ABSTRACT PST (post-stimulus time) and interval histograms computed from recorded spike trains are related to an average timing characteristics of the spike train. The exact nature of this relationship varies with recording parameters, interfering signals, the histogram bin width, and the duration of the measurement interval. This work describes the conditions under which a PST histogram can serve as an unbiased estimate of the ensemble average of a spike train's intensity and an interval histogram can serve as an unbiased estimate of the probability density function of the interspike intervals. Simulation studies are used to confirm the validity of the theoretical results. As an example of an application, these results are used to analyze recordings of singleunit activity in the eighth cranial nerve.
INTRODUCTION
Single neurons transmit information over long distances in the nervous system by means of sequences of action potentials (spike trains). In many instances these spikes have nearly identical wave forms; consequently, the times of occurrence of spikes carry the neural information.
A description of a spike train well suited for the analysis of the timing of spikes is the point process model (Cox, 1962; Cox and Lewis, 1966; Perkel et al., 1967) . This model can be used to describe both stochastic (e.g., irregular) and deterministic (e.g., periodic) spike trains. In this model, the occurrence of each spike corresponds to the time of an "event"; point processes are defined by describing how the probability of an event occurring varies with time. Hence, a quantitative description of the timing of spikes recorded from a neuron involves the estimation of functions related to this probability. Two types of measurements have proved especially useful and are widely used in neurophysiology: the post-stimulus-time (PST) histogram and the histogram of the interspike time intervals (interval histogram). This paper describes how these measurements are related to estimates of the underlying functions comprising a point Dr. Johnson's present address is: Department of Electrical Engineering, Rice University, Houston, Texas 77001.
process description of a spike train. Furthermore, this work contains an analysis of how these estimates are affected by recording parameters, interfering signals in the recording, and histogram parameters.
METHODS
This paper is concerned primarily with theoretical aspects of the computation of histograms from recorded spike trains. Empirical confirmation of certain theoretical results was obtained by creating simulated spike trains with identical spike wave forms and known statistics. Each simulated spike was obtained from a Tektronix 162 waveform generator (Tektronix, Inc., Beaverton, Ore.) (wave form shown in Fig. 3) .
A simulated spike train having statistics independent of time was obtained by triggering the wave form generator with a noise generator. Spike trains having statistics that varied sinusoidally in time were obtained by triggering on the sum of random noise and a sine wave.
In some tests, signals were added to the simulated spike train to emulate periodic (Fig. 3) or random ( Fig. 7) interfering signals. Periodic interfering signals were obtained from a Wavetek 157 oscillator (Wavetek, San Diego, Calif); random interfering signals were obtained from a General Radio 1381 noise generator set to a bandwidth of 5 kHz (GenRad, Concord, Mass.) .
ESTIMATION OF THE INTENSITY OF A SPIKE TRAIN: THE PST HISTOGRAM
A spike train can be described mathematically as a regular stochastic point process (Snyder, 1975) . A stochastic point process consists of a series of events-spikes in this case which occur at random instants of time. This description presumes that the important aspect of a spike train is the time of occurrence of each spike; details of the spike wave form are ignored. The timing of events in a point process is influenced by ,u(t, N(t), w), the intensity or instantaneous rate of the point process. N(t) denotes the number of events occurring before time t and the vector w denotes the times of occurrence of the previous N(t) events WI, ...., WN(,. The intensity of a regular point process determines the conditional probability of an event occurring during any small time interval.
N(t + At) -N(t) equals the number of events occurring in the interval [t, t + At) and lim 0(t, At)/At = 0. Eq. lb defines a regular point process; no more than one A.-0 event can occur at any given time.
The intensity of a spike train is a function not only of an independent time function (e.g., a stimulus) but also of the history of the point process (Eq. la). This history is expressed by the number of events occurring before time t (N(t)) and by the times at which these events occurred (w1,..., WN(,) ). For instance, the probability of a spike occurring at a particular instant of time may depend on when previous spikes occurred (e.g., the refractory property of neuronal discharges). By averaging over all possible histories of a point process, the overall effect of previous events on the present can be 4IOPHYSICAL JOURNAL VOLUME 22 1978RECORDED  SPIKE  TRAIN  TRIGGERING ------------LEVEL   TRIGGERED  PULSE  TRAIN   SEQUENCE assessed. As a consequence of this averaging, the unconditional probability of an event occurring in [t, t + At) is given by:
where X(t) denotes the average of the intensity ,t(t, N(t), w) over all possible realizations of the point process before time t. A PST histogram is computed from a recorded train of spike discharges in three steps (Fig. 1) .
MEASUREMENT OF TIME OF OCCURRENCE OF EACH SPIKE The recorded spike train serves as the input to a triggered pulse generator; the resulting output pulse train denotes the time at which the recorded spike train crosses a specified level with a specific slope polarity. With an appropriately chosen trigger level, each output pulse corresponds to a spike. TIME QUANTIZATION The time axis of the triggered pulse train is quantized into equal intervals (bins). The number of spikes occurring in each bin is measured. By this process, a sequence is defined with each element of the sequence corresponding to a bin and having a value equal to the number of spikes in the bin.
SYNCHRONIZATION AND AVERAGING A PST histogram is computed from this sequence by adding together the contents of bins which occur at a specific time relative to a series of stimulus markers.
The following analysis demonstrates that the PST histogram is an estimate of the average intensity X(t). Furthermore, the accuracy of this estimate is affected by interfering signals, finite bin widths, and the duration of the data. (Gesteland et al., 1959 ) from a single neuron in the cochlear nucleus of the cat. The upper trace demonstrates the occurrence of random background noise in spike train recordings. The lower trace was obtained from a unit responding to a 500-Hz tone. A background interfering signal having the same period as the stimulus is evident in the recording.
The Effect ofInterfering Signals on Spike Triggering Spikes are always recorded in the presence of background electrical interference (Fig. 2) . This interference may be a random fluctuation of the recorded potential unrelated to the spike activity; for example, noise interference can result from electrical processes in the electrode or in the tissue. In addition, the interference may contain a deterministic component related to a physical stimulus (Fig. 2) . Such signals can be of physiological origin, e.g., the response of large populations of cells to a stimulus. The presence of an interfering background signal, whether stochastic or deterministic, limits the accuracy of measuring the time of occurrence of a spike and reduces the accuracy of estimating X(t) from such data. An analysis of such errors follows.'
The most common method used to estimate the time of occurrence of a spike is the triggering method (Glaser and Ruchkin, 1976 (5) where ms denotes the derivative of s(t) at to. This approximation is valid only if the time difference (to -to) is small. This presumption implies that the interfering signal i(t) is relatively small in amplitude so that the probability of false triggers (triggering on the interfering signal instead of on a spike), missed triggers (completely missing the presence of a spike), or multiple triggers (triggering two or more pulses from one spike) is small. The trigger time to is related to to, the time of occurrence of the spike, by:
The term i(tO)/ms represents a jitter in the trigger time to about the true time to.
Because every triggered pulse corresponds to a spike, the probability of a spike occurring in the interval [t, t + At) must be equal to the probability of a triggered pulse occurring in [t, t + At). Defining X(t) to be the average of the intensity of the triggered pulse train, this condition is expressed by:
In the limit of small At, X(t) is related to X(t) by:
Using Eq. 6, this expression is written:
where i'(t) denotes the derivative of the interfering signal i(t). Consequently, A(t) depends not only upon the average X(t) of the intensity of the recorded spike train, but also upon the characteristics of i(t). The disparity between X(t) and X(t) is manifested in two ways: an amplitude modulation by the factor [1 + i'(t)/ms] which depends upon the derivative of the interfering signal and a time jitter of amplitude i(t)/rm in the time dependence of X(t). The effect of the amplitude modulation term is demonstrated when X(t) is a constant (Xo). In this case, although the average intensity of the spike train is independent of time, the intensity of the triggered pulse train can show an artifactual time dependence: PST histograms computed from these spike trains are shown in the right column. Each of these histograms was synchronized to every third positive-going zero-crossing of the interfering signal. The simulated spikes occurred at random with respect to the interfering signal. The vertical scale of each histogram was normalized so that its average value corresponds to unity. The bin width of each histogram was 5 Mls and approximately 63,000 spikes were used to compute each histogram. The simulated spike train with no interfering signal had a constant intensity (top row). When a triangle-wave interfering signal (peak value of 0.2 relative to the amplitude of the spike and frequency of 3 kHz) was added to this spike train, the resulting histogram resembled a square wave (middle row). Eq. 10 predicts that such an interfering signal would produce a square wave having peak-to-peak amplitude 0.96 in the histogram; the measured peak-to-peak value is 1.02. A sinusoidal interfering signal (peak value of 0.2 relative to the amplitude of the spike and frequency of 3 kHz) produced a cosinusoidal wave form in the measured PST histogram (bottom row). The theory predicts such a wave form with a peak-to-peak amplitude of 1.51; the measured peak-to-peak value is .61.
To test the validity of Eq. 10, various interfering signals were added to a simulated spike train having a constant average intensity and then A(t) was estimated. According to Eq. 10, if i(t) were a triangle wave, the intensity X(t) should be a square wave.
Results of the simulation for this case (Fig. 3) are accurately predicted by Eq. 10. In a second simulation, the interfering signal was a sinusoid. Such a background signal can occur, for example, when recordings are obtained from neural units while sinusoidal stimuli are being used (Fig. 2 ). This type of interfering signal can result from the recording of sinusoidal extracellular potentials or, if care is not taken, from electrical cross talk between the stimulus generator and the recording electrode. Letting i(t) = A sin (27rft), Eq. 10 is written:
Approximate mi, the slope of the spike at the trigger point, by: mi = peak[S(t)]/tr, (12) where t, is the rise-time of the spike measured from the initial portion of the spike to its peak and peak [s(t)] is the peak amplitude of the spike. Eq. 12 is satisfied exactly for the simulated spikes shown in Fig. 3 . By defining y to be the ratio of the rms amplitude of the interfering signal to the peak amplitude of the spike, y = (A /V<)/ peak(s(t)], Eq. 11 can be written:
Consequently, X(t) is cosinusoidal (Fig. 3) . Simulation studies show (Fig. 4) that the amplitude of this time-varying artifact is accurately predicted by Eq. 13. This amplitude is proportional to the product of the frequency f, the noise-to-signal ratio -Y, and the rise-time of the spike tr.
The effect of the time-jitter term in Eq. 9 is illustrated by assuming that X(t) is sinusoidal, X(t) = A*[I + 2Sf cos 27rft], (14) and that the interfering signal is a stationary stochastic process having a Gaussian amplitude density, zero mean, variance a2, and autocorrelation function Ri(T). Such a recording situation could represent a spike train synchronized to a sinusoidal sensory stimulus (Kiang et al., 1965; Rose et al., 1967) recorded in the presence of additive random interfering noise. Using Eq. 9, the average intensity of a pulse train triggered from such a recording is given by:
Consequently, the expected value of X(t), E[X(t)], the degree to which frequency information in X(t) is reflected in the average properties of X(t) can be determined. With certain restrictions on R#(r), E[X(t)] does not depend upon the modulation term i'(t)/m, (see the Appendix) and is given by:
where:
Hi(f) = exp 1-j(2irfl/ms)2j.
Writing Eq. 17 in terms of the noise-to-signal ratio y ('y = u/peak [s(t)]) yields:
The result given in Eq. 16 can be generalized. If X(t) can be described as a finite sum of sinusoidal components of frequencyfk
then E[A(t)] contains each of these components but reduced in amplitude by the factor Hi(fk).
Therefore, the average effects of a random interfering signal on measurements of X(t) can be described as passing X(t) through a linear, time-invariant, low pass filter having frequency response Hi(f). Letting A(f) and A(f) denote the Fourier transforms of E[X(t)] and A(t) respectively, this result is expressed as:
The frequency response of the filter H,(f ) is shown in Fig. 5 , together with results obtained from a simulation. The theoretical and experimental results agree sufficiently well to establish the general validity of Eq. 21. The bandwidth fB of the filter Hi(f) can be defined as the frequency at which Hi(f) = exp (-0.5 measurements of the timing information in the spike train. Two kinds of effects can occur: (a) a deterministic interfering signal can induce an artifactual component in the measured intensity, and (b) a random interfering signal can act as a filter on the average of the intensity of the spike train. These effects become more severe as the amplitude of the interfering signal increases relative to the individual spikes and as the stimulus frequency is increased. Time-Axis Quantization The next step in the computation of a PST histogram is to quantize the time axis into bins of duration A and to specify those bins in which triggered pulses occur. The exact time of occurrence of the pulse within a bin is lost in this process. Hence, time-quantization leads to errors in representing the time of occurrence of triggered pulses.
The time-quantization process is described by defining each element of the sequence fxm I to be equal to the number of spikes occurring in the mU! bin-the time interval
[mA, (m + l)A). The expected value of xm easily shown to be:
ma or more conveniently expressed as: First, the intensity X(t) is passed through a finite-time integrator (i.e., convolved with ha(t)). The frequency response H,(f) of the finite-time integrator is given by:
Ha(f) = exp {-j]rfAj*A*sin (irfA)/rfA.
(26) Ha(f ) is a low-pass filter that attenuates the high frequency components in X(t).
The attenuation depends upon the product of the bin width and the frequency of interest.
Second, the output of the finite-time integrator is then sampled at intervals equal to the bin width. If the integrator output is band-limited so that its highest frequency component is less than 1 /2A, then all of the information contained in the convolution A(t) 0 ha(t) is preserved in its samples. If components at frequencies larger than 1/2A occur in the integrator output, they will be represented as low-frequency components in the sampled signal. This phenomenon is termed "aliasing" (Oppenheim and Schafer, 1975) . Since Ha(f) is not band-limited (Eq. 26), X(t) must have no frequency larger than 1/2A to prevent aliasing.
Consequently, the process of placing triggered pulses into bins is mathematically equivalent to a series of transformations on X(t) (Eq. 24). As expressed by these transformations, the accuracy of the representation of X(t) in the sequence $xm I depends upon the bin width A. The bin width must be less than 1/2frax [fmax is the highest frequency component in X(t)] to prevent aliasing. In general, the accuracy of the representation of X(t) by fxm I increases with smaller values of the bin width.
Accumulation ofthe PST Histogram The contents of bins that occur at the same time relative to a set of stimulus markers are added together (or accumulated) to form the PST histogram. If the stimulus markers are periodic and occur every MA, the contents of the mth bin of the PST histogram gm are given by:
r=O where the xm+rM denotes the contents of the mth bin after the rth stimulus marker and R denotes the number of stimulus markers in the measurement interval. This computation is similar to the averaging of a periodic wave form from its samples (Braun, 1975) . The computational procedure described by Eq. 27 can be interpreted as a linear, BiOPHYSICAL JOURNAL VOLUME 22 1978 shift-invariant digital filter (Oppenheim and Schafer, 1975) 
so that:
If the bin width is chosen small enough so that X(t) is approximately constant over the duration of a bin (i.e., fnax << 1/2A), the convolution in Eq. 31 can be approximated by X(mA)A so that:
Under these conditions, the expected value of a PST histogram is linearly related to the average intensity of the triggered pulse train evaluated every A.
The relationship between X(t) and X(t) is given by Eq. 9. The effect of interfering signals is, generally speaking, to modify the high-frequency content of X(t). If X(t)
does not contain components in the affected high-frequency regions, X(t) and X(t) are approximately equal. The ensemble average of the intensity of the spike train is then proportional to the expected value of the PST histogram and Eq. 32 becomes in this instance:
(33) Under the assumptions given in this section, an unbiased estimate of X(t) at the times mA relative to the stimulus markers consists of dividing the amplitude of the PST histogram by the product of R, the number of stimulus markers, and A, the bin width.
An Application ofthe Model ofPSTHistogram Computation
One example of applying the previous considerations is found in the analysis of auditory-nerve fiber responses to single tones. At low stimulus frequencies, PST histograms synchronized to each stimulus cycle indicate that the intensity of a single fiber is "time-locked" to individual cycles of the stimulus (Kiang et al., 1965; Rose et al., 1967) . At high frequencies, -io such time locking is measured. There is no precise frequency separating the ranges over which these responses occur. Rather, the timelocking gradually diminishes for frequencies greater than 1 kHz; near 5-6 kHz, this time-locking is no longer measurable (Fig. 6) . The question is whether this attenuation of time-locking in the 1-6 kHz frequency range could be due to limitations in the PST histogram computation.
The recordings analyzed by Johnson (1974) were recorded from single auditory nerve fibers with KCl-filled glass micropipettes. With these microelectrodes, the noise-to-signal ratios (-y) of the recordings were usually less than 0.05 and the rise time of the spikes (t,) less than 200 ,s. The effect of random interfering signals is to filter the intensity of the spike train. The bandwidth of this filter (Eq. 22 with y = 0.05 and tr = 200 ,s) is 15.9 kHz. The attenuation of this filter is not sufficient to account for the measured decrease in the synchronized response obtained in the 1-6 kHz range (Fig. 6 ).
Time-quantization effects depend on the relation between the frequency of interest and the bin width A (Eq. 28). Assuming that no aliasing occurs in this quantization process, these effects act as a low-pass filter H, (f ) on the ensemble average of the intensity. For the attenuation of this filter to be less than 10', the bin width must be such that H,(f) > 0.99. This requirement implies that there be at least 13 bins for each stimulus period. The data shown in Fig. 6 were obtained from PST histograms having from 33 bins (for measuring responses synchronized to 6 kHz) to 200 bins (1 kHz) per period. Consequently, the computed bound of 13 bins is easily satisfied; time-quantization effects cannot account for the decreasing trend in the data over the 1-6 kHz range. One concludes that the decrease in the synchronized response over the 1-6 kHz range cannot be explained by measurement errors.
THE COMPUTATION OF INTERVAL HISTOGRAMS
An interval histogram contains the number of interspike intervals of a given length that occur in a recording. The three basic steps in the computation of an interval histogram are: (a) pulses are triggered from the recorded spike train, (b) the interval between successive pulses is measured, and (c) this measurement is quantized and the contents of the appropriate bin of the histogram are incremented (Perkel, et al., 1967; Glaser and Ruchkin, 1976; Sanderson and Kobler, 1976) . In the following analysis, the average intensity X(t) is assumed to be a constant. This case is equivalent to assuming that the spike train can be described as a stationary point process. No restrictions are placed upon the statistics of interspike intervals.
Description ofthe Computational Procedures
The measured interval T between successive triggered pulses (T = 4k+I -4k where 4k is the measured time of occurrence of the kth spike) is equal to the interval T between the corresponding spikes plus Tj, the jitter in the measured interval induced by the interfering signal present in the recording. 
FIGURE 6 FIGURE 7
FIGURE 6 Evaluation of measurement limitations in computing the amplitude of stimuluslocked responses. PST histograms were computed from the responses of single auditory nerve fibers to single tones (Johnson, 1974) . The duration of the histograms was equal to one cycle of the stimulus. The degree of time-locking of the responses to the stimulus was measured by computing the synchronization index Sj:
The level of the tone was varied until the maximum value of Sf was obtained. A total of 339 maxima from 233 auditory-nerve units are shown. The line denotes the frequency response Hi(f) of the filter that models the effects of random interfering signals on measurements of Sf.
The noise-to-signal ratio (-y) was assumed to be 0.05 and the spike time 200 Ms. The magnitude of the frequency response was set equal to 0.83 for f = 0. From Eq. 6, this jitter is given by:
The jitter Tj is assumed to be related to the characteristics of the interfering signal and to the spike wave form but not to the statistics of the underlying point process. Equivalently, Tj is assumed to be statistically independent of T. The interfering signal i(t) is assumed to be a stationary, Gaussian random process having zero mean, variance a', and autocorrelation function Ri(T). Therefore, Tj is a Gaussian random variable having probability density function hj(Tj, T) with zero mean and variance a2
hj(Tj, T) = (1/(2iraj )u / ) exp I-(Tj2/crj)J, (36) where oj depends upon T as follows:
Let PT(T) be the probability density function (PDF) of T and pT(T) be the PDF of T. Since T is the sum of the two independent random variables T and Tj (Eq. 34), p(T) is given by the convolution ofpT(r) and hj(Tj, T).
Therefore, the presence of noise in the recording results in a smoothing of the interval distribution of the spike train by a Gaussian window (Fig. 7) . The standard deviation aj of the Gaussian window of the convolution varies with f; consequently, the smoothing of pr(T) varies with T. If the spectral characteristics of the noise are such that R,(T) is approximately zero for values of T greater than To, then oj equals v2,yt, for i > fo. Since R&(r) < or2, the maximum value of oj (which corresponds to the maximum smoothing), is bounded by: max a, < 2yt,.
If the effective width of the Gaussian smoothing window is taken to be four times its standard deviation, the maximum width of the window is 8Ytr. If variations exist in pT(T) that are narrower than this maximum width, they may be smoothed. For example, discharge patterns that have nearly constant interspike intervals (e.g., recordings from pacemaker cells) have narrow interval probability density functions; the measurement of pT(T) for these patterns could well be affected by interfering background signals (Fig. 7) . The quantization of a measured interval f to the duration of a bin is expressed by the function 6(m, T, A) defined as:
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The probability that b(m,-, A) equals 1 for given values of Tf and m is equal to the probability that T lies in the interval [mA, (m + 1)A). (42) The effects of the filtering and sampling processes defined in Eq. 41 are the same as those described for PST histograms.
Given the measured intervals Pi, i = 1, . . . N, the contents of the mth bin of the interval histogram Im is computed by:
i-I
Since the intervals are identically distributed, the expected value of Im is given by:
Swnmary ofInterval Histogram Computation The previous discussion presumed that the spike train can be described as a stationary point process. If the PDF of successive intervals p7(T) does not vary over values of comparable to 8Ytr, the effects of the interfering signal upon the measurement of the intervals obtained by triggering are small. In these cases, pf(T) will be approximately equal to p7(T). The effects of interval quantization depend upon the relationship between the bin width and the frequency content of p,(T). If A is small enough so that the largest frequency in pr(T) is much less than 1/2A, then the interval quantization effects are small. If these conditions exist, the expected value of the interval histogram is proportional to samples of the interval probability density function p7 (T (Walsh et al., 1972) . The measured interval histograms show a single dominant peak with some spread about the mean interval. The question is whether this spread is significant or whether it is due to measurement errors.
D. H. JOHNSON Post-Stimulus Time and Interval Histograms
The effect of random interfering signals is to smooth the PDF of the intervals with a Gaussian-shaped window (Eq. 38). The spike trains analyzed by Walsh et al. (1972) were recorded with KCl-filled glass micropipettes. These recordings had signal-tonoise ratios ("y) less than 0.05 and spike rise times (t,) less than 200 us. With these values, the maximum window width (8yt,) is 0.08 ms. Interval histograms computed from regular-discharging spike trains have a spread of about 2 ms. Since the smoothing window is much narrower than the measured spread, the influence of random interfering noise on these data is not significant.
DISCUSSION
The influence of each step in the computation of histograms on the overall accuracy of measurements of a recorded spike train's timing characteristics has been analyzed. For instance, random interfering signals do not greatly influence estimates of the average intensity of a spike train's intensity (e.g., Fig. 6 ). Such influences can be traced to the time-jitter term in Eq. 9. For reasonable values of noise-to-signal ratio ('y) and spike rise time (t,), this jitter is small in comparison to time variations typically found in the intensity of a spike train. Deterministic interfering signals related to the stimulus tend to have a larger effect on estimates of the average intensity. This effect is related to the modulation term in Eq. 9; this term is proportional to the derivative of the interfering signal. Consequently, small, rapidly changing interfering signals can greatly affect estimates of the average intensity.
The exact values of -y and t, obtained in a recording are functions of the neuron being recorded, the type of recording electrode, and the transfer function of the wave form amplification system. Electrolyte-filled glass micropipettes tend to isolate individual spikes well but have a limited bandwidth (3-8 kHz : Weiss et al., 1971) . This limited bandwidth can reduce the rise-time of recorded spikes. Metal electrodes do not isolate spikes as well (i.e., larger values of -y are encountered) but have a wider bandwidth. In an attempt to reduce y, the recorded spike train can be filtered to reduce the energy of interfering signals in those regions of the spectrum where spikes do not contain energy. Such filtering can significantly reduce the amplitude of wide-band noise in a recording. Stimulus-related gross response in the recording very often has energy in the same spectral region as the spikes; consequently, attempts to remove such interfering signals by filtering may only serve to affect the spikes (i.e., increase t,) as much as the unwanted interfering signal.
PST histograms display those components in the average of the intensity of a spike train which have frequencies harmonic with the stimulus marker frequency. Inharmonic components can be severely attenuated and thereby "washed out" of the histogram. This attenuation can be detrimental as well as beneficial. For instance, longterm variations in the statistics of a spike train (e.g., adaptational effects) will not be present in a PST histogram if higher-frequency response components are being measured. On the other hand, the attenuation of other response components can be intentional (e.g., analyzing the responses of single auditory-nerve fibers to multi-tone stimuli) and can serve to simplify the task of analyzing a complicated response pattern. Intentional or not, the PST histogram may not display the entire response pattern and care should be taken in relating the histogram to the timing characteristics of the spike train.
PST and interval histograms have been related to the timing of discharges in a spike train. There are limitations to the accuracy of a histogram computed from stochastic spike trains because of the inherent variability of the histogram. This variability can, in principal, be reduced with larger amounts of data. However, each step in the computation of a PST or interval histogram also imposes a limitation on how accurately the histogram can be related to the characteristics of the spike train being studied. The accuracy of the representation of a spike train's average intensity is limited by the properties of the recorded spike train and the desired resolution (bin width) of the histogram. These limits do not depend on the finite number of spikes used in the computation of the histograms. Consequently, there are limits on the information that can be extracted from a recorded spike train with PST and interval histograms that cannot be improved by incorporating more data into the histograms.
APPENDIX
The ensemble average X(t) of the pulse train triggered from a spike train recorded in the presence of an interfering signal i(t) is given by Eq. 9. When i(t) is a random process, X(t) is also a random process. The purpose of this appendix is to compute the expected value of X(t) when the spike train has a sinusoidal ensemble average (Eq. 14). 
Since i(t) has zero mean, the third term in Eq. 46 is zero. Also, if the derivative of the correlation function Ri(T) is defined at the origin, i(t) and i'(t) are independent random variables
