Abstract. From several decades, non-adjacent form (NAF) representations for integers have been extensively studied as an alternative to the usual binary number system where digits are in {0, 1}. In cryptography, the non-adjacent digit set (NADS) {−1, 0, 1} is used for optimization of arithmetic operations in elliptic curves. At SAC 2003, Muir and Stinson published new results on alternative digit sets: they proposed infinite families of integers x such that {0, 1, x} is a NADS as well as infinite families of integers x such that {0, 1, x} is not a NADS, so called a NON-NADS. Muir and Stinson also provided an algorithm that determines whether x leads to a NADS by checking if every integer n ∈ [0,
Introduction
It is well known that every positive integer n can be represented as a finite sum of the form n i=0 a i 2 i , denoted by (. . . a 3 a 2 a 1 a 0 ) 2 , where the digits a i 's are picked in the digit set D = {0, 1}. Using the digit set {0, 1} is a common way to represent integers but for some efficiency purposes some alternative digit sets have been proposed during the last decades.
Ternary representations (with radix 3) are mainly due to Lalanne [10] but took off in 1951 when Booth [1] proposed a fast technique to compute the representation of the product of two integers using the {−1, 0, 1} radix 2 representation. In 1960, Reitwiesner [17] proved that every integer has a canonical {−1, 0, 1} radix 2 representation with a minimal number of nonzero digits. This representation called non-adjacent form (NAF) is obtained if for any two adjacent digits at least one is zero. Later, in 1989, Jedwab and Mitchell [6] presented an interesting cryptographic application of such representations showing that using the digit set {−1, 0, 1} can reduce the number of multiplications in the square-and-multiply algorithm for exponentiation. In elliptic curves, where inversion can be done for (almost) free, exponentiations are much more efficient with such representations. Using this property, Morain and Olivos [14] proposed in 1991 an algorithm speeding up operations over elliptic curves using the {−1, 0, 1} digit set. More recently Joye and Tymen [7] proposed a compact encoding of non-adjacent forms applied to elliptic curves, in particular to the Koblitz curves. During the last decade, a certain amount of work has been devoted to non-adjacent form representations such as [2, 3, 4, 5, 8, 9, 12, 13, 18, 19] .
In our case, we focus on ternary radix 2 representations using the digit set {0, 1, x} where x is a negative integer. Determining which sets {0, 1, x} provide non-adjacent forms for every positive integer is still an open problem. Such sets are called non-adjacent digit sets (NADS). Muir and Stinson [15, 16] gave new results at SAC 2003, proposing some properties that x must verify in order to lead to a NADS and they gave some infinite families of x such that {0, 1, x} is or is not a NADS. In the latter case, we say that {0, 1, x} is a NON-NADS. They also provided an algorithm that determines whether x is a NADS by checking whether every integer n ∈ [0,
We extend in this paper their results by proposing generators that produce infinite families of NON-NADS as much as we wish and we give a way to determine such generators. We reduce also the search bound from
12 . We introduce the notion of worst NON-NADS and give a complete characterization of these numbers. Our contribution aims also at exploring algorithmic aspects related to NADS. So, we propose some improvements of the Muir and Stinson's algorithms [15, 16] that comes from our new theoretical results and we propose a new approach to compute NADS. The first algorithm proposed in [15] took about one day in order to find all x's from −1 to −10 7 such that {0, 1, x} is a NADS. While an improved version also due to Muir and Stinson [16] takes about 20 minutes, our own algorithm takes only 343 seconds.
Preliminaries and Previous Works

Definitions and Notation
Every positive integer n can be represented as a finite sum of the form 
Characterization of NADS
First of all, we give a few theorems, whose proofs can be found in [15] , giving necessary conditions for {0, 1, x} to be a NADS or a NON-NADS. From Theorems 1 to 3 we see that a {0, 1, x}-NAF is unique and that x must be negative and congruent to 3 modulo 4 for {0, 1, x} to be a NADS (except for D = {0, 1, 3}). Hence, we only consider NADS such that x < 0. The following lemmas lead to an algorithm that determines whether an integer n ∈ Z + has a {0, 1, x}-NAF.
We define now the function f D : N → N as follows:
. For the sake of simplicity, we abuse the notation by
the i-fold composition of the function f . We introduce now the graph G n of an integer n for a given digit set {0, 1, x}, whose vertices are the iterations of the function f D on n:
In other words, either G n is a path terminating at 0, or G n contains a directed cycle of integers in the interval {0, 1, 2, . . . ,
−x
3 } as proved hereafter. The length of the cycle is defined as
By extension, we define the graph
is a directed tree whose root is 0. We define now the function 
The time complexity of the NAF algorithm in the worst case is straightforward: the complexity of the first loop is O(log n) while the complexity of the second one is O(|x|). The complexity of the algorithm, in the worst case, is therefore O(log n + |x|). We expose now Theorem 4 that provides algorithm Is-NADS? (See Algorithm 2) determining whether or not a given x < 0 leads to a NADS.
Theorem 4. Suppose x is a negative integer and x ≡ 3 (mod 4). If every element in the set
The algorithm Is-NADS? requires O(|x|) tests (one test is roughly equivalent to the second loop of the algorithm NAF), therefore the complexity of Is-NADS? is O(|x| 2 ). Finally, Muir and Stinson [15] give some characterizations of infinite families of NADS and NON-NADS. Among them, we will use the two following theorems.
Theorem 5. Let x be a negative integer with
x ≡ 3 (mod 4). If (2 s − 1) | x for any s ≥ 2, then {0, 1, x} is not a NADS.
Theorem 6. Let x be a negative integer with
x ≡ 3 (mod 4). If (4 · m i − 1) < −x < (3 · 2 i ) for some i ≥ 0, then {0, 1
, x} is not a NADS, where
for i even
for i odd.
New Theoretical Results
Improvement on the Search Domain
By Theorem 4, we know that determining whether {0, 1, x} is a NADS can be performed by checking whether every element of the set {n ∈ Z + : n ≤ −x 3 , n ≡ 3 (mod 4)} has a {0, 1, x}-NAF. Here, we prove that the search bound
can be improved when 3 or/and 7 do not divide x. So, Theorem 7 reduces the bound to We give here a further improvement on the search domain.
Theorem 8. Let x be a negative integer such that 3 x, 7 x and x ≡ 3 (mod 4). If every element in the set
Proof. Let n be a positive integer such that n ≡ 3 (mod 4) and
7 . We will show that G n contains at least a vertex that lies in the interval [
12 . First, we notice that if an element of G n is congruent to 0 or 1 modulo 4, then this one will be sent to an integer less than −x 12 since this element cannot be greater than or equal −x 3 . So, it remains to consider the n's for which G n contains only vertices congruent to 2 or 3 modulo 4. Given that f 2 • f 2 = f 0 , such a n is transformed by iterations of the form
for some integer k ≥ 1 and where i 1 , . . . , i k are positive integers. We set
. From the properties of the function f 3 , we can conclude that f 2 • f 3 (n) ≥ F (n) for ∈ N and n ≤ −x 3 . Hence, the value of some iterations of the form (1) applied to n is greater or equal to F k (n). We finally deduce that there exists a positive integer k such that the resulting integer n of the iteration (1) applied on n is greater than The new results presented in this section are particularly important because they allow to reduce significantly the running time of Algorithm 2, as we will see in Section 4.
Generators of Infinite Families of NON-NADS
In this section, we present a way to generate as many NON-NADS families as we want. From a theoretical point of view, this method allows to find all NON-NADS. In practice, it will be used as a trade-off in our algorithm Find-NADS (See Section 4) that computes every x such that {0, 1, x} is a NADS. The idea of our method comes from the fact that n ∈ NAF(D) if and only if G n does not contain any directed cycle. So, the existence of an integer n such that G n contains a directed cycle implies that D is not a NADS. Instead of looking for a criteria on x for which there exists such a n, we consider a cycle of a given form and deduce the values x for which n lies in this cycle. More precisely, we choose the length t of the cycle as well as the sequence of the t different functions f i for i ∈ {0, 1, 2, 3} that are applied successively on n. Once the form of the cycle is chosen, we set for a positive integer n ≡ 3 (mod 4) the equation
where i k ∈ {0, 1, 2, 3} for k = 1, 2 . . . , t. We denote such a cycle of length t as
From (2), we obtain a relation of the form c 1 n = c 2 x for two given c 1 , c 2 ∈ Z. It remains to substitute n = 4k − 1 in this equation and solve it with the conditions that k ∈ N and x is negative with x ≡ 3 (mod 4). Note that i 1 = 3.
2-Cycles. To illustrate our method, we show how we can concretely find every cycle of length 2. Such a cycle is called a 2-cycle. First, we observe that we have 3 possible 2-cycles, namely 3|0, 3|1 and 3|2. They correspond to the equations Some Cycles of Arbitrary Length. Here, we apply our method to find an infinite number of NON-NADS families. As an illustration, we look for the x's whose graph G(x) contain a cycle of the form 3|3|3| . . . |3|0. Let t ≥ 2 be the length of this cycle, we have to solve
and hence we get the equation
This holds if and only if −x(2 2t−2 − 1)/3 = n(2 2t−1 − 1). From this, x has to be a multiple of (2 2t−1 − 1) since gcd((2 2t−2 − 1)/3, 2 2t−1 − 1) = 1. Moreover, x ≡ 3 (mod 4) implies that x is of the form x = −(4k − 1)(2 2t−1 − 1) for k ∈ N. We can also see that n = (4k − 1)(4 t−1 − 1)/3 is congruent to 3 modulo 4 and that it is positive.
Theorem 10. Let t ≥ 2 and k > 0 be two integers and x = −(4k −1)(2 2t−1 −1). Then {0, 1, x} is a NON-NADS.
Note that for t = 2, this generates the x-family corresponding to that of Theorem 9, namely −28k + 7. Obviously, if we consider cycles of another form (instead of 3|3|3| . . . |3|0) we obtain some other generators.
Worst NON-NADS
We introduce in this section the notion of worst NON-NADS and give a complete characterization of it.
Definition 4. Let x be a negative integer such that x ≡ 3 (mod 4). {0, 1, x} is a worst NON-NADS if for all n ≤ −
x 3 with n ≡ 3 (mod 4), n ∈ NAF ({0, 1, x}).
Theorem 11. Let x be a negative integer such that x ≡ 3 (mod 4). {0, 1, x} is a worst NON-NADS if and only if there exists
, where
Proof. We first prove that if a given x is in an interval of the form ]−3·2 i , 1−4m i [ then {0, 1, x} is a worst NON-NADS. Next we prove that if {0, 1, x} is a worst NON-NADS then it is in such an interval. Such an interval is called a gap. The first part of the proof directly comes from the proof of Theorem 21 of [16] .
We prove now the converse statement. In other words, we show that for each x which is not in a gap, there exists a n such that n ∈ NAF ({0, 1, x}) that is a {0, 1, x}-NAF. It remains to prove that the interval
] does not contain any integer x ≡ 3 (mod 4) that is a worst NON-NADS. To this end, we first show that 3 is a {0, 1, x}-NAF for the smallest x ∈ I i , i.e., for x = 3 − 4m i+1 . Indeed, for an odd i, it suffices to see that 3 = (101010 . . . 100x) 2 , where the sequence 01 is repeated (i + 1)/2 times. This is shown by the following computation
We deduce that for x k = 4k+x, where k ≥ 1, we also have (1010 . . . 100x k ) 2 = 3 + 4k. Moreover, we can also show that 3 + 4k < − 
Algorithmic Considerations
We use in this section the theoretical results presented in Section 3 combined with some algorithmic methods in order to reduce the running time of the NADS search. First of all, we recall the basic algorithm (Algorithm 3) proposed by Muir and Stinson [15] and then we bring some improvements that greatly improve the performances. So, Section 4.2 takes benefit of the theoretical results of Section 3.1. Results presented in Section 3.2 are on their hand used in Section 4.3. We then give the performances of our best algorithm in Section 4.4 and show that when x max = −10 7 , the running time of our algorithm is only 343 seconds.
Basic Algorithm
The algorithm Find-NADS (Algorithm 3) is the algorithm proposed by Muir and Stinson. It finds NADS from −1 to x max , iterating on this interval the algorithm Is-NADS? presented in Section 2.2 which aims at determining whether or not a given negative x leads to a NADS. Its performances are given in Section 4.4.
Intra-X and Inter-X Techniques
The intra-X technique consists of using memoization method during the execution of Is-NADS?. Memoization is an optimization technique whose basic idea is to remember function calls. A The Inter-X technique is an extension of the Intra-X technique using memoization during the execution of Find-NADS. Note however that the return value of f D depends on both n and x. However, the result of f D (n) is independent of x when n ≡ 3 (mod 4). The intuitive idea consists roughly in establishing shortcuts between n and successive iterations f k D (n) until reaching a value congruent to 3 modulo 4. We give hereafter a formal approach, by introducing equivalence classes representing such shortcuts. Let b be the function from N to N defined by
The equivalence class of n induced by R, denoted bẏ n is therefore the set {n ∈ N | nRn }. The smallest element ofṅ is called the representative of the class. Any element ofṅ has a {0, 1, x}-NAF if and only if the representative ofṅ has a {0, 1, x}-NAF. As illustration, we give on Fig. 1 
Algorithm Based on Elimination of NON-NADS
We present in this section an algorithm, based on a new approach, that consists of finding all the x leading to a NADS by process of elimination of all NON-NADS. This algorithm, Elim-NON-NADS, relies on the theoretical results presented in Section 3.2. The rough idea of this algorithm is to eliminate all NON-NADS lower than a given bound x max having a cycle of length t, where t varies from 1 to
. Indeed, x is a NON-NADS if and only if ∃n ∈ N, ∃t ≥ 2 such that f t D (n) = n. For instance, the cycle 3|0 yields the equation n−x 16 = 16 that is −x = 3n. By iterating t, we can obtain all the possible values of x that reach a cycle by using a depth-first search in the the exploration tree of the different ways to construct a cycle. Using results of Section 3.2, we obtain:
We move in the tree using the following formulas:
. In practice, this algorithm does not allow to find all the NON-NADS when x is large due to the exponential time complexity of the tree exploration. However, it can be used to reduce the time complexity of Find-NADS by finding all NON-NADS that have cycles of length lower or equal to t max such that t max is small enough. Indeed, determining all NON-NADS having small cycles is much more faster with Elim-NON-NADS than with the basic Find-NADS. Consequently, finding all NON-NADS can be improved using a trade-off between Elim-NON-NADS and the basic Find-NADS. t max is the parameter of the trade-off. As described in the appendix, Find-NADS uses Elim-NON-NADS as a sieve in a first stage in order to rough out the search process.
Experimental Results and Memory Complexity
We give in this section some experimental results in order to compare the performances of the presented algorithms. The tests were done on a standard workstation. We experimented the following algorithms whose results are given in Table 1 and represented in Fig. 2. 1. Curve A: the basic algorithm [15] ; we ran the C source code that the authors gracefully provided to us.
2. Curve B: the improved basic algorithm [16] ; we implemented ourself the algorithm Is-NADS? provided in [16] . We implemented then the algorithm Find-NADS using a sieve to eliminate NON-NADS characterized by Theorem 5 initially proposed in [11] and Theorem 6. 3. Curve C: our algorithm, takes benefit of our new theoretical results presented in Sections 3.1 and 3.2, and practical results described in Sections 4.2 and 4.3. It is actually a trade-off of parameter t max = 10 between the improved version of Find-NADS and Elim-NON-NADS. The pseudo-code of this algorithm is given in the appendix.
Note that the three implementations have been compared in a fair way (as much as possible). They have been implemented in C, compiled with the same optimization options, and executed on the same AMD Athlon TM XP2500+ processor. We did not try to minimize the running time of the algorithms by using some special low level functions of the language. We would like to emphasize that the memory complexity in the worse case, that is when all the cycle lengths equal 3 , is the same whatever the algorithm is. Indeed, the memory complexity is in the worse case O(|x| log |x|). Our algorithm requires however slightly more memory on average due to the precomputation steps. It fits nevertheless into a quite small memory since it requires only a few tens of megabytes of RAM.
Conclusion
We extended in this paper previous works mainly done by Muir and Stinson [15, 16] . Our main contribution consists of a method providing generators of NON-NADS infinite families and a reduction of the search domain to the interval [0,
] when x is not divided by 3 and 7. We claimed that we can still reduce it to [0, −x 12 ]. We also introduced the notion of worst NON-NADS and characterized them. From these new theoretical results, we suggested some algorithmic improvements that reduce significantly the running time of the algorithm Find-NADS. Our algorithm takes only 343 seconds when x max = −10 7 , while the best known algorithm [16] took about 20 minutes. 
