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Tragically, traffic accidents involving drivers, motorcyclists and pedestrians result in thousands of 
fatalities worldwide each year. For this reason, making improvements to road safety and saving 
people’s lives is an international priority. In recent years, this aim has been supported by Intelligent 
Transport Systems, offering safety systems and providing an intelligent driving environment. The 
development of wireless communications and mobile ad hoc networks has led to improvements in 
intelligent transportation systems heightening these systems’ safety. Vehicular ad hoc Networks 
comprise an important technology; included within intelligent transportation systems, they use 
dedicated short-range communications to assist vehicles to communicate with one another, or with 
those roadside units in range. This form of communication can reduce road accidents and provide 
a safer driving environment. 
A major challenge has been to design an ideal system to filter relevant contextual information 
from the surrounding environment, taking into consideration the contributory factors necessary to 
predict the likelihood of a crash with different levels of severity. Designing an accurate and 
effective pre-crash system to avoid front and back crashes or mitigate their severity is the most 
important goal of intelligent transportation systems, as it can save people’s lives. Furthermore, in 
order to improve crash prediction, context-aware systems can be used to collect and analyse 
contextual information regarding contributory factors. 
The crash likelihood in this study is considered to operate within an uncertain context, and 
is defined according to the dynamic interaction between the driver, the vehicle and the 
environment, meaning it is affected by contributory factors and develops over time. As a crash 
likelihood is considered to be an uncertain context and develops over time, any usable technology 
must overcome this uncertainty in order to accurately predict crashes.  
III 
 
This thesis presents a context-aware pre-crash collision prediction system, which captures 
information from the surrounding environment, the driver and other vehicles on the road. It utilises 
a Dynamic Bayesian Network as a reasoning model to predict crash likelihood and severity level, 
whether any crash will be fatal, serious, or slight. This is achieved by combining the above 
mentioned information and performing probabilistic reasoning over time. 
The thesis introduces novel context aware on-board unit architecture for crash prediction. 
The architecture is divided into three phases: the physical, the thinking and the application phase; 
these which represent the three main subsystems of a context-aware system: sensing, reasoning 
and acting. In the thinking phase, a novel Dynamic Bayesian Network framework is introduced to 
predict crash likelihood. The framework is able to perform probabilistic reasoning to predict 
uncertainty, in order to accurately predict a crash. It divides crash severity levels according to the 
UK department for transport, into fatal, serious and slight. 
GeNIe version 2.0 software was used to implement and verify the Dynamic Bayesian 
Network model. This model has been verified using both syntactical and real data provided by the 
UK department for transport in order to demonstrate the prediction accuracy of the proposed model 
and to demonstrate the importance of including a large amount of contextual information in the 
prediction process. 
The evaluation of the proposed system delivered high-fidelity results, when predicting 
crashes and their severity. This was judged by inputting different sensor readings and performing 
several experiments. The findings of this study has helped to predict the probability of a crash at 
different severity levels, accounting for factors that may be involved in causing a crash, thereby 
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Chapter 1 - Introduction 
 
Chapter Objectives: 
1. Give an introduction to and explain the motivation of this research. 
2. List the research questions. 
3. Present the research methodology. 


















1.1   Motivation 
In the UK in 2012, the department for transport (DfT) reported that 1,900 people had been 
killed and 24,430 seriously injured due to crashes; this statistic was a mere proportion of the 
204,350 casualties (slight injuries, serious injuries and fatalities). The total reported number of 
child casualties (those aged 0-15) killed or seriously injured was (KSI) 19,890. Road injury 
accidents reported to the police numbered approximately 151,250, while the fatal accident figure 
was 1,780 [1, 2]. All this statistical information actually represents only a cautious improvement 
on reports issued for 2010 and 2011, despite the use and activation of Intelligent Transportation 
Systems (ITS). Therefore, there is evidently still an abundant need to improve road safety and ITS 
efficiency further, in order to prevent road crashes, reduce the number of fatalities and save 
people’s lives. Accordingly, governments, vehicle manufacturers and researchers are seeking to 
find and develop new technologies in order to achieve this goal. All the applications available 
depend for their success on the accuracy of information collected from the surrounding 
environment, other vehicles, live traffic and roadside devices. Indeed, yet no comprehensive 
system exists that is able to reliably monitor all the potentially dangerous situations that may arise 
on the road; i.e. real contributory factors (such as road environment, vehicle defects, behaviour or 
inexperience and driver error or reactions). Pre-crash systems constitute a key technology that is 
anticipated to have far-reaching implications for the future of mass transportation.  
The available data cannot work effectively without a reliable communication method to 
connect the nodes transmitting information to all those in range. For this purpose Vehicular ad hoc 
Networks (VANET), which use Dedicated Short Range Communication DSRC/WAVE 
technology, offer enhanced and controlled communication, able to support vehicle to vehicle 
(V2V) communication and vehicle to infrastructure (V2I) communication. These forms of 




communication integrate a wide range of VANET applications; of these, safety applications are 
the most important for enhancing road safety to improve and save people’s lives by reducing the 
number of injuries resulting from road crashes [3]. 
1.2   Thesis scope 
This thesis develops a system that can work in all environment related conditions (road 
surface, traffic density status, and weather condition etc.) and on any type of road (dual 
carriageway, one way street, one way street slip road, roundabout, single carriageway and slip 
road) according to the DfT categorization. In addition, the proposed system take into it account 
the driver age and gender. Moreover, the most important vehicle factors that have the heavy weight 
in the causes of any crash. 
The proposed system intend to have the capability to predict the front and rear crashes and their 
level of severity, by reasoning the sensed contextual information using Dynamic Bayesian 
Network (DBN) to predict the crash severity either to be fatal, serious or slight. The proposed 
system should deploy a prevention action that must deploy after predicting the crash, but this part 
of the system is consider to be the future work and it is not covered in this thesis. This is because 
the complexity of the proposed system and it is need another algorithm to be responsible of 
deploying the suitable solution or action to avoid and prevent the predicted crash. 
The proposed system is suitable to apply in any country or region, and the only thing that should 
done, is update the values of the DBN conditional probability table of network nodes with the new 
values from the destination country. 
 




1.3   Research Questions 
In the literature review the current available predication systems has been analysed and determined 
the main research question as follows: 
“How to predict a vehicle crash before it happens in VANET utilising the context-aware system 
approach?” 
The aim of the work is to address the question above efficiently. To achieve this it is logical to 
partition the research question into sub-questions, as this makes it easier to tackle each one 
individually. These questions can be summarised as follows: 
 How to design an effective Pre-crash system architecture for VANET by utilising a 
context-aware system approach? 
 How to design an efficient Pre-crash system that can perform reasoning over time and 
under uncertainty? 
 What kind of information is needed to predict crash severity accurately? 
1.4   Research Methodology 
To achieve the desired objectives for the proposed system, certain methodologies based on 
Kendall and Kendall’s system development life cycle concept (SDLC) should be followed [4], as 
these offer a systematic approach to the design and implementation of any system: 
1. Identify the research problems and recognise it, in accordance with the opportunities and 
objectives accomplished by the literature survey. 




2. Determining information requirements and data preparation methods to solve these 
problems. 
3. Analysing system needs and searching for the best technique to resolve research problems. 
4. Designing and applying the selected technique, to improve the system.  
5. Documentation, testing and maintaining the model.  
6. Implementing and evaluating the system so as to specify the strengths and the weaknesses 
of the concept. 
7. Determining the possible directions of future work. 
The investigation in this thesis is based on a three stage literature review, covering: VANET, 
Context Aware Systems (CAS) and also offering an overview of current Pre-crash systems. First of 
all VANET identification, architecture, communications and applications are presented. Then an 
overview of context and context-aware systems is presented too. Finally, the existing Pre-crash 
systems are examined in depth, as are their main weaknesses and lack thereof, as our aim in this 
research is to design a novel context-aware pre-crash system in VANET to predict crashes early and 
aid in preventing and avoiding accidents to save people’s lives, as shown in chapter 2. 
1.5   Measurable Outcomes 
Success in regards to the work reported in this research will be judged as follows: 
 The research questions established at the beginning of this thesis have to be met. 
 A study presenting how the proposed architecture can be applied in VANET, in order to 
predict vehicle crashes has to be conducted. 
 A study showing how our proposed system differs from others will be illustrated. 




 Adding more scenarios and number of nodes to the contributory factors which affect the 
design. 
1.6   Contributions  
In this thesis, the following contributions were present:  
(i) Pre-crash system built upon a DBN model that operates under various conditions 
and depending in three main contributory factors: 
- Vehicle: e.g. speed, distance, brake pedal and lane. 
- Driver: gender and age. 
- Environment: e.g. road surface, traffic density, road type, timing, day, and road 
lightening. 
(ii) Pre-crash system architecture built upon a five-layer conceptual framework [5, 6]. 
Intended to predict the crash by sensing the contributory factors in the sensing layer, 
then reasoning these inputs and then to apply the suitable application in the 
application layer trying to avoid or mitigate the crash. 
(iii) The proposed system is also intend to have the capacity to make decisions before a 








1.7   Thesis structure 
According to the objective of the research, this section provides a summary of the remaining 
chapters in this thesis based on each chapter’s contents: 
Chapter 2: Overview of VANET and Context-Aware systems 
This chapter provides an overview of the VANET: architecture, communication, applications and 
services. The Context-Aware System (CAS) is also explained in terms of: context, definition, 
sensing, modelling and uncertain reasoning using different algorithms. In addition, there is a 
justification for the reasoning algorithm that is used in this thesis.  
Finally, an investigation is presented about existing pre-crash systems that have been executed in 
the field of crash prediction and prevention to explain their lack, and how the proposed system will 
be different from the carried out systems. 
Chapter 3: Preliminaries 
This chapter is divided into three parts. Firstly, it describes the main aspects of the pre-crash system 
and its aims. In addition, it categorises the elements of the contributory factors and defines the 
stages pertaining to each crash level, and how the pre-crash system predicts these crash levels from 
the perspective of a context-aware system. It also illustrates the assumptions made when designing 
a pre-crash system. Secondly, an overview of the DBN method is given with an explanation of its 
ability to predict a crash as the reasoning method, which has been used in this thesis. Finally, an 
overview of some existing software packages is given and used to implement any DBN, with a 
justification of why the GeNIe software has been chosen to implement the proposed system. 
 




Chapter 4: Context Aware On Board Unit Architecture 
This chapter a presents the On Board Unit (OBU) architecture for the proposed pre-crash system 
and details its crash prediction mechanism in VANET.  The OBU is designed based on certain 
aspects of the context-aware system as affected by three contributory factors; all system 
components are described with an explanation of how they interact to predict the crash.   
Chapter 5: Pre-crash System Design and Development 
This chapter presents in detail all the steps necessary to design the DBN as reasoning method to 
predict a crash. The first steps, are choosing the DBN nodes, then the DBN graph and CPTs design, 
and finally the inference step for the hypothesis node. 
Chapter 6: Pre-crash System Validation and Evaluation 
This chapter demonstrates the proposed system validity using real and synthetic data. It clarifies 
how the pre-crash system predicts the crash and the level of severity concerning all possible cases. 
Furthermore, it presents the evaluation by presenting experiments to show the system’s ability to 
predict crashes severity level. 
Chapter 7: Conclusion and Future works: 
This chapter presents a summary of the work in this thesis, and summarises the results. Then it 
draws some conclusions and gives suggestions for future work that proceeds from this work in 
light of the limitations of our approach. 










1. Provide an overview of Vehicular ad hoc Network (VANET). 
2. Present the concept of Context Aware System (CAS). 













2.1  Ad-Hoc Networks 
Ad-hoc networks have emerged as one of the most attractive research for the network 
community over the last few years. Ad-hoc network consists of a set of nodes that are equipped 
with a wireless interface, and which are able to communicate with each other in the absence of any 
kind of network infrastructure. One of the most important features of ad-hoc networks is their 
capacity for wireless multi-hop communication. This feature led to the evolution of a number of 
specialised arrangements for different kinds of networks, such as Mobile Ad Hoc Network 
(MANET), Wireless Mesh Network (WMN), Wireless Sensor Network (WSN) and Vehicle ad-
hoc Network (VANET) [3, 7, 8]. 
Mobile Ad-Hoc Networks (MANETs) are wireless networks allowing mobile computing 
devices to communicate without any support from a fixed infrastructure. The nodes in MANET 
are self-organised and arbitrary; these nodes are usually battery-operated [8]. Two nodes can 
communicate directly with each other if they are within radio range and can communicate using 
multi-hop routing if they are within different ranges [9, 10]. As new wireless devices come into 
existence this technology becomes more extensive and successful on the futures markets. 
2.2  Vehicular Ad Hoc Networks 
Vehicular Ad Hoc Networks (VANETs) are a special type of Mobile Ad Hoc Networks 
(MANETs). These are organised according to how their nodes communicate without the need for 
any infrastructure; each node in the network can be either a source or a destination, but nodes 
sometimes works better as routers [11, 12]. 
New standards involving dedicated short-range communications (DSRC), a form of wireless 
communication medium comprising short-range communication technology, are emerging to 




regulate VANET communication between moving vehicles on the road. DSRC can provide two 
types of communication: Vehicle to Vehicle (V2V) or Vehicle to Infrastructure (V2I) [13]. The 
infrastructure is represented with an RSU and communicates with vehicles using on board units 
(OBUs) [14]. 
 2.2.1 VANET Architecture 
VANET System architecture is a high-level abstraction with three major components: OBU, RSU 
and an Application Unit (AU): 
a) Application Unit (AU): 
The AU is a dedicated device that insures each vehicle in the network must be equipped to 
use the services provided by other nodes (vehicles or RSUs). The AU executes a single or a set of 
applications, such as safety applications and general services (i.e. Internet). It is also used to store 
information for each vehicle [15-17]. The AU uses the OBU’s communication capabilities and can 
be an integrated part of a vehicle or a portable device such as a laptop or PDA.  
b) Road Side Unit (RSU): 
RSUs are devices provided at dedicated locations along the road (for example at 
intersections, on motorways, at traffic lights, in areas of congestion or in car parks), as shown in 
Figure 2.1. They are equipped with dedicated short range communication devices based on IEEE 
802.11p technology that communicates with any OBUs in range. RSUs are typically equipped to 
link to other hosts or the Internet to increase the network’s range of communication [18, 19]. 





Figure 2.1 Vehicles to Roadside Communication Scenario [8] 
 
The main functions of RSUs are to: 
 Receive information from one OBU and forward it to another OBU, when extension of the 
communication range is required and the target nodes are out of sender range. 
 Provide connectivity, to apply safety and warning applications. 
 Operate as an information source, by sending information to vehicles using I2V 
communication (for example working zones and warning applications). 
c) On-Board Unit (OBU): 
OBUs are devices within vehicles that act as embedded systems for inter-vehicle 
communications [20]. They manage all the processes involved in collecting data from a vehicle’s 
sensors, and collect data from other vehicles on the road. Information from external data sources 
is also collected via the RSU (for example TMC or the Internet using the IEEE 802.11p network 








The OBU comprises the following components [19]: 
 Resource Command Processor (RCP); this is responsible for executing commands and 
returning the appropriate responses to the resource manager (RM) in the RSU. 
 Read/Write memory; used to store and retrieve information. 
 User Interface (UI); the OBU may provide visual displays, such as coloured light emitting 
diodes (LEDs), a buzzer to alert the user with an audible signal or/and text message display. 
 
Several functions are provided by the OBU, including application, runtime environment, 
vehicle location and positioning, vehicle security and privacy, communication functions and 
interfacing with other nodes in range. 
 2.2.2 Communication scenarios in VANET 
There are three main scenarios for VANET communication: in-vehicle, inter-vehicle and roadside 
vehicle communications, as shown in Figure 2.2. 
 
Figure 2.2 Types of communication in VANET 




1) In-vehicle domain: This type of communication works inside the vehicle and is used to 
exchange information between OBUs and AUs. This connection can be wired or wireless (i.e. 
Bluetooth and Infrared). This type of communication system is essential for ensuring the 
integration of all the electronic devices inside the vehicle [21]. 
2) Inter-vehicle domain: In this type of communication, the vehicle can connect directly to all 
vehicles in range, without any need for an RSU. This form of communication is referred to as 
a vehicle-to-vehicle (V2V) communication scenario and is the most widely used type in 
intelligent transport systems (ITS). It is useful on roads, where RSUs are not available for 
reasons such as cost or complications affecting installation [21]. 
3) Roadside to vehicle domain: Roadside-to-vehicle domain, also termed Vehicle-to-
Infrastructure Communication (V2I), is responsible for coordinating connections between 
nodes on the road and for ensuring that services are provided to all the nodes in the range [22]. 
The RSU acts as a coordinator controlling the negotiation processes and setting up the 
connection between infrastructures and mobile vehicles. 
 2.2.3 Wireless Access Technologies in VANET 
VANET environments do not generally rely on a fixed infrastructure for the 
communication and dissemination of information; they operate in a highly dynamic environment. 
Therefore, there are three main categories of wireless technology that can achieve VANET 
communication: cellular, WLAN/WiMax and hybrid wireless networks, as shown in Figure 2.3. 
The Internet can be used to collect information from roads and traffic (for example routing, digital 
maps and advertising) [23, 24].  





Figure 2.3 Wireless Access technologies in VANET 
Wireless access technology functions as the main communication method between the 
nodes on the road. These technologies serve V2V, V2I and I2V connections and are important due 
to their reliability when delivering data to the destination; they communicate without delay 
considering important variables in driver and passenger safety applications [23]. VANET safety 
applications require fast and reliable communication between nodes. The most suitable and reliable 
wireless access technology, for improving VANET safety applications, is Dedicated Short-Range 
Communications/Wireless Access in Vehicular Environments Dedicated short-range 
communications (DSRC/WAVE). 
Many researchers analysing DSRC communication, consider its reliability over DSRC-
based Vehicle Safety Communication Applications (VSCA) in various environments (i.e. open 
field traffic environment, freeway traffic environment, etc.) The analysis shows that DSRC 
wireless communication provide an adequate degree of communication reliability in all traffic 
environments, and that packet drops do not occur even in a complex freeway traffic environment 
[22, 25, 26]. By incorporating appropriate estimation algorithms into the VSCA, the design of 
neighbour vehicle status information can improve the overall reliability of VSCA in order to 
provide satisfactory service to end users. Moreover an analytical model has been developed to 
relate DSRC communication reliability and VSCA reliability [27]. Another study, described in 




[28], indicates that DSRC is better than 802.11a communication exhibits in terms of packet error 
rates; consequently it delivers higher channel capacity compared to 802.11a. The implementation 
of DSRC prototype systems and the field trials in [29] prove that real time constraints are met and 
that complex transactions can be completed during passage through the communication zone at 
regular driving speeds.  
 2.2.4 VANET Characteristics 
VANET is considered to be a particular type of MANET, although characteristics differ 
between the two. Several factors are unique to VANET, including the following:  
 Mobility and higher speeds (over the road speed limit) of nodes, resulting in fast changes to 
the network topology. Vehicles are restricted to moving using roads and must adhere to 
traffic rules, road conditions, traffic lights, speed limits and traffic conditions [30, 31].  
 A number of mobility patterns have been observed and some statistical mobility models for 
VANET have also been designed [32].  
 Drivers can respond according to the message contents received across the network; this will 
affect the behaviour of the driver and be reflected in the network topology [30, 31].  
 All relevant information about vehicles, such as their current position, movement direction, 
current velocity, city map and planned movement trajectory of VANET nodes is increasingly 
becoming available, as more vehicles are now equipped with GPS devices and navigation 
systems [32]. 
 VANETs do not encounter the problem of energy limitation, due to their higher 
computational power and practically unlimited memory capacity, when compared to some 
other ad-hoc networks (particularly sensor networks) [33].  




 VANETs may be either very large-scale networks or small networks, such as those on 
highways [34].  
 A variety of services and safety applications are provided by VANET using V2V and V2I 
communication. VANETs provide multi-hop and single-hop communication between nodes 
using specific protocols [34]. 
 2.2.6 VANET Applications and Services 
VANET applications attempt to solve different problems and each application has specific 
communication requirements. Figure 2.4 shows how applications may be grouped according to 
their general aims; such as applications that provide information services or individual motion 
control. 
 














Individual planning & regulation
Group 3
- Front/Back collision avoidance
- Runway incursion avoidance




- Optimised path planning




- Virtual Leader Regulation
- Aircraft flocking/swarming
- Robot wandering




As shown in Figure 2.4, the vehicle application can be classified into two main classes; a General 
Information Service class and Individual Motion Control class. 
The first class (General Information Service) represents all vehicle applications that are 
responsible for sending signals to a set of vehicles within a region, or throughout the network, on 
a public road; this relates to the provision of road services, advertising relating to cafés, shops and 
shopping centres on the road, warning messages about something happening or rules and 
conditions of the road. This covers information, the delay or loss of which does not compromise 
safety or render the application useless. The second class (Individual Motion Control) represents 
vehicle applications that have individual motion control and the capability to control the vehicle 
and change the decision of the driver, to improve the driver’s safety on the road.  
Below is a brief explanation about each group as shown in Figure 2.4: 
Group 1: General Information Service 
The applications in this group are not involved in vehicle safety; therefore, they require a 
low communication overhead and a high information delivery ratio, owing to its main purpose 
being to multicast or broadcast a set of messages to a group of nodes within communication range. 
Vehicles equipped with sensors or a GPS can collect and analyse data about the environment and 
share this information with other vehicles (i.e. Mobile advertisement service [35], Roadside 
Service Finder Service [36], Internet Access Service [36, 37]. 
Group 2: Safety Information Service 
Safety applications are considered to be more sensitive to information latency than quantity 
of information; therefore, information latency will usually increase with source or receiver distance 
increasing, due to the physically interactive nature of these applications. This type of application 
is responsible for issuing safety alerts or emergency warnings related to prospective risks on the 




road, such as abnormal vehicle behaviour or poor road conditions. These warning messages need 
to identify the location and motion state, such as acceleration and velocity, of vehicles to send 
early warnings to nearby vehicles about an abnormal and suddenly arising situation. Some 
examples of this group of warning messages are: Traffic Signal Warning Application [38, 39], 
Stop Sign Warning Application [8, 40], Intersection Collision Warning Application, Pedestrian 
Crossing Intersection Application, Emergency Vehicle Warning Application, Traffic Signal Pre-
emption Emergency vehicles, Curve Warning Application, Low Parking and Bridge Warning 
Application, Wrong Way Driver Warning Application, Work zone Warning and In-vehicle signage 
application [41]. 
Group 3: Individual planning and regulation of Motion Control 
Applications in this group use information such as current position, velocity and 
acceleration between vehicles to control a vehicle’s position, velocity, acceleration, bearing and 
actuators to avoid collisions. All the information that is used to control the vehicle must be of low 
latency, extrapolations should be made to assess time-to-collision, conditionally issuing warning 
alerts and collision avoidance plans. This may include motion and actuator state broadcasts for 
vehicle collision avoidance and look-ahead data to improve the performance of adaptive cruise 
control [10]. Pre-crash models and applications are considered in this group because these types 
of applications are critical and need low latency and reliability for sending/receiving messages 
between vehicles in range to avoid collisions and to warn about, or process preventative action. 
Below are some examples of the applications in this group: 
 Cooperative forward collision warning application: This application enables vehicles 
travelling ahead of a vehicle that has crashed to avoid collision [10]. 




 Vehicle-based road conditions warning application: This application notifies vehicles on 
a road about current conditions. This application collects sufficient information about the road’s 
conditions through the use of sensors.  
 Emergency electronic brake lights (EEBL): This safety application is considered to be the 
first application using only a V2V communication type. The application issues a warning if 
vehicles ahead have to brake suddenly. 
 Lane change warning application: This application warns vehicles attempting to change 
lane of the associated danger level.  
 Blind spot warning application: This application alerts a driver about whether there is a 
vehicle in his or her blind spot.  
 Cooperative collision warning application: This provides predictions regarding the 
probability of an accident occurring. Information can be collected from surrounding vehicles 
using the V2V communication system. This information includes direction, position, 
acceleration, yaw-rate and velocity, and is processed by the vehicle to obtain a prediction of 
accident occurrence.  
 Cooperative adaptive cruise control: This application works by adjusting vehicle speed 
relative to vehicles in front and behind using V2V communication. 
 Road condition warning application: This application is responsible for sending alerts on 
road conditions to prevent accidents.  
 Pre-crash sensing application: This application predicts the on-going situation and 
determines the type of crash and the danger level that may occur, by taking advantage of the 
information collected from sensors and data received from other vehicles, using V2V 
communication. This application improves the driver’s safety. 




Group 4: Group Planning Motion Control 
In this category, vehicles are grouped to facilitate complementary trajectory planning and 
may couple their motion with one another and vehicles that remain within the same group for a 
long period of time (i.e. minutes, hours). These organised vehicles may need to exchange control 
and status information to support the interaction between them. In addition to planning, numerous 
motion regulation architectures requiring low latency data exchange, namely individual, leader, 
and virtual leader regulations, are considered. In these scheme, vehicles work together to achieve 
real-time motion regulation, which may proceed on the indication of a preceding vehicle or be 
distributed entirely depending on the application’s needs [10]. Some examples of the applications 
of this group are: 
 Leader Regulation: In this scheme, one vehicle broadcasts motion references and 
commands to the all vehicles in the group [42, 43].  
 Individual Regulation: VANET may be used to plan the global optimisation of vehicles 
that encounter one another, but which do not necessarily have the same destination or follow the 
same route [44].  
 Virtual Leader Regulation: This is a virtual or distributed leader model. This type of 
application can be used in many VANET communications to carry out complex group 
manoeuvres, such as flocking or swarming, while maintaining safe distances between vehicles 
[10].  
The proposed pre-crash system in this thesis is considered as an individual planning and 
regulation group (Group 3) of the VANET Applications and Services, which have the ability to 
predict the crash likelihood and severity level. 




2.3  Context Aware System (CAS) Overview 
CAS were first presented in 1992 in the Active Badge Location System project [45]. CAS 
aim to increase the effectiveness and usability of contextual information as sensed from the 
surrounding environment.  
Deys and Abowd [15] define CAS as: "A system is context-aware if it uses context to 
provide relevant information and/or services to the user, where relevancy depends on the user's 
task." CAS has been used by different disciplines in the Information Communication Technology 
(ICT) field, such as web services, Distributed Artificial Intelligence, Artificial Intelligence Traffic 
System (AITS), Natural Language Processing, Knowledge Representation and Reasoning (KRR), 
Human Computer Interaction (HCI), information retrieval and computer security and privacy [46]. 
 2.3.1 Context Definitions 
The context refers to any information or fact sensed or gathered from the surrounding 
environment. It is important because system behaviours must adapt or change in accordance with 
available information, to maximise user effectiveness, such as comfort and safety, and to describe 
situations involving real-time activity. Many definitions of context exist; some researchers define 
it according to type (for example time, location, device or users) [47, 48]; others according to 
sources (e.g. memory, power supply and computing power) [11, 48] or current situation (at a 
particular location or time-period) [49, 50]. The most general and comprehensive definition of 
context is: 
"Any information that can be used to characterise the situation of entities (i.e. whether a 
person, place or object) that are considered relevant to the interaction between a user and an 
application, including the user and the application themselves." [51] 




Context information is a simple classification of information based on entity type; the function of 
entities can be augmented. This classification helps system developers to understand and generate 
additional pieces of context from one context, increasing confidence in the characterisation and 
evaluation of the current situation. 
The four main classes of context information are [5]: 
a) Identity: each context should have a unique identifier, to distinguish one context from another, 
and to improve usability and context derivation. 
b) Location: this indicates the position of an entity. This information can be expanded to include 
more context data related to the place, such as orientation, direction and elevation, and can be 
used to assume a relationship between all the entities in a proximal environment. 
c) Status: this characteristic identifies the intrinsic and inherited characteristics of the sensed entity 
and some related attributes. For example, attributes related to a place entity include temperature, 
light and noise. In software and systems, this refers to attributes such as upload time for a CPU, 
the existence or state of files in a file system or the status of running queries. 
d) Time: each entity has a historical information that helps increase context richness and helps 
predict future situations. It is also used in conjunction with other contexts or entities. Some 
systems use timestamps, time period, duration time and expiry time. 
Zainol and Nakata [11] divided context identifiers into three main categories, as illustrated in 
Figure 2.5. 





Figure 2.5 The layers of context categorisations [11] 
 Extrinsic Context, The outer layer of context categorisation, which represents the 
environment itself: physical conditions (e.g. light condition, weather condition, vehicle 
speed, day, road type, , road map and time), the social environment, computing entities (e.g. 
TMC, other vehicles position, and blind spot), and location (e.g. vehicle; direction, previous 
location, next location, current location and lane position) [11].  
 Interface Context, this interacts with the surrounding environment, representing user 
activities and services information and when tasks occur (for example driver activity, driver 
behaviour,  service description like auto brake, airbag, hello message, and the service 
performance) [11]. 
 Intrinsic Context describes users’ personal information and their emotional states and 
preferences, which they can provide directly (e.g. driver profile, vehicle profile and driver 
history).  




The proposed system take in to account too many factors to reasoning and infer the results, 
these factors actual represent sensed context related to the vehicle itself, road, and 
environment factors. Each context has its identifier, location, status, and time. 
 2.3.2 Context Attributes 
Each context atom can be represented and described as having a pair of attributes. The two most 
understandable are: 
 Context type such as location, time or speed. This information is used in query arguments. The 
name of the context type should be unique, particularly in large software programmes. For 
example, the type position may belong to a vehicle or a pedestrian. 
 Context value refers to the value of the raw data captured by a sensor. This value depends on 
the type of context and the sensor type, for example geographical coordinates, degrees Celsius 
or miles per hour. 
 2.3.3 Context Sensing 
The word sensor refers to any source that can provide context information. Sensors can be [52]: 
 Physical sensors that capture physical data; many are available. These hardware sensors are 
the most frequently used [53]. 
 Virtual sensors that capture context data; not from the physical environment or physical 
sensors, but from other software applications or services. 
 Logical sensors that make use of the two sensor types described above. Physical and virtual 
sensors are used in conjunction with additional information from databases or other sources, 
to resolve higher level responsibilities. 
 




CAS acquires context data in three different ways; these define the architecture of the system as 
follows [54, 55]: 
 Direct sensor access: In this type of architecture, the system has built-in sensors that sense 
and capture contexts directly. This type of system will acquire these contexts from the 
surrounding environment, and apply them to the application directly to obtain a reaction. 
This type of architecture has no layers and is therefore unsuitable for distributed systems, as 
it senses in a direct manner, leading to an inability to manage multiple sensor accesses 
simultaneously. 
 Middleware infrastructure: This is a layered architecture uses context encapsulation to 
conceal the physical raw data in low-level sensing hardware from other high level 
processing. This approach works as an interface to ease extensibility, and simplifies the 
reusability of contexts sensed from low-level layers. 
 Context server: This is a distributed system used to extend middleware architecture, to 
access context remotely and share it with multiple clients using a context server; thus, 
relieving clients of resource-demanding operations. 
This may be useful if the device has some limitations in its processing power or storage space. The 
context server is design to manage these limitations, and to consider parameters such as appropriate 
protocols, network performance and quality of service. 
 2.3.4 Context Modelling and Reasoning 
The modelling of context information is one of the first issues that need to be address after 
context information has been obtain. It is based on data structures and is responsible for presenting 
contextual information to the system in an understandable and meaningful form [56].  




Context modelling is required to define and store collected data (context) in machine 
executable form, Some of these modelling methods are: Key-Value models, Mark-up scheme 
models, Graphical models, Object oriented models, Logic based models and Ontology-based 
models. These context models do not support reasoning about uncertain contextual information 
[57]; due to their reasoning limitations they are only able to define and store determinable (certain) 
contextual data, such as the temperature of the room, light, weight, etc. [54, 58]. They lack the 
ability to enact a reasoning mechanism [11]. The ability to act in some cases directly depends on 
certain information receiving low-level representation (for example; driver speed warning when 
the vehicle speed is above 120km/h). 
The contextual information may be certain or uncertain; certain information means that the 
context-aware system (CAS) reacts or applies a service depending on one entity (context). This 
directly depends on an exact value without the need to check or analyse the context. This is 
considered low-level information. Uncertain information means that the CAS takes an action; 
applies a service or makes a decision depending on multiple entities (a combination of more than 
one context is used). 
Context modelling must support reasoning about certain and uncertain information. 
However, in some cases the system cannot determine appropriate action directly; therefore, it is 
necessary to analyse and decide how to respond to uncertain information, and how best to capture 
more than one context and represent it at a high-level, using reasoning algorithms. For example 
when predicting whether a crash will happen or not, there are many variables that need to be known 
(i.e. if the vehicle speed high, if the weather is rainy, if the day is at a weekend, if it is a peak time 
of the day, what the traffic density is, what relative vehicle acceleration applies, distance to other 
objects, vehicle direction, road junction type, road speed limitations, road surface, etc.). 




 2.3.5 Reasoning about Uncertain Contextual Information 
User situations may be considered as uncertain contextual information and cannot be 
directly acquired by sensors. This information needs to undergo some analysis if a high level of 
context information is to be obtained. Uncertain information cannot be captured directly by 
sensors, and the context may be incomplete, inaccurate or contain inexact information. For 
example, CAS reasoning cannot be judged by only accessing simple information about the vehicle, 
such as steering angle, speed or direction, and whether it is out of the driver’s control [57, 59]. To 
improve decision quality and heighten certainty, the system should sense the same context from 
more than one sensor; however, this is still not enough information to make correct decision; 
therefore, working under uncertainty by applying reasoning techniques to these contexts can insure 
the correct judgment is made effectively and accurately. This reasoning technique is used to obtain 
high-level contextual information from the information (low-level) sensed using reasoning 
techniques to drive and fuse information [12]. There are several reasoning techniques associated 
with uncertain context information, including: 
 Fuzzy Logic: This method used to define semantic variables. For example, the crash type can 
be describe as crash vital, light, chain, rear, front, and side. Fuzzy logic is suitable for multi-
sensor on, and can be used to describe context-subjective information and to resolve conflicts 
between contexts that are directly sensed. The concept informing this method is based on the 
creation of a new fuzzy set from two or more fuzzy sets. The problem with fuzzy logic is that 
it lacks the ability to perform reasoning about incomplete information [57, 58, 60] and its lack 
to support reasoning over time.  
 




 Probabilistic Logic: This method of reasoning based on writing rules to follow to anticipate 
the probability of events. This method allows the architecture to predict and describe a high-
level probabilistic context for any new situation using these rules [61]. However, it does not 
provide adequate expressive power to capture uncertainties and dependencies between 
variables, and to model the temporal aspects of the domain [57].  
 Hidden Markov Models (HMM): A hidden Markov model is a statistical tool for 
representation probability distributed over a series of observations and events known as a 
Markov chain. HMMs have states and transitions, the states are hidden and only the outputs 
are visible [57, 58, 60]. The HMM represents the hidden state in terms of a single random 
variable. 
 Dempster-Shafer Theory (DST): Also known as the theory of belief functions; this is a 
mathematical theory of evidence that is used to combine separate contexts to determine the 
probability of specific events. This theory is an undirected graph, therefore it is more complex 
to handle reasoning under uncertainty [57, 58]. 
 Neural Networks: neural networks are comprised of interconnected constituents known as 
neurons; they were design to mimic an extremely simplified model of the human brain when 
acting and performing tasks. They are appropriate for resolving problems that require a huge 
number of inputs mapping into small outputs. They use the neurons’ capabilities to perform 
parallel and a non-linear computing [62-64]. The prediction capability of such a network is 
less accurate than other types of reasoning techniques, such as Bayesian networks [65], and 
the training of the network is usually slow [66]. 
 




 Bayesian Belief Networks (BBN): This method represents the distribution of joint probability 
and has two components: the directed acyclic graph and the variable conditional distribution 
(relationship between graph nodes). It may be used when reasoning about an uncertain 
situation [57, 61]. Static Bayesian Belief Networks (BBN) are used to represent systems with 
static property, working with a single time slice, which is unsuitable for systems with dynamic 
property, that require more than one time slice to represent it. The most important properties 
of this method are the ability to infer low-level context to high-level context and to learn 
(update) the values of the BBN.  
BBNs have become an effective tool to address uncertainty in artificially intelligent and 
knowledge based systems; they are attractive by their ability to encode joint probability 
distributions (JPD) efficiently, and to define a conditional distributions table (CDT) 
accurately. Moreover, BBNs had significantly developed to understand any complex model 
and represent it; they also have the ability to calculate missing values.  
 Dynamic Bayesian Network (DBN): Dynamic Bayesian Networks are a set of Static Bayesian 
Networks interconnected by sequential time slices. DBN is use to solve problems, which have 
a dynamic property and change over time. A DBN is suitable for prediction, which has the 
capability to work under the conditions of changing events over time.  
This method is deployed in our system as a reasoning algorithm, in the context-aware 
system reasoning phase [57, 58, 60]. The full details of this will shown in chapter three of this 
thesis. 




 2.3.6 Advantages of Dynamic Bayesian Networks over other representations 
Recently, DBNs have become an effective tool used to deal with uncertainty in Knowledge 
Based and Artificial Intelligent systems. The DBN graphical structure used to develop and 
understand any complex model and represent it in easy way, it can simply represent relationships 
between domains and attributes [57, 58, 67-70].  
In addition, DBNs have the advantage of the ability to: 
 Integrate and incorporate prior knowledge.  
 Fill out the missing values and incomplete data sets. 
 Infer low-level contextual information to a high-level context. 
 Operate efficiently as a decision making model (such as choose the best next action, 
movement or make decision, etc.).  
 Learn about the relationships between network parameters and network structure.  
 Combine expert knowledge and datasets. 
 Avoid the over fitting of data during learning. 
 Model the causal relationships between network parameters. 
 Support systems that have a dynamic nature (change over time). 
DBNs might use to demonstrate and reason about uncertain situations and provide various 
reasoning concurrently, as presented to solve problems which have a dynamic property, and which 
are suitable for crash prediction. This is the best method for supporting work in conditions where 
events are changing over time.  
In addition to the DBN advantages, DBN has some disadvantages also; the first problem is the 
inference, which has to be unrolled to represent the dependencies between DBN nodes from the 
different time slices and the conditional relation between nodes as well as influence that evidence 




nodes have on hidden nodes. The unrolling complexity is increase by increasing number of nodes. 
Moreover, Dealing with parameter learning in DBN can be difficult to enhance the learning of any 
DBN. 
 2.3.7 Context Aware Systems (CAS) 
The CAS is responsible for adapting operations to the current context, ensuring it is more 
effective and usable relative to the environmental context [12, 71]. CAS has the ability to sense, 
detect, interpret and respond to the surrounding context and use this information to serve and 
provide for the user’s needs [49, 72, 73]. The design and application of CAS depends on system 
requirements and the services required by the designer [11]. 
CAS provide information and services to users in the following ways [74, 75]: 
a) Proximate Selection CAS, this CAS can provide sensed information or support any changes in 
the information distributed to users, or suggest a set of services to help users to select a suitable 
action based on the current situation [76], for example; Tour guide [46] and Network 
maintenance [77, 78]. 
b) Automatic Contextual Reconfiguration, this CAS is responsible for the reconfiguration of any 
changing of the system (adding or removing components), or altering connection and 
communication channels between components. Any changes to this class require the adding, 
loading, and remodelling of hardware components [76]. Examples include teleporting [79], 
intelligent control of audio visuals [80], and Office environment control [81], Call forwarding 
[45]. 
c) Contextual Information and Commands, This CAS generates and produces different results and 
commands (actions) according to the contextual information [79], for example automatic 
integration of user services [62, 82, 83] and in/outboard [63]. 




d) Context Triggered Actions, This CAS is responsible for tagging the collected context 
information and then relating it to relevant context information. This works with If-Then rules, 
which used to specify how CAS should adjusted. These actions are automatically applied 
according to previously specified rules [46], for example capture of a classroom lecture [46], 
tour guide [84], paging and reminders [73, 84, 85], conference capture and tour guide [86], 
fieldwork data collection [49, 72, 87], in/out board capture of serendipitous meetings [63] and 
virtual post-it notes [88].  
The information were collected then modelled using a context modelling method and a 
specific reasoning technique is use to obtain high-level information as required. CAS may provide 
several applications and services, depending on the information processed. CAS accommodates and 
autonomously responds to any changes in environmental contextual information [11]. 
In this thesis, the Context Triggered Actions CAS method is uses to represent our system, which 
works to tag the context information, collected and then relate it to relevant context information. 
Moreover, it works with cause rules, which used to specify how CAS should adjusted and 
determined. 
 2.3.8 Context Aware System Architecture 
Several architectures have proposed for context-aware systems. The architecture may 
depend on the location of sensors (local or remote), the number of possible users and the 
availability of resources. Context acquisition predefines the style of the system, and is therefore, 
considered a very important issue that must take into account before the design of any CAS. 
In the next section an explanation to, the Layered Conceptual Framework, which considered 
as the main, most general and famous context aware system architecture. An in depth description 
will be provided to explain the main concepts behind CASs and to explore how context data is 




collected and analysed to provide services to the user. Our pre-crash system architecture built upon 
this framework, as will show in chapter 3.  
The Layered Conceptual Framework: A general layered conceptual framework for Context 
Aware Systems containing five main layers, exists as shown in Figure 2.6 [55]. The layered 
conceptual architecture augments layers for the detection and use of contexts by adding 
interpretation and reasoning functionality [5, 61]. 
 
Figure 2.6 Layered conceptual framework for CAS [12] 
 
This framework contains the following layers: 
1. Sensor layer: This layer captures and collects raw data from the surrounding environment 
using different type of sensors. 
2. Raw Data Retrieval Layer: This layer retrieves raw context from the sensing layer 
(physical sensors) after sensing, capturing and collecting context data from virtual and 
logical sensors. This layer works in a low-level manner and often assists the usability of 
software components. It is considered to be an interface between low-level and high-level 
layers in CAS; it is responsible for hiding the details of the physical layer, and helps make 




the CAS components and devices (such as sensors) exchangeable (e.g. exchanging system 
components without any major configuration or modification in this layer or the higher 
layers). 
3. Pre-processing layer: This layer is very important in CASs. Its main purpose is to obtain 
high-level contextual information by performing reasoning and interpreting low-level 
contextual information. Depending on the system design, this layer is not available in some 
CASs, which is required to work with certain information only, without the need for any 
reasoning or analysis for context information to take action based on the current situation. 
(For example, a speed alert in the vehicle does not need any analysis or reasoning to warn 
the driver about being over the limit speed, in this situation only a speed sensor needed, 
and alerts would sent when the speed value exceeds the road limit). This layer needed when 
the process or the decision depends on more than one context from different sources and 
requires analysis, to make the right decision. This layer deals with high-level context 
information; any context atom should combined to a high-level valued and accurate at the 
same time (for example when it is necessary to describe a road situation depending on 
multi-contexts such as weather status, road conditions, road density, and vehicle velocity). 
All these contexts used to describe the situation in an exact moment according to real-time 
requirements. This layer also solves the problem of conflicting contexts, due to the use of 
more than one sensing source, using additional data to support the correct decision, such 
as time stamps (more details about reasoning method and their techniques will discussed 
in section 2.4.5). 
4. Storage and Management: This layer is responsible for organising and gathering, the 
captured and sensed contexts so it can used by the client or the server via a public interface. 




This layer is useful for supporting the pre-processing layer, to predict future behaviour or 
situations using the context history. The client might work in two ways: a synchronous 
manner in which a client asks the server (by a request and response communication 
method) about any changes that occur remotely, or asynchronous, in which each client 
works according to a subscription if interested. An asynchronous way is more suitable for 
rapidly changing environments and has a high mobility. 
5. Application layer: this layer is responsible to implemented and applied the actions and 
reactions of the CAS. It sometimes acts as an input sub layer, in which information are 
requested remotely from the server in a synchronised way, as mentioned in the storage and 
management layer. The actual reaction to different events and context-instances 
implemented here. 
2.4  Crash Prediction Models Related Works 
Several researchers have examined a wide range of methods for predicting crashes, reflecting 
the importance of crash predication systems within the ITS. Some have attempted to focus solely 
on the driver and others on the vehicle; none has focused on the combination of the contributory 
factors on the vehicle, driver and environment. As shown in Figure 2.7.  
 
Figure 2.7 Pre-crash Systems classified according contributory factors that affect it. 
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A) Pre-crash Systems that are affected by Vehicle Factors Only: 
This class of systems detects the probability of an accident based solely on the vehicle, which will 
inevitably lead to an inaccurate prediction.  
Tokoro et al. [89] proposed a pre-crash safety system utilising adaptive cruise control 
(ACC). This system aims to enhance vehicle safety and reduce the injuries caused by collisions, 
by activating a pre-crash seat belt and pre-crash brake to assist in the event of an unavoidable 
accident. The author has developed millimetre wave radar as well as a new signal-processing 
algorithm in order to increase the accuracy of the ACC system. When the electronic control unit 
(ECU) detects an incoming obstacle based on the time to crash (TTC) and detects that a collision 
is unavoidable, the PCS will activate a seat belt and brake assessment. However, this system 
acquires information about the vehicle only, leading to inaccurate crash predictions. Moreover, the 
system works only in the case of unavoidable crashes, which is insufficient, as the aim of this work 
is to predict a crash early enough to avoid injuries. 
Skutek et al. [90] developed a pre-crash system based on short-range radar. The aim was 
to design a pre-crash application to work in all weather conditions. The Kalman-Filter approach 
was use to fuse the information collected by sensors to detect the position of objects using distance 
and velocity information.  
Skutek et al. [91] extended their work, as proposed in [90], in to add a laser scanner with 
short range radars to acquire additional necessary information. The information acquired included 
vehicle location, moving directory and velocity. The information was fuse using a grid fusing 
approach in order to guarantee high quality and accurate information about the ahead objects. Then 
the authors added new sensors to their system and applied an information fusing technique.  




Cho, et al. [92] deployed a collision mitigation system (CMS) using a pre-crash algorithm 
and a variety of high technology sensors to calculate the possibility of a collision, the system takes 
into account the wheel speed, steering angle, yaw-rate, lateral acceleration, side-slip angle, 
longitudinal and lateral velocity and acceleration, as an input to the system. The pre-crash 
algorithms used to enhance the airbag deployment performance by calculating the crash 
possibility, time to crash (TTC) and crash type via estimated information. An original method for 
crash type decision making were proposed to enhance airbag deployment, which involved defining 
a possible crash zone and lowering the crash algorithm threshold using a bicycle model that had 
been modified. 
Radzi et al. [93] proposed a collision detection algorithm for Unmanned Aerial Vehicle 
(UAV) systems to determine whether a collision between two moving UAVs was about to happen. 
Using the parametric form, an interception point was proposed and the difference in time taken for 
UAVs to reach the interception point was investigated. A collision detection algorithm was 
developed to predict the likelihood of collision between two moving UAVs. Parametric theorem 
methods (PTM) were used in collision detection algorithms, and consisted of: equation of a line to 
detect the collision in the future, interception point of the UAV, and collision detection algorithm 
to a predict crashes at an earlier time. The algorithm in the system was based on the vehicle’s 
initial position point, the estimated final point and the velocity of all the UAVs. 
Lindner and Wanielik [94] proposed new sensors, such as three-dimensional measuring 
multilayer laser scanner systems, that could deliver the necessary environmental information for 
these systems. Fusing of multiple sensors, such as laser and radar systems, was employed to 
significantly improve the reliability level of the automotive safety applications. An approach for 
the fusion of multilayer laser scanner (Lidar) data with radar measurements for the detection of 




vehicles in on road environments was used. The Lidar data was processed using a new three-
dimensional occupancy grid. An example of the fusion of Lidar and radar information for a pre-
crash application was presented.  
Son et al. [95] developed a new measure for crash risk, called “unsafe following condition 
(UFC)”, to estimate the possibility of a traffic crash using individual vehicular information. The 
UFC measure was proposed as a means of predicting the crash potential between two consecutive 
vehicles. This information was applied to basic sections along the interstate highways in Virginia, 
USA. Individual vehicular data and crash data was then used to develop crash prediction models. 
Six count data models, including zero-hurdle models, were compared to determine the best model 
type.  
Eigner and Lutz [96] examined context collision avoidance applications in VANET, which 
were modelled using ontology web language OWL to express the context model and facilitate 
automated reasoning. This formalised the situation as a graph of a non-linear system to calculate 
the possibility of collision, by checking whether there was any overlap between the rectangles 
representing the vehicles. This model depends on data relating to the vehicle, such as: length, 
width, initial speed, acceleration and deceleration, All this data was collected from the OWL. The 
Fourier Motzkin Elimination was used in the model to calculate the time to impact and the 
overlapping between rectangles. 
Karlsson et al. [97] developed a collision avoidance system using late braking to avoid or 
mitigate any collision. A Bayesian approach with implementation of an extended Kalman filter 
(EKF) method and a particle filter approach were used to solve the tracking problem and to make 
decisions. Comparisons were made between the two filters for different sensor noise distributions, 
using the Monte Carlo simulation method. The braking decision was based on a statistical 




hypothesis test, in which the collision risk was measured in terms of required acceleration to avoid 
collision. This model considered the state vector relative to position, velocity, direction and 
distance, to calculate the hypothesis node probability. 
Ulrich Lages [98] designed a collision avoidance system to avoid fixed obstacles, using a 
fuzzy logic controller based on 72 avoidance manoeuvres. The system was designed to detect fixed 
obstacles solely by taking into account information about the vehicle.  
 
Moritz [99] designed a present threshold algorithm to sense the crash before it happens 
using a radar sensor to detect the virtual barrier and detect the maximum and minimum detecting 
range required for data transmission, and actuator reaction times. The parameters used in this 
algorithm were closing velocity, barrier stiffness, mass, stiffness of own vehicle, and mass of own 
vehicle.  
B) Pre-Crash Systems that are affected by Vehicle and Driver Factors: 
This class of systems makes a decision based on the likelihood a vehicle will crash, according to 
driver factors, ignoring the environmental effects on crash likelihood.  
Gnanamurth et al. [100] designed a middleware architectural model to provide safety in 
“high-speed” vehicles via a VANET network. This, InVANET system, was analysed for different 
situations, such as (a) high road traffic intensity; (b) slow-moving vehicles; (c) abnormal vehicle 
failure; and (d) drunk-driving. Different sensors were used to form a VANET network in addition 
to a vehicle communication structure. An experimental test-drive was carried out on national roads 
on which nine cars were used for 25 driving hours. It was concluded that the InVANET network 
experienced minimal delays when communicating with multiple vehicular nodes, as compared to 
other networks.  




C) Pre-Crash Systems affected by Vehicle and Environmental Factors: 
This class of systems depended on the crash prediction element of vehicle and environment factors 
and ignored the effect of driver factors.  
Abdel-Aty and Haleem [101] developed multivariate adaptive regression splines (MARS) 
to predict a vehicle’s crash angles. The MARS model is promising in terms of prediction and does 
not suffer from complexity of interpretation. The negative binomial (NB) model was compared 
with the MARS model, using extensive data collected at unsignalled intersections in Florida. Two 
models for angle crash frequency were estimated, one at three-legged and the other at four-legged 
unsignalled intersections. Crash frequency was examined as a continuous response variable for 
fitting a MARS model, by considering the natural logarithm of crash frequency. Finally, the MARS 
model was combined and examined with other machine learning techniques, such as random 
forest. It was concluded that the MARS model is an efficient technique for predicting crashes, in 
particular, angle crashes at unsignalled intersections.  
Salim et al. [102] developed a context-aware system for collision warning and avoidance 
systems by proposing the use of a ubiquitous data-mining-based layered agent (UDMLA) model, 
engineered to support vehicle safety. This system may be applied at any type of intersection and 
integrates multi-agent systems with ubiquitous data mining designs. Sensor technologies were 
used for environmental perception (infrared sensing, video and camera image perception, 
LIDAR/RADAR sensors, gyro sensors sensing vehicle motion and acceleration, and inertial 
sensors such as tachometers and speedometers). An XML format was used for context modelling, 
and processing-sensory data obtained through mathematical algorithms, that resulted in a virtual 
understanding of the vehicle environment, such as the path and position of vulnerable road users 




relative to other vehicles and road infrastructures. Both [43, 103] ignored environmental factors, 
reducing the accuracy of the models. 
Hsu et al. [104] developed a system for remote warning for vehicle collision avoidance 
using DSRC and GPS to transmit information and the position of the vehicles on the road. The 
proposed system used a mathematical model of conflict detection to calculate the collision time 
supported by geographic ellipsoidal coordinates and north-east-down navigation analysis in 
vehicle utilisation.   
Caliendo et al. [105] developed a crash prediction model for a four-lane median-divided 
Italian motorway on the basis of an accident dataset extracted from Motorway Management 
Agency reports. The model depends on traffic flow, infrastructure geometry, pavement surface 
and rainfall variables and uses a statistical method to predict crashes. 
2.5  Summary of the related work: 
None of researchers designing crash prediction systems were affected by the three main 
contributory factors on the same system; vehicle, driver, and environment. This may lead to a 
limited condition, lack in accuracy, and confused understanding of the situation. The next 
paragraph clarifies the lacks and limitations in the systems reviewed in the literature review. 
Limitation in conditions: all the above systems predict crashes without taking into account 
all the contributory factors in combination to describe the real situation; consequently crash 
predictions are inaccurate. 
Estimated information: in [86, 87, 89, 95] models are used to generate pre-crash 
information using estimating information; this is very dangerous in such safety application, 
where accuracy and reliability are crucial factors. 




The Pre-crash system will attempt to work under all weather conditions and take into account 
driver, vehicle and environmental factors. This can be achieved using Context-aware System 
(CAS), to collect contextual information about contributory factors. The adaptive Hello message 
is used to collect contextual information from the RSUs and TMC. Our system is also intended to 
have the capacity to make decisions utilising the DBN and dynamic context knowledge based 
foundation; which will allow for the analysis of collision patterns from traffic data that have been 
used to collect historical information about collisions on the roads, the driver and environment. 
Dependence on one sensor alone might lead to inaccurate values and subsequently the wrong 
decision being taken, therefore, adding more nodes and different sensors will be used to improve 
prediction reliability and accuracy rates. 
CAS can help to achieve the goal of collecting and analysing the available information; it 
should be reliable, adaptive and have the ability to perform both modelling and reasoning about 
uncertainty to improve driver safety.  
General Middleware context architecture was designed and the DBN method was utilised 
for reasoning, to improve the capacity for assessing new high-level contextual information from a 
low-level context. This method is commonly used in this field of reasoning and is a very powerful 
method for representing and reasoning in uncertainty [57, 106], as shown in section 2.4.6. DBN is 
responsible for reasoning and prediction, which is especially difficult to model using other 
reasoning methods. Machine learning was used with a foundation of dynamic contextual 









2.6  Summary 
In this chapter, a comprehensive overview was presented of VANET and its architecture, 
characteristics, wireless communication, challenges and applications. A complete presentation 
illustrated CAS and its definitions, attributes, sensing, modelling, reasoning with uncertainty and 
the algorithms utilised as reasoning methods for high-level contextual information, characteristics 
and architecture. An investigation into reasoning techniques was presented, as was a brief 
explanation of why the proposed system utilised the DBN. Moreover, some related works were 
presented here and grouped according to those factors that affect their decisions regarding crash 
prediction. In addition, a critical investigation of these frameworks and models was presented with 
attendant weaknesses, and lacking decision making in comparison to the proposed system. 
 









1. Define the aim of the pre-crash system and specify the objectives that need to achieve. 
2. Present and describe the main aspects of the proposed pre-crash system. 
3. Overview of Bayesian Belief Networks and its functionalities. 
4. Present Bayesian networks and their value. 










3.1   Introduction 
Pre-crash systems are a key technology that will have far-reaching implications for future 
mass transportation. Therefore, the topic of this thesis is very important because such systems are 
directly link to the lives of both the drivers and passengers. At the present time, safety applications 
are integrated into vehicles, although this evidently requires more improvement in order to prevent 
road crashes, to reduce the number of fatalities and to save people's lives. 
Accordingly, governments, vehicle manufacturers and researchers are seeking to find and 
develop new technologies and systems. All these systems depend on the accuracy of the data 
captured from the surrounding environment and from other vehicles on the road. Nevertheless, to 
date no system has emerged that can reliably control all the potentially dangerous situations that 
might arise on the road (signed traffic, unsigned traffic, highways, curve roads, road intersections, 
etc.). Thus, most researchers choose to focus on developing systems to address certain restrictions 
only; meaning existing systems are unsuited to widespread application, and cannot cover all kind 
of roads and situations. 
The DBN reasoning technique is used in our system to represent the system’s network graph; 
nodes (system’s variables), relations (directed arcs), and infer a network to find the hypothesis 
nodes’ values when some evidence is given.  
An investigation of BBN software packages was undertake for the purpose of comparison; 
GeNIe 2.0 was chosen to deploy our pre-crash DBN. 
 
 




3.2   Overview of Pre-Crash Systems 
In VANET there are generally two types of safety applications, passive and active [92, 
103].  
- Passive safety application, this type of application deploys its action dependent on one 
condition or an indication of whether it is true, otherwise, the application does not 
introduce any action and remains OFF, such as; seat belt, over speed, etc.  
- Active safety application, this type of application requires more than one indication to 
deploy its action and is active all the time either to make the driver aware of a hazardous 
situation or to aid the driver in avoiding a hazardous situation; such as, auto braking 
application, steering while changing application, etc.  
Active safety applications are very complex and differ greatly from passive safety 
applications when developing pre-crash systems. Although early crash prediction applications 
used various technologies to detect objects, most pre-crash applications work with the assist of 
radar, GPS, cameras, etc. Pre-crash applications depend on a vehicle’s position, distance, speed, 
velocity, acceleration, and other related information about the surrounding environment, the driver 
and nearby vehicles. The application will not initiate action in normal situations, but it is 
immediately triggered to warn or avoid a crash if any sudden changes occur in those factors that 
could cause a collision, and crash likelihood is high enough to be sure about it [92, 103]. 
 
 




3.3   Overview of Pre-crash System Elements 
At present, pre-crash systems are part of the standard safety equipment for modern vehicles 
[17], especially those used to enhance the safety of drivers and passengers in the event of a crash. 
Pre-crash systems must evaluated accurately at a predefined time before the driver encounters a 
hazardous situation. It is difficult to predict crashes from a single perspective; i.e. focusing solely 
on the driver or the vehicle, as this may not describe the complete situation on the road. Since 
2005, all the police forces in Great Britain have been reporting contributory factors as an integral 
part of the STATS191 collecting system. The contributory factors system has developed to provide 
insight into why and how road accidents occur. Contributory factors are those that identify the key 
actions and failures that can lead directly to actual impacts. Knowing of them may aid investigation 
into accident avoidance. Therefore, a proper decision were needed; this can be achieved by 
collecting more contextual data using different kinds of sensors, taking into consideration all the 
factors affecting everyday driving situations. The system proposed in this thesis uses real-time 
traffic and contextual information about contributory factors to predict crash likelihood and 





                                                 
1STATS19 is a database in which police throughout Great Britain record details of road accidents that involve personal 
injury. The basic details of the people, vehicles and roads involved in these accidents are recorded. The modern 
STATS19 was established in 1949, and the current collection system became established in 1979 following a wide-
ranging review. The current STATS19 form consists of an accident record, a vehicle record (for each vehicle) and a 
casualty record (for each casualty) [107] (2013, 27 July). stats19 Help File. Available: 
http://www.stats19.org.uk/. 




These factors are categorised as having three main elements, with examples in each category 
[108-111]: 
 Vehicle: speed, distance, lane position and vehicle defects. 
 Driver: driver’s age, driver’s behaviour and driver’s error or reaction. 
 Environment: contains two groups: 
- Road types: dual carriageway, one way street, roundabout, etc. 
- Weather conditions: road surface conditions, traffic density and time. 
Based on a UK DfT report [1], four levels of crash severity were considered: fatal, serious, slight 
and no crash, as shown in Table 3.1. Crash severity will directly related, but not limited, to some 
of the above factors. These factors have different stages of prevention at each crash level. This will 
be fully illustrated in Table 5.1 in Chapter 5 – page 88, the column of the main contributory factors 












An accident in which 
at least one person is 
killed. 
- Over speed limit 
- Sudden acceleration 
- Unsafe distance 
- Bad lane position 
- Bad weather 
- Bad road surface 
- Bad time of the day 





An accident in which 
at least one person is 
seriously injured but 
no one is killed. 
- At speed limit 
- Sudden acceleration 
- Unsafe distance 
- Bad lane position 
- Bad weather 
- Bad road surface 
- Bad time of the day 





An accident in which 
at least one person is 
slightly injured but 
no one is killed or 
seriously injured. 
- Below speed limit 
- Unsafe distance 
- Bad lane position 
- Bad weather 
- Bad road surface 
- Bad time of the day 




4 No crash 
When no accident 
occurs. 
- Stop 
- Safe distance 
- Good lane position 
- Good weather. 
- Good road surface 
- Good time of the 
day 




Table 3.1  Crash levels and the contexts that may be responsible for a crash. 
The (*) in Table 3.1 refer to samples of the values that might affect the decision to be in one of the 
mentioned crash severity levels. For example, if the diver drive his/her vehicle over the road speed 
limit, unsafe distance and in the same lane of the ahead one, that will lead to fatal crash for sure if 




the driver do not take any action, the environment factor might increase the crash possibility, i.e. 
bad weather (e.g. raining) will increase the crash likelihood, and if the driver has bad behaviour 
that also might led to increase the crash likelihood. 
There are unlimited crash scenarios in the real world, and no comprehensive system can predict 
them all. According to the DfT [1], crashes can be classified into four main types: 
 Back: the back side of the vehicle . 
 Front: the front side of the vehicle. 
 Nearside: the passenger side. 
 Offside: The driver side. 
The proposed system is capable of predicting back and front crash types only and their level 
of severity. In other words, the system is able to detect a crash in cases where the host vehicle and 
the vehicle ahead are in the same lane, in any road surface conditions, the nearside and offside 
crashes are not included in this thesis and the prediction of these type of crashes will done in the 
future. 
 
3.4   Pre-Crash System Assumptions 
It was assume in the Pre-Crash system developed for this thesis that: 
 Each vehicle is equipped with a number of sensing technologies (the source of contextual data). 
 Each vehicle on the road has wireless communication with other vehicles, to manage V2V and 
V2I using a DSRC/WAVE device. 
 Each vehicle is provide with a built-in profile, showing the vehicle manufacturing details (for 
example vehicle size, weight, etc.). 




 Each vehicle is provide with a built-in driver profile showing full details about the driver (for 
example age, gender, driving style, and driving history). 
 Road information is manage and update by the Traffic Management Centre (TMC). 
3.5   Pre-crash System technique 
The Dynamic Bayesian network method was used to demonstrate and reason about 
uncertain situation and provide various reasoning types simultaneously. It is suitable for crash 
prediction and it is the best method with the capability to work under conditions where the system 
is changing over time. In this section, a depth representation of the DBN will introduced. DBN is 
commonly use in this field of reasoning and is a very powerful method for representation and 
reasoning under uncertainty; as shown in section 2.4.6. 
 3.5.1 Background of Bayesian Belief Networks (BBN) 
The Bayesian Belief Network is a directed acyclic graph (DAG) comprising two types of 
components; a set of nodes which essentially represent the variables in BBN and a set of directed 
edges (arcs), which represent the relations between these variables. The purpose of BBN is to infer 
unobservable events from observed events [68]. Each variable is link to local probability 
distributions; the BBN is represent with a set of conditional independence assertions. BBN can be 
specified with Bayesian probability equations obtainable from the product of all conditional 
probability tables within the BBN [112, 113]. 
BBN are supplementary and helpful in cases where the values of some variables have 
given, (evidence), and where other values are not (hypotheses). In the real world most of the facts 
(variables) have continuous values, such as; Speed, velocity, temperature, and age, while the BBN 
works with distributed values and each variable must has its own CPT), therefore the BBN needs 




to be distributed; these continuous values make these values accessible to create a variable’s CPT; 
as shown in Table 3.2. Also, the GeNIe software cannot works with continuous variables as will 





Rules [112] Values 
Continuous 
values 















- Under 17 years 
- 18-30 years 
- 31-50 years 
- 51-70 years 
- Over 70 years 
Table 3.2 Example of Age variable represents its values in continuous and distributed way 
 
 
In the proposed system, all the variables have distributed values; therefore, there is no need 
to explain the distribution methods that fall beyond the thesis’ scope.  
 3.5.1.1 BBN Probability Theory 
The core framework of BBN theory is Bayes’ Theorem; this is a theorem of probability 
theory, originally stated by the Thomas Bayes (1701–1761). It can be seen as a method for 
understanding how the probability that a theory is true can be affected by new observational 
evidence. This theorem was used to update beliefs and to illuminate the relationship between 





… … (3.3) 
 





 𝑝(𝑋|𝑒) is the posterior probability of hypothesis X, given evidence e. 
 𝑝(𝑒|𝑋) is the probability of evidence e, given hypothesis X. 
 𝑝(𝑋) is the prior probability of hypothesis X. 
 𝑝(𝑒) is the prior probability of evidence e. 
Equation 3.3 states that by observing evidence, the prior probability of hypothesis (X) can 
altered to a posterior probability. 
The BBN theorem, is in fact obtained from the product rule (also known as the chain rule), 
which is obtained from a definition of conditional probability. This product rule is derive by 
writing Bayes’ Theorem in the following form: 
𝑝(𝑋, 𝑒) = 𝑝(𝑋|𝑒). 𝑝(𝑒) 
= 𝑝(𝑒|𝑋). 𝑝(𝑋) … … (3.4) 
Successive applications of the product rule yield the chain rule: 
𝑝(X1, . . . , Xn) = 𝑝(X1, . . . , Xn−1). 𝑝(Xn|X1, . . . , Xn−1) 
= 𝑝(X1, . . . , Xn−2) ・𝑝(Xn−1|X1, . . . , Xn−2) ・𝑝(Xn|X1, . . . , Xn−1) 
= 𝑝(X1) ・𝑝(X2|X1) ・・・𝑝(Xn|X1, . . . , Xn−1) 
= 𝑝(X1) ∏ 𝑝(Xi|X1, . . . , Xi−1)
𝑛
𝑖=2
… … (3.5) 
For every Xi, there may be a subset (Xi|X1, . . . , Xi−1), such that Xiand the subset are 
conditionally independent. This means that this subset can left out of the original set(X1, . . . , Xi−1). 
When the subset is empty, Xi is conditionally dependent on all the variables in (X1, . . . , Xi−1). There 
are many other rules for probability, such as the expansion rule, named marginal probability, 
considering the situation where X and e are random variables with k as a possible outcome: 




𝑝(𝑋) = 𝑝(𝑋|𝑒𝑘=1). 𝑝(𝑒𝑘=1) + 𝑝(𝑋|𝑒𝑘=2). 𝑝(𝑒𝑘=2) + ⋯ + 𝑝(𝑋|𝑒𝑘=𝑘). 𝑝(𝑒𝑘=𝑛) 




This rule works to offer only the probability of one variable (X); all the information about 
the other variables (e) is ignored and this is not suitable for inferring our pre-crash system as 
reasoning under uncertainty or as a causal system, but it is used to find the probability of one 
variable only. 
And there is the Independence rule, where two random variables X and Y are independent 
and written as𝑋┴𝑌, if and only if: 
𝑝(𝑋, 𝑌) = 𝑝(𝑋). 𝑝(𝑌) … … (3.7) 
 3.5.2 Dynamic Bayesian Networks 
Dynamic Bayesian Network (DBN) is useful for problem domains where the state of the 
world is dynamic. The static BBN used to solve static problems only. Which means; every variable 
has a single and fixed CPT. This proposition of the static world is not always suitable and 
sufficient, some problems in the world need to be more flexible, do not have fixed variables or 
changeable values over time. DBN is a BBN, that is extended with a time dimension and which 
can be used to model dynamic systems [112, 114, 115].  
 3.5.2.1 DBN Graph 
A DBN is a directed acyclic graphical (DAG) model, but it is based on a stochastic process 
[116], which consists of a time-slices concept, with each time-slice containing its own variables. 





Figure 3.1 (a) initial network for the static BBN. (b) The two slice temporal Bayesian network for DBN. 
A DBN is described as the pair (Bt, B→), where Bt is a BBN that defines the prior or initial 
state distribution of the state variables p(Dt) [112]. Typically, Dt= (Ct, At, Bt) represents all the 
variables of the system (input, hidden and output). B→ is a two slice temporal Bayesian network 
that defines the transition model 𝑝(𝐷𝑡+1|𝐷𝑡) as define in Equation (3.8): 
𝑝(𝐷𝑡+1|𝐷𝑡) = ∏ 𝑝 (𝐷𝑡+1
𝑖 |𝑝𝑎(𝐷𝑡+1






𝑖  is the i-th node at time t, and could be a factor of At, Bt or Ct.  
 Pa(Dit+1) are the parents of Dit+1, which can be in the same or the next time-slice. 
 𝑛 number of nodes. 
There are no parameters associated with the nodes in the first slice of the two slice temporal 
Bayesian network. The nodes in the second slice do have a CPT the structure repeats and the 
process is stationary, so the parameters for slices t = 2, 3 . . . remain the same. This means that the 
system can only fully described by giving the first two slices. In this way, an unbounded sequence 
length can modelled using a finite number of parameters. The joint probability distribution for a 
sequence of length T can obtained by unrolling the two slice temporal Bayesian network: 













The (Bt, B→) definition for this DBN is shown in Figure 3.1. 
 3.5.2.2 Conditional Probability Table of DBN 
Each node in the DBN has a CPT that defines the Conditional Probability Distributions 
(CPD) of the represented discrete random variable. In DBN, the CPT of any variable in the network 
is the same as in a static BBN at the first time slice. However, the main difference is represented 
in the other time slices (i.e. t+h), while the CPT is built of the joint probability of conditional 
probability distributions, allowing it to create a CPT with the state of the parent or the variables in 
the previous time slices. This allows a decision about the new value after changes occur (i.e. new 
evidence is detected) over time. This will discussed in details in the implementation section of 
chapter 5. 
The following two methods can be used to obtain the probabilities of the states for each node in 
the network [57, 111, 117, 118]: 
• Obtaining the values by perform statistical analysis of a huge amount of training data. 
Training data to obtain by performing several tests in a test-bed specifically designed for 
the system and collecting the output for each test. 
• Parameterising the network can be done using syntactical data from several published 
papers that are related or similar to the system, crash reports and transportation standards. 
It was too difficult to acquire a large amount of training data for this study, as no test-bed is 
equipped with all the necessary sensors for the system; nor does any previous study contain the 
data required to parameterise the system. Therefore, the CPT values in the proposed system were 
obtained by gathering real high-fidelity data, as collected by the UK DfT in the form of crash 
report datasets [1, 2, 107] and a wide range of published papers and research [48, 57, 66, 68, 112, 
119-127]. 




 3.5.2.3 Inference (Reasoning with DBN) 
To find the probability for a hypothesis node or variable depends on some evidence given 
in dynamic systems (over time), the inference has been performed on DBN; there are several 
inference methods that differ from static BBN because of the DBN property of working over time. 
The main goal of inference in DBN is to calculate p(Xt|Y1:τ). The most common types of inference 
are: 
 Filtering over (t), calculation of p(Xt|Y1:t) to achieve current beliefs dependent on all past 
evidence, where τ = t. Filtering is used to track any current state to make normal decisions.  
 Prediction over (t+h), calculation of  p(Xt+h|Y1:t) to achieve a future belief state dependent on 
all past evidence, where h >0 and τ <t. This method of inference can be used to evaluate the 
effect of possible actions on future time. 
 Smoothing over (t-l), calculation of  p(Xt−l|Y1:t) to achieve a belief state in the past dependent 
on all evidence prior to the present. This method of inference is used over fixed time-lag l >0. 
It is a useful way to get a best estimate of past state, because more evidence is available at time 
t than at times t – l and τ>t. 
 Viterbi decoding, calculation of 𝑎𝑟𝑔 𝑚𝑎𝑥
1:𝑡
𝑝(𝑥1:𝑡|𝑦1:𝑡) to achieve the most likely sequence of 
hidden states dependent on a sequence of given observations. This method is a different kind 
of inference from those outlined above. 





Figure 3.2 The main types of inference for DBN. 
In Figure 3.2, which represents the main types of DBN inference, the region that is grey in 
colour is the interval containing evidence. The arrow represents the time of inference. It is current 
time, and T is the sequence length. These types of inference can work either with an Exact or 
Approximate inference; 
Exact inference, this type of inference is simple and works to infer the DBN, but it first 
needs to unroll the DBN into a static BBN, before inference on the static BBN to find the values 
of the hypothesis nodes using clustering exact inference and a junction tree algorithm. This method 
takes advantage of the DBN structure, by creating a junction tree for each time slice and 
performing updates for time slices, up to, and including the current time-slice using inter-tree 
message passing. Figure 3.3 illustrate an example of how to unroll DBN into a static BBN. 





Figure 3.3 (a) Represents DBN. (b) BBN after Unroll DBN 
 
 The Approximate inference, this type of inference tries to unroll DBN to BBN then to 
convert it to Hidden Markov Model (HMM) and then apply a forward-backward algorithm. 
This is a useful method because it is implemented when the values of the BBN nodes are 
not available and need to be filled in, in an approximate way using algorithms for the 
missing values (e.g. Noise-OR algorithm) with larger networks. Approximate inference 
has more than one algorithm that it can deploy to find the BBN inference, and it depends 
on BBN considerations to select a suitable one (i.e. stochastic simulation algorithm, model 
simplification methods, search- based methods and loop belief propagation).  
The proposed system performs inference to predict a crash in future time, so that the 
prediction over (t+h) inference method is used to calculate p(Xt+h|Y1:t) to achieve a future belief 
state, dependent on all the given evidence from the past (t-1) and the current time (t), to evaluate 
the effect of possible actions on future time (t+1) using the Clustering exact inference algorithm 
to obtain the values of the hypothesis nodes. It is necessary to unroll the DBN and acquire its BBN 
to deploy a Junction tree algorithm and infer the network, this will be discussed in detail in chapter 
five of this thesis. 




 3.5.2.4 DBN Learning 
DBN has a very useful and important property, which is the ability to learn from 
observations and/or statistical data. Bayesian learning calculates the probability of any hypothesis’ 
node from given data (observable events). The probability of each hypothesis hi, given data d, is 
given by: 
𝑝(𝑋𝑖|𝑑) = 𝛼 . 𝑝(𝑑|𝑋𝑖). 𝑝(𝑋𝑖) … … (3.10) 
Where: 
𝛼  denoted the unknown variable, 
d  denoted the given data, and 
Xi denoted the hypothetical variable. 
There are two types of learning DBN; Parameter learning, and Structure learning. In 
parameter learning, the DBN structure is fixed and given by a system designer, but only the 
parameters are learned and updated in the CPT’s values, although, when the structure is learned 
the network can be amended to suit a new structure. 
Parameter learning: A DBN contains discrete random variables, and each variable has a 
CPT. All CPT values are unknown at until they are learned. The problem with this approach is that 
it needs a large data set to get satisfactory results; this data set, however, is not usually available.  
Structure learning: The structure of the DBN can also be learned from a data set. The 
network structure can be derived from expert knowledge, after which a structure learning 
technique can be used to optimise the derived network structure [128, 129]. Structure learning has 
not been used in the proposed DBN and falls outside this thesis’ scope.  
 
 




 3.5.2.5 Steps to creating a DBN  
The following steps describe how to create a DBN: 
1. Choose defining network nodes and their states; 
2. Draw the causal relationships between random variables; 
3. Determine the conditional probabilities for each node; and 
4. Perform the inference process in order to infer the hypothesis node. 
 
 
Figure 3.4 The four steps to create a Dynamic Bayesian Network 
These steps are used to create the DBN for the system proposed in this thesis, as discussed in full 
detail in chapter 5. 
 
Nodes choose & define
Drawing the causal relationships 
Determining CPTs
Infer the DBN 




3.6   DBN’s Software Packages 
In this section, an overview of the software developed at the Decision Systems Laboratory 
(DSL) has presented. Software that supports BBN and DBN functionality and properties (i.e. 
structural modelling, inference and learning, etc.) can divided into two kinds: software with a 
Graphical User Interface (GUI) and software without a GUI.  
Software that does have a GUI is the most common and commercial and is reasonably easy 
for average users to use. Software without a GUI is generally academic-oriented; it is very flexible, 
but this can also make its application to specific problems very time-consuming and complex for 
a designer and coder. Here are some examples of the better-known BBN software packages: 
 3.6.1 DBN Libraries 
Three libraries have a DBN functionality. All these libraries have a work-in-progress 
status, (e.g. many functionalities are missing and/or need to be tested and optimised). 
 3.6.1.1 The Bayes net toolbox for Matlab 
Although Matlab software introduced the Bayes net toolbox (BNT) [130], it lacks 
usefulness because it does not support a free general purpose software library to handle different 
variants of graphical models, inference and learning techniques. The BNT can be used to build 
free, open source, and easy to extend libraries for research purposes. The library implementation 
can easily handle Gaussian random variables. The main Matlab disadvantage is that, it is awfully 
slow and without GUI. However, it has many advantages, such as;  
 BBNs are represented as a structure with a graph, CPDs and a few other pieces of information.  
 DBNs can be presented with a prior and an intermediary network, making it possible to only 
model first-order processes and offer some inference algorithms. 




 The conditional probabilities of the selected variables can be continuous or discrete. 
 The property of DBN learning for parameter and structure are also supported.  
 The code is relatively easy to extend and well documented and the library has the best 
functionality of all the software currently available, which means it is widely in use. 
However, greater functionality still needs to be added to make it a genuinely general 
purpose tool. Supplementary to this, the BNT is released as open source software. 
 3.6.1.2 The Graphical Models ToolKit (GMTK) 
GMTK has become specialised for developing DBN-based automatic speech recognition 
(ASR) systems [131]. GMTK is a freely available and open source toolkit written in c++. It has 
some features that can be used to model large sets of statistical models (i.e. several inference 
techniques, continuous and discrete observation variables). The DBN is specified as a template 
that contains a number of time slices, specifying a special purpose language. Over time the time 
slices were unrolled to create an unrolled DBN. The GMTK is a hopeful library, but it is not a 
general purpose toolkit, because it only specialises in ASR, as it is lacks serviceable applications.  
The GMTK documentation is not complete and it is hard to find details about it [132]. 
 3.6.2 DBN Modelling Tools 
There are only two modelling tools that support temporal reasoning and have a GUI: these 
tools are; BayesiaLAB and Netica. 
 3.6.2.1 BayesiaLab 
BayesiaLab is the most famous modelling tool, and consist of two modes: The modelling 
mode used to design the BBN, with the capability to add temporal arcs to indicate the parent node 




over time. This mode can design first-order Markov models only. While, the validation mode is 
used for inference. There are many methods of validation that should be selected to track changes 
to a system over time. The designer has to specify the initial state and temporal probabilities of 
each node in the BBN. In this toolkit, only the values of the parameters are changed without any 
graphic alteration to the DBN. This toolkit also has the facility to set evidence by hand or by 
importing a data file. The BayesiaLab software toolkit is developed by the French company 
Bayesia [133].  
 3.6.2.2 Netica 
Netica is used to design static and dynamic BBNs; after the design is complete inference 
is possible. In a DBN there are temporal arcs that can be added between the nodes. Netica can 
explicitly define temporal relationships (time-delay) for two nodes in one node. In this way, a k-
order Markov processes can be modelled when the DBN definition contains loops and the unrolled 
version should not contain loops. This can be solved by unrolling it for t slices and compiling its 
inference. Netica supports all inference methods, and can enter evidence by hand or by importing 
data files. Netica is a product of Norsys [134], which is located in Canada. 
 3.6.3 Decision Systems Laboratory software (DSL) 
The decision Systems Laboratory is a research group within the Department of Information 
Science and Telecommunications and is an Intelligent Systems Program at the University of 
Pittsburgh. SMILE and GeNIe are members of the DSL family. They were developed for the 
purpose of probabilistic, structural Modelling, Inference, and Learning Engines. The software, the 
documentation, and many example applications can be freely downloaded [135]. 
 




 3.6.3.1 GeNIe 
GeNIe is the graphical user interface for the SMILE library. It is also implemented using 
c++ and Microsoft Foundation Classes. Its importance lies in the fact that it is easy to access and 
has a user friendly interface, making decision theoretic models axiomatic using a graphical 
interface approach (via click or drag and drop). GeNIe version 2.0 is a multipurpose application 
with a friendly environment for designing and building graphical decision models and for 
performing predictions and judgments using DBN and clustering inference algorithms for single 
and multiple BBNs. 
 3.6.4 Software Package Selection 
After looking in depth at existing software packages, as shown in section 3.6. as a 
conclusion, there has been no comprehensive solution for modelling using DBNs until now. In this 
thesis the GeNIe v2.0 has been used; it is the most suitable software for implementing a pre-crash 
DBN with the specification that are required, as will be shown in chapter 5.  
Some packages have common features such as unmanageable, slow and restricted scripting 
and implementing, traditional definitions, absent importing and exporting functionality, 
implementations for complex models (i.e. GMTK, BayesiaLab and Netica). Meanwhile, Bayes 
Net Toolbox (BNT) applies the most packages, which then support BBN and DBN functionality. 
However the implementation is slow, as they do not have a GUI, and rely on a very traditional 
definition of BBNs and DBNs. However, BayesiaLab and Netica are not satisfactory either, 
because of a lack of functionality and they are also slow, making them useful for designing small 
BBNs but not complex models.  
 




The main reasons for choosing GeNIe v2.0 are [135]:  
 
- It supports DBN implementation by providing temporal reasoning so a DBN can be 
implemented. 
- It provides a clustering inference algorithm, which is the algorithm selected to perform the 
inference in our system. 
- It provides bar charts to assist the nodes to show the probabilities for each node state 
graphically. 
- It is simple to design the DBN and to define temporal nodes using a graphical user 
interface. 
- It can open multiple networks at the same time. 
- It supports diagnosis. 
- It offers text formatting support (font type, size and colour) 












3.7   Summary 
This chapter presented the theoretical foundation of the reasoning using DBN. A global 
overview of Static BBN and DBN theories and techniques that is very important for understanding 
the reasoning informing the methodology and the selection of DBN as a reasoning algorithm. In 
this chapter, the Static BBN and DBN functions are presented in detail, such as network design, 
inference, and learning. Furthermore, a short justification of DBNs was given. As such, this chapter 
is useful for any reader whose aim to become familiar with static and DBN theory and techniques. 
This chapter has effectively presented the existing software packages with the ability to 
design DBN and execute its functions and present the DBN properties. After which, an 
investigation and justification was introduced to select the best software available at present, when 
designing our DBN and performing the implementation of reasoning. As a conclusion to this 
investigation, SMILE and GeNIe are the best software in the field of reasoning. Meanwhile, the 
model design and implementation approach in GeNIe will be discussed in chapter 5.  










1) Provide an overview of general context aware Pre-crash system architecture. 
2) Define the components of the proposed pre-crash system architecture. 
3) Describe the actions and services provided by the proposed Pre-crash system. 

















4.1   Introduction 
This chapter describes the designing of a context aware pre-crash system architecture in 
VANET, which is capable of adapting its operations to the current context without user interaction, 
it is thus aimed at augmenting usability and effectiveness, by taking into account contextual 
information drawn from the environment. 
A general context-aware system architecture is designed for the pre-crash system, 
deploying a DBN algorithm for reasoning. A DBN is used, as shown in chapter 3, to enhance the 
reasoning process in the context-aware system, taking into account uncertainty in the contextual 
information detected, and learning model parameters using DBN learning property. The proposed 
system is suitable for any region or country in the world because its DBN likelihood can be updated 
using any dataset from any region to be more accurate and real. 
 This context-aware system architecture is a general architecture in VANET, which means 
it is usable for any reasoning mechanism (i.e. Fuzzy logic, Neural Network, etc.), in the proposed 
system the DBN algorithm has been deployed as will be discussed in chapter 5. 
4.2   Overview of Context Aware On Board Unit Architecture: 
In this section, a general context aware architecture is presented. As depicted in Figure 4.1, 
the context aware architecture incorporates three main phases: A physical phase, a thinking phase, 
and an application phase, all of which together represent the three main subsystems of a context 
aware layered conceptual framework; Sensing, Reasoning and Acting subsystems [136]. The 
presented OBU architecture is design based on the Layered Conceptual Framework architecture. 
The red callouts in Figure 5.1 represent the mapping of the proposed architecture to the Layered 
Conceptual Framework as shown in Figure 2.6 in Chapter 2. 

























































































































Raw data retrieval Layer
Sensor Layer
  
Figure 4.1  Context Aware Pre-Crash Architecture. 
 
 4.3.1 Physical Phase 
The sensing phase is responsible for gathering low-level contextual information. This phase 
contains the following two layers: sensing and raw data layers. 
 




 4.3.1.1 The Sensing Layer 
This layer is responsible for acquiring the context data using different types of sensors. It consists 
of two types of sensor: delivering internal and external inputs as shown in Figure 4.1. A detailed 
illustration of each sensor is depicted in the next section [3, 7, 20, 90, 91, 137-143]. 
i) Internal sensors: 
These sensors are responsible for sensing all the data about the vehicle and the surrounding 
environment (i.e. speed, blind spot, distance, road surface, etc.), as shown in Figure 4.1. The 
internal sensors include the following: 
- Camera: The camera sensor is responsible for capturing contexts about lane detection, lane 
deviation, lane departures, difficulty detection, road collision monitoring and driver 
distraction monitoring [5, 7]. 
- GPS: Global Positioning System (GPS) provides extremely accurate location data and time 
information. GPS helps to provide current location, direction, and angle of the vehicle [12, 
137]. This factor is important to check if the vehicle's speed is in the, over or below the 
speed limit. Studies showed that crashes possibilities are affected highly with reducing 
vehicle speeds by a more than 5km/h, which would result in a 17.3% reduction in all serious 
crashes [123]. Road speed limit has good affect if vehicle speeds decreased by 5km/h on 
arterial roads with a speed limit of 60 km/h, there would be an 11.9% reduction in all serious 
crashes [1, 124]. 
- Brake Pedal: A brake pedal sensor provides the status of the brake pedal at a given time, 
and can help the vehicle’s hydraulics to engage to slow or stop the vehicle. In addition, two 
other functions can also occur, one of which is critical to the operation of the vehicle; i.e. 




disengaging the cruise control. The other function is to switch on the brake lights to alert 
other vehicles that the car is slowing down and/or is going to stop [17]. 
- Steering Angle Wheel: The steering angle wheel sensor provides the value of the angle of 
the steering column of the vehicle. This information is useful for determining the vehicle’s 
direction, and it is considered as one of the most important factors for describing driver 
behaviour [12, 22].  
- Radar: Radar is an object-detection system that uses long-range radio waves to determine 
the range, altitude, direction, or speed of an object. It can be used to detect vehicles travelling 
over a long distance [90, 136]. 
- Ultrasonic: Ultrasonic sensors are able to detect objects, such as vehicles and pedestrians, 
during low-light periods (night, dawn, dusk) and in the presence of obstacles and shadows 
[20, 137].  
- Blind spot: Blind spot sensors are responsible for detecting other vehicles from the left and 
right sides to indicate whether it is safe to change lane or not. This can work in all weather 
conditions over short distances, and is still being developed and improved upon [20, 140]. 
- Driver’s Profile: This profile contains all the information about the driver such as; age, 
gender, weight, medical and behaviour history information of the driver [138]; this is very 
useful with safety systems, because it provides the system with contextual information that 
may affect decision making (i.e. driver’s age may be a good factor on which to base a 
decision) [141]. 
 




ii) External sensors 
External input must also be considered to support the context, as captured from the internal inputs, 
so as to make the right decision about the risk. The input data are shown in Figure 4.2. 
- TMC (Traffic Management Centre): TMC provides dynamic traffic information for 
motorists through a variety of sources, including variable message signs, the internet, 
WAP-enabled mobile phones, and local media. TMC can provide several information 
types; giving information about the outside environment, traffic information, weather 
status, etc. [17, 139]. TMC can also help to improve and evaluate the traffic situation 
and provide information to the travelling public. 
- Adaptive Hello Message: using the HELLO message concept to gather information 
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Figure 4.2 Pre-crash system architecture sensors 
  




 4.3.1.2 The Raw Data Layer 
This layer is responsible for separating low level sensing details from sensors for the upper 
layer of the system, as well as for abstracting the contextual information received from the sensor 
layer. This layer is responsible for converting the sensed context into machine-readable form. This 
will make the context understandable and useable, to prepare the machine for analysis and process 
this context at the next layer (the thinking phase), as shown in Figure 4.2. This layer is also 
responsible for the re-collection and reusability of the contextual data requested by other 
applications; alternatively, it can provide new services to the user. 
 
 4.3.2 Thinking Phase 
 
This phase comprises the management of contextual information. This can vary from a simple 
mechanism for querying the data to powerful reasoning, including the inference of deduced 
context. There are two types of contextual information: certain contextual information, which is 
obtain from a single sensor, and uncertain contextual information, which cannot acquire by a single 
sensor and which may be incomplete or inexact. The prediction of crash likelihood and severity is 
considered uncertain form, and as needing to be extracted from among contributory factors. The 









 4.3.2.1 Processing Layer: 
This layer is responsible for extracting information about hazardous situations. The processing 
layer consists of two sub-layers: context reasoning and context management.  
 i) Context Reasoner (CR) 
This component is responsible for evaluating the exact situation and reason for uncertain 
contextual information in order to make decisions about it. The CR’s task is to predict the 
crash likelihood and severity levels as a first step to crash prevention; the design, 
implementation and verification for this stage are achieve by using a DBN. This is illustrate 
further in Chapter 5. 
 ii) Context Manager (CM) 
This component is responsible for triggering an appropriate application in order to act upon 
the information being forwarded by the CR.  This processor responsible for the second step 
ot crash prevention by recive the infer results about the crash likelihood and its severtiy level, 
then it sould select the perfect solution to either avoid the crash or mitigat the crash severity 
by deploying an algorithm to deploy the suitable application. The algorithm that must be 
used in this processor is out of this thesis scop and we consider it for the future work.  
This processor is connected to the dynamic data base context using bidirectional arow to 
store, retrive and learn different type of data (e.g. historical: driver behaiver, vehicle service, 
road acceidents…etc.). and also,  it cosider as the next stage after predicting the crash 
happening and severity to deploy the suitable action. 
 




 iii) Interface Unit (IU) 
This unit receives the final decision from the context manager regarding which application 
should be used to avoid the crash. This unit contains: 
- Actuator: The actuator is the device responsible for carrying out specified control of 
the vehicle without any command from the driver. A message, including parameters, 
should be send for the purpose of emergency assessment.  
- Human Machine Interface (HMI): The HMI is responsible for issuing driver warning 
and selecting a suitable means of warning the driver; e.g. alarms, harsh noises, seat 
vibration or simple messages. 
- DSRC/WAVE: DSRC/WAVE is a network device based on IEEE 802.11p. It is 
responsible for connecting the vehicle with other vehicles or a road side unit RSU 
[142].  
 4.3.2.2 Storage/Management Layer: 
This unit is responsible for storing all the data and information needed to support the context 
manager layer. It forms a dynamic context knowledge base, which is extendable and regularly 
updated; i.e. it can be adjusted to update the stored information, including maps, driver behaviour 
and historical crash data [144].  
This Dynamic Context Knowledge Base may consist of:  
- History Base: this database contains the contextual information history about the driver, 
roads, collision patterns, etc. The History base is useful for assisting our system to improve 
its learning properties. It works with the Pre-crash algorithm (DBN) to update and learning 
the CPT’s values. The prediction property of our model could not be perform without the 




support of a historical foundation. For example, the application relies on the location 
history of the vehicle in order to predict its future location; thus, it must have historical 
data. 
- Digital Road Map: this database contains maps, a routing table and representations of a 
particular area, all of which are stored in the Dynamic Context Knowledge Base. A digital 
road map lists the routes to a particular network destination, and the distances associated 
with those routes. The routing table contains information about the topology of the network. 
A digital road map is dynamic and can be update after a new route is discover on the 
network after collecting data from the GPS or TMC, which is then calculated in the 
processor to obtain updated information. The digital road map is manage by the Knowledge 
Manager. 
- Built-in Vehicle Profile: This built-in profile contains information about the vehicle; this 
information are provided by the vehicle manufacturer and comprises tyre-road friction, 
time to stop, time to crash TTC, vehicle weight, vehicle size, ID, colour and distance for 
crash to avoid. Some information is provided by the data mining component in the thinking 
layer, such as history and behavioural information [144]. 
 4.3.3 Application Phase 
This phase represents the acting subsystem in a context-aware system. It is responsible for 
disseminating warning messages that include corrective actions for the other vehicles on the road. 
It also operates in-vehicle alarms to warn the driver to prevent the occurrence of accidents and to 
decrease the number of potential fatalities. Two types of applications were apply using the pre-
crash system architecture, in accordance with the decision made by the context manager: 
avoidance and warning applications.  






Figure 4.3 Application Layer Components 
- Avoiding applications are responsible for taking action to avoid or mitigate an abnormal 
situation, such as a collision. This can be achieve by applying a number of applications, 
such as auto-brake, auto-stop and lane change. 
- Warning applications are responsible for warning drivers via seat vibration, tightening 
seatbelts, on-board messaging or voice-based alarms. These applications can also warn 
other vehicles travelling on the same road or in the same direction about an abnormal 
situation using an adaptive HELLO message. Figure 4.4 depicts the mechanism for 
predicting crashes and for calculating corrective actions for other vehicles on the road.  
4.3   Pre-crash system mechanism 
This section depicts the mechanism for predicting pre-crashes and calculating corrective action for 
other vehicles on the road, also describing the data flow between architectural components, from 
the start point to the end point. As shown in Figure 4.4. Firstly, the system starts by gathering data 
from the surrounding environment via internal and external sensors; such as vehicle distance, 
speed limit, etc. The system then transmits this contextual information to the raw data 
representation layer to represent it in usable form. Then the Context Reasoner (CR) receives the 
contextual information to evaluate the exact situation. 
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Figure 4.4  Pre-crash system mechanism 
After the situation has been describe, the Context Manager (CM) determines the accuracy 
of the crash likelihood. Then the system has to select a more suitable action to avoid or mitigate 
the crash via the Interface Unit (IU), and pass this decision via the application phase to deploy the 
correct action (i.e. select a suitable application to run). 




The CM relates to the Dynamic Context Knowledge Base and can be used to store and 
retrieve context information, which is required to store the driver’s and vehicle’s history, the 
dataset for the road and the traffic infrastructure for the region the vehicle is travelling in. 
 
 
4.4   Summary 
In this chapter, a novel context aware pre-crash system architecture has been propose. The 
proposed context-aware system architecture based on context-aware systems five layers 
conceptual framework. All the components of the architecture have been propose in detail, as a 
general architecture that can be integrate using a reasoning under uncertainty technique. In our 
system a DBN is deploy as a reasoning algorithm in the processor layer as a special reasoning 
algorithm; the details of this were present in the previous chapter (Chapter 3). 
A system architecture mechanism is also presented to explain how the contexts sensed are 
used and converted from low level to high level contextual information, and to explain the 
relationship between architectural components from the lowest level (physical phase) to the 
highest level (Application phase).  









1. Determine the objectives behind the development of the proposed DBN model. 
2. Propose the novel DBN model for crash prediction. 
























5.1   Introductions 
This chapter presents a novel probabilistic framework for predicting the crash likelihood and 
severity level in VANET, using a Dynamic Bayesian Networks (DBN) to fuse contextual 
information about the driver, vehicle and environment, and then inferring the crash likelihood. The 
proposed system is able to predict vehicle crashes and their severity; fatal, serious or slight crash, 
depending on different contributory factors. These factors cannot be considered to be unambiguous 
input into the system, as high-level contextual information cannot be inferred using normal 
sensors. Thus, it is essential to capture these temporal low-context factors and to incorporate the 
evidence over time. Consequently, the accurate and effective prediction of different types of crash 
requires different types of context to be sense and gather. In fact, the inaccurate and incomplete 
sensed context information needs to be fuse with other factors in order to make it more accurate. 
There are a number of methods of information fusion: fuzzy logic, neural networks and the Kalman 
filter. None of these methods efficiently support the sensed incomplete data, uncertainties, 
variables dependencies or the temporal feature demonstrated by the proposed system [66]. 
The proposed system in this thesis employs DBN to gather data from different types of sensors in 
order to predict crash likelihood at different levels of severity [145, 146], because DBN consider 
comprising the most reliable method for managing inaccurate and unobservable inputs, and due to 
their ability to work over time [68, 147]. In addition, DBNs are efficient at using more than one 
context and combining them to realise high-level contextual information in order to infer reason 
about uncertain contexts [66, 145], as shown in Chapter 3. 
 




5.2   Problem definition 
The main objective of designing the DBN model is to predict the crash likelihood and severity 
level by inferring the unobserved high-level context from the observed context. Vehicle crashes 
are affected by various contributory factors; the vehicle, driver and environment. It is impossible 
to cover all these contributory factors in this system. However, this thesis deals with the most 
important factors which positively affect the possibility of a crash and may lead to more accurate 
prediction of crashes than others; these factors are information and observable factors, as will be 
shown in Section 5.3.1. Therefore, the method that has the best capability of working under the 
continually changing conditions is the DBN, which enables each state to be inferred by sensing 
and combining a large amount of context. The crash is therefore considered as the current state. 
In order to predict crashes, a DBN was employed to model the probability distribution over the 
information and observable variables, so as to infer the crash state of the vehicle at a future 
time (𝑡 + 1). In this thesis, the unrolled DBN is considered, and the hypothesis node “Crash” node 
at time slice (𝑡 + 1) depends on the past crash state at time (𝑡 − 1), as well as on the current time 
state at (𝑡) and the random variables at time (𝑡) only, as in the following equation [112]: 
𝑝(𝐶𝑡| 𝐶𝑡−1) = ∏ 𝑝 (𝐶𝑡
𝑖|𝑝𝑎(𝐶𝑡




Where N is the number of nodes in the network, 𝐶𝑡




𝑝(𝐶𝑡+1|𝐶𝑡) = ∏ 𝑝 (𝐶𝑡+1
𝑖 |𝑝𝑎(𝐶𝑡+1




Where N is the number of nodes in the network, 𝐶𝑡+1
𝑖  is the i-th node at time slice (𝑡 + 1) and 
𝑝𝑎(𝐶𝑡+1
𝑖 ) are parents of 𝐶𝑡+1
𝑖 .  




Equation 5.1 is used to find the infer of the crash node in the current time slices depends on the 
past time slice and Equation 5.2 is used to infer the crash node for the future time slice depends on 
the state of the current time slice. It is therefore important to apply a sequence of steps when 
designing a DBN model; the following section defines these steps in detail. 
5.3   DBN-based pre-crash system 
This section outlines the steps taken for the creation of the DBN pre-crash system, which is able 
to capture the temporal aspects of the crash and integrate the evidence over time. As mentioned in 
Chapter 3, four stages have to be carry out, in order to design a DBN, starting with selecting the 
network’s nodes and ending with inferring the network to find the hypothesis node likelihood. A 
step-by-step explanation is presented in the next section, as shown in Figure 3.4. 
5.3.1 Choosing and defining the DBN nodes 
The hypothesis node in this network is the “crash” node, which includes four mutually exclusive 
states: fatal, serious, slight and no crash. The rest of the nodes are divide into two groups: 
information factors and observable factors. The first group (the information nodes) represents the 
variables, which may affect the crash node; and the second group (the observable nodes) 
corresponds to the information that results from the crash node. A brief description on each group 
and node is given in the following section: 
Group 1: This group includes the contextual variables i.e. the information regarding the 
surrounding environment, road and driver, which affect the state node, and this information does 
not change suddenly over one time slice. These information nodes include: 
1. AGE: Studies showed that driver’s age affects crash possibility, which increases at 
ages that are between (66-75), and (19-35) [48, 119, 120, 147]. 




2. Gender: Studies showed that driver’s gender affects crash possibility, which increases 
according the driver's gender (male/female) for some specific age ranges [48, 146, 147]. 
3. Driver: The driver's node has been added, which categorises the driver as good or bad 
depending on their age and gender, to reduce the complexity of the proposed system. 
4. DAY_OF_WEEK: Studies proved that the crash occurrence frequency gets higher on 
particular weekdays more than on weekend days [1, 146, 148]. 
5. TIME:  Studies proved that crashes are more likely to happen at peak times than at 
other day times [1, 2, 121]. 
6. TRAFFIC_STATUS: This node has been added which represents the traffic status 
being either dense or normal which basically depends on the day and time. 
7. WEATHER_CONDITIONS: Many studies proved that the crash is more likely to 
happen when the weather conditions are bad [1, 2, 122]. 
8. ROAD_SURFACE_CONDITIONS: Studies proved that the crash is more likely to 
happen when the road surface conditions are bad [1, 2, 121]. 
9. LIGHT_CONDITIONS: Studies proved that the crash is more likely to happen when 
the light conditions are bad [1, 2, 122].  
10. ENVIRONMENT: this node has been added which represents the environment being 
either good or bad depending on the weather, road surface, light and traffic status, to reduce 
the complexity of the proposed system. 





















2 DAY_OF_WEEK 7 
- SUN, MON, TUE, WED, THU, 
FRI, SAT 
3 DRIVER 2 
- GOOD 
- BAD 
4 ENVIRONMENT 2 
- GOOD 
- BAD 
5 GENDER 2 
- Male 
- Female 
6 LIGHT_CONDITIONS 2 
- Daylight 
- Darkness 













9 TIME 2 
- PEAK_TIME 
- OUT_PEAK_TIME 
10 TRAFFIC_STATUS 2 
- DENSITY 
- NORMAL 








Table 5.1  Pre-crash Dynamic Bayesian Network information nodes and their states. 
 
 




Group 2: This group denotes the contextual variables that result from the state node. It includes 
observable factors, which comprise: 
1. Brake_Pedal: This factor is very important because it significantly affects many 
factors, such as the vehicle's speed and the distance between the modelled vehicle and others. 
This factor has a direct effect on the distance and speed factors, as shown in Figure 5.1 [1, 
125, 126]. Hence, this node has been selected as an observable node in the proposed system. 
2. Distance: This factor has a very large effect on the crash probability because it 
represents the real distance between the modelled vehicles [1, 124, 126, 149]. The system 
will not perform the inference process if there is no frontal vehicle or the distance between 
the vehicle and the ahead one is more than 20 meters 
3. Speed: This factor has a major effect on detecting the crash severity, depending on the 
vehicle's speed compared to the road speed limit; when the vehicle reaches the critical 
distance and is not stopping, a crash will surely occur [1, 124, 126]. (For instance, the risk 
of a casualty crash approximately doubles with each 5km/h increase in speed on a 60km/h 
speed-limited road, or with each 10km/h increase in speed on 110km/h roads) [150].  
4. Lane: Studies have shown that a high percentage of crashes occur when both vehicles 
are in the same lane; when the lane state is different the crash possibility is very low and 
may reach zero [2, 127, 151].  
5. Steering_Angle_Change: Studies have proved that this factor has a strong effect on the 
lane factor, because any steering change will lead to a change in the lane state [2, 127, 152]. 
6. Blind_Spot: Studies have proved that this factor has a strong effect on the lane and 
steering change states, because if there is any vehicle in the blind spot range, this will lead 




to steering change, and if the steering angle changes the possibility of a crash is increased 
[2, 153-156]. 










1 BLIND_SPOT 2 
- ON 
- OFF 
2 BRAKE_PADAL 2 
- ON 
- OFF 




4 LANE 2 
- Same_Lane 
- Different_Lane 
5 SPEED (road speed limitaion) 4 
- OVER_LIMIT  
- LIMIT 
- BELOW_LIMIT 
- ZERO (no movement) 
6 STEERING_ANGLE_CHANGE 2 
- YES 
- NO 
Table 5.2  Pre-crash Dynamic Bayesian Network observable nodes and their states. 





















Table 5.3  Pre-crash Dynamic Bayesian Network hypothesis node and its state. 
 5.3.2 Drawing the causal relationships and DBN graph 
In this step, the conditional independence between the DBN nodes is decided after the variables 
have been chosen; this step includes the drawing of a directed acyclic graph. Figure 5.1 depicts the 
DBN structure at time (𝑡 − 1), (𝑡) and (𝑡 + 1), and the conditional independence between the 
variables. The hypothesis node at time slice (𝑡 + 1) is affected by the information variables at time 
slice (𝑡) and the hypothesis node at time slice(𝑡 − 1). 











Figure 5.1  Dynamic Bayesian Network with dependencies between different time slices 
As shown in Figure 5.1, group 1 represent the information factors, the hypothesis node, which is 
the crash node, represents the unobservable node, and the group 2 represent the observable nodes. 
In order to predict the future context of a vehicle, the use of a DBN was chosen. This network 
consists of different time slices which all contain an identical Bayesian network. The nodes 
between the time slices are connected with arrows to represent dependencies among these time 
slices. Figure 5.1 shows the DBN after unrolling it to be a static Bayesian network of three time 
slices, (𝑡 − 1), (𝑡) and (𝑡 + 1), in order to infer it using the Bayesian Belief Network inference 
algorithm. 
Tables 5.1 to 5.3 shows the DBN nodes’ states. In the real world, there are very many factors that 
affect the likelihood of a crash occurrence, and it is impossible to cover all these factors in this 
system, as it would result in a very complex system. However, this thesis deals with the most 
important factors which positively affect crash possibility.  




 5.3.3 Parameterising the DBN 
Each node in BBN has it is CPT that defines the Conditional Probability Distributions (CPD) of 
the represented discrete random variable. The entries in the CPTs tell us what the probabilities are 
of a hidden node given its parents. A potential problem of using CPTs for defining the conditional 
probability distributions is their size. The size of the CPT of any variable X depends on the number 
of states rx of the variable and the number of states rj of each of its parent, as follows: 
𝑠𝑖𝑧𝑒(𝐶𝑃𝑇)𝑋 = 𝑟𝑋 ∏ 𝑟𝑗 … … (5.3)
𝑟𝑗=𝑟(𝑷𝒂(X))
 
As can be seen from Equation (5.3), the size of the CPTs grows exponentially with the number of 
parents. By knowing this, it is important to keep the number of dependent nodes as low as possible. 
By using equation (5.3) the proposed network equation will be:  
𝑠𝑖𝑧𝑒(𝐶𝑃𝑇)𝐶𝑟𝑎𝑠ℎ = 𝑟𝐶𝑟𝑎𝑠ℎ ∏ 𝑟𝑗 … … (5.4)
𝑟𝑗=𝑟(𝑷𝒂(Crash))
 
The CPT size of our model hypothesis node (Crash node) depends on the number of states rcrash 
of the variable Crash and the number of states rj of each parent which are denoted by Pa(Crash). 
If rj is equal for all parents of Crash, the equation simplifies to: 
𝑠𝑖𝑧𝑒(𝐶𝑃𝑇)𝐶𝑟𝑎𝑠ℎ =  rCrash. (𝑟𝑗)
n … … (5.5) 
Where n is the number of parents, the Crash node has three parents’ nodes. Hence, 
𝑠𝑖𝑧𝑒(𝐶𝑃𝑇)Crash =  4 ∗  6 ∗ 2 ∗ 2 ∗ 2 = 192  Values, this is just for crash node CPT 
After choosing the DBN nodes, designing its graph, and specifying relations between the nodes 
the probabilities of CPT values with the prior probability of the root nodes and the conditional 
probabilities have to specify for each node in the DBN. Deciding the value for each node is main 




key for the network to infer the network and obtain the likelihood crash values. The following two 
methods may be used to obtain the probabilities of the states for each node in the network: 
• Obtaining the values by performing statistical analysis of a huge amount of training data. 
Training data are obtained by performing several tests in a test bed specifically designed for 
the system and collecting the output for each test. 
• Parameterising the network can be done using syntactical data from several published 
papers that are related or similar to the system, crash reports, and transportation standards. 
It was too difficult to acquire a large amount of training data for this study, as no test bed is 
equipped with all the sensors required for the system. No previous study provides the data required 
to parameterise the system. Therefore, obtaining the CPTs values in the proposed system is 
gathered from real high-fidelity data collected by UK DfT as crash reports dataset [1, 2, 107] and 
wide range of published papers and researches [48, 57, 66, 68, 112, 119-127]. As seen in figure 
5.1, the network consists of 18 evidence nodes (root nodes and leaves nodes), each of which has 
more than two possible states. The total number of all the possible combinations of evidences is 
11,289,600 possible inputs, it is impossible to illustrate all these CPTs in this chapter. Therefore, 
appendix A provides the full CPT’s of the proposed DBN.  
The following tables show three samples of the CPT of the proposed system DBN. Table 5.4 show 
the probabilities of the crashes depends on the day of the week [1, 2], and it illustrates the highest 

















Table 5.4  Prior probability for DAY_OF_WEEK node 
Table 5.5 shows the CPT of the driver node in the DBN. The driver node effected by the gender 
and age nodes as shown in Figure 5.1, to infer driver state is good or bad. For example in the 
second column the probability of the driver to be in bad state is higher that good driver because 
the age is under 18 years old. 
 
DRIVER 














































































































































































































































Table 5.5 Prior probability for DRIVER node 
 
 




Table 5.6 shows the part of the CPT of the crash node in the DBN. The crash node effected by the 
road type, driver, environment and the brake pedal as shown in Figure 5.1, to infer crash the 
severity depending on the sensors reading of the above mentioned nodes. for example in the second 
column the probability of the crash to be in no crash state is the higher because the brake pedal is 




DRIVER GOOD BAD 
ENVIRONMENT GOOD BAD GOOD BAD 





































































































































































































































Table 5. 6  Prior probability for Crash node 
 
Appendix A provides the full CPT’s of the proposed DBN model with full details to description 
all the CPT’s nodes in the proposed system. 
 




 5.3.4 Inferring the hypothesis node (crash node) 
In order to find the probability of the hypothesis’ node according to given evidence in dynamic 
systems (over time), it is necessary to perform inference on a DBN. Inference is the process of 
combining the low-level data collected by different sensors and deducing high-level contextual 
information. There are several inference methods that are different from static BBNs because of 
the DBN property of working over time. The main goal of inference in a DBN is to 
calculate(𝑋𝑡|𝑌1:τ). The most common types of these methods of inference are: filtering over (𝑡), 
prediction over (𝑡 + ℎ), smoothing over (𝑡 − 𝑙) and Viterbi decoding as showed in Section 3.5.2.3. 
In the present system, a prediction over (𝑡 + ℎ) is adapted to calculate 𝑝(𝑋𝑡+ℎ|𝑌1:t) and to achieve 
the future belief state that depends on all the given evidence from the past, where ℎ > 0 and τ < 𝑡. 
This method of inference is used to evaluate the effect of possible actions on future time. The most 
suitable algorithm capable of inferring the pre-crash network is the clustering algorithm, which is 
the most useful for small to medium-sized networks (reaching approximately three dozen nodes), 
and is the fastest known exact algorithm for belief-updating in BBNs.  
5.4   System Learning 
The proposed system has the ability to learn the CPTs values to be suitable to any country or 
region. The CPTs can be updated using new dataset, which must contain the same number of nodes 
and has at least 10,000 crash records to learn the system then get high performance. 
In addition, the system has the ability to save data regarding the behaviour of the driver in the 
dynamic knowledge base, which can save many records as historical information for describing 
the driver reaction in the future hazard situations. This historical information used for updating the 
driver node in the proposed DBN CPTs’ with the new values (learning), which reflect the driver 




behaviour. Learning property of the DBN can enhance the crash prediction to be more reasonable 
and accurate as shown in section 3.5.2.4. 
5.5   Summary 
This chapter presented a novel DBN to predict crashes before they happen and detect their severity 
level in the case of inevitable crashes. It presented the contributory factors that are chosen in the 
proposed system and define each node according to its group. The DBN graph with the relationship 
between nodes is presented too. 
This chapter is also presents, how to parameterising the CPT of each node and inferring the 
network using a clustering algorithm to calculate the crash likelihood for the hypothesis node 
which was found to be the most appropriate algorithm for the proposed system. Using a DBN and 
taking into account a large amount of contextual information will lead to more accurate and 
efficient crash prediction. The final section of this chapter demonstrated the necessary steps for 
creating DBN using GeNIe version 2.0 software. 









1. Present the validity and the performance of the DBN crash prediction system.  
2. Demonstrate the importance of gathering supplementary and different contexts during the 
inference process. 

















6.1   Introduction 
The prevention of road accidents will result in enhancing road safety and saving lives. This can 
done by reacting in a suitable manner to avoid or mitigate a crash. This chapter introduces the 
validation of the proposed DBN pre-crash system, which uses a mixture of real (The 2011 DfT 
dataset [1]) and synthetic data. In addition, it explains the validity and effectiveness of the proposed 
system in predicting crashes and their severity, by taking into account different evidence (i.e. 
sensor readings). 
In order to validate the proposed system, it is necessary to apply all possible evidence to establish 
the capability of the system in predicting different kinds of crashes. As shown in Chapter 5, the 
system constitutes a number of nodes with different states, which lead to 11,289,600 combinations 
of evidence. It is not possible to examine them all in this validation and therefore combinations 
that reflect real live situations have been use, as will be demonstrated in the following sections. 
The 2011 DfT dataset [1] was used during the validation and evaluation. This contains 150,000 
crash records. A number of different scenarios have been present in order to demonstrate the 
comprehensive nature of the system and to illustrate its ability to predict different levels of crash 
severity. Examining a large number of combinations of evidence and presenting different scenarios 
will challenge the system, demonstrate that it is sufficiently comprehensive, and establish its 
validity when predicting different crash situations.  
During the validation and evaluation three time slices have been used to predict the crash state: 
time slice (t-1) (previous), time slice (t) (current) and future time (t+1). The inclusion of three time 
slices ensures that the temporal aspect of the system has been taken in to account in addition to the 
sensor readings.  




Firstly, the results of inputting several combinations of evidence will be reveal. Secondly, different 
experiments will be present. The validation results will demonstrate the system’s ability to predict 
different levels of severity accurately. Moreover, the experiments presented in this chapter will 
evaluate and validate the capabilities of the system in predicting a crash while driving.  
6.2   System validation using synthetic data 
This validation demonstrates the effect of the root (information) nodes on their children (i.e. the 
effect of the day of week; light, road surface and weather conditions; time; traffic status; gender 
and age on the environment, driver and road type nodes). Before their effect has be shown, it is 
important to explain the root node, as shown in Tables 6.1 – 6.2. As shown in chapter Five, the 
DBN graph in Figure 5.1 demonstrates the relationship between the DBN nodes, along with a 
detailed explanation to clarify their relationships (i.e. root, parents, and children). The tables below 
demonstrate the effect of the root nodes on the crash parents’ nodes (environment, driver and road 
type). Since the road type node has no parent, it will be consider an evidence node.  
Table 6.1 illustrates the root nodes that affect the environment nodes. 







Table 6.1 The factors that affect the Environment node 
Table 6.2 illustrates the root nodes that affect the driver node. 
No. Information Nodes Factors 
1 GENDER 
2 AGE 
Table 6.2 The factors that affect the Driver node 
 




Table 6.3 constitutes the states of the root nodes (traffic status, light conditions, weather conditions 
and road surface condition) that affect the environment node, the table shows the inference results 
of belief and state of the environment node according to the inputted evidence. The total number 











Belief and state 
1 DENSITY Daylight Fine_AND_high_winds Dry 0.58, GOOD 
2 DENSITY Daylight Fine_AND_high_winds Flood_over_3cm_deep 0.62, GOOD 
3 DENSITY Daylight Fine_AND_high_winds Frost_or_ice 0.83, BAD 
4 DENSITY Daylight Fine_AND_high_winds Snow 0.56, BAD 
5 DENSITY Daylight Fine_AND_high_winds Wet_or_damp 0.58, GOOD 
6 DENSITY Daylight Fine_NO_high_winds Dry 0.52, GOOD 
7 DENSITY Daylight Fine_NO_high_winds Flood_over_3cm_deep 0.55, BAD 
8 DENSITY Daylight Fine_NO_high_winds Frost_or_ice 0.51, GOOD 
9 DENSITY Daylight Fine_NO_high_winds Snow 0.54, BAD 
10 DENSITY Daylight Fine_NO_high_winds Wet_or_damp 0.58, BAD 
11 DENSITY Daylight Fog_or_mist Dry 0.53, BAD 
12 DENSITY Daylight Fog_or_mist Flood_over_3cm_deep 0.74, BAD 
13 DENSITY Daylight Fog_or_mist Frost_or_ice 0.66, BAD 
14 DENSITY Daylight Fog_or_mist Snow 0.58, GOOD 
15 DENSITY Daylight Fog_or_mist Wet_or_damp 0.86, BAD 
16 DENSITY Daylight Raining_AND_high_winds Dry 0.56¸GOOD 
17 DENSITY Daylight Raining_AND_high_winds Flood_over_3cm_deep 0.85, GOOD 
18 DENSITY Daylight Raining_AND_high_winds Frost_or_ice 0.59, BAD 
19 DENSITY Daylight Raining_AND_high_winds Snow 0.61¸BAD 
20 DENSITY Daylight Raining_AND_high_winds Wet_or_damp 0.7, BAD 
21 DENSITY Daylight Raining_NO_high_winds Dry 0.78¸BAD 
22 DENSITY Daylight Raining_NO_high_winds Flood_over_3cm_deep 0.77, BAD 
23 DENSITY Daylight Raining_NO_high_winds Frost_or_ice 0.8, GOOD 
24 DENSITY Daylight Raining_NO_high_winds Snow 0.79, GOOD 

























140 NORMAL Darkness Snowing_NO_high_winds Wet_or_damp 0.68, BAD 
Table 6.3  The information nodes that are affected by the environment node and its belief. 
 




Table 6.4 constitutes the states of the root nodes (gender and age) that affect the driver node, and 
shows the inference results of the belief and state of the driver node according to the inputted 
evidence. The total number of combinations is 10 evidence. 
 GENDER AGE DRIVER Belief and state 
1 Male UNDER_18 0.69, BAD 
2 Male BTW_19_35 0.90, BAD 
3 Male BTW_36_65 0.63, BAD 
4 Male BTW_66_75 0.45, GOOD 
5 Male OVER_75 0.63, GOOD 
6 Female UNDER_18 0.59, BAD 
7 Female BTW_19_35 0.69¸GOOD 
8 Female BTW_36_65 0.51¸BAD 
9 Female BTW_66_75 0.84¸GOOD 
10 Female OVER_75 0.76, BAD 
Table 6.4  The information nodes that are affected the driver node and its belief. 
Since the road type has no parents, it will be consider an evidence node. Therefore, the nodes 
that will affect the crash nodes are environment, driver and road type. 
Having considered the parents of crash node as evidence nodes, this step of the validation presents 
the effect of environment, driver and road type, in addition to the effect of observation nodes on 
the crash node. The environment, driver and road type nodes will be treat as evidence nodes 
throughout this step of evaluation. After considering the environment, driver, road type, brake 
pedal, speed, distance, and lane nodes as evidence nodes, the total number of all possible 
combinations of evidence attained to 1152 possible cases.  
During the evaluation, three time slices have been used (previous (t-1), current (t) and future time 
slices (t+1)) in order to include the evidence from the previous and current time slices to predict 
the state in the future time slice. During the inference, the hypothesis node (crash) at time slice 




(t+1) will be influenced by all the information and observable nodes at time slice (t), as well as by 
the hypothesis node at time slice (t-1).  
Table 6.5 shows all the possible combinations of evidence for the parents of the crash node, which 
results in 24 possible combinations. 
Combination No. Road Type Driver Environment 
  1 Dual_carriageway GOOD GOOD 
  2 Dual_carriageway GOOD BAD 
  3 Dual_carriageway BAD GOOD 
  4 Dual_carriageway BAD BAD 
  5 One_way_street GOOD GOOD 
  6 One_way_street GOOD BAD 
  7 One_way_street BAD GOOD 
  8 One_way_street BAD BAD 
  9 One_way_street_Slip_road GOOD GOOD 
  10 One_way_street_Slip_road GOOD BAD 
  11 One_way_street_Slip_road BAD GOOD 
  12 One_way_street_Slip_road BAD BAD 
  13 Roundabout GOOD GOOD 
  14 Roundabout GOOD BAD 
  15 Roundabout BAD GOOD 
  16 Roundabout BAD BAD 
  17 Single_carriageway GOOD GOOD 
  18 Single_carriageway GOOD BAD 
  19 Single_carriageway BAD GOOD 
  20 Single_carriageway BAD BAD 
  21 Slip_road GOOD GOOD 
  22 Slip_road GOOD BAD 
  23 Slip_road BAD GOOD 
  24 Slip_road BAD BAD 
Table 6.5  The potential cases of road type, driver and environment . 
 
With each combination for the above table, there is a further combination of evidence from the 
observation nodes, i.e. speed, distance, lane, and brake pedal nodes. Each input set will therefore 




include a combination of environment, driver, road type, and observation nodes, as shown in 
Tables 6.6 to 6.9.  
The inference (prediction) process in DBN is used to find the belief in the hypothesis node at the 
future time slice (t+1), taking into account information and observation nodes from time slice (t), 
as well as time slice (t-1) [112]. Therefore, in this step of evaluation, the nodes evident at (t-1) and 
(t) has been inputted to establish belief in the crash node at time slice (t+1). 
In the following tables 6.6 to 6.9, inputting different combinations of evidence have demonstrated 
the confidence in the crash node. As shown in Table 6.5, setting the state of the crash’s parent 
nodes to specific states, and inputting a combination of evidence from the children nodes, will 
challenge the system and ensure that it is sufficiently accurate in predicting different kinds of crash 
states with different sensor readings.  
Table 6.6 shows the degree of confidence in predicting a crash and its severity by setting the 
environment, driver and road type the combination number 1 in Table 6.5 (road type = dual 
carriageway, driver = good and environment = good). In addition, all possible combinations of 
evidence of observation nodes inputted. However, the inputted combinations that include the same 
lane state (for lane node) are included, as there is no crash if there is a separate lane. In addition, 
the combinations of evidence where the brake pedal state was ‘on’ in time slice (t-1) and ‘off’ in 
time slice (t) excluded. Moreover, the cases where the brake pedal was ‘off’ in time slice (t-1) and 
‘on’ in time slice (t) excluded. The reason behind removing the above-mentioned combinations is 
that they do not reflect real world situations. Therefore, the total number attained is 24 
combinations, as shown in Table 6.6. This situation will be the same in the following tables.  




Combination 1 in Table 6.5  
(Road type= dual_carriageway, driver=good and environment=good) 
t-1 T t+1 
BRAKE_PEDAL SPEED DISTANCE BRAKE_PEDAL SPEED DISTANCE CRASH_STATE 
              Fatal Serious Slight No_crash 
1 ON OVER_LIMIT less20m ON LIMIT less20m 0.00 0.00 0.13 0.87 
2 ON OVER_LIMIT less5m ON LIMIT less5m 0.04 0.26 0.45 0.25 
3 ON OVER_LIMIT less1m ON LIMIT less1m 0.24 0.49 0.22 0.05 
4 ON LIMIT less20m ON BELOW_LIMIT less20m 0.00 0.00 0.13 0.87 
5 ON LIMIT less5m ON BELOW_LIMIT less5m 0.01 0.12 0.45 0.43 
6 ON LIMIT less1m ON BELOW_LIMIT less1m 0.04 0.22 0.44 0.30 
7 ON BELOW_LIMIT less20m ON Zero less20m 0.00 0.00 0.13 0.87 
8 ON BELOW_LIMIT less5m ON Zero less5m 0.00 0.00 0.15 0.85 
9 ON BELOW_LIMIT less1m ON Zero less1m 0.01 0.01 0.16 0.83 
10 ON Zero less20m ON Zero less20m 0.00 0.00 0.13 0.87 
11 ON Zero less5m ON Zero less5m 0.00 0.00 0.14 0.86 
12 ON Zero less1m ON Zero less1m 0.00 0.00 0.14 0.86 
13 OFF OVER_LIMIT less20m OFF OVER_LIMIT less5m 0.16 0.64 0.20 0.00 
14 OFF OVER_LIMIT less5m OFF OVER_LIMIT less1m 0.78 0.13 0.04 0.05 
15 OFF OVER_LIMIT less1m OFF OVER_LIMIT less1m 0.81 0.10 0.03 0.06 
16 OFF LIMIT less20m OFF LIMIT less5m 0.04 0.26 0.28 0.42 
17 OFF LIMIT less5m OFF LIMIT less1m 0.10 0.53 0.28 0.10 
18 OFF LIMIT less1m OFF LIMIT less1m 0.10 0.53 0.28 0.09 
19 OFF BELOW_LIMIT less20m OFF BELOW_LIMIT less5m 0.00 0.05 0.34 0.61 
20 OFF BELOW_LIMIT less5m OFF BELOW_LIMIT less1m 0.00 0.08 0.47 0.45 
21 OFF BELOW_LIMIT less1m OFF BELOW_LIMIT less1m 0.00 0.08 0.49 0.43 
22 OFF Zero less20m OFF Zero less5m 0.00 0.00 0.14 0.86 
23 OFF Zero less5m OFF Zero less1m 0.00 0.00 0.15 0.85 
24 OFF Zero less1m OFF Zero less1m 0.00 0.00 0.15 0.85 
Table 6.6  The belief in crash node by setting the environment, driver and road type, as in combination 1 
in Table 6.5 
Table 6.6 illustrate twelve combinations of evidence have been inputted to demonstrate the 
system’s ability to predict the likelihood of a crash. The status of the brake pedal node has been 
set to ‘on’ in time slices (t-1) and (t). 




As can be seen from the Table 6.6, combinations 1-3 (where the speed is over the limit) different 
states of distance node leads to different conclusions in the crash node. The conclusion in the crash 
node is 0.87 no crash, 0.45 slight and 0.49 serious with distance of less than 20m, less than 5m and 
less than 1m respectively. From combinations 4-6 the speed is within the limit. Different states of 
crash nodes have been reached: 0.87 no crash, 0.45 slight, and 0.44 slight, with distance of less 
than 20m, less than 5m and less than 1m respectively. While in combinations 7-12 (where the 
speed is below the limit or zero), the no crash state has found as the highest. The above table 
demonstrates the effect of speed and distance in predicting a crash and its level of severity where 
the brake pedal is ‘on’. 
The combinations 13 to 24 – Table 6.6 denoting the states of the brake pedal node has been set to 
“off” in time slices (t-1) and (t). It can be seen from the Table 6-6, combination 13 of evidence 
belief in serious state was found to be 0.64 where the distance was lee20m and the speed was over 
limit in time slice (t-1). In time slice (t), the distance become less5m and speed stayed on over 
limit because the brake pedal was “off”. While in combinations 14-15 the state changed to fatal 
where the distance was less1m and speed was over limit. In combination 16 the belief in crash 
node was 0.42 no crash because the speed was limit and the distance less5m. in combinations 17-
18, the speed was limit and the distance was less1m. therefore, the belief in serious was 0.53. in 
combinations 19-21 the speed was below limit while the brake pedal was “off”, different state of 
distance node lead to different degree of belief in crash node 0.61 no crash, 0.47 slight and 0.49 
slight with less5m, less1m and less1m respectively. Again this shows the validity of our proposed 
system. 
 




Table 6.7 shows the belief in crash node by setting the environment, driver and road type as in 
combination number 2 in Table 6.5 (road type= Dual_carriageway, driver=good and 
Environment=bad) . And all possible combinations of evidence of observation nodes has been 
inputted.  
Combination 2 in Table 6.5 
(road type= Dual_carriageway, driver=good and Environment=bad) 
t-1 T t+1 
BRAKE_PEDAL SPEED DISTANCE BRAKE_PEDAL SPEED DISTANCE CRASH_STATE 
              Fatal Serious Slight No_crash 
1 ON OVER_LIMIT less20m ON LIMIT less20m 0.00 0.05 0.19 0.77 
2 ON OVER_LIMIT less5m ON LIMIT less5m 0.29 0.42 0.12 0.18 
3 ON OVER_LIMIT less1m ON LIMIT less1m 0.52 0.35 0.08 0.05 
4 ON LIMIT less20m ON BELOW_LIMIT less20m 0.00 0.05 0.19 0.77 
5 ON LIMIT less5m ON BELOW_LIMIT less5m 0.05 0.49 0.14 0.32 
6 ON LIMIT less1m ON BELOW_LIMIT less1m 0.19 0.45 0.13 0.23 
7 ON BELOW_LIMIT less20m ON Zero less20m 0.00 0.04 0.19 0.77 
8 ON BELOW_LIMIT less5m ON Zero less5m 0.00 0.08 0.18 0.74 
9 ON BELOW_LIMIT less1m ON Zero less1m 0.01 0.09 0.18 0.72 
10 ON Zero less20m ON Zero less20m 0.00 0.04 0.19 0.77 
11 ON Zero less5m ON Zero less5m 0.00 0.05 0.19 0.76 
12 ON Zero less1m ON Zero less1m 0.00 0.05 0.19 0.76 
13 OFF OVER_LIMIT less20m OFF OVER_LIMIT less5m 0.79 0.20 0.01 0.00 
14 OFF OVER_LIMIT less5m OFF OVER_LIMIT less1m 0.78 0.20 0.01 0.00 
15 OFF OVER_LIMIT less1m OFF OVER_LIMIT less1m 0.80 0.20 0.01 0.00 
16 OFF LIMIT less20m OFF LIMIT less5m 0.16 0.32 0.14 0.37 
17 OFF LIMIT less5m OFF LIMIT less1m 0.38 0.41 0.10 0.11 
18 OFF LIMIT less1m OFF LIMIT less1m 0.38 0.41 0.10 0.10 
19 OFF BELOW_LIMIT less20m OFF BELOW_LIMIT less5m 0.00 0.33 0.16 0.51 
20 OFF BELOW_LIMIT less5m OFF BELOW_LIMIT less1m 0.00 0.47 0.15 0.37 
21 OFF BELOW_LIMIT less1m OFF BELOW_LIMIT less1m 0.00 0.49 0.15 0.36 
22 OFF Zero less20m OFF Zero less5m 0.00 0.06 0.19 0.76 
23 OFF Zero less5m OFF Zero less1m 0.00 0.07 0.18 0.75 
24 OFF Zero less1m OFF Zero less1m 0.00 0.07 0.18 0.75 
Table 6.7  The belief in crash node by setting the environment, driver and road type, as in combinations 2 
in Table 6.5 
 




Table 6.7 including combinations 1 to 12, the status of the brake pedal node has been set to ‘on’ 
in time slices (t-1) and (t). It is can be seen from the combinations 1-3, where the speed is over the 
limit, different states of distance node lead to different beliefs in the crash node. The belief in the 
crash node of less than 20m, less than 5m and less than 1m respectively. From combinations 4-6 
the speed has been within the limit, different states of crash nodes have been reached: 0.77 no 
crash, 0.49 serious, and 0.45 serious with distance of less than 20m, less than 5m and less than 1m 
respectively. While in combinations 7-12, where the speed is below the limit or zero, the belief in 
the no crash state has found as the highest. The above chart demonstrates the effect of the speed 
and distance in predicting the crash and its level of severity where the brake pedal is ‘on’. 
The combinations 13 to 24 – Table 6.7 denoting the states of crash node. the brake pedal node has 
been set to “off” in time slices (t-1) and (t). It can be seen from the Table 6.7, with combination 
13-15 of evidence the belief in fatal state was found to be the highest one in different distance and 
the speed was over limit in time slice (t-1). In time slice (t), the distance decreased and speed 
stayed on over limit because the brake pedal was “off”. In combination 16 the belief in crash node 
was 0.37 no crash because the speed was limit and the distance less20m. in combinations 17-18, 
the belief in crash node was 0.41 serious because the speed was limit and the distance less1m at 
time slice (t). In combinations 19 the belief in crash node was 0.51 no crash because the speed was 
below limit and the distance less20m. In combinations 20-21 the speed was below limit while the 
brake pedal was “off”, different state of distance node lead to different degree of belief in crash 
node was 0.47 and 0.49 serious because the speed was below limit and the distance less than 1m 
at time slice t. while, in combinations 22-24 the belief in crash node was no crash because the 
speed was zero.  Again this shows the validity of our proposed system. 




Table 6.8 shows the belief in crash node by setting the environment, driver and road type as in 
combination number 3 in Table 6.5 (road type= Dual_carriageway, driver=bad and 
Environment=good). And all possible combinations of evidence of observation nodes has been 
inputted.  
# 
t-1 t t+1 
BRAKE_
PEDAL 
SPEED DISTANCE BRAKE_PEDAL SPEED DISTANCE 
CRASH_STATE 
Fatal Serious Slight No_crash 
1 ON OVER_LIMIT less20m ON LIMIT less20m 0.00 0.05 0.24 0.72 
2 ON OVER_LIMIT less5m ON LIMIT less5m 0.25 0.45 0.14 0.16 
3 ON OVER_LIMIT less1m ON LIMIT less1m 0.52 0.31 0.12 0.05 
4 ON LIMIT less20m ON BELOW_LIMIT less20m 0.00 0.05 0.24 0.72 
5 ON LIMIT less5m ON BELOW_LIMIT less5m 0.05 0.52 0.14 0.28 
6 ON LIMIT less1m ON BELOW_LIMIT less1m 0.18 0.49 0.14 0.20 
7 ON BELOW_LIMIT less20m ON Zero less20m 0.00 0.05 0.24 0.72 
8 ON BELOW_LIMIT less5m ON Zero less5m 0.00 0.08 0.23 0.69 
9 ON BELOW_LIMIT less1m ON Zero less1m 0.01 0.10 0.22 0.67 
10 ON Zero less20m ON Zero less20m 0.00 0.05 0.24 0.72 
11 ON Zero less5m ON Zero less5m 0.00 0.05 0.23 0.71 
12 ON Zero less1m ON Zero less1m 0.00 0.06 0.23 0.71 
13 OFF OVER_LIMIT less20m OFF OVER_LIMIT less5m 0.83 0.06 0.04 0.07 
14 OFF OVER_LIMIT less5m OFF OVER_LIMIT less1m 0.83 0.06 0.04 0.07 
15 OFF OVER_LIMIT less1m OFF OVER_LIMIT less1m 0.84 0.05 0.04 0.08 
16 OFF LIMIT less20m OFF LIMIT less5m 0.16 0.33 0.17 0.33 
17 OFF LIMIT less5m OFF LIMIT less1m 0.39 0.40 0.14 0.07 
18 OFF LIMIT less1m OFF LIMIT less1m 0.39 0.40 0.14 0.07 
19 OFF BELOW_LIMIT less20m OFF BELOW_LIMIT less5m 0.00 0.36 0.18 0.46 
20 OFF BELOW_LIMIT less5m OFF BELOW_LIMIT less1m 0.00 0.49 0.15 0.35 
21 OFF BELOW_LIMIT less1m OFF BELOW_LIMIT less1m 0.00 0.51 0.15 0.34 
22 OFF Zero less20m OFF Zero less5m 0.00 0.06 0.23 0.71 
23 OFF Zero less5m OFF Zero less1m 0.00 0.07 0.23 0.70 
24 OFF Zero less1m OFF Zero less1m 0.00 0.07 0.23 0.70 
Table 6.8  The belief in crash node by setting the environment, driver and road type, as in combination 3 
in Table 6.5 
The combination 1 to 12 – Table 6.8) the first twelve combinations of evidence are have been 
inputted to demonstrate the system’s ability to predict the likelihood of a crash. The status of the 
brake pedal node has been set to ‘on’ in time slices (t-1) and (t). It can be seen from the chart that 
combination 1-3, where the speed is over limit, different states of distance node lead to different 
belief in the crash node. The crash node is 0.87 no crash, 0.45 slight and 0.49 serious with distance 




of less than 20m, less than 5m and less than 1m respectively. From combination 4-6, the speed is 
within the limit, and different states of crash nodes have reached 0.87 no crash, 0.45 slight, and 
0.44 slight with distance of less than 20m, less than 5m and less than 1m respectively. In 
combination 7-12, where the speed is below the limit or zero, the conclusion of a no crash state 
has found as the highest. The above chart demonstrates the effect of speed and distance in 
predicting the crash and its level of severity where the brake pedal is ‘on’. 
The combination 13 to 24 – Table 6.8 the brake pedal node has been set to “off” in time slices (t-
1) and (t). It can be seen from the Table 6.8, with combination 13-15 the belief in fatal state was 
found to be the highest one in different distance and the speed was over limit in time slice (t-1). In 
time slice (t), the distance decreased and speed stayed on over limit because the brake pedal was 
“off”. In combination 16 the belief in crash node was 0.33 no crash because the speed was limit 
and the distance less20m. in combination 17-18, the belief in crash node was 0.40 serious because 
the speed was limit and the distance less1m at time slice t. In combination 19 the belief in crash 
node was 0.49 no crash because the speed was below limit and the distance less20m. In 
combination 20-21 the speed was below limit while the brake pedal was “off”, different state of 
distance node lead to different degree of belief in crash node was 0.49 and 0.51 serious because 
the speed was below limit and the distance less than 1m at time slice t. while, in combination 22-









Table 6.9 shows a comparison between the degree of belief in the crash nodes with three different 
situations of parent node (Driver, Environment and road type). The comparison include the highest 





Road type= Dual carriageway 
Deriver=BAD 
Environment=GOOD 
Road type= Dual carriageway 
Deriver=GOOD 
Environment=BAD 
Road type= Dual carriageway 
Crash Crash Crash 
Fatal Serous Slight No_crash Fatal Serous Slight No_crash Fatal Serous Slight No_crash 
1 0.00 0.00 0.13 0.87 0.00 0.05 0.19 0.77 0.00 0.05 0.24 0.72 
2 0.04 0.26 0.45 0.25 0.29 0.42 0.12 0.18 0.25 0.45 0.14 0.16 
3 0.24 0.49 0.22 0.05 0.52 0.35 0.08 0.05 0.52 0.31 0.12 0.05 
4 0.00 0.00 0.13 0.87 0.00 0.05 0.19 0.77 0.00 0.05 0.24 0.72 
5 0.01 0.12 0.45 0.43 0.05 0.49 0.14 0.32 0.05 0.52 0.14 0.28 
6 0.04 0.22 0.44 0.30 0.19 0.45 0.13 0.23 0.18 0.49 0.14 0.20 
7 0.00 0.00 0.13 0.87 0.00 0.04 0.19 0.77 0.00 0.05 0.24 0.72 
8 0.00 0.00 0.15 0.85 0.00 0.08 0.18 0.74 0.00 0.08 0.23 0.69 
9 0.01 0.01 0.16 0.83 0.01 0.09 0.18 0.72 0.01 0.10 0.22 0.67 
10 0.00 0.00 0.13 0.87 0.00 0.04 0.19 0.77 0.00 0.05 0.24 0.72 
11 0.00 0.00 0.14 0.86 0.00 0.05 0.19 0.76 0.00 0.05 0.23 0.71 
12 0.00 0.00 0.14 0.86 0.00 0.05 0.19 0.76 0.00 0.06 0.23 0.71 
13 0.16 0.64 0.20 0.00 0.79 0.20 0.01 0.00 0.83 0.06 0.04 0.07 
14 0.78 0.13 0.04 0.05 0.78 0.20 0.01 0.00 0.83 0.06 0.04 0.07 
15 0.81 0.10 0.03 0.06 0.80 0.20 0.01 0.00 0.84 0.05 0.04 0.08 
16 0.04 0.26 0.28 0.42 0.16 0.32 0.14 0.37 0.16 0.33 0.17 0.33 
17 0.10 0.53 0.28 0.10 0.38 0.41 0.10 0.11 0.39 0.40 0.14 0.07 
18 0.10 0.53 0.28 0.09 0.38 0.41 0.10 0.10 0.39 0.40 0.14 0.07 
19 0.00 0.05 0.34 0.61 0.00 0.33 0.16 0.51 0.00 0.36 0.18 0.46 
20 0.00 0.08 0.47 0.45 0.00 0.47 0.15 0.37 0.00 0.49 0.15 0.35 
21 0.00 0.08 0.49 0.43 0.00 0.49 0.15 0.36 0.00 0.51 0.15 0.34 
22 0.00 0.00 0.14 0.86 0.00 0.06 0.19 0.76 0.00 0.06 0.23 0.71 
23 0.00 0.00 0.15 0.85 0.00 0.07 0.18 0.75 0.00 0.07 0.23 0.70 
24 0.00 0.00 0.15 0.85 0.00 0.07 0.18 0.75 0.00 0.07 0.23 0.70 
Table 6.9   a comparism between the degree of belief in the crash nodes with three different situations 
 
 






Figure 6.1  a comparison between the degree of belief in the crash nodes with three different situations 
 
Figure 6.1 shows a comparison between the degrees found in the crash nodes with three different 
situations of parent node (driver, environment and road type). The comparison includes the highest 
degrees of belief from Table 6.6 to 6.8. As shown in Figure 6.1, each point on the x-axis represents 
three combinations of evidence, where the observable node states are the same, while the changes 
taken place in the state of the parent nodes. At the first point, the degree of belief in no crash 
reaches to the highest, due to the effect of a good driver and good environment. In point two, the 
system predicts a slight crash where the environment is good, while the state changed to serious 
when the environment is bad and the driver is good, or when the environment is good and the 
driver is bad. In the third point, the system predicts a serious crash where the environment is good, 
while the state changed to fatal when the environment is bad and the driver is good, or when the 
environment is good and the driver is bad. In the fourth point, the no crash predicted in all three 
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and sixth points, the system predicts a slight crash then changes to serious, due to the effect of a 
bad environment or driver. 
From points 7 to 12, the system predicts no crash, but the highest value is when the environment 
and the driver are good. In point 13, the prediction is a serious crash when the environment and 
driver are good, but it changes to be a fatal crash when any of the environment and/or driver 
combinations change to a bad state. In points 14 and 15 the system predicts a fatal crash in all three 
situations, but with different degrees of certainty, where the highest degree when one or both of 
the driver/environment states changes to bad. In point 15, no crash is predicted when the driver is 
perceived as good, but when the driver changes to bad the system prediction is changed to be a 
serious crash. In point, 17 and 18 the prediction is a serious crash in all three situations but with 
little difference in the degree of belief. In point 19, no crash predicted in all three situations, but 
the highest value is when the environment and the driver are good. In points, 20 and 21 the system 
predicts a slight crash, and then changes to serious due to the effect of the bad environment or 
driver. From point 22 to 24 the system predicts no crash where expected, but the highest value is 
when the environment and the driver are good. 
As demonstrated by the above table, the system is able to predict the state of a crash (fatal, serious, 
slight and no crash) accurately over time by applying different sensor readings (including parents 
and children). This proves the validity and accuracy of the proposed system for predicting crash 
occurrences and their severity, where different combinations of inputs lead to different states with 
different degrees of belief. 
 
 




6.3   System Evaluation 
This evaluation present different experiment, during the following experiments, the validity and 
efficiency of the proposed DBN crash prediction model in predicting different levels of crash 
severity will demonstrated. It is difficult to predict the crash from one perspective (i.e. focusing 
solely on the driver or vehicle), as this may not describe the complete situation on the road. 
Therefore, information related to the driver, the vehicle and the environment needs to be taken in 
to account to predict the likelihood of a crash accurately. In this section, the ability of the proposed 
system to predict different levels of severity, (fatal, serious, slight and no crash) will established.  
DBN can be used to reason or present information concerning a specific domain. In the reasoning 
process, a group of nodes are instantiated according to the input data. This is followed by a 
calculation of their effect on the probability of other variables (hypothesis nodes) [4]. In this 
evaluation, the inference (i.e. prediction) process takes place at every time slice where the sensors 
collect the inputs in the previous time slice (t-1) and the current time slice (t) in order to predict 
the future time slice (t+1). Each time slice represents a part of the developing system (crash). This 
can explained as a known period of time, in which the system receives the sensors readings and 
feeds them into the system. 
Since there was no testbed and a syntactical data were use in this evaluation, it is difficult to decide 
the exact time of each time slice. This has therefore assumed to be one second, which can be more 
or less depending on the real time needed for the collection, transfer and feeding of the data into 
the system. Road crashes (i.e. fatal, serious and slight) cause a high number of fatalities, and 
therefore predicting the crash sufficiently early will lead to a reduction in the number of fatalities 
and thus save lives. The system concentrates on predicting the above-mentioned types of crashes. 




The greatest challenge in crash prediction is in its level of severity, due to the complexity of factors 
that lead to a decision be made. A reliable system should therefore accurately decide the severity 
level of a crash. The following sections provide an explanation concerning the proposed system’s 
ability to predict the vehicle crash severity with different scenarios. The resulting prediction must 
aid the driver or vehicle to avoid the crash by any suitable driver action, or by applying an avoiding 
application to prevent the crash. The input scenarios in Tables 6.10 – 6.12 are showed the effect 
of the nodes that have a direct arrow to the hypothesis node (Crash), this is to reduce the experiment 
complexity and understandable. 
 6.3.1 Experiment 1: Predicting a fatal crash 
A crash is consider fatal crash if the following criteria are meet, but is not limited to them. 
- The speed is over limit. 
- The distance is less than one metre. 
- The lane is the same lane. 
- The brake pedal is off. 
- The likelihood of a fatal crash may increase if the environment and the driver are bad. 
The following scenario will demonstrate the validity of the proposed system in predicting a fatal 
crash. As shown in Figure 6.8, the vehicle is moving from point A to point B on a dual carriageway. 
The period, in which the vehicle is moving between these points, are divided into 6 equivalent 
time slices, with the 6th representing future time (t+1). Each time slice represents a period of one 
second during which the vehicle collects new information via sensors and feeds it into the system. 




The inference (prediction) process is carry out every second (t), depending on the sensed 
information from (t-1) and (t) to predict the situation in time slice (t+1). It is can be seen from the 
figure that the vehicles with the one ahead are both travelling in the same lane. From time slices, 
1-3 the following criteria presented, the brake pedal is off, the distance is more than 20 metres, the 
speed is over limit and the lane is same. In all these inputs, there is no indication of any crash. 
Therefore, the system will not take place in all time slices (1-3). From time slice 4, the distance 
has changed to be less than 20 metres, while the other criteria remain the same. In time slice 5, the 
distance has changed to less than 5 metres due to the fact that the brake pedal is still off and the 
speed is over the limit. The inference process will therefore take place in time slice 5, which is the 
current time (t), in order to predict the crash at future time (t+1) (i.e. time slice 6). 
Modelling the above scenario using the proposed system could undertake by setting the states of 
the nodes according to the data provided by the sensors. Table 6.10 illustrates the combination of 
evidence in time slices 1-5. The system will predict the crash state at time slice 6.  
 























Brake_ Pedal OFF OFF OFF OFF OFF To be predicted 
Distance more20m more20m more20m Less20m Less5m To be predicted 
Speed Over_limit Over_limit Over_limit Over_limit Over_limit To be predicted 
Lane Same Same Same Same Same To be predicted 
Crash belief and state of (t+1) time slice 
Fatal - - - - - 1.00 
Serious - - - - 0.83 - 
Slight - - - - - - 
No crash 0.97 0.97 0.97 0.84 - - 
Table 6.10  The experiment and the crash inference results 
Figure 6.2 demonstrates the inference results of the proposed DBN model after receiving the 
sensors reading in time slices 1-5, in order to predict the crash at time slice 6. It is can be seen from 
Table 6.10 that the system has predicted no crash at time slice 1-3, with a belief of approximately 
0.97. This is because all the evidence from time slice 1 to 3 indicates that the distance is more than 
20 metres and that this is an indicator of no crash to the system, due to the fact that the distance is 
over the critical distance. At time slice 4, the distance is change to be less than 20 metres, which 
is an indication to the DBN model to begin the inferring process to find the crash node degree of 
belief to predict the crash. The prediction is 0.84 no crash, due to the effect of being over the speed 
limit and the brake pedal being off. At time slice 5 (i.e. current time), the prediction is 0.83 serious, 
as the distance is changed to less than 5 metres, the speed and brake pedal remaining the same. 
Finally, the system predicts the belief degree is 1.00 fatal crash at time slice 6 (future time) as the 
system predicts that the distance will be less than 1 metre. The speed and the brake pedal will 
remain the same. This result of prediction must aid the driver or the vehicle to avoid the crash by 
undertaking an action or applying an avoiding application in order to avoid the crash or mitigate 
its severity. 




 6.3.2 Experiment 2: Predicting the serious crash 
The crash considered serious crash if the following criteria are meet, but not limited to them. 
- The speed is within the road limit range. 
- The distance is less than one metre. 
- The lane is the same lane. 
- The brake pedal is off. 
- The likelihood of a serious crash might increase if the environment and the driver are 
bad. 
The following scenario will demonstrate the validity of the proposed system in predicting a serious 
crash. As demonstrated in Figure 6.3, the vehicle is moving from point A to point B on a dual 
carriageway. Figure 6.3 shows that the vehicle and the one ahead are travelling in the same lane. 
From time slice, 1-3 the following criteria are present: the brake pedal is ‘off’, the distance is more 
20 metres, the speed is within the limit and the lane is same lane. In time slice 4, the distance has 
changed to be less than 20 metres, while the other criteria remain the same. In time slice 5, the 
distance is changed to less than 5 metres, due to the fact that the brake pedal is still ‘off’ and the 
speed is within the limit, the inference process will take place in time slice 6 (t+1) to predict the 
crash. 
Modelling the above scenario using the proposed system could done by setting the states of the 
nodes according to the data provided by the sensors. Table 6.11 illustrates the combination of 
evidence in time slices 1-5. The system will predict the crash state at time slice 6 (i.e. future time).   





Figure 6.3  Vehicle is moving from point A to point B on a dual carriageway. 
 










 Brake_ Pedal OFF OFF OFF OFF OFF To be predicted 
Distance more20m more20m more20m Less20m Less5m To be predicted 
Speed Limit limit limit Limit limit To be predicted 
Lane Same Same Same Same Same To be predicted 
Crash belief and state of (t+1) time slice 
Fatal - - - - - - 
Serious - - - - 0.68 0.62 
Slight - - - - - - 
No crash 0.97 0.97 0.97 0.94 - - 
Table 6.11  The second case theoretical scenario 
Figure 6.3 demonstrates the inference results of the proposed DBN model after receiving the 
sensors’ readings in time slices 1-5 in order to predict the crash at time slice 6. As shown in Table 
6.11, the system has predicted no crash at time slice 1-3, with a belief of approximately 0.97. This 
is due to the fact that all the evidence from time slice 1 to 3 indicates that the distance is over 20 
metres and that this is an indicator of no crash to the system, as the distance is more than the critical 
distance. At time slice 4, the distance is less than 20 metres, which is an indication to the DBN 
model to begin the inference process to establish the crash node degree of belief and predict the 
crash. The prediction is 0.94 no crash, due to the effect of the limit speed and the fact that the brake 
pedal was ‘off’. At time slice 5, the prediction is 0.68 serious, as the distance is less than 5 metres, 
and the speed and brake pedal are still the same. Finally, the system predicts 0.62 serious crash at 
A B 




time slice 6 (t+1), as the system predicts that the distance will be less than 1 metre, the speed and 
brake pedal will still be in the same state of within the limit and ‘off’ respectively. 
 6.3.3 Experiment 3: Predicting the slight crash 
The crash consider serious crash if the following criteria are meet, but not limited to them. 
- The speed is below the limit. 
- The distance is less than one metre. 
- The lane is the same lane. 
- The brake pedal is off. 
- The likelihood of a slight crash may increase if the environment and driver are bad. 
The following scenario will demonstrate the validity of the proposed system in predicting a slight 
crash. As shown in Figure 6.4, the vehicle is moving from point A to point B on a dual carriageway. 
The time during which the vehicle is moving between these points has been divided into 6 
equivalent time slices, each representing a period of one second during which the vehicle collects 
new information via sensors and feeds it into the system. It can see from the figure that the vehicle 
and the one ahead are both moving in the same lane. From time slices, 1-3 the following criteria 
are present: the brake pedal is ‘off’, the distance is over 20 metres, the speed is below the limit and 
the lane is same. From time slice 4, the distance is change to less than 20 metres, the other criteria 
remaining the same. In time slice 5 the distance is changed to less than 5 metres due to the brake 
pedal still being ‘off’ and the speed below the limit. The inference process will take place in time 
slice 6 (future time) to predict the crash. 




Modelling the above scenario using this proposed system could undertake by setting the states of 
the nodes according to the data provided by the sensors. Table 6.12 illustrates the combination of 
evidence in time slices 1-5. The system will predict the crash state at time slice 6.  
 
Figure 6.4  Vehicle is moving from point A to point B on a dual carriageway road 
 











Brake_ Pedal OFF OFF OFF OFF OFF To be predicted 
Distance more20m more20m more20m Less20m Less5m To be predicted 
Speed Below_limit Below_limit Below_limit Below_limit Below_limit To be predicted 
Lane Same Same Same Same Same To be predicted 
Crash belief and state of (t+1) time slice 
Fatal - - - - - - 
Siruous - - - - - - 
Slight - - - - 0.78 0.69 
No crash 0.97 0.97 0.97 0.98 - - 
Table 6.12  The first case theoretical scenario 
Figure 6.4 demonstrates the inference results of the proposed DBN model after receiving the 
sensors reading in time slices 1-5 in order to predict the crash at time slice 6. It is could be seen 
from the figure, that there are four curves validating the degrees of belief in the crash node at 
different time slices. The system has predicted no crash at time slices 1-3 with a belief of 
approximately 0.97. This is due to the fact that all the evidence from time slices 1 to 3 indicates 
that the distance is over 20 metres and this is an indicator of no crash to the system as the distance 
is more than the critical distance.  
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At time slice 4, the distance is changed to be less than 20 metres, which is an indication to the to 
the DBN model to start the inferring process to find the crash node degree of belief and predict the 
crash. The prediction is 0.98 no crash due to the effect of being below the limit speed and the brake 
pedal being ‘off’. At time slice 5, the prediction is 0.78 as the distance is less than 5 metres, with 
the speed and brake pedal still in the same state. Finally, the system predicts a 0.69 slight crash at 
time slice 6 as the system predicts that the distance will be less than 1 metre, the speed and brake 
pedal will still in the same state of within the limit and ‘off’ respectively.  
The prediction result must aid the driver or the vehicle to avoid the crash by appropriate action by 
the driver, or by applying avoiding application to prevent the crash.  
6.4   System accuracy  
In the above sections, we found the model results and analysed them. In this section, an accuracy 
evaluation is presented to check if the Pre-crash model accuracy depends  partly on the 2011 Data 
set [1]. The 2011 data set contains 60,000 crash records; we used 50,000 records for training our 
DBN model, and then 10,000 records to evaluate our model. The GeNIe 2.0 application has the 
ability to validate the Bayesian network accuracy using real data sets. The evaluation results for 






No. of unpredicted 
crashes 
Total no. of DfT 
records 
Fatal 0. 67899 624 295 919 
Serious 0.55925 1,260 993 2,253 
Slight 0.82285 2,513 541 3,054 
No crash 0.98344 3,703 71 3,774 




81% 19%  
Table 6. 13 The pre-crash system accuracy 
 




In Table 6.13, the accuracy of the crash detection at time slice (t+1) is 81,000 / 10,000 = 0.81 and 
it is more accurate at time (t) and (t-1). Then, it starts to decrease at time t+1 because at this time 
slice not all data (events) are available, such as; the vehicle's speed and distance are not known at 
the future time (t+1) and this is normal in such systems which tried to predict the future state of 
the crash before it happens. The overall model accuracy is equal to 0.81 which is a good rate of 
accuracy. 
 
6.5   Summary 
This chapter has demonstrated the validity of the proposed system in predicting a crash and its 
severity in real time. The effect of the contributory factors of crash occurrences and their severity 
level had been shown clearly. 
A number of experiments were introducing in order to evaluate the system’s ability to predict 
different levels of crash severity during driving. A detailed demonstration was given of the effect 
of the information and observable contexts in the system’s decision over time.  
The prediction of vehicle crashes is very important to improving road safety and saving lives. The 
validation results of the proposed DBN model have revealed the ability of the system to predict 
crash occurrences of three levels of severity (fatal, serious and slight) accurately. In addition, the 
importance of including different sensor readings and taking into account the temporal aspect of 
the crash has been explain during this validation. 
The next chapter (Chapter 7) presents the conclusion and proposed future related works. 
 









1. Summarise the work in this thesis. 
2. Measure of success. 
















7.1   Conclusions 
Safety applications are attracting increasing attention as a promising area of VANET. Predicting 
crashes is vital to preventing accidents, which in turn saves lives. The main objective of this thesis 
is to establish a fundamental solution to preventing collisions from incidents and to create a safer 
environment by developing a pre-crash system in VANET, utilising a context-aware system 
approach.  
The research into pre-crash systems in this thesis was presented in Chapter Two, and the crash 
prediction elements were defined in Chapter Three, based on a context-aware system approach. A 
five-layer context-aware pre-crash architecture for VANET was introduced in Chapter Four. This 
is able to predict the vehicle crash by sensing contextual information concerning the contributory 
factors (i.e driver, vehicle and environment). This consists of three phases: physical, thinking and 
application phases, which represent the three main subsystems of the context-aware layered 
conceptual framework: sensing, reasoning and acting subsystems. In the physical phase, the system 
senses information concerning all the contributory factors. The thinking phase is responsible for 
reasoning under uncertainty and over time, in order to predict the likelihood of a crash. Finally, 
the application phase is responsible for deploying the avoiding and/or warning applications. 
The proposed pre-crash system deploys a dynamic Bayesian network as an uncertain reasoning 
algorithm in order to predict the likelihood of crashes at different levels of severity. Chapter Five 
presented a DBN model which was able to predict the likelihood of crashes at different levels of 
severity over time. Crash likelihood in the future is affected by the contributory factors at the 
current time and previous crash likelihood. 




The proposed system was validated in Chapter Six using real high-fidelity data acquired from the 
DfT and historical values taken from different times and synthetic data. Different scenarios were 
used, with different initial values as an evaluation benchmark, in order to check the ways in which 
the DBN behaves, and to compare results against each other. These experiments demonstrate a 
high level of accuracy in detecting the likelihood and severity of crashes, particularly  when 
compared with the analysis of the contributory data of the DfT. The findings of this study will help 
predict the probabilities of a crash at different severity levels, taking into account all factors 
relating to its the cause, which is an essential step towards creating a safer traffic system.   
7.2   Measure of Success 
This section focuses on each of the research questions outlined in Chapter One, in order to 
determine how successfully the proposed research solved these critical questions, as shown below: 
The research questions specified in Chapter One were met as follows: 
 How to design effective pre-crash system architecture for VANET by utilising a context-
aware system approach. 
A novel OBU pre-crash system architecture was designed in Chapter Four, based on the 
context-aware system approach to crash prediction in VANET. This architecture contains three 
main CAS phases: sensing, reasoning and application, depending directly on the sensed 
contextual information concerning the contributory factors. 
 
 




 How to design an efficient pre-crash system that can carry out reasoning over time and 
under uncertainty? 
The objective of predicting crashes at different levels of severity was accomplished by 
establishing a novel DBN model in Chapter Five. The proposed DBN model combined 
contextual information concerning the contributory factors and performed reasoning over time 
and under uncertainty in order to effectively predict the likelihood of a crash. 
 What kind of information is needed to accurately predict crash severity? 
The correct decision can be achieved by collecting increased contextual data using different 
kinds of sensors, taking into consideration all factors affecting everyday driving situations. The 
system proposed in this thesis uses real-time traffic and contextual information about the real 
contributory factors in order to predict crash likelihood and severity levels, as shown in Chapter 
Five.  
 A study presenting the way in which this proposed architecture can be applied in 
VANET, in order to predict vehicle crashes, has to be conducted. 
Chapter Four presented the proposed OBU pre-crash system architecture and described the 
way in which these new components interact with each other, based on the main CAS 
components in order to predict the crash. 
 
 




 An analysis of why DBN was chosen from among other reasoning techniques and a 
determination of the advantages of this technique must be performed. 
In Chapter Two, a comprehensive study was undertaken to look over available reasoning 
methods. The DBN method was selected from among these to be used in the proposed system. 
A fully detailed explanation of this reasoning method and its advantages and capabilities was 
provided in Chapter Three. 
 A study showing the way in which the proposed system is different from others has to be 
demonstrated. 
In Chapter Two, a literature review concerning current pre-crash systems was conducted to 
present their disadvantages and limitations, in order to illustrate the differences between the 











7.3   Future work 
Nowadays, the road safety improvement and its efficiency in all the world; governments, vehicle 
manufacturers and researchers are seeking for new technologies, thereby preventing road crashes 
and thus reducing the number of fatalities and saving lives. Many challenges in this field of study 
still need to be covered in ITS. 
In accordance to the proposed system carried out in this thesis, there are a number of concerns, 
which need to be taken into consideration in the future, as shown below: 
 Extend the number of factors that affect the system decisions by adding more nodes 
(information and observable nodes) to the DBN in order to increase the prediction accuracy 
and system capability. 
 Design an algorithm to be responsible for deploying the appropriate application according 
to the crash type and its severity. 
 Design a mechanism to save the history of the driver behaviour, and implement DBN 
learning property. 
 Extend the proposed system scope to predict the nearside and offside crashes, according to 
the DfT crash type classification. 
 Design the dynamic context knowledge base to adjust and update the stored information 
with the driver behaviour and the historical crash data. 




 Try to apply the proposed system in the real world to identifying each time slice in the 
DBN and to improve the time needed to sense the context, model it, and then process these 
contexts to deploy the prevention action. 
 Design an algorithm to control the vehicle in the hazard situation either human controlling 
or auto control and what happens when both are reacting at the same time to avoid an 
accident.  
 Expand the proposed system to be able reacting after predicting the crash, based on the 
crash severity level at first, and then deploy the suitable action to prevent or avoid the 
accident as a second step to be done (i.e. what is the stage after predicting a crash).  
 Useful to share the results and the collected data with third party companies like TMC, 
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This Appendix contains a full description of the DBN model nodes CPT’s. As shown in 
chapter 5 the DBN nodes are classifies into three main kinds; information node, observable nodes 
and the hypothesis node. Therefore we will show the CPT’s of all the proposed DBN nodes in 
three main classes. 
 
A.1 Information Nodes – Page 85 – Group 1: 
 








Table A. 1  Prior probability for AGE node 
 



































































































































































































































































Table A. 3  Prior probability for DRIVER node 
 
 










Table A. 4 Prior probability for DAY_OF_WEEK node 












6- Traffic Status Node: 
TRAFFIC_STATUS 
TIME PEAK_TIME 
DAY_OF_WEEK SUN MON TUE WED THU FRI SAT 
DENSITY 0.37740 0.24321 0.34903 0.65110 0.81450 0.14000 0.52368 
NORMAL 0.62260 0.75679 0.65097 0.34890 0.18550 0.86000 0.47632 
TIME OUT_PEAK_TIME 
DAY_OF_WEEK SUN MON TUE WED THU FRI SAT 
DENSITY 0.68616 0.87498 0.75834 0.56618 0.04278 0.48276 0.86960 
NORMAL 0.31384 0.12502 0.24166 0.43382 0.95722 0.51724 0.13040 
Table A. 6  Prior probability for TRAFFIC_STATUS node 
 










Table A. 7  Prior probability for WEATHER_CONDITIONS node 
 



















Table A. 9  Prior probability for WEATHER_CONDITIONS node 
 









































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table A. 10  Prior probability for ENVIRONMENT node 
 









Table A. 11   Prior probability for ROAD_TYE node 
 
A.2 The Observable Nodes – Page 88 – Group 2: 




Table A. 12   Prior probability for BRAKE_Pedal node 
2- Distance Node at time slice (t): 
DISTANCE 
CRASH Fatal Serious Slight NO_CRASH 
BRAKE_Pedal ON OFF ON OFF ON OFF ON OFF 
less20m 0.00040 0.00040 0.01724 0.01905 0.00001 0.01334 0.55814 0.59806 
less5m 0.15200 0.15200 0.37931 0.29525 0.66067 0.50667 0.30698 0.30993 
less1m 0.84760 0.84760 0.60344 0.68571 0.33932 0.48000 0.13488 0.09201 












BRAKE_Pedal ON OFF 



































































































































BRAKE_Pedal ON OFF 



































































































































BRAKE_Pedal ON OFF 







































































































































BRAKE_Pedal ON OFF 


































































































































Table A. 14    Prior probability for DISTANCE (t) node 
 
3- Speed Node at time slice (t-1): 
 
SPEED (t-1) 
CRASH Fatal Serious Slight NO_CRASH 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table A. 16   Prior probability for SPEED (t) node 
 
4- Lane Node: 
 
LANE 
CRASH Fatal Serious Slight NO_CRASH 
Same_Lane 1.00000 0.99794 0.99846 0.00001 
Different_Lane 0.00000 0.00206 0.00154 0.99999 
Table A. 17  Prior probability for LANE node 
 
 
5- Steering Angle Change Node: 
 
STEERING_ANGLE_CHANGE 
LANE Same_Lane Different_Lane 
YES 0.47120 0.55949 
NO 0.52880 0.44051 
Table A. 18  Prior probability for STEERING_angle_CHANGE node 
 
 
6- Blind Spot Node: 
 
Blind_Spot 
LANE Same_Lane Different_Lane 
ON 0.47346 0.55150 
OFF 0.52654 0.44850 











A.3 The Hypothesis Node – Page 90 
Crash Node at time slice (t-1) 
CRASH (t-1) 
ROAD_TYPE Dual_carriageway 
DRIVER GOOD BAD 
ENVIRONMENT GOOD BAD GOOD BAD 






































































































































































































































DRIVER GOOD BAD 
ENVIRONMENT GOOD BAD GOOD BAD 
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DRIVER GOOD BAD 
ENVIRONMENT GOOD BAD GOOD BAD 
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Table A. 21   Prior probability for CRASH (t) node 
 
 
