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7.1 Introduction
The energy system currently undergoes major changes, primarily triggered
by the need for a more sustainable and secure energy supply. The traditional
system relying on the combustion of fossil sources such as oil, gas and coal
on the one side and nuclear technologies on the other side is not sustainable,
for three main reasons: First, fossil and nuclear resources are limited and
their exploitation will become more expensive (not economically sustainable).
Second, the combustion of fossil sources leads to CO2 emissions, which drive
the greenhouse effect (not environmentally sustainable). Third, nuclear power
plants bear certain risks in their operation and produce nuclear waste, which
needs to be protected from unauthorized access. Furthermore, up to now no
permanent disposal sites for nuclear waste exist, and coming generations – who
will not have profited from this kind of energy source – will have to deal with
it (not socially sustainable and probably not economically sustainable if all
disposal costs are considered). The best way to achieve sustainability is clearly
energy efficiency, i.e., all forms of saving energy. A further way are renewable
energies. Luckily, they are evolving rapidly; most remarkably in the form of
wind energy, photovoltaic systems, water power and biogas. In Germany, as
one example, the share of renewable energies in electricity supply crossed the
20% mark in 2011 [7]. This share is planned to be quadrupled until 2050 [3].
Besides Germany, many other countries have similar plans in order to reduce
greenhouse gas emissions and to fight climate change.
The rise of renewable energies comes along with a number of challenges
regarding the electricity supply. Data-analysis techniques are a crucial build-
ing block which can facilitate these developments, as we will see later in this
chapter. In particular, renewable energies challenge the electricity grid, which
needs to be stable and should allow everybody at any point in time to consume
energy. This is hard to achieve, as the electricity systems have to permanently
maintain a balance between demand and supply. Storages can help achieving
this, but their geographic availability is very limited, and the economics of
storage do not make it feasible for large scale applications at the present time.
The maintenance of the balance is getting more difficult as the share of renew-
able energy sources rises, due to their unsteady and fluctuating generation.
This calls for so-called smart grids, which are a major topic of this chapter.
In particular, the future energy system – which aims to be less dependent
on fossil fuels and nuclear technology and builds on more and more renewable
energies – is challenged by the following four main factors:
• Volatile Generation. The possibly greatest issue of renewable energies
is their volatile nature. It challenges the electricity system dramatically.
The production of photovoltaic or wind energy does not depend on the
consumers’ needs, but solely on external conditions that are hard or
impossible to control (e.g., general weather conditions). These do not
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necessarily match the energy demand patterns of consumers. In envi-
ronments where renewables have a very small share of the overall pro-
duction, such a natural fluctuation can be tolerated. However, the larger
the share is, the more effort is needed to compensate for this effect.
Compensation for the fluctuating nature of renewables can be done, e.g.,
with flexible gas turbines that are permanently held in stand-by oper-
ation. They can increase production spontaneously, e.g., when clouds
darken the sun and less electricity is produced. However, such stand-by
operation is highly inefficient, and it is responsible for remarkable green-
house gas emissions [136]. An alternative to extra production of energy
is to shift demands, which will be targeted in more detail in the remain-
der of this chapter. If certain demands can be shifted to points in time
where more renewable energy is available, this amount of energy can be
considered as a virtual production, energy storage or buffer. Respective
load-shifting programs and implementations are frequently referred to
as demand response.1
In future scenarios however the situation can even be more severe. When
large shares of electricity production come from renewable fluctuating
sources, it might happen that the total production gets larger than the
total demand. If the demand (including energy storage facilities) cannot
be shifted to such periods any more, even the production of renewable
energy has to be stopped, which makes its generation less efficient. This
furthermore brings in the potential to substantially damage the energy
generation and grid infrastructure.
• Distributed Generation. The future energy generation will be more
distributed. Today, it builds on a comparatively small number of large,
central power plants. These power plants feed-in energy from a higher
voltage level to a lower voltage level, resulting in an unidirectional power
flow. In the future, in particular due to the rise of renewable energies,
the number of power-generating units is likely to rise dramatically and
to be a lot more distributed. On the one side, this is due to the increasing
number of photovoltaic systems installed on private and industrial build-
ings and due to wind turbines which are not always part of larger wind
parks. On the other side, small biogas-based power plants and cogener-
ation units (combined heat and power units, CHP units) become more
and more popular. CHP units can be a contribution to a more sustain-
able energy generation, too. This is as they are more efficient compared
to pure fossil-based generation of electricity which does not make use
of the waste heat. In addition, they can potentially be used to generate
energy when production is low. In particular, so-called micro CHP units
are increasingly installed in private houses, partly triggered by incentives
1Demand response is considered to be an element of the broader field of demand-side
management which also includes energy efficiency measures [110].
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from government programs. These developments turn many consumers
into so-called prosumers. Prosumers are consumers owning, for example,
photovoltaic systems or micro CHP units generating energy which is fed
into the electricity grid if it exceeds their own demand.
Distributed generation challenges the electricity system, which has been
designed for a more central generation with a comparably small num-
ber of large power plants. Much of today’s grid infrastructure is built
on the understanding and technology that power flows from higher to
lower voltage levels. Distributed generation units however will operate
at different voltage levels, which can potentially result in an unidirec-
tional power flow within the grid. Issues arise, for instance, when pho-
tovoltaic panels installed on many roofs in a certain neighborhood feed
their electricity into the local low-voltage distribution grid. These grids
were originally designed solely to distribute energy from higher to lower
voltage levels. Massively distributed generation can therefore lead to
severe grid conditions (i.e., voltage and frequency fluctuation) and in
the worst case to power outages [81]. This happens for instance when
transmission-system capacities are temporarily not high enough or if
there is a surplus of energy in a certain grid segment which cannot be
transferred to higher-level parts of the grid. Another issue can be, for
example, that wind parks in remote areas generate lots of energy which
cannot be consumed locally. In such cases, the electricity grid might
not have enough capacity to transport the electricity to areas where it
is needed. Thus, wind turbines might have to be stopped temporarily.
Solving such issues by means of increased grid capacities is surely pos-
sible, but very expensive in cases where such peak situations occur very
rarely. Additionally, the construction of new power lines is very often op-
posed by local residents. Besides enhanced infrastructure, information
technology will therefore play a more important role in the future.
• New Loads. Not only the supply side undergoes major changes, also
on the demand side new loads are arising. In particular, air condition-
ing, heat pumps and (hybrid) electric vehicles become more and more
popular. The latter is caused by the aim to make mobility more sustain-
able by driving vehicles with electric energy generated from renewable
sources. It also makes countries more independent from fossil fuels. Sev-
eral countries have programs to support such electric mobility. As one
example, the German government has released the goal to have one mil-
lion electric vehicles in Germany by 2020 and six million by 2030 [3].
This is ambitious, as by the end of 2010, only 40 thousand out of 42
million registered cars in Germany were (hybrid) electric vehicles [5].
Electric mobility can only be sustainable if the consumed energy is sus-
tainable, too. As electric mobility will lead to an increased consump-
tion of energy, even more renewable sources are needed to satisfy this
new demand. Furthermore, the demand for charging electric vehicles is
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highly volatile, and peak demands can hardly be supplied if they are
not aligned with the production and distribution of energy. In addition,
charging too many electric vehicles at the same time in the same seg-
ment of the electricity grid might lead to overloads and in the worst
case to power outages. At the same time, the typical average load of the
electricity grid leaves by far enough capacity to charge electric vehicles.
Again, tackling such peak demands with increased grid capacities is ex-
pensive, and it does not solve the issue with insufficient production of
renewable electricity at certain points in time. Therefore, an intelligent
control of charging is necessary to integrate electric vehicles with the
smart grid.
Electric mobility should not only be seen as a challenge, but as a chance
to realize the smart grid. For example, intelligent techniques could sched-
ule the charging processes of electric vehicles in order to avoid electricity
network issues, to realize demand response (e.g., charge when renewable
production is high and further demand is low) and to fulfill user needs
(e.g., have the vehicle charged to a certain level when the user needs it).
In addition to smart charging, the batteries of electric vehicles might
also be used as a buffer in the electricity grid. This is, energy from the
vehicle might be fed into the electricity network (vehicle to grid, V2G)
when production is low or if there are demand peaks [118]. However, as
electric mobility is still in its infancy, many challenges – including data
analysis – need to be tackled to integrate it with the smart grid. As an
example, to achieve user acceptance, intelligent systems need to capture
and predict user behavior in order to have a vehicle sufficiently charged
when the user needs it.
Besides electric mobility, heat pumps become more popular in certain
regions. Such devices draw thermal energy from the environment for
heating or cooling. They however are a non-negligible load in the elec-
tricity system, and might be used to shift demand to a certain extend.
• Liberalization. Besides the aim for sustainability and besides techno-
logical developments, the energy system is also challenged by legisla-
tion [104]. While traditionally electricity generation, transition, distri-
bution and retail has been done by regional monopolies, the electricity
market is now liberalized in many countries. Since the end of the 1990s,
the mentioned tasks are separated and competition is introduced for
generation and retail of electrical energy. Besides generation and retail
companies, liberalization leads to a number of further actors, such as
transition and distribution-network operators, balance-responsible par-
ties, metering operators, value-added-service providers etc. Particularly
actors related to the operation of the grid are typically regulated by
governmental authorities. From a more technical perspective, a larger
number of actors is involved in the electricity system. They all gener-
ate data, and this distributed data needs to be exchanged with other
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partners in order to fulfill their respective tasks. This opens-up new in-
teresting possibilities for data analyses as well as the need for ways of
treating data in a privacy-preserving way.
To wrap-up the challenges, sustainable energy systems will undergo major
changes in the future. Generation and production will be more volatile and the
landscape becomes more fragmented, both from a technical (distributed gener-
ation, volatile generation and consumption) and an organizational perspective
(new and more specialized actors). Most important is the paradigm shift from
demand-driven generation in the past to generation-driven demand in the
future, triggered by renewable energy generation and new loads. Generation-
driven management of energy consumption in the smart grid is a complex opti-
mization problem [138]. It involves the operation of certain distributed energy
sources and the control of energy consumption, for example via market-based
mechanisms. In the liberalized electricity market, different actors will prob-
ably contribute to the solution of the optimization problem in a distributed
manner. Further, the solution will likely be hierarchical: Certain optimizations
will be done on the transition grid, further optimizations at the distribution
grids, the next ones might be more fine-grained consumption and generation
shifting between neighbor consumers and small energy generators. At these
different levels, consumption, generation and grid-usage data will arise at dif-
ferent levels of aggregation and induce new challenges for data analysis.
Another rather technical development which affects current and future en-
ergy systems is smart metering. Smart electricity meters facilitate fine-grained
measurements of energy consumption, production and quality and the com-
munication of respective measurements. They are one of the technological
foundations of many future energy scenarios described in this chapter. Also
from a legislative point of view, their introduction is promoted, and many
countries have respective programs. As one example, the European Union
wants to achieve an 80% share of smart meters by 2020 [1].
This chapter will review selected scenarios in the field of the smart grid in
more detail. Most of them contribute to the realization of the paradigm shift
from demand-driven generation to generation-driven demand or to achieving
energy efficiency. These elaborations will reveal a number of data-analysis
challenges, which have to be tackled to implement the scenarios. These chal-
lenges will be discussed in more detail along with possible solutions.
The remainder of this chapter is organized as follows: Section 7.2 describes
the current status of the electricity market. Section 7.3 reviews selected future-
energy scenarios which are building blocks of the smart grid. Based on Sec-
tions 7.2 and 7.3, Section 7.4 describes the resulting data-analysis challenges
and highlights first solutions. Section 7.5 concludes.
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7.2 The Energy Market Today
In this section, we give a short overview about the current market for
electric energy, with Europe as an example. This section is not only a basis
to understand the future-energy scenarios described in the following section,
it already bears some data-analysis challenges. In particular, prediction of
consumption and generation plays already an important role in today’s energy
market. In this section, we will first introduce the different roles in the energy
market (Section 7.2.1). Then, we describe energy trading (Section 7.2.2) and
energy balancing in the electricity grid (Section 7.2.3).
7.2.1 Actors in the Energy Market
As mentioned in the introduction, liberalization leads to a number of new
actors/roles in the energy market. Caused by regulation, this can vary in dif-
ferent countries, and some of the roles might be taken on by the same entity
(e.g., a generator might also act as a retailer who sells energy to consumers).
This number of (new) actors in the energy market is also interesting from a
data-analysis point of view: Most of these actors have access to potentially
interesting data or could profit from data provided by different actors. Inves-
tigating the actors and their data leads to interesting opportunities for data
analysis and maybe even to new roles such as analytic service providers. In
the following, we introduce the most common actors/roles that are relevant
for the remainder of this chapter (see [2]):
• Generator. A company which produces electrical energy and feeds it
into the transportation or distribution grid. Generators might use con-
ventional power plants or generate renewable energy.
• Consumer. An industrial or private entity or person who consumes
electrical energy.
• Prosumer. A consumer who also produces electrical energy. A differ-
ence to the generator is that the prosumer might entirely consume its
own generation. The generation is typically done by renewable sources
or micro CHP (combined heat and power) units.
• Distribution System Operator (DSO). Operates regional electricity
distribution grids (low and medium voltage) which provide grid access
to consumers, prosumers and small generators. Historically, such grids
were intended to distribute centrally produced energy to the consumers.
Today, it can happen as well that temporarily more energy is fed into
a grid than energy is taken from the grid. The DSO also plans, builds
and maintains the grid infrastructure.
• Transmission System Operator (TSO). Operates a transmission
grid (high voltage) and transmits electrical energy in large quantities
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over large distances. This includes providing grid access to large gener-
ators and consumers and to the DSOs. The TSO is responsible for the
overall stability of its parts of the transmission grid and for providing
balancing power (see Section 7.2.3). The TSO also plans, builds and
maintains the grid infrastructure.
• Balance-Responsible Party (BRP). Is responsible that the sched-
uled supply of energy corresponds to the expected consumption of energy
in its balance area. To achieve this, the BRP eliminates upcoming im-
balances using balancing power with the help of the TSOs. The BRP
financially regulates for any imbalances that arise.
• Retailer. A company which buys electrical energy from generators and
sells it to consumers. The retailer has also to interact with DSOs and
possibly metering operators to provide the grid access to the consumers.
• Metering Operator. Provides, installs and maintains metering equip-
ment and measures the consumption and/or generation of electrical en-
ergy. The readings are then made accessible (possibly in an aggregated
manner) to the retailer, to the consumer/prosumer and/or to other ac-
tors. Frequently, the role of the metering operator is taken on by DSOs.
• Energy Market Operator. An energy market may be operated for
different kinds of energy to facilitate the efficient exchange of energy
or related products such as load-shifting volumes (demand response).
Typical markets may involve generators selling energy on a wholesale
market and retailers buying energy. Energy market operators may em-
ploy different market mechanisms (e.g., auctions, reverse auctions) to
support the trade of energy in a given legal framework.
• Value-Added Service Providers. Such providers can offer various
services to different actors. One example could be to provide analytic
services to final customers, based on the data from a metering operator.
7.2.2 Energy Trading
In order to supply their customers (consumers) with electrical energy, the
retailers have to buy energy from generators. In the following, we will not
consider how prosumers sell their energy, as this varies in different countries.
While consumers traditionally pay a fixed rate per consumed kilowatt hour
(kWh) of energy to the retailers (typically in addition to a fixed monthly
fee), the retailers can negotiate prices with the generators (directly or at an
energy exchange). A procurement strategy for a retailer may be to procure
the larger and predictable amount of their energy need in advance on a long-
term basis. This requires analytic services and sufficiently large collections of
consumption data. The remaining energy demand which is hard to predict
on the long run is procured on a short-term basis for typically higher prices.
Similarly, generators of electricity need to predict in advance which amounts
of energy they can sell.
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7.2.2.1 Long-Term Trading
While electric energy has traditionally been traded by means of bilateral
over-the-counter (OTC) contracts, an increasing amount of energy is nowa-
days traded at power exchanges. Such exchanges trade standardized products,
which makes trading easier and increases the comparability of prices. While
there are different ways of trading energy, double auctions as known from
game theory [54] are the dominant means for finding the price [137].
As one example, the European Energy Exchange AG (EEX) in Leipzig,
Germany trades different kinds of standardized energy futures and options.
These products describe the potential delivery of a certain amount of energy
at certain times in the future. The delivery has to be within one of the trans-
portation grids. Besides the traded products, they also provide clearinghouse
services for OTC contracts. The volume traded at the EEX derivate market
for Germany amounts to 313 terawatt hours (TWh) in 2010, 1,208 TWh in-
cluding OTC transactions [6]. The latter number corresponds roughly to two
times of the energy consumed in Germany in the same time.
7.2.2.2 Short-Term Trading
Short-term trading becomes necessary as both consumption and produc-
tion cannot be predicted with 100% accuracy. Therefore, not all needs for
energy can be covered by long-term trading. In particular, fluctuating renew-
able energies make correct long-term predictions of production virtually im-
possible. As one example, wind energy production can only be predicted with
sufficient accuracy for a few hours in advance. Therefore, energy exchanges are
used for short-term trading, again making use of different kinds of auctions.
At such exchanges, retailers can buy electrical energy for physical delivery in
case their demand is not covered by futures. Again, the delivery has to be
within one of the transportation grids.
The EPEX Spot SE (European Power Exchange) in Paris, France trades
energy for several European markets. There, trading is divided as follows:
• In day-ahead auctions, electrical energy is traded for delivery on the
following day in 1-hour intervals [6]. These auctions take place at noon
on every single day. Bids can be done for individual hours or blocks of
several hours, and the price can be positive or negative. Negative prices
may occur, for instance, when the predicted regenerative production is
very high and the demand is low, possibly at a public holiday.
• In intra-day trading, electrical energy is traded for delivery on the
same or following day, again in 1-hour intervals [6]. Each hour can be
traded until 45 minutes before delivery; starting at 3:00 pm, all hours of
the following day can be traded. Bids can as well be done for individual
hours or blocks of hours, and prices can again be positive or negative.
At the EPEX, 267 TWh were traded in 2010 by means of day-ahead auc-
tions and 11 TWh during intra-day trading (German, French and Austrian
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market) [6]. The sum of these trades roughly corresponds to half of the elec-
trical energy consumed in Germany in the same time (most of this energy is
traded for the German market).
7.2.3 Energy Balancing
To assure a reliable and secure provision of electrical energy without any
power outages, the energy grids have to be stable at any point in time. In
particular, it needs to be ensured that the production always equals the con-
sumption of energy. In practice, avoiding imbalances between generation and
demand is challenging due to stochastic consumption behavior, unpredictable
power-plant outages and fluctuating renewable production [137].
On a very coarse temporal granularity, a balance is achieved by means
of energy trading (see Section 7.2.2) and data-analysis mechanisms, in par-
ticular prediction and forecast: Retailers buy the predicted demand of their
customers, and generators sell their predicted generation. As mentioned in Sec-
tion 7.2.1, the balance-responsible parties (BRPs) make sure that the sched-
uled supply of energy corresponds to the expected consumption of energy.
This expected consumption is also derived using data-analysis techniques.
The transmission system operators (TSOs) are responsible for the stability of
the grids. In the following, we describe how they do so.
From a technical point of view, a decrease in demand leads to an increase
of frequency, while a decrease in production leads to a decrease of frequency
(and vice versa for increases). Deviations from the fixed frequency of 50 Hz in
electricity grids need to be avoided in real time, as this might lead to damage
of the devices attached to the grid.
Typically, frequency control is realized in a three-stage process: primary,
secondary and tertiary control. The primary control is responsible for very
short deviations (15–30 seconds), the secondary control for short deviations
(max. 5 minutes) and the tertiary control for longer deviations (max. 15 min-
utes) [137]. The control process can be realized by various means, e.g., standby
generators, load variation of power plants or load shifting. Different measures
involving different types of power plants have different reaction times and are
therefore used for the different control levels.
The capacities needed for balancing the grids are again frequently traded
by means of auctions: Primary and secondary capacities are traded bi-
annually, while tertiary capacity is traded on a daily basis [137]. Usually,
only pre-qualified actors are allowed in such balancing markets, as it needs
to be ensured that the requirements at the respective level can be fulfilled
technically. Primary-control bids consist of the offered capacity and the price
for actual delivery of balancing power. In contrast, bids for secondary and ter-
tiary control consist of one price for making available a certain capacity and
a price for consumed energy [137]. Thus, capacities play an important role in
the balancing market and actors are partly paid for a potential supply, which
hinders a generator from selling this energy at the regular market.
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For costs that arise from the actual energy delivered for secondary and
tertiary control, the generators who caused deviations or retailers who did not
procure the correct amount of energy for their customers are charged [81, 137].
Costs for primary control and for the capacities of secondary and tertiary
control are paid by the corresponding grid operators [137], who earn grid-
usage fees. Since costs at the balancing market are typically higher than on
the normal energy market, generators and retailers are stimulated to make
best-possible predictions of energy production/consumption [81].
7.3 Future Energy Scenarios
In this section, we describe a number of visionary energy scenarios for the
future. They represent building blocks of a possible smart grid. We describe
the scenarios from a researcher’s point of view – they assume certain technical
developments and may require legislative changes. We have selected scenarios
which are commonly discussed in the scientific and industrial communities,
either in the described form or in some variation.
Scenario 1 (Access to Smart-Meter Data) Smart metering is a key
building block of the smart grid, as many further scenarios rely on the avail-
ability of fine-grained information of energy consumption and production. For
instance, smart metering can enhance load forecasting and enable demand
response, dynamic pricing etc. Some of these scenarios are described in the
following. However, smart metering is not only an enabler for other scenarios.
Giving users access to their energy consumption profiles can make them more
aware of their consumption and improve energy efficiency. This is important
as many consumers have little knowledge about their energy consumption.
For purposes of billing, smart-meter data is typically generated in 15-
minute intervals. This is, the meter transfers the accumulated consumption of
the consumer every 15 minutes to the metering operator. Technically, smart
meters can increase the temporal resolution of consumption data, e.g., measure
the consumption within every second or minute. This allows to get a detailed
picture of the energy consumption, down to the identification of individual de-
vices (e.g., coffee machines), as each device has its typical load curve. Such
fine-grained data could also be transferred to a metering operator. In addi-
tion, metering data at any granularity can be made available within a home
network, e.g., to be accessed via visualization tools on a tablet computer.
Access to consumption profiles for energy consumers can be more than pure
numbers or simple plots. Respective visualization tools can easily show compar-
isons to previous days, weeks etc. In the case of service providers, they can also
provide comparisons to peer groups of consumers having similar households (in
terms of size and appliances used). Furthermore, devices can be identified by
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their load profile [113], which can be visualized additionally. This leads to an
increased awareness of the energy consumption of each single device.
A number of studies have investigated the effects of giving users access to
smart-metering data. The authors of [126] have carried out controlled field
experiments with 2,000 consumers and came to the conclusion that giving
access to detailed consumption data may lower the total energy consumption
moderately by about 4%. Other (meta) studies suggest that savings can be even
a little higher [39, 45, 94].
Scenario 2 (Demand Response with Dynamic Prices) Energy retail-
ers procure parts of their energy needs at the spot market, where the prices
reflect the actual availability of (renewable) energy (see Section 7.2.2.2). At
the same time, energy consumers typically procure energy for a fixed price per
kilowatt hour (kWh), additionally to a consumption-independent monthly fee.
Although this is comfortable for the consumers and the sum of the monthly
or annual bill can be easily calculated if the consumption is known, there are
no incentives to consume energy when large amounts are available (e.g., when
wind-energy production is high) or to save energy when production is low. As
discussed in the introduction, such a paradigm shift from a demand-driven
generation to a generation-driven demand is necessary to facilitate the inte-
gration of renewable energies. One approach to realize this is dynamic pricing.
In a nutshell, the retailer communicates the actual or future prices of energy
per kWh to their consumers, and they can decide if they react to such incen-
tives or if they prefer to consume energy when they want it while tolerating
possibly higher prices.
The predecessors of dynamic prices are tariff schemes where electricity
is cheaper during the night, reflecting a lower average demand at this time.
However, this does not consider the fluctuating production of renewable en-
ergy. Dynamic price mechanisms can take these fluctuations into account and
incorporate them in the prediction of renewable generation and demand of
the consumers. Dynamic price schemes mainly differ in the range of possible
prices, in the resolution of time ranges in which prices are valid and in the
time spans in which the prices are communicated in advance. Very short time
spans enable highly dynamic demand response, but also make it hard to plan
energy consumption. Furthermore, legislation may demand certain minimum
time spans. A more detailed review of dynamic prices can be found in [70].
The German research project MeRegio investigates the user acceptance
of so-called ‘energy traffic lights’ (see [4] for more information). These are
small devices receiving the energy tariffs for the forthcoming 24 hours via
radio. The granularity of prices comprises three discrete levels, i.e., ‘low’,
‘normal’ and ‘high’. Consumers can see these levels and plan accordingly.
In addition, the device visualizes the three levels in different colors (e.g., red
stands for ‘high’) which makes the consumers more aware of the current price
of electricity. Of course, dynamic prices are not only intended for human
interpretation. Intelligent devices can receive such price signals and decide
when a certain process should be started (a dishwasher can for instance be
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started automatically when the lowest tariff starts). This automation is done
in more extend in so-called smart homes which are described in Scenario 4.
Besides the promising approach to realize demand response, dynamic prices
also bear risks. As one example, it might happen that many devices start oper-
ation when a low-price time span starts. This may challenge the distribution
grid as sudden significant increases in demand can hardly be handled by en-
ergy balancing mechanisms and should therefore be avoided. This might be
realized by using individual dynamic prices for the different consumers (slight
differences in order to smoothen demand curves), or by having a much finer
granularity of prices. If granularity is fine enough, different user preferences
might lead to a more wide-spread time span in which devices are started.
Many scientific studies have investigated the user acceptance and efficiency
of dynamic pricing. A meta study [50] has investigated the results of 24 differ-
ent pilots. The result in almost all of these studies is that consumers do accept
dynamic prices and adapt their behavior to a certain extend. Concretely, these
studies show that dynamic price schemes are an efficient demand-response
measure – a median peak reduction of 12% could be achieved. Naturally, the
user acceptance is particularly high if users are supported by intelligent tech-
nologies such as in a smart home (see Scenario 4) [109].
Scenario 3 (Market-Based Demand Response with Control Signals)
When energy retailers experience energy shortages during a day, they buy en-
ergy at intra-day exchanges (see Section 7.2.2.2). When renewable production
is low, this can be very expensive and it might be a better option to ask their
customers to consume less energy within a certain time frame. Similarly, grid
operators monitor the electricity grid and may want to ask consumers to tem-
porarily reduce their consumption in order to achieve grid stability. This sce-
nario describes an alternative to dynamic prices (see Scenario 2) for demand
response, with a focus on solving grid issues. It requires respective contracts
between the consumers and the involved parties that describe the incentives
for the consumers to participate in the respective measures (e.g., reductions of
the energy bill). Concretely, consumers contract with specialized demand-side
management companies which might be the local distribution system opera-
tors (DSOs). Further, an infrastructure is required that can execute demand-
response measures. This scenario describes market mechanisms different from
dynamic prices that can be used for trading flexible loads for demand-response
purposes, relying on such an infrastructure.
Energy retailers considering a demand-response measure can send their
request to an electronic marketplace. Equally, if overloads or voltage prob-
lems are detected, the grid operator can issue a similar request. Then, all
affected demand-side management companies receive these requests from the
marketplace, and each company submits an offer for solving the issue. The
marketplace selects a combination of offers which fulfills the request. If the re-
tailer or grid operator accepts the assembly of offers (the retailer might prefer
to alternatively buy energy at the exchange if this is cheaper), the respec-
tive demand-side management companies are then responsible to conduct the
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demand-response request. The companies then send priority signals to smart-
home control boxes of their contracted consumers. The control boxes send the
signal to intelligent devices in the consumer’s premises as well as charging
infrastructure of electric vehicles.
Scenario 4 (Smart Homes) Home automation is known under the name
smart home for quite some time. However, until lately, this meant mainly pro-
viding comfort features such as automatically shutting window blinds, switch-
ing the light on automatically or controlling the house’s air conditioning sys-
tem in accordance with current weather conditions. Smart homes are often
equipped with some kind of energy production unit (e.g., photo voltaic or micro
CHP), and they can employ a central optimization component which controls
most generation and utilization of energy in the house. Recently, the potential
of home automation for smart-grid applications has been recognized [17]. While
control components in smart homes primarily act based on the user’s presets,
they could also take the current situation in the energy grid into account [23].
Some applications in a household have the potential to shift their time of
operation into the future, others might run earlier than they normally would.
Shifting their power consumption in time realizes demand response. Of course,
not all applications in a house are suitable for such a purpose. Applications like
lighting or cooking bear no potential for a time-variable application [60, 111].
The case is different for the dishwasher or the washing machine. These appli-
ances normally have no need for an immediate start and in that way present
a potential for shifting the power demand to the future. As one example, users
want to have clean dishes for dinner. Whether they get cleaned right after
lunch or sometime in the afternoon does not matter.
Another possibility of shifting power demand is the variation of temperature
in heating or cooling applications. Such applications include fridges, air condi-
tioning and heating systems. They all have to maintain a temperature within
a certain range. The tolerable range in a freezer would be around -18° C with
a tolerance of ±2° C. In normal operation mode, the device would cool down
to -20° C, then pause until the temperature reaches -16° C and then start over
again. An intelligent system would be able to interrupt the cooling at -18° C
or start cooling already at this temperature without waiting for a further rise,
thus shifting the power demand of the cooling device. The same scheme could
be applied to the room temperature, as the comfort range normally lies around
21° C. Extended knowledge of user preferences could expand this potential even
further. If the resident wants the temperature to be 21° C on the return in the
evening, the system could heat the house up to 25° C in the afternoon and let
it cool down slowly to the desired 21° C. This would require more energy in
total, but could still be feasible in a future-energy system where a lot of solar
energy is available (and is thus cheap) during the day [73].
Profiles of typical user behavior could improve the demand shifting capa-
bilities of a smart home even further if they were combined with an electric
vehicle. Not only could the charging profile of the vehicle be matched to the
user’s and energy system’s demands, but the battery of the EV could also be
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used as temporary energy storage when the vehicle is not needed. This concept
is known as vehicle to grid ( V2G, see Scenario 5) [118].
Scenario 5 (Energy Storage) Storing electric energy becomes more impor-
tant as the share of volatile energy production (like solar or wind power) in-
creases. Although electric energy is hard to store, some technical solutions
exist. In the context of storages for electrical power, one has to keep in mind
some key parameters of such systems. The first is the efficiency and refers to
the percentage of the stored energy which can be regained. It is always below
100%. Other parameters are the capacity and the peak power of a storage
system, which refer to the performance of such systems.
Today, the only storage systems with the ability of storing a relevant
amount of energy for a reasonable price are pumped-storage water-power
plants. They store energy by pumping water from a low reservoir up into
a high storage and regain this potential energy by letting the water run down
through generators, just like in water-power plants. While these storages could
store energy for an almost unlimited time, their land use is quiet high and
they require a natural height difference, which makes it difficult to realize such
storages in densely inhabited regions.
Another option is the installation of large battery-based chemical stor-
age facilities. This is already done in some regions of Japan. Battery systems
can be manufactured with almost any desired capacity and peak power. The
drawback of battery systems is their relatively high price. With the anticipated
rise in the market share of electric vehicles, this could change soon. Batteries
loose capacity constantly during their lifespan. At a certain point in time, their
power density is not high enough to use them as batteries for electric vehicles.
However, power density is negligible in the context of immobile storage. Thus,
battery storage facilities could benefit from a relevant market share of electric
vehicles by reusing their old batteries.
A further storage option would be the V2G concept [118]. As vehicles spend
only about 5% of their lifetime on the road, an electric vehicle could potentially
be used 95% of the time as local energy storage. Assuming one million electric
vehicles in one country (the German government for instance aims at reaching
this number by 2020 [3]), this could sum up to about 15 gigawatt hours (GWh)
of storage capacity with a peak power of 3–20 gigawatt (GW), resembling 2–5
typical pumped-storage water-power plants.
The profitability of a storage system is, depending on the business model,
correlated with its usage which nowadays is proportional to the number of
store-drain cycles. As battery quality factors decrease not only with their life-
time but also with each use cycle, the utilization of such systems has to be
considered with reservations.
Scenario 6 (Management Decisions Derived from Energy Data) En-
ergy has become a major cost factor for industry, public facilities, warehouses,
small and medium enterprises and even for universities. Thus, the manage-
ment in any of these organizations demands for decision support based on the
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energy consumption of the organization. Let’s take the example of a university
where the data center is planning to install a new generation of servers. Not
only the acquisition costs, but also cooling, space and especially energy con-
sumption have to be considered. While for most of such management decisions
IT-solutions are available, energy consumption remains an open issue ignored
by most enterprise resource-planning (ERP) tools. Energy management opens
several new aspects to be considered. In particular with the availability of novel
data sources, such as smart meters, we observe a high potential for such data-
analysis toolkits.
Automated data analysis or semi-automated data exploration can give an
overview of the entire energy consumption of a university, a department, a
single institute or in other dimensions detailed energy consumption for all
servers, all personal computers and many more of such orthogonal views on
the energy consumption. It is essential to provide such a multitude of views on
different aggregation levels as management decisions might demand arbitrary
selections of this huge information space. They require reports for such selected
views, automated detection of suspicious consumption, comparison between
different views, estimation of future consumption etc.
The essential challenge is the large variety of management actions that
base their decisions on such energy data. Each of these decisions poses dif-
ferent challenges on data storage, data analysis and data interaction. Fur-
thermore, they address different management levels, and thus, subparts of an
organization. For example, individual reports might be required for each profes-
sor about the energy consumption of the institute in the past few months. Such
reports have to show a detailed view on the energy consumption, distinguish-
ing between different rooms or consumer classes. Optimally, interesting views
for each institute would be selected (semi-)automatically. On the other side,
some automated fault-detection algorithms might be required for the mainte-
nance department of a university. Techniques require an intuitive description
of failing situations in contrast to the regular behavior of the facility under
observation. Going up to the dean of a department or any higher instance in
the university one requires more general and aggregated views. Typically, such
information is required for strategic planning of new facilities, new buildings,
or the estimation of future energy consumption.
Overall, we have highlighted several – quite different – management deci-
sions that pose novel challenges to data analysis. They could be realized by
novel data acquisition with smart meters. However, neither data storage of
such large data volumes, nor its analysis has been tackled by recent toolkits. It
is an emerging application domain in database and data-mining research.
Further scenarios are described in the following chapters in this book. In
particular, Chapter 8 describes a scenario which deals with finding the best
mix of renewable demand management and storage, and Chapter 9 focuses on
a scenario that deals with real-time identification of grid disruptions.
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7.4 Data Analysis Challenges
With the rise of the smart grid, more data will be collected than be-
fore, at finer granularity. This facilitates innovative technologies and a bet-
ter control of the whole energy system. As one example, the availability of
both consumption/generation data and predictions facilitates the realization
of demand-side-management techniques such as demand response. Ultimately,
this allows a better integration of renewables and a more sustainable energy
system. The new data sources and new technologies in the future energy sce-
narios (see Section 7.3) call for more advanced data management and data
analysis as it has already been used in the traditional energy system (see
Section 7.2). This section describes the data-analysis challenges in the energy
area and presents first solutions. In particular, we look at data management
(Section 7.4.1), data preparation (Section 7.4.2), the wide field of predictions,
forecasts and classifications (Section 7.4.3), pattern detection (Section 7.4.4),
disaggregation (Section 7.4.5) and interactive exploration (Section 7.4.6). Fi-
nally, we comment on optimization problems (Section 7.4.7) and the emerging
and challenging field of privacy-preserving data mining (Section 7.4.8).
7.4.1 Data Management
Before addressing the actual data-analysis challenges, we now present some
considerations regarding data management. As motivated before, the rise of
the smart grid leads to many large and new data sources. The most promi-
nent sources of such data are smart meters (see Scenario 1). However, there
are many more data sources, ranging from dynamic prices to data describ-
ing demand-response measures, usage of energy storages and events in smart
homes. In the following, we focus on smart-meter data. In Section 7.4.6.1, we
deal with further data-management aspects in the context of exploration and
comparison of energy datasets.
As described before, smart meters are able to measure energy consump-
tion and/or generation at high resolution, e.g., using intervals of one second.
Figure 7.1 provides an example of such measurements and shows a typical
electricity-consumption curve in a two-person office with a resolution of one
second (see Section 7.4.2 and [135] for more details on the data).
From a data-analysis point of view, storing data at finest granularity for
long periods and for many smart meters would certainly be interesting. How-
ever, besides privacy concerns (see Section 7.4.8), this might not be possible
from a technical point of view. Therefore, one has to decide which amounts
of data need to be kept for which purpose. In many cases, not the finest
granularity is needed and samples or aggregations of meter data suffice.
Table 7.1 illustrates the amounts of measurements and storage needs of
smart-meter data, assuming that a single meter reading needs four bytes (B)
























































Figure 7.1: Typical electricity consumption in an office.
in a database.2 In the rows, the table contains different granularities ranging
from one second (finest granularity provided by many meters) to one year
(period of manual meter readings frequently used today). In the columns,
the table contains the number of measurements and the respective storage
needs both for one day and one year. For instance, data at the one-second
granularity sums up to 32 mio. meter readings per year, corresponding to 120
megabytes (MB). If one would like to collect such data for 40 mio. smart meters
in one country (roughly in the size of Germany [143]), this would sum up to
four petabytes (PB). As another example, the 15-minute granularity typically
used for billing purposes still leads to five terrabytes (TB) in a whole country.
Note that real memory consumption can easily be twelvefold as mentioned
above [125]. Managing these amounts of data is still challenging.
metering # measurements storage need
granularity 1 day 1 year 1 day 1 year 1 day 1 year
1 second 86.400 31.536.000 338 kB 120 MB 13 TB 4 PB
1 minute 1.440 525.600 6 kB 2 MB 215 GB 76 TB
15 minutes 96 35.040 384 B 137 kB 14 GB 5 TB
1 hour 24 8.760 96 B 34 kB 4 GB 1 TB
1 day 1 365 4 B 1 kB 153 MB 54 GB
1 month 12 48 B 2 GB
1 year 1 4 B 153 MB
1 smart meter 40 mio. smart meters
Table 7.1: Storage-needs for smart-meter data (pure meter readings only).
As illustrated by Table 7.1, smart meters might lead to huge amounts
of data. This is similar for other data sources in future energy systems. As
mentioned before, every actor involved in the energy system will only be re-
sponsible for certain subsets of the existing data. This might still lead to
amounts of data which challenge data-management infrastructure. Concrete
2This does not include meta data such as date, time and location; [125] reports that the
size including such data could be much larger, i.e., by a factor of twelve.
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challenges for the respective actors are the selection of relevant data as well as
aggregation and sampling of such data without loss of important information.
Several researchers have investigated storage architectures for smart-meter
data: [19] has investigated centralized and distributed relational databases,
key-value stores and hybrid database/file-system architectures, [125] presents
results with in-memory databases [112], [26] presents experiences with the
Hadoop [139] MapReduce [41] framework, and [120] has investigated further
cloud-storage techniques. Apart from that, smart-meter readings can be man-
aged with techniques from data streams [10], as fine-grained readings can be
seen as such a stream (see Section 7.4.4).
One approach to deal with huge amounts of data is compression. It might
ease the storage using one of the architectures mentioned previously. [125] for
example reports a compression factor of eight when using lossless compression
techniques in database technology (on metering data including meta data).
Using lossy compression techniques on fine-grained data (see Figure 7.1 for an
example) that approximate the original data seems to make compression fac-
tors of several hundred possible, depending on the required accuracy and gran-
ularity of data. Such an approximation of time-series data can be done with
various regression models, for instance using straight line functions [35, 47],
linear combinations of basis functions or non-linear functions (using respective
approximation techniques, e.g., described in [127, 130]). However, the authors
of this chapter are not aware of any studies which investigate the trade-off
between compression ratio, computational costs and usefulness of lossy com-
pressed data for different applications based on smart-meter data of differ-
ent temporal granularities. Further, lossy compression techniques would need
to be integrated with data-management technology. Investigating respective
techniques and validating their deployment in realistic scenarios – in particular
with regard to the trade-off mentioned – is an open research problem.
Data from smart meters belongs to the group of time-series data [86].
Besides compression via regression techniques and the actual storage of such
data, many other data-management aspects are of importance. This includes
indices and similarity-based retrieval of time series (surveys of these tech-
niques can be found in [52, 64, 134]). Such techniques are of importance for
many analytical applications that are based on such data. For example, in-
dexes and similarity search can be used to retrieve consumers with a similar
electricity demand, which is important in classification and clustering (see
Sections 7.4.3.2 and 7.4.4.1, respectively). Investigating the usage of the men-
tioned techniques from time-series analysis in the context of energy data would
be promising as they are rarely mentioned in the literature.
7.4.2 Data Preprocessing
Data preprocessing is an essential step in data-analysis projects in any
domain [30]. It deals with preparing data to be stored, processed or analyzed
and with cleaning it from unnecessary and problematic artifacts. It has been
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stated that preprocessing takes 50% to 70% of the total time of analytical
projects [30]. This certainly applies to the energy domain as well, but the
exact value is obviously highly dependent on the project and the data. In the
following, we highlight some preprocessing challenges that are specific for the
energy domain. – Many further data-quality issues as they are present in many
other domains might be important here as well (see, e.g., textbooks such as
[24, 61, 140] for further issues and techniques).
Data from smart meters frequently contains outliers. Certain outliers
rather refer to measurement errors than to real consumption, as can be seen
in the raw data visualized in Figure 7.1: The peaks roughly at 04:30 and at
10:00 happening at single seconds are caused by a malfunction of measurement
equipment. The smart meter has malfunctioned for some seconds resulting in
an accumulated consumption reported at the next measurement point. Such
outliers have to be eliminated if certain functions need to be applied after-
wards. For example, calculating the maximum consumption of uncleaned data
in Figure 7.1 would not be meaningful. Other outliers might refer to untypi-
cal events or days: Consumption patterns of energy might differ significantly
when there is, e.g., a world-cup final on TV or if a week day becomes a public
holiday. (Figure 7.2(b) illustrates that load profiles at weekdays and week-
ends are quite different.) Such exceptional consumption patterns should not
be used as a basis for predictions of ‘normal’ days, but analyzing them might
be particularly interesting if one approaches a similar special event. We elab-
orate a bit more on unsupervised learning techniques for preprocessing – in
particular cluster analysis and outlier detection – in Section 7.4.4.
Another common problem with smart meter data are timing issues: It
might happen that (i) a smart meter operating at the one-second granular-
ity produces a few measurements too much or too little during one day (or
week, month etc.) or (ii) that a meter operating at the 15-minutes granular-
ity does its measurements not exactly on the quarter hour. Both cases might
be negligible in certain situations, but need to be tackled in other situations.
While one missing second might be quite meaningless, ignoring it might be
problematic in the light of laws on weights and measurements. Billing in the
presence of dynamic energy prices (see Scenario 2) might require measure-
ments at exact points in time. If measurements are, say, five minutes delayed,
this could make significant differences (e.g., when the start of energy-intensive
processes are scheduled to start when a cheap time span starts). A possible
solution for the first problem would be to add/subtract the missing/additional
measurements to/from the neighboring ones. The second problem might be
solved using regression techniques that enable estimations of measurements
at arbitrary points in time.
7.4.3 Predictions, Forecasts and Classifications
Predictions and classifications belong to the most important data-analysis
challenges in the energy domain. This is not only true for future scenarios
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as described in Section 7.3, but is already crucial today: Predictions of con-
sumption and generation are essential for making profits at today’s energy
markets (see Section 7.2). In the following, we elaborate on time-series fore-
casting first. Then, we focus on predictions and classifications of consumers
and their behavior before we discuss time-dependent events.
7.4.3.1 Time-Series Forecasting
As mentioned beforehand, numerical predictions of time-dependent data
– also called time-series forecasting – are crucial in today’s and future energy
scenarios. In the following, we list a number of scenarios where this is the case:
• Predicting consumer demand is needed in many different scenarios:
(1) In energy trading (see Section 7.2.2), retailers are interested in pre-
dicting the demand of their customers. The more precise this prediction
is, the more energy can be bought at potentially cheaper long-term mar-
kets instead of buying it at the intra-day market or to pay for energy
balancing. Buying more ‘cheap’ energy than needed is also unprofitable,
as retailers have to pay for it even if their customers do not use it. (2) To
realize dynamic pricing (see Scenario 2), retailers need to know the pre-
dicted consumption of their customers. This is to derive the prices in
a way that the customers might shift loads to other time spans in or-
der to align consumption with previously procured energy or predicted
renewable production. (3) To avoid grid issues, balance responsible par-
ties need to plan their grid capacities based on the predicted load in
the respective areas. If predicted high loads (e.g., when charging electric
vehicles) are supposed to cause grid issues, demand-response scenar-
ios could ease the situation (see Scenarios 2 and 3). (4) Smart homes
(see Scenario 4) typically plan their energy consumption and genera-
tion in advance, requiring the predicted consumption. (5) An operator
of energy-storage facilities (see Scenario 5) needs to know the predicted
consumption in order to plan its operation accordingly. (6) Deriving
management decisions (see Scenario 6) frequently requires not only in-
formation on actual consumption, but also on the forecasts. As an ex-
ample, this allows assessing if a certain unit within an organization con-
sumes less or more than predicted.
• Predicting renewable generation is needed in exactly the same sce-
narios as predicting consumer consumption of conventional energy. This
is as generation and consumption have to be equal at all times. Thus
all mechanisms requiring predicted consumption also need to know the
predicted generation of energy.
• Predicting grid loads is important on the short run and on the long
run: Knowing the predicted grid load for certain segments for several
hours in advance is important for planning demand-response measures
(see Scenarios 2 and 3) and operating energy-storage facilities (see Sce-
nario 5). Having an estimate for the grid load in several years is impor-
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tant for electricity grid planners (i.e., the distribution system and trans-
mission system operator, see Section 7.2.1) who need “to guide their
decisions about what to build, when to build and where to build” [85].
• Predicting flexible capacities is needed in several scenarios and is
related to the prediction of consumer demand, as an energy demand
can only be shifted if it actually exists. Concretely, the requirements of
the demand-response scenarios considered in this chapter are as follows:
(1) To bid for demand shifting, a demand-side manager in the control-
signal scenario (see Scenario 3) needs to know the load-shifting potential
of its customers as precisely as possible. (2) A retailer who uses dynamic
prices (see Scenario 2) needs to estimate the number of customers who
react to price incentives, along with the respective volumes. This requires
knowing how much load can potentially be shifted.
• Predicting energy storage capacities is helpful in storage scenarios
(see Scenario 5). As storage operators typically aim to maximize profit
by means of energy trading (see Section 7.2.2), they need to know the
future capacities. This can be an input for optimization algorithms which
determine the scheduling of filling-up and emptying an energy storage.
• Predicting energy prices is certainly not easy, but there might be
some regularity in energy prices which facilitate forecasting. Concretely,
the following two directions are of interest: (1) If one knows the future
energy prices with a certain probability in energy trading (see Section
7.2.2), one can obviously make large benefits. For example, in the pres-
ence of demand response (see Scenarios 2 and 3), one can shift loads
of customers to cheaper points in time. (2) In the presence of dynamic
prices (see Scenario 2) which are not known long in advance, one can
make its own predictions of the energy price and speculatively adjust
the consumption. This could be done in particular in highly automated
smart homes (see Scenario 4).
All these scenarios are different, but they deal with the same problem
from a technical point of view: time-series forecasting. However, the different
scenarios require different data. Historical generation and consumption data
from smart meters – possibly aggregated from many of them – is the basis
for most scenarios. Other scenarios rely on historical storage capacities, data
on demand-response measures conducted in the past, energy prices or they
require external data such as weather forecasts for predicting renewable gen-
eration. In the following, we focus on predictions of consumption. The other
predictions mentioned before can be treated in a similar way with their own
specific data.
Predictions and forecasts can generally be done by learning from histor-
ical data. In the case of energy consumption, this is a promising approach,
as there are certain regularities in the data: (1) The consumption within one
day is typically similar. People get up in the morning and switch the light on,
they cook at noon and watch TV in the evening. Figure 7.2(a) illustrates two
typical demand curves during two different days, aggregated for all consumers


























































































































Figure 7.2: Typical aggregated demand curves. Data taken from [8].
in the UK. (2) The consumption at weekdays is typically similar, while it
is different at weekends and national holidays where, e.g., factories are not
running. Figure 7.2(b) describes the typical energy consumption in the course
of one week. (3) The electricity consumption in winter is different from the
summer. This is caused by differing usage of electrical light and possibly heat-
ing. Figure 7.2 illustrates this lower demand in summer as well as different
consumption patterns in winter and summer days.
The probably easiest approach for predictions of consumption is to average
the curves of a certain number of similar days in the past, which do not refer to
special events. As one example, to predict the demand of a particular Sunday,
one could average the demand from the past four Sundays where no special
events occurred. This could be improved by increasing the influence of Sundays
having a similar weather forecast.
The different approaches for time-series forecasts differ not only in the
techniques involved, but also in the time span for the predictions: Are pre-
dictions needed for the next couple of hours, for the next day, next month or
next year? In general, time-series forecast techniques can be categorized as
follows [36]:
• Auto regression is a group of techniques using mathematical models
that utilize previous values of the time series. Some of these techniques,
called moving average, rely on sliding-window approaches using histori-
cal time series. Various enhancements are used to deal, e.g., with seasonal
effects in energy data.
• Exponential-smoothing techniques are moving-average approaches,
but use a weighting with factors decaying exponentially over time.
Many of the concrete approaches for auto regression and exponential
smoothing rely on parameter estimation, for which various techniques
can be used.
• Several techniques from machine learning have as well been adapted to
time-series forecasting. This includes artificial neural networks, Bayesian
networks and support-vector machines. See, e.g., textbooks such as [24,
61, 95, 140] for descriptions of these algorithms.
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[36] is an extensive review of all the previously mentioned techniques in the
context of energy, [16] is another one. [66] particularly reviews neural-network
approaches, which can be combined with similar-day approaches mentioned
beforehand [93]. While a large number of papers focuses on predictions of
consumption of energy, many of them can be used for other predictions as
well. Besides more general reviews [16, 36, 66], [14] reviews price-forecasting
techniques in particular. Another direction of work is the forecast of wind-
power production [20, 84, 89]. The application of some of the above-mentioned
time-series forecast techniques has been investigated in this context for both
short and long-term predictions, based on data from wind-energy production
and meteorological observations.
[37] is a study on hierarchical distributed forecasting of time-series of energy
demand and supply. Such approaches tackle explicitly the huge amounts of
data that might need to be considered when making forecasts at higher levels
such as a whole country (see Section 7.4.1). Besides distributed forecasting, the
authors also deal with the important problem of forecast model maintenance
and reuse previous models and their parameter combinations [38].
Time-series forecasting seems to be quite a mature field, but it is still a
challenge for the future energy domain. It has been applied to forecasting
demand, generation and prices, but there is little literature available regard-
ing the other future-energy scenarios listed above. Particularly in the light
of dynamic pricing (see Scenario 2), other demand-response measures (e.g.,
Scenario 3), energy storage (see Scenario 5) and distributed and volatile small-
scale generation (see Section 7.1), predictions of consumer demand, grid usage
etc. become much more challenging. This is as many more factors than pure
historical time series are needed to make accurate predictions. The follow-
ing Section 7.4.3.2 sheds some light on the human factor, but many further
factors need to be integrated in an appropriate way to achieve high-quality
forecasts which are needed in the smart grid. (Many future energy scenarios
require extremely high accuracies of predictions, i.e., even small deviations
from the optimal result may cause huge costs.) This calls for more research
on the question which factors are useful in which situation and which forecast
model (or ensemble thereof) to use for which task when certain data is avail-
able. These questions can certainly not be answered in general and need to
be addressed individually. However, some guidance and experience would be
of high practical relevance for new smart-grid scenarios.
7.4.3.2 Predicting and Classifying User Behavior
Predicting and classifying users and their behavior is one of the most pop-
ular applications of data mining. This is as well the case in the energy domain.
We assemble an exemplary list of respective challenges in the following:
• Electricity retailers (see Section 7.2.1) acting in a very competitive mar-
ket want to classify customers for marketing reasons. For example,
if they would like to introduce a new tariff scheme targeting a certain
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group of consumers, say families living in apartments, they would like to
select this target group for marketing campaigns, based on the energy
consumption patterns.
• In demand-response scenarios relying on dynamic prices or control sig-
nals (see Scenarios 2 and 3), the respective parties would like to pre-
dict which consumers will participate in a certain demand-response
measure (e.g., a price incentive) and how much demand could be
shifted with this particular measure. Similar predictions are of relevance
in smart homes.
• In smart homes (see Scenario 4), user behavior classification can de-
cide whether a user will go to work, will stay at home, will use an electric
vehicle etc. This is important for scheduling the energy generation and
consumption. Similar classifications are important in the field of electric
vehicles (see the paragraph on new loads in Section 7.1 and Scenario 5).
Intelligent charging and vehicle-to-grid (V2G) mechanisms [118] need to
know, e.g., whether the user will behave as usual and will solely drive
to work and back or if the user might plan any longer or further trips.
Again, individual challenges require different data ranging from general
customer data and smart-meter readings to data describing demand-response
measures, events in a smart home and electric-vehicle usage. As prediction
and classification are very mature fields in data mining and machine learning,
a large number of potentially relevant techniques is available. This includes
decision tree classifiers, neural networks, support vector machines, näıve Bayes
classifiers and k-nearest neighbor algorithms. More information can be found
in the relevant literature, e.g., [24, 61, 95, 140]. However, such classifiers cannot
be applied directly to all kinds of relevant data in order to predict behavior. If,
e.g., sequential data of behavioral events is available, combined approaches [29]
might be needed to deal with the data. To cope with time-series data from
smart meters, aggregates have to be calculated to feed the data into stan-
dard classifiers. Alternatively, more specific time-series techniques [86] can be
applied (see Section 7.4.1), e.g., specialized time-series classification [56, 76].
A few works on classifying electricity consumers are available in the lit-
erature. [116] first uses clustering techniques to identify different groups of
customers (see Section 7.4.4.1). Then, the authors assemble feature vectors
and use a standard decision-tree classifier to learn these groups and to au-
tomatically assign new consumers to them. They assemble the features from
averaged and normalized daily load profiles of the consumers by defining a
number of aggregates. These aggregates include ratios between peak demand
and average demand, ratios of energy consumed at lunch time, at night etc.
[90] extracts its features differently. The authors use the average and the peak
demand of a consumer, as well as coefficients from time-series-forecasting tech-
niques [36]. For classification, the authors employ linear discriminate analysis.
Predicting and classifying the behavior of customers has been an important
application of data analysis in the past. Surprisingly, not so much research has
been conducted in the context of energy consumer behavior. However, as more
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market roles are arising (see Section 7.2.1) and potentially more data will be
collected, the need of such analytics will increase. Some analytic challenges can
certainly be solved by means of established techniques from data mining and
machine learning. As data might be complex and come from different sources,
there is also a need for further developing specific algorithms and to combine
different analysis techniques (see, e.g., [29]). Prediction and classification of
energy customer behavior is therefore an important field in domain-driven
data mining [28].
7.4.3.3 Predicting and Classifying Consumption Events
In future energy systems, there are a number of challenges involving pre-
diction and classification of events and consumption patterns:
• Optimized control and planning in a smart home (see Scenario 4) re-
quires the detection of load profiles and the prediction of events, together
with the respective forecasts [117, 141].
• In the smart-meter scenario (see Scenario 1), the visualization could
be enhanced by displaying not only a household’s total consumption, but
to disaggregate the load curve into the different appliances and highlight
them in the visualization. This would increase user awareness and boost
energy efficiency. Pattern-recognition algorithms can be used to identify
appliances within the households load curve [63, 87].
• Another use case for load-pattern recognition are cross-selling activ-
ities conducted by, e.g., value-added service providers. By analyzing
single appliances, special sales offers could be triggered in cases where
new energy-efficient appliances are available.
• Energy-efficiency effects become more important with the size of the
loads that are considered. Therefore, identifying consumption patterns
is of importance in complex environments as described in Scenario 6.
• Charging electric vehicles will become a major load in the electricity
grids. To illustrate, driving 10 km to work and back resembles four loads
of a washing machine. These loads need to be predicted in a reliable way
in order to allow the future energy system to make appropriate schedules
both within a smart house and in the whole electricity grid [118].
• Detection and prediction of user behavior events in electric mo-
bility (an event could be to start a certain trip) is quite complex as a
vehicle is often used by multiple persons. Such knowledge and predic-
tions are essential to facilitate smart charging of electric vehicles and
V2G (see Scenario 5).
• Massively distributed generation and new loads (see Section 7.1) can
lead to problematic grid situations. Detecting and predicting such
events is a major topic in smart grids. Chapter 8 in this book elaborates
this in a comprehensive way.
From a technical point of view, the mentioned challenges can be divided
into two parts: Prediction of events and classification of consumption pat-
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terns. Abundant research has been conducted in the field of pattern detection
from smart-meter data. This has partly been published in the privacy do-
main [96, 113] (see Section 7.4.8). Pattern detection is also a basic block for
disaggregation techniques which we describe in more detail along with the
techniques in Section 7.4.5. Early works have already shown that the elec-
tricity consumption of a whole house can be disaggregated into the major
appliances with high accuracy [49]. [108] is a survey of load profiling methods.
Event prediction has received less attention in the context of energy. While
traditional techniques like sequence mining [62] can be used in principle to pre-
dict discrete events [46], further techniques from machine learning have been
adapted recently. For instance, [124] performs event prediction in the field of
electricity consumption with neural networks and support vector machines.
To sum up, there is a huge need for the prediction of events and for classi-
fication and prediction of consumption patterns. On the one side, quite some
research has been conducted in pattern detection (classification of patterns),
partly in the context of disaggregation (see Section 7.4.5). On the other side,
techniques for predicting consumption patterns and events of user behavior
can still be improved for application in the field of future energy. As the de-
mand for accurate techniques is clearly given, respective research would be a
chance to support the developments of the smart grid significantly.
7.4.4 Detection on Unknown Patterns
In many of the described energy scenarios, data analysis is needed to detect
novel, unknown and unexpected knowledge. Such knowledge is represented by
hidden patterns describing correlation of energy measurements, groups of sim-
ilar consumers or deviating objects such as a single household with unexpected
energy consumption. In all of these cases no information is given about the
type of pattern, its characteristics and there are no example instances known
for this pattern. Thus, this unsupervised learning is clearly different from the
prediction techniques described in Section 7.4.3. In the following, we describe
pattern detection techniques focusing on clustering, outlier mining and sub-
space analysis. We will highlight the applicability of these techniques in the
energy domain. However, we will also point out open challenges not yet ad-
dressed by these data analysis paradigms.
Let us start with a brief overview of clustering applications on energy data:
• Unsupervised learning as preprocessing step. In most cases the
proposed techniques, such as clustering and outlier mining, are used as
preprocessing steps to other data-analysis tasks. For example, for predic-
tion tasks (see Section 7.4.3) it is essential to know about substructures
in the data. One can train specific classifiers for each individual cluster
of customers. In other cases one can extract novel features by cluster
analysis and use these features for prediction of unknown objects. Out-
lier analysis can be used to clean the data, it removes rare and unex-
pected objects that hinder the learning process. Pattern detection can
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assist in all of the previously mentioned scenarios (see Section 7.3) as a
data preprocessing step. However, it is also of high value for knowledge
discovery as described in the following two cases.
• Pattern detection for enhanced demand response. In demand
response (e.g., for dynamic prices in Scenario 2), one tries to match
energy production with energy consumption, which requires a deep un-
derstanding of both sides. For the generation side, one has proposed
prediction techniques that are used to forecast wind or solar energy pro-
duction (see Section 7.4.3.1). For the consumption side, besides forecasts,
one is interested in customer profiles that provide insights about their
daily behavior (see Section 7.4.3.2). As behaviors change dramatically
over time, one cannot always rely on historic data and learning algo-
rithms. Thus, unsupervised methods (e.g., clustering or outlier mining)
are means for this kind of data analysis. Clustering algorithms detect
groups of customers showing highly similar behavior, without any prior
knowledge about these groups. In particular for demand-side manage-
ment, these clusters can be used for specific strategies in each customer
group. While some customers will not be able or willing to participate in
some management actions, others will show high potential for shifting
parts of their energy consumption. It is essential to be aware of such
groupings to utilize the overall potential of demand-side management.
• Automatic smart home surveillance. As one part of smart homes
(see Scenario 4), we discussed demand response in the previous exam-
ple. However, smart homes have further potential for data analysis tasks.
Having all the energy consumption data of smart homes available, one
can design automated surveillance mechanisms assisting, e.g., elderly
people in their daily living. Energetic profiles are very detailed and re-
veal a lot of information about our daily behavior and can be used for
tracking, warning and assistance systems. For example in assisted home
living, it is crucial to know if elderly people change their daily habits.
A youngster who typically moves around and uses many electric devices
throughout the day will become highly suspicious if she or he stops this
behavior for one day. Such dramatic changes can be detected as unex-
pected patterns and used as warnings for medical or other assistance par-
ties. This example highlights the requirements for unsupervised learning
techniques. Although some patterns might be learned with supervised
techniques, most unexpected behavior will be new for the system and
hard to be learned. In particular, we observe outlier mining to be one of
the key techniques in the area of energy data analysis.
• Cluster customers for marketing reasons. Corresponding to the
case of a classification of the customers (see Section 7.4.3.2), cluster
analysis can detect the different groups of customers of an electricity
retailer. This promises interesting insights of the customer base and is
a basis for the design of tariffs.
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7.4.4.1 Clustering
Let us now abstract from these individual scenarios and discuss some well-
known techniques in pattern detection. Clustering is an unsupervised data-
mining task for grouping of objects based on their mutual similarity [61].
Algorithms can detect groups of similar objects. Thus, they separate pairs
of dissimilar objects into different groups. A large variety of approaches has
been proposed for convex clusters [43, 92], density-based clusters [48, 65] and
spectral clustering [106, 107]. Further extensions have been proposed for spe-
cific data types such as time series [76, 114]. All of these approaches differ in
their underlying cluster definitions. However, they have one major property
in common: They all output a single set of clusters, i.e., one partitioning of
the data that assigns each object to a single cluster [102].
Let us discuss this single clustering solution for customer segmentation
based on smart meter data. One has given a database of customers (objects)
that are described by a number of properties (attributes). These attributes
can be various types of information derived from smart-meter measurements
(see Scenario 1). For example, each customer has a certain set of devices. For
each device one may detect its individual energy consumption and additional
information about the time points these devices are used in the household [78]
(see Sections 7.4.3.3 and 7.4.5 for further details about the identification of de-
vices). Obviously, one can detect groups of customers owning different types of
devices. This grouping can be used to separate customers in different adver-
tisement campaigns (expensive devices, low-budget devices, energy-efficient
devices and many more). However, in contrast to this simple partitioning one
might be interested in several other groupings: Each customer is part of groups
with respect to the daily profile (early leaving, home office, part-time working),
or with respect to current living situation (single households, family without
children, with children, elderly people). This example highlights the need for
multiple clustering solutions on a single database [102]. In particular, with the
large number of attributes given, it is unclear which of them are relevant. It
is an additional challenge for data analysis to select these attributes.
Dimensionality reduction techniques have been proposed to select a set
of attributes. They tackle the ‘curse of dimensionality’ which hinders mean-
ingful clustering [25]. Irrelevant attributes obscure the cluster patterns in the
data. Global dimensionality techniques such as principle components analysis
(PCA), reduce the number of attributes [71]. However, the reduction may ob-
tain only a single clustering in the reduced space. For locally varying attribute
relevance, this means that some clusters will be missed that do not show up
in the reduced space. Moreover, dimensionality reduction techniques are un-
able to identify clusterings in different reduced spaces. Objects may be part
of distinct clusters in different data projections. Our customer segmentation
example highlights this property. Each cluster requires an individual set of
relevant dimensions.
Recent years have seen increasing research in clustering in high dimensional
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spaces. Projected clustering or subspace clustering aims at identifying the
locally relevant reduction of attributes for each cluster. In particular, subspace
clustering allows identifying several possible subspaces for any object. Thus, an
object may be part of more than one cluster in different subspaces [101, 128].
For customer segmentation based on energy profiles, several open chal-
lenges arise in the detection of object groups and the detection of relevant
attributes for each of these groups. Many private and public organizations
collect large amounts of energy measurements, however their relevance for
individual patterns is still unclear. Neither clustering on the full set of at-
tributes is a solution, nor a pre-selection of relevant attributes by dimen-
sionality reduction techniques. Costly search in all possible projections of
the data has to be performed to identify multiple clustering solutions with
respect to different attribute combinations. Thus, scalability of such data-
mining techniques will be a major challenge that has been highlighted by a
recent study [101]. As described in Section 7.4.1, smart-meter readings will
provide huge databases. Only a few publications have focused recently on such
scalability issues [34, 98, 99]. However, most subspace clustering models are
still based on inefficient processing schemes [15, 72, 100]. Further challenges
arise in the stream processing of such data [11]. It raises questions on the de-
tection of clusters, but also on their tracking over time [59, 129]. Tracking the
change of customer profiles will be an essential means for tracking the energy
demands in demand-site management systems or online adjustment of energy
prices in future energy markets.
The literature in the field of energy data analysis has focused only on
clustering similar consumers or consumption profiles, making use of similar
preprocessing techniques as in classification (see Section 7.4.3.2). Examples of
such works include [90, 116, 132]. However, they do not address the mentioned
challenges in tracing, multiple clustering solutions and local projection of data,
which leave a high potential for enhanced clustering results.
7.4.4.2 Outlier Mining
In contrast to clusters (groups of similar objects), outliers are highly de-
viating objects. Outliers can be rare, unexpected and suspicious data ob-
jects in a database. They can be detected for data cleaning, but in many
cases they provide additional and useful knowledge about the database. Thus,
pattern detection considers outliers as very valuable patterns hidden in to-
day’s data. In our previous example, suspicious customers might be detected
that deviate from the residual customers. Considering the neighboring house-
holds, one might observe very high energy consumption for heating devices.
While all other households in this neighborhood use oil or gas for heating,
the outlier is using electric heating. There have been different outlier detec-
tion paradigms proposed in the literature to detect such outliers. Techniques
range from deviation-based methods [119], distance-based methods [80] to
density-based methods [27]. For example, density-based methods compute a
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score for each object by measuring its degree of deviation with respect to a
local neighborhood. Thus, one is able to detect local density variations be-
tween low-density outliers and their high density (clustered) neighborhood.
Note that in our example the neighborhood has been literally the geographic
neighborhood of the household. However, it can be an arbitrary neighborhood
considering other attributes (e.g., similarity to other customers with respect
to the set of devices used).
Similarly to the clustering task, we observe open challenges in online
stream analysis for outlier detection [9], the detection of local outliers in sub-
space projections [12, 103] and the scalability to large and high dimensional
databases [40]. An additional challenge is the description of such outlier pat-
terns. Most approaches focus only on the detection of highly deviating objects.
Only few consider their description [18, 79]. Similar to subspace clustering, it
seems very promising to select relevant attribute combinations as descriptions.
Based on this general idea of subspace mining in arbitrary projections of the
data, several preprocessing techniques for the selection of subspaces have been
proposed [33, 74]. They try to measure the contrast between outliers and the
clustered regions of a database. A first approach proposes a selection based
on the entropy measure [33]. A subspace is selected if it has low entropy, i.e.,
if it shows a large variation in the densities. More recent approaches have fo-
cused on statistical selection of high contrast regions [74]. They compare the
deviation of densities and utilize only the most significant subspaces. Such
subspaces can be seen as the reasons for high deviation. In our example, high
contrast subspaces might be ‘energy consumption of heating devices’ and ‘age
of the refrigerator’. This combination might be characteristic for the distinc-
tion of modern vs. old households and might reveal some unexpected cases
with old refrigerators (that should be exchanged) in an energy-efficient house.
This example shows that it is important to detect these cases. However, it is
even more important to provide good explanations why these cases show high
deviation.
Looking at the future users of such outlier mining techniques in, e.g., smart
homes, we observe that most of them will be people with no background in
data analysis. This will raise new visualization and explanation requirements
for result presentation. It requires novel data-mining techniques that are able
to highlight the differences between patterns. For instance, such techniques
could reveal the reason for a high deviation of a single object or the difference
between two groups of customers. First techniques in this direction have been
proposed [22]. Given two different data sets, they try to measure the difference
and output characteristic properties to distinguish between these sets. Very
promising instantiations have been applied to emerging pattern detection or
novelty detection in the context of stream data [44].
As outlier mining is an established technique in data mining, it has been
used in quite some works in the field of energy data. To name some examples,
[90] uses outlier mining to detect abnormal energy use. [32] defines so-called
load cleansing problems for energy data and develop techniques similar to
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outlier mining. [67] presents specialized outlier detection algorithms dedicated
to power datasets collected in smart homes. All of these approaches can be
seen as first instantiations of simple outlier models. Further potential of energy
data has to be exploited by more enhanced outlier detection techniques.
7.4.5 Disaggregation
For achieving energy efficiency, deep knowledge about the distribution of
the consumed power among the devices within a facility is important (see
Scenarios 1 and 6). In practice, this is often achieved by installing metering
devices directly at single devices, which is expensive, time-consuming and
usually not exhaustive. It would be easier to derive the power distribution
from the metered data at the interface to the grid (see as well Section 7.4.3.3).
Smart metering, i.e., high-resolution metering and remote transmission
of metered data, promises to provide that deep look into the infrastructure
at all metering points. Techniques for achieving this are commonly called
non-intrusive (appliance) load monitoring (NILM, sometimes also NALM) or
disaggregation of power data. This has potential applications in achieving
better energy efficiency (see Scenarios 1 and 6) and in facilitating demand
response (see Scenarios 2 and 3) and load management (e.g., in a smart home,
see Scenario 4). Thus, the topic has sparked increased interest recently [31,
53, 55, 78, 82, 91, 142] after quite some research (including, e.g., [49, 87]) that
has been done since the first paper was published in 1992 [63].
Common smart meters in residential and industrial environments are
placed at the interface to the distribution grid. They measure the active and
reactive energy used by all the devices that are connected to the electric circuit
that originates at the meter. Additional values can be measured, such as peak
loads. Multiple meters can be installed at a single facility, which is usually
the case if separated billing of the consumed energy is required. For billing
purposes, such meters pick up the consumed energy typically in intervals of
15 minutes. However, an interface with a higher temporal resolution is usually
provided at the meter itself that can be accessed locally.
As these meters are increasingly available, it is tempting to use the metered
data for analytical purposes as well. In a residential setting, transparency of
energy consumption may lead to energy conservation (see Scenario 1). NILM
has also been proposed as a tool for verifying the effectiveness of demand-
response measures. In industrial or commercial settings, an energy audit is a
valuable tool for identifying potentials for energy efficiency (see Scenario 6).
Such audits can be executed more thoroughly the more detailed information
is available. The (temporary) installation of sub-meters is therefore commonly
practiced and could be, at least partially, substituted by NILM.
An example of real energy data available to load disaggregation is visual-
ized in Figure 7.1. If this load curve would represent what one has been doing
throughout that day, one would be able to assign labels to certain patterns in
the load curve. These labels would describe events or activities of that day.
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However, if somebody else looks at the load curve, they cannot directly infer
information about one’s daily activities. They might be able to identify cer-
tain devices, such as an oven. The lack of contextual information limits the
usage of this data. This calls for automated disaggregation and visualization
as described in Section 7.4.3.3.
The load curve of a factory or a commercial building is much more complex
than that of a household or an individual person (see Scenario 6). Many more
individuals and devices are contributing to the load curve, many of them with
individual behavior. Complex industrial processes are executed at the same
time. However, there is a lot of contextual information available that can be
used to identify individual devices and processes.
Besides the curve representing the real power over time, also values such as
reactive power, peak current and possibly other electrical features can be used.
From these time series, a lot of higher-level information can be deduced, such
as features in the frequency domain, the instantaneous admittance waveform
and more [91].
A sophisticated energy auditing system should be enabled to map process
information to load patterns. It should be able to identify recurring patterns.
It might be necessary to initialize this system with additional knowledge. Load
disaggregation should be as accurate as possible and with a tunable relation
between false positives and false negatives.
7.4.5.1 Approaches to Load Disaggregation
In the following, we will describe the fundamental problem of load disag-
gregation. Further, we will describe the fundamental approach to the problem,
and discuss some recent work. For a thorough description of historic and re-
cent work in this field, we refer to [142] and to [53] for an overview of device
characteristics that can be useful for disaggregation.
A load curve is a function L which describes the complex load (real and
reactive energy) over time. In each discrete time step t, the real energy con-
sumed by all devices ri and their respective reactive energy qi is summed up.




(ri(t), qi(t)) + (rb, qb)
Given only the resulting sum value over time, we are looking for a state
matrix which contains the state of each device at any discrete point in time.
The state spaces of the devices are independent of each other. For most practi-
cal devices, there exist several constraints on the possible states and the state
transitions that are caused by their internal electrical structure and their usage
modes. For example, all practical devices are operating between a minimum
load and a maximum load, and they have finitely many operating states.
There are two fundamental steps to be made for load disaggregation. The
first step is feature recognition, which extracts features from the observed
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meter data. The second step is the application of an optimization algorithm
that assigns values to the state matrix.
Pattern recognition is being applied to the observed values (see Section
7.4.3.3), in its simplest form to a change in the real power load. The objective
of this step is to identify a set of devices that may exhibit the observed pattern.
A näıve algorithm could map a load change to the device that exhibits the
closest step size of the observed change. An ideal algorithm would perfectly
identify the cause of an observed event as either a fluctuation not caused by a
state change, or the very device and its state change that caused the change.
However, no such perfect algorithm exists today and false positive matches
and false negatives are unavoidable.
There is a variety of features that can be used to find a valid disaggregation.
The most basic feature of a device is its load variance, which was used in [63].
Based on this feature, four classes of devices can be identified: permanent,
on-off, multi-state and variable. Permanent devices are single-state and are
consuming the same load at all times (e.g. alarming systems that are never
switched off). On-off devices have an additional off-state, where consumption
is (near-)zero. Multi-state devices have multiple operating modes, which are
usually executed in certain patterns, e.g., a washing machine has certain modes
such as heating water, pumping or spinning. Variable load devices expose
arbitrary, irregular load patterns, which may depend on their actual usage
mode. It is important to note that most practical devices cannot be fully
characterized by one of these classes alone. Usually, a device exhibits behavior
that is a complex mixture of these classes. The challenge of disaggregating
such loads is complicated by the fact that, of course, the complex load profiles
of devices are superimposed on each other, which makes an accurate, non-
ambiguous disaggregation hard to achieve.
Since basic features, which are also referred to as macroscopic, such as con-
sumption or real and reactive power, have their limitations, features on the
microscopic level have been studied in order to obtain more accurate results
(see [142]). Microscopic features refer to characteristics of the underlying elec-
trical signal, which can be measured at frequencies of at least in the kHz-range.
This allows the identification of waveform patterns and the harmonics of the
signal. Using these features yields better results than disaggregation based on
basic features alone. However, such measurements require dedicated hardware
and additional processing capacities, which limits their practical use.
The optimization step (which is a common task in data analysis, see Sec-
tion 7.4.7) tries to find an assignment to the state matrix that best matches
the observed values. This answers the question which device was active during
which period and at which power level.
A common approach to finding the state matrix is to create a hidden
Markov model (HMM) of the system [31, 78, 82]. Each device is represented
by a HMM, which is a flexible structure that can capture complex behavior.
Roughly, a sharp change in power consumption corresponds to a state change
within a device HMM. The challenge is to extract the HMM parameters from
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the observed meter data. This is often supported by a supervised training
phase where known features are being used.
7.4.5.2 Practical Applications
Accurate load disaggregation could replace sub-metering, at least for some
applications. But even with the currently available level of accuracy, useful
applications seem feasible. For example, [31] is using meter data from water
consumption to identify activities such as showering or washing. This work
improves results by evaluating the specific context in which load disaggrega-
tion is being used. Usage patterns depending on time of day, household size,
and demographics help to derive statistical information about appliance use,
such as the distribution of washing machine usage. Reportedly, it also helped
people to make decisions about more efficient resource usage, e.g. by replacing
appliances with more efficient ones.
It remains a challenge to improve the accuracy of NILM for practical ap-
plications. Many studies assume that the features of the involved devices are
known in advance. In such supervised settings, it is required to determine
the features of individual devices in a controlled environment. In contrast,
unsupervised techniques have recently been proposed [55, 78]. This class of
techniques does not rely on a given decomposition of power signals from indi-
vidual devices but instead automatically separates the different consumption
signals without training. Although unsupervised techniques seem to work in
practice, research shows that the quality drops when increasing the number
of devices [78].
The accuracy of the existing approaches has only been tested under indi-
vidual lab conditions so far. A common methodology for evaluation is missing,
for example no systematic testing on a common dataset has been performed
yet. Only recently, a set of test data has been proposed [83], which comprises
residential appliances. Similarly, test data for industrial applications are re-
quired, but are not freely available. Some notion of accuracy is usually used
to assess the quality of an approach. As discussed in [142], this might not
be the desirable measure. Thus, the authors propose to use receiver operating
characteristic (ROC) curves as a quality measure (see, e.g., [24, 61, 140]).
Notwithstanding the deficiencies of the measure itself, it is clear that none
of the existing approaches is suitable to completely substitute sub-metering
due to inaccuracy. Thus, disaggregation is not suitable for billing and other
applications that require accurate and precise measures. It is likely that sub-
metering or separate metering will be required to satisfy these demands at
least in the near future. For ‘soft’ applications like energy-efficiency auditing,
the accuracy of load disaggregation might be sufficient in many cases. However,
no evaluation in a working environment has been reported so far. Sub-metering
still is the state-of-the-art when it comes to accurate load disaggregation.
Research is still required to demonstrate NILM’s practicability as there seem
to be no reports on large-scale field tests of NILM. Furthermore, the literature
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mentioned in this section employs data at the one-second granularity or at
even finer temporal resolutions. Further research is needed to investigate if
and under which conditions disaggregation techniques can be applied to data
at coarser granularities which is frequently available in practice.
In the future, a semi-automatic approach to load disaggregation might be
practically valuable for energy audits. Graphical, interactive exploration tools
could be used to validate the automatic recognition of devices and correct
for errors. After the consumption patterns of individual devices (or classes of
devices) are identified, the next step would be to correlate these patterns with
additional data, such as operational data from production runs, working hours,
or out-of-order events. By doing so, higher accuracies could be obtained.
7.4.6 Exploration and Comparison of Energy Datasets
In the previous sections, the focus has been on automatic learning: (1) for
models in prediction tasks (Section 7.4.3), (2) extraction of unexpected and
novel patterns (Section 7.4.4) and (3) disaggregation of devices by meta data
extraction (Section 7.4.5). In contrast to these automatic techniques, many of
the energy scenarios such as Scenarios 1 and 6 require a manual exploration of
data. Users want to understand the underlying data and use data management
and analysis techniques to get an overview of their data. In many cases they
try to derive knowledge out of the data by comparing two or more different
data sets. Assisting these manual or semi-automated exploration tasks will be
the main focus in the following.
Let us give some brief examples of semi-automated and manual tasks on
energy data related to exploration and comparison:
• Exploration of energy trades. For the energy market, it is crucial to
know about the amount of trades with specific conditions. All market
participants are interested in such manual selections to understand the
market. They explore the trades with respect to some manually defined
condition. For example, how many trades have been made with solar
energy, in the last month, overall in Germany. Others might be interested
in the overall volume of energy produced in wind parks in off-shore
regions located around the coast of Denmark. A third example might
be the average capacity of energy storage facilities in Europe and how
it evolved from 2010 to 2011. All these examples are user-driven queries
on aggregated subparts of the data. Human experts design these queries
and data management techniques have to be designed for an efficient
processing.
• Comparison of different customer behaviors. Many case studies
[57] have looked at the difference in energy consumption for two or more
given databases describing the energy behavior of different customers.
One is interested in the characteristic behavior of one group of people (or
devices, facilities etc.) compared to a second group. These characteristic
differences are used to understand the customer population. In other
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cases the two contrasting data states are ‘before’ and ‘after’ an energy
saving campaign. Thus, comparison is required to measure the success
of such a campaign. For example, semi-automated techniques can derive
the reduced energy consumption for lighting and cooling devices. This
energy saving can be an important result for future campaigns and might
reveal some more potentials in energy saving.
• Manual verification of unexpected events. As discussed in Section
7.4.3, there are some rare events such as the world-cup final on TV which
effect the typical energy consumption dramatically. In simple cases, such
as the world-cup final, the understanding of this event is quite easy.
Experts will not need any assistance in the verification of this event.
However, for both energy production and energy consumption there is a
large variety of factors influencing the system. Many of the unexpected
events, e.g. the detected outliers as described in Section 7.4.4.2, or the
emerging events hindering good prediction in Section 7.4.3, will require
assistance in their verification. Providing a time stamp and the unex-
pected high energy consumption might be very limited information for
the human expert. Understanding and verifying such events means that
we have to enrich the set of information provided to the user.
7.4.6.1 Extending Data Management Techniques
We observe the efficient aggregation of energy data as one of the main tasks
for manual exploration. Abstracting from our toy example based on energy
trades, the users are interested in various aggregations of the raw production,
consumption, distribution and sales data. In general, such processing is well
known in the database community as online analytical processing (OLAP).
Based on a user-specified hypothesis, the system has to provide aggregated
information with respect to a specific set of conditions. The conditions are
described by the attributes (e.g., location, time, production type etc.) and are
structured based on a given hierarchy of granularities (e.g., weeks, months,
years etc.). Such OLAP systems have been proposed for sales analysis in retail
companies. They provide the essential means for decision making but do not
address the specific scenario of decisions based on energy data (see Scenario 6).
Essential properties of energy production, distribution and consumption
are missed by these techniques. Modern data-management techniques (see Sec-
tion 7.4.1) try to overcome these challenges. In particular, large data volumes
have to be aggregated in main memory. This processing can be assisted by
modern column-based data storage [112, 125]. In contrast to row-based data
representation, the column-based storage allows an efficient aggregation over
a single (or multiple) attribute without accessing the entire database. This
selectivity allows very efficient processing of OLAP queries. In addition, we
can utilize automated techniques such as disaggregation (see Section 7.4.5)
to enrich the set of available attributes. This results in large and high di-
mensional databases, which pose novel scalability issues to both manual (and
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semi-automated) exploration as well as to automatic data analysis. For future
energy data, we have to extend traditional OLAP and data-mining techniques
to achieve such a scalable data analysis.
Currently, most energy case studies rely on the traditional techniques in
OLAP and information management [57]. They are not able to cope with the
entire set of information available. They design their interactive exploration on
a small subset of attributes with quite rough aggregation levels (e.g., allowing
exploration of energy data only on a daily basis). Further restrictions are made
for query types and visualization methods. Overall, we consider such systems
only as first steps to future energy information systems. The state-of-the-
art has not reached the complexity of data, user exploration and interaction
required by most of the energy scenarios envisioned.
7.4.6.2 Guided Exploration to Unexpected Patterns
One major challenge of OLAP is its manual search for interesting patterns
in the data. It is highly depending on the expert using the OLAP system. If
she or he knows a lot about the energy data it will be easy to find the right
aggregation level, the appropriate set of attributes and the conditions on these
attributes. Thus, one might be able to reveal the required information out of
the huge database. However, in most cases this information is unexpected such
that even experts do not know where to search. Furthermore, if lay users are
involved in the OLAP system, they do not have any idea where to start with
the aggregation. Thus, it is very important to provide semi-automated tech-
niques that guide the user through the database to the unexpected aggregates
and the right attribute combinations.
In recent years, there have been some interesting approaches for the so-
called discovery-driven OLAP systems. They add automatic techniques to the
OLAP system, which guide the users according to unexpected data distribu-
tions [122]. Comparing the mean and variance of each column of the database,
one can simply detect unexpected cells in an OLAP cube. For example, if we
look at the energy production in each month, one could detect a high peak
in August, which deviates from the residual months due to some unexpected
high-energy production. The same statistics can be applied for all August
months over several years and highlight a specific year. This leads to a very
promising selection of attribute combinations, each with a high deviation in
their energy production. Overall, these unexpected measures can be seen as
candidates for a manual exploration. One can provide some of these attribute
combinations to the user and he or she will be able to refine these selections.
Further techniques have been proposed for guided OLAP [121, 123], they
focus more on the interaction with the users and provide additional means for
the step-by-step processing through the OLAP cube and additional descrip-
tions on the deviation of data. However, all these techniques are expensive
in terms of computation. Similar to other automatic data-analysis techniques
they do not scale to energy databases with many attributes and millions of
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measurements on the very fine-grained level. Applications of such techniques
are always limited by the efficiency, and energy data poses one of the most
problematic application areas with respect to scalability issues.
7.4.6.3 Contrast Analysis and Emerging Patterns
Another automated approach for pattern exploration is contrast analy-
sis. This technique has its focus on the extraction of descriptive, distinguish-
ing, emerging and contrasting patterns for two or more given classes in a
database [22, 44, 79]. Contrast analysis techniques provide subsets of at-
tributes (and attribute values) as contrasting patterns. For example, given
a database with more than two persons living in the same household and an-
other database of energy profiles for single households, one might be interested
in the comparison of these two groups of customers. Such automatic compari-
son can provide the characteristic differences in the behavior of people. On the
one side, these differences can be used as input to any learning task. On the
other side, it provides the essential mean for human exploration. We will focus
on the later one and highlight the technical challenges in contrast analysis.
For human exploration it is always essential to have outputs that are easy
to understand. In contrast analysis, one research direction is based on so-called
contrast sets [22]. They form characteristic attribute combinations that show
high deviation in the two databases. For example, the energy consumption
with respect to washing machines could be one of these characteristic differ-
ences between single and family households. Contrast analysis detects such
deviations and outputs a set of these contrasting properties for further inves-
tigation by the user. It is quite similar to the previous discovery-driven OLAP
techniques. However, it is based on prior knowledge about the two classes that
is not given in OLAP. Hence, it is based on some prior knowledge and provides
a specific insight to these two classes, while discovery-driven OLAP highlights
any unexpected data distribution. Further relations can be observed to sub-
space analysis (see Section 7.4.4), which is quite similar to the extraction of
influential attributes [79].
Overall, we observe a high demand for such exploration and comparison
techniques. For energy databases with many unexpected events, it is essential
to have some descriptive information about the differences to other databases
or the deviation of an object inside a database. In all of these cases, auto-
matic techniques are guidance for humans in their manual exploration. Only
the combination of manual and automatic exploration seems to be able to
reveal the hidden knowledge out of complex databases. With many of the
proposed techniques for prediction, pattern detection and disaggregation one
can perform some fully-automated data analyses. However, in most cases users
are not willing to accept these black-box techniques, in which they do not un-
derstand the derived models, patterns and separation. Furthermore, similar
to other domains such as health surveillance, we observe many regulations by
law in the energy domain. This enforces the manual verification of automati-
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cally detected patterns. Modern data-analysis techniques should be aware of
this additional requirement and provide more descriptions as outputs of their
algorithms. For example, it is more or less useless to detect unexpected energy
consumption in a single household if one has no information about why this
consumption profile is unexpected compared to other households.
7.4.7 Optimization
In the context of future energy and smart grids, there is a large number of
different optimization problems that need to be solved. As elaborating on all
these problems would be beyond the scope of this chapter, we limit ourselves
to highlight the most important problems.
Optimization problems in the field of electricity can be roughly partitioned
in the demand side and the supply side:
• On the demand side, intelligent devices (e.g., in a smart home, see
Scenario 4) need to react to dynamic prices (see Scenario 2) and optimize
their demand planning accordingly. If consumers own micro CHP units,
they have to find optimized schedules for their operation. A further
challenge is charging of electric vehicles and possibly V2G scenarios
(see Scenario 5). This is not only of importance in consumer premises,
but also in so-called smart car parks [115]. They have a particularly high
impact on the energy systems as they display high power consumption.
Disaggregation is a further technique which makes use of optimization
(see Section 7.4.5).
• On the supply side, the probably most prominent optimization prob-
lem is finding dynamic prices [70]. In scenarios with control signals,
optimization is needed to select offers from demand-side managers (see
Scenario 3). Another field where optimization is of relevance is the man-
agement of energy storages (see Scenario 5) where it needs to be decided
when to charge and when to discharge a storage.
Many of the mentioned optimization problems become quite complex. This
is in particular due to frequently many parameters to be considered:
• Planning of micro CHP units has constraints concerning their prof-
itability. This includes minimum runtime, uptime and cycle costs. Sim-
ilar constraints apply to central storages such as pumped-storage
water-power plants.
• Smart charging of electric vehicles and V2G requires to consider
user preferences (when does the car need to be charged to which level?)
and economic interests of the owner or car park operator. Furthermore,
the current situation of the grid and possibly dynamic prices are of
importance [115].
• Finding dynamic prices aims at achieving the desired profits and
realizing demand response to prevent grid issues with a low economical
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risk. Furthermore, the predicted generation and demand needs to be
taken into account (see Section 7.4.3.1), together with the predicted
willingness and ability of customers to react accordingly (see Section
7.4.3.2). Obviously, the current market prices and possibly existing long-
term contracts are further parameters.
• In control-signal scenarios, available demand-shifting offers need to
be selected, taking into account that they are cost-efficient, reliable and
located in the correct grid segments.
• In energy storages, the operator has to consider the (predicted) future
generation, demand and prices, as well as the storage-system parameters
capacity and peak power.
The result of the mentioned conditions and constraints are often high-
dimensional, multivariate optimization problems. Besides classical solving
methods [51], heuristic methods [42, 75, 88, 97] have been an important field
of research in recent years. For smart-charging scenarios for instance, multi-
objective evolutionary optimization algorithms have been investigated [115].
7.4.8 Privacy-Preserving Data Mining
As discussed in this chapter, an increasing number of actors in the lib-
eralized electricity markets (see Section 7.2.1) collect more and more data
(see Section 7.4.1) when realizing the current and future energy scenarios
(see Section 7.3). Many types of data can be mapped to real persons and
bear potential privacy risks. Smart-meter data (see Scenario 1) is probably
the most common example, but other types of data such as participation in
demand-response measures (see Scenario 3), user behavior in a smart home
(see Scenario 4) or from an electric vehicle might disclose private data as well.
As privacy is a wide field, we concentrate on illustrating the possibilities
of analyzing smart-meter data in the following. Depending on the tempo-
ral resolution of such data, different user behaviors can be derived. Having
smart-meter data at one-minute granularity for example enables identifying
most electric devices in a typical household [113]. Having data at half-second
granularity might reveal whether a cutting machine was used to cut bread or
salami [21]. Needless to say, disclosing such data would be a severe privacy
risk as one could derive precisely what a person does in which moment. Fur-
thermore, recent research suggests that it is even possible to identify which
TV program (out of a number of known programs) someone is watching using
a standard smart meter at the temporal granularity of half seconds [58]. Inter-
estingly – and maybe frighteningly – even data at the 15-minute granularity
frequently used for billing scenarios can be a privacy threat. Such data is suffi-
cient to identify which persons are at home and at what times, if they prepare
cold or warm breakfast, when they are cooking and when they watch TV or
go to bed [96]. The authors of [69] furthermore show that consumption curves
of a household are typically unique and can be used to identify a household.
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There is a bunch of work which identifies the different scenarios of privacy
risks and attacks in the field of energy – an overview can be found, e.g., in [77].
A smaller number of studies propose particular solutions, mostly for specific
problems such as billing in the presence of smart meters [68]. However, this
field is still quite young, and effective methods to provide privacy protection
are still needed, which can easily be applied in the field. Besides privacy of
consumers, such methods need to ensure that all actors in the energy market
can obtain the data they need in order to efficiently fulfill their respective role
in the current and future energy scenarios. This calls for further developments
and new techniques in the fields of security research and privacy-preserving
data mining [13, 131, 133] for which future energy systems and markets are
an important field of application.
7.5 Conclusions
The traditional energy system relying on fossil and nuclear sources is not
sustainable. The ongoing transformation to a more sustainable energy system
relying on renewable sources leads to major challenges and to a paradigm
shift from demand-driven generation to generation-driven demand. Further
influential factors in the ongoing development are liberalization and the effects
of new loads such as electric vehicles. These developments in the future energy
domain will be facilitated by a number of techniques which are frequently
referred to as the smart grid. Most of these techniques and scenarios lead
to new sources of data and to the challenge to manage and analyze them in
appropriate ways.
In this chapter we have highlighted the current developments towards a
sustainable energy system, we have given an overview on the current energy
markets, and we have described a number of future energy scenarios. Based
on these elaborations, we have derived the data-analysis challenges in detail.
In a nutshell, the conclusion is that there has been a lot of research but that
there are still many unsolved problems and the need for more data-analysis
research. Existing techniques can be applied or need to be further developed
to be used in the smart grid. Thus, the future energy domain is an important
field for applied data-analysis research and has the potential to contribute to
a sustainable development.
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[36] Lars Dannecker, Matthias Böhm, Ulrike Fischer, Frank Rosenthal, Gre-
gor Hackenbroich, and Wolfgang Lehner. State-of-the-Art Report on
Forecasting – A Survey of Forecast Models for Energy Demand and
Supply. Public Deliverable D4.1, The MIRACLE Consortium (Euro-
pean Commission Project Reference: 248195), Dresden, Germany, June
2010.
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tricity Networks for Embedding Renewables and Distributed Genera-
tion. In Negenborn et al. [105], chapter 8, pages 179–209.
[82] J. Zico Kolter and Tommi Jaakkola. Approximate Inference in Additive
Factorial HMMs with Application to Energy Disaggregation. In Int.
Conf. on Artificial Intelligence and Statistics (AISTATS), 2012.
[83] J. Zico Kolter and Matthew Johnson. REDD: A Public Data Set for
Energy Disaggregation Research. In Workshop on Data Mining Appli-
cations in Sustainability (SustKDD), 2011.
[84] Andrew Kusiak, Haiyang Zheng, and Zhe Song. Short-Term Prediction
of Wind Farm Power: A Data Mining Approach. IEEE Transactions
on Energy Conversion, 24(1):125–136, 2009.
[85] National Energy Technology Laboratory. A Vision for the Modern Grid.
In Smart Grid, chapter 11, pages 283–293. The Capitol Net Inc., 2007.
[86] Mark Last, Abraham Kandel, and Horst Bunke, editors. Data Mining
in Time Series Databases, volume 57 of Series in Machine Perception
and Artificial Intelligence. World Scientific, 2004.
[87] Christopher Laughman, Kwangduk Lee, Robert Cox, Steven Shaw,
Steven Leeb, Les Norford, and Peter Armstrong. Power Signature
Analysis. Power and Energy Magazine, 1(2):56–63, 2003.
[88] Yiu-Wing Leung and Yuping Wang. An Orthogonal Genetic Algorithm
with Quantization for Global Numerical Optimization. IEEE Transac-
tions on Evolutionary Computation, 5(1):41–53, 2001.
[89] Shuhui Li, Donald C. Wunsch, Edgar O’Hair, and Michael G. Giessel-
mann. Comparative Analysis of Regression and Artificial Neural Net-
work Models for Wind Turbine Power Curve Estimation. Journal of
Solar Energy Engineering, 123(4):327–332, 2001.
[90] Xiaoli Li, Chris P. Bowers, and Thorsten Schnier. Classification of En-
ergy Consumption in Buildings With Outlier Detection. IEEE Trans-
actions on Industrial Electronics, 57(11):3639–3644, 2010.
[91] Jian Liang, Simon K.K. Ng, Gail Kendall, and John W.M. Cheng. Load
Signature Study – Part I: Basic Concept, Structure, and Methodology.
IEEE Transactions on Power Delivery, 25(2):551–560, 2010.
[92] J. MacQueen. Some Methods for Classification and Analysis of Multi-
variate Observations. In Berkeley Symposium on Mathematical Statistics
and Probability, 1967.
Data Analysis Challenges in the Future Energy Domain 51
[93] Paras Mandal, Tomonobu Senjyu, Naomitsu Urasaki, and Toshihisa
Funabashi. A Neural Network based Several-Hour-Ahead Electric Load
Forecasting using Similar Days Approach. International Journal of Elec-
trical Power and Energy Systems, 28(6):367–373, 2006.
[94] Friedemann Mattern, Thorsten Staake, and Markus Weiss. ICT for
Green: How Computers Can Help Us to Conserve Energy. In Int. Conf.
on Energy-Efficient Computing and Networking (E-Energy), 2010.
[95] Tom Mitchell. Machine Learning. McGraw Hill, 1997.
[96] Andrés Molina-Markham, Prashant Shenoy, Kevin Fu, Emmanuel Cec-
chet, and David Irwin. Private Memoirs of a Smart Meter. In Work-
shop on Embedded Sensing Systems for Energy-Efficiency in Building
(BuildSys), 2010.
[97] Sanaz Mostaghim and Jürgen Teich. Strategies for finding good local
guides in multi-objective particle swarm optimization (MOPSO). In
Swarm Intelligence Symposium (SIS), 2003.
[98] Emmanuel Müller, Ira Assent, Stephan Günnemann, and Thomas Seidl.
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