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iAbstract
In the simulation of complicated physical phenomena, errors due to mathematical modelling and
numerical discretization arise. A priori and a posteriori estimates for numerical discretization errors
are well studied, while modelling errors are a topic of vivid research. A recent, useful development
are functional a posteriori error majorants, which are of importance for the reliability of the solution.
In this thesis, we consider the development of an a posteriori error estimate for the modelling and
discretization error for periodic structures as they appear, e.g., in the design of composite materials,
where the behaviour is modelled by homogenization. Further, an adaptive algorithm which controls
both error terms is developed.
Homogenization theory is well developed in the literature and was originally introduced for the
study of composite material. Such type of materials consist of a main homogeneous material, with
small heterogeneities, that can be modelled as a periodic structure. To solve a boundary value
problem on a periodic structure, one has to resolve the small heterogeneities, which is numerically not
feasible. Therefore, by thinking of two scales, one solves microscopic cell problems and a macroscopic
homogenized problem. With this knowledge, we can construct a two scale approximation of the
original problem.
This fully discrete solution is not a Galerkin approximation of the original boundary value pro-
blem. Hence, for developing a posteriori error estimates, majorants of functional type are a suitable
approach. We present a fully computable total error majorant, consisting of the majorant for the
cell problems, the majorant for the homogenized problem and a third term related to the two scale
approximation error. The knowledge of these different error contributions allows us to develop an
error estimation strategy. Moreover, we study a suitable gradient recovery procedure, as it is needed
for the majorants.
In the numerical experiments, we discuss the efficiency of the gradient recovery procedure and the
sharpness of the majorants. The behaviour of the total error and majorant depending on the different
scales is interesting to observe.

iii
Zusammenfassung
Bei der Simulation von komplizierten physikalischen Pha¨nomenen treten Fehler sowohl durch ma-
thematische Modellierung als auch durch numerische Diskretisierung auf. Wa¨hrend a priori und a
posteriori Abscha¨tzungen fu¨r numerische Diskretisierungsfehler weit entwickelt sind, wurden Mo-
dellierungsfehler erst in den letzten Jahren untersucht. Eine neue Entwicklung stellen dabei funk-
tionale a posteriori Fehlermajoranten dar, welche von grosser Bedeutung fu¨r die Zuverla¨ssigkeit der
Lo¨sung sind. Diese Doktorarbeit behandelt die Entwicklung von a posteriori Fehlerscha¨tzern fu¨r
Modellierungs- und Diskretisierungsfehler periodischer Strukturen, wie sie z.B. in der Entwicklung
von Verbundwerkstoffen auftauchen, wobei das Verhalten mittels Homogenisierung modelliert wird.
Zudem wird ein adaptiver Algorithmus entwickelt, welcher die beiden Fehlerterme kontrolliert.
Homogenisierung ist in der Literatur ausfu¨hrlich behandelt und wurde urspru¨nglich fu¨r die Entwick-
lung von heterogenen Materialien eingefu¨hrt. Materialien dieser Art bestehen aus einer homogenen
Grundsubstanz, mit kleinen heterogenen Komponenten, welche als periodische Struktur modelliert
werden ko¨nnen. Um ein Randwertproblem auf einer periodischen Struktur zu lo¨sen, muss man die
kleinen heterogenen Strukturen auflo¨sen, was numerisch zu aufwa¨ndig ist. Deshalb arbeitet man
mit einem Zwei-Skalen-Modell und lo¨st ein mikroskopisches Zellenproblem und ein makroskopisches
homogenisiertes Problem. Mit diesem Wissen ko¨nnen wir eine Zwei-Skalen-Approximation des ur-
spru¨nglichen Problems konstruieren.
Diese volldiskrete Lo¨sung ist keine Galerkin Approximation des urspru¨nglichen Randwertproblems.
Folglich sind fu¨r die Entwicklung von a posteriori Fehlerscha¨tzern Majoranten von funktionalem Typ
der geeignete Ansatz, im Gegensatz zu residualen Fehlerscha¨tzern. Wir pra¨sentieren eine berechenba-
re Gesamtfehlermajorante, welche aus der Majorante des Zellenproblems, der Majorante des homoge-
nisierten Problems und einem dritten Term besteht, welcher dem Zwei-Skalen-Approximationsfehler
entspricht. Die Kenntnis dieser drei unterschiedlichen Fehlerquellen erlaubt uns die Entwicklung
einer adaptiven Fehlerabscha¨tzungsstrategie. Zudem untersuchen wir ein passendes Gradienten-
Gla¨ttungsverfahren, da dieses fu¨r die Majoranten beno¨tigt wird.
In den numerischen Experimenten diskutieren wir die Effizienz des Gradienten-Gla¨ttungsverfahrens
und die Genauigkeit der Majorante. Zudem werden wir das Verhalten des Gesamtfehlers und der
Gesamtfehlermajorante fu¨r verschiedene Skalen untersuchen.
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11 Introduction
In this thesis, we discuss the homogenization of an elliptic boundary value problem within a periodic
structure. Thus, we have a basic cell with microscopic scale y = x
ε
and the domain Ω then consists
of those repeated and scaled cells with macroscopic variable x. In this setting, the coefficients are
periodic and possess further properties, explained later on. For f ∈ L2(Ω), we consider the elliptic
partial differential equation of second order
−div (Aε∇uε) + ⟨bε,∇uε⟩ + cεuε = f in Ω,
with Dirichlet boundary condition uε = g on Γ = ∂Ω, g ∈ L2(Γ).
For ε > 0 very small, the coefficients Aε, bε and cε are rapidly oscillating functions. In the process
of finite element discretization, we only get accurate approximations if the mesh size is much smaller
than ε, i.e., resolves the oscillations. This problem can be significantly reduced with a two scale
approximation
u1ε(x) = u0(x) − ε d∑
j=1 N̂j(y)∂xju0(x).
u0 is the solution of a homogenized problem on the domain Ω, independent of ε, with the same
right-hand side and boundary condition as uε and with constant coefficients, i.e., it captures the
macroscopic behaviour. N̂j , for j = 1, . . . , d, is the solution of a periodic boundary value problem
on the reference cell, with a special right-hand side, i.e., it captures the microscopic behaviour. A
priori, one can show the error estimate
∥uε − u1ε∥H1(Ω) ≤ cε 12 ,
under certain regularity assumptions. Homogenization theory for elliptic partial differential equa-
tions is well studied in the literature, see, e.g., [13], [22] and [8].
For the development of a posteriori error estimates, we consider majorants of functional type in-
troduced by [26] and [24]. The advantage of this approach is that no extra regularity or Galerkin
orthogonality is required and the majorants do not contain mesh-dependent constants. The goal is
to find an error estimator ∥∇ (uε − u1ε)∥Aε ≤Mtot,
that is fully computable and gives a guaranteed upper bound. Furthermore, the total error majorant
should take into account the error of the cell problems, the error of the homogenized problem and
the error due to homogenization.
In [27], a posteriori error majorants are derived for the error purely related to homogenization,
i.e., without considering approximation errors of the homogenized and the cell problems. In [28],
combined a posteriori modelling/discretization errors are discussed purely related to variable coef-
ficients, without considering the case of periodic coefficients. Alternative approaches include, e.g.,
the a posteriori estimate of residual type for the heterogeneous multiscale discretizations, cf. [2].
The structure of this thesis is as follows. In Chapter 2, we discuss the variational formulation of a
general linear elliptic partial differential equation and study the existence and uniqueness for different
boundary conditions, in particular periodic problems. Further, we state fundamental results from
the finite element method. Then, we introduce a posteriori error estimates of functional type and
the gradient recovery procedure, which is used as a first approximation to compute the majorant.
In Chapter 3, we investigate the theory of homogenization, where we consider the two scale ap-
proach. Moreover, we discuss a priori error estimates and study the properties of the homogenized
coefficients.
In Chapter 4, we develop the a posteriori error estimate of the two scale approximation. This
includes the study of the majorants for the cell and homogenized problems and results in a total
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error majorant. First, this is done only with a diffusion matrix, finally, an error estimate for a
general reaction-convection-diffusion problem is derived.
In Chapter 5, we explain the implementation procedure. This contains the mesh refinement, assem-
bling of the system matrix and the right-hand side, solving the linear system and further details
for special cases. Moreover, we describe the implementation of a general majorant and the gradient
recovery procedure. Finally, we mention how to build the two scale approximation.
In Chapter 6, we present several numerical experiments on the choice of parameters and the be-
haviour of the majorants is shown. Then, we apply the total error majorant to two different ho-
mogenization problems.
Finally, we draw the conclusion of this thesis in Chapter 7.
In Appendix A, we give further details about important inequalities and Sobolev spaces.
32 Elliptic Partial Differential Equations
In this chapter we will state important results from the theory of elliptic partial differential equa-
tions, as explained in detail, e.g., in [9], [21] and [12]. In particular, we will give the general problem
formulation and existence and uniqueness results for different boundary conditions, which we will
use in subsequent chapters. Further, we discuss the finite element method and a priori error esti-
mates. Then, we introduce a posteriori error estimates of functional type and the gradient recovery
procedure, which will be developed further in Chapter 4.
2.1 Variational Formulation
Let Ω ⊂ Rd be an open, bounded domain with Lipschitz boundary Γ ∶= ∂Ω. We consider general
linear elliptic partial differential equations of second order in d variables x = (x1, x2, . . . , xd). The
classical formulation of this problem states: Find u ∈ C2 (Ω) ∩C0 (Ω) such that
−div (A (x)∇u (x)) + ⟨b (x) ,∇u (x)⟩ + c (x)u (x) = f (x) for x ∈ Ω,
u (x) = 0 for x ∈ Γ. (2.1)
The following conditions have to be satisfied: f ∈ C0 (Ω), A ∈ C1 (Ω,Rd×dsym), b ∈ C0 (Ω,Rd) and
c ∈ C0 (Ω,R≥0). Further, A is uniformly elliptic, i.e., the minimum and maximum eigenvalues
λ(x), Λ(x) of A(x), fulfil
0 < λ (x) ∥ξ∥22 ≤ ⟨A (x) ξ, ξ⟩ ≤ Λ (x) ∥ξ∥22 , ∀ξ ∈ Rd/{0}. (2.2)
The boundary condition u = 0 on Γ is called homogeneous Dirichlet boundary condition; we will
consider more general boundary conditions in the next section.
By multiplying the first equation of problem (2.1) with an arbitrary function v ∈ C∞0 (Ω) and building
the L2-scalar product we get:
(−div (A∇u) + ⟨b,∇u⟩ + cu, v)L2(Ω) = ∫
Ω
⟨A∇u,∇v⟩ − ∫
Γ
⟨A∇u,n⟩ v + ∫ (⟨b,∇u⟩ v + cuv)= (f, v)L2(Ω) ,
where we used identity (A.4) and the Gaussian Integral Theorem A.1. Since v ∈ C∞0 (Ω), the
boundary integral vanishes. Moreover, we know that C∞0 (Ω) is dense in H10(Ω), thus we can state
the variational formulation: Find u ∈H10(Ω) such that
∫
Ω
(⟨A∇u,∇v⟩ + ⟨b,∇u⟩ v + cuv) = ∫
Ω
fv, ∀v ∈H10(Ω). (2.3)
We call u ∈ H10(Ω) that fulfils (2.3) a weak solution. For the variational formulation the following
weaker conditions have to be satisfied:
f ∈ L2 (Ω) , A ∈ L∞ (Ω,Rd×dsym) , b ∈ L∞ (Ω,Rd) and c ∈ L∞ (Ω,R≥0) . (2.4)
We assume A to be uniformly elliptic.
The variational formulation of the boundary value problem can be generalized in the following way:
Definition 2.1 (Bounded and elliptic bilinear form). Let H be a Hilbert space. The bilinear
form a ∶H ×H → R is called bounded (or continuous), if there exists a constant αcont such that∣a(u, v)∣ ≤ αcont∥u∥H∥v∥H , ∀u, v ∈H, (2.5)
and H-elliptic, if there exists a constant αell > 0 such that
a(u,u) ≥ αell∥u∥2H , ∀u ∈H. (2.6)
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Theorem 2.2 (Lax-Milgram). Let a be a bounded, H-elliptic bilinear form on H and l ∶ H → R
a linear form. Then, the variational formulation: find u ∈H such that
a(u, v) = l(v), ∀v ∈H,
has a unique solution. Moreover, it holds
∥u∥H ≤ 1αell ∥l∥H′ .
For the variational formulation (2.3) it is clear that we have the bilinear form
a(u, v) ∶= ∫
Ω
(⟨A∇u,∇v⟩ + ⟨b,∇u⟩ v + cuv) (2.7)
and the linear form
l(v) ∶= ∫
Ω
fv. (2.8)
To ensure a unique solution for different boundary conditions, we have to verify the conditions of
the Lax-Milgram Theorem 2.2 in each case, which will be subject of the next section.
Note that we consider only real-valued function spaces, hence we always treat real-valued bilinear
and linear forms.
2.2 Boundary Conditions
Below we will study the following boundary conditions:
a) Homogeneous Dirichlet boundary condition u = 0 on Γ, in Subsection 2.2.1.
b) Inhomogeneous Dirichlet boundary condition u = g on Γ, in Subsection 2.2.1.
c) Neumann boundary condition ⟨A∇u,n⟩ = g on Γ, in Subsection 2.2.2.
d) Periodic boundary condition u Π̂-periodic, in Subsection 2.2.3.
The periodic boundary condition plays an essential role in the homogenization theory as examined
in Chapter 3. In this section, we will always assume that (2.4) holds.
2.2.1 Dirichlet Boundary Condition
For the homogeneous Dirichlet boundary condition, i.e. u = 0 on Γ, we have already derived the
bilinear form (2.7) and the linear form (2.8). Now, we prove the unique solvability:
Proposition 2.3. Assume that (2.4) is fulfilled, A satisfies (2.2), div b ∈ L∞ (Ω,R) and − 1
2
div b+
c ≥ 0. Then, the homogeneous Dirichlet problem with variational formulation (2.3) has a unique
weak solution.
Proof. In order to prove the statement, we have to verify the conditions of the Lax-Milgram Theorem
2.2. In this case we consider H ∶=H10(Ω).
With the Cauchy-Schwarz inequality it follows that the bilinear form is bounded:
∣a(u, v)∣ = ∣∫
Ω
(⟨A∇u,∇v⟩ + ⟨b,∇u⟩ v + cuv)∣
≤ ∥A∥L∞(Ω)∥∇u∥L2(Ω)∥∇v∥L2(Ω) + ∥b∥L∞(Ω)∥∇u∥L2(Ω)∥v∥L2(Ω) + ∥c∥L∞(Ω)∥u∥L2(Ω)∥v∥L2(Ω)≤ Λ∣u∣H1(Ω)∣v∣H1(Ω) + ∥c∥L∞(Ω)∥u∥L2(Ω)∥v∥L2(Ω) + ∥b∥L∞(Ω)∥u∥H1(Ω)∥v∥H1(Ω)≤ (max{Λ, ∥c∥L∞(Ω)} + ∥b∥L∞(Ω)) ∥u∥H1(Ω)∥v∥H1(Ω).
2.2. Boundary Conditions 5
Further, the bilinear form is H10(Ω)-elliptic: First, with identity (A.4) and the Gaussian Integral
Theorem A.1, we prove the following equality for u ∈H10(Ω):
∫
Ω
⟨b, u∇u⟩ = ∫
Ω
1
2
⟨b,∇u2⟩
= ∫
Ω
1
2
div (bu2) − ∫
Ω
1
2
div (b)u2
= 1
2
∫
Γ
⟨bu2,n⟩ ds − ∫
Ω
1
2
div (b)u2
= −∫
Ω
1
2
div (b)u2.
Then, it follows
a(u,u) = ∫
Ω
(⟨A∇u,∇u⟩ + ⟨b,∇u⟩u + cu2)
≥ λ∥∇u∥2L2(Ω) + ∫
Ω
(c − 1
2
div (b))u2
≥ λ∣u∣2H1(Ω)≥ λ 1
1 +C2FΩ ∥u∥2H1(Ω),
where we used c − 1
2
div (b) ≥ 0 and Friedrichs inequality (see Section A.3).
Finally, l is a linear form l ∶H1(Ω)→ R:
∣l(v)∣ = ∣∫
Ω
fv∣ ≤ ∥f∥L2(Ω)∥v∥L2(Ω) ≤ ∥f∥L2(Ω)∥v∥H1(Ω).
Thus, we can apply the Lax-Milgram Theorem 2.2, which gives us existence and uniqueness of the
solution.
The inhomogeneous case, for u = g on Γ, can be treated as follows. First, note that with the Trace
Theorem A.23 the restriction u∣Γ of u ∈ H1(Ω) is in H1/2(Γ). Thus, there exists a trace lifting
ug ∈H1(Ω) such that ug ∣Γ = g. With u ∶= u0 + ug we want to find u0 ∈H10(Ω) such that
a(u0, v) = l(v) − a(ug, v), ∀v ∈H10(Ω).
Proposition 2.3 is still valid, since the bilinear form is bounded.
2.2.2 Neumann Boundary Condition
For the Neumann boundary condition, ⟨A∇u,n⟩ = g on Γ for g ∈ L2(Γ), the bilinear form is the
same as (2.7). The linear form is different, since the boundary integral ∫Γ ⟨A∇u,n⟩ v ds does not
vanish:
l(v) ∶= ∫
Ω
fv + ∫
Γ
gv. (2.9)
The variational formulation in this case states: Find u ∈H1(Ω) such that
∫
Ω
(⟨A∇u,∇v⟩ + ⟨b,∇u⟩ v + cuv) = ∫
Ω
fv + ∫
Γ
gv, ∀v ∈H1(Ω). (2.10)
The following proposition gives the unique solvability:
Proposition 2.4. Assume that (2.4) is fulfilled, A satisfies (2.2), div b ∈ L∞ (Ω,R) and − 1
2
div b+
c ≥ δ0 > 0. Further, assume that ⟨b,n⟩ ≥ 0 on Γ. Then, the Neumann problem with variational
formulation (2.10) has a unique weak solution.
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Proof. We proceed as before in the Dirichlet case and consider H ∶= H1(Ω). The proof of the
boundedness of the bilinear form does not change.
Since we assumed ⟨b,n⟩ ≥ 0 on Γ, we have the following inequality for u ∈H1(Ω):
∫
Ω
⟨b, u∇u⟩ = 1
2
∫
Γ
⟨b,n⟩u2 ds − ∫
Ω
1
2
div (b)u2
≥ −∫
Ω
1
2
div (b)u2
Then, the H1-ellipticity of the bilinear form follows:
a(u,u) ≥ λ∣u∣2H1(Ω) + ∫
Ω
(c − 1
2
div (b))u2
≥ λ∣u∣2H1(Ω) + δ0∥u∥2L2(Ω)≥ min{λ, δ0} ∥u∥2H1(Ω)
Finally, l is a linear form l ∶H1(Ω)→ R:
∣l(v)∣ = ∣∫
Ω
fv + ∫
Γ
gv∣
≤ ∥f∥L2(Ω)∥v∥L2(Ω) + ∥g∥L2(Γ)∥v∥L2(Γ)≤ (∥f∥L2(Ω) +CTΓ∥g∥L2(Γ)) ∥v∥H1(Ω),
where we used the trace inequality (see Section A.3).
Thus, we can apply the Lax-Milgram Theorem 2.2, which gives us existence and uniqueness of the
solution.
We further want to consider the case c = 0 and b = 0; in this setting we have to be a bit more
careful. The bilinear form states
a(u, v) ∶= ∫
Ω
⟨A∇u,∇v⟩ (2.11)
and we still have the linear form (2.9). The variational formulation is: find u ∈H1(Ω) such that
∫
Ω
⟨A∇u,∇v⟩ = ∫
Ω
fv + ∫
Γ
gv, ∀v ∈H1(Ω). (2.12)
In this case, the bilinear form is no longer H1-elliptic, therefore the Lax-Milgram Theorem is not
applicable for H =H1(Ω). Moreover, the solution of the variational problem (2.12) is only unique up
to an additive constant. The appropriate space therefore is the following quotient space (see [13]):
Definition 2.5. The quotient space
W (Ω) =H1(Ω)/R
is defined as the space of equivalence classes with respect to the relation
u ≃ v ⇐⇒ u − v is a constant ∀u, v ∈H1(Ω).
We denote by u˙ the class of equivalence represented by u.
Proposition 2.6. Suppose that Ω is a domain. The following quantity
∥u˙∥W (Ω) ∶= ∥∇u∥L2(Ω), ∀u ∈ u˙, u˙ ∈W (Ω),
defines a norm on W (Ω) and W (Ω) becomes a Banach space. Moreover, W (Ω) is a Hilbert space
with the scalar product
(v,w)W (Ω) = (∇v,∇w)L2(Ω) , ∀v,w ∈W (Ω).
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Proof. From ∥∇u∥L2(Ω) = 0,
it follows
u = constant, i.e. u˙ ≃ 0,
meaning that u ∈ 0˙, which is sufficient for the proof. The completeness of W (Ω) is inherited by
H1(Ω).
To get existence and uniqueness for the variational formulation: find u˙ ∈W (Ω) such that
∫
Ω
⟨A∇u,∇v⟩ = ∫
Ω
fv + ∫
Γ
gv, ∀v ∈ v˙, v˙ ∈W (Ω) and ∀u ∈ u˙, (2.13)
we have to assume a compatibility condition
∫
Ω
f dx + ∫
Γ
g ds = 0, (2.14)
which will become clear in the proof of the next proposition.
Further, we can choose a representative element of the class of equivalence of u˙ ∈ W (Ω) by fixing
the constant mentioned before (see [13]). In particular, we can identify W (Ω) with the space
V (Ω) ∶= {v ∈H1(Ω)∣∫
Ω
v dx = 0} . (2.15)
Therefore, the variational formulation in this case states: Find u ∈ V (Ω) such that
∫
Ω
⟨A∇u,∇v⟩ = ∫
Ω
fv + ∫
Γ
gv, ∀v ∈ V (Ω), (2.16)
where the compatibility condition (2.14) has to be satisfied.
Proposition 2.7. Assume that (2.4) is fulfilled, A satisfies (2.2) and g ∈ L2(Γ). Further, assume
that the compatibility condition (2.14) is fulfilled. Then, the Neumann problem with variational
formulation (2.16) has a unique weak solution u ∈ V (Ω).
Proof. Consider H ∶= V (Ω). Since the space W (Ω) can be identified with V (Ω), we verify the
conditions of the bilinear form with respect to W (Ω). The boundedness and the W (Ω)-ellipticity
of the bilinear form can be verified immediately:∣a(u˙, v˙)∣ ≤ Λ∥∇u∥L2(Ω)∥∇v∥L2(Ω) = Λ∥u˙∥W (Ω)∥v˙∥W (Ω), ∀u ∈ u˙,∀v ∈ v˙,
a(u˙, v˙) ≥ λ∥∇u∥2L2(Ω) = λ∥u˙∥2W (Ω), ∀u ∈ u˙.
For the linear form we have to check that it is well defined on W (Ω). Consider v,w ∈ v˙ for v˙ ∈W (Ω),
i.e., v ≃ w and thus v −w = C for some constant C. Then, we have by linearity
l(v) − l(w) = ∫
Ω
f(v −w) + ∫
Γ
g(v −w) = C (∫
Ω
f + ∫
Γ
g) .
With the compatibility condition it follows:
l(v) = l(w) ⇐⇒ v ≃ w,
i.e., the linear form is well defined on W (Ω).
We proceed by considering V (Ω), therefore we have the Poincare´ inequality∥v∥L2(Ω) ≤ CPΩ∥∇v∥L2(Ω),
for v ∈ V (Ω), see also Section A.3. Hence, it follows∣l(v)∣ ≤ ∥f∥L2(Ω)∥v∥L2(Ω) + ∥g∥L2(Γ)∥v∥L2(Γ) ≤ (CPΩ∥f∥L2(Ω) +CTΓ∥g∥L2(Γ)) ∥∇v∥L2(Ω)
and we can again apply the Lax-Milgram Theorem 2.2, which gives us existence and uniqueness of
the solution.
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In order to solve the Neumann problem for c = 0 numerically, we have to perform some further
manipulations on the variational formulation (2.16). Consider the idea of [33], where an equivalent
saddle point formulation is used, combined with a Lagrange multiplier λ ∈ R. We obtain a new
variational formulation: Find u ∈H1(Ω) and λ ∈ R such that
a(u, v) + λ∫
Ω
v dx = l(v)
∫
Ω
udx = 0, (2.17)
for all v ∈H1(Ω). In this formulation the condition that fixes the additive constant is considered as
side condition. To get a more suitable version for implementation, we continue as in [33] and apply
the test function v ≡ 1 to the first equation of (2.17), then we get
a(u,1) + λ∣Ω∣ = l(1).
Since c = 0 and since the compatibility condition holds, it follows a(u,1) = 0 and l(1) = 0 and
therefore λ = 0. Hence, we can subtract λ from the second equation of (2.17), which leads to
λ = ∫
Ω
udx.
Finally, we substitute the value of the Lagrange multiplier in the saddle point problem and get the
following variational problem: Find u ∈H1(Ω) such that
a(u, v) + ∫
Ω
udx∫
Ω
v dx = l(v), ∀v ∈H1(Ω). (2.18)
This is the formulation we consider for numerical treatments and the following proposition shows
that it is equivalent to the variational problem (2.16).
Proposition 2.8. Assume that (2.4) is fulfilled, A satisfies (2.2) and g ∈ L2(Γ). Then, the Neu-
mann problem with variational formulation (2.18) has a unique weak solution u ∈H1(Ω).
Further, assume that the compatibility condition (2.14) is satisfied. Then, the variational problem
(2.16) is equivalent to the modified variational problem (2.18).
Proof. Consider H =H1(Ω). The modified bilinear form is bounded:
∣a(u, v)∣ = ∣∫
Ω
⟨A∇u,∇v⟩ + ∫
Ω
u∫
Ω
v ∣
≤ Λ∥∇u∥L2(Ω)∥∇v∥L2(Ω) + ∣∫
Ω
u ∣ ∣∫
Ω
v ∣
≤ Λ∥∇u∥L2(Ω)∥∇v∥L2(Ω) + ∣Ω∣ ∥u∥L2(Ω)∥v∥L2(Ω)≤ max{Λ, ∣Ω∣}∥u∥H1(Ω)∥v∥H1(Ω).
The modified bilinear form is H1(Ω)-elliptic:
a(u,u) ≥ λ∥∇u∥2L2(Ω) + (∫
Ω
u)2
≥ min{λ,1}(∥∇u∥2L2(Ω) + (∫
Ω
u)2)
≥ min{λ,1} 1
1 +C2PΩ ∥u∥H1(Ω),
where we used the Poincare´ inequality (see Section A.3). Since the linear form did not change, we
have again existence and uniqueness.
Consider the solution u ∈H1(Ω) of problem (2.18), then the equation
a(u, v) + ∫
Ω
udx∫
Ω
v dx = l(v)
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holds for all v ∈H1(Ω). If it holds u ∈ V (Ω), then it follows immediately that u solves:
a(u, v) = l(v), ∀v ∈ V (Ω),
which is the variational formulation (2.16).
We can see that u actually lies in V (Ω) by appending the constant value v ≡ 1 to (2.18):
∣Ω∣∫
Ω
udx = ∫
Ω
f dx + ∫
Γ
g ds = 0,
since the compatibility condition was assumed.
Further, the other direction is obvious from the derivation of (2.18).
We can also consider mixed Dirichlet and Neumann boundary conditions. In this case, assume
Γ = ΓD ∪ ΓN with ∣ΓD ∣ > 0 and ΓD ∩ ΓN = ∅. Then, u = gD on ΓD, with gD ∈ H1(Ω) and⟨A∇u,n⟩ = gN on ΓN for gN ∈ L2(ΓN). The propositions for the Neumann boundary condition are
still valid, where the assumptions are restricted to ΓN .
2.2.3 Periodic Boundary Condition
Concerning homogenization problems, periodic functions and periodic coefficients arise. Hence, we
have to study so called cell problems and the corresponding Sobolev space.
By Π̂ we denote a reference cell in Rd, i.e.,
Π̂ = (0, l1) × ⋅ ⋅ ⋅ × (0, ld) ,
where l1, . . . , ld are positive numbers. A function f , defined a.e. on Rd, is called Π̂-periodic if and
only if
f (x + kliei) = f(x) a.e. on Rd, (2.19)
for any k ∈ Z and i ∈ {1, . . . , d}, where {e1, . . . ,ed} is the canonical basis of Rd.
We denote by H1per (Π̂) the closure of C∞per (Π̂) for the H1-norm, where C∞per (Π̂) is the subset of
C∞ (Rd) of Π̂-periodic functions.
Definition 2.9 (Mean value). The mean value of a function φ ∈ L1(Ω) over Ω is defined by
⟨φ⟩Ω = 1∣Ω∣ ∫Ω φ(x)dx.
For functions in H1(Ω) and with the notion of the mean value, one can prove the Poincare´-Wirtinger
inequality (see Theorem A.30) similar to the Poincare´ inequality.
For further details about periodic function spaces and the following propositions we refer to [13,
Chapters 2,3,4].
Proposition 2.10. Let u ∈H1per (Π̂). Then, u has the same trace on the opposite faces of Π̂.
The proof uses arguments from the proof of the Trace Theorem and the definition of H1per, see [13].
In the following, we assume
f ∈ L2 (Π̂) , A = (ai,j)di,j=1 ∈ L∞ (Π̂,Rd×dsym) (2.20)
and ai,j are Π̂-periodic for i, j = 1, . . . , d. We consider the problem
−div (A∇u) = f in Π̂,
u Π̂-periodic.
(2.21)
Hence, we consider the bilinear form (2.11) and the linear form (2.8). A natural space for this
problem is Wper (Π̂), defined in the spirit of Definition 2.5:
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Definition 2.11. The quotient space
Wper (Π̂) =H1per (Π̂) /R
is defined as the space of equivalence classes with respect to the relation
u ≃ v ⇐⇒ u − v is a constant ∀u, v ∈H1per (Π̂) .
We denote by u˙ the class of equivalence represented by u.
Proposition 2.12. The following quantity
∥u˙∥Wper(Π̂) ∶= ∥∇u∥L2(Π̂), ∀u ∈ u˙, u˙ ∈Wper (Π̂) ,
defines a norm on Wper (Π̂). Moreover, the dual space (Wper (Π̂))′ can be identified with the set
{l ∈ (H1per(Π̂))′ ∣ l(c) = 0, ∀c ∈ R} ,
with
l(u˙) = l(u) ∀u ∈ u˙, u˙ ∈Wper (Π̂) .
The proof follows from Proposition 2.6.
For a given f in (Wper (Π̂))′, we can again state the variational formulation: Find u˙ ∈ Wper (Π̂)
such that ∫
Π̂
⟨A∇u,∇v⟩ = ∫
Π̂
fv, ∀v ∈ v˙, v˙ ∈Wper (Π̂) and ∀u ∈ u˙. (2.22)
Similar to the Neumann case, elements of Wper (Π̂) are defined up to an additive constant, if we fix
this constant we can choose a representative element of u˙. In particular, we can ask for the solution
to have zero mean value. Thus, for f in (Wper (Πˆ))′, we solve the problem
−div (A∇u) = f in Π̂,
u Π̂-periodic,⟨u⟩Π̂ = 0. (2.23)
The variational formulation now takes the form: Find u ∈Wper (Π̂) such that
∫
Π̂
⟨A∇u,∇v⟩ = ∫
Π̂
fv, ∀v ∈Wper (Π̂) , (2.24)
where
Wper (Π̂) = {v ∣ v ∈H1per (Π̂) , ⟨v⟩Π̂ = 0} . (2.25)
Proposition 2.13. Assume that (2.20) is fulfilled, A satisfies (2.2) with Π̂-periodic coefficients and
f ∈ (Wper (Π̂))′. Then, the periodic problem with variational formulation (2.24) has a unique weak
solution u ∈Wper (Π̂).
Proof. Consider H ∶=Wper (Π̂). The boundedness and the Wper (Π̂)-ellipticity of the bilinear form
follow in the same manner as in the proof of Proposition 2.7. Further, by Proposition 2.12, the
linear form is well defined.
For v ∈Wper (Π̂), since ⟨v⟩Π̂ = 0, we have the Poincare´-Wirtinger inequality (see Section A.3)∥v∥L2(Π̂) ≤ CPW ∥∇v∥L2(Π̂).
Hence, it follows
∣l(v)∣ ≤ ∥f∥L2(Ω)∥v∥L2(Ω) ≤ CPW ∥f∥L2(Ω)∥∇v∥L2(Ω) = CPW ∥f∥L2(Ω)∥v˙∥Wper(Π̂)
and we can again apply the Lax-Milgram Theorem 2.2, which gives us existence and uniqueness of
the solution.
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In order to solve the periodic problem numerically, we have to make similar considerations as in
the Neumann case. The variational formulation with a Lagrange multiplier λ ∈ R states: Find
u ∈H1per (Π̂) and λ ∈ R such that
a(u, v) + λ ⟨v⟩Π̂ = l(v)⟨u⟩Π̂ = 0, (2.26)
for all v ∈H1per. Again, we apply the test function v ≡ 1 to the first equation of (2.26), then we get
a(u,1) + λ = l(1).
Due to the definition of the bilinear form and since f ∈ (Wper (Π̂))′, it follows a(u,1) = 0 and l(1) = 0
and therefore λ = 0. Hence, we can subtract λ from the second equation of (2.26), which leads to
λ = ⟨u⟩Π̂ .
Finally, we substitute the value of the Lagrange multiplier in the saddle point problem and get the
following variational problem: Find u ∈H1per (Π̂) such that
a(u, v) + ⟨u⟩Π̂ ⟨v⟩Π̂ = l(v), ∀v ∈H1per (Π̂) . (2.27)
This is the formulation we consider for numerical treatments and the following proposition shows
that it is equivalent to the variational problem (2.24).
Proposition 2.14. Assume that (2.20) is fulfilled, A is Π̂-periodic and satisfies (2.2), and f ∈(H1per (Π̂))′. Then, the periodic problem with variational formulation (2.27) has a unique weak
solution u ∈H1per (Π̂).
Further, assume that f ∈ (Wper (Π̂))′. Then, the variational problem (2.24) is equivalent to the
modified variational problem (2.27).
Proof. Consider H =H1per (Π̂). The modified bilinear form is bounded:
∣a(u, v)∣ ≤ Λ∥∇u∥L2(Π̂)∥∇v∥L2(Π̂) + 1∣Π̂∣ ∥u∥L2(Π̂)∥v∥L2(Π̂)
≤ max⎧⎪⎪⎨⎪⎪⎩Λ, 1∣Π̂∣
⎫⎪⎪⎬⎪⎪⎭∥u∥H1(Π̂)∥v∥H1(Π̂).
The modified bilinear form is H1per (Π̂)-elliptic:
a(u,u) ≥ min{λ, 1∣Π̂∣2 }(∥∇u∥2L2(Ω) + (∫Ω u)2)
≥ min{λ, 1∣Π̂∣2 } 11 +C2PΩ ∥u∥H1(Ω),
where we used the Poincare´ inequality (see Section A.3). Since the linear form did not change, we
have again existence and uniqueness.
Consider the solution u ∈H1per (Π̂) of problem (2.27), then the equation
a(u, v) + ⟨u⟩Π̂ ⟨v⟩Π̂ = l(v)
holds for all v ∈H1per (Π̂). If it holds u ∈Wper (Π̂), then it follows immediately that u solves:
a(u, v) = l(v), ∀v ∈Wper (Π̂) ,
which is the variational formulation (2.24).
We can see that u actually lies in Wper (Π̂) by appending the constant value v ≡ 1 to (2.27):⟨u⟩Π̂ = l(1) = 0,
since f ∈ (Wper (Π̂))′.
Further, the other direction is obvious from the derivation of (2.27).
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The cell problems defined in the next chapter only contain the principal part with coefficient A,
therefore we considered b = 0 and c = 0 in this section. One could prove existence and uniqueness
of periodic problems with terms b and c similar to the Neumann case. Further, the right-hand
side of the cell problems will take a special form, in particular f will be of the form −div(h) for
h ∈ L2(Π̂,Rd). Consider the following relation:
∫
Π̂
−div (h) v = ∫
Π̂
⟨h,∇v⟩ ,
which holds, since ∫
∂Π̂
⟨h,n⟩ v = 0, ∀v ∈Wper (Π̂) ,
due to Proposition 2.10. Then, the linear form is
l(v) ∶= ∫
Π̂
⟨h,∇v⟩ .
2.3 Finite Element Method
Before we can treat elliptic boundary value problems numerically, we first have to explain the concept
of the Galerkin discretization and the finite elements. Further, we state important a priori error
estimates.
2.3.1 Galerkin Method
Let Ω ⊂ Rd be an open, bounded domain with Lipschitz boundary Γ. We consider the variational
problem:
Find u ∈ V such that a(u, v) = l(v), ∀ v ∈ V, (2.28)
for a bounded, V -elliptic bilinear form a ∶ V × V → R, a linear form l ∶ V → R and a suitable space
V ⊂ H1(Ω). The coefficients satisfy the conditions f ∈ L2 (Ω), A ∈ L∞ (Ω,Rd×dsym), b ∈ L∞ (Ω,Rd)
and c ∈ L∞ (Ω,R≥0). Further, A is assumed to be uniformly elliptic and b and c fulfil additional
conditions depending on the problem considered, as explained in the section before.
For the numerical approximation of the solution we consider the variational problem on some suitable
finite-dimensional subspace VN ⊂ V , with dimVN = N < ∞. The Galerkin solution uN ∈ VN then
satisfies
a (uN , vN) = l (vN) , ∀vN ∈ VN . (2.29)
Suppose {ψ1, ψ2, . . . , ψN} is a basis for VN and assume that uN has the form
uN = N∑
j=1ujψj .
Then, (2.29) is equivalent to the system of equations:
N∑
j=1a (ψj , ψi)uj = l (ψi) , i = 1,2, . . . ,N,
which can be written as
Lu = f , (2.30)
with the system matrix
L = (li,j)Ni,j=1 ∈ RN×N , li,j = a (ψj , ψi) , ∀1 ≤ i, j ≤ N,
and the right-hand side
f = (fi)Ni=1 ∈ RN , fi = l (ψi) , ∀1 ≤ i ≤ N,
where u = (ui)Ni=1.
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Remark 2.15. Since a is a V -elliptic bilinear form, the matrix L is positive definite1. Furthermore,
if a is a symmetric bilinear form, then the matrix L is symmetric.
Remark 2.16. The existence and uniqueness of the solution uN of (2.29) is given by the Lax-
Milgram Theorem 2.2. Further, the solution uN is stable, i.e., satisfies
∥uN∥
V
≤ 1
αell
∥l∥V ′ .
The following statement will be important for establishing error bounds for finite element approxi-
mations:
Theorem 2.17 (Ce´a’s Lemma). Suppose the bilinear form a is bounded and V -elliptic. In addi-
tion, suppose u ∈ V and uN ∈ VN ⊂ V are the solutions of the variational problem (2.28) and (2.29),
respectively. Then, ∥u − uN∥
V
≤ αcont
αell
inf
vN ∈VN ∥u − vN∥V .
A proof can be found in [9, Chapter II.4].
Remark 2.18. Let u and uN be the solutions of the variational problem in V and VN ⊂ V , respec-
tively. Then it holds
a (u − uN , v) = 0, ∀v ∈ VN ,
which is called Galerkin orthogonality.
From Ce´a’s Lemma it follows, that it is essential to choose the function space VN well in order to
get an accurate approximation of the numerical solution. We will see in the next subsections, that it
is possible to take piecewise polynomials and the desired accuracy is then achieved by a sufficiently
fine partition of Ω.
2.3.2 Finite Elements
As explained before, we will solve the variational problem on some space VN , which is called finite
element space in practice. According to Ce´a’s Lemma the accuracy of the numerical solution depends
on the choice of this trial space. For simplicity, we explain the construction of the finite element
space only in two dimensions and we consider a convex, polygonal domain Ω. Higher dimensions
are well discussed in the literature.
We consider a partition of the domain into a finite number of triangles, also called elements, which
we always assume to be closed. Then, we can choose trial functions, defined on each element by a
polynomial of given degree. For that, the set of polynomials of degree ≤ t is denoted by
Pt ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩u (x1, x2) = ∑i+k≤ti,k≥0 ci,kx
i
1x
k
2
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (2.31)
Further, note that we consider conforming elements, i.e., functions that lie in the Sobolev space in
which the variational formulation is stated.
Definition 2.19 (Admissible triangulation). A partition T = {T1, T2, . . . , TM} of Ω into closed
triangular elements is called admissible, if the following properties hold:
a) Ω = M⋃
i=1Ti.
b) If Ti ∩ Tj consists of exactly one point, then it is a common vertex of Ti and Tj.
c) If, for i ≠ j, Ti ∩ Tj consists of more than one point, then Ti ∩ Tj is a common edge of Ti and
Tj.
1A matrix A ∈ Rd×d is called positive definite, if it holds ⟨Ax,x⟩ > 0 for all x ∈ Rd/{0}.
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Definition 2.20. For every triangle T ∈ T , we define by hT the length of the largest edge (diameter)
and by ρT the diameter of the largest inscribed circle (see Figure 2.1). We write Th instead of T if
every element has diameter at most 2h, where h = max
T ∈T hT .
x3T
x2T
x1T
hT
ρT
Figure 2.1: Example of a triangle T with hT and ρT .
Definition 2.21 (Shape regular, uniform). The triangulation Th is called
a) shape regular, if there exists a constant C > 0 such that
ρT ≥ hT /C.
b) uniform, if there exists a constant C > 0 such that
ρT ≥ h/C.
The uniformity is a stronger requirement than the shape regularity, for an example see Figure 2.2,
where for the triangulation on the left, both constants are approximately 1.3. For the triangulation
on the right, the shape regularity constant is again 1.3, but the uniformity constant gets very large.
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Figure 2.2: A uniform and a shape regular, non-uniform triangulation for h = 0.5.
The following theorem shows that if we choose piecewise polynomials as trial functions, they further
have to be globally continuous in order to be in H1(Ω).
Theorem 2.22. Let k ≥ 1 and suppose Ω is bounded. Then, a function v ∶ Ω → R, such that
v∣T ∈ Ck(T ), ∀T ∈ Th, belongs to Hk(Ω) if and only if v ∈ Ck−1 (Ω).
A proof can be found in [9, Chapter II.5].
Since VN ⊂H1(Ω), continuous elements are suitable in our case and we can write:
Vh ∶= VN ∶= {ψ ∈ C0 (Ω) ∣ ∀T ∈ Th ∶ ψ∣T ∈ Pt} ∩ V. (2.32)
As mentioned before, we restrict ourselves to triangular elements. Further, note that the set of
polynomials Pt is invariant under affine linear transformations.
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Remark 2.23. Let t ≥ 0. Given a triangle T , suppose x1,x2, . . . ,xs are the s = (t+22 ) points in T
which lie on t + 1 equidistant lines parallel to one edge of T , independent of the choice of the edge.
For a triangle as in Figure 2.3, these s nodes are defined by the set
Θt ∶= {α
t
∣α = (α1, α2) ∈ N20 with α2 − α1 ≤ 0 and α1, α2 ≤ t} .
Then, for every v ∈ C0(T ), there is a unique polynomial p of degree ≤ t satisfying the interpolation
conditions
p(xi) = v(xi), i = 1,2, . . . , s.
t = 1 t = 2 t = 3
Figure 2.3: Local degree of freedoms for the linear, quadratic and cubic Lagrange basis.
The construction of the C0-elements works as follows, for further details see [9, Chapter II.5]. Let
t ≥ 1 and consider a triangulation Th of Ω. We place s = (t+22 ) points in each triangle T , so that they
belong to a set Θt corresponding to T . With Remark 2.23, we have a unique polynomial on each
triangle, by choosing values at these points. The restriction of any such polynomial to an edge is a
polynomial of degree ≤ t in one variable. Since the two polynomials of the same order corresponding
to the triangles containing this edge interpolate the same value at the t + 1 points on this edge,
they must reduce to the same one-dimensional polynomial. This ensures the global continuity of
our elements.
Definition 2.24 (Lagrange basis). Polynomials of degree ≤ t, which take the value one at exactly
one of the s = (t+2
2
) points and vanish at all the others, form a nodal basis for VN , also called
Lagrange basis.
Now, we state the formal construction of a finite element and the finite element space in R2, for Rd
see [9, Chapter II.5].
Definition 2.25 (Finite element space). A family of finite element spaces Vh, for partitions Th
of Ω ⊂ R2, is called an affine family, provided there exists a finite element (Tref,Pref,Σ), called the
reference element, with the following properties:
a) Tref is a closed polygon in R2.
b) Pref is a subspace of C0(T ) with finite dimension s.
c) Σ is a set of s linearly independent functionals on Pref. Every p ∈ Pref is uniquely defined by
the value of the s functionals in Σ. (Interpolation condition)
d) For every T ∈ Th, there exists an affine mapping χT ∶ Tref → T such that for every v ∈ Vh, its
restriction to T has the form
v(x) = p (χ−1T (x)) , with p ∈ Pref.
For linear finite elements, we have Pref = P1 and the local degree of freedom is s = 3. We always
consider Tref = {(0,0), (1,0), (1,1)} and one can easily check that ψ̂1 (xˆ) = 1 − xˆ1, ψ̂2 (xˆ) = xˆ1 − xˆ2
and ψ̂3 (xˆ) = xˆ2 are nodal basis functions on Tref, hence Σ = {ψ̂1, ψ̂2, ψ̂3}. Then, a polynomial p ∈ P1
can be written as
p (xˆ) = 3∑
i=1piψ̂i (xˆ) , with (pi)3i=1 ∈ R3.
16 Chapter 2. Elliptic Partial Differential Equations
Note that for every T ∈ Th and every p ∈ P1 the polynomial p is uniquely defined by its values in the
three vertices of T . Hence, each function of Vh is uniquely determined by its node values.
Each triangle T ∈ Th can be mapped by a (non-unique) affine transformation onto the initial triangle
Tref. The affine transformation is given by
χT ∶ Tref → T
xˆ→ x = χT (xˆ) ∶= xA + xˆ1 (xB − xA) + xˆ2 (xC − xB) = (DχT ) xˆ + xA, (2.33)
where xA, xB and xC are the vertices of T and (0,0), (1,0) and (1,1) are the vertices of Tref, see
also Figure 2.4.
(0,0) (1,0)
(1,1)
Tref
xˆ1
xˆ2
xA xB
xC
T
x1
x2
χT
Figure 2.4: Affine mapping χT from the reference triangle to an arbitrary triangle.
We can write down the Jacobian matrix explicitly
DχT = (xB − xA xC − xByB − yA yC − yB) = (∂xˆ1x1 ∂xˆ2x1∂xˆ1x2 ∂xˆ2x2) (2.34)
and see directly that the determinant is twice the area of T :
det (DχT ) = (xB − xA) × (xC − xB) = 2∣T ∣. (2.35)
Since the area of the reference triangle is exactly 1
2
, this can be written as:
det (DχT ) = ∣T ∣∣Tref∣ .
Those considerations will be useful for the numerical computation of the system matrix, since the
integrals will only be computed on the reference triangle.
Further, one can show the following estimates:
∥DχT ∥ ≤ hT
ρTref
, ∥(DχT )−1∥ ≤ ρT
hTref
.
A global basis function ψ corresponding to a global node then has the following support:
2.3.3 A Priori Error Estimates
In this section we give error bounds for finite element approximations, where we consider Hm0 (Ω) ⊂
V ⊂Hm(Ω), for m ∈ N. They are not derived for every element, but for a reference element and then
with transformation formulas carried onto general shape regular grids. The error for an interpolation
method provides an upper bound for the error of the best approximation. We summarize in the
following the main results of [9, Chapter II.6], where all the proofs can be found.
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Recall that we have from the Sobolev Embedding Theorem A.21, that Hm is continuously embedded
in C0 for m ≥ 2. The interpolation operator Ih ∶Hm(Ω)→ Vh can be defined as
Ih(u) = N∑
i=1u(xi)ψi, (2.36)
where N = dim (Vh), m ≥ 2 and xi as in Remark 2.23.
Lemma 2.26. Let t ≥ 2 and Ω ⊂ R2 be a polygonal domain. Suppose x1,x2, . . . ,xs are s = t(t+ 1)/2
prescribed points in Ω such that the interpolation operator Ih ∶ Ht(Ω) → Pt−1 is well defined. Then
there exists a constant cI , depending on Ω and the nodes xi, such that
∥u − Ihu∥Ht(Ω) ≤ cI ∣u∣Ht(Ω), ∀u ∈Ht(Ω).
Theorem 2.27. Let t ≥ 2 and 0 ≤ m ≤ t. Suppose Th is a shape regular triangulation of Ω. Then,
there exists a constant cI , depending on Ω, t and the shape regularity constant, such that
∥u − Ihu∥Hm(Ω) ≤ cIht−m∣u∣Ht(Ω) for u ∈Ht(Ω),
where Ih denotes interpolation by a piecewise polynomial of degree t − 1.
Remark 2.28. For u ∈ H2(Ω) and continuous, piecewise linear trial functions on triangles, we
therefore have the following estimates:
∥u − Ihu∥H1(Ω) ≤ cIh∣u∣H2(Ω),∥u − Ihu∥L2(Ω) ≤ cIh2∣u∣H2(Ω).
Theorem 2.29 (Inverse estimates). Let (Vh) be an affine family of finite elements consisting of
piecewise polynomials of degree k associated with uniform partitions. Then there exists a constant
cinv, depending on k, t and the uniformity constant, such that for all 0 ≤m ≤ t,
∥vh∥Ht(Ω) ≤ cinvhm−t∥vh∥Hm(Ω), ∀vh ∈ Vh.
Remark 2.30. For continuous, piecewise linear trial functions on triangles, we therefore have the
following estimate:
∥uh∥H1(Ω) ≤ cinvh−1∥uh∥L2(Ω), ∀uh ∈ Vh.
The interpolation operator Ih can only be applied to H
2 functions, for H1 functions the Cle´ment
interpolation operator Ch is applicable.
For a shape regular triangulation Th of Ω we consider the following notation, see also Figure 2.5.
For a node xi we define the support of ψi by:
ωi ∶= ωxi ∶=⋃{T ∈ Th ∣ xi ∈ T} . (2.37)
The support of a triangle T , also called patch, is defined by:
ωT ∶=⋃{ωi ∣ xi ∈ T} . (2.38)
xi τ
Figure 2.5: Support of a node xi and of an element T .
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The Cle´ment interpolation operator Ch ∶H1(Ω)→ Vh ⊂H1(Ω) is defined by
Ch(u) ∶= N∑
i=1γi(u)ψi,
where γi ∶ L2(ωi)→ P0 is a local L2-projection onto the constant functions. The operator γi has to
be modified in the case of a homogeneous Dirichlet boundary condition, see [9, p. 85]. We have the
following local estimate:
Proposition 2.31. Let Th be a shape regular triangulation of Ω. Then there exists a linear mapping
Ch ∶H1(Ω)→ Vh such that∥v −Chv∥Hm(T ) ≤ ch1−mT ∥v∥H1(ωT ) for v ∈H1(Ω), m = 0,1, T ∈ Th.
For estimates on the domain Ω, similar to Lemma 2.26, see Section A.4.
By duality technique we can extend the derived estimates from the energy norm to the L2-norm.
The aim is to get a priori bounds of the form
∥u − uh∥ ≤ chp, (2.39)
where u is the true solution and uh an approximation in Vh. By p we denote the order of approxi-
mation, which depends on the considered Sobolev norm, the degree of the polynomials in the finite
elements and the regularity of the solution which we explain in the following.
Definition 2.32 (Hs-regularity). Let m ≥ 1, Hm0 (Ω) ⊂ V ⊂Hm(Ω), and suppose a is a V -elliptic
bilinear form. Then, for s ≥ 2m, the variational problem
a(u, v) = l(v), ∀v ∈ V,
is called Hs-regular provided that there exists a constant cR, depending on Ω, a and s, such that for
every f ∈Hs−2m(Ω), there is a solution u ∈Hs(Ω) with
∥u∥Hs(Ω) ≤ cR∥f∥Hs−2m(Ω). (2.40)
The regularity result is only given for a homogeneous Dirichlet boundary condition. More general
results, such as mixed Dirichlet and Neumann boundary conditions will not be discussed in this
thesis.
Theorem 2.33. Let a be an H10 -elliptic bilinear form with sufficiently smooth coefficient functions.
If Ω is convex, then the Dirichlet problem is H2-regular.
A proof can be found in [20].
Theorem 2.34. Suppose Th is a family of shape regular triangulations of Ω, where Ω is a convex,
polygonal domain. Then, the finite element approximation uh ∈ Vh, for polynomial degree t ≥ 1,
satisfies ∥u − uh∥H1(Ω) ≤ αcont
αell
cIh∥u∥H2(Ω) ≤ αcont
αell
cIcRh ∥f∥L2(Ω) .
The proof of the L2-estimate requires a duality argument, which has been called Aubin-Nitsche’s
trick:
Lemma 2.35 (Aubin-Nitsche Lemma). Let H and V be Hilbert spaces, such that V ↪H. Then
the finite element solution in Vh ⊂ V satisfies
∥u − uh∥H ≤ αcont∥u − uh∥V sup
g∈H { 1∥g∥H infv∈Vh ∥ϕg − v∥V } ,
where for every g ∈H, ϕg ∈ V denotes the corresponding unique (weak) solution of the equation
a (w,ϕg) = (g,w)H , ∀w ∈ V.
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Theorem 2.36. Under the hypothesis of Theorem 2.34, if u ∈H1(Ω) is the solution of the associated
variational problem, then
∥u − uh∥L2(Ω) ≤ αcontcIcRh∥u − uh∥H1(Ω).
If in addition f ∈ L2(Ω) so that u ∈H2(Ω), then
∥u − uh∥L2(Ω) ≤ (αcont)2
αell
c2Ic
2
Rh
2 ∥f∥L2(Ω) . (2.41)
In conclusion, we get quadratic convergence in the L2-norm and linear convergence in the H1-norm,
for the homogeneous Dirichlet problem. In the numerical examples we will see, that this also holds
for the other boundary value problems.
2.4 A Posteriori Error Estimation
We introduce here the a posteriori error estimates of functional type for a general reaction-convec-
tion-diffusion problem. The practical implementation will be discussed in Chapter 5. In Chapter
4 we will derive a posteriori error estimates for homogenization problems, based on the subsequent
theory.
Following [26, Section 4.3], we consider a general reaction-convection-diffusion problem
−div (A∇u) + ⟨b,∇u⟩ + cu = f in Ω,
u = gD on ΓD,⟨A∇u,n⟩ = gN on ΓN , (2.42)
where Ω ⊂ Rd is a bounded domain with Lipschitz continuous boundary Γ, that consists of two
measurable non intersecting parts ΓD and ΓN . We assume that ∣ΓD ∣ > 0, gD ∈ H1(Ω) and the
matrix A ∈ L∞ (Ω,Rd×d) is symmetric and satisfies the relation
αell ∥ξ∥22 ≤ ⟨A(x)ξ, ξ⟩ ≤ αcont ∥ξ∥22 for all ξ ∈ Rd and x ∈ Ω.
We further assume that b ∈ L∞ (Ω,Rd), with div b ∈ L∞ (Ω,R), f ∈ L2 (Ω), gN ∈ L2 (ΓN), c ∈
L∞ (Ω,R) and −1
2
div b + c =∶ δ2 ≥ δ20 .
One more assumption is, that the function κ(x) ∶= 1
2
⟨b,n⟩ (x) is defined at almost all points of Γ
and the inflow part of the boundary is a subset of ΓD, i.e.,
Γ− ∶= {x ∈ Γ ∣ κ(x) < 0} ⊂ ΓD.
Let
gD + V0 ∶= {w = u +w0 ∣ w0 ∈ V0(Ω)} ,
where
V0 ∶= {w ∈H1(Ω) ∣ w = 0 on ΓD} .
The generalized solution of (2.42) is a function in gD + V0, satisfying the integral identity
∫
Ω
{⟨A∇u,∇w⟩ + ⟨b,∇u⟩w + cuw} dx = ∫
Ω
fw dx + ∫
ΓN
gNw ds, ∀w ∈ V0. (2.43)
With the above assumptions, Proposition 2.4 shows that the generalized solution of (2.43) exists
and is unique.
In the following theorem we state a general form of a computable upper bound of the error measured
in a natural energy type norm.
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Theorem 2.37. Let the assumptions on the reaction-convection-diffusion problem be true. Then,
for any v ∈ gD + V0 and y ∈HΓN (Ω,div) the following estimate holds:
∣[u − v]∣ ≤M(v,y) ∶= ∥y −A∇v∥A−1 + 1√
αell
(CFΩ ∥rΩ (v,y)∥L2(Ω) +CTΓN ∥gN − ⟨y,n⟩∥L2(ΓN )) ,
where
rΩ (v,y) ∶= f − ⟨b,∇v⟩ − cv + div y,∣[u − v]∣2 ∶= ∥∇(u − v)∥2A + ∫
Ω
δ2(u − v)2 dx + ∫
ΓN
κ(u − v)2 ds
and CFΩ and CTΓN are constants in the Friedrichs type inequalities, see Section A.3.
Proof. Rewrite the variational formula, by taking w = u − v and subtracting the left-hand side for
u = v:
∫
Ω
{⟨A∇(u − v),∇(u − v)⟩ + ⟨b,∇(u − v)⟩ (u − v) + c(u − v)2} dx
= ∫
Ω
(f − ⟨b,∇v⟩ − cv) (u − v)dx − ∫
Ω
⟨A∇v,∇(u − v)⟩ dx + ∫
ΓN
gN(u − v)ds. (2.44)
With the equation
∫
Ω
⟨b,∇(u − v)⟩ (u − v)dx = 1
2
∫
Ω
⟨b,∇(u − v)2⟩ dx
= −1
2
∫
Ω
(div b) (u − v)2 dx + 1
2
∫
Ω
div (b(u − v)2) dx
= −1
2
∫
Ω
(div b) (u − v)2 dx + 1
2
∫
ΓN
⟨b,n⟩ (u − v)2 ds
= −1
2
∫
Ω
(div b) (u − v)2 dx + ∫
ΓN
κ(u − v)2 ds,
the left-hand side of (2.44) transforms into the norm ∣[u − v]∣2. Now we use rΩ and Green’s first
identity (A.5) to rewrite the equation
∣[u − v]∣2 =R(v,y) ∶= ∫
Ω
rΩ (v,y) (u − v)dx + ∫
Ω
⟨y −A∇v,∇(u − v)⟩ dx
+ ∫
ΓN
(gN − ⟨y,n⟩) (u − v)ds, (2.45)
where y is an arbitrary function in
HΓN (Ω,div) ∶= {y ∈H (Ω,div) ∣ ⟨y,n⟩ ∈ L2 (ΓN)} .
The first term on the right-hand side of (2.45) can be estimated as
∣∫
Ω
rΩ (v,y) (u − v)dx∣ ≤ ∥rΩ(v,y)∥L2(Ω)∥u − v∥L2(Ω)≤ CFΩ∥rΩ (v,y) ∥L2(Ω)∥∇(u − v)∥L2(Ω)≤ CFΩ√
αell
∥rΩ (v,y) ∥L2(Ω) ∥∇(u − v)∥A .
Similarly, we proceed for the third term,
∣∫
ΓN
(gN − ⟨y,n⟩) (u − v)ds∣ ≤ CTΓN√
αell
∥gN − ⟨y,n⟩∥L2(ΓN ) ∥∇(u − v)∥A .
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This leads to
R(v, y) ≤ ∥y −A∇v∥A−1 ∥∇(u − v)∥A+ ( CFΩ√
αell
∥rΩ (v,y)∥L2(Ω) + CTΓN√
αell
∥gN − ⟨y,n⟩∥L2(ΓN ))∥∇(u − v)∥A≤ ∥y −A∇v∥A−1 ∣[u − v]∣+ 1√
αell
(CFΩ ∥rΩ (v,y)∥L2(Ω) +CTΓN ∥gN − ⟨y,n⟩∥L2(ΓN )) ∣[u − v]∣. (2.46)
The estimate of the theorem follows from (2.45) and (2.46).
For the practical computation, as explained in Chapter 5, it is more convenient to consider the
majorant squared and to plug in constants β, γ > 0 with Young’s inequality (A.1), i.e.:
M2 (v,y;β, γ) ∶= (1 + β) ∥y −A∇v∥2A−1+ 1 + β
β
1
αell
((1 + γ)C2FΩ ∥rΩ (v,y)∥2L2(Ω) + 1 + γγ C2TΓN ∥gN − ⟨y,n⟩∥2L2(ΓN )) .
(2.47)
In the case of Dirichlet boundary condition on the whole boundary, we have
M2 (v,y;β) ∶= (1 + β) ∥y −A∇v∥2A−1 + 1 + ββ C2FΩαell ∥rΩ (v,y)∥2L2(Ω) . (2.48)
Remark 2.38. The goal is to compute efficiently a sequence of approximate solutions converging to
the exact solution and to verify the accuracy of those approximations reliably. An error majorant
should give us a fully computable, guaranteed upper bound, i.e.,∥u − v∥V ≤M (v,y,D) ,
for the corresponding energy space V and the data D (coefficients, domain, initial conditions, etc.)
of the boundary value problem. For example for the majorant (2.48), we can see that the closer y
lies to the exact flux A∇u, the sharper is the estimate. Furthermore, this majorant always yields a
guaranteed upper bound for the error.
The flux ∇u or A∇u is often called the dual variable, therefore we sometimes denoteMD ∶= ∥y −A∇v∥A−1 . (2.49)
The equation rΩ (v,y) = f − ⟨b,∇v⟩ − cv + div y = 0 is a simple equilibration or balance equation,
therefore we sometimes denote MEq ∶= ∥rΩ (v,y)∥L2(Ω) . (2.50)
For a good choice of y, which we explain in the next section, the value MD is an accurate error
indicator and the term MEq ensures reliability, where MEq ≈ 0.
2.5 Gradient Recovery
Assume that we can compute the approximate solution vh ∈ Vh, where Vh ⊂H1(Ω) is the finite ele-
ment space, for example generated by continuous piecewise linear elements on a given triangulation.
Note that vh may differ from the Galerkin approximation uh due to roundoff or integration errors.
With vh we can construct an approximation of the flux
ph ∶= A∇vh ∈ L2 (Ω,R2) .
In the a posteriori error estimates, e.g. (2.47), where we will have to plug in y = ph, we need some
regularity of the flux, which is given by a priori properties. More precisely, ph has to be in H (Ω,div).
This can be achieved by a post-processing operator
Gh ∶ L2 (Ω,R2)→H1 (Ω,R2) ⊂H (Ω,div) .
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A suitable recovery procedure should be rather inexpensive and should give an approximation of the
flux which is closer to the original flux. Below we will discuss a global gradient recovery procedure,
for other methods we refer to e.g. [26] and [24].
In the following we will use the gradient recovery strategy from [6]. This means, that we first use
the L2-projection operator Qh, which already projects on the space of continuous piecewise linear
polynomials, and then we use additionally a smoothing operator S, i.e., Gh (∇vh) ∶= SQh∇vh.
Consider the discrete L2-projection operator:
Qh ∶ L2 (Ω,R2)→ V 2h ⊂H1 (Ω,R2) ,
defined by (Qh∇vh,wh)L2(Ω) = (∇vh,wh)L2(Ω) , ∀wh ∈ L2 (Ω,R2) . (2.51)
The smoothing operator S is constructed as follows. Consider the bilinear form b ∶H1(Ω)×H1(Ω)→
R defined by
b(u, v) ∶= (∇u,∇v)L2(Ω) + (u, v)L2(Ω).
By the definition (Ahuh, vh)L2(Ω) ∶= b(uh, vh) ∀uh, vh ∈ Vh,
we have the discrete operator Ah ∶ vh → Vh. The operator Ah is symmetric and positive definite on
Vh and we set λ ≡ ρ (Ah), where ρ (Ah) denotes the spectral radius of Ah. With the considerations
from Section A.3 and with the inverse estimate from Remark 2.30, we know
ρ (Ah) ≤ sup
vh∈H10 (Ω)/{0}
∥∇vh∥2L2(Ω)∥vh∥2L2(Ω) ≤ supvh∈H10 (Ω)/{0}
c2invh
−2 ∥vh∥2L2(Ω)∥vh∥2L2(Ω) .
Therefore, we have
λ = ρ (Ah) ≤ c2invh−2.
Then, the smoothing operator S is defined by
S ∶= I − λ−1Ah,
where I is the identity operator. More generally, we can apply several smoothing steps by applying
the operator S m-times for a positive integer m, i.e.,
Gh (∇vh) ∶= SmQh∇vh. (2.52)
The implementation of the L2-projection and the operator S will be explained in Chapter 5.
In [5], a gradient recovery scheme without the smoothing operator S is considered, hence Gh∇uh =
Qh∇uh, and it is shown that this gives a superconvergent approximation to ∇u, i.e., it converges with
a rate higher than the expected a priori rate; for more theory about superconvergence see, e.g., [34].
The arguments base mainly on the geometry of the underlying triangular mesh. In particular, it is
shown that if the triangulation Th is O (h2σ) irregular and u ∈W 3,∞(Ω), it holds:
∥∇u −Qh∇uh∥L2(Ω) ≲ h1+min(1,σ)∣ log(h)∣1/2 ∥u∥W 3,∞(Ω) . (2.53)
The O (h2σ) irregular property means, that the estimate holds for quasi-uniform2 meshes, where
an O (h2) approximate parallelogram property is satisfied for pairs of adjacent triangles in most
parts of Ω, except for a region of size O (h2σ), see [5] for more details. If σ > 0 becomes very
close to zero, estimate (2.53) no longer gives superconvergence. The idea is, that this is due to high
frequency errors which is well studied in multilevel methods, thus they propose to use an appropriate
multigrid-like smoothing operator S.
In [6], superconvergence is developed for general unstructured, but shape regular meshes, where the
idea of smoothing iteration of the multigrid method is used. Hence, Gh∇uh = SmQh∇uh, with S an
2Quasi-uniformity is a weaker requirement than uniformity, but a stronger requirement than shape regularity.
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appropriate smoothing operator and m a positive integer, preferably small. The number σ measures
in some sense the extent to which the O (h2) approximate parallelogram property is violated. If
σ is sufficiently large, m = 0 can be chosen, since the L2-projection is sufficient, m > 0 is needed
for σ ≈ 0. The following main result is presented: If the triangulation Th is O (h2σ) irregular and
u ∈W 3,∞(Ω), it holds:
∥∇u − SmQh∇uh∥L2(Ω) ≲ h{min (hmin(1,σ)∣ logh∣, εm) +mh1/2} ∥u∥W 3,∞(Ω), (2.54)
where
εm = ⎧⎪⎪⎨⎪⎪⎩κ
α/2f (m,α/2) ≲m−α/2 for m > (κ − 1)α/2,[(κ − 1)/κ]m for m ≤ (κ − 1)α/2,
1/2 < α < 1, f is the usual multigrid convergence function f(α,β) = ααββ(α+β)α+β for α,β > 0, and
κ = O(1). The term (1 − κ−1)m illustrates the well-known effectiveness of a few smoothing steps
and is reminiscent of terms arising in connection with multigrid convergence analysis.
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3 Homogenization
In this chapter we explain the homogenization theory as it is studied, e.g., in [13], [22] and [8]. One
application is the study of composite materials, which have certain better properties for applications
such as lightweight constructions. They are characterised by a main homogeneous material contain-
ing small heterogeneities, which can be modelled by a periodic structure. A partial differential
equation describing this behaviour would have rapidly oscillating coefficients. To solve this problem
accurately, one would have to resolve the oscillations, which is numerically not feasible. Asymptot-
ically, we can think of a macroscopic scale, describing the global behaviour, and of a microscopic
scale, describing the small heterogeneities. This approach leads to problems without oscillations
that can be solved numerically and will be described in detail in the following.
3.1 Introduction to Homogenization
We consider the homogenization of an elliptic boundary value problem within a periodic structure
with the following setting (see [28]). Let Ω ⊂ Rd be an open, bounded, convex and polygonal
domain with Lipschitz boundary Γ ∶= ∂Ω. The periodic structure is defined with repeating elements
Ω = ⋃
i
Πεi , where the general cell is defined as
Πεi = xi + εΠˆ = {x ∈ Rd ∣ x − xiε ∈ Π̂} ,
with the reference point xi of Π
ε
i , see Figure 3.1. The global coordinates are x ∈ Rd, i = (i1, . . . , id)
are multi-indices and ⋃i means the union over all cells. The amount of cells is bounded from above
by cε−2, where c = O(1). The local coordinates y ∈ Rd are used in the basic cell, see Figure 3.1. The
global and local coordinates are connected by the following relation
y = x − xi
ε
∈ Π̂ ∀x ∈ Πεi ,∀i.
b
xi
Πεi
b
(ε, 0)
b
ŷ
Π̂
Figure 3.1: Periodic structure of Ω and the basic cell Π̂ in two dimensions.
On the cell Π̂ we consider the coefficients Â ∈ L∞ (Π̂,Rd×dsym), b̂ ∈ L∞ (Π̂,Rd), with div b̂ ∈ L∞ (Π̂,R),
and cˆ ∈ L∞ (Π̂,R). We assume that for the symmetric coefficient matrices it holds
α̂ell ∥ξ∥22 ≤ ⟨Â(y)ξ, ξ⟩ ≤ α̂cont ∥ξ∥22 ∀ξ ∈ Rd,∀y ∈ Π̂, (3.1)
where 0 < α̂ell ≤ α̂cont <∞. Further, we assume
cˆ(y) ≥ α̂ > 0, ∀y ∈ Π̂ and − 1
2
div b̂ + cˆ ≥ 0. (3.2)
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Then, the global coefficients are defined as
Aε(x) ∶= Â(x − xi
ε
) , bε(x) ∶= b̂(x − xi
ε
) , cε(x) ∶= cˆ(x − xi
ε
) , ∀x ∈ Πεi ,∀i (3.3)
and Âij , bˆi and cˆ are all Π̂-periodic. The matrix Aε is also symmetric and satisfies similar inequalities
like (3.1) with constants αellε and α
cont
ε .
The norm ∥A∥p,Ω and the spectral radius ρΩ (A) for a general matrix function A ∈ L∞ (Ω,Rd×d)
are defined in Section A.1. Note that it holds (α̂ell)−1 = ρΠ̂ (Â−1) and α̂cont = ρΠ̂ (Â).
For f ∈ L2(Ω) we consider the elliptic partial differential equation of second order
−div (Aε∇uε) + ⟨bε,∇uε⟩ + cεuε = f in Πεi , ∀i, (3.4)
with Dirichlet boundary condition uε = g on Γ, g ∈ L2(Γ). Hence, we are looking for the solution
uε ∈H1(Ω) such that
aε (uε, v) ∶= ∫
Ω
{⟨Aε∇uε,∇v⟩ + ⟨bε,∇uε⟩ v + cεuεv} dx = ∫
Ω
fv dx =∶ l(v) ∀v ∈H10(Ω),
for any ε > 0. Proposition 2.3 gives the existence and uniqueness of uε ∈H1(Ω).
The theory of homogenization problems is well studied. In particular, it is possible to find a two
scale approximation
u1ε(x) = u0(x) + εu1 (x,y) , ∀x ∈ Ω,∀y ∈ Π̂,
of uε, that fulfils the a priori error estimate
∥uε − u1ε∥H1(Ω) ≤ c√ε
under certain assumptions on f , u0, u1, Ω, Aε, bε and cε. In Section 3.2 we will investigate the two
scale approximation and derive u0 and u1. In Section 3.3 we will prove the a priori error estimate.
In Section 3.4 we will verify several properties of the homogenized coefficients.
3.2 Two Scale Approximation
In this context we think of x and y = ε−1x as two independent variables, where x ∈ Ω is the
macroscopic and y ∈ Π̂ is the microscopic scale. Therefore we use an asymptotic expansion (see
e.g. [8, Chapter 13], [13, Chapter 7] or [22, Section 1.4]) for uε:
u1ε(x) = u0(x,y) + εu1 (x,y) , ∀x ∈ Ω,∀y ∈ Π̂, (3.5)
where u0(x,y), u1(x,y) are Π̂-periodic functions in y. Consider a function ϕ which depends on
both variables ϕ = ϕ(x,y) and the corresponding function ϕε which depends only on one variable
denoted by
ϕε(x) = ϕ(x, x
ε
) .
We can now apply the derivative with respect to xi and get the following:
∂xiϕε(x) = ∂xiϕ(x, xε ) + 1ε∂yiϕ(x, xε ) .
With these considerations we can rewrite the left-hand side of the equation (3.4):
−div (Aε∇u1ε) + ⟨bε,∇u1ε⟩ + cεu1ε = ⎛⎝− d∑i,j=1∂xi (aˆi,j(y)∂xi) + cˆ(y)⎞⎠u1ε(x) + d∑i=1 bˆi(y)∂xiu1ε(x)=∶ Aεu1ε + Bεu1ε. (3.6)
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The operators Aε and Bε have the form
Aε = − d∑
i,j=1(∂xi + 1ε∂yi) aˆi,j (∂xj + 1ε∂yj) + cˆ
= d∑
i,j=1 (−∂xi (aˆi,j∂xj) + ε−1 (−∂yi (aˆi,j∂xj) − ∂xi (aˆi,j∂yj)) + ε−2 (−∂yi (aˆi,j∂yj))) + cˆ=∶ A2 + ε−1A1 + ε−2A0 (3.7)
and Bε = d∑
i=1 bˆi (∂xi + 1ε∂yi) = d∑i=1 (bˆi∂xi + ε−1bˆi∂yi) =∶ B1 + ε−1B0, (3.8)
with
A0 = − d∑
i,j=1∂yi (aˆi,j∂yj) ,
A1 = − d∑
i,j=1∂yi (aˆi,j∂xj) − d∑i,j=1∂xi (aˆi,j∂yj) , (3.9)
A2 = − d∑
i,j=1∂xi (aˆi,j∂xj) + cˆ,
B0 = d∑
i=1 bˆi∂yi , B1 = d∑i=1 bˆi∂xi . (3.10)
Inserting equation (3.5) into equation Aεu1ε + Bεu1ε = f and using (3.7) and (3.8) gives:
f = (A2 + ε−1A1 + ε−2A0) (u0 + εu1) + (B1 + ε−1B0) (u0 + εu1)= ε−2A0u0 + ε−1 (A0u1 + (A1 + B0)u0) + ((A1 + B0)u1 + (A2 + B1)u0) + ε (A2 + B1)u1,
which results in a system of equations:
A0u0 = 0, (3.11)A0u1 = − (A1 + B0)u0, (3.12)(A1 + B0)u1 + (A2 + B1)u0 = f, (3.13)(A2 + B1)u1 = 0. (3.14)
Notice that the equations (3.11), (3.12) and (3.14) are boundary value problems with periodic
boundary conditions and (3.13) inherits the boundary condition from the original problem. In
Subsection 2.2.3 we have seen, that a solution of a periodic boundary value problem can either be
stated in the sense of a class of equivalence (2.22) or as a function with zero mean value (2.24). For
each problem we will choose the formulation which is more suitable.
Observe that A0u = −divy (Â∇yu) and that x is a parameter. Let us consider the equations
separately. Since the first equation (3.11) contains only one unknown u0 and if we know u0, we can
derive u1 with equation (3.12).
The variational formulation of equation (3.11) is:
Find u˙0 ∈Wper(Π̂) such that ∫
Πˆ
⟨Â∇yu0,∇yv⟩ dy = 0 ∀v ∈Wper (Π̂) ,∀u0 ∈ u˙0,∀v ∈ v˙.
We have seen that functions of the quotient space Wper (Π̂) are defined up to an additive constant.
Hence, we obtain u˙0 = 0˙ in Wper (Π̂) as the unique solution and since x is a parameter, we get
u0 (x,y) = u0(x), ∀u0 ∈ u˙0. (3.15)
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According to [13], we expect u0 to be the homogenized solution, since u0 does not depend on
the rapidly oscillating scale x/ε.
Using (3.15), and therefore ∂yiu0 = 0, equation (3.12) becomes
A0u1 = d∑
i,j=1 (∂yi aˆi,j) (∂xju0) .
Hence, the variational formulation for this equation is:
Find u˙1 ∈Wper (Π̂) such that ∫
Πˆ
⟨Â∇yu1,∇yv⟩ dy = l(v) ∀v ∈Wper (Π̂) ,∀u1 ∈ u˙1,∀v ∈ v˙, (3.16)
where the functional l is given by
l(v) = d∑
i,j=1 (∂xju0)∫Πˆ (∂yi aˆi,j) v dy
= − d∑
i,j=1 (∂xju0)∫Πˆ aˆi,j∂yiv dy, ∀v ∈Wper (Π̂) ,∀v ∈ v˙.
For two elements in the equivalence class, v1, v2 ∈ v˙, it holds
∂yiv1 = ∂yiv2
and therefore
l(v1) = l(v2).
With Proposition 2.12, this defines l as an element of (Wper (Π̂))′ and hence the definition of l
makes sense. The variational formulation (3.16) can be stated in the following equivalent form, see
Subsection 2.2.3:
Find u1 ∈Wper (Π̂) such that ∫
Πˆ
⟨Â∇yu1,∇yv⟩ dy = l(v) ∀v ∈Wper (Π̂) , (3.17)
where Wper (Π̂) is understood in the sense of zero mean value as in (2.25). Proposition 2.13 gives
the existence and uniqueness of a solution u1 ∈ Wper (Π̂) of equation (3.17). Notice the linearity
of A0 and that A0 is independent of x and ∂xju0 is independent of y. Therefore, for more details
see [13], any solution u1 has the form
u1 (x,y) = − d∑
j=1 N̂j (y)∂xju0, in Wper (Π̂) . (3.18)
For all i = 1, . . . , d one can easily check that N̂j ∈Wper (Π̂) is the solution of the partial differential
equation
A0N̂j = − d∑
i=1∂yi aˆi,j in Π̂,
N̂j Π̂ − periodic , (3.19)⟨N̂j⟩Π̂ = 0,
or in weak formulation:
Find N̂j ∈Wper (Π̂) such that ∫
Πˆ
⟨Â∇yN̂j ,∇yv⟩dy = d∑
i=1∫Πˆ aˆi,j∂yiv dy ∀v ∈Wper (Π̂) .
Proposition 2.13 gives also the existence and uniqueness of N̂j ∈Wper (Π̂), for all i = 1, . . . , d. Equa-
tion (3.19) is equivalent to the following equation, which we will call the auxiliary cell problem:
div (Â(y)∇N̂j(y)) = div (Âj(y)) in Π̂,
N̂j Π̂ − periodic , (3.20)⟨N̂j⟩Π̂ = 0,
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where Âj is the j-th column of matrix Â.
Now we turn our attention to equation (3.13), the left-hand side states:
(A1 + B0)u1 + (A2 + B1)u0 = ⎛⎝− d∑i,j=1∂yi (aˆi,j∂xj) − d∑i,j=1∂xi (aˆi,j∂yj) + d∑i=1 bˆi∂yi⎞⎠u1
+ ⎛⎝− d∑i,j=1∂xi (aˆi,j∂xj) + cˆ + d∑i=1 bˆi∂xi⎞⎠u0.
Using equations (3.15) and (3.18), and that aˆi,j(y) depends only on y, this is equivalent to:
(A1 + B0)u1 + (A2 + B1)u0 = d∑
k=1
⎛⎝ d∑i,j=1∂yi (aˆi,jN̂k)∂xj∂xku0 + d∑i,j=1 aˆi,j∂yj N̂k∂xi∂xku0
− d∑
i=1 bˆi∂yiN̂k∂xku0) − d∑i,j=1 aˆi,j∂xi∂xju0 + cˆu0 + d∑i=1 bˆi∂xiu0
= d∑
k,i,j=1∂yi (aˆi,jN̂k)∂xj∂xku0 +
d∑
i,k=1
⎛⎝ d∑j=1 aˆi,j∂yj N̂k − aˆi,k⎞⎠∂xi∂xku0
+ d∑
k=1(bˆk −
d∑
i=1 bˆi∂yiN̂k)∂xku0 + cˆu0.
Taking the mean value of this, we get:
⟨(A1 + B0)u1 + (A2 + B1)u0⟩Π̂ = − 1∣Π̂∣ d∑i,k=1∫Πˆ ⎛⎝aˆi,k(y) −
d∑
j=1 aˆi,j(y)∂yj N̂k(y)⎞⎠ dy∂xi∂xku0(x)
+ 1∣Π̂∣ d∑k=1∫Πˆ (bˆk(y) −
d∑
i=1 bˆi(y)∂yiN̂k(y)) dy∂xku0(x)+ 1∣Π̂∣ ∫Πˆ cˆ(y)dyu0(x)
=∶ − d∑
i,k=1 (A0)i,k ∂xi∂xku0(x) +
d∑
k=1 (B0)k ∂xku0(x) + c0u0(x).
Remembering the right-hand side of (3.13), that it depends only on x and taking its mean value,
we get the following homogenized boundary value problem:
− d∑
i,k=1 (A0)i,k ∂xi∂xku0(x) +
d∑
k=1 (B0)k ∂xku0(x) + c0u0(x) = f in Ω, (3.21)
with u0 = g on Γ. Proposition 2.3 gives, under conditions on A0, B0 and c0, which we will show
in Section 3.4, the existence and uniqueness of u0 ∈ H1(Ω). The coefficients can be rewritten in a
more compact way:
(A0)i,k = 1∣Π̂∣ ∫Πˆ ⎛⎝aˆi,k(y) − d∑j=1 aˆi,j(y)∂yj N̂k(y)⎞⎠ dy= ⟨aˆi,k − Âi∇N̂k⟩Π̂ ,
where Âi is the i-th row of the matrix Â. Further, we get
A0 = ⟨Â (I − (∇N̂)⊺)⟩
Π̂
, (3.22)
with N̂ = (N̂k)dk=1 being a row vector. For example in two dimensions the gradient (Jacobian matrix)
of N̂ denotes ∇N̂ = (∂y1N̂1 ∂y2N̂1
∂y1N̂2 ∂y2N̂2
) .
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Similarly, we get
(B0)k = 1∣Π̂∣ ∫Πˆ (bˆk(y) − d∑i=1 bˆi(y)∂yiN̂k(y)) dy= ⟨bˆk − (∇N̂k)⊺ b̂⟩
Π̂
and by considering the definition of ∇N̂, we have for B0:
B0 = ⟨(I −∇N̂) b̂⟩Π̂ . (3.23)
Note that we defined
c0 = ⟨cˆ⟩Π̂. (3.24)
Observe that both A0 and B0 are constant matrices of size d × d and d × 1, respectively, therefore
equation (3.21) is equivalent to−div (A0∇u0) + ⟨B0,∇u0⟩ + c0u0 = f in Ω.
In conclusion, we get four computational steps to get the approximation u1ε of uε:
1) Compute the solutions N̂j ∈Wper (Π̂), j = 1, . . . , d, of the cell problems
div (Â∇N̂j) = div (Âj) in Π̂,
N̂j Π̂ − periodic , (3.25)⟨N̂j⟩Π̂ = 0.
2) Compute the homogenized coefficients:
A0 = ⟨Â (I − (∇N̂)⊺)⟩
Π̂
,
B0 = ⟨(I −∇N̂) b̂⟩Π̂ , (3.26)
c0 = ⟨cˆ⟩Π̂.
3) Compute the solution u0 ∈H1(Ω) of the homogenized boundary value problem−div (A0∇u0) + ⟨B0,∇u0⟩ + c0u0 = f in Ω, (3.27)
with u0 = g on Γ.
4) Compute the approximation u1ε of uε, which is defined by
u1ε(x) ∶= u0(x) − ε d∑
j=1 N̂j (x − xiε )∂xju0(x), ∀x ∈ Πεi ,∀i. (3.28)
The approximation u1ε defined by (3.28) does not satisfy the Dirichlet boundary condition. Therefore,
as in [22, p. 28], we correct the approximation with a cutoff function ϕε(x) satisfying the following
conditions:
ϕε ∈W 1,∞0 (Ω), ϕε ≡ 1 in {x ∈ Ω ∣ dist(x, ∂Ω) > ε} ,
0 ≤ ϕε ≤ 1, ε∣∇ϕε∣ ≤ c in Ω, where the constant c does not depend on ε. (3.29)
Since we consider a domain with Lipschitz boundary, we can take for instance
ϕε(x) ∶= min{1, ε−1 dist(x, ∂Ω)} . (3.30)
Now, the approximation
w1ε(x) ∶= u0(x) − εϕε(x) ⟨N̂(x − xiε ) ,∇u0(x)⟩ , ∀x ∈ Πεi ,∀i, (3.31)
fulfils the boundary condition.
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3.3 A Priori Error Estimate
Theorem 3.1. Let f ∈ L2(Ω) and uε be the solution of (3.4) with Aε, bε and cε defined as in
Section 3.1. Let u1ε be the asymptotic expansion defined by (3.28) and w
1
ε be defined by (3.31), where
u0 is the solution of (3.27), N̂j, for j = 1, . . . , d, are the solutions of (3.25) and A0, B0 and c0 are
defined by (3.26). Moreover, assume that the derivatives of u0 up to the third order are in L
∞(Ω)
and that N̂j ∈W 1,∞ (Π̂), for j = 1, . . . , d. Then, there exist constants c1, c2 and c3 independent of ε
such that ∥uε − u1ε∥H1(Ω) ≤ c1ε 12 , ∥uε −w1ε∥H1(Ω) ≤ c2ε 12 (3.32)
and ∥A0∇u0 −Aε∇w1ε∥L2(Ω) ≤ c3ε 12 . (3.33)
Proof. The proof of both estimates in (3.32) can be found in [22, pp. 26–28], but only for bε = 0
and cε = 0.
The first error estimate in (3.32) is also proven in [13, pp. 133–137], under even stronger regularity
assumptions. The proof again shows the estimates only for bε = 0 and cε = 0. We will show in the
following that the arguments used in [13] are still applicable, where we will restrict to the case of
homogeneous boundary conditions, i.e., u0 ∈H10(Ω).
Let us introduce
Zε(x) = uε(x) − (u0 + εu1) (x, x
ε
) , (3.34)
where
u1(x,y) = − d∑
l=1 N̂l(y)∂xlu0(x). (3.35)
Recall the definition (3.6) of the operators Aε and Bε. With the equations (3.7) and (3.8) we
calculate AεZε + BεZε:
AεZε + BεZε = (A2 + ε−1A1 + ε−2A0)Zε + (B1 + ε−1B0)Zε= Aεuε − ε−2A0u0 − ε−1 (A0u1 +A1u0 + Bu0)− (A1u1 +A2u0 + B1u0 + B0u1) − ε (A2u1 + B1u1) .
Using (3.11), (3.12) and (3.13), we get
AεZε(x) + BεZε(x) = −ε (A2u1 + B1u1) (x, x
ε
) . (3.36)
Recall the definition (3.9) of A2 and (3.10) of B1. With (3.35) we have:
A2u1 = d∑
i,j,l=1 aˆi,j(y)N̂l(y)∂xi∂xj∂xlu0(x) − cˆ(y)
d∑
l=1 N̂l(y)∂xlu0(x),
B1u1 = − d∑
i,l=1 bˆi(y)N̂l(y)∂xi∂xlu0(x).
Due to our regularity assumptions, we have that all the derivatives of u0 in the equation above are
in L∞(Ω).
From (3.36) and since u0 and uε vanish on the boundary ∂Ω, we get the following boundary value
problem for Zε:
{AεZε + BεZε = εFε in Ω,
Zε = εGε on ∂Ω, (3.37)
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where
Fε(x) = − d∑
i,j,l=1 aˆi,j (xε ) N̂l (xε )∂xi∂xj∂xlu0(x) +
d∑
i,l=1 bˆi (xε ) N̂l (xε )∂xi∂xlu0(x)
+ cˆ(x
ε
) d∑
l=1 N̂l (xε )∂xlu0(x),
Gε(x) = d∑
l=1 N̂l (xε )∂xlu0(x).
This is a Dirichlet problem with inhomogeneous boundary condition. Since we have that Â ∈ L∞ (Π̂),
N̂j ∈Wper (Π̂) for j = 1, . . . , d and that all the derivatives of u0 are in L∞(Ω), we immediately know
that Fε ∈ L2(Ω), so we obtain Fε ∈H−1(Ω). Moreover, it follows in the same manner as in [13], that∥Fε∥H−1(Ω) ≤ C1.
In [13], a slightly different problem is considered and thus, the G̃ε used there is defined as Gε
plus an additional term with second order derivatives of u0. It is shown that G̃ε ∈ H1/2(∂Ω) and∥G̃ε∥H1/2(∂Ω) ≤ C2ε−1/2, under the assumption that N̂j ∈ W 1,∞ (Π̂), for j = 1, . . . , d. The proof is
still valid for Gε, hence it follows Gε ∈H1/2(∂Ω) and that ∥Gε∥H1/2(∂Ω) ≤ C2ε−1/2.
Finally, the following estimate holds for inhomogeneous Dirichlet problems:∥Zε∥H1(Ω) ≤ εc1 ∥Fε∥H−1(Ω) + c2ε ∥Gε∥H1/2(∂Ω)≤ εc1C1 + ε1/2c4C4≤ cε1/2,
with a constant c independent of ε, which concludes the proof of (3.32).
Now, we prove (3.33): From [22, p. 27] we know:∥A0∇u0 −Aε∇u1ε∥L2(Ω) ≤ cε,
where c depends on u0 and ∥w1ε − u1ε∥H1(Ω) ≤ cαellε ε1/2.
Therefore, we have:∥A0∇u0 −Aε∇w1ε∥L2(Ω) ≤ ∥A0∇u0 −Aε∇u1ε∥L2(Ω) + ∥Aε∇ (u1ε −w1ε)∥L2(Ω)≤ cε + αcontε ∥u1ε −w1ε∥H1(Ω)
≤ cε + cαcontε
αellε
ε1/2,
which concludes the proof of (3.33).
Remark 3.2. The regularity assumptions of Theorem 3.1 are rather strong and we therefore com-
ment on some sufficient conditions.
1) For a convex, bounded domain Ω and f ∈ L2(Ω), we know from Theorem 2.33 that the ho-
mogeneous Dirichlet problem is H2-regular, hence, we have u0 ∈ H10(Ω) ∩H2(Ω). The much
stronger regularity assumption u0 ∈ W 3,∞ (Ω) as in Theorem 3.1 can only be guaranteed for
much smoother data.
In [8, Section 1.5], the a priori error estimate is shown under weaker regularity assumptions,
i.e., for u0 ∈W 1,∞ (Ω) instead of u0 ∈W 3,∞ (Ω).
2) The assumption N̂j ∈ W 1,∞ (Π̂), for j = 1, . . . , d, can be deduced with interior regularity esti-
mates from [19], under regularity assumptions on Â.
The properties u0 ∈H10(Ω) ∩H2(Ω) and N̂j ∈Wper (Π̂), for j = 1, . . . , d, are enough to guarantee u1ε
and w1ε ∈H1(Ω).
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3.4 Properties of the Homogenized Coefficients
To show the subsequent properties, we follow [13, pp. 115–119], while in [8] the proofs are quite
similar.
Proposition 3.3. It holds
(A0)i,k = 1∣Π̂∣ d∑l,j=1∫Π̂ aˆl,j(y)∂yj (N̂k(y) − yk)∂yl (N̂i(y) − yi) dy, ∀i, k = 1, . . . , d. (3.38)
Proof. From the weak formulation of (3.19) we know that N̂j is a solution of
∫
Πˆ
⟨Â∇yN̂j ,∇yv⟩ dy = d∑
i=1∫Πˆ aˆi,j∂yiv dy, ∀v ∈Wper (Π̂) .
Taking as test function v = N̂l, it follows
∫
Πˆ
⟨Â∇yN̂j ,∇yN̂l⟩ dy = d∑
i=1∫Πˆ aˆi,j∂yiN̂l dy.
The right-hand side can be written equivalently as
d∑
i=1∫Πˆ aˆi,j∂yiN̂l dy = d∑i,k=1∫Πˆ aˆi,k∂ykyj∂yiN̂l dy.
Therefore, it follows
d∑
i,k=1∫Πˆ aˆi,k∂yk (N̂j − yj)∂yiN̂l dy = 0. (3.39)
The definition of A0 can be rewritten as
(A0)l,j = 1∣Π̂∣ ∫Πˆ (aˆl,j − d∑k=1 aˆl,k∂ykN̂j) dy
= 1∣Π̂∣ ∫Πˆ ⎛⎝ d∑i,k=1 aˆi,k∂ykyj∂yiyl −
d∑
i,k=1 aˆi,k∂ykN̂j∂yiyl
⎞⎠ dy
= 1∣Π̂∣ d∑i,k=1∫Πˆ aˆi,k (∂ykyj − ∂ykN̂j)∂yiyl dy.
With equation (3.39) we arrive at
(A0)l,j = 1∣Π̂∣ d∑i,k=1∫Πˆ aˆi,k∂yk (yj − N̂j)∂yi (yl − N̂l) dy,
which completes the proof.
Proposition 3.4. The homogenized matrix A0 is elliptic, i.e., there exists α
ell
0 > 0 such that
d∑
i,k=1 (A0)i,k ξiξk ≥ αell0 ∥ξ∥22 , ∀ξ ∈ Rd.
Proof. With formula (3.38) it follows:
d∑
i,k=1 (A0)i,k ξiξk = 1∣Π̂∣
d∑
i,k=1
d∑
l,j=1∫Π̂ aˆl,j(y)ξk∂yj (N̂k(y) − yk) ξi∂yl (N̂i(y) − yi) dy.
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We set ζ ∶= ∑dn=1 ξn (N̂n(y) − yn) and use the ellipticity of Â, hence
d∑
i,k=1 (A0)i,k ξiξk = 1∣Π̂∣
d∑
l,j=1∫Π̂ aˆl,j(y)∂yjζ∂ylζ dy
≥ α̂ell∣Π̂∣ ∫Π̂ d∑l=1 ∣∂ylζ ∣2 dy≥ 0, ∀ξ ∈ Rd.
We study the case when
d∑
i,k=1 (A0)i,k ξiξk = 0,
this can only be true if and only if ∂ylζ = 0, ∀l. Which means that
ζ = d∑
n=1 ξn (N̂n(y) − yn) = constant
and thus
d∑
n=1 ξnN̂n(y) = d∑n=1 ξnyn + constant.
Since N̂n(y) is a periodic function, it follows that ξn = 0 ∀n. Therefore A0 is positive definite.
Proposition 3.5. If Â is symmetric, then it follows that A0 is symmetric.
Proof. This follows straightforwardly from (3.38):
(A0)i,k = 1∣Π̂∣ d∑l,j=1∫Π̂ aˆl,j(y)∂yj (N̂k(y) − yk)∂yl (N̂i(y) − yi) dy
=∶ 1∣Π̂∣ d∑l,j=1∫Π̂ aˆl,j(y)∂yjwk(y)∂ylwi(y)dy
= 1∣Π̂∣ d∑j,l=1∫Π̂ aˆj,l(y)∂ylwi(y)∂yjwk(y)dy= (A0)k,i .
Remark 3.6. Since we assumed cˆ(y) ≥ α̂ > 0 for all y ∈ Π̂ and − 1
2
div b̂ + cˆ ≥ 0, it follows:
c0 ≥ α̂ > 0 and − 1
2
divB0 + c0 ≥ 0.
Proposition 3.4 and in general [13], do not give an explicit constant αell0 , but, with the help of [22],
we can derive upper bounds for (αell0 )−1 and αcont0 , as shown in the next proposition. We only
consider the case where Â is symmetric, since this always holds in our considerations.
Proposition 3.7. If Â is symmetric, then it holds
1
αell0
≤ ρ (⟨Â−1⟩
Π̂
) ≤
¿ÁÁÁÀ d∑
i,j
1∣Π̂∣ ∥(Â−1)i,j∥2L2(Π̂)
and
αcont0 ≤ ρ (⟨Â⟩Π̂) ≤
¿ÁÁÁÀ d∑
i,j
1∣Π̂∣ ∥aˆi,j∥2L2(Π̂).
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Proof. If Â is symmetric, then [22, Section 1.6] gives us the following two-sided estimate:
⟨Â−1⟩−1
Π̂
≤ A0 ≤ ⟨Â⟩Π̂ . (3.40)
The notation B ≤ A stands for 0 ≤ A − B and means that A − B is positive semi-definite. From
(3.40) it follows immediately:
ρ (A0) ≤ ρ (⟨Â⟩Π̂) .
Moreover, we have that
ρ (⟨Â⟩
Π̂
) ≤ ∥⟨Â⟩
Π̂
∥
2
≤ ∥⟨Â⟩
Π̂
∥
F
,
from (A.3). With the definition of the Frobenius norm and with Ho¨lder’s inequality, we get
∥⟨Â⟩
Π̂
∥2
F
= d∑
i,j
∣⟨aˆi,j⟩Π̂∣2 ≤ d∑
i,j
1∣Π̂∣ ∥aˆi,j∥2L2(Π̂) .
Thus, we have
ρ (⟨Â⟩
Π̂
) ≤
¿ÁÁÁÀ d∑
i,j
1∣Π̂∣ ∥aˆi,j∥2L2(Π̂). (3.41)
Further, it follows from (3.40) that
A−10 ≤ ⟨Â−1⟩Π̂ ,
since we consider positive definite matrices, and therefore
ρ (A−10 ) ≤ ρ (⟨Â−1⟩Π̂) .
The inequality (3.41) also holds for the inverse matrix, thus we arrive at
1
αell0
≤ ρ (⟨Â−1⟩
Π̂
) ≤
¿ÁÁÁÀ d∑
i,j
1∣Π̂∣ ∥(Â−1)i,j∥2L2(Π̂),
i.e., we have upper bounds for αcont0 and (αell0 )−1.
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4 A Posteriori Error of the Two Scale
Approximation
In this chapter we want to establish an a posteriori error estimator for the two scale approximation
described in the previous chapter. The fully discrete solution of the homogenization problem is not
a Galerkin approximation, this is why we consider functional a posteriori estimates, as introduced,
in general, in [26]. Further, they have the advantage that they do not require extra regularity and
they do not contain mesh-dependent constants. The goal is to find an error estimator that is reliable
and can be computed efficiently.
The a posteriori error estimate of functional type for a general reaction-convection-diffusion problem
was introduced in Section 2.4. We will first apply this general estimate to the cell and homogenized
problems and then conclude with the total error for the homogenization problem.
4.1 Introduction
We consider the problem discussed in Chapter 3, but for simplicity with homogeneous Dirichlet
boundary condition:
−div (Aε∇uε) + ⟨bε,∇uε⟩ + cεuε = f in Πεi , ∀i, (4.1)
with uε = 0 on Γ, for f ∈ L2(Ω), where the coefficients fulfil the conditions mentioned in Chapter 3.
In order to get a two scale approximation w1ε of uε, as explained before, we have to solve additionally
the cell and the homogenized problems:
1) Compute the solutions N̂k ∈Wper (Π̂), k = 1, . . . , d, of the cell problems
div (Â∇N̂k) = div (Âk) in Π̂,
N̂k Π̂ − periodic , (4.2)⟨N̂k⟩Π̂ = 0.
2) Compute the homogenized coefficients:
A0 = ⟨Â (I − (∇N̂)⊺)⟩
Π̂
,
B0 = ⟨(I −∇N̂) b̂⟩Π̂ , (4.3)
c0 = ⟨cˆ⟩Π̂.
3) Compute the solution u0 ∈H10(Ω) of the homogenized boundary value problem−div (A0∇u0) + ⟨B0,∇u0⟩ + c0u0 = f in Ω. (4.4)
with u0 = 0 on Γ.
4) Compute the approximation w1ε of uε, which is defined by
w1ε(x) ∶= u0(x) − εϕε(x) ⟨N̂(x − xiε ) ,∇u0(x)⟩ , ∀x ∈ Πεi ,∀i. (4.5)
For f ∈ L2(Ω) and Ω a convex domain, we know from Theorem 2.33 that u0 ∈H2(Ω).
Since we compute a finite dimensional approximation of our problem, we have to consider several
errors which arise due to modelling, discretization and the two scale approximation. For that, we
introduce some notation:
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1) We denote the finite dimensional approximation of N̂ by N̂(l), where l ∈ N is an index and we
assume that the approximation gets better as l increases.
2) Thus, the computation of the homogenized coefficients is not exact and depends on the ac-
curacy of the approximation N̂(l). Hence we compute only an approximation of A0 and B0
defined by
A0,l = ⟨Â (I − (∇N̂(l))⊺)⟩
Π̂
, (4.6)
B0,l = ⟨(I −∇N̂(l)) b̂⟩Π̂ . (4.7)
Proposition 4.1. Let N̂(l) be a Galerkin approximation. Then, the approximated homogenized
matrix A0,l is symmetric and elliptic.
Proof. The proof is straightforward from Propositions 3.4 and 3.5, since N̂(l) is a Galerkin
approximation.
Further, since A0,l is a constant matrix, we can compute (αell0,l)−1 = ρ (A−10,l) and αcont0,l =
ρ (A0,l).
Remark 4.2. From Remark 3.6 it follows directly that − 1
2
divB0,l + c0 ≥ 0.
3) With these approximated homogenized coefficients, we obtain an approximate homogenized
problem which corresponds to the modelling error:
−div (A0,l∇u(l)0 ) + ⟨B0,l,∇u(l)0 ⟩ + c0u(l)0 = f in Ω, (4.8)
with u
(l)
0 = 0 on Γ. As before, we know that u(l)0 ∈H2(Ω).
Second, we denote the finite dimensional approximation of u
(l)
0 by u
(l,j)
0 , where we have again,
for j ∈ N, a better approximation as j increases.
4) The fully discrete approximation is the following finite-dimensional two scale approximation
w
(l,j)
1,ε (x) ∶= u(l,j)0 (x) − εϕε(x) ⟨N̂(l) (x − xiε ) ,∇u(l,j)0 (x)⟩ , ∀x ∈ Πεi ,∀i. (4.9)
5) Since we are interested in estimating ∥∇ (uε −w(l,j)1,ε )∥Aε , we have to ensure that ∇w(l,j)1,ε is
well defined. This is not the case, since ∇ (∇u(l,j)0 ) is not defined, because the corresponding
finite element space u
(l,j)
0 ∈ Vj ⊂ H10(Ω) is not contained in H2(Ω). Therefore, we need a
suitable smoothing operator P ∶ L2(Ω) → H1(Ω). For this purpose, we employ the Cle´ment
interpolation operator Ch ∶ L2(Ω) → Vj ⊂ H1(Ω), see Section A.4. Thus, in our numerical
experiments we compute a modified two scale approximation containing a smoothed version
of ∇u(l,j)0 :
w̃
(l,j)
1,ε (x) ∶= u(l,j)0 (x) − εϕε(x) ⟨N̂(l) (x − xiε ) ,Ch∇u(l,j)0 (x)⟩ , ∀x ∈ Πεi ,∀i. (4.10)
Our goal is to find an upper bound for the error of the modified two scale approximation, i.e., for
∥∇ (uε − w̃(l,j)1,ε )∥Aε .
For simplicity, we will consider from now on b̂ = 0 and cˆ = 0, thus, B0 = B0,l = 0 and c0 = 0, we
will generalize the obtained error estimates in Section 4.5. In the following we will assume that f ,
Ω, Π̂ and the matrices Â and Aε fulfil the assumptions made in Section 3.1. Further, let uε be the
solution of (4.1), let u0 be the solution of (4.4) and N̂k be the solution of (4.2) for k = 1, . . . , d.
In a first estimation step we get the following upper bound:
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Theorem 4.3. For any v ∈H10(Ω) it holds:
∥∇ (uε − v)∥Aε ≤ ∥A0∇u0 −Aε∇v∥A−1ε .
Proof. For any v,w ∈H10(Ω) it holds
∫
Ω
⟨Aε∇(uε − v),∇w⟩ = ∫
Ω
fw − ∫
Ω
⟨Aε∇v,∇w⟩
= ∫
Ω
(div (A0∇u0) + f)w + ∫
Ω
⟨A0∇u0 −Aε∇v,∇w⟩ ,
since ∫
Ω
⟨A0∇u0,∇w⟩ + ∫
Ω
div (A0∇u0)w = 0.
We set w = uε − v and insert A1/2ε A−1/2ε in the second term. Further, with Ho¨lder’s inequality, it
follows:
∫
Ω
⟨Aε∇(uε − v),∇ (uε − v)⟩ ≤ ∥div (A0∇u0) + f∥L2(Ω) ∥uε − v∥L2(Ω)+ ∫
Ω
⟨A−1/2ε (A0∇u0 −Aε∇v) ,A1/2ε ∇(uε − v)⟩≤ CFΩ ∥div (A0∇u0) + f∥L2(Ω) ∥∇(uε − v)∥L2(Ω)
+ (∫
Ω
⟨A−1/2ε (A0∇u0 −Aε∇v) ,A−1/2ε (A0∇u0 −Aε∇v)⟩)1/2
(∫
Ω
⟨A1/2ε ∇(uε − v),A1/2ε ∇(uε − v)⟩)1/2
≤ CFΩ√
αellε
∥div (A0∇u0) + f∥L2(Ω) ∥∇(uε − v)∥Aε
+ ∥Aε∇v −A0∇u0∥A−1ε ∥∇(uε − v)∥Aε .
Dividing this inequality by the norm ∥∇(uε − v)∥Aε , we get
∥∇ (uε − v)∥Aε ≤ CFΩ√αellε ∥div (A0∇u0) + f∥L2(Ω) + ∥Aε∇v −A0∇u0∥A−1ε .
Since the homogenized equation is fulfilled, we finally conclude:
∥∇ (uε − v)∥Aε ≤ ∥A0∇u0 −Aε∇v∥A−1ε .
We can apply this estimate for v = w̃(l,j)1,ε ∈ H10(Ω), but it still contains the unknown function u0.
The next theorem is a first step to overcome this problem:
Theorem 4.4. It holds:
∥∇ (uε − w̃(l,j)1,ε )∥Aε ≤ C1ρ (A0 −A0,l) +C2 ∥∇ (u0 − u(l,j)0 )∥A0+ 1√
αellε
∥A0,l∇u(l,j)0 −Aε∇w̃(l,j)1,ε ∥L2(Ω) ,
with
C1 ∶= CFΩ√
αellε
√
αell0
∥f∥L2(Ω) , C2 ∶= αcont0,l√
αellε
√
αell0
.
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Proof. Consider the estimate from Theorem 4.3 for v = w̃(l,j)1,ε ∈H10(Ω) and insert the terms A0,l∇u0
and A0,l∇u(l,j)0 :
∥∇ (uε − w̃(l,j)1,ε )∥Aε ≤ ∥A0∇u0 −Aε∇w̃(l,j)1,ε ∥A−1ε≤ ∥(A0 −A0,l)∇u0∥A−1ε + ∥A0,l∇ (u0 − u(l,j)0 )∥A−1ε+ ∥A0,l∇u(l,j)0 −Aε∇w̃(l,j)1,ε ∥A−1ε .
In order to have suitable weighted norms, we proceed:
∥∇ (uε − w̃(l,j)1,ε )∥Aε ≤ 1√αellε ρ (A0 −A0,l) ∥∇u0∥L2(Ω)
+ αcont0,l√
αellε
√
αell0
∥∇ (u0 − u(l,j)0 )∥A0+ ∥A0,l∇u(l,j)0 −Aε∇w̃(l,j)1,ε ∥A−1ε .
Further, it holds ∥∇u0∥L2(Ω) ≤ CFΩ√
αell0
∥f∥L2(Ω) ,
which completes the proof.
This theorem shows that we have three types of errors contributing to the total error:
a) The approximation error of the homogenized matrix ρ (A0 −A0,l), which is essentially the
discretization error of the cell problems estimated in Section 4.2.
b) The combined modelling/discretization error for the homogenized problem ∥∇ (u0 − u(l,j)0 )∥A0 ,
which we will estimate in Section 4.3.
c) The error term ∥A0,l∇u(l,j)0 −Aε∇w̃(l,j)1,ε ∥L2(Ω), which is computable and also optimal due to
equation (3.33) shown in Theorem 3.1.
In the following, we will specify the majorants for the error terms which assemble the total error
and conclude in Subsection 4.4 with the total error majorant.
Further, note that one should develop an error estimation strategy (see, e.g., [27]) to balance the
above listed error terms, in order to get the desired accuracy of the approximation in an economical
way. This means that, if the total error majorant is bigger than the tolerance, one tries to reduce
the dominant error term by improving the corresponding approximation.
4.2 Discretization Error for the Cell Problem
Problems with periodic boundary condition, as the cell problem, can only be solved up to a constant.
Furthermore, the discretization is similar to the case of Neumann boundary condition, therefore we
follow the approach for problems with Neumann boundary condition explained in [26, pp. 80–81].
We define: {div ŷ}
Π̂
∶= div ŷ − ⟨div ŷ⟩Π̂ , (4.11)
for all ŷ ∈H (Π̂,div).
Proposition 4.5 (Discretization error for the cell problem). The error of the approximations
N̂
(l)
k can be estimated by ∥∇ (N̂k − N̂ (l)k )∥Â ≤Mdisc (N̂ (l)k ; ŷ, β̂) ,
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where
M2disc (N̂ (l)k ; ŷ, β̂) ∶= (1 + β̂) ∥ŷ − Â∇N̂ (l)k ∥2Â−1 + C2P Π̂α̂ell (1 + 1β̂ )∥{div ŷ − div (Âk)}Π̂∥2L2(Π̂)
for all ŷ ∈H (Π̂,div), β̂ > 0 and k = 1,2, . . . , d.
Proof. For any w ∈Wper (Π̂) and ŷ ∈H (Π̂,div) it holds:
∫
Π̂
⟨Â∇ (N̂k − N̂ (l)k ) ,∇w⟩ = ∫
Π̂
−div (Âk)w − ∫
Π̂
⟨Â∇N̂ (l)k ,∇w⟩= ∫
Π̂
(div ŷ − div (Âk))w + ∫
Π̂
⟨ŷ − Â∇N̂ (l)k ,∇w⟩ . (4.12)
Now, let w = N̂k − N̂ (l)k . Since w ∈Wper (Π̂), it holds ⟨w⟩Π̂ = 0, hence the first summand is:
∫
Π̂
(div ŷ − div (Âk)) (N̂k − N̂ (l)k ) = ∫
Π̂
(div ŷ − div (Âk) − ⟨div ŷ − div (Âk)⟩Π̂) (N̂k − N̂ (l)k )= ∫
Π̂
{div ŷ − div (Âk)}Π̂ (N̂k − N̂ (l)k )≤ ∥{div ŷ − div (Âk)}Π̂∥L2(Π̂)CP Π̂ ∥∇ (N̂k − N̂ (l)k )∥L2(Π̂) ,
with the definition of { ⋅}
Π̂
from before. The second summand on the right-hand side of (4.12), with
again w = N̂k − N̂ (l)k , is estimated by
∫
Π̂
⟨ŷ − Â∇N̂ (l)k ,∇ (N̂k − N̂ (l)k )⟩ ≤ (∫
Π̂
⟨Â−1/2 (ŷ − Â∇N̂ (l)k ) , Â−1/2 (ŷ − Â∇N̂ (l)k )⟩)1/2
(∫
Π̂
⟨Â1/2∇ (N̂k − N̂ (l)k ) , Â1/2∇ (N̂k − N̂ (l)k )⟩)1/2≤ ∥ŷ − Â∇N̂ (l)k ∥Â−1 ∥∇ (N̂k − N̂ (l)k )∥Â .
Together we get
∥∇ (N̂k − N̂ (l)k )∥2Â ≤ ∥{div ŷ − div (Âk)}Π̂∥L2(Π̂) CP Π̂√α̂ell ∥∇ (N̂k − N̂ (l)k )∥Â+ ∥ŷ − Â∇N̂ (l)k ∥Â−1 ∥∇ (N̂k − N̂ (l)k )∥Â .
Thus, it follows
∥∇ (N̂k − N̂ (l)k )∥Â ≤ CP Π̂√α̂ell ∥{div ŷ − div (Âk)}Π̂∥L2(Π̂) + ∥ŷ − Â∇N̂ (l)k ∥Â−1
and by squaring both sides and using Young’s inequality we arrive at the definition of the majorantM2disc (N̂ (l)k ; ŷ, β̂).
The discretization majorant of the cell problems can now be used to approximate the error due to
the approximation of the homogenized matrix:
Proposition 4.6 (Approximation error of the homogenized matrix). The error of the ap-
proximation A0,l can be estimated by
ρ (A0 −A0,l) ≤ √α̂cont∣Π̂∣1/2
¿ÁÁÀ d∑
k=1M2disc (N̂ (l)k ; ŷ, β̂).
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Proof. Starting with the definition, we get a first inequality
ρ (A0 −A0,l) = ρ (⟨Â (∇ (N̂ − N̂(l)))⊺⟩
Π̂
)
≤ ∥⟨Â (∇ (N̂ − N̂(l)))⊺⟩
Π̂
∥
2≤ 1∣Π̂∣ ∫Π̂ ∥Â (∇ (N̂ − N̂(l)))⊺∥2 dy.
Now we know that it holds
∥AB∥2 ≤ ∥AB∥F =
¿ÁÁÀ d∑
k=1 ∥Abk∥22,
where ∥ ⋅ ∥F denotes the Frobenius norm. Therefore we can further estimate, using also Ho¨lder’s
inequality in the second line:
ρ (A0 −A0,l) ≤ 1∣Π̂∣ ∫Π̂
¿ÁÁÀ d∑
k=1 ∥Â∇ (N̂k − N̂ (l)k )∥22 dy
≤ 1∣Π̂∣ ∣Π̂∣1/2
¿ÁÁÀ d∑
k=1 ∥Â∇ (N̂k − N̂ (l)k )∥2L2(Π̂)
≤ √α̂cont∣Π̂∣1/2
¿ÁÁÀ d∑
k=1 ∥∇ (N̂k − N̂ (l)k )∥2Â.
The discretization majorant for the cell problems concludes the proof.
4.3 Modelling/Discretization Error for the Homogenized
Problem
For the error estimation of the homogenized problem, we proceed similar to [27]. We set
Λl ∶= A−1/20,l A0A−1/20,l , κ2l ∶= 1 + ρ (Λl − I) (4.13)
and formulate the combined error estimate:
Proposition 4.7 (Combined modelling/discretization error for the homogenized prob-
lem). The error of the approximation u
(l,j)
0 can be estimated by
∥∇ (u0 − u(l,j)0 )∥A0 ≤ Edisc +Emod≤ κlMdisc (u(l,j)0 ;y, β) + δl,jρ (A0,l −A0) ,
for all y ∈H(Ω,div) and β > 0, with
δ2l,j ∶= 2αell0 αell0,l (∥∇u(l,j)0 ∥2A0,l + 12M2disc (u(l,j)0 ;y, β))
and the discretization majorant
M2disc (u(l,j)0 ;y, β) ∶= (1 + β) ∥A0,l∇u(l,j)0 − y∥2A−1
0,l
+ C2FΩ
αell0,l
(1 + 1
β
) ∥div y + f∥2L2(Ω) .
Proof. We start with the triangle inequality
∥∇ (u0 − u(l,j)0 )∥A0 ≤ ∥∇ (u(l)0 − u(l,j)0 )∥A0 + ∥∇ (u0 − u(l)0 )∥A0 =∶ Edisc +Emod.
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The discretization error can be estimated as follows:
E2disc = ∥∇ (u(l)0 − u(l,j)0 )∥2A0,l + ∫Ω ⟨(A0 −A0,l)∇ (u(l)0 − u(l,j)0 ) ,∇ (u(l)0 − u(l,j)0 )⟩= ∥∇ (u(l)0 − u(l,j)0 )∥2A0,l + ∫Ω ⟨(Λl − I)A1/20,l ∇ (u(l)0 − u(l,j)0 ) ,A1/20,l ∇ (u(l)0 − u(l,j)0 )⟩≤ (1 + ρ (Λl − I)) ∥∇ (u(l)0 − u(l,j)0 )∥2A0,l ,
where we used A0 −A0,l = A1/20,l (Λl − I)A1/20,l . Now, we can apply Theorem 2.37, which gives us the
discretization majorant
∥∇ (u(l)0 − u(l,j)0 )∥A0,l ≤Mdisc (u(l,j)0 ,y) ∶= ∥y −A0,l∇u(l,j)0 ∥A−10,l + CFΩ√αell0,l ∥f + div y∥L2(Ω) .
With a consequence of Young’s inequality, namely equation (A.2), we arrive at the estimate:
Edisc ≤ κlMdisc (u(l,j)0 ;y, β) .
The modelling error is estimated as follows. It holds for any v ∈H10(Ω)
∫
Ω
⟨A0∇ (u0 − u(l)0 ) ,∇v⟩ = ∫
Ω
fv − ∫
Ω
⟨A0∇u(l)0 ,∇v⟩= ∫
Ω
⟨A0,l∇u(l)0 ,∇v⟩ − ∫
Ω
⟨A0∇u(l)0 ,∇v⟩ .
Hence, for v = u0 − u(l)0 :
E2mod = ∥∇ (u0 − u(l)0 )∥2A0 = ∫Ω ⟨(A0,l −A0)∇u(l)0 ,∇ (u0 − u(l)0 )⟩ .
Using Ho¨lder’s inequality, we arrive at
∥∇ (u0 − u(l)0 )∥2A0 ≤ (∫Ω ⟨(A0,l −A0)∇u(l)0 , (A0,l −A0)∇u(l)0 ⟩)1/2
(∫
Ω
⟨∇ (u0 − u(l)0 ) ,∇ (u0 − u(l)0 )⟩)1/2= ρ (A0,l −A0) ∥∇u(l)0 ∥L2(Ω) ∥∇ (u0 − u(l)0 )∥L2(Ω) .
Further, we want to have weighted norms:
∥∇ (u0 − u(l)0 )∥A0 ≤ 1√αell0,l√αell0 ρ (A0,l −A0) ∥∇u(l)0 ∥A0,l .
We can expand the norm on the right by a term equal to zero, due to the Galerkin orthogonality,
which leads to:
∥∇u(l)0 ∥2A0,l = ∫Ω ⟨A0,l∇u(l)0 ,∇u(l)0 ⟩ + ∫Ω ⟨A0,l∇u(l,j)0 ,∇u(l,j)0 ⟩ − ∫Ω ⟨A0,l∇u(l)0 ,∇u(l,j)0 ⟩= ∫
Ω
⟨A0,l∇u(l)0 ,∇ (u(l)0 − u(l,j)0 )⟩ + ∥∇u(l,j)0 ∥2A0,l≤ ∥∇u(l)0 ∥A0,l ∥∇ (u(l)0 − u(l,j)0 )∥A0,l + ∥∇u(l,j)0 ∥2A0,l .
Applying Young’s inequality, we get
∥∇u(l)0 ∥2A0,l ≤ 12 ∥∇u(l)0 ∥2A0,l + 12 ∥∇ (u(l)0 − u(l,j)0 )∥2A0,l + ∥∇u(l,j)0 ∥2A0,l .
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Hence, it follows
∥∇u(l)0 ∥2A0,l ≤ 2(∥∇u(l,j)0 ∥2A0,l + 12 ∥∇ (u(l)0 − u(l,j)0 )∥2A0,l) .
The second term can again be estimated by the discretization majorant, therefore we finally arrive
at
Emod ≤ 1√
αell0,l
√
αell0
ρ (A0,l −A0) (2(∥∇u(l,j)0 ∥2A0,l + 12M2disc (u(l,j)0 ;y, β)))1/2 .
Remark 4.8. The constant κl in the error term Edisc could also be defined by
ρ(A0)
αell
0,l
. From both
definitions it is clear that κl is of size O(1) and since it is multiplied by Mdisc (u(l,j)0 ;y, β), which
goes to zero for u
(l,j)
0 tending to u
(l)
0 , an upper bound of O(1) is suitable to have a small bound Edisc.
We will give an a posteriori estimate for κl in the following proposition, since ρ (A0) is not known.
Proposition 4.9. For the coefficient κl we have the following computable upper bound:
κ2l ≤ 1 + √α̂cont
αell0,l ∣Π̂∣1/2
¿ÁÁÀ d∑
k=1M2disc (N̂ (l)k ; ŷ, β̂)
Proof. Starting with the definition we get a first inequality
κ2l = 1 + ρ (A−1/20,l A0A−1/20,l − I)= 1 + ρ (A−10,l (A0 −A0,l))≤ 1 + 1
αell0,l
ρ (A0 −A0,l) .
Then, we can use the approximation error estimate from Proposition 4.6 and arrive at:
κ2l ≤ 1 + 1αell0,l
√
α̂cont∣Π̂∣1/2
¿ÁÁÀ d∑
k=1M2disc (N̂ (l)k ; ŷ, β̂).
Remark 4.10. The constant δl,j in the error term Emod contains the constant value ∥∇u(l,j)0 ∥2A0,l ,
hence, δl,j is of size O(1). It is multiplied by ρ (A0,l −A0), which goes to zero as l increases and is
estimated by the upper bound from Proposition 4.6. Therefore, with an upper bound for (αell0 )−1, we
have a computable error estimate for Emod.
4.4 Total Error
To conclude, we insert the approximation error of the homogenized matrix from Proposition 4.6 and
the combined modelling/discretization error of the homogenized problem from Proposition 4.7 into
the estimate of Theorem 4.4 and get the following total error estimate:
Theorem 4.11 (Total error majorant). Let Aε be defined by (3.3) and condition (3.1) be sat-
isfied. Further, let A0 be defined by (4.3) and A0,l be defined by (4.6). We assume that f ∈ L2(Ω),
uε is the exact solution of (4.1), u
(l,j)
0 is an approximation of (4.8) and N̂
(l)
k , for k = 1, . . . , d, is
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an approximation of (4.2). Further, we assume that the approximation w̃
(l,j)
1,ε is defined by (4.10).
Then,
∥∇ (uε − w̃(l,j)1,ε )∥Aε ≤Mtot (N̂(l),A0,l, u(l,j)0 , w̃(l,j)1,ε )
∶= (C1 +C2δl,j) √α̂cont∣Π̂∣1/2
¿ÁÁÀ d∑
k=1M2disc (N̂ (l)k ; ŷ, β̂)+C2κlMdisc (u(l,j)0 ;y, β)+ 1√
αellε
∥A0,l∇u(l,j)0 −Aε∇w̃(l,j)1,ε ∥L2(Ω) ,
for all y ∈H(Ω,div), ŷ ∈H(Π̂,div) and β, β̂ > 0, with
C1 ∶= CFΩ√
αellε
√
αell0
∥f∥L2(Ω) , C2 ∶= αcont0,l√
αellε
√
αell0
,
δ2l,j ∶= 2αell0 αell0,l (∥∇u(l,j)0 ∥2A0,l + 12M2disc (u(l,j)0 ;y, β)) .
Hence, the total error majorant is a combination of the discretization majorant Mdisc (N̂ (l)k ) of the
cell problems from Proposition 4.5 and the discretization majorant of the homogenized problemMdisc (u(l,j)0 ) from Proposition 4.7 and a third computable term, which measures the error of the
two scale approximation.
Remark 4.12 (Computability). The total error majorant from Theorem 4.11 is fully computable,
due to the following arguments. Since the matrix Aε and the matrix Â are given, we can explic-
itly compute αellε , α̂
ell and α̂cont. For the constant matrix A0,l, we can directly calculate α
ell
0,l and
αcont0,l . The values ∥f∥L2(Ω), ∥∇u(l,j)0 ∥2A0,l and ∣Π̂∣ can be computed explicitly, either through a priori
knowledge or through evaluated finite element approximations. Further, Proposition 3.7 gives us a
computable a priori bound for (αell0 )−1 and Proposition 4.9 gives us a computable a posteriori bound
for κl. Finally, for a convex, polygonal domain, we have a priori bounds for the Poincare´ and
Friedrichs constant, as explained in Section A.3. Hence the total error majorant is fully computable.
As already mentioned, we want to develop an error estimation strategy, similar to [27]. Assume
that we want to solve the original problem (4.1) for a given accuracy δ. For that, we first com-
pute the approximated solutions of the cell problems N̂
(l)
k , k = 1, . . . , d, and the according majorantMdisc (N̂ (l)k ; ŷ, β̂) for l − 1 refinement steps of the initial finite element space Vh0 . If this majorant
already exceeds δ, then one should increase l and recompute the approximations and the majo-
rant. Otherwise, compute A0,l, the approximated solution of the homogenized problem u
(l,j)
0 and
the according majorant Mdisc (u(l,j)0 ;y, β) for j − 1 refinement steps of the initial finite element
space VH0 . In a next step, derive the two scale approximation w̃
(l,j)
1,ε and the total error majorantMtot (N̂(l),A0,l, u(l,j)0 , w̃(l,j)1,ε ) from Theorem 4.11. If the total error majorant exceeds the tolerance
δ, then we check which majorant is dominating. If Mdisc (N̂ (l)k ) < νMdisc (u(l,j)0 ) for some ν ∈ R>0,
then we should improve the approximation u
(l,j)
0 by increasing j. If Mdisc (N̂ (l)k ) ≥ νMdisc (u(l,j)0 ),
then we should improve the approximation of A0,l by increasing l and computing more accurate ap-
proximations of N̂
(l)
k , k = 1, . . . , d. With this strategy listed in Algorithm 1, we get an approximated
solution w̃
(l,j)
1,ε of (4.1) for a given accuracy δ, in an economical way.
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Algorithm 1 Homogenization error estimation strategy
Input: Aε, Â, f , Ω, Π̂, ν ∈ R>0 and δ ∈ (0,1).
Compute αellε , α̂
ell, α̂cont, ∥f∥L2(Ω) and ∣Π̂∣.
Derive the a priori bounds for CFΩ, CP Π̂ and (αell0 )−1.
Compute N̂
(l)
k ∈ Vhl for k = 1, . . . , d and Mdisc (N̂ (l)k ; ŷ, β̂).
if Mdisc (N̂ (l)k ; ŷ, β̂) > δ then
Set l = l + 1 and start from the beginning.
end if
Compute A0,l and α
ell
0,l, α
cont
0,l
Compute u
(l,j)
0 ∈ VHj and Mdisc (u(l,j)0 ;y, β).
Compute ∥∇u(l,j)0 ∥2A0,l , C1, C2, δl,j and the a posteriori bound of κl.
Compute w̃
(l,j)
1,ε and Mtot (N̂(l),A0,l, u(l,j)0 , w̃(l,j)1,ε ).
while Mtot > δ do
if Mdisc (N̂ (l)k ) < νMdisc (u(l,j)0 ) then
Set j = j + 1 and return to compute u(l,j)0 ∈ VHj .
else if Mdisc (N̂ (l)k ) ≥ νMdisc (u(l,j)0 ) then
Set l = l + 1 and start from the beginning.
end if
end while
Output: Mtot (N̂(l),A0,l, u(l,j)0 , w̃(l,j)1,ε ) (Total error majorant)
w̃
(l,j)
1,ε (Approximation of the homogenization problem)
4.5 Generalized Estimates
In the sections before we considered b̂ = 0 and cˆ = 0, we will now generalize the estimates for
coefficients b̂ and cˆ, for which we assume that the assumptions made in Section 3.1 are fulfilled.
Hence, we also consider B0,B0,l and c0, defined by (4.3) and (4.7). Theorem 4.3 generalizes to:
Theorem 4.13. For any v ∈H10(Ω) it holds:
∥∇ (uε − v)∥Aε ≤ 1√αellε ∥A0∇u0 −Aε∇v∥L2(Ω)+ CFΩ√
αellε
(∥⟨B0,∇u0⟩ − ⟨bε,∇v⟩∥L2(Ω) + ∥c0u0 − cεv∥L2(Ω))
Proof. For any v,w ∈H10(Ω) it holds
∫
Ω
(⟨Aε∇(uε − v),∇w⟩ + ⟨bε,∇(uε − v)⟩w + cε(uε − v)w)
= ∫
Ω
(f − ⟨bε,∇v⟩ − cεv)w − ∫
Ω
⟨Aε∇v,∇w⟩ .
Since
∫
Ω
⟨A0∇u0,∇w⟩ + ∫
Ω
(⟨B0,∇u0⟩ + c0u0)w + ∫
Ω
div (A0∇u0)w − ∫
Ω
(⟨B0,∇u0⟩ + c0u0)w = 0,
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it follows
∫
Ω
(⟨Aε∇(uε − v),∇w⟩ + ⟨bε,∇(uε − v)⟩w + cε(uε − v)w)
= ∫
Ω
(f + div (A0∇u0) − ⟨B0,∇u0⟩ − c0u0)w
+ ∫
Ω
⟨A0∇u0 −Aε∇v,∇w⟩
+ ∫
Ω
(⟨B0,∇u0⟩ − ⟨bε,∇v⟩ + c0u0 − cεv)w. (4.14)
We set w = uε − v, then we have for the left-hand side:
LHS ∶= ∫
Ω
(⟨Aε∇(uε − v),∇ (uε − v)⟩ + ⟨bε,∇(uε − v)⟩ (uε − v) + cε(uε − v)2)
= ∥∇ (uε − v)∥2Aε + ∫Ω (cε − 12 div (bε)) (uε − v)2≥ ∥∇ (uε − v)∥2Aε .
For the first term on the right-hand side of (4.14), we have:
∫
Ω
(f + div (A0∇u0) − ⟨B0,∇u0⟩ − c0u0) (uε − v)≤ ∥f + div (A0∇u0) − ⟨B0,∇u0⟩ − c0u0∥L2(Ω) ∥uε − v∥L2(Ω) .
Since the homogenized equation is fulfilled, this term is equal to zero. For the other terms on the
right-hand side of (4.14), we get:
RHS ∶= ∫
Ω
⟨A0∇u0 −Aε∇v,∇(uε − v)⟩ + ∫
Ω
(⟨B0,∇u0⟩ − ⟨bε,∇v⟩ + c0u0 − cεv) (uε − v)
≤ 1√
αellε
∥A0∇u0 −Aε∇v∥L2(Ω) ∥∇(uε − v)∥Aε
+ CFΩ√
αellε
(∥⟨B0,∇u0⟩ − ⟨bε,∇v⟩∥L2(Ω) + ∥c0u0 − cεv∥L2(Ω)) ∥∇(uε − v)∥Aε .
Dividing by the norm ∥∇(uε − v)∥Aε , we conclude:
∥∇ (uε − v)∥Aε ≤ 1√αellε ∥A0∇u0 −Aε∇v∥L2(Ω)+ CFΩ√
αellε
(∥⟨B0,∇u0⟩ − ⟨bε,∇v⟩∥L2(Ω) + ∥c0u0 − cεv∥L2(Ω)) .
In order to get a computable upper bound for ∥∇ (uε − w̃(l,j)1,ε )∥Aε , we proceed similar to Theorem
4.4:
Theorem 4.14. It holds:∥∇ (uε − w̃(l,j)1,ε )∥Aε ≤ C1 (ρ (A0 −A0,l) +CFΩ ∥B0 −B0,l∥L∞(Ω)) +C2 ∥∇ (u0 − u(l,j)0 )∥A0+ 1√
αellε
∥A0,l∇u(l,j)0 −Aε∇w̃(l,j)1,ε ∥L2(Ω)
+ CFΩ√
αellε
(∥⟨B0,l,∇u(l,j)0 ⟩ − ⟨bε,∇w̃(l,j)1,ε ⟩∥L2(Ω) + ∥c0u(l,j)0 − cεw̃(l,j)1,ε ∥L2(Ω)) ,
with
C1 ∶= CFΩ√
αellε
√
αell0
∥f∥L2(Ω) , C2 ∶= 1√
αellε
√
αell0
(αcont0,l +CFΩ ∥B0,l∥L∞(Ω) +C2FΩ ∥c0∥L∞(Ω)) .
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Proof. We use the estimate from Theorem 4.13 for v = w̃(l,j)1,ε ∈ H10(Ω), insert known values and
estimate further:√
αellε ∥∇ (uε − w̃(l,j)1,ε )∥Aε ≤ ∥A0∇u0 −Aε∇w̃(l,j)1,ε ∥L2(Ω)+CFΩ (∥⟨B0,∇u0⟩ − ⟨bε,∇w̃(l,j)1,ε ⟩∥L2(Ω) + ∥c0u0 − cεw̃(l,j)1,ε ∥L2(Ω))≤ ∥(A0 −A0,l)∇u0∥L2(Ω) + ∥A0,l∇ (u0 − u(l,j)0 )∥L2(Ω)+ ∥A0,l∇u(l,j)0 −Aε∇w̃(l,j)1,ε ∥L2(Ω)+CFΩ (∥⟨B0 −B0,l,∇u0⟩∥L2(Ω) + ∥⟨B0,l,∇ (u0 − u(l,j)0 )⟩∥L2(Ω))+CFΩ ∥⟨B0,l,∇u(l,j)0 ⟩ − ⟨bε,∇w̃(l,j)1,ε ⟩∥L2(Ω)+CFΩ (∥c0 (u0 − u(l,j)0 )∥L2(Ω) + ∥c0u(l,j)0 − cεw̃(l,j)1,ε ∥L2(Ω)) .
Since it holds ∥⟨v,w⟩∥L2(Ω) ≤ ∥v∥L2p(Ω) ∥w∥L2q(Ω) ,
for 1 ≤ p ≤∞ and q its conjugate exponent (see Definition A.3), we get:√
αellε ∥∇ (uε − w̃(l,j)1,ε )∥Aε ≤ (ρ (A0 −A0,l) +CFΩ ∥B0 −B0,l∥L∞(Ω)) ∥∇u0∥L2(Ω)+ 1√
αell0
(αcont0,l +CFΩ ∥B0,l∥L∞(Ω) +C2FΩ ∥c0∥L∞(Ω)) ∥∇ (u0 − u(l,j)0 )∥A0+ ∥A0,l∇u(l,j)0 −Aε∇w̃(l,j)1,ε ∥L2(Ω)+CFΩ ∥⟨B0,l,∇u(l,j)0 ⟩ − ⟨bε,∇w̃(l,j)1,ε ⟩∥L2(Ω)+CFΩ ∥c0u(l,j)0 − cεw̃(l,j)1,ε ∥L2(Ω) .
As before, we use the a priori bound
∥∇u0∥L2(Ω) ≤ CFΩ√
αell0
∥f∥L2(Ω) ,
which concludes the proof.
This theorem shows that we have some additional types of error terms and some further changes,
as summarized in the following:
a) Derive an approximation error of the homogenized coefficient ∥B0 −B0,l∥L∞(Ω).
b) Derive a new combined modelling/discretization error for the generalized homogenized problem∥∇ (u0 − u(l,j)0 )∥A0 .
c) The error terms ∥⟨B0,l,∇u(l,j)0 ⟩ − ⟨bε,∇w̃(l,j)1,ε ⟩∥L2(Ω) and ∥c0u(l,j)0 − cεw̃(l,j)1,ε ∥L2(Ω) are com-
putable.
Below, we will specify those additional error terms. Since we do not get new unknown constants,
we can then directly conclude with the generalized total error majorant.
Proposition 4.15 (Approximation error of the homogenized coefficient). The error of the
approximation B0,l can be approximated by
∥B0 −B0,l∥L∞(Ω) ≤ ∥bε∥L∞(Ω)√
α̂ell ∣Π̂∣1/2 max1≤k≤d ∣Mdisc (N̂ (l)k ; ŷ, β̂)∣ .
4.5. Generalized Estimates 49
Proof. We start with the definition:∥B0 −B0,l∥L∞(Ω) = ∥⟨∇ (N̂(l) − N̂) b̂⟩Π̂∥L∞(Ω)
= max
1≤k≤d ess supx∈Ω ∣ 1∣Π̂∣ ∫Π̂ (∇ (N̂(l) − N̂) b̂)k dy∣
= max
1≤k≤d ess supx∈Ω ∣ 1∣Π̂∣ ∫Π̂ ⟨∇ (N̂ (l)k − N̂k) , b̂⟩ dy∣
≤ max
1≤k≤d ess supx∈Ω ∣ 1∣Π̂∣ ∫Π̂ ∥∇ (N̂ (l)k − N̂k)∥2 ∥b̂∥2 dy∣ .
Since b̂(y) = bε(x), it follows:
∥B0 −B0,l∥L∞(Ω) ≤ ∥bε∥L∞(Ω) max1≤k≤d ∣ 1∣Π̂∣ ∫Π̂ ∥∇ (N̂ (l)k − N̂k)∥2 dy∣
≤ ∥bε∥L∞(Ω) max
1≤k≤d ∣ 1∣Π̂∣1/2 ∥∇ (N̂ (l)k − N̂k)∥L2(Π̂)∣≤ ∥bε∥L∞(Ω) 1√
α̂ell ∣Π̂∣1/2 max1≤k≤d ∣Mdisc (N̂ (l)k ; ŷ, β̂)∣ .
As before, we set
Λl ∶= A−1/20,l A0A−1/20,l , κ2l ∶= 1 + ρ (Λl − I) .
Similar to Proposition 4.7, we get the combined error estimate:
Proposition 4.16 (New combined modelling/discretization error for the homogenized
problem). The error of the approximation u
(l,j)
0 can be estimated by∥∇ (u0 − u(l,j)0 )∥A0 ≤ Edisc +Emod≤ κlMdisc (u(l,j)0 ;y, β) + δl,j (ρ (A0,l −A0) +CFΩ ∥B0,l −B0∥L∞(Ω)) ,
for all y ∈H(Ω,div) and β > 0, with
δl,j ∶= 1√
αell0
√
αell0,l
(Mdisc (u(l,j)0 ;y, β) + ∥∇u(l,j)0 ∥A0,l) .
The discretization majorant is denoted by
M2disc (u(l,j)0 ;y, β) ∶= (1 + β) ∥A0,l∇u(l,j)0 − y∥2A−1
0,l
+ C2FΩ
αell0,l
(1 + 1
β
)∥div y − ⟨B0,l,∇u(l,j)0 ⟩ − c0u(l,j)0 + f∥2L2(Ω) .
Proof. We start with the triangle inequality
∥∇ (u0 − u(l,j)0 )∥A0 ≤ ∥∇ (u(l)0 − u(l,j)0 )∥A0 + ∥∇ (u0 − u(l)0 )∥A0 =∶ Edisc +Emod.
The discretization error can be estimated as follows:
E2disc = ∥∇ (u(l)0 − u(l,j)0 )∥2A0,l + ∫Ω ⟨(A0 −A0,l)∇ (u(l)0 − u(l,j)0 ) ,∇ (u(l)0 − u(l,j)0 )⟩= ∥∇ (u(l)0 − u(l,j)0 )∥2A0,l + ∫Ω ⟨(Λl − I)A1/20,l ∇ (u(l)0 − u(l,j)0 ) ,A1/20,l ∇ (u(l)0 − u(l,j)0 )⟩≤ (1 + ρ (Λl − I)) ∥∇ (u(l)0 − u(l,j)0 )∥2A0,l ,
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where we used A0 −A0,l = A1/20,l (Λl − I)A1/20,l . Now, we can apply Theorem 2.37, which gives us the
discretization majorant
∥∇ (u(l)0 − u(l,j)0 )∥A0,l ≤Mdisc (u(l,j)0 ,y) ∶= ∥y −A0,l∇u(l,j)0 ∥A−10,l+ CFΩ√
αell0,l
∥f − ⟨B0,l,∇u(l,j)0 ⟩ − c0u(l,j)0 + div y∥L2(Ω) .
With a consequence of Young’s inequality, namely equation (A.2), we arrive at the estimate:
Edisc ≤ κlMdisc (u(l,j)0 ;y, β) .
The modelling error is estimated as follows. It holds for any v ∈H10(Ω):
∫
Ω
(⟨B0,∇v⟩ v + c0v2) = ∫
Ω
(c0 − 1
2
divB0) v2 ≥ 0.
Hence, for v = u0 − u(l)0 :
E2mod = ∥∇ (u0 − u(l)0 )∥2A0≤ ∥∇ (u0 − u(l)0 )∥2A0 + ∫Ω (⟨B0,∇ (u0 − u(l)0 )⟩ (u0 − u(l)0 ) + c0 (u0 − u(l)0 )2) .
Further, since u0 is the exact solution of (4.4) and u
(l)
0 is the exact solution of (4.8):
E2mod ≤ ∫
Ω
(⟨A0∇ (u0 − u(l)0 ) ,∇ (u0 − u(l)0 )⟩ + ⟨B0,∇ (u0 − u(l)0 )⟩ (u0 − u(l)0 ) + c0 (u0 − u(l)0 )2)
= ∫
Ω
(f − c0u(l)0 ) (u0 − u(l)0 ) − ∫
Ω
⟨A0∇u(l)0 ,∇ (u0 − u(l)0 )⟩ − ∫
Ω
⟨B0,∇u(l)0 ⟩ (u0 − u(l)0 )= ∫
Ω
(f − ⟨B0,l,∇u(l)0 ⟩ − c0u(l)0 ) (u0 − u(l)0 )− ∫
Ω
⟨A0∇u(l)0 ,∇ (u0 − u(l)0 )⟩ + ∫
Ω
⟨B0,l −B0,∇u(l)0 ⟩ (u0 − u(l)0 )= ∫
Ω
⟨(A0,l −A0)∇u(l)0 ,∇ (u0 − u(l)0 )⟩ + ∫
Ω
⟨B0,l −B0,∇u(l)0 ⟩ (u0 − u(l)0 ) .
Using for the first term Ho¨lder’s inequality and for the second term again
∥⟨v,w⟩∥L2(Ω) ≤ ∥v∥L2p(Ω) ∥w∥L2q(Ω) ,
for 1 ≤ p ≤∞ and q its conjugate exponent, we arrive at
∥∇ (u0 − u(l)0 )∥2A0 ≤ ρ (A0,l −A0) ∥∇u(l)0 ∥L2(Ω) ∥∇ (u0 − u(l)0 )∥L2(Ω)+ ∥B0,l −B0∥L∞(Ω) ∥∇u(l)0 ∥L2(Ω)CFΩ ∥∇ (u0 − u(l)0 )∥L2(Ω) .
Hence,
∥∇ (u0 − u(l)0 )∥A0 ≤ 1√αell0 (ρ (A0,l −A0) +CFΩ ∥B0,l −B0∥L∞(Ω)) ∥∇u(l)0 ∥L2(Ω)≤ 1√
αell0
(ρ (A0,l −A0) +CFΩ ∥B0,l −B0∥L∞(Ω)) 1√
αell0,l
∥∇u(l)0 ∥A0,l .
Since it holds ∥∇u(l)0 ∥A0,l ≤ ∥∇ (u(l)0 − u(l,j)0 )∥A0,l + ∥∇u(l,j)0 ∥A0,l
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and ∥∇ (u(l)0 − u(l,j)0 )∥A0,l ≤Mdisc (u(l,j)0 ;y, β) ,
we finally arrive at
Emod ≤ 1√
αell0
√
αell0,l
(ρ (A0,l −A0) +CFΩ ∥B0,l −B0∥L∞(Ω))(Mdisc (u(l,j)0 ;y, β) + ∥∇u(l,j)0 ∥A0,l) .
Remark 4.17. The constants κl and δl,j are defined similar to Proposition 4.7, therefore they are
again of size O(1), as mentioned in Remark 4.8 and 4.10. They are multiplied by Mdisc (u(l,j)0 ;y, β)
and ρ (A0,l −A0) +CFΩ ∥B0,l −B0∥L∞(Ω), which both tend to zero as l and j increase.
To conclude, we insert the approximation error of the homogenized coefficients from Propositions
4.6 and 4.15 and the combined modelling/discretization error of the homogenized problem from
Proposition 4.16 into the estimate of Theorem 4.14 and get the following total error estimate:
Theorem 4.18 (Generalized total error majorant). Let Aε, bε and cε be defined by (3.3) and
conditions (3.1) and (3.2) be satisfied. Further, let A0, B0 and c0 be defined by (4.3) and A0,l and
B0,l be defined by (4.6) and (4.7), respectively. We assume that f ∈ L2(Ω), uε is the exact solution
of (4.1), u
(l,j)
0 is an approximation of (4.8) and N̂
(l)
k , for k = 1, . . . , d, is an approximation of (4.2).
Further, we assume that the approximation w̃
(l,j)
1,ε is defined by (4.10). Then,
∥∇ (uε − w̃(l,j)1,ε )∥Aε ≤Mtot (N̂(l),A0,l,B0,l, u(l,j)0 , w̃(l,j)1,ε )
∶= (C1 +C2δl,j) √α̂cont∣Π̂∣1/2
¿ÁÁÀ d∑
k=1M2disc (N̂ (l)k ; ŷ, β̂)
+ (C1 +C2δl,j)CFΩ ∥bε∥L∞(Ω)√
α̂ell ∣Π̂∣1/2 max1≤k≤d ∣Mdisc (N̂ (l)k ; ŷ, β̂)∣+C2κlMdisc (u(l,j)0 ;y, β) + 1√
αellε
∥A0,l∇u(l,j)0 −Aε∇w̃(l,j)1,ε ∥L2(Ω)
+ CFΩ√
αellε
(∥⟨B0,l,∇u(l,j)0 ⟩ − ⟨bε,∇w̃(l,j)1,ε ⟩∥L2(Ω) + ∥c0u(l,j)0 − cεw̃(l,j)1,ε ∥L2(Ω)) ,
with
C1 ∶= CFΩ√
αellε
√
αell0
∥f∥L2(Ω) , C2 ∶= 1√
αellε
√
αell0
(αcont0,l +CFΩ ∥B0,l∥L∞(Ω) +C2FΩ ∥c0∥L∞(Ω)) ,
δl,j ∶= 1√
αell0
√
αell0,l
(Mdisc (u(l,j)0 ;y, β) + ∥∇u(l,j)0 ∥A0,l) .
Hence, the total error majorant is a combination of the discretization majorant Mdisc (N̂ (l)k ) of the
cell problems from Proposition 4.5 and the discretization majorant of the homogenized problemMdisc (u(l,j)0 ) from Proposition 4.16 and three additional computable terms for each coefficient,
measuring to some extent the error of the two scale approximation.
Remark 4.19 (Computability). The total error majorant from Theorem 4.18 is fully computable,
due to Remark 4.12 and the following arguments. Since the vector bε is given, we can explicitly
compute ∥bε∥L∞(Ω). Further, for the constant vector B0,l and the constant coefficient c0, we can
directly compute ∥B0,l∥L∞(Ω) and ∥c0∥L∞(Ω).
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5 Implementation
In this chapter we will give a brief overview about the implementation which was done in Matlab.
For the triangulation we implemented a so called Mesh class, which is able to refine and derefine an
initial mesh in two dimensions, where the important details are explained in Section 5.1. For the
finite element method we implemented a FEM class, where the important details and routines are
explained in Section 5.2.
5.1 Mesh Refinement and Derefinement
For the adaptive mesh refinement and coarsening we used and revised the algorithm of [30]. The
method used is newest vertex bisection as described for instance in [7] or [11]. The described
method has the advantage that we do not need a tree structure of the triangles.
We consider an admissible mesh T of Ω, which consists of triangles T ∈ T , nodes x ∈ NT and edges
ε ∈ ET . The nodes and edges are numbered such that xiT is opposite to εiT for i = 1,2,3. The
orientation of the nodes can be counter-clockwise or clockwise, which affects the sign of the area ∣T ∣.
An edge has the nodes xiε, i = 1,2. Further, an edge is either an inner edge and belongs to the
triangles T iε , i = 1,2, or is a boundary edge and belongs to the triangle T 1ε , or is an edge on the
periodic boundary and belongs to the triangles T 1ε and T
1
εper , where εper is the edge corresponding
to ε due to periodicity.
According to the implementation of [30], each triangle T has one refinement edge and the num-
bering is chosen such that ε1T is the refinement edge.
x2T x
3
T
x1T
ε1T
ε2Tε
3
T
T
Figure 5.1: A triangle T with nodes xiT , i = 1,2,3, refinement edge ε1T and edges ε2T , ε3T .
In [7] it is explained, that the refinement edge has to be chosen carefully. In the case of two neigh-
bouring triangles, their common edge should be the refinement edge of both or of neither. If the
triangle is a boundary element in the periodic case, the common edge with the corresponding tri-
angle should be the refinement edge of both or of neither due to periodicity.
Additionally, for every triangle we save its generation gT ∈ N0. The generation gives the number of
ancestors, i.e., if gT = 0 then T is an initial triangle. For every node we save its flag fx ∈ {−1,0,1,2},
giving the information whether it is an inner node fx = 0 or a node on the Dirichlet boundary fx = 1,
on the Neumann boundary fx = −1 or on the periodic boundary fx = 2. In the case of a mixed
Dirichlet-Neumann boundary, the Dirichlet node has the priority. Further, for every edge we save
its flag fε ∈ {−1,0,1,2}, giving the information whether it is an inner edge fε = 0 or an edge on the
Dirichlet boundary fε = 1, on the Neumann boundary fε = −1 or on the periodic boundary fε = 2.
The code considers for each triangle local and global numbering, therefore refinement and derefine-
ment do not need additional data structures.
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5.1.1 Marking
The marking scheme is taken from [30], which has the advantage of checking regularity first and then
refine or derefine all triangles at once. We only added the periodic case, which results in some small
adaptations. In this scheme, the edges of the mesh get a marking, where −1 stands for derefine, 1
for refine and 0 for no derefine or refine.
The marking should lead to an admissible mesh, this means that no hanging nodes and no marking
contradictions (e.g., edges of the same triangle marked for refinement and derefinement) should
arise. In the periodic case we additionally have to consider that the marking of ε should be the
same as εper.
Given an arbitrary marking m we can always construct a valid marking mv. This can be done
by spreading marks to other edges, removing contradictions and by giving priority to refinement
markings.
The following refinement cases can occur, due to different marking:
a) b1) b2) c)
Figure 5.2: Refinement for different markings.
In the case of uniform refinement, we usually mark all edges and hence get a refinement of a triangle
as in Figure 5.2 the case c).
Example 5.1. We give here an example of a very coarse mesh, actually an initial mesh with mixed
Dirichlet and Neumann boundary condition, in order to illustrate the data structures, see Table 5.1.
The global numbering of the thirteen nodes is shown in Figure 5.3.
Figure 5.3: Example of a mesh.
The considered mesh consists of thirteen nodes, i.e. N = 13, and of sixteen triangles. The Mesh
class stores a list of nodes, containing the x- and y-coordinate of each node according to the global
numbering. Further, the flag of every node is stored in a vector. Then, there is a list of triangles,
which stores in each row the nodes of a triangle as indices into node. This corresponds to the
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local numbering of the geometric nodes. The ordering is also reflected in the sign of the area, e.g.
the triangle T1 is oriented counter-clockwise and T2 clockwise. There is a list of edge indices, which
stores in each row the nodes of an edge as indices into node, e.g. ε9 = [2 4], and a vector giving
the flag of each edge, e.g. fε9 = −1. Then, there is a vector storing each diameter hT .
The Dirichlet and Neumann nodes can easily be calculated from the flags fx and we know the
Dirichlet and Neumann boundary from the flags fε. The condition that the Dirichlet node has the
priority can be understood like this: The edge ε9 lies on the Neumann boundary (fε9 = −1) and the
edge ε11 = [2 13] lies on the Dirichlet boundary (fε11 = 1), since the Dirichlet property has priority
we have fx2 = 1.
There are further lists and numbers stored, which are used either for the mesh generation or refine-
ment or are used often and therefore the performance of the code improves.
mesh.node flag
i xi,1 xi,2 fx
1 0.5 0.5 0
2 0 0 1
3 1 0 1
4 0.5 0 -1
5 0.75 0.25 0
6 0.25 0.25 0
7 1 1 1
8 1 0.5 1
9 0.75 0.75 0
10 0 1 1
11 0.5 1 -1
12 0.25 0.75 0
13 0 0.5 1
mesh.triangle mesh.area
i x1Ti x
2
Ti
x3Ti ∣Ti∣
1 5 1 4 1/16
2 5 3 4 -1/16
3 6 1 4 -1/16
4 6 2 4 1/16
5 9 1 8 1/16
6 9 7 8 -1/16
7 5 1 8 -1/16
8 5 3 8 1/16
9 12 1 11 1/16
10 12 10 11 -1/16
11 9 1 11 -1/16
12 9 7 11 1/16
13 6 1 13 1/16
14 6 2 13 -1/16
15 12 1 13 -1/16
16 12 10 13 1/16
dirichlet
i xi,1 xi,2
1 0 0
2 1 0
3 1 1
4 1 0.5
5 0 1
6 0 0.5
neumann
i xi,1 xi,2
1 0.5 0
2 0.5 1
Table 5.1: Data structure.
5.2 Finite Element Method
The computation of a numerical approximation of the elliptic partial differential equation is done
in several steps: First, we construct a mesh that partitions Ω, then, we assemble the system matrix
L and the right-hand side vector f . Further, we solve the linear system and finally compute the a
priori or a posteriori error estimate.
5.2.1 Assembling of the System Matrix and the Right-Hand Side
In Section 2.3 we derived the system of equations (2.30): Lu = f , where
li,j = a (ψj , ψi) , fi = l (ψi) , ∀i, j = 1, . . . ,N.
First, we want to compute the system matrix L. We only explain the procedure for the part with
diffusion matrix A and remark how to adapt for the lower order terms b and c later, hence we
consider the following integral:
a (ψj , ψi) = ∫
Ω
⟨A∇ψj ,∇ψi⟩ dx = ∑
T ∈Th ∫T ⟨A∇ψj ,∇ψi⟩ dx =∶ ∑T ∈Th aT (ψj , ψi) . (5.1)
The basis functions ψi are defined over the s nodal basis functions ψ̂i defined on Tref. It is clear,
that they have a small support, which is exactly ωi as defined in (2.37). The integral then only has
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to be computed when T lies in the supports of ψi and ψj , since it vanishes otherwise. It is most
efficient to assemble the system matrix elementwise, i.e., for every T ∈ Th we derive a s × s matrix(aT (ψj , ψi))i,j , which contains all the combinations of ψi and ψj for i, j = 1,2, . . . , s. Then, those
submatrices are added up for every node xi, i = 1, . . . ,N , corresponding to the triangle that contain
this node. In this context we speak of a local degree of freedom s and a global degree of freedom N .
In Example 5.1 the support of x13 (for Dirichlet or Neumann boundary conditions) is the union of{T13, T14, T15, T16}. We assemble the same system matrix for Dirichlet and for Neumann boundary
conditions, but the system will be solved only for the global degree of freedoms.
The basis functions, in this context we consider linear ones, are defined on Tref with the nodes (0,0),(1,0), (1,1) as:
ψ̂1(xˆ) = 1 − xˆ1, ψ̂2(xˆ) = xˆ1 − xˆ2, ψ̂3(xˆ) = xˆ2, (5.2)
with the gradient ∇xˆψ̂1(xˆ) = [−10 ] , ∇xˆψ̂2(xˆ) = [ 1−1] , ∇xˆψ̂3(xˆ) = [01] . (5.3)
Therefore, we use the affine mapping χT defined in (2.33) to transform the integral onto Tref:
aT (ψj , ψi) = ∣det(DχT )∣∫
Tref
⟨A (χT (xˆ)) (DχT )−⊺∇xˆψj (χT (xˆ)) , (DχT )−⊺∇xˆψi (χT (xˆ))⟩ dxˆ
= ∣2∣T ∣∣∫
Tref
⟨A (χT (xˆ)) (DχT )−⊺∇xˆψ̂j(xˆ), (DχT )−⊺∇xˆψ̂i(xˆ)⟩ dxˆ,
where the Jacobian is defined as in (2.34), with the convention (DχT )−⊺ ∶= ((DχT )⊺)−1, and we
used the equation (2.35) for the determinant of the Jacobian. The absolute value of the area ∣T ∣
is important, since the signed area of T can be negative according to the orientation of the nodes.
Furthermore, the relation ∇xˆψ̂ = (DχT )⊺∇ψ
was used.
In addition, we can use simplex coordinates to transform the integral over Tref to an integral over
the unit square [0,1]2, see e.g. [23]. This is achieved with an affine function F defined by:
F ∶ [0,1]2 → Tref(ξ, η)→ (xˆ1, xˆ2) = F (ξ, η) ∶= (ξ, ξη) .
The determinant of the Jacobian matrix of F is
det (DF ) = ∣1 0
η ξ
∣ = ξ.
Again we have a relation ∇(ξ,η)ψ̂ = (DF )⊺∇xˆψ̂.
The integral now takes the form
aT (ψj , ψi) = ∣2∣T ∣∣∫ 1
0
∫ 1
0
ξ ⟨A (χT (ξ, ξη)) (DχT )−⊺ (DF )−⊺∇(ξ,η)ψ̂j(ξ, ξη),(DχT )−⊺ (DF )−⊺∇(ξ,η)ψ̂i(ξ, ξη)⟩ dξ dη.
The routine should be very flexible with respect to the basis functions ψ̂i and should allow matrices
(or coefficients) depending on x. Therefore, we have to approximate the integral over the unit
square by a quadrature formula. We use the tensor product of a standard one dimensional Gauss
quadrature formula with abscissas (xi,nQ)nQi=1 and weights (wi,nQ)nQi=1, which is exact for polynomials
of order at most 2nQ − 1. The computation of the weights and abscissas is explained, e.g. in [18].
As an example, see Figure 5.4, where the abscissas of the unit square are transformed onto a simple
mesh Th.
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Figure 5.4: Quadrature points for a mesh with 4 elements.
Finally, what we compute is:
aT (ψj , ψi) = ∣2∣T ∣∣ nQ∑
k=1
nQ∑
l=1wk,nQwl,nQxk,nQ⟨A (χT (xk,nQ , xk,nQxl,nQ)) (DχT )−⊺ (DF )−⊺k,l∇(xk,nQ ,xl,nQ)ψ̂j(xk,nQ , xk,nQxl,nQ),(DχT )−⊺ (DF )−⊺k,l∇(xk,nQ ,xl,nQ)ψ̂i(xk,nQ , xk,nQxl,nQ)⟩ ,
with (DχT )−⊺ = 1
2∣T ∣ [yC − yB yA − yBxB − xC xB − xA] and (DF )−⊺k,l = 1xk,nQ [xk,nQ −xl,nQ0 1 ] .
With additional coefficients b and c, we have
a (ψj , ψi) = ∫
Ω
{⟨A∇ψj ,∇ψi⟩ + ⟨b,∇ψj⟩ψi + cψjψi} dx
= ∑
T ∈Th ∫T ⟨A∇ψj ,∇ψi⟩ dx´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
part 1
+ ∑
T ∈Th ∫T ⟨b,∇ψj⟩ψi dx´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
part 2
+ ∑
T ∈Th ∫T cψjψi dx´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
part 3
. (5.4)
Part 2 can be computed exactly as part 1, with the only difference that the Jacobians and their
determinant appear only once instead of twice. This term is unsymmetric, thus, one has to be
careful with the indices i and j during implementation. In particular, the multiplicative constant is
in this case ∣2∣T ∣∣
2∣T ∣ = ±1, so it changes the sign according to the orientation of the triangle. Part 3 is
even more simpler, since no Jacobians and determinants thereof appear.
In the case of a Neumann boundary condition for c = 0 and in the case of periodic boundary
condition, we use Lagrange multipliers to get a solution up to a constant. The additional term for
the bilinear form then is:
∫
Ω
udx∫
Ω
ψi dx = N∑
j=1uj ∫Ω ψj dx∫Ω ψi dx,
which can be computed as explained before. For periodic boundary conditions we have to consider
the special support of the basis functions, see Section 5.2.3.
Similarly, we compute the right-hand side vector:
l (ψi) = ∑
T ∈Th ∫T fψi dx
= ∑
T ∈Th ∣2∣T ∣∣
nQ∑
k=1
nQ∑
l=1wk,nQwl,nQxk,nQf (χT (xk,nQ , xk,nQxl,nQ)) ψ̂i(xk,nQ , xk,nQxl,nQ). (5.5)
In the case of a Neumann boundary condition we have the linear form
l (ψi) = ∫
Ω
fψi dx + ∫
Γ
gψi ds,
thus we have an additional term, which corresponds to a one-dimensional integration where, due to
the orientation, again a constant ±1 appears.
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5.2.2 Solving the Linear System
After assembling L and f we want to solve the linear system Lu = f to get u. In the case of the
Dirichlet boundary condition u = g on Γ, the value of u on the boundary is given by the function g.
Therefore, we do not solve the entire linear system. Assume that we have n inner nodes and N − n
boundary nodes, then the global degree of freedom is n and we solve
n∑
j=1uja (ψj , ψi) = l (ψi) − N∑j=n+1uja (ψj , ψi) for i = 1,2, . . . , n, (5.6)
where uj = g(xj) for the boundary nodes xj , j = n + 1, . . . ,N . For Neumann boundary conditions,
we solve the entire system and the global degree of freedom is N .
The system matrix L is sparse, due to the small support of the basis functions. Hence, the work to
set up the system matrix is linear with respect to the number of unknowns N .
Remark 5.1 (Fast implementation). The implementation (mesh refinement, assembling and
solving the system, etc.) was done in Matlab. In order to solve interesting examples numerically,
one has to consider certain speed up techniques. One should try to avoid for-loops by vectorizing every
step, important Matlab functions for that are reshape, repmat, meshgrid, sparse and accumarray.
The possible speed up via fast implementation is explained in detail, e.g. in [17].
5.2.3 Periodic Boundary Condition
Periodic boundary conditions require a specific treatment which is explained next. Due to the
periodicity we only have some degree of freedoms on the boundary and therefore, our linear system
should carefully be reduced. Consider the following example (Figure 5.5): All points where we solve
the system, i.e. the degree of freedoms, are plotted as a white circle. The matrix entry of a grid
point on the left boundary of the domain, according to the periodicity, should be the same as the
one on the right boundary.
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Figure 5.5: Support of a periodic basis function (in gray).
First of all, we have to modify the adaptive refinement strategy such that the points on the left
boundary correspond to the right boundary, meaning that if we get an additional point due to
refinement on the left, we also have to add it on the right and other necessary points.
Secondly, we add up element matrices, therefore we have to modify which element matrices we take.
Since the point on the right is no degree of freedom, it is somehow natural to add its support to
the support for the white circle on the left, see Figure 5.5. If you would wrap this square mesh to a
cylinder, it gets clear that this is the way to create periodic basis functions. Consider again Example
5.1, for a Dirichlet or Neumann boundary condition the support is given by mesh.triangle (for
every node we find immediately which triangles contain this node) and this would be only half of
the support in the periodic case, as depicted in the figure. Therefore we additionally store a list
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called support, which replaces the nodes that are no degree of freedom with their corresponding
degree of freedom due to periodicity. In Example 5.1 the support of x13 would then be the union of{T5, T6, T7, T8, T13, T14, T15, T16} and the index 8 would be replaced by the index 13.
We solve a reduced linear system, meaning only in the degrees of freedom inside the domain and
on the left and the lower boundary. Therefore, we store a list of freenodes that contains all the
degree of freedoms, i.e. all the white circles. The values of the finite element solution on the other
boundary nodes obtain the values of their corresponding nodes on the left or lower boundary.
5.2.4 Finite Elements
In Chapter 2 we defined the finite element space and the Lagrange basis. We already mentioned,
that the linear basis functions on Tref with the nodes (0,0), (1,0), (1,1) are:
ψ̂1(xˆ) = 1 − xˆ1, ψ̂2(xˆ) = xˆ1 − xˆ2, ψ̂3(xˆ) = xˆ2.
The local degree of freedom is in this case s = 3 and the geometric nodes (the nodes that define the
triangle) are equal to the algebraic nodes. The algebraic nodes are the s nodes defined in Remark
2.23 with s = (t+1)(t+2)
2
, where t is the order.
For order two, we get six degree of freedoms, i.e. six algebraic nodes. The quadratic basis functions
can also easily be derived as:
ψ̂1(xˆ) = 1 − 3xˆ1 + 2xˆ21, ψ̂2(xˆ) = −xˆ1 + xˆ2 − 4xˆ1xˆ2 + 2xˆ21 + 2xˆ22, ψ̂3(xˆ) = −xˆ2 + 2xˆ22,
ψ̂4(xˆ) = 4xˆ1xˆ2 − 4xˆ22, ψ̂5(xˆ) = 4xˆ2 − 4xˆ1xˆ2, ψ̂6(xˆ) = 4xˆ1 − 4xˆ2 + 4xˆ1xˆ2 − 4xˆ21.
Considering the data structure and Example 5.1, this means that we define a FEM class with
additional information. We store a new list fem.node with all algebraic nodes, which contains 41
nodes in this particular case. Further, we store a list of triangles, which is the original one extended
with the indices of the additional nodes, e.g. T1 = [5,1,4,14,15,16].
For the implementation, we need to store the basis functions and their gradients on the reference
triangle. We want to have a general procedure, where we can decide a polynomial degree t and then,
the basis functions are derived once and stored appropriately, this can be done with the following
considerations.
For general degree t and s degree of freedoms, we first have to define a numbering strategy and
store the algebraic nodes of the reference triangle according to it: The first three nodes are chosen
arbitrarily but counter-clockwise, then we continue numbering on the edge opposite of the first node.
For t ≥ 3, we will also have degree of freedoms inside the triangle, there the numbering continues
again as before, see Figure 5.6 for an illustration.
t = 11 2
3
t = 21 2
3
4
5
6
t = 31 2
3
4
5
6
7
8 9
10
Figure 5.6: Numbering of the local degree of freedoms.
The basis functions can be computed by an explicit formula with the idea from [15]. For that, we
first denote the s nodes of degree t on the reference triangle by:
Θt ∶= {α
t
∣α = (α1, α2) ∈ N20 with α2 − α1 ≤ 0 and α1, α2 ≤ t} ,
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with the ordering as explained before. Then, the Lagrange basis function for the node zˆl = (zˆ1, zˆ2) =
1
t
(α1, α2) ∈ Θt is given by
ψ̂t,l (xˆ1, xˆ2) = α1−α2−1∏
j=0
j − t (xˆ1 − xˆ2)
j − t (zˆ1 − zˆ2) α2−1∏j=0 j − txˆ2j − tzˆ2 t∏j=α1+1 j − txˆ1j − tzˆ1 ,
for l = 1,2, . . . , s.
Those basis functions fulfil the Lagrange condition:
ψ̂t,l (zˆj) = δl,j for l, j = 1,2, . . . , s,
which means that the functions are equal to one for exactly one node and zero at all the other nodes.
Finally, we use this formula for defining the shape functions ψ̂t,l, l = 1,2, . . . , s, and compute their
gradient.
In the quadratic case, we have the combinations
α = {(0,0), (2,0), (2,2), (2,1), (1,1), (1,0)}
and we get, e.g.,
ψ̂2,4 (xˆ1, xˆ2) = 0 − 2 (xˆ1 − xˆ2)
0 − 2 (1 − 1
2
) 0 − 2xˆ20 − 2 12 = 4xˆ1xˆ2 − 4xˆ22.
5.2.5 Majorant
The concept of a posteriori error estimation was explained in Section 2.4, we now consider the
general implementation of the developed majorants.
The first idea for the choice of the flux variable y in the error majorant of Theorem 2.37 is y = A∇vh,
where vh is our finite element approximation. Then, as we mentioned in Section 2.5, the flux y would
not be in H (Ω,div). Therefore, some extra effort is required to get a good reconstruction of the
flux. One strategy to overcome this problem is to post-process the flux with a gradient recovery
procedure, as explained in Section 2.5. Then, one further has to employ some minimization steps
(c.f. [29]), to get an efficient estimate. In the following, we explain the minimization procedure to
improve a first approximation of the flux (see [26] or [24]).
By squaring the first and the second term of the majorant defined in Theorem 2.37 and using
Young’s inequality we arrive at
M2 (v,y;β, γ) ∶= (1 + β) ∥y −A∇v∥2A−1+ 1 + β
β
1
αell
((1 + γ)C2FΩ ∥rΩ(v,y)∥2L2(Ω) + 1 + γγ C2TΓN ∥gN − ⟨y,n⟩∥2L2(ΓN )) . (5.7)
We start by minimizing the right-hand side of (5.7) with respect to γ:
dM2 (v,y;β, γ)
dγ
= 1 + β
β
C2FΩ
αell
∥rΩ(v,y)∥2L2(Ω) + 1 + ββ −1γ2 C2TΓNαell ∥gN − ⟨y,n⟩∥2L2(ΓN ) = 0,
which leads to the minimizer
γˆ =
¿ÁÁÁÀC2TΓ2 ∥gN − ⟨y,n⟩∥2L2(ΓN )
C2FΩ ∥rΩ(v,y)∥2L2(Ω) =
CTΓN ∥gN − ⟨y,n⟩∥L2(ΓN )
CFΩ ∥rΩ(v,y)∥L2(Ω) . (5.8)
Consequently, this choice of γˆ gives the majorant
M2γ (v,y;β) ∶= (1 + β) ∥y −A∇v∥2A−1+ 1 + β
β
1
αell
(CFΩ ∥rΩ(v,y)∥L2(Ω) +CTΓN ∥gN − ⟨y,n⟩∥L2(ΓN ))2 . (5.9)
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Now, we fix γ and minimize the majorant (5.9) with respect to β:
dM2γ (v,y;β)
dβ
= ∥y −A∇v∥2A−1 − 1β2 1αell (CFΩ ∥rΩ(v,y)∥L2(Ω) +CTΓN ∥gN − ⟨y,n⟩∥L2(ΓN ))2 = 0,
which leads to the optimal
βˆ =
¿ÁÁÁÁÀ 1αell (CFΩ ∥rΩ(v,y)∥L2(Ω) +CTΓN ∥gN − ⟨y,n⟩∥L2(ΓN ))2∥y −A∇v∥2A−1
= CFΩ ∥rΩ(v,y)∥L2(Ω) +CTΓN ∥gN − ⟨y,n⟩∥L2(ΓN )√
αell ∥y −A∇v∥A−1 . (5.10)
Finally, we fix β and minimize with respect to y. For that, we substitute y by y + tµ for t ∈ R and
µ ∈H (Ω,div). Now we take the derivative of
M2β,γ (v,y + tµ) = (1 + β) ∥y + tµ −A∇v∥2A−1 + 1 + ββ C2TΓNαell 1 + γγ ∥gN − ⟨y,n⟩ − t ⟨µ,n⟩∥2L2(ΓN )
+ 1 + β
β
C2FΩ
αell
(1 + γ) ∥f − ⟨b,∇v⟩ − cv + div y + tdivµ∥2L2(Ω)
with respect to t:
dM2β,γ (v,y + tµ)
dt
= (1 + β)∫
Ω
2 ⟨A−1(y + tµ −A∇v),µ⟩ dx
+ 1 + β
β
C2TΓN
αell
1 + γ
γ
∫
ΓN
2 (gN − ⟨y,n⟩ − t ⟨µ,n⟩) ⟨µ,n⟩ ds
+ 1 + β
β
C2FΩ
αell
(1 + γ)∫
Ω
2 (f − ⟨b,∇v⟩ − cv + div y + tdivµ)divµdx.
By setting the equation for t = 0 equal to zero, we get the following system:
(1 + β)∫
Ω
⟨A−1y,µ⟩ dx + 1 + β
β
C2FΩ
αell
(1 + γ)∫
Ω
div y divµdx
− 1 + β
β
C2TΓN
αell
1 + γ
γ
∫
ΓN
⟨y,n⟩ ⟨µ,n⟩ ds
= (1 + β)∫
Ω
⟨∇v,µ⟩ dx + 1 + β
β
C2FΩ
αell
(1 + γ)∫
Ω
(⟨b,∇v⟩ + cv − f)divµdx
− 1 + β
β
C2TΓN
αell
1 + γ
γ
∫
ΓN
gN ⟨µ,n⟩ ds,
which is equivalent to
β ∫
Ω
⟨A−1y,µ⟩ dx + C2FΩ
αell
(1 + γ)∫
Ω
div y divµdx − C2TΓN
αell
1 + γ
γ
∫
ΓN
⟨y,n⟩ ⟨µ,n⟩ ds
= β ∫
Ω
⟨∇v,µ⟩ dx + C2FΩ
αell
(1 + γ)∫
Ω
(⟨b,∇v⟩ + cv − f)divµdx − C2TΓN
αell
1 + γ
γ
∫
ΓN
gN ⟨µ,n⟩ ds,
∀y ∈ H (Ω,div) . This equation has a unique solution in H (Ω,div), since we can show that the
left-hand side is a bounded and H (Ω,div)-elliptic bilinear form and that the right-hand side is a
linear form, thus we can apply the Lax-Milgram Theorem 2.2.
Assume that y ∈ span{φ1,φ2, . . . ,φM} =∶ Yh ⊂ H1(Ω,R2), i.e., y = M∑
j=1 yjφj , with M = 2N . This is
no contradiction since H1 (Ω,R2) ⊂ H (Ω,div). This leads to the linear system which we can solve
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numerically:
M∑
j=1 yj (β ∫Ω ⟨A−1φj ,φi⟩ dx + C
2
FΩ
αell
(1 + γ)∫
Ω
divφj divφi dx − C2TΓN
αell
1 + γ
γ
∫
ΓN
⟨φj ,n⟩ ⟨φi,n⟩ ds)
= β ∫
Ω
⟨∇v,φi⟩ dx + C2FΩ
αell
(1 + γ)∫
Ω
(⟨b,∇v⟩ + cv − f)divφi dx − C2TΓN
αell
1 + γ
γ
∫
ΓN
gN ⟨φi,n⟩ ds.
Denote the corresponding system matrices and vectors as follows
(Si,j)Mi,j=1 = ∫
Ω
divφj divφi dx, (zi)Mi=1 = ∫
Ω
(⟨b,∇v⟩ + cv − f)divφi dx,
(Ki,j)Mi,j=1 = ∫
Ω
⟨A−1φj ,φi⟩ dx, (gi)Mi=1 = ∫
Ω
⟨∇v,φi⟩ dx,
(Bi,j)Mi,j=1 = ∫
ΓN
⟨φj ,n⟩ ⟨φi,n⟩ ds, (ki)Mi=1 = ∫
ΓN
gN ⟨φi,n⟩ ds.
(5.11)
We solve the following linear system for y = (yj)Mj=1:
(βK + C2FΩ
αell
(1 + γ)S − C2TΓN
αell
1 + γ
γ
B)y = βg + C2FΩ
αell
(1 + γ)z − C2TΓN
αell
1 + γ
γ
k. (5.12)
Then, we can compute the corresponding value of the majorant:
M2β,γ (v,y) = (1 + β) (y⊺Ky − 2y⊺g + ∥A∇v∥2A−1)
+ 1 + β
β
C2FΩ
αell
(1 + γ) (y⊺Sy − 2y⊺z + ∥f − ⟨b,∇v⟩ − cv∥2L2(Ω))
+ 1 + β
β
C2TΓN
αell
1 + γ
γ
(y⊺By − 2y⊺k + ∥gN∥2L2(ΓN )) . (5.13)
We use an iteration procedure to minimize the majorant, stated in Algorithm 2. First, we use some
gradient recovery procedure (see Section 2.5) of ∇vh as initial guess y0. Then, we compute the three
parts of the majorant and thus get starting values β0 and γ0, which corresponds in minimizing the
majorant with respect to β and γ, respectively. Then, a first approximation of the majorant can be
derived. For some (small) number of iteration steps or tolerance, this procedure is repeated, starting
with solving (5.12) to get an approximation yj and continuing with βj and γj .
Another approach to minimize the majorant is stated in Algorithm 3. First, we assign γ and β with a
certain value (e.g., 1). Then, the majorant is minimized with respect to y (which amounts to solving
(5.12)). With this solution, we recompute the majorant and find a new γ and β by minimizing the
majorant with respect to γ and β. The process is repeated for either some prescribed (small) amount
of iteration steps or some (moderate) tolerance.
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Algorithm 2 Minimization of the majorant
Input: vh, φi, f , A, b, c, gN , CFΩ, CTΓN and Imax
Compute ∥f − ⟨b,∇vh⟩ − cvh∥2L2(Ω), ∥A∇vh∥2A−1 and ∥gN∥2L2(ΓN ).
Assemble matrices S, K and B, and vectors z, g and k as in (5.11).
Derive the recovered gradient y0 = AGh(∇vh).
Compute the three parts of the majorant (j=0):
M2Eq = y⊺jSyj − 2y⊺j z + ∥f − ⟨b,∇vh⟩ − cvh∥2L2(Ω)M2D = y⊺jKyj − 2y⊺jg + ∥A∇vh∥2A−1 (5.14)M2Γ = y⊺jByj − 2y⊺jk + ∥gN∥2L2(ΓN )
Compute the value of β0:
β0 = CFΩMEq +CTΓNMΓ√
αellMD (5.15)
Compute the value of γ0:
γ0 = CTΓNMΓ
CFΩMEq (5.16)
Compute the coarse upper bound of the error:
M2β0,γ0(vh,y0) = (1 + β0)M2D + 1 + β0β0 C2FΩαell (1 + γ0)M2Eq + 1 + β0β0 C
2
TΓN
αell
1 + γ0
γ0
M2Γ (5.17)
for j = 1 to Imax do
Solve the system:
(βj−1K + C2FΩ
αell
(1 + γj−1)S − C2TΓ2
αell
1 + γj−1
γj−1 B)yj = βj−1g + C2FΩαell (1 + γj−1)z − C
2
TΓN
αell
1 + γj−1
γj−1 k
Compute M2Eq, M2D and M2Γ by (5.14)
Compute βj by (5.15)
Compute γj by (5.16)
Compute M2βj ,γj(vh,yj) by (5.17)
end for
Output: M2βImax ,γImax (vh,yImax) and y = yImax
64 Chapter 5. Implementation
Algorithm 3 Minimization of the majorant, second approach
Input: vh, φi, f , A, b, c, gN , CFΩ, CTΓN and Imax
Compute ∥f − ⟨b,∇vh⟩ − cvh∥2L2(Ω), ∥A∇vh∥2A−1 and ∥gN∥2L2(ΓN ).
Assemble matrices S, K and B, and vectors z, g and k as in (5.11).
Denote β0 = 1 and γ0 = 1.
for j = 1 to Imax do
Solve the system:
(βj−1K + C2FΩ
αell
(1 + γj−1)S − C2TΓN
αell
1 + γj−1
γj−1 B)yj = βj−1g + C2FΩαell (1 + γj−1)z − C
2
TΓN
αell
1 + γj−1
γj−1 k
Compute the three parts of the majorant:
M2Eq = y⊺jSyj − 2y⊺j z + ∥f − ⟨b,∇vh⟩ − cvh∥2L2(Ω)M2D = y⊺jKyj − 2y⊺jg + ∥A∇vh∥2A−1M2Γ = y⊺jByj − 2y⊺jk + ∥gN∥2L2(ΓN )
Compute the new value of β:
βj = CFΩMEq +CTΓNMΓ√
αellMD
Compute the new value of γ:
γj = CTΓNMΓ
CFΩMEq
Compute the majorant:
M2βj ,γj(vh,yj) = (1 + βj)M2D + 1 + βjβj C2FΩαell (1 + γj)M2Eq + 1 + βjβj C
2
TΓN
αell
1 + γj
γj
M2Γ
end for
Output: M2βImax ,γImax (vh,yImax) and y = yImax
Remark 5.2. In the above algorithms one has to choose Imax or some tolerance to stop the for-loop.
We want to compute the majorant in an economic way, but since solving the mentioned system can
be quite expensive, it is desirable to set Imax rather small or the tolerance only moderate. With
the help of numerical experiments one can find typical numbers for Imax and the tolerance, which
balance the accuracy and the computational cost. On the other hand, one could choose β = γ = 1,
for simplicity, and hence minimize
M2 (v,y) ≤ 2 ∥y −A∇v∥2A−1 + 2 1αell (2C2FΩ ∥rΩ(v,y)∥2L2(Ω) + 2C2TΓN ∥gN − ⟨y,n⟩∥2L2(ΓN ))
with respect to y. This would lead to Algorithm 2, without the steps of computing β0, γ0, βj and γj
and replacing their values by one.
For the implementation, we first have to discuss how to calculate the additional matrices. They
contain the divergence operator and for that we need vector valued basis functions. In our case, it
is sufficient to take a combination of the scalar valued nodal basis functions. Since we want to keep
the computational cost minimal for the majorant, we will always restrict to linear basis functions
for the majorant and also for the gradient recovery. Thus, we consider the following vector valued
basis functions
{φ̂i(xˆ) ∣ i = 1,2, . . . ,6} = {[ψ̂i(xˆ)
0
] , [ 0
ψ̂i(xˆ)] ∣ i = 1,2,3} ,
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with ψ̂i defined in (5.2). For the gradient, we than have to consider ∇xˆφ̂i1(xˆ) and ∇xˆφ̂i2(xˆ).
For the majorant we made the ansatz y = M∑
i=1 yiφi and we have to compute the matrices and vectors
K, S, g and z, defined in (5.11). Further, for Neumann boundary conditions we need the matrix
B and the vector k. We will explain in the following how to compute matrix S, which is similar as
deriving a (ψj , ψi):
Si,j = ∫
Ω
divφj divφi dx = ∑
T ∈Th ∫T divφj divφi dx =∶ ∑T ∈Th ST ;i,j .
Again, we transform the integral onto Tref:
ST ;i,j = ∣2∣T ∣∣∫
Tref
( 2∑
m=1 ⟨∇xˆφ̂jm(xˆ), (DχT )−1 em⟩)( 2∑m=1 ⟨∇xˆφ̂im(xˆ), (DχT )−1 em⟩) dxˆ,
where we used the relation
div φ̂ = ⟨∇xˆφ̂1, (DχT )−1 e1⟩ + ⟨∇xˆφ̂2, (DχT )−1 e2⟩ , (5.18)
with e1 = [1,0]⊺ and e2 = [0,1]⊺. Further, we use again simplex coordinates
ST ;i,j = ∣2∣T ∣∣∫ 1
0
∫ 1
0
ξ ( 2∑
m=1 ⟨(DχT )−⊺ (DF )−⊺∇(ξ,η)φ̂jm(ξ, ξη),em⟩)
( 2∑
m=1 ⟨(DχT )−⊺ (DF )−⊺∇(ξ,η)φ̂im(ξ, ξη),em⟩) dξ dη
and apply a Gauss quadrature, hence we compute:
ST ;i,j = ∣2∣T ∣∣ nQ∑
k=1
nQ∑
l=1wk,nQwl,nQxk,nQ
( 2∑
m=1 ⟨(DχT )−⊺ (DF )−⊺k,l∇(xk,nQ ,xl,nQ)φ̂jm(xk,nQ , xk,nQxl,nQ),em⟩)
( 2∑
m=1 ⟨(DχT )−⊺ (DF )−⊺k,l∇(xk,nQ ,xl,nQ)φ̂im(xk,nQ , xk,nQxl,nQ),em⟩) ,
with (DχT )−⊺ and (DF )−⊺k,l defined as before.
The matrix K can be computed similar to part 3, but with a scalar product as in part 1. The
vectors g and z are also easily computed with the considerations from before, where we get again a
factor ±1 for z, the only new term is∇v (χT (xk,nQ , xk,nQxl,nQ)) .
This can be treated in the following way: The values of v are given in the nodes xi, so we use
interpolation with basis functions ∇ψi.
For the evaluation of the norms ∥f − ⟨b,∇v⟩ − cv∥2L2(Ω) and ∥A∇v∥2A−1 , we further need
v (χT (xk,nQ , xk,nQxl,nQ)) ,
which can be evaluated as an interpolation with ψi.
For B, k and ∥gN∥2L2(ΓN ), we consider again an integration over an edge. The normal vector n on
the edge [xB ,xC], for a general triangle with vertices xA, xB and xC , can be derived as
n = 1∥xC − xB∥2 [yC − yBxB − xC] . (5.19)
The outer normal vector is then derived by multiplying with the sign of the area of the triangle.
The computation of the cell majorant from Proposition 4.5 is very similar, we only have to change
the matrices S and K and the vectors z and g slightly.
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5.2.6 Gradient Recovery
Consider the gradient recovery procedure as explained in Section 2.5, i.e.,
Gh ∶ L2 (Ω,R2)→H1 (Ω,R2) ,
with Gh (∇vh) ∶= SmQh∇vh. We will describe in the following how one can compute the L2-
projection and the smoothing operator S, in order to derive the gradient recovery.
Recall the definition of the discrete L2-projection operator: Qh ∶ L2 (Ω,R2) → H1 (Ω,R2) defined
by (Qh∇vh,wh)L2(Ω) = (∇vh,wh)L2(Ω) , ∀wh ∈ L2 (Ω,R2) . (5.20)
We consider as before the vector valued linear basis functions
{φ̂i(xˆ) ∣ i = 1,2, . . . ,6} = {[ψ̂i(xˆ)
0
] , [ 0
ψ̂i(xˆ)] ∣ i = 1,2,3} ,
with ψ̂i defined in (5.2). The right-hand side of (5.20) can be written as
(∇vh,φi)L2(Ω) = N∑
j=1 vj (∇ψj ,φi)L2(Ω) , ∀i = 1, . . . ,M,
where (∇ψj ,φi)L2(Ω) = ⎧⎪⎪⎨⎪⎪⎩
(∂xψj , ψi)L2(Ω) i = 1, . . . ,N,(∂yψj , ψi−N)L2(Ω) i = N + 1, . . . ,M.
Defining matrices Bx and By with the anti-symmetric part of the system matrix for vectors b =[1,0]⊺ and b = [0,1]⊺, respectively, we get
(Bx)i,j = ∫
Ω
⟨[1,0]⊺,∇ψj⟩ψi dx = ∫
Ω
(∂xψj)ψi dx
(By)i−N,j = ∫
Ω
⟨[0,1]⊺,∇ψj⟩ψi−N dx= ∫
Ω
(∂yψj)ψi dx.
Hence, we have
(∇vh,φi)L2(Ω) = N∑
j=1 vj
⎧⎪⎪⎨⎪⎪⎩Bx i = 1, . . . ,N,By i = N + 1, . . . ,M. (5.21)
Further, we can write Qh∇vh by using the basis functions:
Qh∇vh = M∑
j=1 qjφ
j = N∑
j=1 qj [ψj0 ] + M∑j=N+1 qj [ 0ψj−N] =
N∑
j=1 [ qjqj+N]ψj ,
for some constant coefficients qj for j = 1,2, . . . ,M . Then, the left-hand side of (5.20) takes the
form:
(Qh∇vh,φi)L2(Ω) = N∑
j=1([ qjqj+N]ψj ,φi)L2(Ω)
= ⎧⎪⎪⎨⎪⎪⎩∑
N
j=1 qj (ψj , ψi)L2(Ω) i = 1, . . . ,N,∑Nj=1 qj+N (ψj , ψi−N)L2(Ω) i = N + 1, . . . ,M. (5.22)
Note that the matrix M, where Mi,j = (ψj , ψi)L2(Ω), is exactly part 3 of the system matrix in (5.4)
for c = 1 and usually called mass matrix. Finally, by putting together (5.21) and (5.22), we get two
decoupled equations
Mqx = Bxv, Mqy = Byv, (5.23)
where v = (vj)Nj=1, qx = (qj)Nj=1 and qy = (qj)Mj=N+1. Solving these equations we get the coefficients qx
and qy, hence we can compute the L
2-projection. The effect of the L2-projection can be illustrated
in a one dimensional example, see Figure 5.7.
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Figure 5.7: Gradient recovery Qh∇vh compared to the piecewise constant ∇vh.
Recall the construction of the smoothing operator S:
S = I − λ−1Ah,
where I is the identity operator, λ = ρ (Ah) ≤ c2invh−2 and Ah the discrete operator defined by(Ahuh, vh)L2(Ω) ∶= (∇uh,∇vh)L2(Ω) + (uh, vh)L2(Ω) , ∀uh, vh ∈ Vh.
We use the basis functions to get the discrete form of the operator: Let
Svh = N∑
j=1 sjψj ,
for some constant vector s = (sj)Nj=1. Then, by taking the L2-scalar product with a test function ψi,
we get (Svh, ψi)L2(Ω) = N∑
j=1 sj (ψj , ψi)L2(Ω) = Ms.
Doing the same for the operator definition, we have
((I − λ−1Ah) vh, ψi)L2(Ω) =∑
j
vj ((ψj , ψi)L2(Ω) − λ−1 (Ahψj , ψi)L2(Ω)) = (M − λ−1Ah)v,
where Ah is the system matrix, which is defined over (5.4) for A = I, b = 0 and c = 1. In conclusion,
we get
s = (I − λ−1M−1Ah)v.
Hence, for the gradient recovery procedure we multiply the vectors qx and qy separately m-times
with the matrix
Sh = I − λ−1M−1Ah. (5.24)
Note that we can neglect M−1 in the sense, that we include it into the scaling factor λ−1, i.e., we
denote
Sh = I − λ̃−1Ah
and consider λ̃ = ρ (Ah). Then, it holds λ̃ = O(1), which is due to the fact that the eigenvalues of
the mass matrix M are of order O (h−2), depending on the uniformity constant, see e.g. [16]. Hence,
the factor λ̃ should be chosen such that the spectrum of the smoothing matrix Sh is between 0 and
1. This is due to the connection to iterative solvers for linear systems, where the iteration matrix
should have spectral radius smaller than 1.
There are several possibilities for the choice of an upper bound for the scaling factor λ̃:
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First, we could decide to not scale the matrix at all, hence S1 = (I −Ah), which typically does not
give a spectral radius smaller than 1.
Secondly, we can take the approximate maximal eigenvalue of Ah as scaling factor, hence S2 =(I − λ̃−1Ah). For this we can use λ̃ ≤ ∥Ah∥∞, since Ah is symmetric.
Finally, we can scale the matrix Ah by the absolute row sum. For this consider the matrix D =(di,j)Ni,j=1, where di,j = 0 for i ≠ j and di,i = N∑
j=1 ∣ai,j ∣ for i = 1, . . . ,N , hence we get S3 = (I−D−1Ah).
For a comparison of the different variants and the behaviour of the gradient recovery see Chapter
6. The effect of the smoothing operator, where we chose S2, can be illustrated in a one dimensional
example, see Figure 5.8.
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Figure 5.8: Gradient recovery SmQh∇vh compared to the piecewise constant ∇vh.
5.3 Two Scale Approximation
As explained in Chapter 4, we compute a two scale approximation w̃
(l,j)
1,ε defined in (4.10), which
is composed of u
(l,j)
0 , N̂
(l), ϕε and Ch. For that, we start with a coarse mesh Thε = ⋃
i
T εh,i of Ω,
depicted in Figure 5.9 top left, where T εh,i ∶= xi + εT̂h. Hence, for the initial mesh of Ω we have a
macro mesh size hε ≤ ε and for the initial mesh of the cell we have a micro mesh size h = hεε ≤ 1. OnT̂h, depicted in Figure 5.9 bottom left, we compute first coarse approximations N̂(1) and refine l− 1
times to get N̂(l). Then, we compute the approximation A0,l. Additional to that, we have a meshTH of Ω, depicted in Figure 5.9 top right, which does not have to coincide with Thε . Therefore, we
further have a macro mesh size H. On TH we compute a first approximation u(l,1)0 and refine j − 1
times to get u
(l,j)
0 .
Before we can continue, we have to apply the Cle´ment operator to ∇u(l,j)0 . The Cle´ment operator
is explained in Section A.4 and can be implemented as follows, see also [17]: Similar to the gradient
recovery procedure, we apply the Cle´ment operator Ch to ∇vh ∈ L2(Ω,R2), where ∇vh = ∑Ni=1 vj∇ψj .
Thus, we want to compute the vector valued coefficients γj , j = 1, . . . ,N , such that
Ch∇vh = N∑
j=1γjψj .
The difference is, that we consider now a local procedure. The vector γj is derived by a local patch
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Figure 5.9: Initial mesh for the two scale approximation, the homogenized problem and the cell
problem.
averaging, where we restrict ourselves to the case of linear basis functions:
γj = 1∣ωj ∣ ∫ωj ∇vh∣ωj= 1∣ωj ∣ ∑T ∈ωj ∫T ∇vh∣T
= 1∣ωj ∣ ∑T ∈ωj ∣2∣T ∣∣
3∑
i=1 vˆi ∫Tref (DχT )−⊺∇xˆψ̂j , ∀i = 1, . . . ,N,
where vˆi is equal to vi, but with local numbering instead of global. The simplex coordinates and
the quadrature rule are applied as in the sections before.
Then, for every i, we compute
w̃
(l,j)
1,ε (x) ∶= u(l,j)0 (x) − εϕε(x) ⟨N̂(l) (x − xiε ) ,Ch∇u(l,j)0 (x)⟩ , ∀x ∈ T εh,i.
Since we have a different mesh for u
(l,j)
0 , x does not have to be a node in TH and thus we have to
consider how to compute u
(l,j)
0 (x) and Ch∇u(l,j)0 (x). For every node x ∈ T εh,i, we seek one triangle
T ∈ TH which contains x. Then, by interpolation, we get the desired values in x:
u
(l,j)
0 (x) = s∑
i=1 (u(l,j)0 )i ψi (x) ,
Ch∇u(l,j)0 (x) = s∑
i=1 (γ(l,j))i ψi (x) ,
where (u(l,j)0 )i is the value of the discrete solution u(l,j)0 at the i-th node of T , with local degree of
freedom s. The basis function then gets evaluated as ψi (x) = ψ̂i (χ−1T (x)).
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In order to achieve the a priori convergence rates, we also compute the gradient of w̃
(l,j)
1,ε as a
composition:
∇xw̃(l,j)1,ε ∶= ∇xu(l,j)0 − ε∇xϕε ⟨N̂(l),Ch∇xu(l,j)0 ⟩− ϕε∇yN̂(l) (Ch∇xu(l,j)0 ) − εϕε∇x (Ch∇xu(l,j)0 ) N̂(l).
The cutoff function ϕε, which corrects the boundary condition, could be chosen as
ϕε(x) = min(1, dist(x, ∂Ω)
ε
) ,
which was already mentioned in (3.30). For the implementation we use a similar function, which
again satisfies (3.29), illustrated in Figure 5.10.
Figure 5.10: ϕε(x) and ∂x1ϕε(x) for ε = 0.2.
In Chapter 6 we will show the behaviour of the two scale approximation for different values of ε, h
and H. If the value ε is not small enough, then we know a priori, that the two scale approximation
will not be very accurate. Furthermore, h and H have to be sufficiently small, so that the discrete
solutions of the cell and homogenized problems are of a desired accuracy. It will be interesting to
observe the dependence of the three parameters on each other.
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6 Numerical Experiments
In this chapter we present the results from our numerical experiments. In Section 6.1 we examine the
performance of the gradient recovery procedure for different parameters. In Section 6.2 we study
the behaviour of the majorant for a simple Dirichlet problem for different choices of parameters
and algorithms. We conclude in Section 6.3 with three homogenization problems and analysing the
sharpness of the majorants and the total error majorant described in Chapter 4.
6.1 Gradient Recovery
In the following we will present the superconvergence of the gradient recovery procedure explained
in Section 2.5. The operator was defined by Gh (∇vh) = SmQh∇vh and thus we can choose the value
m ≥ 0 and the scaling factor λ, as described in Subsection 5.2.6.
We consider the Dirichlet problem
−div (∇u) = f in Ω = (0,1)2, (6.1)
u = g on Γ,
with a smooth solution u(x) = ex1+x2 depicted in Figure 6.1, hence f(x) = −2ex1+x2 and g(x) =
ex1+x2 . Therefore, the regularity assumptions for the superconvergence argument are fulfilled.
Figure 6.1: Approximated solution of problem (6.1).
Note that we consider a different initial mesh and a different refinement strategy than in [5] and [6],
furthermore we only consider uniform refinement. Thus, the O(h2σ) irregularity of the triangulation
is not satisfied. Nevertheless, we observe superconvergence, as shown in the following, for different
choices of parameters.
Consider the notation of the H1- and L2-norm, the error and the efficiency index of the gradient
recovery:
H1 ∶= ∥∇ (u − uh)∥L2 L2 ∶= ∥u − uh∥L2
ErrG ∶= ∥∇u −Gh (∇uh)∥L2 EffG ∶= ∥∇uh −Gh (∇uh)∥L2∥∇ (u − uh)∥L2
To compare the order of convergence p, we compute a least square fit of the data to a function of
the form F (N) = CN−p, as suggested in [6].
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6.1.1 Comparison of the Scaling Factors
As explained in Subsection 5.2.6, we can either choose S1 = (I − Ah), S2 = (I − λ̃−1Ah), with λ̃
approximated from above by ∥Ah∥∞, or S3 = (I −D−1Ah), i.e. scaling with the absolute row sum,
as the smoothing matrix.
In Table 6.1, the errors for those three choices are listed for the Dirichlet problem (6.1) and depending
on the number of triangles nt. Further, the similar but different behaviour is illustrated in Figure
6.2.
S1 S2 S3
nt H1 L2 ErrG EffG ErrG EffG ErrG EffG
4 1.25e+0 3.85e-1 1.95e+0 1.70 6.98e-1 0.84 1.10e+0 1.04
16 6.04e-1 9.53e-2 1.28e+0 2.27 2.59e-1 0.98 4.20e-1 1.10
64 2.99e-1 2.38e-2 5.09e-1 1.92 9.80e-2 1.00 1.54e-1 1.06
256 1.49e-1 5.95e-3 1.93e-1 1.59 3.63e-2 1.00 5.55e-2 1.03
1024 7.44e-2 1.49e-3 7.06e-2 1.35 1.32e-2 1.00 1.98e-2 1.02
4096 3.72e-2 3.72e-4 2.54e-2 1.19 4.72e-3 1.00 7.03e-3 1.01
16384 1.86e-2 9.30e-5 9.06e-3 1.10 1.68e-3 1.00 2.49e-3 1.00
Order 1.01 2.00 1.34 1.45 1.47
Table 6.1: Comparison of the error estimates for different scaling factors.
The order of convergence shows the linear and quadratic convergence of the H1- and L2-error,
respectively, consistent with the a priori theory. The smoothing matrix S1 improves the convergence
to some extent, but S2 and S3 give better results. Taking into account the efficiency index, we
conclude in choosing S2 as the optimal smoothing matrix for this example.
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Figure 6.2: Convergence of the gradient recovery for different scaling factors.
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6.1.2 Comparison of the Number of Smoothing Steps
For the gradient recovery operator Gh (∇vh) = SmQh∇vh, we will choose from now on S = S2.
Below, we vary the number of smoothing steps m ≥ 0.
In Table 6.2, the errors for different values of m are listed, again for the Dirichlet problem (6.1).
The effect of the number of smoothing steps is further illustrated in Figure 6.3.
m = 0 m = 1 m = 2
nt H1 L2 ErrG EffG ErrG EffG ErrG EffG
4 1.25e+0 3.85e-1 6.69e-1 0.81 6.98e-1 0.84 7.81e-1 0.89
16 6.04e-1 9.53e-2 1.98e-1 0.94 2.59e-1 0.98 3.57e-1 1.05
64 2.99e-1 2.38e-2 6.58e-2 0.98 9.80e-2 1.00 1.42e-1 1.05
256 1.49e-1 5.95e-3 2.26e-2 0.99 3.63e-2 1.00 5.40e-2 1.03
1024 7.44e-2 1.49e-3 7.88e-3 0.99 1.32e-2 1.00 1.98e-2 1.02
4096 3.72e-2 3.72e-4 2.77e-3 1.00 4.72e-3 1.00 7.14e-3 1.01
16384 1.86e-2 9.30e-5 9.76e-4 1.00 1.68e-3 1.00 2.55e-3 1.00
Order 1.01 2.00 1.56 1.45 1.39
m = 3 m = 10
nt ErrG EffG ErrG EffG
4 8.86e-1 0.95 1.56e+0 1.45
16 4.58e-1 1.15 1.02e+0 1.88
64 1.87e-1 1.12 4.70e-1 1.81
256 7.16e-2 1.07 1.83e-1 1.54
1024 2.64e-2 1.04 6.79e-2 1.32
4096 9.53e-3 1.02 2.46e-2 1.18
16384 3.40e-3 1.01 8.80e-3 1.10
Order 1.36 1.28
Table 6.2: Error estimates as a function of m for uniform meshes.
The order of convergence shows that by only using the L2-projection, i.e. m = 0, we achieve the
best result. According to [6], we should see a dramatic improvement of the superconvergence for
m = 1,2. For this example and with our refinement strategy, we do not see this effect. Still, for
m = 1, we observe superconvergence and the efficiency index appears to be very good. For m ≥ 2,
we see that the results deteriorate, but this parameter test should be performed for every problem
separately, in order to get the best post-processing procedure according to the problem.
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Figure 6.3: Convergence of the gradient recovery for different values m.
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6.2 Majorant for the Dirichlet Problem
We consider two Dirichlet problems, the one from before
−div (∇u) = f in Ω = (0,1)2, (6.2)
u = g on Γ,
with a smooth solution u(x) = ex1+x2 , hence f(x) = −2ex1+x2 and g(x) = ex1+x2 , and the same
problem with diffusion matrix depending on x
−div (A∇u) = f in Ω = (0,1)2, (6.3)
u = g on Γ,
with
A(x) ∶= (ex1ex2 0
0 ex1ex2
) ,
where u and g are unchanged and f(x) = −4e2x1+2x2 . For the diffusion matrix it holds αell = 1 and
αcont < 8 and the regularity assumptions are again fulfilled.
In this case we have the majorant
M2(v,y;β, γ) ∶= (1 + β) ∥y −A∇v∥2A−1 + 1 + ββ C2FΩαell ∥f + div y∥2L2(Ω) (6.4)
= (1 + β)M2D + 1 + ββ C2FΩαell M2Eq,
from Section 2.4, which gives us a guaranteed upper bound for the energy error
ErrE ∶= ∥∇ (u − uh)∥A .
For problem (6.2), we can replace A by the identity matrix. In our computations we estimate the
constant from the Friedrichs inequality by
CFΩ ≤ 1
pi
√
2
,
see (A.10).
The practical computation of this majorant was explained in Subsection 5.2.5, which gives two
different algorithms for minimizing the majorant and getting a sharp upper bound. We will measure
the sharpness with the efficiency index
EffM ∶= M
ErrE
.
Further, there are some parameters which we have to choose. We will state results with different
parameters and strategies in order to compare them:
a) First, we consider Algorithm 2 and hence we use a gradient recovery procedure for the initial
guess y0 = AGh (∇uh) = ASmQh (∇uh). We can choose the value m, where we will test
m = 0,1,2, according to the results of Section 6.1. Further, we can choose the number of
iterations Imax ≥ 0.
b) Second, we consider Algorithm 3 with β = 1 as an initial guess. The approximation y0 is then
computed by solving the linear system, so this procedure does not depend on the choice of the
gradient recovery technique. We can again choose the number of iterations Imax ≥ 1, which
should be kept rather small.
c) Finally, we consider Algorithm 2 without the parameters β and γ, according to Remark 5.2.
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The results for these tests are listed in the following for the Dirichlet problem (6.2):
a) The values differ only slightly in the case where Imax = 0 and where we vary m = 0,1,2. For
Imax = 1 and Imax = 2, they are almost equal when varying m. Therefore, we show in Table
6.3 the results for m = 0:
Imax = 0 Imax = 1 Imax = 2
nt ErrE M EffM M EffM M EffM
4 1.25e+0 1.74e+0 1.39 1.47e+0 1.18 1.46e+0 1.17
16 6.04e-1 9.93e-1 1.64 7.64e-1 1.27 7.62e-1 1.26
64 2.99e-1 5.60e-1 1.87 3.83e-1 1.28 3.82e-1 1.28
256 1.49e-1 3.26e-1 2.19 1.91e-1 1.28 1.91e-1 1.28
1024 7.44e-2 1.97e-1 2.64 9.56e-2 1.28 9.56e-2 1.28
4096 3.72e-2 1.22e-1 3.29 4.78e-2 1.28 4.78e-2 1.28
16384 1.86e-2 7.85e-2 4.22 2.39e-2 1.28 2.39e-2 1.28
Order 0.75 0.99 0.99
Table 6.3: Test a) for m = 0.
We observe that we need at least one minimization step in order to have a good error indicator.
Further, Imax = 2 cannot achieve an improvement, hence one minimization step would be our
choice in this case. The efficiency index converges to a value 1.28, which is close to 1 but not
optimal. In Figure 6.4 this number shows as a gap between the majorant and the exact error,
further we depicted the behaviour of the terms MD and MEq.
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Figure 6.4: Test a) for m = 0, where Imax = 0, Imax = 1 and Imax = 2 from left to right.
b) In this case Imax has to be at least one, to ensure that the flux approximation is in H (Ω,div).
One minimization step gives the efficiency index 1.47, which can be improved with one more
step. For Imax = 2, we get the efficiency index 1.28 and Imax = 3 does not improve the
convergence further. See also Table 6.4 and Figure 6.5.
Imax = 1 Imax = 2 Imax = 3
nt ErrE M EffM M EffM M EffM
4 1.25e+0 1.61e+0 1.29 1.46e+0 1.17 1.46e+0 1.17
16 6.04e-1 8.66e-1 1.43 7.62e-1 1.26 7.62e-1 1.26
64 2.99e-1 4.37e-1 1.46 3.82e-1 1.28 3.82e-1 1.28
256 1.49e-1 2.19e-1 1.47 1.91e-1 1.28 1.91e-1 1.28
1024 7.44e-2 1.09e-1 1.47 9.56e-2 1.28 9.56e-2 1.28
4096 3.72e-2 5.47e-2 1.47 4.78e-2 1.28 4.78e-2 1.28
16384 1.86e-2 2.74e-2 1.47 2.39e-2 1.28 2.39e-2 1.28
Order 0.99 0.99 0.99
Table 6.4: Test b).
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Figure 6.5: Test b), where Imax = 1 (left) and Imax = 2 (right).
c) With the same arguments as in Test a), we only list the results for m = 0, see Table 6.5 and
Figure 6.6. We see that the efficiency index 1.47 is higher than 1.28 achieved in Test a), thus
this strategy is not optimal, as expected.
Imax = 0 Imax = 1 Imax = 2
nt ErrE M EffM M EffM M EffM
4 1.25e+0 1.76e+0 1.41 1.61e+0 1.29 1.61e+0 1.29
16 6.04e-1 1.00e+0 1.66 8.66e-1 1.43 8.66e-1 1.43
64 2.99e-1 5.60e-1 1.88 4.37e-1 1.46 4.37e-1 1.46
256 1.49e-1 3.27e-1 2.20 2.19e-1 1.47 2.19e-1 1.47
1024 7.44e-2 2.02e-1 2.72 1.09e-1 1.47 1.09e-1 1.47
4096 3.72e-2 1.32e-1 3.54 5.47e-2 1.47 5.47e-2 1.47
16384 1.86e-2 8.87e-2 4.77 2.74e-2 1.47 2.74e-2 1.47
Order 0.72 0.99 0.99
Table 6.5: Test c) for m = 0.
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Figure 6.6: Test c) for m = 0, where Imax = 0, Imax = 1 and Imax = 2 from left to right.
In conclusion, for the Dirichlet problem (6.2), we get a good error estimate if we choose Test a) with
Imax = 1 and m = 0, or Test b) with Imax = 2. We did not get an asymptotically exact estimate,
indicated by the efficiency index 1.28. This is not surprising, since we already mentioned in the
beginning of Subsection 5.2.5, that we need some extra effort to get a good flux reconstruction.
Meaning, that we get a good error estimate with employing one or two minimization steps, which
results in a rather inexpensive procedure. To achieve an efficiency index 1 or close to 1, one would
have to consider a dual mixed finite element method, where the reconstruction of the flux comes
directly from the approximation.
An other possible explanation is, that the right-hand side function f is a smooth function, whereas
div y is only piecewise linear. Possible attempts to improve the estimate could be a different gradient
recovery procedure which takes into account the equilibrium term MEq, or to add a data oscillation
term as explained in [9].
6.2. Majorant for the Dirichlet Problem 77
To illustrate this argument, consider the Dirichlet problem (6.3), where the right-hand side function
f is similar to the one in (6.2), but with much higher values. This results in an efficiency index 3.40,
i.e., the gap between the majorant and the energy error gets bigger and our estimate is less sharp.
In Figure 6.7, we see that MEq converges linearly and it does not hold MEq ≈ 0, further we see the
gap between the majorant and the exact error, while the asymptotic rate is preserved.
10 0 10 1
10 -1
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Figure 6.7: Test a) for problem (6.3), where Imax = 1 and m = 0.
In the case of a constant right-hand side function f , it turns out that the efficiency index converges
to 1. For that, consider the Dirichlet problem
−div (∇u) = f in Ω = (0,1)2, (6.5)
u = g on Γ,
with a solution u(x) = x21 − x22 depicted in Figure 6.8, hence f(x) ≡ 0 and g(x) = x21 − x22. In this
case the regularity assumptions are not satisfied, but it fulfils the condition of having a constant
right-hand side.
Figure 6.8: Approximated solution of problem (6.5).
Imax = 0 Imax = 1 Imax = 2
nt ErrE M EffM M EffM M EffM
16 4.08e-1 7.39e-1 1.81 4.22e-1 1.03 3.62e-1 0.89
64 2.04e-1 5.33e-1 2.61 2.28e-1 1.12 1.99e-1 0.97
256 1.02e-1 3.59e-1 3.52 1.13e-1 1.11 1.01e-1 0.99
1024 5.10e-2 2.40e-1 4.71 5.52e-2 1.08 5.10e-2 1.00
4096 2.55e-2 1.62e-1 6.33 2.70e-2 1.06 2.55e-2 1.00
16384 1.28e-2 1.10e-1 8.59 1.32e-2 1.04 1.28e-2 1.00
Order 0.56 1.01 0.97
Table 6.6: Test a) for m = 0 for problem (6.5).
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Indeed, for problem (6.5) with constant right-hand side, we can achieve an efficiency index 1.00, for
Imax = 2 and m = 0, as shown in Table 6.6. Further, we observe the different behaviour of MEq and
the sharpness of the majorant in Figure 6.9.
10 1
10 -1
10 1
10 -1
Figure 6.9: Test a), where Imax = 1 (left) and Imax = 2 (right) and m = 0 for problem (6.5).
6.3 Total Error Majorant
6.3.1 Quasi 1d Problem
In order to compare the behaviour of the majorants to the exact errors, we consider a quasi-one-
dimensional example from [1], where the exact solutions can be computed.
Consider the homogeneous mixed Dirichlet-Neumann problem
−div (Aε∇uε) = f in Πεi , ∀i,
uε = 0 on ΓD ∶= {x1 = 0} ∪ {x1 = 1}, (6.6)⟨n,Aε∇uε⟩ = 0 on ΓN ∶= ∂Πεi /ΓD,
with the diffusion coefficient
Aε (x) ∶= (2 + cos (2pi x1ε ) 00 2 + cos (2pi x1
ε
)) (6.7)
and f(x) ≡ 1. We consider Ω = (0,1)2 and Π̂ = (0,1)2.
1) Then, we solve the following cell problem:
div (Â∇N̂j) = div (Âj) for y ∈ Π̂,
N̂j Π̂ − periodic ,⟨N̂j⟩Π̂ = 0,
for j = 1,2 and
Â(y) ∶= (2 + cos(2piy1) 0
0 2 + cos(2piy1)) .
The solutions of the cell problem are:
N̂1(y1) = y1 −√3∫ y1
0
1
2 + cos(2pit) dt, N̂2(y1) = 0.
The ellipticity and continuity constant are equal to α̂ell = 1 and α̂cont = 3. For αellε we use the
value of α̂ell, which is a good estimate for rather large values 0 < ε < 1. For ε → 0, it holds
αellε → 3.
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2) The homogenized coefficient is
A0 = (√3 00 2)
and αell0 = √3, αcont0 = 2.
3) The homogenized boundary value problem states
−div (A0∇u0) = 1 in Ω.
Since we consider a quasi-one-dimensional problem, we solve the equivalent boundary value
problem −∂x1 ((A0)1,1 ∂x1u0) = 1 in (0,1).
With the coefficient from above we have
−√3∂x1 (∂x1u0) = 1 in (0,1),
which has the exact solution and the exact gradient
u0(x1) = − x21
2
√
3
+ x1
2
√
3
, ∂x1u0(x1) = − x1√
3
+ 1
2
√
3
.
The boundary conditions are the following:
u0(0, x2) = u0(1, x2) = 0
for x2 ∈ [0,1] and
⟨(0
1
) ,A0 (− x1√3 + 12√3
0
)⟩ = 0, ⟨( 0−1) ,A0 (− x1√3 + 12√30 )⟩ = 0
for x1 ∈ [0,1].
4) The exact solution of the original problem (6.6) states
uε(x1) = ∫ x1
0
−t
2 + cos (2pi t
ε
) dt + 12 ∫ x10 12 + cos (2pi t
ε
) dt
and the gradient is
∂x1uε(x1) = 1
2 (2 + cos (2pi x1
ε
)) − x12 + cos (2pi x1
ε
) .
Since we consider a homogenized problem with mixed boundary conditions, we have to consider
the Poincare´ constant for both problems. From (A.10) we have CPΩ = CP Π̂ ≤ √2pi . Moreover,
the discretization majorant for u0 consists of a third term ∥g − ⟨y,n⟩ ∥L2(Γ), due to the Neumann
boundary condition. Since g = 0 in this case, we observe that this term is negligible.
The approximated solutions of N̂1 and N̂2 of the cell problem are depicted in Figure 6.10. We omit
in the following results for N̂2. The behaviour of the discretization majorant from Proposition 4.5 in
comparison to the exact energy error is shown in Figure 6.11, where we used the gradient recovery
with m = 0 and for the minimization procedure Imax = 1. The efficiency index converges to 3.63,
which is also visible in the gap between the majorant and the exact error. Hence, the majorant
from Proposition 4.5 is indeed a guaranteed upper bound for the cell problem.
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Figure 6.10: Approximated solution of N̂1 and N̂2.
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Figure 6.11: Mdisc (N̂ (l)1 ) for m = 0 and Imax = 1 (left) and the approximation error and majorant
for A0 (right).
By using the cell problems, we compute the approximated homogenized coefficient and its upper
bound according to Proposition 4.6. From Figure 6.11, we observe that the asymptotic rate of
the exact approximation error is faster than expected, still the majorant gives a guaranteed upper
bound.
The approximated solution u
(l,j)
0 and the sharpness of the discretization majorant from Proposition
4.7 are depicted in Figure 6.12. For the same parameters as before, we achieve an efficiency index
1.04.
10 1
10 -2
10 -1
Figure 6.12: Approximated solution of u
(l)
0 and Mdisc (u(l,j)0 ) for m = 0 and Imax = 1.
6.3. Total Error Majorant 81
For the two scale approximation, we examine in the following the convergence of the L2-, H1-,
energy (EN) and flux (FL) error denoted by
L2 = ∥uε − w̃(l,j)ε,1 ∥L2(Ω) , H1 = ∥∇ (uε − w̃(l,j)ε,1 )∥L2(Ω) ,
EN = ∥∇ (uε − w̃(l,j)ε,1 )∥Aε , FL = ∥A0,l∇u(l,j)0 −Aε∇w̃(l,j)ε,1 ∥L2(Ω) .
Recall the notation of the mesh Thε for w̃(l,j)1,ε , T̂h for N̂(l) and TH for u(l,j)0 , from Section 5.3.
In Figure 6.13, we see that the L2 error converges for a given h quadratically, i.e. with O(H2), until
it reaches the point where the two scale approximation error dominates. This can be seen in the
difference between the plots for ε = 0.1 and ε = 0.025. The same behaviour can be observed for the
H1 error, with the difference that it converges linearly for a given h.
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(b) ε = 0.1
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(c) ε = 0.025
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(d) ε = 0.025
Figure 6.13: L2 and H1 error of the two scale approximation for different values of h with respect
to H.
In order to observe the a priori convergence rate from Theorem 3.1, we compute the error terms with
respect to ε and for a certain accuracy of the cell and homogenized problems. In the following test,
N̂(l) is computed on a mesh with 4096 elements, which corresponds to h = 1/32. The H1 and L2
errors are then 2.03e-2 and 1.70e-4 for N̂1. For the computation of A0,l, we use the approximation
of N̂(l) on a mesh with 16384 elements and h = 1/64, then the exact approximation error is 1.55e-4.
Further, u
(l,j)
0 is computed on a mesh with 16384 elements, which corresponds to H = 1/64. The
H1 and L2 error are 2.13e-3 and 9.26e-6.
In Figure 6.14, we see the O (ε1/2) -rate of the H1 error, as shown in Theorem 3.1. For the L2 error
we would expect a O(ε)-rate, which is improved due to the Cle´ment operator. Further, in Figure
6.15, we observe the O (ε1/2) -rate of the flux term FL, which was also shown in Theorem 3.1.
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In Figure 6.15, the approximated two scale approximation is depicted for the rather large value
ε = 0.2. In this case, one can clearly see the oscillating behaviour in comparison to u0. Since this
example oscillates only in one direction, this can further be observed from a different view point as
in Figure 6.16, where we additionally plotted the exact solution uε.
In conclusion, Figure 6.17 shows the behaviour of the energy error and the total error majorant
from Theorem 4.11 for different values of hε. The mesh size for the cell and homogenized problem
where chosen as h = hε
ε
and H = h. The energy error converges, as hε gets smaller, as expected. The
total error majorant also gets smaller as hε does, but the asymptotic rate O(ε1/2) is not achieved.
Thus, the majorant is not optimal, but it gives a guaranteed upper bound.
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Figure 6.14: L2 and H1 error of the two scale approximation with respect to ε.
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Figure 6.15: Computable error term FL of the two scale approximation with respect to ε (left) and
approximated solution w̃
(l,j)
1,ε for ε = 0.2 (right).
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(a) w̃
(l,j)
1,ε for ε = 0.1. (b) uε for ε = 0.1.
(c) w̃
(l,j)
1,ε for ε = 0.025. (d) uε for ε = 0.025.
Figure 6.16: Two scale approximation and exact solution for different values of ε.
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Figure 6.17: EN error and total error majorant of the two scale approximation for different values
of hε with respect to ε.
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6.3.2 2d Problem
Now we consider a two-dimensional example, where we cannot compute the exact solution:
−div (Aε∇uε) + cεuε = f in Πεi , ∀i, (6.8)
uε = 0 on Γ.
As before, let Ω = (0,1)2 and Π̂ = (0,1)2. The coefficients and the function f are inspired by the
two-dimensional problem from [31] and defined by:
Aε (x) ∶= (6 + cos (2pi x1ε ) + cos (2pi x2ε ) 00 6 + cos (2pi x1
ε
) + cos (2pi x2
ε
)) , (6.9)
cε(x) ≡ 1 and f (x) = 10x1 + 10x2.
1) Then, we solve the following cell problem:
div (Â∇N̂j) = div (Âj) for y ∈ Π̂,
N̂j Π̂ − periodic ,⟨N̂j⟩Π̂ = 0,
for j = 1,2 and
Â(y) ∶= (6 + cos (2piy1) + cos (2piy2) 0
0 6 + cos (2piy1) + cos (2piy2)) .
The right-hand side functions are
f1(y) ∶= −div(Â1) = 2pi sin (2piy1) ,
f2(y) ∶= −div(Â2) = 2pi sin (2piy2) .
The ellipticity and continuity constant are equal to α̂ell = 4 and α̂cont = 8. The solutions of the
cell problem are not known.
2) The exact homogenized matrix is not known, but we can compute c0 = 1.
3) The homogenized boundary value problem states
−div (A0∇u0) + c0u0 = f in Ω,
u0 = 0 on Γ,
where the exact solution is not known, since we do not know A0.
4) The exact solution of the original problem (6.8) is not known. The ellipticity and continuity
constant are estimated by αellε ≥ 4 and αcontε = 8.
For this example, we consider CFΩ ≤ 1pi√2 and CP Π̂ as before. The approximated solutions of N̂1
and N̂2 of the cell problem are depicted in Figure 6.18. We can see that N̂1 is similar to the quasi
1d problem, but this time with a non-constant periodic behaviour in the y2-direction. N̂2 shows the
same behaviour, but with interchanged directions.
The behaviour of the discretization majorant from Proposition 4.5 is shown in Figure 6.19. In Figure
6.20, the estimate for the approximation error from Proposition 4.6 is depicted. The computed
approximated homogenized coefficients are
A0,l = (5.92 0.000.00 5.92)
and c0 = 1.00.
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Figure 6.18: Approximated solution of N̂1 and N̂2.
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Figure 6.19: Mdisc (N̂ (l)1 ) and Mdisc (N̂ (l)2 ) for m = 0 and Imax = 1.
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Figure 6.20: Approximation majorant for A0.
The approximated solution of u
(l)
0 and the behaviour of the discretization majorant from Proposition
4.7 are presented in Figure 6.21.
For the two scale approximation, we can no longer compare the majorant to the exact energy error,
since we do not have the exact solution. Still, we can examine the performance of the flux error
(FL) and the total error majorant. Figure 6.22 shows the behaviour of the total error majorant
from Theorem 4.18 again for different values of hε, where B0 = 0. As in the quasi 1d example, the
asymptotic rate O(ε1/2) is not achieved, but the majorant gets smaller as hε does.
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Further, we see in Figure 6.22, that the a priori rate for the flux term FL is not preserved. This is
not surprising, since the homogenized flux converges only weakly to the two scale flux (see [13]), i.e.,
the a priori rate is only realistic in theory or for simple examples. The flux term contributes to the
total error majorant, which explains the slightly slower convergence rate of the majorant compared
to the quasi 1d problem. Moreover, as depicted in Figure 6.23, the total error majorant does not
capture the linear convergence for a fixed value of h and with respect to H.
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Figure 6.21: Approximated solution of u
(l)
0 and Mdisc (u(l,j)0 ) for m = 0 and Imax = 1.
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Figure 6.22: Computable error term FL and total error majorant of the two scale approximation
for different values of hε, with respect to ε.
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Figure 6.23: Total error majorant for different values of h with respect to H.
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6.3.3 Oscillatory 2d Problem
Now we consider a two-dimensional example with a rapidly oscillating coefficient, where we cannot
compute the exact solution:
−div (Aε∇uε) + cεuε = f in Πεi , ∀i, (6.10)
uε = 0 on Γ.
As before, let Ω = (0,1)2 and Π̂ = (0,1)2. The function f and the coefficient cε are the same as in
the 2d problem. The diffusion coefficient is chosen such that it is rapidly oscillatory and uniformly
elliptic:
Aε (x) ∶= ⎛⎜⎝1 + µ (cos (2pi
x1
ε
)2 + cos (2pi x2
ε
)2) 0
0 1 + µ (cos (2pi x1
ε
)2 + cos (2pi x2
ε
)2)⎞⎟⎠ , (6.11)
µ = 50, cε(x) ≡ 1 and f (x) = 10x1 + 10x2.
1) Then, we solve the following cell problem:
div (Â∇N̂j) = div (Âj) for y ∈ Π̂,
N̂j Π̂ − periodic ,⟨N̂j⟩Π̂ = 0,
for j = 1,2 and
Â(y) ∶= ⎛⎝1 + µ (cos (2piy1)
2 + cos (2piy2)2) 0
0 1 + µ (cos (2piy1)2 + cos (2piy2)2)⎞⎠ .
The right-hand side functions are
f1(y) = 4piµ cos (2piy1) sin (2piy1) ,
f2(y) = 4piµ cos (2piy2) sin (2piy2) .
The ellipticity and continuity constant are equal to α̂ell = 1 and α̂cont = 2µ + 1. The solutions
of the cell problem are not known.
2) The exact homogenized matrix is not known, but we can compute c0 = 1.
3) The homogenized boundary value problem states
−div (A0∇u0) + c0u0 = f in Ω,
u0 = 0 on Γ,
where the exact solution is not known, since we do not know A0.
4) The exact solution of the original problem (6.10) is not known. The ellipticity and continuity
constant are estimated by αellε ≥ 1 and αcontε = 2µ + 1.
We consider CFΩ and CP Π̂ as in the 2d problem. The approximated solutions of N̂1 and N̂2 of the
cell problem are depicted in Figure 6.24, where we can see the effect of the constant µ = 50.
The behaviour of the majorants is similar to the 2d problem, with the difference that the majorants
now contain rather large constants due to the factor µ, therefore we leave them away.
The computed approximated homogenized coefficients are
A0,l = (43.62 −0.00−0.00 43.62) and c0 = 1.00.
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Figure 6.24: Approximated solution of N̂1 and N̂2.
The approximated solution of u
(l)
0 is depicted in Figure 6.25.
Figure 6.25: Approximated solution of u
(l)
0 .
In Figure 6.26, the approximated two scale approximation is depicted for the rather large value
ε = 0.2. One can clearly see the oscillating behaviour due to the choice of Aε. This can further be
observed in comparison to u0 and from a different view point.
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Figure 6.26: Approximated solution w̃
(l,j)
1,ε for ε = 0.2.
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7 Conclusion
In this thesis, we presented an a posteriori error estimate for elliptic homogenization problems in the
context of periodic structures. For that, we explained the cell problem and the homogenized prob-
lem, whose combination results in the two scale approximation. Then, we studied the discretization
majorant for the cell problem and the modelling/discretization error for the homogenized problem
in detail. As the main result, we developed a total error majorant, consisting of the discretization
majorants for both problems and an additional term related to homogenization. This error estimate
is a fully computable and guaranteed upper bound for the energy error of the two scale approxima-
tion, which includes all appearing error terms. Moreover, we suggested an error estimation strategy
to balance the error terms.
The minimization procedure for the majorant, including a suitable gradient recovery procedure, is
explained step by step. Further, the process of implementing each problem is described.
In the numerical experiments, we illustrated the efficiency and superconvergence of the chosen gra-
dient recovery procedure. Further, we observed the accuracy and sharpness of the majorants for the
cell and homogenized problem. It turns out, that the approximation estimate for the homogenized
coefficient is not sharp and could be improved, still it gives a guaranteed upper bound. Moreover,
we observed that the a priori convergence rate of the flux variables for the two scale approximation
cannot be seen in every example and that the convergence rate of the L2-error of the two scale
approximation is improved due to the smoothing with the Cle´ment operator. The derived total
error majorant indeed gives a guaranteed upper bound for the energy error.
Future research could be done on the usage of this majorant as an error indicator. Further, the
estimate of the approximation error of the homogenized coefficient could be improved. Finally, a
gradient recovery procedure more adapted to this problem could be investigated, or a dual mixed
finite element method could be applied.
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A Mathematical Background
In this chapter we will shortly summarize important inequalities and tools from functional analysis
which where needed before. The proofs and further details can be found in, e.g., [26], [10], [3], [9],
[21], [13] and [4].
A.1 Vectors and Matrices
For vectors v,w ∈ Rd of dimension d ∈ N, the scalar product is defined by
⟨v,w⟩ ∶= d∑
i=1 viwi.
For matrices A,B ∈ Rd×d, the scalar product is defined as the Frobenius scalar product:
A ∶ B ∶= d∑
i=1
d∑
j=1ai,jbi,j .
For a, b ∈ R>0 and some β > 0, for p, q ∈ [1,∞] such that 1p + 1q = 1, we have Young’s inequality:
ab ≤ 1
p
(βa)p + 1
q
( b
β
)q . (A.1)
We will mostly use Young’s inequality for p = q = 2, which also holds for a pair of vectors and
matrices:
2⟨v,w⟩ ≤ β∥v∥2 + 1
β
∥w∥2, 2A ∶ B ≤ β∥A∥2 + 1
β
∥B∥2,
where the norms are defined by
∥v∥ ∶= √⟨v,v⟩, ∥A∥ ∶= √A ∶ A.
From these inequalities follow these two useful inequalities:
∥v +w∥2 ≤ (1 + β) ∥v∥2 + 1 + β
β
∥w∥2, ∥A +B∥2 ≤ (1 + β) ∥A∥2 + 1 + β
β
∥B∥2. (A.2)
For a Hilbert space H with scalar product (⋅, ⋅)H and associated norm ∥ ⋅ ∥H , which are explained in
Section A.2, one can easily extend these inequalities to elements of H.
In general, for a constant matrix A ∈ Rd×d and any vector norm ∥ ⋅ ∥ on Rd, we define the induced
matrix norm by ∥A∥ ∶= sup
v∈Rd/{0}
∥Av∥∥v∥
and by ρ (A) we denote the spectral radius of A. For p ∈ R≥1 and any vector v ∈ Rd, ∥v∥p denotes
the standard p-norm. Then, the induced matrix norm is defined by
∥A∥p ∶= sup
v∈Rd/{0}
∥Av∥p∥v∥p .
For matrix functions A ∈ L∞(Ω,Rd×d), we set
∥A∥p,Ω ∶= ess sup
x∈Ω ∥A(x)∥p
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and
ρΩ (A) ∶= ess sup
x∈Ω ρ (A(x)) .
In general, it holds ∥A∥2 ≤ ρ (A). For A ∈ Rd×dsym, it further holds ∥A∥2 = ρ (A). Both statements are
valid for matrix functions.
Considering the Frobenius norm ∥A∥F ∶= √∑di,j=1 ∣ai,j ∣2, we have the following inequality:∥A∥2 ≤ ∥A∥F , (A.3)
which follows from ∥Av∥2 ≤ ∥A∥F ∥v∥2 and the definition of ∥A∥2.
For a differentiable function w ∶ Rd → R, the gradient of w is defined as
∇w = (∂x1w,∂x2w, . . . , ∂xdw)⊺ ,
where we used the shorthand notation ∂xiw for the partial derivatives
∂
∂xi
w(x). For a differentiable
vector function v ∶ Rd → Rd, the divergence of v is defined as
div v = d∑
i=1∂xivi.
The gradient of v denotes the Jacobian matrix
∇v = (∂xjvi)di,j=1 .
Note that it holds, for w two times differentiable:
div (∇w) = ∆w = d∑
i=1∂2xiw.
The following identity holds for u ∶ Rd → R and w as before:
div (∇uw) = div (∇u)w + ⟨∇u,∇w⟩. (A.4)
In the following we state several important integral identities.
Theorem A.1 (Gaussian integral theorem). For a closed surface Γ = ∂Ω, it holds:
∫
Ω
div (v) dx = ∫
Γ
⟨v,n⟩ds.
Here, n ∶ Rd → Rd denotes the outer normal direction at x ∈ Γ, which is a unit vector. Then, the
value ⟨∇u,n⟩ denotes the normal derivative of u, i.e. ∂
∂n
u = ⟨∇u,n⟩.
With identity (A.4) and Theorem A.1, Green’s first identity follows:
∫
Ω
div (∇uw) dx = ∫
Ω
(∆uw + ⟨∇u,∇w⟩) dx = ∫
Γ
⟨∇u,n⟩w ds. (A.5)
Note that the right-hand side is zero, if w vanishes on the boundary.
A.2 Sobolev Spaces
We consider an open and connected subset Ω ⊂ Rd, which we call domain. Further, we assume that
Ω is bounded and has a Lipschitz boundary, which is the case, if there exists N ∈ N and open
sets U1, . . . , UN ⊂ Rd satisfying:
a) ∂Ω ⊂ ⋃Ni=1Ui,
b) ∂Ω ∩Ui can be represented as the graph of a Lipschitz function for every i = 1, . . . ,N .
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The Lebesgue measure of a subset ω ⊂ Ω is denoted by ∣ω∣ = ∫ω 1 dx. Note that all function spaces
considered in this thesis are real-valued.
Definition A.2 (Lp spaces). Let p ∈ R with 1 ≤ p <∞, we define
Lp(Ω) ∶= {f ∶ Ω→ R ∣ f is measurable and ∫
Ω
∣f ∣p dx <∞} ,
with the norm ∥f∥Lp(Ω) ∶= (∫
Ω
∣f(x)∣p dx)1/p .
For p =∞, we define
L∞(Ω) ∶= {f ∶ Ω→ R ∣ f is measurable and there exists C s.t. ∣f(x)∣ ≤ C a.e. on Ω} ,
with the norm ∥f∥L∞(Ω) ∶= ess sup
x∈Ω {∣f(x)∣} .
Definition A.3 (Conjugate exponent). Let 1 ≤ p ≤∞, we denote by q the conjugate exponent of
p, if it holds:
1
p
+ 1
q
= 1.
The convention 1∞ = 0 is assumed.
Theorem A.4.
a) Lp is a Banach space for any p, 1 ≤ p ≤∞.
b) L2 is a Hilbert space with scalar product
(f, g)L2(Ω) ∶= ∫
Ω
f(x)g(x)dx for f, g ∈ L2(Ω)
and the norm is defined by ∥f∥2L2(Ω) = (f, f)L2(Ω).
Definition A.5 (Dual space). The dual space of any vector space X is defined as
X ′ ∶= {l ∶X → R ∣ l being a bounded and continuous functional } .
The corresponding norm is defined by
∥l∥X′ = sup
x∈X/{0}
l(x)∥x∥X .
Theorem A.6 (Riesz representation theorem). Let X be a Hilbert space with scalar product(⋅, ⋅)X . Then, l ∈X ′ if and only if there exists x ∈X such that for every y ∈X we have
l(y) = (y, x)X
and in this case ∥l∥X′ = ∥x∥X . Moreover, x is uniquely determined by l ∈X ′.
Proposition A.7 (Dual space of Lp). Let 1 ≤ p < ∞ and q its conjugate exponent. Then,
we have that Lq(Ω) is the dual space of Lp(Ω), denoted by (Lp)′ = Lq. With the duality pairing⟨u, v⟩Ω ∶= ∫Ω u(x)v(x)dx and for v ∈ Lq(Ω), the dual norm follows:
∥v∥Lq(Ω) = sup
u∈Lp(Ω)/{0}
⟨u, v⟩Ω∥u∥Lp(Ω) .
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Theorem A.8 (Ho¨lder’s inequality). Let 1 ≤ p ≤∞ and q its conjugate exponent. Assume that
f ∈ Lp(Ω) and g ∈ Lq(Ω). Then, it holds fg ∈ L1(Ω) and
∫
Ω
∣fg∣ ≤ ∥f∥Lp(Ω)∥g∥Lq(Ω).
Remark A.9. For p = q = 2, this is called the Cauchy-Schwarz inequality:
∣ (f, g)L2(Ω) ∣ ≤ ∥f∥L2(Ω)∥g∥L2(Ω), ∀f, g ∈ L2(Ω).
Proposition A.10 (General Ho¨lder’s inequality). Let 1 ≤ p1, p2, q ≤ ∞ such that 1p1 + 1p2 = 1q .
Assume that f ∈ Lp1(Ω) and g ∈ Lp2(Ω). Then, it holds fg ∈ Lq(Ω) and
∥fg∥Lq(Ω) ≤ ∥f∥Lp1(Ω) ∥g∥Lp2(Ω) .
Proposition A.11 (Minkowski inequality). Let 1 ≤ p ≤ ∞ and assume f, g ∈ Lp(Ω). Then, it
holds f + g ∈ Lp(Ω) and ∥f + g∥Lp(Ω) ≤ ∥f∥Lp(Ω) + ∥g∥Lp(Ω).
By C0(Ω) we denote the space of all continuous functions in Ω. The support of a function f ∈ C0(Ω)
is defined by
supp f ∶= {x ∈ Ω ∣ f(x) ≠ 0}.
The space of all bounded and infinitely differentiable functions on Ω is denoted by C∞(Ω) and we
set C∞0 (Ω) to be the space of all functions f ∈ C∞(Ω) with compact support in Ω. By Ck(Ω)
we denote the space of k-times continuously differentiable functions and Ck0 (Ω) is the subspace of
Ck(Ω) that contains functions vanishing on the boundary.
Denote α = (α1, α2, . . . , αd), for αi ∈ N0, as a multi-index with absolute value ∣α∣ = ∑di=1 αi and
faculty α! =∏di=1 αi!. For x ∈ Rd it holds xα =∏di=1 xαii and for a sufficiently smooth function u, we
write the partial derivative of order ∣α∣ as:
Dαu(x) = ∂ ∣α∣∏di=1 ∂xαii u(x).
Definition A.12 (Weak derivative). Let f ∈ L1(Ω) and α ∈ Nd0. Then, g ∈ L1(Ω) is called the
weak derivative of order α of f , denoted by g =Dαf , if for all φ ∈ C∞0 (Ω) it holds
∫
Ω
fDαφ = (−1)∣α∣ ∫
Ω
gφ.
Remark A.13. If f has a continuous partial derivative Dαf in the classical sense, then Dαf is
also a weak derivative.
Definition A.14 (Wm,p spaces). For m ∈ N and 1 ≤ p ≤∞ we define
Wm,p(Ω) ∶= {u ∈ Lp(Ω) ∣Dαu ∈ Lp(Ω)∀ ∣α∣ ≤m} ,
equipped with the norm
∥u∥Wm,p(Ω) ∶= ⎧⎪⎪⎨⎪⎪⎩ ∑∣α∣≤m ∥Dαu∥pLp(Ω)
⎫⎪⎪⎬⎪⎪⎭
1/p
and the semi-norm
∣u∣Wm,p(Ω) ∶= ⎧⎪⎪⎨⎪⎪⎩ ∑∣α∣=m ∥Dαu∥pLp(Ω)
⎫⎪⎪⎬⎪⎪⎭
1/p
,
for 1 ≤ p <∞. For p =∞, the norm is
∥u∥Wm,∞(Ω) ∶= max∣α∣≤m ∥Dαu∥L∞(Ω) .
We define the completion of C∞0 (Ω) with respect to the norm ∥ ⋅ ∥Wm,p(Ω) as Wm,p0 (Ω).
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Theorem A.15.
a) Wm,p is a Banach space.
b) For m = 0, it holds that W 0,p = Lp and if 1 ≤ p <∞, we have further W 0,p0 = Lp.
c) The space Hm ∶=Wm,2 is a Hilbert space with scalar product
(u, v)Hm(Ω) ∶= ∑∣α∣≤m (Dαu,Dαv)L2(Ω) for u, v ∈Hm(Ω).
Theorem A.16. Let 1 ≤ p < ∞, q its conjugate exponent and m ≥ 1. The dual space of Wm,p0 is(Wm,p0 )′ =W −m,q. In particular, (H10(Ω))′ =H−1(Ω).
In order to state the important Sobolev embedding theorems, we first have to recall some definitions:
Definition A.17 (Embedding). Let X and Y be Banach spaces. We call X continuously embedded
in Y , denoted by X ↪ Y , if X ⊂ Y and if the inclusion ι ∶X → Y is continuous, i.e., ∃C such that
∥x∥Y ≤ C∥x∥X ∀x ∈X.
We call X compactly embedded in Y , denoted by X
c↪ Y , if X ⊂ Y and if the inclusion ι ∶X → Y is
compact.
Theorem A.18. Suppose Ω is bounded and 1 ≤ p ≤ q ≤∞. Then, it holds
Lq(Ω)↪ Lp(Ω).
Theorem A.19.
a) It holds:
H10(Ω)↪ L2(Ω)↪H−1(Ω),
b) For any m it further holds:
Wm,p0 (Ω)↪Wm,p(Ω)↪ Lp(Ω).
Theorem A.20. Let Ω ⊂ Rd be a bounded domain with Lipschitz boundary. Let k,m ∈ N0 and
1 ≤ p, q <∞. Then, it holds:
a) If k − d
p
≥m − d
q
and k ≥m, then it holds
W k,p(Ω)↪Wm,q(Ω).
b) If k − d
p
>m − d
q
and k >m, then it holds
W k,p(Ω) c↪Wm,q(Ω).
c) For any open, bounded subset Ω ⊂ Rd, the above statements hold for the spaces W k,p0 (Ω).
Theorem A.21 (Sobolev embedding). Let Ω ⊂ Rd be a domain with Lipschitz boundary. Let
j,m ∈ N0 and 1 ≤ p <∞.
a) If mp < d, then it holds
W j+m,p(Ω)↪W j,q(Ω), p ≤ q ≤ dp
d −mp
and in particular
Wm,p(Ω)↪ Lq(Ω), p ≤ q ≤ dp
d −mp.
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b) If mp = d, then it holds
W j+m,p(Ω)↪W j,q(Ω), p ≤ q <∞, (A.6)
so in particular
Wm,p(Ω)↪ Lq(Ω), p ≤ q <∞. (A.7)
If p = 1, i.e. m = d, then (A.6) and (A.7) also hold for q =∞.
c) If mp > d, then it holds
W j+m,p(Ω)↪W j,q(Ω), p ≤ q ≤∞, m ≥ 1
and in particular
Wm,p(Ω)↪ Lq(Ω), p ≤ q ≤∞.
Moreover, it holds
W j+m,p(Ω) c↪ Cj(Ω), m ≥ 1.
d) All the embeddings are valid for arbitrary bounded domains, provided that Wm,p is replaced by
Wm,p0 .
For boundary value problems, we are interested in the value of a function on the boundary. Since
the Sobolev spaces are actually equivalence classes, i.e., two functions are identified if they differ
only on a set of measure zero, and because the boundary Γ is a set of measure zero, we can not
define the value on the boundary via a simple restriction. Therefore, we need to define a special
operator.
Definition A.22 (Trace operator). For 1 ≤ p <∞, define the map
γ ∶W 1,p(Ω)→ Lp(Γ).
Then, the trace of u ∈W 1,p(Ω) is defined by γ(u) and also denoted by u∣Γ.
Theorem A.23 (Trace theorem). Let Ω be a bounded domain with Lipschitz boundary Γ and let
1 ≤ p <∞.
a) If u ∈W 1,p(Ω), then in fact γ(u) = u∣Γ ∈W 1−(1/p),p(Γ) and∥γ(u)∥W 1−(1/p),p(Γ) ≤ C∥u∥W 1,p(Ω).
b) Furthermore, the trace operator γ is surjective from W 1,p(Ω) onto W 1−(1/p),p(Γ).
c) The kernel of the trace operator is W 1,p0 (Ω), i.e.,
W 1,p0 (Ω) = {u ∈W 1,p(Ω) ∣ γ(u) = 0} .
We did not define the Sobolev spaces W s,p of fractional order here, for a definition and further
details see [3].
Now we are able to use boundary values, which we understand in the sense of traces. This means
that a boundary condition u = g on Γ is understood as γ(u) = g on Γ.
For the a posteriori error estimation, the following definition is important.
Definition A.24. We define the space
H (Ω,div) ∶= {q ∈ L2(Ω) ∣ div q ∈ L2(Ω)} .
Theorem A.25. H(Ω,div) is a Hilbert space equipped with the scalar product
(p,q)div ∶= ∫
Ω
(⟨p,q⟩ + div p div q) .
The corresponding norm is induced by the scalar product.
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Remark A.26. Note that it holds:
H1(Ω) ⊂H(Ω,div) ⊂ L2(Ω).
This is clear, since for u ∈ H1(Ω) it holds ∇u ∈ L2(Ω) by definition and div u is the sum of the
diagonal of ∇u, hence it follows div u ∈ L2(Ω). Conversely, for u ∈ H(Ω,div), it does not hold
u ∈H1(Ω), since we do not know whether ∂x1u2 and ∂x2u1 are in L2(Ω).
Definition A.27. For functions q in L2(Ω) and a symmetric and positive definite matrix A(x) ∈
Rd×d for x ∈ Ω, we denote the following energy and complementary energy norms
∥q∥2A ∶= ∫
Ω
⟨Aq,q⟩dx and ∥q∥2A−1 ∶= ∫
Ω
⟨A−1q,q⟩dx.
A.3 Poincare´ and Friedrichs Inequality
In the following, we consider as before a bounded domain Ω ⊂ Rd with Lipschitz boundary. The
theorems and inequalities, if not indicated differently, are taken from [26] and [10].
Theorem A.28 (Friedrichs inequality). For u ∈H10(Ω), the following inequality∥u∥L2(Ω) ≤ CFΩ ∥∇u∥L2(Ω)
holds with a constant CFΩ independent of u. If u ∈H1(Ω), the inequality takes a more general form:
∥u∥2L2(Ω) ≤ C2FΩ (∥∇u∥2L2(Ω) + ∫
Γ
∣u∣2 ds) .
Theorem A.29 (Poincare´ inequality). For u ∈H1(Ω), the following inequality
∥u∥2L2(Ω) ≤ CPΩ ((∫
Ω
udx)2 + ∥∇u∥2L2(Ω))
holds with a constant CPΩ independent of u. If u fulfils ⟨u⟩Ω = 0, with the mean value ⟨⋅⟩Ω defined
in Definition 2.9, then it holds ∥u∥L2(Ω) ≤ CPΩ ∥∇u∥L2(Ω) .
Theorem A.30 (Poincare´-Wirtinger inequality). For u ∈W 1,p(Ω), the following inequality
∥u − ⟨u⟩Ω∥L2(Ω) ≤ CPW ∥∇u∥L2(Ω)
holds with a constant CPW independent of u, where ⟨⋅⟩Ω is defined in Definition 2.9.
Theorem A.31 (Trace inequality). For u ∈H1(Ω), the following inequality
∥γ(u)∥L2(Γ) ≤ CTΓ ∥∇u∥L2(Ω)
holds with a constant CTΓ independent of u.
The Friedrichs and Poincare´ constant will be used in a posteriori error majorants, therefore we need
upper bounds for them in order to have fully computable error estimates. For convex domains, the
Poincare´ constant can be estimated as
CPΩ ≤ diam Ω
pi
, (A.8)
for a proof see [25]. If Ω is included in a rectangle R ∶= {x ∈ R2 ∣ ai < xi < bi, bi − ai = li, i = 1,2}, we
have the following estimate for the Friedrichs constant:
CFΩ ≤ l1l2
pi
√
l21 + l22 . (A.9)
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In our examples we usually consider Ω = (0,1)2, hence we have the following upper bounds:
CPΩ ≤ √2
pi
, CFΩ ≤ 1
pi
√
2
. (A.10)
With the following approach we get an upper bound by considering eigenvalues: In the first Friedrichs
inequality of Theorem A.28, we can see that
1
CFΩ
≤ ∥∇u∥L2(Ω)∥u∥L2(Ω) .
For a finite element basis {ψi}Ni=1, we have the stiffness matrix S = (∫Ω⟨∇ψj ,∇ψi⟩)Ni,j=1. It follows
that for a finite element approximation uh of u, it holds:
∥∇uh∥2L2(Ω) = u⊺hSuh.
If we use this identity and plug into the above inequality the eigenvector vh of S, corresponding to
the eigenvalue λh, then we get ∥∇vh∥2L2(Ω)∥vh∥2L2(Ω) = v
⊺
hSvh∥vh∥2L2(Ω) = λh.
Therefore, lower bounds of the minimal eigenvalue λmin give an upper bound for the Friedrichs
constant:
1
C2FΩ
= λmin ∶= inf
v∈H10 (Ω)/{0}
∥∇v∥2L2(Ω)∥v∥2
L2(Ω) .
A.4 Cle´ment Operator
Consider the Cle´ment interpolation operator Ch ∶ L2(Ω) → Vh ⊂ H1(Ω), e.g. see [14]. Vh denotes
the finite element space with basis functions ψi as defined in (2.32). For a function u ∈ L2(Ω), Ch
is defined by
Chu ∶= N∑
i=1γi(u)ψi.
In this definition, γi ∶ C∞(Ω) → R is a functional associated to ψi and to the patch of the node xi
corresponding to ψi, described in detail in [14]. In [9], the Cle´ment interpolation is explained as
an operator Ch ∶ H1(Ω) → Vh, where γi ∶ L2(ωi) → P0 is a local L2-projection onto the constant
functions, with ωi the patch of xi. In [16] the interpolation operator Ch is again defined by a local
L2-projection, but additionaly onto macroelements consisting of element patches. Their definition
is applicable for functions in L1(Ω). All three definitions have the drawback, that they do not fit
boundary conditions. This issue has been considered in [32], but not for functions in L2.
From [16] we have the following stability and approximation conditions of the Cle´ment interpolation
operator:
Proposition A.32.
a) Let 1 ≤ p < +∞ and 0 ≤m ≤ 1. Then, there exists a constant c such that
∥Chv∥Wm,p(Ω) ≤ c∥v∥Wm,p(Ω) ∀h,∀v ∈Wm,p(Ω).
b) Let 1 ≤ p < +∞ and 0 ≤m ≤ l ≤ t+ 1, where t such that ψi ∈ Pt. Then, there exists a constant c
such that
∥v −Chv∥Wm,p(T ) ≤ chl−mT ∥v∥W l,p(ωT ) ∀h,∀T ∈ Tj ,∀v ∈W l,p(ωT ).
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For h = maxT ∈Tj hT , the last property can easily be extended to norms on Ω. We will in particular
use the following inequalities, which follow directly from Proposition A.32:
Proposition A.33.
a) For all v ∈ L2(Ω), there exist constants CL2←L2 and c such that
∥Chv∥L2(Ω) ≤ CL2←L2∥v∥L2(Ω),∥v −Chv∥L2(Ω) ≤ c∥v∥L2(Ω).
b) For all v ∈H1(Ω), there exist constants CH1←H1 , c1 and c2 such that
∥Chv∥H1(Ω) ≤ CH1←H1∥v∥H1(Ω),∥v −Chv∥L2(Ω) ≤ c1h∥v∥H1(Ω),∥v −Chv∥H1(Ω) ≤ c2∥v∥H1(Ω).
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