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Abstract
We give a direct proof of a result of Sweedler describing the cofree cocommutative
coalgebra over a vector space, and use our approach to give an explicit construc-
tion of liftings of maps into this universal coalgebra. The basic ingredients in our
approach are local cohomology and residues.
1 Introduction
Let k be an algebraically closed field of characteristic zero. Given a vector space V there
is a universal cocommutative coalgebra !V mapping to V which is sometimes called the
cofree cocommutative coalgebra generated by V . This is a classical construction going
back to Sweedler, and an explicit description follows from his results in [24]: for V finite-
dimensional the universal cocommutative coalgebra may be presented as a coproduct
!V =
⊕
P∈V
SymP (V ) (1.1)
where SymP (V ) = Sym(V ) is the symmetric coalgebra. The universal map d : !V −→ V
is defined on components vi ∈ V
⊗i by the formula
d|SymP (V ) : SymP (V ) −→ V, (v0, v1, v2, . . .) 7−→ v0P + v1 .
While not written explicitly in [24] this is a straightforward exercise using the structure
theory of coalgebras developed there. We do this exercise in Appendix B. However,
since Sweedler’s description (1.1) of !V seems not to be well-known despite the extensive
discussion of cofree cocommutative coalgebras in models of logic [4, 10, 18] and elsewhere
it seems worthwhile to give a more direct proof.
Our main new result is an explicit description of the lifting of a linear map !W −→ V
to a morphism of coalgebras !W −→ !V (Theorem 2.22). In [21] we explain in more detail
why we are interested in such liftings, and give several examples of how the theorem may
be used to write down explicit denotations of proofs in linear logic.
1
Our approach is based on an isomorphism of coalgebras (n = dim(V ))
SymP (V )
∼= HnmP (Sym(V
∗),ΩnSym(V ∗)/k) (1.2)
of the symmetric coalgebra with the local cohomology module of top-degree differential
forms at the maximal ideal mP ⊆ Sym(V
∗) corresponding to P . Elements of this local
cohomology module are equivalence classes of meromorphic differential forms at P , and
both the universal map d : !V −→ V and the counit !V −→ k are defined in terms of
residues.1 This approach has the advantage of being manifestly coordinate-free (because
residues are) in contrast to an alternative construction using the isomorphism !(V1⊕V2) ∼=
!V1 ⊗ !V2 and a reduction to the case of V one-dimensional (see Remark 2.19).
Acknowledgements. Thanks to Nils Carqueville and Jesse Burke, and to the referee
who made several helpful suggestions on how to improve the exposition.
2 The universal cocommutative coalgebra
Let k be an algebraically closed field of characteristic zero.2 Throughout all coalgebras
are coassociative, cocommutative and counital. We begin with V finite-dimensional, but
the results will immediately generalise; see Section 2.1. For general background on com-
mutative algebra we recommend [5], and for the basic theory of coalgebras [24]. Other
references on cofree coalgebras are [6, 1, 3, 9, 23, 2].
Let V be a finite-dimensional vector space, R = Sym(V ∗) the symmetric algebra of the
dual V ∗. Since k is algebraically closed the maximal ideals of R are in canonical bijection
with the elements of V , and for P ∈ V we denote the corresponding maximal ideal mP .
We define LC(V, P ) to be the local cohomology module
LC(V, P ) := HnmP (Sym(V
∗),ΩnSym(V ∗)/k)
where n = dim(V ). This is an R-module which is infinite-dimensional as a k-vector space,
elements of which are equivalence classes of meromorphic differential n-forms at P .
Example 2.1. Suppose V = k · e is one-dimensional, with dual basis x = e∗ so R = k[x].
Then P ∈ k and mP = (x − P ). Let M be the space of meromorphic 1-forms which are
regular away from P ,
M =
{ Q(x)
(x− P )r
dx |Q(x) ∈ k[x], r ≥ 0
}
.
1One motivation for phrasing things in terms of residues and local cohomology is the hope that the
connection between cofree coalgebras, differential operators and residues extends beyond the very simple
case of polynomial rings which arises in the case of k a field. This would be very interesting.
2Note that the original approach of Sweedler in Appendix B works in any characteristic, but the
statement is more complicated.
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Let M ′ = k[x] dx be the subspace of regular forms, then LC(V, P ) is the quotient space
LC(V, P ) =M/M ′ .
The class of a meromorphic form Q(x)
(x−P )r
dx is denoted by[
Q(x) dx
(x− P )r
]
∈ LC(V, P ) . (2.1)
From this description it is clear that (x−P ) ·
[
Q(x) dx
(x−P )
]
= 0 and that a k-basis for LC(V, P )
is given by the equivalence classes
[
dx
(x−P )r
]
for r > 0.
In general, elements of LC(V, P ) are equivalence classes of meromorphic n-forms reg-
ular away from P , modulo those forms which are regular at P . These equivalence classes
are referred to in the literature as generalised fractions [12, 11], and such a class[
f dr1 ∧ · · · ∧ drn
t1, . . . , tn
]
∈ LC(V, P ) (2.2)
may be associated to the following data:
• An element f ∈ R and a sequence r1, . . . , rn ∈ R,
• A sequence of elements t1, . . . , tn ∈ R which have an isolated common zero at P , or
equivalently, they form a regular sequence in RmP .
These classes in local cohomology satisfy natural identities generalising the one-dimensional
case, for instance
ti ·
[
f dr1 ∧ · · · ∧ drn
ta11 , . . . , t
ai
i , . . . , t
an
n
]
=
[
f dr1 ∧ · · · ∧ drn
ta11 , . . . , t
ai−1
i , . . . , t
an
n
]
,
ti ·
[
f dr1 ∧ · · · ∧ drn
t1, . . . , tn
]
= 0 .
It is important to note that the definition of local cohomology and the generalised fraction
(2.2) associated to the data f, r1, . . . , rn, t1, . . . , tn does not require a choice of coordinates.
However, by choosing coordinates we can reduce the general case to the one-dimensional
case, and in this way obtain a k-basis for LC(V, P ):
Example 2.2.Let e1, . . . , en be a basis of V with dual basis xi = e
∗
i and identify R with
the polynomial ring k[x1, . . . , xn]. Then for P ∈ V with coordinates (P1, . . . , Pn) in this
basis there is a corresponding maximal ideal
mP = (x1 − P1, . . . , xn − Pn) ∈ Spec(R)
3
and if we set zi = xi − Pi then there are generalised fractions[
dz1 ∧ · · · ∧ dzn
za1+11 , . . . , z
an+1
n
]
∈ LC(V, P ) . (2.3)
Moreover there is an isomorphism of R-modules
LC(k · e1, P1)⊗ · · · ⊗ LC(k · en, Pn) −→ LC(V, P ) ,[
dz1
za1+11
]
⊗ · · · ⊗
[
dzn
zan+1n
]
7→
[
dz1 ∧ · · · ∧ dzn
za1+11 , . . . , z
an+1
n
]
(2.4)
and the elements (2.3) for a1, . . . , an ≥ 0 form a k-basis for LC(V, P ). It will simplify the
notation to write dz = dz1∧· · ·∧dzn and z = z1, . . . , zn so that (2.3) may be abbreviated[
1
za11 , . . . , z
an
n
dz
z
]
:=
[
dz1 ∧ · · · ∧ dzn
za1+11 , . . . , z
an+1
n
]
. (2.5)
In terms of this basis, the R-module structure on LC(V, P ) is defined by
zj ·
[
1
za11 , . . . , z
an
n
dz
z
]
=
[
1
za11 , . . . , z
aj−1
j , . . . , z
an
n
dz
z
]
(2.6)
where we observe that the right hand side is zero if aj = 0.
A fundamental result about local cohomology states that there is a scalar associated
to each meromorphic form, its residue, which is defined in a coordinate-independent way.
When k = C and n = 1, this is the usual Cauchy integral around a pole. There is a vast
generalisation to general schemes, known as the Grothendieck residue symbol [8, 15] but
we need only the simplest aspects of the theory.
We say that a sequence z1, . . . , zn ∈ R gives local coordinates at P if the mP -adic
completion of RmP is isomorphic to kJz1, . . . , znK.
Theorem 2.3. There is a canonically defined linear map
ResP : LC(V, P ) −→ k
with the property that for any sequence z1, . . . , zn ∈ R giving local coordinates at P ,
ResP
[
1
za11 , . . . , z
an
n
dz
z
]
=
{
1 a1 = · · · = an = 0
0 otherwise
Proof. See [14, §5.3], [12, pp.64–67] or [11]. Notice that in the situation of Example 2.2
the isomorphism (2.4) identifies ResP = ResP1 ⊗ · · · ⊗ ResPn where
ResPi
[
dx
(xi − Pi)r
]
= δr,1 .
This defines a k-linear map ResP , and in order to prove that this is canonical one has to
check that it does not depend on the choice of local coordinates at P (which is straight-
forward in this case, because R is a polynomial ring).
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Remark 2.4. In the case k = C the residue may be defined as the integral of a meromor-
phic n-form over an n-cycle which avoids its poles, see for instance [7, Chapter V].
Definition 2.5.Given a k-algebra S, a linear map µ : S −→ k is called continuous if it
vanishes on an ideal of finite codimension, that is, if µ(I) = 0 for an ideal I ⊆ S with
S/I a finite-dimensional k-vector space. We denote the module of all continuous maps by
Homcontk (S, k), this module is often also written S
◦ [24, Chapter 6].
For a maximal ideal m ⊆ R an ideal in Rm has finite codimension if and only if it
contains a power of m. Moreover, note that since R/mi ∼= Rm/m
iRm
Homcontk (Rm, k) = lim−→
i
Homk(R/m
i, k) . (2.7)
Theorem 2.6. For P ∈ V there is a canonical isomorphism of R-modules
LC(V, P ) −→ Homcontk (RmP , k) (2.8)
η 7−→ ResP ((−) · η) .
Proof. This is a result of the theory of local duality, see [14, 11]. We appreciate that these
references may be daunting to the non-specialist, so here is a sketch: one can check that
with m = mP the map
HomR(R/m
i,LC(V, P )) −→ Homk(R/m
i, k), α 7−→ ResP ◦ α (2.9)
is an isomorphism, either abstractly [22, Proposition 0.4] or by noting that the left hand
side is the submodule of all elements of LC(V, P ) killed by mi = (z1, . . . , zn)
i and a k-basis
for this may be found among the generalised fractions in (2.3). In this way we see easily
that both sides of (2.9) have the same dimension, and injectivity of the map may be
checked using Lemma 2.8 below.
Any given generalised fraction is annihilated by all sufficiently high degree monomials
in the zi, as is apparent from (2.6), so the direct limit over all i yields an isomorphism
LC(V, P ) ∼= Homcontk (RmP , k) ,
as claimed.
Let D(R) denote the ring of k-linear differential operators on R. This may be defined
as a subalgebra of Endk(R) using only the k-algebra structure on R [19], but it may also
be presented in a more straightforward way using the coordinates of Example 2.2 as the
associative k-algebra generated by xi and ∂i =
∂
∂xi
for 1 ≤ i ≤ n subject to the relations
[xi, xj ] = [∂i, ∂j ] = 0, [∂i, xj ] = δij .
Observe that D = D(R) is a noncommutative ring, and that R is a left D-module, with
the xi acting by left multiplication and the ∂i acting as partial derivatives. Moreover D
is a filtered ring, with D≤r the differential operators of order ≤ r.
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If m ⊆ R is a maximal ideal then D≤rmi+r ⊆ mi, so that any differential operator
ρ ∈ D≤r determines a linear map R/mi+r −→ R/mi and thus an action on the direct limit
(2.7). The action is induced by dualising the following map of inverse systems:
· · · // R/mi+r //
ρ

· · · // R/m2+r //
ρ

R/m1+r
ρ

· · · // R/mi // · · · // R/m2 // R/m
This defines a right D-module structure on Homcontk (Rm, k) which sends a continuous map
µ : Rm −→ k factoring as Rm −→ Rm/m
iRm ∼= R/m
i followed by µ′ : R/mi −→ k to the
following continuous map
Rm // Rm/m
i+rRm ∼= R/m
i+r ρ // R/mi
µ′
// k .
Using the isomorphism of Theorem 2.6 we conclude that:
Lemma 2.7. LC(V, P ) is canonically a right D(R)-module.
To describe the action more concretely, we use:
Lemma 2.8. For f ∈ R,
ResP
[
f
za11 , . . . , z
an
n
dz
z
]
=
1
a1! · · ·an!
∂a1
∂xa11
· · ·
∂an
∂xann
(f)|x=P . (2.10)
Proof. We may assume f is a monomial in the zi. The action of f on a generalised fraction
is described by (2.6) and consulting Theorem 2.3 we see that both sides of (2.10) vanish
unless f has zi-degree = ai for every i. Thus we need only consider the case where f is
λza11 · · · z
an
n for some λ ∈ k, but then both sides obviously agree.
The action in Lemma 2.7 may be described in the coordinates of Example 2.2 as
follows: the generators xi = zi + Pi act via the usual R-module structure, so[
1
za11 , . . . , z
an
n
dz
z
]
· xi =
[
1
za11 , . . . , z
ai−1
i , . . . , z
an
n
dz
z
]
+ Pi
[
1
za11 , . . . , z
an
n
dz
z
]
(2.11)
while the differential operators act by[
1
za11 , . . . , z
an
n
dz
z
]
· ∂i = (ai + 1)
[
1
za11 , . . . , z
ai+1
i , . . . , z
an
n
dz
z
]
, (2.12)
as can be checked by precomposing (2.10), viewed as a functional of f , with the differential
operator ∂i on R.
At this point the notation is starting to get a bit awkward, so we introduce a second
basis for LC(V, P ) which is better suited to our purposes.
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Definition 2.9.The vacuum at P ∈ V is the generalised fraction
|∅〉P :=
[
dz
z
]
=
[
d(x1 − P1) ∧ · · · ∧ d(xn − Pn)
(x1 − P1), . . . , (xn − Pn)
]
∈ LC(V, P ) .
This element does not depend on the choice of basis e1, . . . , en for V .
Definition 2.10.There is a canonical map
V −→ D(R),∑
i
aiei 7−→
∑
i
ai∂i
and we denote the image of ν ∈ V by ∂ν . This map lands in the commutative subalgebra
of D(R) generated as a k-algebra by the ∂i, there is an extension to a morphism of algebras
Sym(V ) −→ D(R) . (2.13)
The right D(R)-action together with (2.13) induces a right Sym(V )-module structure
on LC(V, P ). Since this ring is commutative we may write its action on the left.
Definition 2.11.For any sequence ν1, . . . , νs ∈ V there is an associated element
|ν1, . . . , νs〉P := ∂ν1 · · ·∂νs|∅〉P ∈ LC(V, P ) . (2.14)
Note that since the ∂νi commute, the order of the νi is irrelevant. Using (2.12) we have,
in terms of coordinates,
|ei1 , . . . , eis〉P = a1! · · · an!
[
1
za11 , . . . , z
an
n
dz
z
]
(2.15)
where ei occurs ai times among the eit . The notation is derived from the fact that the ∂i
and xi obey the canonical commutation relations, and may therefore be viewed as acting
as creation and annihilation operators for particle states on the vacuum |∅〉P .
Lemma 2.12. There is a linear isomorphism
Sym(V ) −→ LC(V, P )
f 7−→ f · |∅〉P .
Proof. A bijection between the monomial basis of Sym(V ) and the generalised fractions
forming a basis for LC(V, P ) is given by (2.15).
The connection between differential operators and generalised fractions may now be
clearly formulated in terms of integrating against the latter. The following is a consequence
of Lemma 2.8:
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Lemma 2.13. For f ∈ R and ν1, . . . , νs ∈ V
ResP
(
f |ν1, . . . , νs〉P
)
= ∂ν1 · · ·∂νs(f)|x=P . (2.16)
In particular ResP (f |∅〉P ) = f(P ).
Given a subset of indices I = {i1, . . . , ik} ⊆ {1, . . . , s} we write
|νI〉P := |νi1 , . . . , νik〉P . (2.17)
By convention this is |∅〉P if I is empty. The complement of I is denoted I
c.
Lemma 2.14. LC(V, P ) is a k-coalgebra with coproduct
∆|ν1, . . . , νs〉P =
∑
I⊆{1,...,s}
|νI〉P ⊗ |νIc〉P (2.18)
and counit ResP : LC(V, P ) −→ k.
Proof. This may be deduced from (2.7) since each R/mi is a finite-dimensional commu-
tative algebra, hence Homk(R/m
i, k) is canonically a coalgebra. The induced coalgebra
structure on the direct limit passes by Theorem 2.6 to a coalgebra structure on LC(V, P ).
On the basis elements (2.15) this structure is easily checked to be given by (2.18).
For example, ∆|ν〉P = |∅〉P ⊗ |ν〉P + |ν〉P ⊗ |∅〉P .
Definition 2.15.As a coalgebra, !V is given by the coproduct
!V =
⊕
P∈V
LC(V, P ) (2.19)
with its natural coproduct structure. The sum of the residue maps defines a linear map
Res =
∑
P
ResP : !V −→ k (2.20)
which is the counit of this coalgebra.
Next we define the universal map !V −→ V , which we refer to as the dereliction map
following the terminology used in the semantics of linear logic [17]. For each P ∈ V there
is a canonical pairing
LC(V, P )⊗k R −→ k, η ⊗ r 7−→ ResP (rη) .
Using V ∗ ⊆ R the induced pairing LC(V, P ) ⊗k V
∗ −→ k corresponds under adjunction
to a linear map dP : LC(V, P ) −→ V , given by dP (η) =
∑
iResP (xiη)ei.
Definition 2.16.The dereliction map d : !V −→ V is the linear map d =
∑
P dP .
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In terms of coordinates, using the map of (2.20), d(η) =
∑n
i=1Res(xiη)ei.
Lemma 2.17. d|∅〉P = P, d|ν〉P = ν for any ν ∈ V , while d|ν1, . . . , νs〉P = 0 for s > 1.
Proof. Both claims follow from Lemma 2.13:
d|∅〉P =
∑
i
ResP (xi|∅〉P )ei =
∑
i
Piei = P .
d|ν〉P =
∑
i
ResP (xi|ν〉P )ei =
∑
i
∂ν(xi)ei = ν .
Recall that the tensor algebra TV =
⊕
i≥0 V
⊗i is a bialgebra with coproduct ∆ and
counit ε determined by ∆(v) = 1⊗ v + v ⊗ 1 and ε(v) = 0 for v ∈ V . More explicitly,
∆(v1 ⊗ · · · ⊗ vs) =
s∑
i=0
∑
σ∈Shi,s−i
(vσ(1) ⊗ · · · ⊗ vσ(i))⊗ (vσ(i+1) ⊗ · · · ⊗ vσ(s)) (2.21)
where Shi,s−i is the set of (i, s− i) shuffles. The two-sided ideal I ⊆ TV with Sym(V ) =
TV/I is also a coideal, so Sym(V ) is a coalgebra with coproduct
∆(v1 · · · vs) =
∑
I⊆{1,...,s}
(∏
i∈I
vi
)
⊗
(∏
j /∈I
vj
)
. (2.22)
Lemma 2.18. There is a canonical isomorphism of coalgebras
!V −→
⊕
P∈V
SymP (V ) (2.23)
where SymP (V ) = Sym(V ). If we define
cP : SymP (V ) −→ V, cP (v0, v1, v2, . . .) = v0P + v1
then the isomorphism identifies the dereliction map on !V with
∑
P cP .
Proof. It is clear from (2.22) and (2.18) that Lemma 2.12 is an isomorphism of coalgebras.
The rest is immediate from Lemma 2.17.
Remark 2.19. Suppose that V = V1 ⊕ V2. There is an isomorphism of coalgebras
Ψ : !V1 ⊗ !V2 −→ !V ,
Ψ
(
|ν1, . . . , νs〉P ⊗ |ω1, . . . , ωt〉Q
)
= |ν1, . . . , νs, ω1, . . . , ωt〉(P,Q)
as may be verified from Lemma 2.18 using Sym(V1) ⊗ Sym(V2) ∼= Sym(V ). In this way
various properties of !V may be reduced to the one-dimensional case
!(k · e) =
⊕
P∈k
k[xP ] =
⊕
P∈k
k ⊕ k · xP ⊕ k · x
2
P ⊕ · · · .
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The proof of the remaining results in this section are left to Appendix A. Recall that all
coalgebras are coassociative, cocommutative and counital and that V is finite-dimensional.
Theorem 2.20. The dereliction d : !V −→ V is universal among linear maps from
coalgebras to V . That is, if C is a coalgebra and φ : C −→ V there is a unique morphism
of coalgebras Φ : C −→ !V making the diagram
C
φ
//
Φ
  
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
V
!V
d
OO (2.24)
commute.
To describe the lifting Φ more explicitly, notice that for a coalgebra C with coproduct
∆ and counit ε we may construct a map for any l ≥ 0 from C to V ⊗l+1 as follows:
C
∆l // C⊗(l+1)
φ⊗(l+1)
// V ⊗(l+1) . (2.25)
For l = 0 this is just φ. Our convention is that ∆−1 denotes the counit so that (2.25) also
makes sense for l = −1. For any η ∈ C we get an element∑
l≥−1
φ⊗(l+1) ◦∆l(η) = (ε(η), φ(η), φ⊗2∆(η), . . .) ∈
∏
l≥0
(V ⊗l)Sl (2.26)
where (V ⊗l)Sl denotes tensors invariant under the action of the symmetric group. Any
element of Sym(V ∗) may be contracted against such a sequence to yield a scalar. With
the notation of the theorem:
Proposition 2.21. For η ∈ C, Φ(η) is the unique element of !V with the property that
Res(fΦ(η)) = f y
∑
l≥−1
φ⊗(l+1)∆l(η) (2.27)
for every f ∈ Sym(V ∗).
Note that in (2.27) we use the Sym(V ∗)-module structure on !V which follows from
its definition as a local cohomology module over R = Sym(V ∗). Given a set X we denote
the set of all partitions of the set by PX .
Theorem 2.22. Let W,V be finite-dimensional vector spaces and φ : !W −→ V a linear
map. The unique lifting of φ to a morphism of coalgebras Φ : !W −→ !V is defined for
vectors P, ν1, . . . , νs ∈ W by
Φ|ν1, . . . , νs〉P =
∑
C∈P{1,...,s}
∣∣∣φ|νC1〉P , . . . , φ|νCl〉P〉
Q
(2.28)
where Q = φ|∅〉P and C = (C1, . . . , Cl).
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In the formula (2.28) the right hand side uses the notation νI of (2.17) for a set of
indices I. Observe that as a special case of this formula, Φ|∅〉P = |∅〉Q.
Corollary 2.23. Let ψ : W −→ V be a morphism of finite-dimensional vector spaces.
The associated morphism of coalgebras !ψ : !W −→ !V is given by
!ψ|ν1, . . . , νs〉P =
∣∣∣ψ(ν1), . . . , ψ(νs)〉
ψ(P )
(2.29)
Even in the case where V,W are infinite-dimensional the same formulas (2.28) and
(2.29) still apply. This follows from the discussion in Section 2.1 below.
2.1 The infinite-dimensional case
Let V be a k-vector space, not necessarily finite-dimensional. Let {Vi}i∈I be the set of
finite-dimensional subspaces, so that V = lim
−→i
Vi. For an inclusion Vi ⊆ Vj the induced
morphism of coalgebras !Vi −→ !Vj is described by Corollary 2.23 as
!Vi −→ !Vj , |ν1, . . . , νs〉P 7−→ |ν1, . . . , νs〉P .
Direct limits in the category of coalgebras may be taken in the category of vector spaces,
that is, the direct limit in the category of vector spaces may be canonically equipped with
a coalgebra structure in such a way that it is the colimit in the category of coalgebras.
We may therefore define a coalgebra
!V = lim
−→
i
!Vi .
As a vector space this is the set of equivalence classes of pairs (W, η) consisting of a finite-
dimensional W ⊆ V and η ∈ !W . Thus elements of !V may still be described as linear
combinations of kets |ν1, . . . , νs〉P for P, ν1, . . . , νs ∈ V . The dereliction map !V −→ V
and counit !V −→ k are induced out of the colimit by the corresponding maps on the !Vi.
Proposition 2.24. The dereliction map d : !V −→ V is universal among linear maps to
V from coalgebras.
Proof. If C is a coalgebra and φ : C −→ V a linear map, then for each finite-dimensional
subcoalgebra C ′ ⊆ C we may factor φ|C′ through a finite-dimensional subspace Vi ⊆ V
and the map C ′ −→ Vi lifts to a coalgebra morphism C
′ −→ !Vi −→ !V . These assemble
to a morphism of coalgebras C −→ !V with the right property.
A Proofs
This appendix contains the proofs of some results in Section 2. The notation is as given
there, so in particular we have a fixed finite-dimensional k-vector space V of dimension n
and R = Sym(V ∗). For each maximal ideal m there is a restriction map along R −→ Rm
Homcontk (Rm, k) −→ Hom
cont
k (R, k) . (A.1)
11
The image is the subspace of all linear µ : R −→ k vanishing on a power of m.
Lemma A.1. The canonical map⊕
m
Homcontk (Rm, k) −→ Hom
cont
k (R, k) (A.2)
is an isomorphism of R-modules, where m ranges over the maximal ideals of R. In par-
ticular, there is an isomorphism of coalgebras
!V −→ Homcontk (R, k), (A.3)
η 7−→ Res((−) · η) .
Proof. The isomorphism (A.3) is immediate from Theorem 2.6 once we establish the first
claim. Since R/mi ∼= Rm/m
iRm the map (A.1) is injective. Given a continuous function
µ : R −→ k we may define I to be the largest ideal contained in Ker(µ). Suppose that µ
vanishes on some power of a maximal ideal m, say mi ⊆ I. If n is another maximal ideal
and I ⊆ n then mi ⊆ n implies m = n. Hence either I ⊆ m or I = R. This means that
µ can only vanish on a power of a different maximal ideal if µ is identically zero, which
proves that the map (A.2) is injective.
So it only remains to prove that the map (A.2) is surjective. This follows from the
Chinese remainder theorem. Given µ let the ideal I ⊆ R be defined as above. Then V (I),
the set of maximal ideals containing I, is {m1, . . . ,mr} for some r. The ideal I has a
minimal primary decomposition I = q1 ∩ · · · ∩ qr with qi an mi-primary ideal, so m
bi
i ⊆ qi
for some bi. It follows that m
b1
1 · · ·m
br
r ⊆ I. That is, µ factors through R/m
b1
1 · · ·m
br
r . By
the Chinese remainder theorem there is an isomorphism of k-algebras
R/mb11 · · ·m
br
r
∼= R/mb11 ⊕ · · · ⊕R/m
br
r
and so µ may be written as a sum of linear maps R/mbii −→ k. Hence µ belongs to the
image of (A.2), and the proof is complete.
Proof of Theorem 2.20. This is well-known for Homcontk (R, k) [24, Section 6] and in light
of the isomorphism (A.3) it also holds for !V . We recall the proof: since C is a direct
limit of its finite-dimensional subcoalgebras (see [24, §2.2]) we may reduce to the case of
C finite-dimensional so that C∗ is canonically a commutative k-algebra. Then the dual
φ∗ : V ∗ −→ C∗ induces a morphism of k-algebras ψ1 : Sym(V
∗) −→ C∗. This map
must vanish on some ideal of finite codimension I, and the factorisation we denote by
ψ2 : Sym(V
∗)/I −→ C∗. The dual gives a morphism of coalgebras
C ∼= C∗∗
ψ∗2 //
(
Sym(V ∗)/I
)∗
(A.4)
and since Homk(R/I, k) is a subcoalgebra of Hom
cont
k (R, k) this defines the necessary
lifting Φ : C −→ Homcontk (R, k).
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Proof of Proposition 2.21. This follows from the proof of Theorem 2.20. Again we may
assume C finite-dimensional, and in light of (A.3) it suffices to prove that for η ∈ C the
lifting Φ : C −→ Homcontk (R, k) is defined by Φ(η)(f) = f y
∑
l≥−1 φ
⊗(l+1)∆l(η).
We may assume that f is a monomial κ1 ⊗ · · · ⊗ κq. Then, using Sweedler notation,
f y
∑
l≥−1
φ⊗(l+1)∆l(η) =
∑
κ1φ(η(1)) · · ·κqφ(η(q)) . (A.5)
On the other hand, using the notation of (A.4)
Φ(η)(f) = ψ∗2(η)(f) = ψ2(κ1 ⊗ · · · ⊗ κq)(η) = {ψ1(κ1) • · · · • ψ1(κq)} (η)
where • denotes the product in C∗. But this agrees with the right hand side of (A.5),
since ψ1(κi) = κi ◦ φ.
Proof of Theorem 2.22. For V we take the coordinates3 given in Example 2.2. We also
drop the subscripts from kets. Using contraction against the tuple of (2.26) we define
C : Sym(V ∗)× LC(W,P ) −→ k
C (f, η) = f y
∑
l≥−1
φ⊗(l+1)∆l(η) .
We define a second function with the same domain and codomain by
D(f, |ν1, . . . , νs〉) =
∑
C∈P{1,...,s}
φ|νC1〉 · · ·φ|νCl〉(f)|x=Q .
Here φ|νC1〉 · · ·φ|νCl〉 is an element of V
⊗l which is mapped to a differential operator on
R. After acting with this operator on f , the resulting polynomial is evaluated at the point
Q. The proof is divided into two steps.
Step 1 (Prove that C = D). There are some simple cases where this is obvious, for
instance C(f, |∅〉) = f(Q) and C(1, |ν1, . . . , νs〉) = Res |ν1, . . . , νs〉 = δs=0 and the same is
true of D . We reduce to these cases by recursion formulas, as follows.
For any index 1 ≤ a ≤ n we will prove that for E ∈ {C ,D} and g ∈ Sym(V ∗)
E (xag, |ν1, . . . , νs〉) =
∑
I⊆{1,...,s}
φ|νI〉
a
E (g, |νIc〉) (A.6)
where for v ∈ V we write v =
∑
a v
aea using the chosen basis e1, . . . , en for V .
It then follows by induction on the degree of f that C = D . First we prove the
recursion identity (A.6) for C . In what follows I always ranges over subsets of {1, . . . , s}
including the empty set. Define η = |ν1, . . . , νs〉. Since
φ⊗(l+1)∆l(η) =
∑
I
φ|νI〉 ⊗ φ
⊗l∆l−1|νIc〉
3Using Remark 2.19 we can reduce to the case of V one-dimensional, but this does not significantly
simplify the proof.
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we have, using that f = xag has degree ≥ 1,
C (xag, η) = f y
∑
l≥0
φ⊗(l+1)∆l(η)
= f y
(∑
l≥1
φ⊗(l+1)∆l(η) + φ(η)
)
= f y φ(η) + f y
∑
l≥1
∑
I
φ|νI〉 ⊗ φ
⊗l∆l−1|νIc〉
Now if g0 denotes the constant term of g, f y φ(η) = g0 · φ(η)
a, and
f y
∑
l≥1
∑
I
φ|νI〉 ⊗ φ
⊗l∆l−1|νIc〉 =
∑
I
∑
l≥0
(xa y φ|νI〉) · (g y φ
⊗(l+1)∆l|νIc〉)
=
∑
I
∑
l≥0
φ|νI〉
a · (g y φ⊗(l+1)∆l|νIc〉)
so that
C (xag, η) = g0φ(η)
a +
∑
I 6={1,...,s}
φ|νI〉
a · (g y
∑
l≥−1
φ⊗(l+1)∆l|νIc〉)
+ φ(η)a · (g y
∑
l≥0
φ⊗(l+1)∆l|νIc〉)
= φ(η)aC (g, |∅〉) +
∑
I 6={1,...,s}
φ|νI〉C (g, |νIc〉)
=
∑
I⊆{1,...,s}
φ|νI〉
a
C (g, |νIc〉) .
This proves the recursion identity for C .
For D we may compute as follows. A sum over the multiindex i stands for a sum over
indices i1, . . . , il, where l stands for the length of a particular partition C ∈ P = P{1,...,s}.
For such a partition we define the differential operator
D(C, η) = φ|νC1〉 · · ·φ|νCl〉 .
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Then we may compute that
D(C, η)(xag) =
∑
i
φ|νC1〉i1 · · ·φ|νCl〉il
∂
∂xi1
· · ·
∂
∂xil
(xag)
=
∑
i
φ|νC1〉i1 · · ·φ|νCl〉il
∂
∂xi1
· · ·
∂
∂xil−1
(δa=ilg + xa
∂
∂xil
g)
= · · ·
=
∑
i
φ|νC1〉i1 · · ·φ|νCl〉il
{ l∑
j=1
δij=a
∂
∂xi1
· · ·
∂̂
∂xij
· · ·
∂
∂xil
(g)
+ xa
∂
∂xi1
· · ·
∂
∂xil
(g)
}
= xaD(C, η)(g) +
l∑
j=1
φ|νCj〉
aD(C \ Cj, |νCcj 〉)(g)
When we sum over all partitions and evaluate at Q,
D(xag, η) = Q
a
D(g, η) +
∑
C
l∑
j=1
φ|νCj〉
aD(C \ Cj, |νCcj 〉)(g)|x=Q
= QaD(g, η) +
∑
∅6=I⊆{1,...,s}
∑
C∈PIc
φ|νI〉
aD(C, |νIc〉)(g)|x=Q
= QaD(g, η) +
∑
∅6=I⊆{1,...,s}
φ|νI〉
a
D(g, |νIc〉)
=
∑
I
φ|νI〉
a
D(g, |νIc〉) .
This proves the recursion identity for D also, whence C = D .
Step 2. By Proposition 2.21, Φ(η) ∈ !V is unique such that Res(fΦ(η)) = C (f, η) for
every f ∈ Sym(V ∗). But given our identification of C with D and Lemma 2.13, it is clear
that this unique element Φ(η) must be as described in the statement of the theorem.
B Sweedler’s approach
In this appendix we show how to derive the presentation of the universal cocommutative
coalgebra !V in Lemma 2.18 from the structure theory of coalgebras in [24]. Throughout
k is an algebraically closed field of any characteristic, and coalgebras are counital and
coassociative but not necessarily cocommutative.
Let (C,∆, ε) be a nonzero coalgebra. Recall from [24, Chapter 8] that C is irreducible
if any two non-zero subcoalgebras have a non-zero intersection, simple if it has no non-
zero proper subcoalgebras and pointed if all simple subcoalgebras of C are 1-dimensional.
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The symmetric algebra Sym(V ) is a pointed irreducible cocommutative coalgebra. By
[24, Lemma 8.0.1] since k is algebraically closed, any cocommutative coalgebra is pointed.
A subcoalgebra D of C is an irreducible component (IC) if it is a maximal irreducible
subcoalgebra. By [24, Theorem 8.0.5] any cocommutative coalgebra C is the direct sum
of its irreducible components.
If 0 6= c ∈ C with ∆(c) = c⊗ c then ε(c) = 1 and
G(C) = {0 6= c ∈ C |∆(c) = c⊗ c} .
In [24, Theorem 6.4.3] the commutative cofree coalgebra C(V ) on a vector space V is
constructed as a subcoalgebra of the cofree coalgebra. Moreover it is shown that if V1, V2
are vector spaces then there is a canonical isomorphism of coalgebras [24, Theorem 6.4.4]
C(V1 ⊕ V2) ∼= C(V1)⊗ C(V2) .
This may be used to make C(V ) into a Hopf algebra: the maps
V ⊕ V −→ V, (v, w) 7−→ v + w ,
V −→ V, v 7−→ −v ,
0 −→ V, 0 7−→ 0 .
induce coalgebra morphisms
M : C(V )⊗ C(V ) ∼= C(V ⊕ V ) −→ C(V ) ,
S : C(V ) −→ C(V ),
u : k ∼= C(0) −→ C(V )
which make C(V ) into a commutative Hopf algebra with antipode S [24, Theorem 6.4.8].
The universal property of C(V ) yields an isomorphism of vector spaces
G(C(V )) ∼= HomCoalg(k, C(V )) ∼= Homk(k, V ) ∼= V . (B.1)
For P ∈ V we write |∅〉P for the corresponding element of G(C(V )). In particular the
image of the unit map u is k ·|∅〉0 ∈ C(V ). We denote by C(V )
P the irreducible component
of C(V ) containing |∅〉P . Then by [24, Proposition 8.1.2], using the identification of (B.1),
there is a canonical isomorphism of coalgebras
C(V ) ∼=
⊕
P∈V
C(V )P .
It remains to show that C(V )P ∼= Sym(V ) as coalgebras (at least in the case of charac-
teristic zero) and to derive the explicit form of the universal map C(V ) −→ V .
In [24, Chapter 12] there is a construction of the universal pointed irreducible coalgebra
Sh(V ) (the shuffle algebra) mapping to a finite-dimensional space V [24, Lemma 12.0.1].
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In [24, Section 12.2] the cofree pointed irreducible cocommutative coalgebra B(V ) over
V is defined as the maximal cocommutative subcoalgebra of Sh(V ). This is a graded
sub-bialgebra of Sh(V ) and hence B(V )0 = k and B(V )1 = V . Next we show to relate
B(V ) to the irreducible components C(V )P of C(V ).
The projection onto degree one is a map B(V ) −→ V which must factor as
B(V )
ι // C(V ) // V
for some morphism of coalgebras ι. By [24, Theorem 12.2.6] this map ι is injective, and
since |∅〉0 lies in the image it must induce an isomorphism of coalgebras B(V )
∼= C(V )0.
At this point we must use the structure theory of Hopf modules from [24, Chapter 4], as
described on [24, p.175], to see that there is an isomorphism of coalgebras
C(V )0 ⊗k kG −→ C(V ), h⊗ g 7−→ h · g
where kG is the linear span ofG = G(C(V )) within C with its (trivial) coalgebra structure.
Here h · g denotes the product in the Hopf algebra.
This gives us a canonical isomorphism of coalgebras C(V )0 ∼= C(V )P for any P ∈ V .
With C = C(V )P the map C −→ C(V ) −→ V induces C+ −→ V (where C+ is the
kernel of the counit) which by the universal property of B(V ) [24, Theorem 12.2.5] can
be proven to be induced on C+ by the inverse of the isomorphism B(V ) ∼= C composed
with B(V ) −→ V . Thus it only remains to describe C −→ V on 1 ∈ k ∼= C0. But it
follows from (B.1) that the value of this map on 1 must be P itself.
So far everything we have discussed is characteristic free. If we specialise to character-
istic zero then B(V ) is isomorphic as a coalgebra to Sym(V ) by the results of [24, Chapter
12] and we recover the description of C(V ) in Lemma 2.18. That is, !V ∼= C(V ) matches
LC(V, P ) with the component C(V )P .
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