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Based on the general strategy described by Borel and Serre and the Voronoi
algorithm for computing unit groups of orders we present an algorithm for
finding presentations of S-unit groups of orders. The algorithm is then used
for some investigations concerning the congruence subgroup property.
1 Introduction
Let K be an algebraic number field with ring of integers OK and S = {p1, ..., ps} a finite
set of maximal ideals of OK . The ring of S-integers of K is the set
OK,S := {x ∈ K | νp(x) ≥ 0 for all p /∈ S}, (1)
where νp denotes the discrete valuation at the ideal p. In other words, OK,S consists of
all elements of K that are locally integral at all primes not in S. By Dirichlet’s unit
theorem we know that its group of units O×K,S (also called the S-unit group of K) is -
up to the group of roots of unity in K - a free Abelian group of rank a+ s− 1 where a
is the number of pairwise inequivalent embeddings of K into C.
The notion of S-units naturally generalizes to central simple algebras over K. Let A
be a finite dimensional, central simple K-algebra. Then by Wedderburn’s theorem there
is a skew field D with center K and some n ∈ N such that A ∼= Dn×n.
For an OK -order Λ ⊂ A (i.e. a subring of A that is a lattice over OK) we set
ΛS := Λ⊗OK OK,S and call the group Λ
×
S the S-unit group of Λ. For groups of this type
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not much is known in general about their structure. In particular, there is no analogue
of Dirichlet’s unit theorem giving a uniform description. The aim of this article is to
present a method for at least computing an explicit presentation (i.e. generators and
defining relations) for groups of this type.
The groups in question are of interest for a variety of reasons: Firstly, the groups of
type GLn(D) are exactly the inner forms of GLnd over K where d
2 = dimK(D) (see
[20, Prop. 2.17]) and thus S-unit groups of orders are in some sense the most natural
instances of S-arithmetic groups.
Furthermore, S-unit groups naturally appear as the unit groups of S-integral group
rings OK,S[G] (where G is a finite group). These groups play for instance a prominent
role in the Zassenhaus conjecture (see [15]) which states that any unit of finite order in
Z[G] is Q[G]-conjugate to ±g for some g ∈ G.
In addition, there are some open number theoretic conjectures concerning the groups
of type Λ×S . For a two-sided ideal I ⊳ΛS denote the group of all elements of Λ
×
S that are
congruent to the identity modulo I by Λ×S (I) and call this group the principal congruence
subgroup of level I. Then Λ×S is said to have the congruence property if every finite index
subgroup contains a principal congruence subgroup. In general the question whether Λ×S
has the congruence property is widely open, however, it is conjectured (see [22]) that
this is the case if the S-rank of GLn(D) is at least 2 and the p-rank of GLn(D) is at least
1 for all p ∈ S.
As already stated, we want to describe an algorithm for computing an explicit presen-
tation of Λ×S . If S = ∅ there exists a general method for computing such presentations
(see [7]). On the other hand for S 6= ∅ explicit presentations are known only in a very
limited number of cases. These cases either only deal with the Chevalley group SLn over
K where OK is a principal ideal domain (see for instance [4]) or only work for definite
quaternion algebras over Q (see [9]) in which case the usual unit groups of orders are
finite. The method we present here in principle works in the completely general setting.
However, it is subject to rather strong constraints concerning computational power and
memory. Due to these constraints we mainly focus our computational efforts (see Section
7) on the case n = 1, i.e. computing S-unit groups of maximal orders in division alge-
bras. To the best of the author’s knowledge, the presentations given in this article are
the first explicit presentations of S-arithmetic groups (S 6= ∅) in semi-simple algebraic
groups with non-compact real points that are not of Chevalley type.
Our strategy for computing the presentation is as follows. If S = ∅ the S-unit group
of an order Λ is simply its unit group Λ× and in [7] we already described an algorithm
computing a presentation for this group. The algorithm employs the action of Λ× on a
certain cone of positive quadratic forms and, more importantly, also provides a frame-
work to write arbitrary elements of Λ× as a word in the computed generators.
For general S-arithmetic groups Borel and Serre (see [5]) defined an action on a con-
tractible CW-complex of the form
X ×
s∏
i=1
Xpi (2)
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where X is often called the Borel-Serre space (see [24]) and Xpi is the Bruhat-Tits
building of the corresponding algebraic group at the prime pi. This action is then
classically used to conclude (see [3]) that S-arithmetic groups are finitely presented. For
our approach we still employ this action, however, we do not consider the action on the
whole complex but rather iteratively add one prime of S after the other in an effort to
only deal with a single component at a time. Moreover, in the first step, where we are
dealing with an arithmetic group, we use the above-mentioned action on the cone of
positive forms instead of the action on X .
We aim to make the action on the Bruhat-Tits buildings as precise as possible in our
special situation. Combining this action with the algorithm described above then gives
rise to a practical method for computing generators and relations for S-unit groups of
orders.
The structure of the article is as follows. We start by briefly repeating the necessary
details from Bass-Serre theory for computing presentations of groups acting on simply-
connected complexes as well as the construction of a combinatorial model of the Bruhat-
Tits building of the special linear group of a division algebra over a local field. Afterwards
we make use of these preliminaries and describe the general strategy for computing a
presentation for S-unit groups of orders and give some insight on how to solve the arising
tasks in certain special cases. In the last section we compute some examples where the
algebra in question is a division algebra with center Q or an imaginary quadratic field
of class number 1. We use the results for some investigations regarding the congruence
subgroup property.
2 Bass-Serre theory
The method we want to employ for computing a presentation is based on the action of
the group on a simply-connected CW-complex. The approach is generally known under
the name Bass-Serre theory (see [2, 25]). In our situation one has to be a little careful
since the groups in question do not necessarily act orientation preservingly on the 1-
skeleton of the given CW-complex. To resolve this problem we follow the exposition in
Brown’s article ([8]).
Let G be a group and X a simply-connected G-CW-complex, i.e. a simply-connected
CW-complex on which G acts by permuting cells. Denote by V the set of vertices of X
(cells of dimension 0) and by E the set of edges of X (cells of dimension 1). We fix an
orientation for each e ∈ E , i.e. e comes with two vertices o(e) and t(e) in V, the origin
and target of e, respectively. Note that we can think of (V, E) as a (directed) graph. For
e ∈ E we set e the same edge with reversed orientation (i.e. o(e) = t(e) and t(e) = o(e)).
We say that the orientation of e is reversed by the action of G, if there exists g ∈ G such
that eg = e; otherwise we say the orientation of e is preserved by the action. Let us
assume that we have chosen the orientation for the cells in E in a way that o(eg) = o(e)g
and t(eg) = t(e)g for all g ∈ G whenever the orientation of e is preserved by the action of
G. Obviously this is always possible by fixing an orientation for a set of representatives
of E/G and then extending this by use of the G-action.
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We decompose E = E+⊔E− where E+ is precisely the set of edges whose orientation is
preserved under the action ofG. We say the edges are of plus- or minus-type, respectively.
By
Ge = Go(e) ∩Gt(e) (3)
we denote the stabilizer of e together with its orientation and by Ge,e = G{o(e),t(e)} the
stabilizer of e ignoring the orientation. Clearly we have [Ge,e : Ge] equal to 1 or 2
according to e ∈ E+ or e ∈ E−.
We fix a tree T in our graph such that the vertices VT of T form a system of rep-
resentatives of V/G. In particular, each edge of T is in E+. Choose systems E+, E−
of representatives of E+/G and E−/G such that o(e) ∈ VT for all e ∈ E+ ∪ E−. For
any e ∈ E+ we choose an element ge ∈ G such that t(e)g
−1
e ∈ VT (with the convention
ge = 1 if t(e) ∈ VT ). For any e ∈ E− we choose ge ∈ Ge,e −Ge.
Finally, we choose a system of representatives F of the dimension 2-cells of X modulo
the action of G and fix for any f ∈ F a sequence (e1, ..., em) of edges with the following
properties:
• The 1-cells in the boundary of f are exactly {e1, ..., em}.
• o(e1) ∈ VT .
• o(ei+1) = t(ei) for 1 ≤ i ≤ m− 1 and t(em) = o(e1).
• ei+1 6= ei for all 1 ≤ i ≤ m− 1 and e1 6= em.
To each ei, 1 ≤ i ≤ m, we will non-canonically assign an element gi, thought of as
a word in the various ge and elements of the stabilizers Ge,e¯ and Gv. The precise way
to find these elements is described in [8, Sect. 1]. Here we merely note that we have
t(ei)gigi−1...g1 ∈ VT for all 1 ≤ i ≤ m. Thus, in particular, gm...g1 ∈ Go(e1). We call
(g1, ..., gm) the cycle associated to f .
Theorem 2.1 ([8, Thm. 1]). The group G is generated by the Gv, v ∈ VT , and the
elements ge, e ∈ E
+ ∪ E−, subject to the following relations:
1. The multiplication table of the groups Gv, v ∈ VT .
2. ge = 1 if e is an edge of VT .
3. ge · g · g
−1
e ∈ Gt(e)g−1e for all e ∈ E
+ and g ∈ Ge ⊂ Go(e).
4. ge · g · ge ∈ Go(e) for all e ∈ E
− and g ∈ Ge ⊂ Go(e).
5. gm · ... ·g1 ∈ Go(e1) for any cycle (g1, ..., gm) associated to an element of F as above.
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3 Bruhat-Tits buildings
Let F be a non-Archimedean local field of characteristic zero, D an F -division algebra
and n ∈ N. We quickly want to recall the construction of a combinatorial model for
the affine Bruhat-Tits building B of the reductive group SLn(D) of norm-1-units in
Dn×n. A full account of this construction can be found in the book [12] and we note
that similar constructions exist in the case of other classical groups (see [1]) as well as
for some exceptional groups (see [10, 11]).
We consider the simple right Dn×n-module V = D1×n which we can also see as a left
D-module. Let O ⊂ D be the maximal order in D and denote by π ∈ O a generator of
its maximal ideal. Then the vertices of B are in natural bijection with the homothety
classes
[L] = {πkL | k ∈ Z} (4)
of left O-lattices in V . Moreover, a collection of vertices, say [Li], 1 ≤ i ≤ s, forms a
simplex if and only if the union of the corresponding homothety classes,
⋃s
i=1[Li], forms
a chain, i.e. is totally ordered by inclusion.
Since the lattices between πL and L are in bijection with the subspaces of L/πL, clearly
a maximal simplex consists of exactly n vertices (i.e. has dimension n−1). Furthermore
we can construct such a maximal simplex {[Li] | 0 ≤ i ≤ n − 1} by choosing a basis
(b1, ..., bn) of V and defining
Li =
i⊕
j=1
Oπbj ⊕
n⊕
j=i+1
Obj for 0 ≤ i ≤ n− 1. (5)
We say two (distinct) vertices, say [L] and [M ], of B are neighbours (or adjacent) if
there is a simplex containing them both. Clearly this is the case if and only if [L]∪ [M ]
forms a chain which gives rise to the following well-known lemma.
Lemma 3.1. Let L be an O-lattice in V , then the neighbours of [L] in B are in natural
bijection with the proper subspaces of L/πL.
Finally, we note that the action of GLn(D) on B is just given by the usual action of
GLn(D) on the set of O-lattices in V .
4 The general situation
We now want to describe in some detail our general strategy for computing presentations
of S-unit groups. In this section we try to describe the situation in as much generality
as possible.
The key idea is that we will build the presentation iteratively, adding one prime of
the set S after the other. To that end we will assume that we can already handle S-
arithmetic groups for a fixed set S and are now working on S′-arithmetic groups, where
we got S′ by adding one more prime to S. This allows us to only deal with a single
prime and thus in particular with a single Bruhat-Tits building at a time.
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Let K be an algebraic number field with ring of integers OK , D a central K-division
algebra and n ∈ N. We denote by A the central simple K-algebra A = Dn×n = Mn(D)
and by V ∼= D1×n its simple right module.
Let Λ ⊂ A be a maximal OK -order in A and ∆ ⊂ D a maximal OK -order in D. Then
there is a ∆-left-lattice L0 in V such that Λ = End∆(L0) (cf. [23, Cor. 27.6]).
Furthermore let S be a finite set of prime ideals of OK , p /∈ S another prime ideal
and S′ := S ⊔ {p}. We are interested in finding a presentation for the unit group
Λ×S′ = (Λ⊗OK OK,S′)
× where OK,S′ is the ring of S′-integers of K.
We denote the completion of K at p by Kp then there is m ∈ N and a central
Kp-division algebra Dp such that Dp = D ⊗K Kp ∼= D
m×m
p and consequently Ap =
A⊗K Kp ∼= D
nm×nm
p . Let Op be the maximal order in Dp with prime element π. Since
Op is a principal ideal domain we can without loss of generality assume that under the
above isomorphism ∆p := ∆⊗OK OKp maps to O
m×m
p and we set
ǫ := diag(1, 0, ..., 0︸ ︷︷ ︸
m
) ∈ ∆p (6)
(using this identification). Using this idempotent we then set Vp := ǫVp ∼= D
1×nm
p the
simple Ap-right-module.
Let us now denote the Bruhat-Tits building of SLmn(Dp) byB. In particular, following
Section 3, the vertices of B are given by
{[M ] | M ⊂ Vp Op − left-lattice} (7)
where [M ] denotes the homothety class of M , i.e.
[M ] = {πiM | i ∈ Z}. (8)
Remark 4.1. There is a natural embedding A× →֒ A×p so A× (and thus in particu-
lar Λ×S′) acts on the set of Op-lattices in Vp and thus on the vertices of B by right-
multiplication.
The following theorem illustrates a well-known but very important principle.
Theorem 4.2. Let
M(L0, S
′) := {M ⊂ V | M ∆S-left-lattice, M ⊗OKq = L0 ⊗OKq ∀ q /∈ S
′}. (9)
The map
φ :M(L0, S
′)→ {M ⊂ Vp | M Op-left-lattice}
M 7→ ǫ(M ⊗OK,S OKp)
(10)
is an equivalence of Λ×S′-sets, i.e. it is a bijection compatible with the respective actions
of Λ×S′ on the left- and right-hand-side.
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Proof. Since ∆S⊗OK,S OKp ∼= O
m×m
p we can write 1∆S as a sum of orthogonal primitive
idempotents,
1∆S = ǫ1 + ...+ ǫm ∈ ∆S ⊗OK,S OKp ∼= O
m×m
p (11)
with ǫ1 = ǫ and moreover ǫi = g
−1
i ǫgi for some gi ∈ (∆S ⊗OK,S OKp)
× and 2 ≤ i ≤ m.
Let us also set g1 = 1 for the sake of uniformity.
We will first show that φ is surjective. Let M ⊂ Vp = ǫVp be an arbitrary Op-lattice.
Then Mi := g
−1
i M (where we actually think of M as a subset of ǫVp) is a full lattice
in ǫiVp and thus M̂ = M1 + ... +Mm is a full lattice in Vp with ǫ1M̂ = M . By the
local-global principle for ∆S-lattices there now exists a ∆S-lattice N ⊂ V such that
N ⊗ OKq = L0 ⊗ OKq for q /∈ S
′ and N ⊗ OKp = M̂ ⊗ OKp which means that N is a
preimage of M under φ.
Now let L,M ∈M(L0, S
′). Then both L⊗OK,S OKp and M ⊗OK,S OKp are ∆S ⊗OK,S
OKp-lattices by construction. We compute
ǫi(L⊗OK,S OKp) = g
−1
i ǫgi(L⊗OK,S OKp)
= g−1i ǫ(L⊗OK,S OKp)
= g−1i φ(L)
= g−1i φ(M)
= g−1i ǫgi(M ⊗OK,S OKp)
(12)
and thus
L⊗OK,S OKp = 1∆S (L⊗OK,S OKp)
= (ǫ1 + ...+ ǫm)(L⊗OK,S OKp)
= (ǫ1 + ...+ ǫm)(M ⊗OK,S OKp)
=M ⊗OK,S OKp .
(13)
Since we also have L ⊗OK,S OKq = M ⊗OK,S OKq for all q /∈ S
′, we hence obtain
L⊗OK,S OKq =M ⊗OK,S OKq for all q /∈ S, whence L =M by the local-global principle
for OK,S-lattices. Thus φ is injective as well.
The compatibility with the Λ×S′-action is obvious.
Corollary 4.3. Let L ∈M(L0, S
′). Then
StabΛ′×S
(φ(L)) = (End∆S (L))
× = {g ∈ A | Lg = L}. (14)
Proof. Since we have an equivalence of Λ×S′-sets the only thing we need to show is that
any g ∈ A that fixes L is already an element of Λ×S′ but this is clear since L and L0
coincide away from S′.
Now let P be the ideal of ∆S such that P ⊗OK,S OKp = (πOp)
m×m. Moreover for a
lattice L we set
[L] = {PkL | k ∈ Z}. (15)
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Lemma 4.4. The map φ extends to
φ˜ :{[M ] | M ∈M(L0, S
′)} → Vertices of B
[M ] 7→ [φ(M)]
(16)
and this is again an equivalence of Λ×S′-sets.
Proof. The only thing we need to show is that for L,M ∈M(L0, S
′) we have [L] = [M ]
if and only if [φ(L)] = [φ(M)]. But since ǫ and π commute we see
πiǫ(L⊗OKp) = ǫπ
i(L⊗OKp) = ǫ(P
iL⊗OKp) = φ(P
iL). (17)
The compatibility with the Λ×S′-action is again clear.
Corollary 4.5. Let L be a lattice and i ∈ Z>0 minimal with the property that there
exists g ∈ Λ×S′ with Lg = P
iL then
StabΛ×
S′
(φ˜([L])) = StabΛ×
S′
([L]) = 〈(End∆S (L))
×, g〉. (18)
Proof. The first equality is simply due to the fact that φ˜ is an equivalence of Λ×S′-sets.
Now let i and g be as in the assertion and let h ∈ StabΛ×
S′
([L]). Then there is j ∈ Z
such that Lh = PjL. We choose integers a, b such that ai+ bj = gcd(i, j) and see
Lgahb = Pai+bjL = Pgcd(i,j)L. (19)
By the choice we made for i we thus have j = k · i for some k ∈ Z whence L(hg−k) = L.
But this already implies hg−k ∈ StabΛ×
S′
(L) and so
h ∈ 〈StabΛ×
S′
(L), g〉 = 〈(End∆S (L))
×, g〉. (20)
Remark 4.6. 1. Following the above lemma there is a short exact sequence
1→ (End∆S(L))
× →֒ StabΛ×
S′
([φ(L)])։ (Z,+)→ 0. (21)
Thus we obtain a presentation for StabΛ×
S′
([φ(L)]) if we have one for (End∆S (L))
×
and can perform constructive membership in the given generators.
2. There is a positive integer k such that Pk is generated by some central element
ρ ∈ OK,S. Then L · (ρ · 1ΛS′ ) = ρL = P
kL thus the integer i from the above lemma
is bounded by k.
The fact that φ˜ is an equivalence of Λ×S′-sets also allows us to check whether to vertices
of B are in the same Λ×S′-orbit.
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Lemma 4.7. Let L,M be lattices and let i ∈ Z>0 be minimal with the property that
there exists h ∈ Λ×S′ such that Mh = P
iM . Then [L] and [M ] (and equivalently φ˜([L])
and φ˜([M ])) are in the same Λ×S′-orbit if and only if there exists 0 ≤ k < i such that
there is an isomorphism of ΛS-lattices between L and P
kM .
Proof. First assume that there is an element g ∈ Λ×S′ such that [L]g = [M ], so Lg = P
jM
for some j ∈ Z. Then there is an integer a such that 0 ≤ j + ai < i and we have
Lgha = Pj+aiM so gha is an isomorphism of ΛS-lattices between L and one of the
lattices PkM with 0 ≤ k < i.
On the other hand if L and PkM (with 0 ≤ k < i) are isomorphic as ΛS-lattices there
exists g ∈ A× such that Lg = PkM and since g fixes L (and thus L0) away from S′ it is
an element of Λ×S′ .
Let us denote by Rep(L0, S, p) a set of lattices such that {[L] | L ∈ Rep(L0, S, p)} is
a system of representatives of {[L] | L ∈M(L0, S
′)} modulo the action of Λ×S′ .
Corollary 4.8. Since there are only finitely many isomorphism classes of ΛS-lattices
for a given dimension, the set Rep(L0, S, p) is necessarily finite.
The edges in B are of the form
[L′]− [M ′] (22)
where L′ and M ′ are Op-lattices in Vp and πL′ (M ′ ( L′ or equivalently the edges are
of the form
[φ(L)] − [φ(M)] (23)
where L,M ∈M(L0, S
′) with PL (M ( L. In particular, any vertex in B has degree
nm−1∑
k=1
(
nm
k
)
q
(24)
where q is the order of the residue field Op/π and
(
nm
k
)
q
denotes the Gaussian binomial
coefficient. The explicit description of the edges also allows us to quickly determine the
combinatorial distance between two vertices of B (i.e. the length of a shortest path
between the two).
Lemma 4.9. Let L,M ∈M(L0, S) and let k ∈ Z be minimal with P
kM ⊂ L. Then the
distance between the vertices φ˜([L]) and φ˜([M ]) in B is
dist(φ˜([L]), φ˜([M ])) = min
i∈Z
PiL ⊂ PkM. (25)
Proof. Since [M ] = [PkM ] we may assume k = 0. Set d := mini∈Z PiL ⊂ PkM and
look at the chain
L ⊃M + PL ⊃ PL ⊃ P2L+M ⊃ P2L ⊃ ... ⊃ PdL+M =M ⊃ PdL. (26)
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Then this chain defines a path of length d between [L] and [M ],
φ˜([L])− φ˜([PL +M ])− ...− φ˜([Pd−1L+M ])− φ˜([M ]), (27)
so the distance between [L] and [M ] is at most d.
On the other hand let
L = N0 ⊃ N1 ⊃ ... ⊃ Nt =M (28)
be a chain of lattices such that
φ˜([N0])− φ˜([N1])− ...− φ˜([Nt−1])− φ˜([Nt]) (29)
is a shortest path between φ˜([L]) and φ˜([M ]). It suffices to show that PNi * Ni+2 for
all 0 ≤ i ≤ t − 2, since this implies that M * Pt−1L. Assume on the contrary that
there is some i such that PNi ⊂ Ni+2, but then φ˜([Ni])− φ˜([Ni+2]) is also an edge of B
which means that there is a shorter path between φ˜([L]) and φ˜([M ]) in contradiction to
our choice. Hence the distance between these two points is at least d which proves the
assertion.
Following the description of the edges we find that all 2-cells (i.e. triangles) are of the
form
[N ]
[L] [M ]
where L,M,N ∈M(L0, S
′) such that PL ( N (M ( L.
Lemma 4.10. Let L,M ∈M(L0, S
′) such that [φ(L)] = [φ(Mg)] for some g ∈ Λ×S′ and
E : [φ(L)]− [φ(M)] is an edge of B. Then E is of the minus-type if and only if [φ(M)] is
in the StabΛ×
S′
([φ(L)])-orbit of Lg. Moreover since StabΛ×
S′
([φ(L)]) is finitely generated
and this orbit is finite this can be (constructively) decided by classical orbit enumeration.
Proof. First note that for E to be of minus-type the vertices [φ(L)] and [φ(M)] surely
have to be in the same orbit under Λ×S′ . Now E is of minus-type if there exists h ∈ Λ
×
S′
such that [φ(Lh)] = [φ(M)] and [φ(L)] = [φ(Mh)]. But then [φ(Mh)] = [φ(Mg)] whence
hg−1 stabilizes [φ(M)] or equivalently g−1h = h−1hg−1h stabilizes [φ(Mh)] = [φ(L)].
This means that [φ(M)] = [φ(Lh)] = [φ(Lg)]g−1h is indeed in the StabΛ×
S′
([φ(L)])-orbit
of Lg.
On the other hand if [φ(M)] = [φ(Lg)]s for some s ∈ StabΛ×
S′
([φ(L)]) we set h := gs
and compute [φ(Mh)] = [φ(Mg)]s = [φ(L)]s = [φ(L)] and [φ(Lh)] = [φ(Lg)]s = [φ(M)]
so E is of minus-type.
After these preliminaries we are prepared to give a rough sketch of the general algo-
rithm for obtaining a presentation of Λ×S′ :
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1. Starting from L0, find a system of representatives R := {[φ(L0)], ..., [φ(Ls)]} of the
vertices of B modulo the action of Λ×S′ by iteratively computing neighbours and
checking for isomorphisms using Lemma 4.7.
2. For each 0 ≤ i ≤ s compute a presentation for the stabilizer StabΛ×
S′
([φ(Li)])
following Remark 4.6.
3. Compute a system of representatives of the edges ofB such that each representative
has at least one vertex in R (and both whenever possible) and compute for each
representative [φ(Li)] − [φ(N)] an element gN ∈ Λ
×
S′ such that [φ(NgN )] ∈ R
(ensuring that gN fixes the corresponding edge if it is of minus-type according to
Lemma 4.10).
4. According to [8, Thm. 1] the group Λ×S′ is generated by the stabilizers of the [φ(Li)]
and the elements gN subject (only) to the following relations:
a) The relations among the generators of the stabilizers.
b) The relations coming from the intersection of stabilizers of neighbouring ver-
tices (differentiating between edges of plus- and minus-type).
c) The relations arising from the 2-cells.
This provides an iterative approach to taking on the problem of finding a presentation
for Λ×S′ , lowering the size of S
′ by 1 in each step. If |S′| = 1 (or equivalently S = ∅) in
step (2) we are in essence left with the task of finding a presentation for groups of the
form (EndΛ(L))
× which are unit groups of maximal orders and can thus be handled by
the algorithm described in [7].
We now want to present one last results that significantly lowers the number of com-
putations we actually have to perform when we apply the above algorithm. To that end
let us denote the set of infinite places of K by V∞.
Lemma 4.11. Assume that |Λ×S /O
×
K,S| = ∞ and let L ∈ Rep(L0, S, p). Then G :=
StabΛ×
S′
(L) has exactly nm − 1 orbits on the (undirected) edges of B that contain [L].
More precisely there is a chain of ΛS-lattices
PL (M1 (M2 ( ... (Mnm−1 ( L (30)
such that these orbits are precisely represented by [L]− [Mi], 1 ≤ i ≤ nm− 1.
Moreover the orbits of 2-cells containing [L] under the action of G are represented by
[Mj ]
[L] [Mi]
for nm− 1 ≥ i > j ≥ 1.
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Proof. After a change of basis we may assume that φ(L) = Onmp ⊂ Vp. Since φ is a
bijection we find lattices M1, ...,Mmn−1 ∈M(L0, S) such that
πφ(L) ( φ(Mi) = πOp ⊕ ...⊕ πOp︸ ︷︷ ︸
i
⊕Op ⊕ ...⊕Op︸ ︷︷ ︸
nm−i
( φ(L). (31)
Clearly the action of G fixes the index |L/Mi| so the edges [L] − [Mi] are indeed in
pairwise distinct orbits and the same holds for the given 2-cells.
On the other hand the group SLnm(Op/π) ∼= SLnm(Fq) acts transitively on flags of
subspaces of Fnmq (which in turn are in bijection with flags of sublattices between PL
and L). Hence it suffices to show that the image of the composition
G →֒ GLnm(Op)→ GLnm(Op/π) (32)
contains SLnm(Op/π), where the second homomorphism is just entry-wise reduction
mod π (see [18, Thm. 4.3] for the case n = 1 and K = Q). To this end consider the
norm-1-subgroup
SLn(D) = {g ∈ D
n×n | Nred(g) = 1}. (33)
Then this defines an algebraic group over K that is a form of the almost simple, simply-
connected group SLnm′ where (m
′)2 = dimK(D). Moreover, our condition on the order
of Λ×S /OK,S ensures that SLn(D)∩G is also infinite. But then (cf. [19, Satz 2]) SLn(D)
has the strong approximation property with respect to S ∪ V∞ and thus the image of
(G ∩ SLn(D)) →֒ SLmn(Op) is dense which proves the assertion.
Remark 4.12. The assumption in the previous lemma is automatically fulfilled if n ≥ 2
or if S ⊔ V∞ contains a place at which D is not totally ramified.
5 Special cases
In this section we want to describe how one can handle the individual tasks that arise in
the algorithm described in the last section in certain special instances of algebras. We
will use the same notation as in Section 4.
5.1 Matrix rings over number fields
Let us first consider the case where D = K is commutative. Then also ∆ = OK and
without loss of generality we can assume L0 = O
n−1
K ⊕ I for some integral ideal I ⊳OK ,
so
Λ =


OK . . . OK I
...
. . .
...
...
OK . . . OK I
I−1 . . . I−1 OK

 . (34)
Moreover, for n ≥ 2 the condition of Lemma 4.11 is already fulfilled for S = ∅ (and thus
for every finite S).
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As usual we denote by Cℓ(OK,S) the class group of OK,S and note that Cℓ(OK,S) ∼=
Cℓ(OK)/〈[q] | q ∈ S〉. Moreover, we will denote the Steinitz class of a OK,S-lattice L by
St(L) ∈ Cℓ(OK,S).
Lemma 5.1. Let L,M ∈M(L0, S).
1. L and M are in the same Λ×S′-orbit if and only if St(L) = St(M).
2. [L] and [M ] are in the same Λ×S′-orbit if and only if St(L)〈[p
n]〉 = St(M)〈[pn]〉 ∈
Cℓ(OK,S)/〈[p
n]〉.
Proof. 1. This is just the usual Steinitz theorem coupled with the fact that L and M
are in the same orbit if and only if they are isomorphic as OK,S-lattices.
2. If there exists g ∈ Λ×S′ such that [L]g = [M ], then there is an integer k such that
Lg = pkM and thus St(L) = St(Lg) = [pkn]St(M).
On the other hand, if St(L) = St(M)[pkn] for some integer k then L and pkM
are isomorphic as OK,S-lattices and thus [L] and [p
kM ] = [M ] are in the same
Λ×S′-orbit.
Remark 5.2. Constructively finding the isomorphisms in the above lemma can be done
by finding pseudo bases for L and M in Steinitz form. The details can be found in
[21, Thm. 5.39] and an implementation for example in [6]. Furthermore there exists a
generalization of these algorithms to the noncommutative case (see [16, Alg. 2.2.6]).
Corollary 5.3. Let k be the order of [p] as an element of Cℓ(OK,S) and t := gcd(k, n).
1. Λ×S′ has exactly t orbits on the set {[L] | L ∈M(L0, S)} and we can choose
Rep(L0, S, p) = {[Li] | 0 ≤ i < t} where Li = OK,S ⊗ (O
n−1
K ⊕ I · p
i). (35)
2. For each 0 ≤ i < t there exists gi ∈ Λ
×
S′ such that Ligi = p
k/tLi and
k
t is the
minimal positive integer with this property.
5.2 Division algebras that satisfy the Eichler condition
We now want to take a look at the case n = 1 or equivalently A = D. For general division
algebras D the problems we have to solve in order to compute a presentation of Λ×S′ , for
example the problem of constructively deciding whether two ∆S-lattices are isomorphic,
might be hard. In particular, if D is neither a field nor a quaternion algebra only a very
limited number of (implemented) tools is available for dealing with ∆S-lattices. Here we
want to describe a situation in which it is still reasonably easy to apply the algorithm
from Section 4.
Let
V∞,D := {v ∈ V∞ | D ramifies at v} (36)
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the set of all real places of K that ramify in D,
U(D) := {a ∈ K | v(a) > 0 for all v ∈ V∞,D} (37)
the set of elements of K that are totally positive with respect to V∞,D and finally
CℓD(OK) := {I fractional ideal of OK}/{aOK | a ∈ U(D)} (38)
the ray class group of OK with respect to V∞,D. We will assume that CℓD(OK) is trivial,
i.e. that every fractional ideal of OK is generated by some element that is positive at all
places at which D ramifies. This is for example always the case (independent of D) if
K = Q or if K is a CM-field and the usual class group, Cℓ(OK), is trivial. Furthermore
we assume that D fulfills the Eichler condition, i.e. that D is not a totally definite
quaternion algebra. The reason we make this assumption is the following theorem due
to Eichler.
Theorem 5.4 (Eichler’s theorem,[23, Thm. 34.9]). If D fulfills the Eichler condition,
the reduced norm gives rise to a bijection between isomorphism classes of ∆-left-ideals
and the ray class group CℓD(OK).
Since we assumed CℓD(OK) to be trivial we are thus in the situation that there is
only one isomorphism class of ∆-lattices in V = D1×1 and so the set Rep(L0, S, p) only
consists of the single element L0 (in every iteration of the algorithm). Moreover, we can
assume L0 = ∆ = Λ without loss of generality.
Let us denote by λpi ∈ Λ an element such that Nred(λpi) ∈ U(D) generates p. Then
∆Sλpi is a maximal submodule of ∆S (in particular of index q
m).
Remark 5.5. Following Lemma 4.11 there are elements
gi ∈ Λ
×
S , 1 ≤ i ≤
qm − 1
q − 1
, (39)
such that any submodule of index qm is of the form ∆Sλpigi for some i. Moreover, one
can find the elements gi as explicit words in our chosen generators for Λ
×
S (even Λ
×) by
a standard orbit computation.
Lemma 5.6. Any ∆S-left-ideal of index q
ma, a ∈ Z>0, is of the form ∆Sg, where g ∈ Λ
is a product of exactly a elements of the set{
λpigi, 1 ≤ i ≤
qm − 1
q − 1
}
. (40)
Following this lemma we choose elements w1, ..., w⌊m
2
⌋ ∈ ΛS (which we think of as
explicit words in λpi and the generators of Λ
×
S ) such that
L0 ⊃ L0w1 ⊃ L0w2... ⊃ L0w⌊m
2
⌋ (41)
is a chain of submodules such that |L0/L0wi| = q
mi and PL0 ⊂ L0wi for all i. Moreover,
we choose an element spi ∈ ΛS such that L0spi = PL0 (note that spi is again a word in
λpi and elements of Λ
×
S ).
Lemma 5.7. 1. The stabilizer of [L0] in Λ
×
S′ is generated by Λ
×
S and spi.
2. The Λ×S′-orbits on the edges of B are represented by
φ˜([L0])− φ˜([L0wi]), 1 ≤ i ≤
⌊m
2
⌋
. (42)
3. The edge
φ˜([L0])− φ˜([L0wi]) (43)
is of minus-type if and only if i = m2 (in particular, this can only happen if m is
even).
4. There is a system of representatives of the 2-cells modulo the action of Λ×S′ corre-
sponding to chains of the form
L0 ⊃ L0wi ⊃ L0wjsi,jwi ⊃ PL0 (44)
with 0 < i ≤ j, i ≤ m − i − j and where si,j ∈ Λ
×
S is an arbitrary element with
L0wjsi,j ⊃ PL0w
−1
i .
Proof. 1. This is just Corollary 4.5.
2. Following Lemma 4.11 the Λ×S -orbits on the edges are represented by edges of the
form
φ˜([L0])− φ˜([N ]) (45)
where PL0 ⊂ N ⊂ L0 and we choose one such N for each possible index [L0 :
N ] = qam, 1 ≤ a ≤ m− 1. Now if PL0 ⊂ N ⊂ L0 with [L0 : N ] = q
am for some
a >
⌊
m
2
⌋
there is some g ∈ Λ×S′ such that N = L0g and we have
φ˜([L0])− φ˜([N ]) = φ˜([PL0])− φ˜([N ])
= (φ˜([PL0g
−1])− φ˜([L0]))g
= (φ˜([L0])− φ˜([L0g
−1]))g
(46)
where [L0 : L0g
−1] = qm(m−a). Thus φ˜([L0])−φ˜([N ]) is in the Λ×S′-orbit of φ˜([L0])−
φ˜([L0wm−a]).
On the other hand if PL ⊂ N ⊂ L then the action of Λ×S′ clearly fixes the set
{[L : N ], [N : PL]} (47)
so no two of the given edges are in the same orbit.
3. Each edge of minus-type that contains L0 is of the form φ˜([L0]) − φ˜([N ]) where
PL0 ⊂ N = L0g ⊂ L0 and g ∈ ΛS′ such that [L0g
2] = [L0]. But then necessarily
L0g
2 = PL0 and
[L0 : N ] = [L0g : L0g
2] = [N : PL0] = q
m2/2. (48)
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Hence φ˜([L0])− φ˜([L0wm
2
]) is the only edge that can possibly be of minus-type.
On the other hand the inclusions
L0wm
2
⊃ PL0 ⊃ PL0wm
2
and L0wm
2
⊃ L0w
2
m
2
⊃ PL0wm
2
(49)
fulfill
[L0wm
2
: PL0] = [L0wm
2
: L0w
2
m
2
] = qm
2/2. (50)
Thus the corresponding edges are in the same orbit under StabΛ×
S′
([L0wm
2
]) by
Lemma 4.11. However, this already implies that φ˜([L0])− φ˜([L0wm
2
]) is of minus-
type by Lemma 4.10.
4. Analogous to (2).
Following this lemma we assume in the following that ∆Sw
2
m/2 = P∆S if m is even.
Remark 5.8. If
L0 ⊃ L0wi ⊃ L0wjsi,j ⊃ PL0 (51)
corresponds to a 2-cell in the sense of part (4) of the above lemma there exists some
s′i,j ∈ Λ
×
S (not unique) such that
PL0 = L0wm−i−js′i,jwjsi,jwi (52)
and
wm−i−js′i,jwjsi,jwi ∈ StabΛ×
S′
([L0]) (53)
is the cycle corresponding to this 2-cell in the sense of [8].
Following these preparations we are prepared to compute a presentation of Λ×S′ fairly
explicitly. Remember that spi as well as the wi are known to us as explicit words in λpi
and elements of Λ×S .
Lemma 5.9. The group Λ×S′ is generated by Λ
×
S and λpi subject to the following relations:
1. The relations in 〈Λ×S , spi〉 ∼= Λ
×
S ⋊Z.
2. wigw
−1
i ∈ Λ
×
S for g ∈ Λ
×
S ∩ (Λ
×
S )
wi ⊂ Λ×S and 1 ≤ i <
⌈
m
2
⌉
.
3. If m is even: wm/2gwm/2 ∈ 〈Λ
×
S , spi〉 for g ∈ Λ
×
S ∩ (Λ
×
S )
wm/2 ⊂ Λ×S .
4. wm−i−js′i,jwjsi,jwi ∈ StabΛ×
S′
([L0]) for i ≤ j, i ≤ m− i− j and si,j, s
′
i,j as above.
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6 Other algebraic groups
Let K be a number field, G a reductive linear algebraic group over K and G an OK-
form of G. So far we were concerned with computing a presentation of an S-arithmetic
subgroupG(OK,S) ofG(K) in the case whereG is an inner form of GLn overK. However,
the general strategy we used, iteratively employing the action of G(OK,S) on the Bruhat-
Tits buildings, is in principle not limited to this case. As long as we have a workable
model for the involved Bruhat-Tits buildings (which, as already mentioned, is the case
for all classical and some exceptional groups) the algorithmic tasks one has to solve
are in essence the same as for unit-groups of orders. In particular, one needs to decide
whether two vertices are in the same orbit and, for the start of the iteration, one needs
to be able to effectively compute with arithmetic subgroups of G(K).
Constructively working with arithmetic subgroups in general is not easy. However, if
G(K ⊗Q R) is compact, all arithmetic subgroups of G(K) are finite and working with
them becomes almost trivial (compared to the general situation). In this case the group
G clearly does not have the strong approximation property (with respect to S = ∅)
so in general one has to deal with many orbits on edges and 2-cells. However, in some
rare situations the group G(OK,{p}) acts transitively on the chambers of the Bruhat-Tits
building (at p). If this is the case we are essentially in the same situation as if we had
strong approximation and need only compute a reasonably small number of relations.
These chamber-transitive groups were classified in [14] and recently constructed using a
different approach in [17].
We want to illustrate the general principle by giving an example in one of the excep-
tional groups.
Example 1 ([17, Sect. 5.4]). Let G be the unique Z-form of G2 such that G(R) is
compact and G(Zp) is a hyperspecial, maximal compact subgroup of G(Qp) for all primes
p (see [13] for the construction). We consider the S-arithmetic group G := G(Z
[
1
2
]
) (so
S = {2}). It turns out (see for example [16]) that G acts transitively on the chambers of
the Bruhat-Tits building B2 of G(Q2) and thus also on the vertices and edges of a given
type in this building. The extended Dynkin-diagram of G2 has the form
G˜2 :
0 1 2
We choose vertices v0, v1, v2 in B2 of type 0, 1 and 2, respectively, such that {v0, v1, v2} is
a chamber. Since the group G acts transitively on the edges (of a given type) it is already
generated by the three stabilizers StabG(vi), 0 ≤ i ≤ 2. Since G is also transitive on
chambers there is only one 2-cell one has to consider in the context of Brown’s algorithm
2.1, namely C := {v0, v1, v2} which gives rise to the trivial relation. Thus G is generated
by the three groups
StabG(v0) ∼= G2(2) of order 2
6 · 33 · 7,
StabG(v1) ∼= 2
1+4
+ .((C3 × C3).2) of order 2
6 · 32, and
StabG(v2) ∼= 2
3.GL3(2) of order 2
6 · 3 · 7
(54)
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subject only to the relations arising from the fact that they intersect non-trivially. After
some manual simplification we find that G is generated by three elements x1, x2, x3 of
order 3 which, under a suitable embedding G2 →֒ SO7, are given as
x1 =
1
2


−1 1 1 −1 0 0 0
−1 0 0 1 0 1 1
−1 0 −1 0 1 −1 0
1 1 0 0 1 0 1
0 0 −1 −1 −1 0 1
0 −1 1 0 0 −1 1
0 1 0 1 −1 −1 0


, x2 =
1
2


0 1 1 0 0 −1 1
0 0 −1 −1 1 0 1
−1 1 −1 1 0 0 0
1 0 −1 0 −1 −1 0
1 1 0 0 1 0 −1
0 1 0 −1 −1 1 0
1 0 0 1 0 1 1


,
x3 =
1
2


0 1 0 0 1 1 −1
−1 0 0 1 0 1 1
1 0 0 −1 0 1 1
1 1 0 1 −1 0 0
0 0 2 0 0 0 0
1 −1 0 1 1 0 0
0 1 0 0 1 −1 1


Each of these elements stabilizes one of the 1-cells in the boundary of C and transitively
permutes the chambers containing this 1-cell.
There are too many relations for it to make sense to print the full presentation here,
so we provide a Magma readable version on the author’s homepage instead:
www.math.rwth-aachen.de/homes/Sebastian.Schoennenbeck/S_unit_groups
The presentation can for instance be used in combination with Magma to verify that
G indeed has no normal subgroup of index at most 500, 000.
7 Computational results
Due to the very limited usability of printed presentations and the fact that our algorithms
generally yield rather long relations we refrain from actually printing the results here.
Instead the results in a number of cases can be found on the author’s homepage:
www.math.rwth-aachen.de/homes/Sebastian.Schoennenbeck/S_unit_groups
The available presentations include in particular those used in the following section
to investigate the congruence subgroup property.
8 The congruence subgroup property
We want to employ our algorithms for some experimental investigations regarding the
congruence subgroup property. To that end we refer back to the notation of Section 4.
In particular, Λ is the maximal order whose group of S-units we are interested in.
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Definition 8.1. 1. For a two-sided ideal I⊳ΛS we set Λ
×
S (I) the group of all elements
of Λ×S that are congruent to the identity modulo I.
2. The group Λ×S is said to have the congruence subgroup property if for every finite
index subgroup H ≤ Λ×S there is a two-sided ideal I ⊳ ΛS such that H contains
Λ×S (I).
Remark 8.2. Set S := S ∪ V∞ and let G be the algebraic group (over K) arising from
the norm-1-elements in A×. A conjecture of Serre (see [22]) states that Λ×S has the
congruence subgroup property if
rkSG :=
∑
v∈S
rkkvG ≥ 2 and rkkpG > 0 for all p ∈ S. (55)
For an overview over the congruence subgroup property and related results we refer
the interested reader to [22].
We employ the strategy that was already used in [9] for S-unit-groups in definite
quaternion algebras and investigate the congruence subgroup property as follows. For
certain instances of A and S we use our algorithm to compute a presentation for the
projective S-unit group Λ×S /O
×
K,S. We then use Magma to compute all of its normal
subgroups up to a modest index n and check the composition factors that appear in the
quotients. If Λ×S has the congruence subgroup property, the only non-Abelian simple
groups that can appear here are of the form PSLk(Fq) where q is a power of N(p) for
some prime ideal p of OK,S and
A⊗Kp ∼= D
k×k
p . (56)
On the other hand for P a prime ideal of ΛS we have Λ
×
S (P
2) ⊂ Λ×S (P) and the
quotient
Λ×S (P)/Λ
×
S (P
2) (57)
is a p-group, where pZ = P ∩ Z. In particular, assuming the congruence subgroup
property, the only constraints on the Abelian composition factors arise from the fact
that the studied index has to be large enough for larger primes to appear.
All of our computations support the congruence subgroup conjecture and we thus only
tabulate the indices up to which we were able to compute all normal subgroups. We
performed the computations for the following three algebras:
Table 1 contains the indices for the algebra D2,3, a degree 3 algebra over Q ramified
at the primes 2 and 3. For all given instances of S we only found Abelian composition
factors of orders 2, 3, 7 and 13. These arise from the congruence subgroups corresponding
to the ramified primes. In particular, note that 7 | 23−1 and 13 | 33−1. Table 2 contains
the results for the rational quaternion algebra Q5,7 ramified at 5 and 7. We find Abelian
composition factors of orders 2, 3, 5 and 7 which all already arise at the ramified primes
and non-Abelian composition factors isomorphic to PSL2(q) with q ∈ {11, 13, 17, 19}
(depending on S and the index up to which we were able to compute) which arise from
the congruence subgroups at the corresponding prime ideals of Z. Finally, Table 3
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contains the results for the quaternion algebra
(
−1,−1
Q(
√−7)
)
. The two ideals that ramify
in this algebra have norm 2 and we obtain Abelian composition factors of order 2 and
3 as well as non-Abelian composition factors isomorphic to PSL2(q) with q ∈ {7, 9, 11}
(depending on S and the index) as one would expect.
S {5} {7} {11} {5, 7} {5, 11} {5, 7, 11}
n 10000 10000 2500 2500 2500 1000
Table 1: Indices for computational check of the congruence subgroup property for S-unit
groups in D2,3.
S {2} {3} {11} {2, 3} {2, 11} {2, 3, 11}
n 8000 8000 3000 5000 4000 3000
Table 2: Indices for computational check of the congruence subgroup property for S-unit
groups in Q5,7.
S {ω} {3} {2ω − 3} {ω, 3} {ω, 2ω − 3} {ω, 3, 2ω − 3}
n 5000 5000 5000 5000 5000 2500
Table 3: Indices for computational check of the congruence subgroup property for S-unit
groups in
(
−1,−1
Q(ω)
)
where ω2 = −7.
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