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Résumé 
La thèse porte sur la notion de modalité d'ordre supérieur. La modalité 
d'ordre supérieur peut être caractérisée comme une modalité agissant sur une 
proposition dans laquelle figure déjà une modalité, un aspect de la modalité 
qui, étonnamment, a été très peu étudié. Une analyse de ce phénomène est 
proposée et je présente certains problèmes philosophiques où ce phénomène se 
manifeste. Je considère, entre autres, le problème de la transparence épistémi­
que (l'idée qu'un agent sait qu'il sait lorsqu'il sait) et j'applique l'analyse gé­
nérale de la modalité d'ordre supérieur à la résolution de celui-ci. De même, 
une solution du paradoxe de Fitch est proposée, qui s'appuie essentiellement 
sur l'idée que certaines des notions modales impliquées dans ce paradoxe sont 
d'ordre supérieur et que celles-ci sont mal représentées dans un langage modal 
conventionnel. La discussion de ces problèmes sert de point départ à 
l'articulation d'une généralisation de la sémantique des mondes possibles. 
J'introduis un nouveau type de langage modal et montre comment il est in­
terprété dans cette sémantique. Une étude des propriétés formelles de ce lan­
gage est donnée (axiomatisation, complétude, calcul de tableaux, etc.). Com­
me application subséquente de ces idées, je montre comment la modalité 
d'ordre supérieur est sous-jacente à deux analyses célèbres en logique philoso­
phique : tout d'abord, dans la conception « ockhamiste » de Prior du temps 
et de la possibilité, et, par la suite, dans l'analyse des conditionnelles contrc­
factuelles de Stalnaker-Lewis. 
xv 
Chapitre 1 
En guise d'introduction 
Une modalité précise une façon ou une manière. En un sens, elle ressemble à 
un adverbe. Dans ses manifestations les plus élémentaires, un adverbe agit sur 
la relation entre un sujet et un prédicat, il spécifie une manière dont la copule 
s'applique au sujet. Dans l'énoncé 
(1) Pierre est déçu
 
l'individu Pierre reçoit la propriété « être déçu», mais dans les énoncés
 
(1.1) Pierre est très déçu
 
(1.2) Pierre est peu déçu
 
il instancie cette propriété d'une certaine manière. Les termes « très» et
 
« peu» dans (1.1) et (1.2) modifient la manière dont Pierre est déçu. Une
 
modalité agit d'une façon similaire, mais au lieu de qualifier une relation su­

jet-prédicat, elle qualifie des propositions. Nous pouvons caractériser une mo­

dalité (de dicta) comme une sorte de qualité ou propriété propositionnelle.
 
Ainsi, dans les énoncés :
 
(2.1) Il est possible qu'il pleuve demain, 
(2.2) Je sais qu'il pleuvra demain, et 
(2.3) Nous souhaitons qu'il pleuve demain, 
1
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nous pouvons concevoir les locutions « Il est possible que », « Je sais que» 
et « Nous souhaitons que» comme des modalités car elles attribuent une 
qualité ou une propriété à la proposition 1 
(2) Il pleuvra demain 
Par ailleurs, nous pouvons définir une modalité d'ordre supérieur comme une 
modalité qui attribue une propriété à une proposition dans laquelle figure déjà 
une modalité, comme c'est notamment le cas pour : 
(3) Je sais que je sais qu'il pleuvra demain 
(4) Il est possible que je sache qu'il pleuvra demain 
(5) Je sais que nous souhaitons qu'il pleuve demain 
Les locutions modales « Je sais que je sais que », « Il est possible que je sa­
che que» et « Je sais que nous souhaitons que » dans (3)-(5) attribuent en 
quelque sorte une qualité de qualité à la proposition (2), d'où l'appellation 
« ordre supérieur ». La notion de modalité d'ordre supérieur, comme ces 
exemples le démontrent, n'est pas le propre d'une interprétation particulière 
de la modalité mais jouit d'une certaine ubiquité. 
Le thème fédérateur de cette thèse est la modalité et, plus précisément, 
un certain phénomène d'ordre supérieur que la modalité exhibe, qu'elle soit 
épistémique, métaphysique, temporelle ou autte. L'objectif principal de cette 
thèse est d'analyser ce phénomène dans certaines de ses manifestations les 
plus récurrentes et de proposer un formalisme permettant de mieux le repré­
senter. L'objectif présuppose donc que la sémantique conventionnelle pour les 
modalités, celle des mondes possibles, ne suffit pas à la tâche, ce que les trois 
prochains chapitres cherchent, entre autres choses, à montrer. Étant donné 
que ces chapitres examinent également d'autres questions, qui sont propres 
1 En théorie, les termes « proposition» et « énoncé» ont des significations bien distinctes. 
Selon la plupart des conceptions, la proposition est l'entité sémantique que détermine ou dé­
note l'entité syntaxique qu'est l'énoncé. Mais il m'arrivera parfois, lorsqu'aucune ambiguïté 
n'est possible, d'employer ces termes de manière interchangeable. 
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aux problèmes respectifs qu'ils traitent, il serait bon de donner ici un aperçu 
plus général, plus condensé, des considérations qui concernent plus spécifi­
quement la modalité d'ordre supérieur pour faire ressortir le thème qui sera 
dominant à partir du chapitre 5. 
1.1 La modalité d'ordre supérieur : un condensé 
Illustrons le problème de la modalité d'ordre supérieur à l'aide d'un exemple 
tiré de la physique. 
On considère en général que les lois de la nature ne concerne pas unique­
ment le monde actuel, mais qu'elles s'appliquent uniformément aux situations 
qui auraient pu se produire et qui ne se produiront pas. Si j'avais porté une 
chemise différente ce matin ou si McCain avait été élu à la place d'Obama, les 
corps subiraient toujours la même force d'attraction gravitationnelle entre 
eux, la constante d'Avogadro resterait inchangée et on ne pourrait pas trans­
former davantage le plomb en or (par des réactions chimiques du moins). Les 
lois de la physique déterminent donc une certaine notion de nécessité, qu'on 
appelle communément la nécessité physique. Malgré leur caractère inviolable, 
il y a des raisons de penser toutefois que ces lois sont des lois actuelles, 
qu'elles auraient pu être différentes qu'elles ne le sont actuellement. On croit 
en effet que les premiers instants suivant le Big Bang auraient déterminé les 
valeurs des constantes fondamentales de la physique. Par conséquent, si les 
événements suivant le Big Bang s'étaient déroulés autrement, ces valeurs et 
donc les lois qui en dépendent auraient pu être différentes. Supposons, pour 
les besoins de l'exposition, que la constante gravitationnelle soit déterminée 
par ces premiers instants et qu'elle ait pu être différente, il est donc possible 
que la constante de la gravitation ait été différente, et par conséquent il est 
donc possible que les lois de la physique aient été différentes. Cette possibilité 
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constitue une authentique possibilité d'ordre supérieur, mais pouvons-nous la 
représenter aisément dans la sémantique des mondes possibles? 
L'idiome des mondes possibles comprend la modalité comme une certaine 
quantification sur les mondes possibles (cf. Kripke 1963). Une proposition est 
considérée possible (au monde actuel) s'il existe un monde possible (accessible 
depuis le monde actuel) où la proposition est vraie. Ainsi, 
(6) Il est (physiquement) possible qu'il y ait eu de la vie extra-terrestre 
sur Mars 
est compris comme l'existence d'uIl monde physiquement possible (c.-à-d. 
d'un monde compatible avec les lois de la physique) où il y a (a eu) de la vie 
extra-terrestre sur Mars. Analysons maintenant l'énoncé d'ordre supérieur 
suivant: 
(7) La constante de la gravitation aurait pu être différente,
 
qui peut se traduire formellement par:
 
(7.1) Op /\ <)D-,p,
 
où 'p' est la proposition «La constante de la gravitation vaut G». 2 Les
 
considérations informelles du paragraphe précédent suggèrent que (7) est vrai.
 
Mais il se trouve que (7.1) est incompatible avec une propriété communément
 
attribuée à la nécessité (méta)physique, la factivité :
 
(T) Dcp ~ cp
 
Cette propriété stipule tout simplement qu'une vérité nécessaire est vraie. En
 
termes de la sémantique des mondes possibles, ceci revient à dire que tout
 
monde est (méta)physiquement accessible depuis lui-même; donc, en particu­

lier, que le monde actuel est un monde possible. Une contradiction peut être
 
démontrée à partir de (T) et (7.1) en utilisant les validités (de la logique mo­

dale normale) suivantes:
 
2 C = 6.67300 X 10-11 m:l kg- I S-2 selon les lois actuelles. Je suppose que la dénotation de 'c' 
est rigide mais que celle de « La constante de la gravitation» varie d'une ensemble lois à 
l'autre. 
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(*) D<p, 0'lj; f- 0(<p A 'lj;)
 
(**) 0(<p A (<p ~ 'lj;)) f- 0'lj;
 
(***) f- ,0l ­
L'argument procède ainsi:
 
1. Op A-E, (7.1) (7.1) 
2. 0D,p A-E, (7.1) (7.1) 
3. D,p ~ ,p (T) 
4. D(D,p ~ ,p) (Nec),3 
5. 0(D,p A (D,p ~ ,p)) (*), 2 & 4 (7.1 ) 
6. 0,p (**), 5 (7.1) 
7. 0(p A ,p) (*), 1 & 6 (7.1) 
8. l- (***), 7 (7.1) 
Même si l'on rejette (T), une contradiction peut être dérivée si la notion de 
nécessité métaphysique satisfait à la place 
(5) 0<p ~ 00<p,
 
ou, de manière alternative, si elle satisfait conjointement
 
(D) D<p ~ 0<p, et 
(4) D<p ~ DO<p. 
Une conception de la possibilité métaphysique qui ne satisfait aucun de ces 
principes sera au mieux pathologique. 3 L'on pourrait réagir en réécrivant 
(7.1), mais je trouve qu'une telle démarche ne ferait que retarder une réforme 
sémantique inévitable, nécessaire à l'expression des notions modales d'ordre 
supérieur. 
3 L'argument ici ne tient pas à une conception précise de la possibilité physique. Même si l'on 
avançait de bonnes raisons de croire que la relation d'accessibilité de la possibilité physique 
ne devrait pas satisfaire ces conditions, l'on ne pourra pas faire valoir ces mêmes arguments 
dans d'autres situations modales (épistémique ou temporelle) où le même phénomène (ou un 
phénomène très similaire) se produit. 
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Celui qui est prêt à sacrifier (T) et (4) pourra évidemment exprimer ces 
notions dans le cadre traditionnelle de la sémantique des mondes possibles. 
Par exemple, il peut toujours concevoir Punivers comme étant constitué de p­
mondes d'un côté (des mondes où la constante gravitationnelle vaut G) et de 
-,p--mondes de l'autre (des mondes où elle n'est pas G). Parmi les p--mondes, il 
y en a un, le monde x, qui est accessible du monde actuel w, qui n'est pas ac­
cessible depuis lui-même, et depuis lequel ne sont accessibles que des -'p­
mondes. Cette configuration rendra (7.1) vrai. Dans la figure ci-dessous, la 
région encadrée à gauche contient l'ensemble des p--mondes et la partie enca­
drée à droite contient l'ensemble des -'p--mondes. La relation peut être ré­
flexive partout sauf en x, et il n'existe pas de lien directe entre w et les mon­
des x', y' et Zl. Bien que mathématiquement possible, ce modèle donne néan­
moins l'impression d'être une construction ad hoc. 
w x 
x' 
z 
p--mondes -,p--mondes 
La solution qui est proposée dans cette thèse, sous différentes formes et 
dans différents contextes, consiste à penser que la modalité '0' dans le 
deuxième conjoint de (7.1) n'est pas de la même nature que la modalité 'D' : 
la dernière se comprend comme une quantification sur l'ensemble des mondes 
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compatibles avec les lois de la physique, alors que la première se comprend 
comme une quantification sur les lois de la physique elles-mêmes, autrement 
dit, comme une quantification sur les relations d'accessibilité de possibilité 
physique. Pour un ensemble donné de lois physiques, l'ensemble des mondes 
possibles compatibles avec ces lois est fixe et ne varie pas d'un monde à 
l'autre (d'où le fait que la relation est transitive), mais cela n'empêche pas 
que l'ensemble de lois aurait pu être différent et donc que l'ensemble des 
mondes physiquement possibles aurait pu être différent. 
L'idée informelle derrière cette sémantique est qu'il faut élargir la notion 
de possibilité ou de monde possible pour permettre à des modalités de quanti ­
fier sur autre chose que des possibilités élémentaires (du « premier ordre»). 
D'une certaine manière, un monde possible, pris isolément, détermine seule­
ment la valeur de vérité des propositions élémentaires. C'est sa position rela­
tive aux autres mondes, position qui est donnée par la relation d'accessibilité, 
qui permet de déterminer la valeur de vérité des propositions modales plus 
complexes. Le monde possible kripkéen ne détermine pas ou ne contient pas 
comme partie une relation d'accessibilité. Toutefois, pour exprimer la notion 
modale comprise dans (7.1), il le faudrait. Une première ébauche d'une sé­
mantique pouvant accommoder cette intuition aurait la forme suivante: les 
« mondes possibles» seraient des paires (w, a) où west un monde possible 
dans le sens traditionnel du terme (c'est-à-dire une entité qui détermine la 
valeur de vérité des propositions élémentaires) et où a tient lieu de paramètre 
aléthique précisant la nature de la nécessité physique. Ce paramètre aléthique 
déterminerait la relation d'accessibilité physique, et donc ce qui est physique­
ment possible ou non. Par exemple, si a est le paramètre aléthique où la cons­
tante de la gravitation est G et si b est le paramètre où elle est G' 7: G alors 
la possibilité physique à (w, a) sera différente de la possibilité physique à (w, 
b). Le fait que lois physiques auraient pu être différentes s'exprime par 
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l'existence d'une relation d'accessibilité d'ordre supérieur qui relie les paramè­
tres a et b. 
Il Y a une analogie intéressante à faire ici entre la modalité d'ordre supé­
rieur et une certaine notion de probabilité d'ordre supérieur développée par 
Gaifman (1988). Il n'est pas difficile de constater la ressemblance entre une 
structure de Kripke et un espace probabilisé de Kolmogorov (1933/1960)4 : les 
deux sont basés sur un ensemble de points qui représentent des possibilités 
« exhaustives». Dans le cas des probabilités, ces points servent à définir des 
événements dont la probabilité est mesurée par une certaine fonction de pro­
babilité. Gaifman a déjà remarqué que cet espace était inadéquat pour expri­
mer des propositions telles que 
(8) On estime à 30% les chances que le service météo fasse une prédiction 
de 70% de probabilité d'averses pour demain 
Le 30% est, ici, une probabilité portant sur la fonction de probabilité du ser­
vice météorologique, une méta-probabilité pour ainsi dire, ce n'est pas une 
probabilité portant sur un événement de l'espace probabilisé de base. L'espace 
probabilisé de base contiendrait, par exemple, l'événement correspondant à 
(8.1) Il Y aura des averses demain 
Par ailleurs, grâce à la fonction de probabilité (du service météorologique), 
nous pouvons attribuer une valeur de vérité à l'énoncé 
(8.2) Il Y a 70% de chances qu'il y ait une averse demain 
Dans l'évaluation de cet énoncé, la fonction de probabilité, qui est extrinsèque 
à l'événement comme tel, est utilisée. Or, si nous voulons déterminer la valeur 
de vérité de (8) de cette façon et de manière qui soit fidèle à sa signification, 
il faudrait que les événements puissent déterminer différentes fonctions de 
probabilité (du service météorologique), ce qu'ils ne semblent pas faire a priori 
(ou par conception). Par conséquent, l'espace probabilisé qui représentera la 
4 Un espace probabilisé est un triplet < X, E, P >, où X est l'espace des événements simples, 
E c p(X) est l'ensemble des événements et P est une fonction de probabilité sur E. 
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signification de (8) correctement devra inclure des « points» déterminant la 
fonction de probabilité (du service météorologique), des points qui pourront 
constituer à leur tour des événements d'ordre supérieur. 5 C'est précisément ce 
que nous voulons développer pour les modalités. 
Nous pouvons illustrer ce phénomène du côté des modalités épistémiques 
aussi. Soient a et b deux agents, 'Ka' et Kb' leurs modalités épistémiques res­
pectives, et soit 'p' une proposition. Dans la sémantique des mondes possibles, 
l'énoncé 
(9) a sait que b sait que p (ou KaKbP) 
est vrai à w si et seulement si p à tous les mondes v tels que wRau et uRlJv 
pour un certain u. La relation d'accessibilité Ra représente l'ignorance de a et 
Rb celle de b. Pour chaque monde v, l'ensemble 
Rx[w] = {v : wRxv} 
est l'ensemble des mondes que l'agent v ne distingue pas de w quand west le 
monde actuel. Mais cette même relation est utilisée autant pour évaluer 
l'énoncé' K"p' que l'énoncé' KaKbP' ci-dessus, des énoncés qui encodent poten­
tiellement des propositions d'ordres différents. De la même façon qu'il était 
préférable de séparer la possibilité physique du premier et du deuxième ordre, 
il est préférable de séparer la connaissance du premier et du deuxième ordre. 
Par exemple, si a est daltonien rouge-vert, si b est daltonien bleu-jaune et si P 
est la proposition « Le parquet est blanc», alors a et b savent que p (car le 
blanc est une couleur qu'ils distinguent parfaitement). Lorsque a sait que b est 
daltonien bleu-jaune, alors la sémantique des mondes possibles donne les bon­
5 La position de Gaifman ne fait pas l'unanimité. Selon Gaifman, De Finetti aurait considéré 
la notion de probabilité d'ordre supérieur en premier mais l'aurait rejetée aussitôt sur des 
bases subjectivistes. Dans le contexte de cet exposé, je me contente seulement de présenter 
l'analogie sans m'engager plus loin sur la 'question de savoir s'il faut autoriser ou non de telles 
probabilités. Bien que ce soit une possibilité, je doute que les critiques subjectivistes de la 
probabilité d'ordre supérieur soient transposables à la modalité d'ordre supérieur (dans toutes 
ses applications), 
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nes conditions de vérité à 'KaKbP'. Par contre, si a ne connaît pas le dalto­
nisme de b, qu'il ne sait pas, pour simplifier, si b est daltonien rouge-vert ou 
s'il est daltonien bleu-jaune, alors la sémantique des mondes possibles ne 
donne pas nécessairement les bonnes conditions de vérité à des combinaisons 
modales comme' KaKb'. En effet, supposons que' q' soit l'énoncé « La chaise 
est bleue », est-ce que la sémantique des mondes possibles donne les bonnes 
conditions de vérité à ',KaKbq'? D'un côté, ',KaKbq' est intuitivement faux, 
car a ignore si b est daltonien bleu-jaune ou daltonien rouge-vert et ne saura 
pas si b sait qu'une chaise est bleue quand il en voit une. Mais pour faire en 
sorte que ',KaKbq' aient les bonnes conditions de vérité dans la sémantique 
des mondes possibles, il faudrait en quelque sorte « dédoubler» l'univers de 
base. Voyons comment. 
Supposons que l'univers des agents 
a et b comprenne seulement deux ob­
w 
a 
••--------- ­ .., y 
jets 01 et 02' le premier pouvant être 
rouge ou vert et le second bleu ou jau­
ne. Les mondes w, x, y et z de cet uni­ b b 
vers aléthique simplifié se laissent dé­
crire par les quatre couples suivants: x .t--------- ­ ..t z 
w = (r, b), x = (r, j), y = (v, b) et z = a 
(v, j), la première coordonnée repré­
sentant la couleur de 01 et la deuxième la couleur de 02' La figure ci-contre 
représente (dans une certaine mesure) les relations d'accessibilité Ra et Rb de a 
et de b respectivement (Ra est représentée par la ligne solide et Rb par la ligne 
pointillée). Ce modèle est toutefois insuffisant pour exprimer l'ignorance par a 
du daltonisme de b (on peut le vérifier aisément). Pour représenter l'ignorance 
d'ordre supérieur de a, il faut: (i) dédoubler en quelque sorte l'ensemble des 
mondes possibles de base, ce qui nous donnera les ensembles (univers) W1 et 
W2 ; (ii) donner à b un profil daltonien rouge-vert sur W1 et daltonien bleu­
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jaune sur W2 ; et (iii), pour chaque monde v, faire en sorte que Ra[v] contienne 
toujours un monde de W\ et un monde de W2 pour que a soit ignorant du 
profil de b à v. Le résultat de cette construction est illustré ci-dessous. 
••••••••••••••• • •• • • • 1 1 •••• ~ ••••••••••••••••• 
w 
y' 
.........................................
 
.' '. z' 
x 
a b 
Cette stratégie se trouve en réalité à quantifier sur les relations 
d'accessibilité potentielles de b sans réellement l'assumer. Par ailleurs, il suffit 
que b présente une ignorance par b à propos des profils épistémiques de a pour 
que la complexité de cette solution explose, rendant de plus en plus opaque la 
signification de la relation d'accessibili té. 
Il ne faut pas chercher loin pour trouver des exemples analogues. La no­
tion de connaissance possible, que nous examinons dans le contexte du para­
doxe de Fitch au chapitre 4, présente les mêmes propriétés et difficultés. Par 
exemple, il semble naturel de penser que l'énoncé 
(10) Il est métaphysiquement possible que b sache que la chaise est bleue 
est vrai si, par exemple, le daltonisme bleu-jaune de b a été causé par un acci­
dent cérébral en bas âge. Il serait alors biologiquement possible que b ait eu 
une vue parfaitement normale, et qu'il ait été en mesure de percevoir le bleu 
de la chaise. Formellement, (10) se laisse traduire par '0KbQ'. Encore une fois, 
si nous nous contentons d'adopter Rb comme relation d'accessibilité pour la 
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modalité' Kb', c'est-à-dire la relation qui ne distingue pas les mondes bleus des 
mondes jaunes, alors nous rencontrerons les mêmes difficultés qu'auparavant: 
quelque soit le monde possible, b ne connaîtra pas la couleur de la chaise. Si 
nous voulons traduire fidèlement la signification de cet énoncé en restant dans 
le cadre de la sémantique de Kripke, il faudra - comme suggéré plus haut ­
augmenter notre ensemble de mondes possibles et faire en sorte qu'il y ait une 
région où, localement, b est daltonien bleu-jaune et une région où, localement, 
il n'est pas daltonien. Toutefois, comme j'ai pu le souligner, une nuance 
conceptuelle dans la notion de possibilité semble avoir été négligée, c'est 
comme si le profil épistémique de l'agent ne faisait pas directement partie 
d'un monde (épistémiquement) possible. 
L'idée qu'une modalité puisse quantifier sur autre chose que des mondes 
possibles6 n'est pas nouvelle. Prior (1967 : Ch. 7) a esquissée une sémantique 
pour les modalités temporelles et aléthiques qui se trouve à faire précisément 
ça. Dans cette sémantique, les modalités temporelles sont interprétées par une 
quantification sur des instants guidée en cela par un certain ordonnancement 
linéaire (une histoire), et les modalités aléthiques sont interprétées par une 
quantification non pas sur les instants mais sur ces ordonnancements linéaires. 
Dire qu'un certain événement est possible dans le futur, c'est dire qu'il existe 
un ordonnancement d'instants - une histoire - et qu'il existe un instant ulté­
rieur à l'instant actuel (par rapport à l'ordonnancement, par rapport à cette 
histoire) où l'événement est vrai. Or, il est clair que l'ordonnancement n'est 
rien d'autre qu'une relation d'accessibilité sur les instants temporels; par 
conséquent, la clause pour la modalité aléthique dans la sémantique de Prior 
est intrinsèquement d'ordre supérieur. 
6 Par « monde possible» ici, j'entends de manière générale une entité qui (prise isolément) 
détermine seulement les valeurs de vérité des propositions élémentaires (un truthmaker élé­
mentaire). Encore une fois, j'insiste sur le fait que le monde possible pris en conjonction avec 
la relation d'accessibilité détermine la valeur de vérité des propositions non-élémentaires. 
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Nous retrouvons aussi ce type de quantification dlordre supérieur dans 
ranalyse que fait Lewis (1973) de la conditionnelle contrefactuelle. La condi­
tionnelle contrefactuelle est comprise par lui comme une sorte de condition­
nelle stricte variable, et les conditions de vérité qu'il donne à celle-ci font in­
tervenir deux niveaux de quantification: l'une sur les sphères (qui sont des 
sous-ensembles de mondes possibles) et l'autre sur les éléments dlune sphère. 
Une sphère joue le rôle d'une relation d'accessibilité métaphysique (définissant 
une conditionnelle stricte), donc la quantification sur une sphère peut être 
conçue comme une quantification sur des relations d'accessibilité. 
Nous pouvons voir le but de cette thèse, particulièrement à partir du 
chapitre 5, comme étant celle de développer une notion de monde possible 
plus inclusive des faits d'ordre supérieur. Le rôle des faits d'ordre supérieur 
dans la définition de la négation et de la causalité a été remarqué par Arm­
. strong (cf. 1989; 1997) depuis un moment. En effet, Armstrong considère que 
la négation dépend de l'existence d'un fait de totalité des faits (de la même 
manière que le complément ensembliste dépend d'une totalité), et que la cau­
salité dépend de l'existence d'un fait sur la relation entre faits élémentaires. Si 
notre ontologie est dépourvue de telles entités, nous pourrions nous retrouver 
à conclure, comme le firent Hume7 et Wittgenstein8 , que la causalité et la né­
cessité (non logique) n'existent pas. 
Comment faire pour intégrer formellement ces notions d'ordre supérieur 
dans la sémantique des mondes possibles? La proposition formelle de cette 
thèse consiste à concevoir une possibilité comme une hiérarchie de mondes 
d'ordres de plus en plus élevés. A la base, un ensemble Wo comprend les enti­
tés qui déterminent les vérités élémentaires; ce sont en quelque sorte les véri­
facteurs (truthmakers) des propositions élémentaires de base. Un ensemble W1 
comprend ensuite les entités qui déterminent les profils modaux du premier 
7 Dans sa célèbre critique de la causalité. 
8 Cf. Tractatus. 
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ordre; ce sont les vérifacteurs des faits de rang 1. De manière générale, 
l'ensemble Wn comprend les entités qui déterminent les profils modaux 
d'ordre n, et ainsi de suite. Une possibilité west une suite (wo, Wu W2 , ... ) 
d'entités Wn , avec Wn E Wn pour chaque n. La possibilité w détermine non seu­
lement la valeur de vérité des propositions élémentaires mais aussi la valeur 
des relations d'ordre supérieur; il n'y a donc pas de rc1ation d'accessibilité 
pouvant s'appliquer à w (ou à ses éléments) qui est extrinsèque à w. 
Sur le plan de la généalogie conceptuelle, la nécessité de la modalité 
d'ordre supérieur m'est d'abord apparue dans l'analyse du paradoxe de Fitch. 
Ce paradoxe établit l'incompatibilité (logique) entre la thèse dite du vérifica­
tionnisme : 
(Ver) \;Jp(p ~ OKp) , 
et la thèse de la modestie épistémique : 
(Mod) :Jp(p /\ -,Kp). 
Comme plusieurs autres, dont Edgington (1985), Percival (1991), Rabinowicz 
& Segerberg (1994) et Kvanvig (1995), je suis de l'avis que le paradoxe ne 
démontre pas tant une limitation structurelle de la connaissance qu'une limi­
tation expressive du langage utilisé pour représenter ces thèses, et plus préci­
sément une limitation dans la capacité d'exprimer une notion de connaissance 
possible, laquelle est centrale à (Ver). Pour combler cette lacune expressive, 
Rabinowicz & Segerberg (1994) ont développé une sémantique bidimension­
nelle ayant pour but de rendre compte d'une notion plus riche de connais­
sance actuelle, et ce sont des considérations similaires qui ont donné lieu à 
l'élaboration de ma propre sémantique pluridimensionnelle. Rabinowicz & 
Segerberg proposent une sémantique basée sur des paires de mondes (w, v), où 
west un monde de « perspective» et v est une monde de « référence ». Les 
deux mondes sont ontologiquement similaires mais jouent des rôles sémanti­
ques distincts: le monde de référence est le monde possible conventionnel, 
c'est-à-dire celui qui précise le contenu des propositions connues, mais le 
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monde de perspective tient compte de l'actualité épistémique de l'agent. La 
sémantique que je propose, malgré une ressemblance superficielle, diffère 
considérablement de celle-ci. Par exemple, dans sa version bidimensionnelle, 
une possibilité est une paire (w, a), où west le monde possible (de nature 
conventionnelle) et a est un profil modal, une entité qui détermine une rela­
tion d'accessibilité sur l'ensemble W des mondes possibles. 
1.2 Présentation succincte des chapitres 
Décrivons sommairement le déroulement chapitres à suivre à présent. 
Le chapitre 2 est consacré à l'analyse de la thèse KK, la thèse selon la­
quelle l'on sait que l'on sait quand on sait. J'examine les arguments pour et 
contre cette thèse, en particulier ceux de Williamson (2000), et identifie deux 
interprétations saillantes de la connaissance d'ordre supérieur: une interpré­
tation dite agrippéenne et une autre dite transparentiste, la première rend la 
thèse fausse alors que la deuxième la rend vraie. Je défends l'idée que les deux 
interprétations existent. Un argument provenant de l'action est donné pour 
défendre une version doxastique de la transparence (sa version épistémique est 
contestée). Je suggère que l'interprétation agrippéenne de la connaissance 
d'ordre supérieur ne peut pas être représentée dans la sémantique de Kripke. 
Dans le chapitre 3, l'analyse de la thèse KK se poursuit en examinant une 
certaine énigme impliquant cette thèse et l'épistémologie en termes de mondes 
possibles de Lewis (1996). L'énigme souligne le problème de la représentation 
de la connaissance actuelle dans la sémantique des mondes possibles: est-ce 
que la connaissance d'un certain agent peut laisser non-éliminées des possibili­
tés où il a une connaissance différente de celle qu'il a dans le monde actuelle? 
Comment devons-nous traduire le fait qu'un agent ne connaisse pas la ma­
nière dont il connaît et quelles conséquences a cette ignorance sur le plan de 
la validité de la thèse KK? Encore une fois ici, je démontre l'utilité d'une sé­
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mantique d'ordre supérieur pour résoudre l'énigme et clarifier les difficultés 
entourant la thèse KK. 
Le chapitre 4 est une analyse du paradoxe de Fitch assortie d'une propo­
sition de solution. Tel qu'il fut mentionné plus haut, une bonne partie des 
idées centrales à cette thèse sont issues de considérations entourant ce para­
doxe. J'y montre comment traduire les thèses du vérificationnisme et de la 
modestie dans une sémantique bidimensionnelle, c'est-à-dire dans un langage 
où la possibilité métaphysique peut être comprise comme une quantification 
sur les profils épistémiques. Toutefois, cette stratégie est insuffisante à moins 
d'être accompagnée d'un mécanisme pour distinguer la « portée» d'une mo­
dalité: le problème de l'interprétation des descriptions définies lorsqu'elles 
sont dans la portée d'une modalité (dans la logique modale du premier ordre) 
trouve sa contrepartie dans l'interprétation des modalités épistémiques lors­
qu'elles sont dans la portée de la modalité de possibilité. En effet, considérons 
l'énoncé suivant: 
(11) 0(Kp 1\ --.Kp) 
Il existe quatre façons d'interpréter les deux occurrences de 'K' dans (11) : les 
deux en portée étroite (après l'évaluation de la modalité de la modalité '0'), 
l'une en portée étroite et l'autre en portée étendue, et les deux en portée 
étendue. La première et la dernière possibilités font de (11) une contradiction 
pure et simple, mais les deux autres possibilités, celles où les occurrences de 
'K' ont des interprétations différentes, sont parfaitement cohérentes: la pre­
mière occurrence pourrait représenter la connaissance actuelle (avant 
l'évaluation de '0') alors que la deuxième pourrait représenter la connaissance 
possible (après l'évaluation de '0'). Pour résoudre ces difficultés, j'introduis 
des éléments d'un lambda-calcul adapté aux modalités en m'inspirant de Fit ­
ting & Mendelsohn (1998 : Ch. 8). 
Les thèses du vérificationnisme et de la modestie épistémique prennent 
alors la forme suivante: 
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(Ver,\) \;/p(p ~ O\x.Kxp)
 
(Mod,\) 3p(p /\ ,Kxp)
 
Les structures sémantiques servant à interpréter ces thèses (et le langage dans
 
lequel elles sont formulées) sont de la forme < W, A, R, il >, où : West un
 
ensemble de mondes possibles de base; A est un ensemble de profils épistémi­

ques (chaque profil est associé à une relation d'accessibilité épistémique sur
 
W); R est une relation d'accessibilité sur A; et il est le domaine de quantifica­

tion propositionnelle (un ensemble de sous-ensembles de W). Appelons un
 
modèle basé sur une telle structure vérificationniste si (Ver,\) et (Mod,\) sont
 
valides dans ce modèle. Je démontre un théorème selon lequel: (i) il n'y a pas
 
de modèle vérificationniste tel que II est t>( W), (ii) si II est fermé sous inter­

section (sous conjonction), alors A et II sont infinis, et (iii) il existe un modèle
 
vérificationniste tel que il est fermé sous intersection (et sous d'autres opéra­

tions). D'une certaine façon ce théorème établit des limites inférieures et supé­

rieures pour la validité du vérificationnisme.
 
Le chapitre 5 présente les structures relationnelles d'ordre supérieur de 
même que la syntaxe et la sémantique du langage L interprété à l'aide de cel­
les-ci. Une structure relationnelle d'ordre supérieur est la formalisation de la 
sémantique pluridimensionnelle esquissée jusqu'à présent. Je présente deux 
versions de celle-ci, l'une plus générale que l'autre: la structure (relationnelle 
d'ordre supérieur) simple et la structure (relationnelle d'ordre supérieur) géné­
rale, et chaque version vient dans une variété de formats. Une telle structure 
est un couple < W, <I> >, où W = Wax W1x ... et <I> est une fonction qui attri ­
bue à chaque W E W,'+l une relation d'accessibilité sur W n = Wax W1x ... x Wn. 
Le langage L est une généralisation d'un langage modal hybride (cf. Black­
burn 1993). Il comporte un ensemble Nom" de nominaux a, un pour chaque 
rang n, dont les dénotations sont des éléments de Wn . L est doté aussi de mo­
dalités '0,,' variables (une pour chaque n 2:: 1), de modalités constantes 'Oc,' 
(une pour chaque nominal a E Nom\Noma) et de modalités d'actualité '@o:' 
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(une pour chaque nominal o.). Sur le plan sémantique, ce sont les modalités 
variables 'On' qui sont variables, c'est-à-dire interprétées «contextuelle­
ment»: la relation d'accessibilité servant à interpréter cette modalité au 
point w = (wo, w1, ... ) est déterminée par Wn et ne dépend (au plus) que des 
n-1 premières coordonnées de w. 
Les chapitres 6 et 7 sont consacrés aux propriétés sémantiques des modè­
les basés sur des structures relationnelles d'ordre supérieur. On y retrouve des 
résultats de validité, de définissabilité, des notions de bisimulation et des tra­
ductions dans le premier ordre. Ces résultats sont des généralisations de résul­
tats analogues pour la logique modale conventionnelle (cf. Blackburn et al. 
2001). 
Les chapitres 8 et 9 présentent des axiomatisations complètes pour les 
logiques modales d'ordre supérieur. C'est iCi que le langage hybride montre 
son utilité: les nominaux et les modalités d'actualité nous permettent 
d'extraire un modèle (avec sa structure en produit cartésien) d'un ensemble 
maximalement consistant de formules, ce que les techniques de Henkin seules 
ne permettent pas de faire. 
Les chapitres 10 et 11 sont des applications du système à la temporalité 
et aux conditionnelles contrefactuelles. Dans le chapitre 10, nous examinons 
comment une structure de Kamp (Kamp 1979; Thomason 1984), qui est une 
formalisation de la sémantique ockhamiste priorienne (1967 : Ch. 7), peut être 
conçue comme un cas particulier de structure relationnelle d'ordre supérieur. 
Nous présentons des résultats de définissabilité et de complétude. Dans le 
chapitre 11, un travail analogue est fait pour le langage des conditionnelles 
contrefactuelles et la sémantique des sphères de Lewis (1973). Sont présentés 
aussi des résultats de définissabilité et de complétude pour les structures rela­
tionnelles d'ordre supérieur dites de Lewis. 
Le dernier chapitre est consacré à l'exposition d'un calcul de tableaux 
pour la logique modale d'ordre supérieur. Les méthodes de tableaux sont em­
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ployées depuis un moment comme systèmes de dérivation efficaces, et ont 
l'avantage net d'être plus constructifs. En m'inspirant de Fitting (1972), Goré 
(1999) et de Gabbay (1996), je développe un calcul permettant d'établir un 
résultat de complétude faible pour une certaine famille de structures, et ce 
résultat a pour corollaire notable la propriété du modèle fini. 
Chapitre 2 
Savoir que l'on sait 
The one self-knowledge worth having is to know one's own mind. 
F. H. Bradley 
Socrate affirmait qu'il ne savait qu'une chose et c'était qu'il ne savait rien. 
Par cette maxime, Socrate affirmait non seulement sa conscience d'ignorer, il 
rappelait aux autres qu'ils croyaient connaître alors qu'en réalité ils ignoraient 
ignorer. On n'a pas manqué de souligner le caractère paradoxal de la maxime 
socratique, toutefois jamais les capacités de connaître ce que l'on ignore ou de 
connaître ce que l'on connaît, présupposées par celle-ci, n'ont été remises en 
question. Certes, comme les interlocuteurs de Socrate, il semblerait que l'on 
puisse parfois ignorer sans le savoir, mais l'idée est que si l'on examine correc­
tement ses raisons de croire, on saura ou non si elles conduisent à la connais­
sance. L'entreprise de la table rase cartésienne présupposait la même habilité: 
il est possible d'examiner scrupuleusement son cogito afin de déterminer clai­
rement l'inventaire de sa connaissance et de son ignorance. 
Jusqu'au milieu vingtième siècle, des philosophes comme Prichard (1950 : 
86) prirent cette capacité pour acquise, mais l'apparition de thèses nouvelles 
sur la connaissance et sur l'esprit ont mis l'existence même d'une telle capaci­
té en péril. Par exemple, l'externalisme et le béhaviorisme sont (à prime 
abord) moins favorables à - ou compatibles avec - l'idée d'une habilité à per­
cevoir nos états épistémiques. Cette habilité épistémique, chère aux anciens 
comme aux modernes, est-elle vraiment défendable? 
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Appelons la thèse KK la thèse que Fon sait que l'on sait lorsque l'on sait, 
et la thèse K,K la thèse que l'on sait que l'on ne sait pas lorsque l'on ne sait 
pas. Autrement dit: 
(KK) K'P ~ KK'P 
(K ,K) -,Kp ~ K-,Kp 
Ce chapitre sera cOIltiacré à l'analyse des thèses KK et K,K. Dans un premier 
temps, nous examinerons certains arguments contre KK, et nous chercherons 
à montrer que cette thèse n'est pas forcément affectée par ceux-ci, lesquels 
présupposent pour la plupart que KK est commise à une forme spécifique 
d'internalisme et à la transparence de nos états épistémiques. Deux interpré­
tations saillantes seront données à cette thèse: l'une dite transparentiste et 
l'autre dite agrippéenne. L'interprétation transparentiste stipule que les condi­
tions de vérité de 'K'P' sont identiques à celles de 'KK'P', et l'interprétation 
agrippéenne que 'KK'P' a des conditions de vérité plus strictes que 'K'P'. La 
première rend donc la thèse KK vraie alors que la seconde la rend fausse. 
Nous montrerons que chaque interprétation est légitime et possible, mais qu'il 
faut introduire certaines modifications dans la sémantique de la modalité' K' 
pour capturer l'interprétation agrippéenne. Enfin, concernant la thèse K,K, 
nous soutiendrons qu'elle est fausse, mais qu'une version doxastique de celle-ci 
est défendable. 
2.1 La régression à l'infini et la thèse KK 
Un argument simple montrerait que la thèse KK mène à une régression à 
l'infini (cf. Rynin 1967). En effet, supposons que la connaissance d'une propo­
sition 'p' implique la possession (de la part de l'agent bien entendu) de raisons 
de croire que p ou d'une justification à l'effet que p. L'idée que la justification 
constitue une condition nécessaire de la connaissance n'est pas particulière­
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ment controversée, mais l'argument pourrait se passer de cette hypothèse. 9 
Ainsi, nous supposons que si S sait que p alors S a une justification à l'effet 
que p, ce qui peut formellement s'énoncer comme: 
(KJ) Kp ~ Jp 
où 'J' signifie « S a une justification à l'effet que» ou encore « S a des (bon­
nes) raisons de croire que ». La thèse KK de son côté affirme que si S sait que 
p alors que S sait qu'il sait que p, c'est-à-dire 
(KK) Kp ~ KKp 
Les deux principes permettent la dérivation suivante: 
1. Kp Hypothèse 
2. KKp 1, (KK) 
3. KJp 2, (KJ) 
que nous pouvons poursuivre avec' Jp' au lieu de 'p' comme suit: 
4. KKJp 3, (KK) 
5. KJJp 4, (KJ) 
et, par la suite, avec 'JJp' et 'JJJp' et 'JJJJp' etc. En bout de ligne, 
l'hypothèse que l'agent sait que p et les thèses (KK) et (KJ) entraîneront que 
KJ"p, pour tout n. Par ailleurs, si la connaissance satisfait le principe de fac­
tivité : 
(T) Kp ~ p, 
alors nous pourrons conclure de la dérivation ci-dessus que 
(Reg) Kp ~ Fp, pour tout n. 
Autrement dit: si S sait que p, alors S a des raisons de croire qu'il a des rai­
sons de croire ... qu'il a des raisons de croire que p; et de manière équiva­
lente: si S n'a pas de raisons de croire qu'il a des raisons de croire ... qu'il a 
des raisons de croire que p, alors S ne sait pas que p. Le détracteur de la thèse 
KK allègue que (Reg) conduit au scepticisme, car forcer un agent à posséder 
9 On remarquera que les contre-exemples de Gettier ne contredisent pas le fait que la justifi­
cation soit une condition nécessaire de la connaissance. 
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toute la hiérarchie de raisons de croire que p pour savoir que p revient tout 
simplement à empêcher toute forme de connaissance chez un agent normale­
ment constitué. 
Cette réduction à l'absurde de (KK) présuppose (KJ), mais le passage par 
ce principe n'est pas obligé. Si on est déjà convaincu que les conditions (K"p' 
sont toutes distinctes et que l'obtention conjointe de toutes ces conditions est 
impossible chez un agent épistémique normalement constitué, alors l'argument 
est encore plus simple: nous aurions déjà de quoi montrer que 'KK<p' ne sui­
vrait pas de 'K<p'. 
Historiquement, cette régression à l'infini a d'abord été utilisée afin de 
montrer que la connaissance tout court était impossible, et non pas seulement 
une thèse spécifique concernant la connaissance d'ordre supérieur. Au temps 
de la Nouvelle Académie, bien avant que la thèse KK n'ait été débattue, le 
sceptique Agrippa développa des modes argumentatifs - ou tropes - afin de 
montrer à celui qui croit connaître qu'il ne connait rien. lO Il défendit notam­
ment l'idée que toute tentative de justification menait invariablement à trois 
issues peu enviables sur le plan épistémique : la régression à l'infini, la circula­
rité ou le dogmatisme. Les tropes d'Agrippa exploitent le caractère toujours 
inachevé d'une justification: puisqu'une justification repose par définition sur 
des prémisses et des prémisses peuvent en général être contestées, il faut donc 
une justification pour ces prémisses et ainsi de suite pour les prémisses de la 
justification des prémisses. La tâche du sceptique est de convaincre son adver­
saire crédule que les prémisses qu'il avance requièrent toujours des justifica­
tions supplémentaires, de créer une discordance (diaphônia) , ce à quoi servent 
dans une grande mesure ses tropes. Si le crédule arrête dans sa tâche, sa justi­
fication repose ultimement sur des prémisses injustifiées, donc il est dogmati­
que. S'il continue, deux choses peuvent se produire: il peut réutiliser une 
prémisse ou il peut produire sans fin de nouvelles prémisses. S'il réutilise des 
10 Cf. Les sceptiques grecs, Victor Brochard (1887). 
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prémisses, son argument est circulaire. La seule issue qu'il lui reste est de 
produire sans cesse de nouvelles prémisses à chaque étape du processus de 
justification mais, ce faisant, le sceptique gagne, car son adversaire se voit 
condamné à accomplir une tâche sans fin, à entrer dans une régression infinie 
de justifications. 
Insistons toutefois sur le fait que la régression à l'infini n'est pas la consé­
quence d'un principe de connaissance d'ordre supérieur comme la thèse KK, 
elle est une conséquence de la connaissance tout court, de la connaissance au 
premier degré. À chaque étape du processus de justification, le sceptique ne 
semble pas questionner le fait que le crédule puisse savoir qu'il sait s'il sait, il 
questionne plutôt le fait qu'il puisse savoir, qu'il puisse posséder des éléments 
d'une justification garantissant un savoir. Les « niveaux» ou les « ordres» 
dans la régression agrippéenne sont des niveaux de rigueur, non pas des ni­
veaux de connaissance de la connaissance du crédule. L'analogie entre la ré­
gression épistémique chez Agrippa et la régression qui cherche à discréditer la 
thèse KK est donc imparfaite. Si la thèse KK force l'agent à posséder une sui­
te infinie de raisons, c'est que (Reg) en conjonction avec' Kp' entraînent que 
Jp, JJp, JJJp, JJJJp, ... 
Mais ce n'est définitivement pas la nature de la régression chez la victime 
d'Agrippa. À quoi serviraient les tropes, qui s'appliquent de manière locale et 
contextuelle, si le sceptique pouvait confondre l'adversaire crédule seulement 
en questionnant ses états épistémiques d'ordre supérieur et ce, indépendam­
ment de la nature particulière de la proposition 'p' que le crédule prétend 
connaître? 
La régression que produit KK pourrait être rapprochée de celle d'Agrippa 
en faisant valoir une conséquence que la connaissance d'ordre supérieur aurait 
sur les raisons qu'un agent doit posséder pour connaître. On considère parfois 
que la locution d'ordre supérieur « savoir que S sait que» est similaire en 
fonction à celle de la locution adverbiale « S sait vraiment que ». Ceci est 
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suggéré par de nombreux philosophes, dont font partie Hintikka, Hilpinen et 
Williamson. Concernant le fait que Prichard prend la thèse KK (voire même 
la thèse K-,K) pour évidente(s), Williamson affirme que « [f]ew would riow 
daim such powers of discrimination» (2000 : 23). De même, en discutant la 
validité de KK, Hintikka insiste sur le fait qu'elle est vraie mais seulement 
parce que (K' incarne une notion très forte et idéalisée de la connaissance : 
It has often been said in effect that in order for an item of information to pass as 
knowledge in the strong sense of the word, one's grounds for accepting it must be 
conclusive. One way of interpreting this requirement is to take it to say that no fur­
ther information will make any difference to one's acceptance, that 'further inquiry 
has lost its point'. (Hintikka 1970: 145) 
Hilpinen, en discutant la notion de justification (evidence) , décrit aussi cette 
condition que doit réaliser la connaissance : 
Complete evidence must, indeed, be 'complete' in the sense that it actualiy termi­
nates the inquiry concerning p. If a has complete evidence to justify his belief that p, 
no further inquiry (that is, no additional factual information) is needed to ensure 
that the evidence is, indeed, complete. (Hilpinen 1970: 113) 
Le fait de savoir que l'on sait, selon Hintikka et Hilpinen, est donc entraîné 
par le fait de savoir seulement dans la mesure où la connaissance possède une 
justification « complète ». Mais pour une conception plus mondaine de la 
connaissance, une conception à laquelle fait référence \i\Tilliamson, la thèse KK 
revient à exiger de la connaissance une force qu'elle n'a tout simplement pas. 
Cette exigence peut être caractérisée par l'implication suivante: 
Si S sait qu'il sait que cp alors S sait vraiment que cp 
Le fait de savoir que l'on sait que cp, selon ce rapprochement, entraînerait que 
l'on sache vraiment que cp, en ce sens que savoir vraiment est plus fort, plus 
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rigoureux que savoir tout court. Cette propriété qUI lie KK et la certitude 
épistémique peut s'écrire formellement comme 
(VK) KKp ~ VKp 
où 'V' est un opérateur qui « augmente» le niveau de rigueur associé au sa­
voir que p.l! La régression agrippéenne s'obtiendrait de la régression KK en 
exploitant (VK). En effet, si nous appliquons (VK) à chaque élément de la 
suite 
Kp, KKp, KKKp, ... , 
produite conjointement par la thèse KK et l'hypothèse que S sait que p, alors 
nous obtenons la suite 
Kp, VKp, VVKp, VVVKp, 
Mais il s'agit précisément là de la suite du sceptique agrippéen : à chaque 
étape, il cherche à convaincre son adversaire crédule qu'on ne peut connaître 
à moins de vraiment connaître, que Kp entraîne VKp et VVKp etc. 
Nous pouvons comprendre' V' comme un modificateur de contexte épis­
témique. Si le contexte dans lequel est fait le premier énoncé épistémique de 
la suite, c'est-à-dire (Kp', est c, alors l'opération « vraiment» aurait pour 
conséquence que l'agent S sache que p non seulement dans c, mais dans 
d'autres contextes c' avoisinant le contexte c, et l'opération « vraiment vrai­
ment» aurait pour effet que l'agent sache que p non seulement dans contex­
tes épistémiques c' avoisinant c mais aussi dans les contextes épistémiques Cil 
avoisinant les contextes c'. Le but du sceptique est de transporter progressi­
vement son adversaire crédule vers des contextes épistémiques où les attribu­
tions de connaissance se font de plus en plus rares en raison des exigences de 
plus en plus élevées pour connaître. Savoir que p dans le contexte c est plus 
facile que vraiment savoir que p dans ce même contexte, car vraiment savoir 
Il Afin de faire des rapprochements avec des questions qui seront abordées plus loin dans la 
thèse, nous pouvons concevoir' V' comme une modalité qui affecte la modalité' K' et non pas 
la proposition 'Kp', et donc' V' constituerait une sorte de modalité d'ordre supérieur. 
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que p dans c c'est savoir que p dans tous les contextes c' avoisinant celui-ci. 
L'opération' V' est donc comparable à une sorte de modalité de certitudeY 
Cette interprétation de l'opérateur 'V' reflète l'usage courant de la locution 
« vraiment savoir que». Lorsqu'une personne affirme (ou lorsqu'on affirme 
d'une personne) qu'elle sait que p, le fardeau est moins élevé que SI elle af­
firme (ou que si l'on affirme d'elle) qu'elle sait vraiment que p. 
Ces remarques devraient nous montrer également qu'un argument contre 
la thèse (KK) n'a pas à prendre la forme d'une suite régressive. Une telle cho­
se est peut-être nécessaire pour le sceptique afin d'obtenir la réduction à 
l'absurde recherchée, mais le détracteur de la thèse KK n'a pas à s'engager 
aussi loin: son seul but est de montrer que certaines conditions de vérité de 
'Kp' ne sont pas des conditions de vérité de 'KKp', que certaines situations où 
'Kp' est vrai ne sont pas des situations où 'KKp' est vrai. Si le principe (VK) 
est valide et si l'opérateur' V' fait effectivement monter les enchères épistémi­
ques, alors le travail qu'aurait à accomplir ce détracteur est simple: trouver 
une proposition p et un contexte c dans lequel' Kp' est vrai et ' VKp' est faux, 
il s'ensuivra alors que' KKp' est faux dans c par (VK). Étant donnée la facili­
té (en apparence) que nous avons à trouver des contextes où un agent sait 
sans vraiment savoir, il semblerait que sa tâche soit simple. Seulement, et il 
faut le souligner, toute cette stratégie repose sur la validité de (VK) et nous 
avons des raisons de douter du fait que la connaissance d'ordre supérieur mè­
ne forcément à un « enrichissement» de la connaissance. Pour le moment, 
contentons-nous seulement de nommer l'interprétation de la connaissance 
(d'ordre supérieur) qui rend (VK) vrai l'interprétation agrippéenne. 
Nous venons de voir que les critiques basées sur les régressions à l'infini 
ne sont pas nécessairement au cœur de l'échec - si échec il y a - de la thèse 
KK, car si le détracteur peut montrer la validité de (VK) il n'a pas besoin de 
12 Dans les termes de l'épistémologie modale de Lewis (Lewis 1996), on peut voir' V' comme 
agissant sur la clause sotta voce; en particulier, elle rappelle la règle d'attention. 
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brandir une quelconque régression à l'infini pour arrIver à ses fins; le simple 
fait que les locutions « savoir que» et « vraiment savoir que» soient diffé­
rentes (aient des conditions de vérité suffisamment différentes) suffira. Mais 
ne pourrions-nous pas argumenter contre cette thèse simplement parce qu'elle 
implique une quantité infinie de raisons de croire chez l'agent? Est-il vraiment 
absurde de supposer que les conditions épelées par la suite' Jlp' puissent être 
rencontrées par un agent fini? Si c'est absurde pour la connaissance de certai­
nes propositions, ce n'est pas une absurdité pour toutes. Justifier les énoncés 
1 = 1, 2 = 2, 3 = 3, ... , 
ou encore les énoncés 
Il existe au moins un nombre pair 
Il existe au moins deux nombres pairs 
Il existe au moins trois nombres pairs 
ne nous place pas cians un embarras infinitaire; la possession par l'agent d'une 
preuve que Vx(x = x) ou d'une preuve qu'il existe un nombre infini de nom­
bres pairs garantira sa connaissance de la liste infinie d'énoncés ci-dessus. 
L'infini ne devient « régressif» que si nous devons fournir une justification 
différente à chaque étape; en soi, l'infini n'est pas suffisant pour être problé­
matique. 
Celui qui prétend que la thèse KK comporte un fardeau infinitaire ne 
pourra donc pas présupposer, sans argument supplémentaire à l'appui, que 
l'infini est forcément un fardeau. Par exemple, il n'est pas invraisemblable 
d'imaginer que KK puisse être défendue à l'aide d'un principe d'identité 
comme le suivant 
(==) Les conditions de vérité de « S sait que p » sont identiques aux condi­
tions de vérité de « S sait qu'il sait que p » 
Corollairement, (==) affirme que les conditions de vérités de 'Knp', pour tout 
n, sont identiques. Appelons une interprétation de la connaissance transparen­
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tiste si elle satisfait (:::::). Si cette interprétation est correcte, il n'y a rien de 
régressif dans la connaissance d'ordre supérieur, car il n'y a rien de pathologi­
que dans la suite infinie qu'elle produit. Si le principe (:::::) est faux, ce sera 
pour des raisons que nous constaterons bien avant l'infini. 
2.2 La transparence épistémique et la thèse KK 
Les détracteurs de la thèse KK font souvent valoir la parenté entre celle-ci et 
la thèse de la transparence (cognitive ou épistémique). Thèse communément 
rattachée à Descartes, elle stipule que si un agent S est dans un état mental E 
(pas forcément un état mental épistémique), alors S sait qu'il est dans l'état 
E. Mentionnons que Descartes n'a jamais énoncé cette thèse ni cherché à la 
défendre, et qu'elle n'est pas spécifiquement cartésienne, car elle était admise 
par tous ses contemporains. Sur le plan historique, c'est plutôt l'opposition à 
cette thèse qui est l'exception récente, apparaissant seulement au vingtième 
siècle avec les théories externalistes de la connaissance. Certes, le célèbre ar­
gument cartésien présuppose la transparence mais il en va aussi de nombreux 
arguments de Locke ou de Hume qui, par leur empirisme, sont considérés aux 
antipodes de Descartes. Par exemple, un des arguments de Locke contre les 
idées innées consistait à souligner l'absurdité d'une idée que nous posséderions 
mais dont nous ne serions pas conscients. 13 Chez Descartes, l'esprit a claire­
ment une capacité à « percevoir» ses états internes. Toute l'entreprise de 
reconstruction décrite dans les Méditations requiert non seulement une cons­
cience de nos opinions et idées reçues mais aussi une capacité à percevoir les 
propriétés « internes» de ces opinions et idées, la clarté notamment. L'œil de 
l'esprit peut scruter et sonder son inventaire d'idées et déterminer, en particu­
lier, ce qui habite sa conscience et ce qui ne l'habite pas. Chez Locke et chez 
Hume, l'esprit est conçu avec cette même capacité. 
13 Cf. Essai sur l'entendement: Livre I, Chap. II, §5. 
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Quelle thèse sur la transparence pouvons-nous attribuer à Descartes et 
est-elle apparentée à la thèse KK? Si connaître est un état mental, la transpa­
rence a pour conséquence directe qu'un agent sait s'il sait ou non. Mais la 
transparence de Descartes était-elle de cette nature? Descartes met beaucoup 
d'efforts à se (et nous) convaincre que les idées claires et distinctes sont vraies 
et garantissent la connaissance. Si l'esprit sait quelles idées il entretient, il 
n'est pas en mesure à prime abord de déterminer si ces idées sont trompeuses 
ou véridiques. Dieu, ou l'idée de Dieu, dans l'argument de Descartes a préci­
sément pour fonction de garantir que les idées claires et distinctes soient 
vraies. Si Dieu n'était ni bon ni bienveillant, ces mêmes idées ou états men­
taux de clarté n'indiqueraient pas le vrai. La transparence cartésienne est 
d'abord et avant tout transparence idéelle ou doxastique, et ce n'est que par 
l'intervention de la garantie divine - le fait que Dieu n'est pas trompeur - que 
la connaissance est un état mental; c'est une entité externe à l'esprit, en 
l'occurrence Dieu, qui rend l'esprit capable de percevoir intérieurement l'idée 
vraie (la connaissance). Formellement, nous pourrions traduire la chose de la 
manière suivante: supposons que 'BCD' est la locution « S entretient claire­
ment et distinctement l'idée que» ou « S croit clairement et distinctement 
que», et que' K' est la modalité de connaissance, nous avons 
(TC) BCD'P ----; KBcD'P 
(GD) BCD'P ~ K'P 
La transparence cartésienne (TC) et la garantie divine (GD) ensemble entraî­
nent donc KK, mais chacune correspond à un principe distinct. 
Derrière la transparence, il y a donc deux idées: (a) l'idée que la connais­
sance est un état mental et (b) l'idée que les états mentaux épistémiques nous 
sont transparents comme états épistémiques. Un état mental d'un agent S est 
transparent comme état épistémique pour S quand (b.l) S sait quand il est ou 
non dans cet état et (b.2) S sait quand l'état en question est ou non un état 
de connaissance. De façon générale, (a) est présupposé par toutes les théories 
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internalistes de la connaissance. Les deux aspects (b.1) et (b2) dans (b) sont 
ceux décrits par (TC) et (GD) respectivement: (b.1) précise que l'agent pos­
sède une certaine omniscience sur ses états doxastiques et (b.2) précise qu'il 
est en mesure de détecter « intérieurement» la propriété caractéristique d'un 
état épistémique. 
Le débat sur notre capacité (ou non) à distinguer les états épistémiques 
des états mentaux non-épistémiques (c'est-à-dire notre capacité à distinguer 
les idées vraies des idées fausses) ne date pas d'hier; bien avant Descartes et 
son critère de clarté, les stoïciens avaient attiré les foudres de la Nouvelle 
Académie pour avoir fait une supposition similaire. Leur réponse au scepti­
cisme, c'est-à-dire leur preuve que la connaissance était possible, reposait sur 
l'existence d'un critère interne distinguant la représentation vraie de la repré­
sentation fausse. 14 La notion stoïcienne de représentation compréhensive 
(phantasia katalèptikè) remplissait précisément cette fonction: une représen­
tation compréhensive est une représentation qui ne peut pas tromper, dont la 
vérité peut être reconnue. Si la garantie divine est au rendez-vous ou si les 
représentations compréhensives existent, les thèses KK et K oK sont plausi­
bles. Mais à défaut de celles-ci, ces thèses sont-elles défendables? 
Le fait d'associer les thèses KK (et K oK) à Descartes joue évidemment 
en sa défaveur car, à part le plan et le produit, rares sont les choses « carté­
siennes» qui sont accueillies favorablement. Ne soyons toutefois pas les vic­
times de l'affirmation du conséquent en concluant la fausseté de KK. 
L'implication va bel et bien de (TC) et (GD) à KK et non pas la réciproque; 
ainsi, de la fausseté de (TC) ou (GD), rien ne peut être tirée quant à KK. En 
particulier, nous pourrions nous questionner sur la pertinence des états men­
taux à la question de la validité de KK. Doit-on forcément comprendre la 
connaissance d'ordre supérieur en termes d'états mentaux? Si oui, doit-on for­
cément comprendre les états mentaux à travers le spectre d'une philosophie 
l'J Cf. Brochard (1887) et Canto-Sperber (1989 : 525). 
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de l'esprit qUl présuppose la transparence des états mentaux? Il est clair 
qu'une conception de la connaissance ira souvent de pair avec une conception 
de l'esprit. Si nous adoptons une conception cartésienne de l'esprit, il est plus 
que probable que nous aurons une interprétation internaliste de la connais­
sance, et a fortiori une interprétation internaliste la connaissance d'ordre su­
périeur; mais si nous avons une conception de l'esprit différente, une interpré­
tation internaliste de la connaissance d'ordre supérieur ne sera peut-être pas 
le candidat de choix. Ceci met en évidence quelque chose de retors dans 
l'argument contre KK : on interprète la connaissance selon une conception de 
l'esprit que l'on juge erronée et, par la suite, on souligne que la connaissance 
ne peut pas avoir la propriété que KK lui attribue parce que la conception dé 
l'esprit en question est fausse. Si la transparence est fausse, qu'on nous pré­
sente alors une conception de l'esprit plus appropriée et nous verrons si la 
thèse KK est vraie lorsqu'elle est interprétée selon cette conception. Par 
exemple, le béhaviorisme est difficilement compatible avec la transparence 
épistémique, mais ça ne signifie pas pour autant qu'il ne valide pas la thèse 
KK quand la connaissance est interprétée de manière béhavioriste. 
Ces considérations ne sont pas étrangères à l'externalisme en épistémolo­
gie. L'internalisme de la justification est la thèse selon laquelle un agent est 
conscient des (ou a une saisie cognitive des) justifications de sa connaissance; 
par opposition, l'externalisme de la justification permet qu'un agent soit justi­
fié sans qu'il en soit conscient ou sans qu'il saisisse toutes les raisons justifiant 
sa connaissance. La principale motivation pour passer à une notion de justifi­
cation externaliste était d'éviter de retomber dans le trilemme d'Agrippa: si 
un agent doit connaître ou saisir les raisons qui justifient une croyance, alors 
il devra connaître ou saisir les raisons qui justifient cette connaissance d'ordre 
supérieur, et ainsi de suite. En caractérisant la connaissance de manière ex­
ternaliste, cette régression à l'infini des justifications est stoppée: si S est jus­
tifié dans une perspective externaliste, ce peut être uniquement en vertu d'une 
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relation externe qu'il n'a pas à saisir ou posséder pour être justifié. Nous 
pourrions donc penser que l'externalisme et la thèse KK ne font pas bon mé­
nage, du fait qu'il est possible de connaître sans en être « conscient ». Mais 
remarquez que nous commettrions encore une fois la même erreur que plus 
haut: s'il est vrai que S ne sait pas au sens internaliste que sa croyance est 
justifiée au sens externaliste, il se pourrait que la croyance qu'il sait que p soit 
justifiée au sens externaliste. Le fiabilisme, pour prendre un exemple plus 
concret de conception externaliste de la justification, n'interdit pas qu'il puis­
se exister un processus fiable de formation de croyances à propos de nos 
connaissances. En effet, supposons qu'un agent S soit doté d'un processus fia­
ble de formation de croyances 1\ tel que: à chaque croyance de la forme « S 
croit que p » produite par un processus fiable, peu importe lequel, le proces­
sus 1\ produit la croyance 
1\(<< S croit que p ») = « S croit qu'il croit fiablement que p ». 
Autrement dit, 1\ produirait la croyance 'B(Bp /\ Jp)' à partir de 'Bp', si la 
croyance 'Bp' est produite par un processus fiable. Si nous maintenons la dé­
finition traditionnelle de la connaissance, c'est-à-dire 
(CVJ) Kcp =déf. cp /\ Bcp /\ Jcp, 
mais où 'Jcp' signifie maintenant « la croyance que cp est produite par un pro­
cessus fiable de formation de connaissances », et si nous supposons que' B' et 
'.F commutent avec la conjonction, c'est-à-dire 
(Dist) B(cp /\ 'l/J) B (Bcp /\ B'l/J) & J(cp /\ 'l/J) B (Jcp /\ J'l/J), 
nous pouvons déduire la thèse KK dans un cadre externaliste : 
1. Kp Hypothèse 
2. Kp B (p /\ Bp /\ Jp) (CVJ) 
3. Bp /\ Jp 1, 2 (1) 
4. B(Bp /\ Jp) /\ J( Bp /\ Jp) Par 1\ (1) 
5. B(Bp /\ Jp) /\ Bp 3, 4, /\- élim et /\-intro (1) 
6. J(Bp/\ Jp) /\ Jp 3, 4, /\- élim et /\-intro (1) 
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7. B(Bp 1\ Jp 1\ p) 5, (Dist) (1) 
8. J(Bp 1\ Jp 1\ p) 6, (Dist) (1) 
9. BKp 7, (CVJ) (1) 
10. JKp 8, (CVJ) (1) 
11. KK<p 1, 9, 10, (CVJ) (1) 
12. K<p ~ KK<p ~-intro 
L'association de l'externalisme à la réfutation de la thèse KK n'est donc pas 
justifiée, car l'externaliste ne peut pas exclure d'emblée la possibilité d'un tel 
processus de formation de croyances. À tout le moins, si l'externaliste insiste 
toujours sur la fausseté de la thèse KK, il devra alors montrer comment de 
tels processus sont impossibles (ou improbables), il ne pourra pas se contenter 
d'affirmer qu'un agent épistémique n'est pas « conscient» en général de la 
fiabilité de ses processus de formation de croyances. Cela donne l'impression 
que l'externaliste participe toujours, malgré lui, à un certain préjugé intros­
pectif de la connaissance d'ordre supérieur. 
Hintikka réfute aussi l'idée que la thèse KK soit une thèse (exclusive­
ment) à connotations psychologiques ou introspectives (1963/2005 : 82), et il 
défend sa validité par un argument « logique» dépourvu de telles connota­
tions. Pour juger de la validité ou non de cette thèse, comme de la validité ou 
non d'autres propriétés qu'entretiendrait la connaissance, l'approche de Hin­
tikka consiste à déterminer sous quelles conditions un ensemble d'énoncés 
épistémiques est consistant ou, dans ses termes, défendable. Le qualificatif 
« défendable» est expliqué à l'aide d'une notion de système modèle (model 
system en anglais), qui est en quelque sorte un précurseur d'un modèle de 
Kripke. Un système modèle est donné par deux choses: un ensemble D com­
posé d'ensembles de formules maximalement consistants et une relation bi­
naire p sur D. Un ensemble de formules maximalement consistant représente 
en quelque sorte une possibilité épistémique (ou doxastique), et la relation 
binaire encode une relation d'indiscernabilité entre possibilités épistémiques 
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(ou doxastiques). Selon les conditions que nous imposerons à ces systèmes 
modèles, notamment aux relations binaires, nous obtiendrons des propriétés 
logiques différentes pour les modalités épistémiques; en particulier, certaines 
contraintes posées sur p correspondront directement à la validité de certaines 
formules. 
Parmi les conditions les plus importantes que doivent satisfaire ces modè­
les selon Hintikka, nous retrouvons (en supposant que f.1 et f.1* E st) : 
(C.P*) Si 'Pq' E f.1, alors il existe une alternative f.1* à f.1 (c.-à-d. f.1Pf.1*) 
telle que 'q' appartient à f.1*. 
(C.KK*) Si 'Kp' E f.1, alors 'Kp' E f.1*, pour toute alternative f.1* à f.1. 
(C.K) Si 'Kp' E f.1, alors 'p' E f.1. 
(L'expression' Pq' est synonyme de '----,K----,q' et signifie « Il est épistémique­
ment possible que q ».) La première condition définit ce qu'est la modalité de 
possibilité (épistémique, doxastique ou autre); la deuxième condition exprime 
plus ou moins la thèse KK, la formule' Kp ~ KKp' est d'ailleurs une consé­
quence directe de (C.KK*); et la troisième condition est la factivité, le fait 
que toute connaissance est connaissance du vrai. 
Pour la justification de (C.KK*), on est renvoyé à une partie antérieure 
de l'essai où Hintikka trace la notion de consistance ou de « défensabilité » 
pour les formules de ce langage: 
(A.PKK*) Si 'Kp,', 'Kp/, ... , 'KPn' et 'Pq' appartiennent à un ensemble 
consistant À alors l'ensemble {'Kpl" 'Kp2" ... , 'KPn', 'q'} est un 
ensemble consistant. 
Autrement dit: si la possibilité épistémique d'une certaine chose est compati ­
ble avec ma connaissance alors cette chose est compatible avec ma connais­
sance. L'explication qu'il offre pour ce principe est la suivante: 
One answer to this question seems to be as follows. That q is the case can be com­
patible with everything a certain person - let us assume that he is referred to by a­
knows only if it cannot be used as an argument to overthrow any true statement of 
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the form "a lmows that p". Now this statement can be criticized in two ways. One 
may either try to show that p is not in fact true or else try to show that the person 
referred to by a is not in a position or a condition to know that it is true. In order 
to be compatible with everything he knows, q therefore has to be compatible not 
only with every p which is known to him but also with the truth of aH the true 
statements of the form "a knows that p." And this is exactly what is required by 
(A.PKK*). (Hintikka 1962 : 16) 
Il n'est pas clair pour moi, cependant, que cette condition soit suffisante pour 
assurer la validité de (KK). Si, comme la formulation de (A.PKK*) le sug­
gère, « compatible» signifie consistant, alors on peut très bien exiger que 
l'ensemble {'Kpl', 'Kp2', ... , 'KPn', 'q'} soit consistant sans pour autant exiger 
que tD'ute alternative j..L* à j..L soit une extension maximalement consistante de 
{'Kp/, 'Kp2', ... , 'KPn', 'q'}. Seule cette dernière condition assurera la validité 
de (KK), car être consistant signifie seulement qu'il existe un ensemble maxi­
malement consistant qui inclue {'Kpl', 'Kp2" ... , 'KPn', 'q'}, Hintikka ne sem­
ble pas réaliser cette difficulté. Par conséquent, bien que Hintikka revendique 
(avec raison) la séparation de KK d'avec la transparence épistémique, 
l'argument qu'il présente pour défendre la validité de KK logiquement (et non 
pas psychologiquement) n'est pas concluant, comme le lui a reproché 
d'ailleurs Ginet (1970 : 169-170). 
D'autres aussi ont défendu l'idée que KK n'était pas une thèse qui devait 
être jugée à l'aune de la psychologie, mais au lieu de chercher du côté des 
principes logiques régissant les énoncés épistémiques ils suggèrent plutôt 
d'examiner directement les pratiques linguistiques. Arthur C. Danto fit 
l'observation suivante: 
[... ] there are philosophical views that knowledge is a cognitive condition - a state in 
which the knower is in - and that when he is in this state, his being so is transpar­
ent to himself. So, when he knows, he knows that he knows in virtue of the reflexive 
transparency of the cognitive condition. We could not know without knowing that 
we knew. This could be so; but the original conjunction ["1 know that s but l do not 
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know that l know that s"] would sound weird to anyone with an ear tuned to correct 
English, and, since few native speakers are aware of the transparency theory and 
since fewer still believe it to be true, the weirdness cannot be explained with refer­
ence to that theory. (Danto 1967 : 33) 
Pour juger de la thèse KK, selon Danto, il faut se fier à l'usage du verbe sa­
voir et à la pratique des attributions d'attitudes épistémiqucs, des considéra­
tions sur la transparence et l'internalisme ne devraient pas dominer notre ana­
lyse. Selon cette approche, la thèse KK affirme que les conditions sous lesquel­
les un locuteur typique attribuera à S l'attitude épistémique « il sait que p » 
sont des conditions sous lesquelles un locuteur typique attribue à S l'attitude 
épistémique « il sait qu'il sait que p ». Dans cette interprétation de la thèse, 
rien n'est présupposé quant à la nature et la capacité introspective de l'esprit. 
, 
Radford (1966) et Lemmon (1967) proposent des contre-exemples à la 
thèse KK qui se situent à mi-chemin entre l'examen des pratiques linguisti­
ques et l'adéquation de la thèse avec la transparence épistémique. Radford 
donne l'exemple d'une personne à qui l'on demanderait: « En quelle année 
Élizabeth l est-elle décédée? », et qui répondrait sans conviction: « Je ne sais 
pas, 1603? ». Il prétend que cette personne connait la réponse à la question, 
car Élizabeth l est effectivement décédée en 1603, mais qu'elle ne sait pas 
qu'elle connait la réponse, étant donné le manque de conviction qu'elle affiche. 
Lemmon (1967) donne l'exemple, similaire en esprit, d'une personne à qui l'on 
demanderait: « Connaissez-vous la valeur de pi à dix décimales près? », et 
qui répondrait: « Non», mais quelques instants plus tard dirait: « Oui! Il 
s'agit de 3,1415926536 ». Lemmon suggère qu'au moment de la première ré­
ponse la personne connait la valeur de pi sans savoir qu'elle la connait (encore 
une fois, étant donnée l'hésitation qu'elle démontre dans sa réponse). 
Selon Lehrer (1970), ces exemples ne contredisent pas la thèse KK et ce, 
pour des raisons similaires à celles qui bnt été exposées plus haut. Si l'agent 
semble savoir que p sans savoir qu'il sait que p, cela tient au fait que, pour la 
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connaissance du premier ordre, c'est-à-dire son savoir que p, l'agent ne doit 
pas forcément avoir la conviction que p ou l'inclination à affirmer que p, alors 
que pour la connaissance du deuxième ordre, c'est-à-dire son savoir qu'il sait 
que p, cette conviction ou inclination à affirmer est nécessaire: dans le pre­
mier exemple, l'agent n'est pas convaincu qu'Élizabeth est décédée en 1603 ou 
n'a pas d'inclination particulière à l'affirmer, mais il sait néanmoins qu'elle est 
décédée en 1603; et il en va de même pour le deuxième exemple, l'agent n'est 
pas convaincu que pi ~ 3,1415926536 ou n'a pas d'inclination à affirmer que 
pi ~ 3,1415926536, mais il sait néa.nmoins que pi ~ 3,1415926536. Lehrer sou­
ligne la dispa.rité entre les critères pour la connaissance du premier ordre et 
ceux pour la connaissance du deuxième ordre et en vient à la conclusion: soit 
nous pouvons connaître au premier et au deuxième ordre sans être convaincus 
ou fortement inclinés à affirmer, soit nous devons être convaincus ou forte­
ment inclinés à affirmer au premier et au deuxième ordre afin de pouvoir 
connaître, mais il semble erroné d'exiger une chose au premier ordre et une 
autre au deuxième ordre. Par conséquent, si les exigences pour connaître 
s'appliquent uniformément à tous les ordres, suivant la première option, rien 
n'empêcherait l'agent de savoir qu'il sait car cette connaissance n'exigerait 
aucune conviction de sa part; et suivant la deuxième option, l'agent ne saurait 
pas tout court (au premier ordre) parce qu'il n'est pas conscient de savoir 
immédiatement. 
Tout ceci rappelle une distinction entre la connaissance dispositionnelle et 
la connaissance épisodique que l'on pourrait faire remonter à Aristote. 15 Aris­
tote parle d'un sens du terme « savoir» selon lequel la connaissance pourrait 
être attribuée à une personne qui dort: Einstein savait que E = mc2 même 
s'il n'y pensait pas, même s'il était inconscient ou s'il l'oubliait momentané­
ment. Il s'agit là d'une connaissance dispositionnelle ou potentielle. Par oppo­
sition, la connaissance épisodique est la connaissance que l'on entretient cons­
15 Cf. Éthique à Nicomaque 1146b. 
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ciemment et actuellement. Quand on sait, dans le sens dispositionnel, c'est 
que l'on peut savoir épisodiquement. L'innéisme du JVIénon illustre une forme 
extrême de connaissance dispositionnelle: l'esclave de Ménon ne sait pas 
comment dupliquer la surface du carré selon le sens épisodique, mais il sait le 
faire potentiellement (si l'on en croit Socrate). Nous pourrions aussi, dans le 
même ordre d'idées, parler d'une interprétation synchronique versus une in­
terprétation diachronique des modalités' K' dans la thèse KK. 
Mais peut-être que Radford et Lemmon étaient parfaitement conscients 
de la disparité dont fait part Lehrer et que c'est ainsi qu'ils conçoivent la 
connaissance d'ordre supérieur. Ceci serait en accord avec l'idée exprimée par 
le principe (VK) dont nous avons parlé plus haut: la première occurrence de 
« sait » (à partir de la gauche) agirait comme un modificateur de la deuxième 
occurrence de « sait». S'il y a deux sortes de connaissances impliquées dans 
l'argument, ce n'est pas parce qu'on applique une définition de « savoir» à la 
connaissance du premier ordre et une autre définition de «savoir» à la 
connaissance du deuxième ordre, c'est parce que la connaissance d'ordre supé­
rieur tend à modifier la connaissance d'ordre inférieur, que la même connais­
sance - savoir que p - n'est pas la même lorsqu'elle est dans la portée d'une 
attribution épistémique d'ordre supérieur; une occurrence de « sait» aurait 
une signification différente selon qu'elle se trouve avant ou après une autre 
occurrence de «sait»: le «sait» dans «S sait qu'il sait que pl ~ 
3,1415926536 » n'aurait pas le même sens que le « sait» dans « S sait qu'il 
sait que pi ~ 3,1415926536 ». Nous retrouvons donc sous des traits différents 
l'interprétation agrippéenne de la connaissance d'ordre supérieur où « savoir 
que l'on sait que p » signifierait « vraiment savoir que p ». 
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2.3 L'argument contre KK de Williamson 
Toujours dans le même esprit de l'association de la thèse KK à la transpa­
rence épistémique et, par la suite, de la transparence à une conception agrip­
péenne de la connaissance d'ordre supérieur, Williamson (2000 : Chaps. 4 & 
5) donne deux versions d'un argument contre KK que je présente et analyse 
en détail dans cette section. 
L'argument présuppose une certaine famille A de situations ou d'états, et 
exploite le caractère vague ou flou des conditions de vérité de certains énoncés 
épistémiques, exprimées en fonction des situations de A. l6 Plus précisément, le 
« vague» est donné par une certaine relation d'accessibilité N sur A : si aN[3, 
c'est que les situations a et 0 sont voisines (et pourront éventuellement être 
confondues). Il contribue à l'argument par l'entremise du principe suivant: 
(SK) Pour toute situation a et pour toute l7 proposition p, S sait que s'il sait 
que p dans a alors S sait que p dans toute situation ~ telle que aN[3 
Nous pourrions nommer ce principe) suivant la discussion qui précède son in­
troduction (Williamson 2000 : 96-97 & 115-116), le principe de sécurité épis­
témique : en gros, vu le caractère vague des conditions de vérité de « savoir 
que p », lorsque S sait qu'il sait que p dans une certaine situation a, il doit 
continuer de savoir que p dans des situations 0 avoisinant a. Autrement dit, 
savoir que l'on sait que p entraîne que l'on sache sûrement que p. Si nous em­
ployons la notation 'a If- cp' pour signifier que 'cp' est vrai dans la situation a, 
cette condition s'écrit formellement comme 
(SK) Si a If- KKp alors 0 If- Kp, pour toute situation 0 telle que a~B 
La parenté entre (SK) et (VK) devient alors manifeste car, si nous définissons 
, V' de la manière suivante: 
(V) a If- Vp ssi 0 If- p, pour toute situation 0 telle que aN~, 
16 Je présente ces arguments de manière plus générale que ce que fait Williamson. 
17 Au besoin, on pourra restreindre la portée de ce quantificateur pour qu'il quantifie seule­
ment sur une classe appropriée de propositions. 
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alors (SK) est tout simplement une réécriture particulière de (VK). (D'où 
l'idée aussi que la critique de Williamson repose sur une conception agri­
péenne de la connaissance d'ordre supérieur.) 
\iVilliamson prend pour acquis que le principe (SK) est intrinsèque à la 
thèse KK et s'en sert pour démontrer sa fausseté. Considérons l'énoncé « Il 
fait froid» et un ensemble de situations A telles que: certaines situations de 
A sont des situations où il fait chaud et où l'agent S sait qu'il fait chaud, 
c'est-à-dire S sait qu'il ne fait pas froid; certaines des situations de A sont des 
situations où il fait froid et S sait qu'il fait froid; mais d'autres encore - peut­
être la majorité - sont des situations où il fait chaud ou des situations où il 
fait froid, et S ne sait ni qu'il fait chaud ni qu'il fait froid. Supposons que S 
sache qu'il fait froid dans la situation Ci. La thèse KK nous assure alors que S 
sait qu'il sait qu'il fait froid dans Ci, et le principe (SK) nous permet de dé­
duire que S sait qu'il fait froid dans des situations ~ avoisinant Ci. En répétant 
indéfiniment cet argument simple, nous arriverons à la conclusion que S sait 
qu'il fait froid dans toutes les situations qui sont voisines des situations qui 
sont voisines des situations ... qui sont voisines de Ci. Pour enfoncer le clou 
définitivement avec cet argument, il nous faut une hypothèse supplémentaire 
sur la relation de voisinage N : 
(N) Pour toutes situations Ci et 0, il existe une suite de situations Cio, Cil' ... , 
Ci" telles que Cio = Ci, Ci" = ~ et CiiNCi i+ 1. 
En somme, (N) stipule qu'on peut passer d'une situation à n'importe quelle 
autre via une suite de situations voisines. Dans l'exemple précédent, l'idée est 
que S peut passer d'une situation où il fait 15°C à une situation où il fait 
35°C en passant par une suite de situations avec des températures progressi­
vement plus élevées, chacune étant dans le voisinage de son prédécesseur 
(chacune étant indiscernable de son voisin). 
Transcrivons cette dérivation dans un langage plus rigoureux. Soit '<p' 
une certaine proposition connue par S dans la situation Ci; donc, en particu­
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lier, '<p' est vraie dans Ci. Nous supposerons qu'il existe une situation 0 dans 
laquelle '<p' n'est pas vraie. D'après l'hypothèse (N), il existe des situations C'to, 
Cil' ... , Cin telles que Cio = Ci, Cin = 0 et Ci iNCii+1' L'argument procède alors com­
me suit: 
l. Ci II- K<p Hypothèse sur Ci 
2. Ci II- KK<p Thèse KK 
3. Cil II- K<p Par (8K) 
4. ~ II- KK<p Thèse KK 
5. Ci3 II- K<p Par (81<) 
6. oII- K<p 
7. oII- <p Factivité 
8. -.l Hypothèse sur 0 
L'autre argument de Williamson repose sur une mouture différente du 
principe (8K). La sécurité épistémique se formule non pas en termes de situa­
tions voisines, mais avec une famille de propositions' p( Ci)' dont les conditions 
de vérité sont susceptibles de varier continument en fonction d'un paramètre 
Ci E A. Le paramètre en question pourrait représenter la température, le 
poids, la hauteur ou la couleur, auxquels cas la proposition 'p( Ci)' signifierait 
respectivement « Il fait (environ) Ci degrés », « Il pèse (environ) Ci kilos », 
« Il mesure (environ) Ci mètres» ou « Il est (environ) de la couleur Ci ».18,19 
Puisque Ci varie continument, si la proposition 'p(Ci)' est vraie, il est très pro­
bable (quoique non-nécessaire) que 'p(0)' soit vraie lorsque 0 est dans le voisi­
nage de Ci : si la bille de fer pèse environ l g, il est très probable qu'elle pèse 
IS Le terme « environ» est entre parenthèses ici car sa présence est souvent sous-entendue: 
lorsqu'on dit d'une personne qu'elle fait un mètre quatre-vingt on ne veut pas dire en général 
qu'elle mesure exactement un mètre quatre-vingt mais un mètre quatre-vingt plus ou moins 
« epsilon ». Les propositions de cette famille ont donc des conditions de vérité vagues. 
19 On supposera que le « il » a une valeur définie dans le contexte d'évaluation. 
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environ 1.1 g aussi; et si l'arbre mesure environ 15 m, il est très probable qu'il 
mesure environ 15.1 m aussi. 
La locution « très probable» est nécessaire ici parce la vérité d'une pro­
position n'entraîne pas la vérité d'une proposition avoisinante. Supposons que 
la proposition météorologique « Il fait environ TOC» soit vraie à condition 
qu'il fasse T±I°C, et supposons, par ailleurs, qu'il fasse 15°C dans la situation 
présente. Les propositions 'p(14°C)', 'p(15°C)', 'p(16°C)', pour n'en mention­
ner que quelques unes, seraient donc vraies. Mais la proposition 'p(16.1°C)' ne 
serait pas vraie et ce, en dépit du fait que la proposition avoisinante 'p(16°C)' 
le soit. 
La version du pnnCIpe de sécurité épistémique utilisée ici stipule que 
l'agent S sait que si p(a) alors il ne sait pas que non-p(0), où 0 est une valeur 
voisine de a. Formellement, si nous utilisons la relation N pour traduire la 
proximité entre deux valeurs, le nouveau principe de sécurité s'énonce comme 
suit: 
(NK) K(p(a) ~ -,K-,p(0)) , lorsque aNl3 
Ce principe serait en quelque sorte constitutif de notre connaissance des pro­
positions qui ont des conditions de vérité vagues ou des propositions desquel­
les nous avons une connaissance vague des conditions de vérité. Une façon 
plus simple de formuler (NK) serait peut-être: 
(NK') K(Kp ~ q), si 'q' a des conditions de vérité voisines de celles de 'p' 
Comme c'était le cas pour (SK), nous pouvons voir (NK) ou (NK') comme 
une conséquence de (KK) et de (VK) si la modalité' V' possède la propriété 
suivante: 
(VI) VKp ~ K q, si 'q' a des conditions de vérité voisines de celles de 'p' 
Cet argument sera donc de la même nature. 
Nous supposerons qu'il existe une proposition vraie 'p(0)' et une proposi­
tion fausse 'p(a)' dont la négation, '-,p(a)', est connue, et nous supposerons 
également qu'il y a une condition analogue à (N) garantissant l'existence 
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d'une suite de paramètres a = 0.0, al' 0.2, "') an = 0 voisins (autrement dit, 
qu'il existe un «chemin» des conditions de vérité de 'p(a)' à celles de 
'p(0)'). Sous ces hypothèses, nous avons 
1. K-'p(a) Par hypothèse 
2. KK-,p(a) Thèse KK et ]vIP, 1 
3. K(K-,p(8) ~ -,p(])) , lorsque iN8 Formulation éq. de (NK) 
4. KK-,p(8) ~ K-,p(]), lorsque iN8 Normalité 
5. KK-,p(a) ~ K-,p(al) Instance de 4 
6. K-,p(a l ) MP, 1 et 5 
7. KK-,p(a l ) Thèse KK et MP, 6 
8. KK-,p(al) ~ K-,p(a2) Instance de 4 
9. K-,p(~) MP, 7 et 8 
10. K-,p(a n- l ) 
11. KK-,p( a n- l ) Thèse KK et MP, 10 
12. KK-,p(a n- l ) ~ K-,p(an) Instance de 4 
13. K-,p(0) MP, 11 et 12 
14. -,p(0) Factivité 
15. p(0) Par hypothèse 
16. -.l 
La ressemblance entre les deux contre-exemples devrait maintenant res­
sortir : dans le premier, on fixe la proposition et on considère une famille de 
situations progressivement différentes dans lesquelles peut se trouver l'agent 
épistémique; dans le second, on fixe la situation de l'agent et on considère une 
famille de propositions avec des conditions de vérité progressivement différen­
tes. En fin de compte, c'est blanc bonnet bonnet blanc: ce qui fait fonction­
ner l'argument est une certaine version du principe (VK) dans le contexte du 
vague. L'argument de vVilliamson contre KK est donc parfaitement correct si 
la thèse est interprétée comme impliquant (VK), mais cette interprétation 
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n'épuise pas toutes les possibilités; certes, il existe (possiblement) un sens de 
KK qui endosse cette interprétation, mais nous insistons sur le fait qu'il existe 
un sens de la connaissance d'ordre supérieur qui n'implique pas (VK) et qui 
rend la thèse KK vraie, ce que nous verrons plus loin. 
En terminant, nous pourrions nous demander pourquoi Williamson a 
choisi d'exprimer ridée de sécurité épistémique par (SK) plutôt que par: 
(SK-) Si oc If- Kp alors ~ If- Kp, pour toute situation ~ telle que ocN~ 
Ce principe, avec KK, implique (SK) mais il n'est pas lui-même une consé­
quence de (SK). Je prétendrais même que plusieurs - sinon la plupart des ­
raisons qui justifieraient le choix de (SK) comme formulation adéquate de la 
sécurité épistémique justifieraient également (SK-) comme choix adéquat. Les 
problèmes que nous rencontrons avec (SK-) sont les mêmes que ceux ren­
contrés avec (SK) mais sans la thèse KK : l'hypothèse selon laquelle S sait 
que p dans une certaine situation .mène aussitôt, par une dérivation plus sim­
ple encore que les précédentes, à la conclusion que S sait que p dans toutes les 
situations, mêmes' celles où 'p' est faux, ce qui est évidemment contradictoire. 
Pourquoi donc incriminer KK si d'autres formes de la sécurité épistémique 
produisent la même contradiction sans rinvoquer? Mieux vaudrait peut-être 
incriminer le paradoxe sorite, qui est le suspect de convenance pour ce type de 
délit. 
2.4 L'introspection négative et la transparence doxastique 
S'il y a matière à débat sur la question de la validité ou non de la thèse KK, 
il ne semble pas que l'on puisse en dire autant de sa contrepartie négative ­
la thèse de l'introspection négative. Hintikka (1963/2005) présente un argu­
ment sans détours contre cette thèse qui repose seulement la propriété de fac­
tivité. En effet, nous pouvons prouver que (KoK) produit une conséquence 
difficilement acceptable : 
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1. Kp~p Factivité 
2. ----,p~----,Kp Contraposée de 1 
3. ----,Kp ~ K----,Kp Introspection négative 
4. ----,p ~ K----,Kp 2, 3 et logique propositionnelle 
La simple fausseté d'une proposition 'p' entraînerait que l'agent sache qu'il ne 
sait pas que p, et ce, pour toute proposition 'p'. Même pour l'agent idéalisé 
(et logiquement omniscient) de Hintikka, la propriété que décrit la formule en 
4 serait trop forte. 
Williamson concocte, dans Knowledge and its Limits, un contre-exemple à 
l'introspection négative qui exploite la même idée. 2ü Supposons que Pline sa­
che que la ville de Pompéi avait une population d'environ vingt mille habi­
tants, y ayant résidé une partie de l'année précédente. À son insu, le Mont 
Vésuve est en éruption depuis quelques jours et la ville de Pompéi est complè­
tement ensevelie sous les cendres et la lave, la majorité des habitants sont 
morts et les survivants ont fuit, mais Pline continue de penser qu'elle a vingt­
mille habitants. La ville de Pompéi n'ayant plus vingt mille habitants, il 
s'ensuivrait que Pline ne sait pas que Pompéi a une population de vingt mille 
habitants, la connaissance étant factive. Cependant, il est difficile d'imaginer 
que Pline sache qu'il ne sait pas que la population de Pompéi est de vingt 
mille habitants, car il ignore complètement l'éruption récente (et continue de 
penser que la ville est telle qu'il se la représente). 
Il est facile de générer ce type de contre-exemples, il suffit (a) de choisir 
une certaine proposition 'p' que l'agent connaît dans la plupart des situations 
où elle est vraie, et (b) de choisir une situation où la proposition' p' est fausse 
mais dans laquelle l'agent croit toujours qu'elle est vraie. En somme, il suffit 
de trouver des situations où les attentes épistémiques de l'agent par rapport à 
une certaine proposition dépassent les conditions de vérité de cette proposi­
20 Cf. Williamson 2000 : Chap. 1. Je modifie seulement les personnages et la situation de 
l'exemple. 
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tion. Mais pourquoi cet agent ne saurait-il pas qu'il ne connaît pas cette pro­
position, pourquoi la conséquence 4 est-elle inacceptable? Pour bien compren­
dre le fonctionnement du contre-exemple, nous devons élucider certaines hy­
pothèses relatives à la connaissance et la croyance et qui sont sous-jacentes au 
contre-exemple. Soit 'B/ une modalité qui traduit la locution modale « S 
croit et a des bonnes raisons de croire que» (autrement dit, nous pourrions 
comprendre' B/ comme' Btp /\ Jtp'). Nous prétendons que l'hypothèse princi­
pale nous permettant de déduire une contradiction (de ce contre-exemple) est 
(BK) Bjp ~ B./Ktp 
Ce principe traduit l'idée que, si nous avons des bonnes raisons de croire que 
tp, nous avons de bonnes raisons de croire que nous savons que tp. Une autre 
manière de comprendre (BK) est par la notion d'attente épistémique: la 
croyance justifiée produit chez l'agent une attente (justifiée) de connaissance. 
A ce principe, s'ajoutent deux autres principes sur 'B/ qui complètent le por­
trait: 
(K~B) Ktp ~ BfP 
(D) Bjp ~ --.Bi0tp ou, de manière équivalente, --.(BfP /\ B./--.tp) 
Le premier stipule que la croyance (accompagnée de raison) est une condition 
préalable à la connaissance, et la deuxième stipule (ou est équivalente à la 
stipulation) qu'un agent ne peut croire (de manière justifiée) une chose et son 
contraire (ce qui ne l'empêche pas de croire des faussetés pour autant). Sup­
posons enfin que notre agent S soit dans une situation cr telle que décrite par 
(a) et (b), nous pouvons déduire une antinomie de cr de la manière suivante: 
1. -.tp Constitutif de cr 
2. -.Ktp Factivité 
3. K-.Ktp (K --.K), 2 
4. BJ-.Ktp (K~B), 3 
5. B;p Constitutif de cr 
6. B./Ktp (BK),5 
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7. BJKrp /\ B"Krp 4, 6 
8. ...L (D),7 
Nous prétendons donc que celui qui réfute la thèse K,K doit présupposer 
minimalement (BK) pour faire ressortir l'antinomie à laquelle la thèse de 
l'introspection négative nous mène. Par conséquent, Williamson serait commis 
à ce principe d'introspection doxastique. Or, il y a précisément une consé­
quence de (BK) qu'il nous faut examiner à présent. Si la connaissance que 
traduit' K' est de type « platonicienne», en ce sens qu'elle satisferait: 
(PL) Krp ~ BJrp /\ rp, 
nous pouvons démontrer que la thèse KK est valide. En effet: 
1. Krp Hypothèse 
2. BfP (PL), 1 (1) 
3. BJKrp (BK), 2 (1) 
4. BJKrp /\ Krp 1, 3 (1) 
5. KKrp (PL),4 (1) 
6. Krp ~ KKrp 1-5, ~-intro 
Williamson, ou tout autre critique de la thèse KK, pourra toujours s'attaquer 
à l'idée que la connaissance est une croyance vraie justifiée. En effet, \t\Tilliam­
son se débarrasse de la notion de croyance (justifiée) dans sa caractérisation 
de la connaissance et suggère que la notion de croyance devrait plutôt être 
définie en termes de connaissance (2000 : Chap. 1), mais pourra-t-il garantir 
que la notion de croyance qu'il développera ne satisfera pas elle-aussi (PL)? 
Sinon, il finira par défendre KK malgré lui. 21 
21 Il ne faut pas nécessairement définir la connaissance comme croyance vraie justifiée pour 
que (PL) tienne nécessairement entre 'K' et 'E/. Par exemple, '5 + 7 = 12' est une vérité 
nécessaire, mais on ne considère pas que '5' soit défini en termes de '7' et '12', '7' en termes 
de '5' et '12' ou '12' en termes de '5' et '7'. De la même manière, une notion de connaissance 
'K' peut être primitive et satisfaire l'équivalence (PL). 
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Nous terminons cette section avec un prix de consolation pour le partisan 
de la transparence, à la fois positive et/ou négative. L'argument précédent 
nous a montré clairement que la thèse K-,K est définitivement à proscrire, 
mais sa forme doxastique n'est pas interdite: 
-, BfP ~ B j -, BfP 
Ce principe ne traduit pas une thèse aux résonnances introspectives excessi­
ves, il stipule simplement que l'on croit de manière justifiée que l'on ne croit 
pas (de manière justifiée) que <p quand on ne croit pas (de manière justifiée) 
que <p. Il pourrait même être renforcé de la manière suivante: 
sans que l'on retrouve l'antinomie précédente. Ce pnncipe est la deuxième 
moitié d'une thèse, dont la première (moitié) est 
(KB) BJ<p ~ KBJ<fJ, 
et que l'on pourrait nommer la transparence doxastique, l'idée que nous 
connaissons ce que nous croyons (de manière justifiée) ou pas. La transpa­
rence doxastique, par opposition à la transparence épistémique, ne requiert 
pas que nous puissions reconnaître les états mentaux (doxastiques) qui sont 
des états proprement épistémiques. Or, c'était cette condition supplémentaire 
qui exigeait, chez Descartes, l'intervention de la garantie divine et, chez les 
stoïciens, l'existence de représentations compréhensives. Rien de tel n'est né­
cessaire pour défendre la transparence doxastique. 
2.5 L'argument de l'action 
J'aimerais montrer à présent comment la transparence doxastique, autant 
positive que négative, est présupposée dans une grande variété de situations. 
Nous chercherons à montrer qu'un agent (responsable) dans ces situations 
doit être conscient des croyances qu'il entretient afin d'agir. L'idée que la 
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transparence est nécessaire à l'action n'est pas forcément nouvelle, mais nous 
verrons comment cette nécessité s'articule dans les détails. 
D'abord, pourquoi Archimède a-t-il crié « Eurêka! »? L'histoire raconte 
que le roi Hiéron avait donné une certaine quantité d'or massif à un orfèvre 
pour qu'il lui confectionne une couronne. Ayant des doutes finalement quant à 
l'honnêteté de l'orfèvre et soupçonnant ce dernier de l'avoir dupé en substi­
tuant l'or massif par un alliage d'or et d'argent (gardant ainsi une partie de 
l'or pour lui-même), il fit venir Archimède et lui demanda de trouver un 
moyen de déterminer si la couronne était en or massif ou fait d'un alliage, et 
ce, sans la faire fondre ni l'abimer. L'anecdote veut qu'Archimède vînt à dé­
couvrir comment résoudre ce problème dans son bain, criât « Eurêka», et 
traversât la ville nu jusqu'à la cour du roi. Anecdote mise à part, la question 
demeure: pourquoi Archimède a-t-il crié « Eurêka! »? Parce qu'il savait dé­
sormais comment déterminer si la couronne était faite d'or pur ou d'un al­
liage. Et pourquoi a-t-il couru jusqu'à la cour du roi? Parce que s'il savait 
comment résoudre le problème du roi, il devait impérativement lui en faire 
part. Nous voulons connaître les hypothèses sous-jacentes à la situation 
d'Archimède, c'est-à-dire les hypothèses nécessaires (et suffisantes) pour dé­
duire le fait qu'Archimède se rend à la cour du Roi Hiéron, et nous préten­
dons que parmi celles-ci se trouve une instance de la transparence doxastique 
positive. 
Soit 'p' l'énoncé « Il existe une méthode pour déterminer la nature de la 
couronne sans l'endommager », soit 'q' l'énoncé « Archimède se rend à la 
cour du roi », et supposons que '0' traduise la notion modale d'obligation. 
Nous permettrons à la fois des expressions de la forme '0'ljJ' et de la forme 
'0('ljJ, <p)' qui ont les significations intuitives suivantes: 
0'ljJ = Il est obligatoire que <p 
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O('lj;, <p) = Si <p, alors il est obligatoire que 'lj;22 
La première forme d'obligation est l'obligation tout court, tandis que la 
deuxième est une obligation conditionnelle. De l'obligation conditionnelle, je 
ne supposerai que la propriété suivante: 
(FD) <p 1\ O('lj;, <p) ~ O'lj;, 
c'est-à-dire que, si <p et s'il est obligatoire que 'lj; lorsque <p, il est obligatoire 
que 'lj; (principe surnommé factual detachment en anglais, d'où le « FD »). 
Les deux prémisses explicites énoncées ci-dessus (celles qui suivent les « parce 
que» dans le paragraphe précédent) peuvent se traduire par: 
(KI) Kp
 
(K2) O( q, Kp)
 
A l'instar de notre discussion sur la connaissance plus haut, il serait plus ap­

proprié et plus général de représenter ces deux énoncés par
 
(BI) BJp (ou« Archimède croit de manière justifiée que p »)
 
(B2) O(q, BJp) (ou« il est obligatoire que q, si BJp »)
 
Une simple application de (FD) à ces deux énoncés entraîne l'obligation
 
qu'Archimède a de se rendre à la cour, 'Oq', mais pas le fait qu'Archimède se
 
rend à la cour, ce que nous voulons. Il manque un principe qui ferait le pont
 
entre 'Oq' et 'q'.
 
Une première idée serait de prendre l'implication 'o'lj; ~ 'lj;' comme une 
propriété d'un agent responsable: un agent responsable serait un agent qui 
accomplit les actions obligatoires. Toutefois, dans un cadre épistémique, il y a 
matière à contexter la nature simpliste de cette formalisation de la responsa­
bilité car elle laisse entendre que l'obligation tiendrait à un impératif indépen­
dant de la connaissance de l'agent, que l'obligation serait remplie sans que 
l'agent soit conscient de son caractère obligatoire. Or, l'action susceptible 
22 Le lecteur pourra remplacer 'O('ljJ, 'P)' par ''P ~ o'ljJ' afin de comprendre à quoi peut res­
sembler une obligation conditionnelle de cette sorte. Il faut retenir toutefois que je n'endosse 
pas cette interprétation particulière de l'obligation conditionnelle (cf. Carmo & Jones 2002). 
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d'obligation est une action décidée ou délibérée, et on n'accomplit pas une 
action délibérée sans savoir qu'elle est obligatoire. Cette relation entre la 
connaissance, l'obligation et l'action est inscrite notamment dans le principe 
légal nemo censetur ignorare legem, le principe selon lequel nul n'est censé 
ignorer la loi. 23 Si nul ne peut ignorer la loi, c'est qu'il est sous-entendu que, 
sans connaissance de la loi, l'agent pourrait être excusé de ne pas avoir agi 
selon la loi, qu'on ne pourrait pas l'accuser de faillir à cette obligation. Tel est 
le rôle de nemo censetur ignorare legem : faire en sorte que l'agent soit censé 
connaître le::; obligations qu'il doit accomplir. Pour cette raison, nous choisis­
sons de caractériser un agent responsable comme un agent tel que 
(AR) Ko'l/; -+ 'l/;. 
Par ailleurs, pour des raisons similaires aux précédentes, nous supposerons 
que l'agent responsable connaît la « mécanique» de l'obligation; en particu­
lier, nous supposerons qu'il connaît (FD) et que l'implication suivante découle 
de cette connaissance de (FD) : 
(AFD) K<p /\ Ko('l/;, <p) -+ Ko'l/;. 
Par conséquent, en combinant (AR) et (AFD), l'implication 
K<p /\ Ko ('l/; , <p) -+ 'l/; 
sera vraie d'un agent responsable. 
Retournons maintenant à Archimède. Tout d'abord, notre supposition de 
départ est qu'Archimède est un agent responsable, ce qui nous permet de dé­
duire: 
KBJp /\ KO( q, BJp) -+ q 
Pour arriver à la conclusion' q' il suffirait donc que 
KBJp 
KO(q, BJp) 
La deuxième prémisse est vraie dans le contexte que nous avons décrit: Ar­
chimède acquit cette connaissance lorsque Hiéron lui formula sa demande. 
23 Ce principe est parfois exprimé par l'adage ignorantia juris non excusat. 
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Reste la première prémisse. Le contexte précise que 'Bjp' est vrai mais ne dit 
rien quant à 'KBjp'. Supposons que ',KBjp' est vrai (et donc que 
l'introspection doxastique positive est fausse). Est-il raisonnable de penser 
qu'Archimède pourrait défendre son inaction en soutenant qu'il ne savait pas 
qu'il croyait (de manière justifiée) qu'il existait une méthode pour déterminer 
la nature de la couronne sans l'endommager, et ce, malgré le fait qu'il croyait 
(de manière justifiée) qu'il existait une méthode pour déterminer la nature de 
la couronne sans l'endommager, qu'il connaissait l'obligation (conditionnelle) 
à laquelle Hiéron l'avait assujetti, et qu'il est un agent responsable? Cela me 
semble peu plausible. Il faut donc penser que 'KBjp' est vrai et que 
l'introspection doxastique positive est vraie aussi dans ce contexte. 
La situation dans laquelle se trouve Archimède présente une forme simi­
laire à de nombreuses autres. Supposons que vous regardiez les infos à la télé­
vision et que vous attrapiez le message suivant du service de police: « Si 
vous voyez une personne telle que [une photo est montrée ou description est 
donnée], communiquez avec le service de police au ... ». Supposons que vous 
ayez aperçu un individu X ayant tous les attributs de l'individu recherché. 
Vous seriez donc justifiés de croire que X est le suspect recherché. Par ail­
leurs, étant donné que vous avez entendu l'annonce du service de police, vous 
savez que, si vous croyez (de manière justifiée) que X est le suspect recherché, 
vous devez communiquer avec la police. Disons que 'p' est l'énoncé « X est 
l'individu recherché par la police» et 'q' est « Vous communiquez avec la 
police », nous avons donc que BJp et KO(q, Bjp). Par (AR) et (AFD), si vous 
êtes un bon citoyen, nous avons que 
KBjp Î\ KO(q, BJp) ~ q 
Encore une fois, la seule manière de défendre votre inaction dans ce contexte 
serait de prétendre que vous croyiez avoir vu l'individu X mais que vous ne 
saviez pas que vous croyiez l'avoir vu. Ce qui semble absurde. (KB) est donc 
vrai dans ce cas également. 
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Le même argument, à quelques détails près, peut être utilisé pour défen­
dre la vérité de (K.B). Pour ce faire, il suffit de considérer les obligations 
conditionnelles de la forme 'O('IjJ, .B/p)'. Prenez le cas d'un employé d'un 
centre d'appel pour le service à la clientèle d'une certaine compagnie (fournis­
seur internet, fabricant de balayeuse, Colgate, etc.). La première personne à 
qui vous parlez sait répondre à la plupart des questions élémentaires. Si elle 
n'arrive pas à vous répondre, elle doit vous référer à un supérieur hiérarchi­
que. La loi derrière cette prescription est bel et bien de la forme 'O('IjJ, .B;p); 
par exemple, ''P' pourrait être « Il y a du fluorure dans le dentifrice X» et 
''IjJ' pourrait être «L'appel est transféré à un supérieur immédiat ».24 
L'employé modèle ne peut ignorer cette loi, il sait donc que, s'il n'est pas en 
mesure d'affirmer que le dentifrice X contient du fluorure (ou non), il doit 
transférer l'appel à un supérieur immédiat; autrement dit, la proposition 
'KO('IjJ, .B;p)' est vraie dans cette situation. Il semble encore une fois qu'il 
serait absurde que l'employé puisse être à la fois responsable, en l'occurrence 
remplir les obligations prescrites par son boulot, et omettre de transférer un 
appel concernant le dentifrice X pour lequel il n'était pas en mesure d'affirmer 
s'il contenait ou non du fluorure. L'introspection doxastique négative n'est 
donc pas falsifiée par cet exemple non plus. 
Dans chacun de ces exemples, la véracité de (KB) (resp. (K.B)) tenait à 
l'incompatibilité apparente entre le fait qu'un agent croie (resp. ne croie pas) 
et le fait qu'il ne sache pas qu'il croit (resp. ne croit pas). Le comportement 
d'un tel agent serait difficile, me semble-t-il, à défendre devant un tribunal ou 
dans la cour du roi. La seule chose pouvant excuser l'inaction de l'agent serait 
son ignorance de l'obligation, mais c'est précisément ce que l'hypothèse nemo 
censetur ignorare legem empêche. Je ne vois pas dans quelle situation un 
agent pourrait croire que 'P, savoir que O('IjJ, BJ'P) (ou que O('IjJ, .BfP)) et 
24 Pour être parfaitement rigoureux, il faudrait écrire la loi comme 'o('ljJ, ,B/p 1\ ,BJ,<p)'. 
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prétendre de ne pas savoir qu'il fallait que 'l/J. Comment pourrait-on alors ex­
pliquer le cri d'Archimède? 
2.6 Remarques finales 
Dans les sections précédentes, nous avons examiné les différents arguments 
pour et contre les thèses KK et K.K, et nous avons défendu l'idée qu'il exis­
tait une relative indépendance entre ces thèses et les thèses dites 
d'introspection positive et négative, lesquelles sont conçues comme des consé­
quences de la transparence épistémique (une thèse aux résonnances internalis­
tes). En particulier, nous avons montré, sous certaines hypothèses, que la thè­
se KK pouvait être vraie même si la connaissance' K' était interprétée de ma­
nière externaliste. Nous avons analysé un argument contre la thèse K.K et 
découvert qu'il reposait sur une certaine prémisse de nature introspective: 
(BK) BfP ~ BJK<p. 
Et nous avons vu qu'il était possible de démontrer la validité de KK, à partir 
de cette prémisse, si la connaissance était de type « platonicienne», c'est-à­
dire si l'équivalence suivante était vraie de 'K' et 'B;' : 
(PL) K<p ~ <p 1\ BfP. 
Cette analyse a permis d'énoncer une forme doxastique de la transparence, 
donnée par les principes 
(KB) BfP ~ KBfP 
(K.B) .BfP ~ K.BJ<p 
et que nous avons défendus à la section précédente grâce à certains exemples 
paradigmatiques. La transparence doxastique rend les conditions de vérité de 
'K<p' et de 'KK<p' identiques, faisant d'elle une interprétation transparentiste 
de la thèse KK. 
Formellement, si nous interprétons le langage (avec la modalité 'B/) dans 
une structure de Kripke conventionnelle K = < W, R >, alors les principes 
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positif et négatif de transparence doxastique sont valides dans K si et seule­
ment si R est une relation euclidienne, où une relation est euclidienne si, pour 
tous w, u et v E W, 
wRu & wRv ::::} uRv. 
Une relation d'accessibilité euclidienne R est une relation telle que sa restric­
tion à R[w], l'ensemble des mondes accessibles depuis w, est la relation totale. 
Autrement dit, une relation est euclidienne si, quelque soit w, tous les mondes 
accessibles depuis w sont accessibles entre eux (mais ils n'accèdent pas néces­
sairement à w). 
Va pour l'interprétation transparentiste. Qu'en est-il de l'interprétation 
agrippéenne de la connaissance d'ordre supérieur? Rappelons que, pour une 
interprétation agrippéenne, savoir que l'on sait que <p constitue une connais­
sance plus forte, plus rigoureuse que savoir que <p. Le fait que nous avons 
montré la possibilité d'une conception transparentiste de la connaissance 
d'ordre supérieur n'exclut pas la possibilité d'une interprétation agrippéénne 
de celle-ci. Mais, si l'interprétation agrippéenne est effectivement possible, 
alors comment pouvons-nous aussi la représenter par KK? 
À la section 2.3, nous avons déterminé que l'interprétation agrippéenne 
de Williamson reposait sur une certaine opération (V' dont la signification 
était donnée par la clause (V). Malgré les apparences, cette clause ne se tra­
duit pas dans le cadre kripkéen. En effet, pour exprimer formellement les 
idées sous-jacentes à celle-ci, il faudrait qu'une modalité puisse s'appliquer à 
des notions d'ordre supérieur, comme la connaissance, d'une manière qui n'est 
pas envisageable dans la sémantique de Kripke. Nous analyserons ce phéno­
mène modal d'ordre supérieur au prochain chapitre et, en particulier, nous 
présenterons une façon de représenter l'interprétation agrippéenne que l'on 
prête ici à Williamson. 
Chapitre 3 
Une question d'attitude 
There are known knowns. These are things we know 
that we know. There are known unknowns. That is to 
say, there are things that we know we don't know. But 
there are also unknown unknowns. There are things we 
don't know we don't know. 
Dona.ld Rumsfeld 
Savoir est une attitude. Si Pompée sait que Jules César a traversé le Rubicon, 
c'est que Pompée entretient une attitude de connaissance vis-à-vis la proposi­
tion « Jules César a traversé le Rubicon». De même, si Pompée sait que Ci­
céron est un grand orateur, c'est qu'il entretient une attitude similaire à 
l'endroit de la proposition « Cicéron est un grand orateur ». Une attitude est 
une certaine relation entre un agent et un contenu, ce contenu pouvant être 
propositionnel ou non: Jules César connaît la Gaule, donc Jules César entre­
tient également une attitude épistémique, mais celle-ci n'est pas dirigée vers 
un contenu propositionnel. Savoir, comme croire, se souvenir, désirer, vouloir, 
etc. sont des attitudes qui, pour la plupart, sont propositionnelles, mais elles 
sont parfois dirigées vers des objets, des capacités ou encore des événements. 
L'attitude propositionnelle est toutefois considérée comme étant la plus géné­
rale, et de manière générale il est possible de transformer une attitude non­
propositionnelle en une attitude propositionnelle. Nous pouvons donc conce­
voir la connaissance comme une certaine sorte d'attitude propositionnelle sans 
perte de généralité. 
Il appartient à von Wright (1951) d'avoir consacré l'étude modale des 
attitudes épistémiques. L'analyse de la connaissance s'est donc transformée, 
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avec lui, en une analyse des propriétés « logiques» des modalités que consti­
tuent les attitudes épistémiques. Au chapitre précédent, nous avons d'ailleurs 
participé à ce paradigme: l'analyse de la thèse de l'introspection épistémique 
(positive) fut réduite à la question de la validité ou non de 'K<p ~ KK<p', 
pour '<p' un énoncé quelconque (où, bien sûr, 'K' est une modalité qui repré­
sente l'attitude épistémique « S sait que»). Mais nous avons vu à la dernière 
section que la sémantique~ traditionnelle pour les modalités - c'est-à-dire la 
sémantique des mondes possibles - n'arrivait pas à exprimer ce que nous 
avons nommé « l'interprétation agrippéenne » de la thèse KK. Dans ce cha­
pitre, nous aimerions examiner de plus près ces limitations et comprendre, 
ultimement, comment la sémantique des mondes possibles pourrait être éten­
due pour exprimer les notions sous-jacentes à l'interprétation agrippéenne de 
la connaissance d'ordre supérieur (celle-là même qui rend la thèse KK fausse). 
Nous commencerons par une brève genèse conceptuelle des attitudes proposi­
tionnelles et de la manière dont la sémantique des mondes possibles les inter­
prète. Ensuite, nous examinerons en détail l'interprétation philosophique que 
Lewis (1996) donne aux mondes possibles dans le contexte de l'épistémologie 
afin de nous guider dans notre diagnostique; en particulier, nous chercherons 
à déterminer ce que cette interprétation entraîne quant à la connaissance 
d'ordre supérieur. Au cœur de ce chapitre se trouvent deux contre-exemples à 
la thèse KK, formulés dans les termes de l'épistémologie des mondes possibles, 
qui nous forcent à traiter de front la question de la connaissance d'ordre supé­
rieur. L'analyse de ces contre-exemples aboutira à l'introduction d'une nou­
velle sémantique pour les modalités. 
3.1 L'attitude propositionnelle comme opération logique 
L'attitude propositionnelle occupe une place controversée dans l'analyse des 
propositions en raison de sa relation à prime abord conflictuelle avec le prin­
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cipe de compositionalité, principe selon lequel toute proposition résulterait de 
l'application d'opérations propositionnelles primitives à des propositions ato­
miques ou élémentaires. Sur le plan sémantique, ce principe entraîne que la 
signification d'une expression complexe est déterminée par les significations de 
ses expressions constituantes et de la manière dont les opérations primitives 
transforment les significations; ultimement, la signification de toute expression 
se réduit donc aux significations des expressions et des opérations primitives. 
Une conséquence notable du principe de compositionalité est le fait qu'une 
expression peut être substituée par une autre de même signification salva veri­
tate (sans affecter la signification, ou la valeur de vérité, des expressions résul­
tantes). Ainsi, une proposition comme 
(1) Si Jules César a traversé le Rubicon alors Pompée prépare la guerre
 
se décompose en deux propositions:
 
(1.1) Jules César a traversé le Rubicon
 
(1.2) Pompée prépare la guerre
 
et l'opération propositionnelle « si ... alors ». La valeur de vérité de la propo­

sition complexe (1) est alors déterminée par les valeurs de vérité des proposi­

tions (1.1) et (1.2) et de la fonction de vérité que définit la conditionnelle ma­

térielle « si ... alors ». Par ailleurs, puisque
 
(1.3) L'illustre fils de Caius Julius Caesar III a traversé le Rubicon
 
a la même valeur de vérité que (1.1) (car Jules César est cet illustre fils), la
 
proposition
 
(1.4) Si l'illustre fils de Caius Julius Caesar III a traversé le Rubicon alors
 
Pompée prépare la guerre 
possède la même valeur de vérité que (1) (d'après la conséquence notable 
mentionnée ci-dessus). 
Il ne faut pas laisser la simplicité apparente du principe de compositiona­
lité nous tromper, car ses implications sont considérables et non-triviales. Il 
précise notamment la forme que doit prendre une théorie exhaustive des pro­
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positions: celle-ci doit d'une part donner un inventaire des propositions élé­
mentaires et, d'autre part, donner une liste exhaustive des opérations proposi­
tionnelles. À plusieurs égards, la tâche la plus difficile consiste à trouver les 
opérations primitives, et le mérite d'avoir accompli cette tâche pour les pro­
positions logiques et mathématiques revient à Frege. Nous savons grâce à lui 
que l'ensemble que forment les connecteurs booléens - négation, conjonction, 
disjonction, implication - et les quantificateurs - existentiel et universel - est 
suffisant pour générer toutes les propositions du langage mathématique (je dis 
bien les propositions du langage mathématique et non pas les propositions 
correspondant uniquement à des théorèmes). Selon Frege une proposition (ou 
un énoncé) dénote une valeur de vérité, le Vrai ou le Faux,25 et les constantes 
logiques correspondant à des fonctions de vérité: la négation d'une proposi­
tion est vraie ssi la proposition niée est fausse, la disjonction est vraie ssi un 
des disjoints est vrai, la conjonction est vraie ssi chaque conjoint est vrai, une 
proposition universelle est vraie ssi toutes ses instances le sont, etc. La valeur 
de vérité d'une proposition complexe se détermine alors par ces fonctions de 
vérité et les dénotations de ses propositions élémentaires. 
Pouvons-nous vraiment concevoir une attitude propositionnelle comme un 
connecteur propositionnel d'une certaine sorte comme le fit von Wright, c'est­
à-dire une opération qui associerait une proposition à chaque paire agent­
proposition? Par exemple, à l'agent « Pompée» et à la proposition « Jules 
César a traversé le Rubicon », l'opération associerait la proposition « Pompée 
sait/croit que Jules César a traversé le Rubicon ». Les propositions mathéma­
tiques étant plutôt laconiques sur la question des agents en général, il est 
tout-à-fait attendu que Frege ait omis d'ajouter des attitudes propositionnel­
les à son répertoire de connecteurs propositionnels. Mais une telle omission 
est-elle possible pour l'analyse du langage dans son ensemble? 
25 Cf. Frege, « Sens et dénotation») in Frege (1971). 
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A cette question, Wittgenstein répond par l'affirmative. Wittgenstein est 
très certainement l'un des premier éliminativistes en matière d'attitudes pro­
positionnelles. Un des objectifs principaux du Tmctatus était de délimiter ce 
qui pouvait être exprimé de ce qui ne pouvait l'être, et la manière de déter­
miner cette frontière était de déterminer la forme générale de la proposition, 
autrement dit une règle pour générer l'ensemble des propositions. L'attitude 
propositionnelle, selon lui, n'est pas une opération qui, à partir d'une proposi­
tion, nous permet d'en former une autre, c'est-à-dire une opération qui génère 
« Pompée sait que Jules César a traversé le Rubicon» à partir de « Jules 
César a traversé le Rubicon» et de « Pompée sait que ». Wittgenstein tente 
de minimiser la différence entre ces deux propositions pour justifier son élimi­
nativisme, et il explique la différence entre « Pompée sait que Jules César a 
traversé le Rubicon» et « Jules César a traversé le Rubicon» par la distinc­
tion entre diTe et montrer, autre thème central au Tmctatus : « Pompée sait 
que p» est simplement une façon d'exprimer la proposition « 'p' dit p » 
(5.542). Il est bien connu que Quine a aussi milité pour l'élimination des atti ­
tudes propositionnelles (pour des raisons différentes). Ses positions éliminati­
vistes étaient justifiées notamment par une adhérence au béhaviorisme, lequel 
nie l'existence des états mentaux. Ainsi, l'attitude propositionnelle est pour 
Quine une sorte de vestige théorique d'un langage/théorie archaïque, et la 
science empirique ne tardera pas à montrer qu'il est possible de se passer de 
ces notions désuètes. 26 
Nous prendrons acquis, dans ce qui suit, que ces attitudes ne sont pas 
éliminables. 27 Ceci nous mène donc naturellement à la question de savoir s'il 
est possible d'introduire des nouveaux connecteurs afin de les prendre en 
compte. Car il se pourrait effectivement que les attitudes propositionnelles 
2G Cf. Quine 1953 : Chap. VIII et Quine 1960 : Chap. VI.
 
27 Cette présupposition est justifiée à mon avis par le fait que les éliminativistes n'ont jamais
 
vraiment montré comment se débarrasser des attitudes propositionnelles.
 
Chapitre 3 - Une question d'attitude 62 
soient inéliminables sans que l'on puisse « sauver» le principe de compositio­
nalité. Il est bien connu que les attitudes propositionnelles semblent violer la 
substitution salva veritate qu'implique le principe de compositionalité. En ef­
fet, dans la portée d'une attitude, les propriétés sémantiques d'une proposi­
tion semblent brouillées. Si Pompée sait que Cicéron est un grand orateur 
mais ignore qui est Marcus Tullius, Pompée sait-il que Marcus Tullius est un 
grand orateur? Évidemment non. Mais si «Pompée sait que» était un 
connecteur comme les autres, la compositionalité voudrait que la fonction de 
vérité correspondant à « Pompée sait que» soit invariante sur des proposi­
tions ayant des valeurs de vérité identiques. Or, « Cicéron est un grand ora­
teur » et « Marcus Tullius est un grand orateur» ont des conditions de véri­
té identiques, donc il faudrait que « Pompée sait que Cicéron est un grand 
/ 
orateur» et « Pompée sait que Marcus Tullius est un grand orateur» aient 
des valeurs de vérité identiques aussi (ce qui n'est pas le cas). L'attitude 
« Pompée sait que» ne semble pas respecter le principe de compositionalité, 
car il rend opaque la référence des noms et, conséquemment, la valeur de véri­
té des propositions qui se trouvent dans sa portée. 28 
Le problème de l'opacité référentielle ou de l'intensionalité est notoire­
ment complexe et la description brève, incomplète et pédestre qui précède est 
là simplement pour illustrer les difficultés que posent l'introduction d'un opé­
rateur propositionnel comme « Pompée sait que ». Mais ces difficultés ne 
sont pas circonscrites aux attitudes propositionnelles, elles sont le lot des mo­
dalités en général. Nous pourrions même définir une modalité comme une opé­
ration propositionnelle unaire qui présente une opacité référentielle, la nécessi­
té métaphysique étant un exemple classique. En effet, si le nombre de planè­
tes est huit, alors du fait que huit est nécessairement égal à huit il 
28 Normalement, on parle substitution salva veritate (et d'opacité référentielle) pour les termes 
(d'individus) seulement. J'emploie ici une conception plus générale de celle-ci. 
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s'ensuivrait, encore par cette forme du principe de compositionalité,29 que le 
nombre de planètes est nécessairement huit. Ce qui est absurde. Nous verrons 
dans la prochaine section comment la sémantique des mondes possibles per­
met de régler ces difficultés. 
3.2 Les mondes possibles à la rescousse de la compositionalité 
Il est vrai qu'avec une sémantique de valeurs de vérité il n'y a pas grand­
chose à espérer d'un traitement logique de la modalité; pour une modalité 
fidèle à la substitution salva veritate, il n'y a que deux issues possibles: soit 
elle définie la fonction de vérité identité soit elle définit la fonction de vérité 
de la négation. Mais au lieu d'accuser la notion de modalité, il faudrait plutôt 
dénoncer la simplicité d'esprit de la sémantique des valeurs de vérité: son 
pouvoir de discrimination entre propositions est ridiculement limité. D'une 
certaine manière, étant données deux propositions, il y aurait une chance sur 
deux qu'elles aient la même « signification». 
Le problème avec la sémantique de la valeur de vérité est qu'elle n'a 
d'égards que pour ce qui est vrai actuellement, et il n'y a pas que les attitudes 
propositionnelles et la nécessité métaphysique qui en souffrent. Les énoncés 
(2) Il y a une chance sur quatre que le bébé ait les yeux bleus 
(3) Il est fort probable qu'il pleuve demain 
sont tout aussi opaques que les énoncés modaux considérés plus haut, peut-il 
se permettre d'éliminer ce type d'énoncés aussi? Les opérateurs probabilistes 
« Il y a une chance sur quatre que » et « Il est fort probable que » apparais­
sant dans (2) et (3) sont opaques car, si nous remplaçons les sous-énoncés 
29 Il faut comprendre qu'il n'existe pas seulement un principe de compositionalité : chaque 
sémantique présuppose un tel principe. Ainsi, dire que le principe de compositionalité est 
violée par une certaine catégorie d'énoncés revient simplement à dire que la sémantique en 
question est inappropriée pour cette catégorie d'énoncés (et non pas que le principe de com­
positionalité dans sa forme générale est fautif). 
Chapitre 3 - Une question d J attitude 64 
dans (2) et (3) par des énoncés ayant la même valeur de vérité, alors ils 
n'auront plus forcément la même valeur de vérité. Par exemple, supposons 
que « Le bébé aura les yeux bleus» ait la même valeur de vérité que « Il 
pleuvra demain ». Le principe de compositionalité (sous la forme décrite plus 
haut) entraînerait alors que 
(2.1) Il Y a une chance sur quatre qu'il pleuve demain 
(3.1) Il est fort probable que le bébé ait les yeux bleus 
ont les mêmes valeurs de vérité que (2) et (3) respectivement, ce qui est ab­
surde car ils se contredisent. 3o 
Si je parle de ces opérateurs probabilistes, c'est pour illustrer comment la 
théorie des probabilités arrive à éviter les difficultés sémantiques susmention­
nées. La théorie des probabilités rend compte de la divergence entre les condi­
tions de vérité de (2) et celles de (3) à l'aide d'un univers probabiliste, une 
idée qui remonte à Kolmogorov (1933/1960). Chaque point dans un univers X 
représente une possibilité exhaustive, une configuration possible du cours des 
choses. Si l'univers en question est celui où deux dés (à six faces) sont lancés, 
l'univers comportera trente-six points, un pour chaque paire (n, m), où n, m 
E {l, 2, ... , 6}. Un événement dans l'univers X est défini formellement comme 
un sous-ensemble de X; intuitivement, c'est tout simplement une propriété de 
cet univers. Par exemple, l'ensemble E des couples 
(1,6), (2,6), (3,6), (4,6), (5,6), (6,6), (6, 1), (6,2), (6,3), (6,4), (6,5) 
correspond à la propriété « Un des chiffres est un six». Bien qu'il ne soit pas 
d'usage de le faire, car la distinction syntaxe-sémantique est rarement exploi­
30 On pourrait même accuser cette sémantique d'être responsable du célèbre slingshot argu­
ment (Davidson 1969) qui montrerait que toutes les propositions vraies correspondent au 
même fait ou partagent le même truthmaker. Une des prémisses essentielles à cet argument 
est que la valeur de vérité d'un énoncé 'p' n'est pas affectée par la substitution d'une descrip­
tion définie par une autre pour peu que les deux descriptions aient la même dénotation. Or, 
c'est précisément cette présupposition qui permet de déduire que le nombre de planètes est 
nécessairement huit. 
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tée en probabilité, nous pouvons parler de propositions au lieu d'événements 
et d'énoncés au lieu de propriétés, de sorte que l'énoncé « Un des chiffres est 
un six» correspondrait à la proposition E. L'univers ne serait pas complet 
sans une certaine mesure de probabilité pour ses événements, nommée fonc­
tion de probabilité. Un espace probabilisé est un univers muni d'une fonction 
de probabilité, une fonction P définie sur l'ensemble des événements de X telle 
que: (i) P(E) est toujours entre 0 et 1 inclusivement; (ii) P(E U F) = P(E) + 
P(F) , si E et F sont disjoints; et (iii) P(X) = 1. Dans l'exemple des dés, la 
définition de cette fonction est évidente. 
L'espace probabilisé de Kolmogorov peut être utilisé pour interpréter des 
« modalités probabilistes» comme celles qui apparaissent dans (2) et (3). 
Considérons l'énoncé: 
(4) Il Y a une chance sur deux que la somme des chiffres soit paire 
Il y a dans (4), la modalité probabiliste « Il y a une chance sur deux que» et 
l'énoncé 
(4.1) La somme des chiffres est paire. 
L'énoncé (4.1) est vrai, par exemple, au point déterminé par (3, 5) mais il est 
faux au point (3, 4), tandis que (4) est vrai partout. Les énoncés 
(4.2) Le premier chiffre est impair 
(4.3) Les deux chiffres sont pairs ou les deux chiffres sont impairs 
sont également vrais au point (3, 5), mais (4.2) est vrai au point (3, 4), donc 
ne définit pas la même proposition que (4.1). Il n'est pas difficile de vérifier 
toutefois que (4.3) définit exactement la même proposition que (4.1). Ces ob­
servations devraient rendre clair le fait que nous pouvons substituer (4.3) 
pour (4.1) dans (4) salva veritate, mais nous ne pouvons pas substituer (4.2) 
pour (4.1) avec les mêmes résultats. Par conséquent, nous avons un certain 
modèle pour comprendre comment la modalité probabiliste « Il y a une chan­
ce sur deux que » peut être conçue comme une certaine opération sur les pro­
positions. Une proposition est une généralisation d'une valeur de vérité, et 
66 Chapitre 3 - Une question d)attitude 
l'opération correspondant à la modalité probabiliste est une généralisation de 
la fonction de vérité. Toute cette discussion autour d'une sémantique pour les 
énoncés probabilistes, qui se trouve à mi-chemin entre les espaces probabilisés 
de Kolmogorov et les structures de Aumann (cf. Aumann 1976, Fagin et al. 
2003), illustre bien comment les notions sous-jacentes à un tel espace nous 
permettent de résoudre le problème de la compositionalité et de la substitu­
tion. 
Une première sémantique conçue expressément pour les modalités épisté­
mique et doxastique nous vient de Hintikka (1962). Elle ne puise pas dans 
l'idiome de la sémantique des mondes possibles, mais y ressemble dans 
l'esprit. Comme nous avons vu au chapitre précédent, un modèle dans cette 
sémantique est donné par deux choses: 
(Hl) Un ensemble D d'ensembles de formules maximalement consistants 
(un ensemble IJ, étant maximalement consistant ssi, pour toute for­
mule 'rp', (i) il ne contient pas à la fois 'rp' et sa négation '-,rp' et (ii) 
il contient ou bien' rp' ou bien '-.rp'); 
(H2) Une relation binaire 'p' sur D qui, pour chaque ~l dans D, spécifie 
quels ensembles de formules sont des alternatives à IJ,. 
Nous pouvons comparer un ensemble maximalement consistant à un point 
d'un univers de Kolmogorov. Via l'appartenance, l'ensemble spécifie entière­
ment la valeur de vérité de chaque formule du langage; il correspond en quel­
que sorte à une configuration possible de la situation épistémique de l'agent. 
La relation est une mesure de l'ignorance de l'agent: étant donné une possibi­
lité épistémique (un ensemble maximalement consistant de formules), elle pré­
cise quelles possibilités sont laissées ouvertes par la connaissance de l'agent. Je 
n'insisterai pas davantage sur ce type de modèles. 
La sémantique des mondes possibles est la sémantique aujourd'hui stan­
dard pour les modalités. Elle peut être vue comme une synthèse entre la no­
tion d'univers et la notion de système modèle de Hintikka. Au lieu 
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d'ensembles de formules maximalement consistants, Kripke (1963) opte pour 
des mondes possibles (comparables à des points de l'univers), mais il conserve 
la relation indiquant lesquels points sont accessibles l'un de l'autre. Plus pré­
cisément, un modèle de Kripke est basé sur la notion de structure relation­
nelle, un couple < W, R > où West un ensemble (de mondes possibles) et R 
est une relation binaire sur W (d'accessibilité). Pour obtenir un modèle, c'est­
à-dire une structure permettant d'interpréter les formules d'un langage modal, 
il faut ajouter à ceci une valuation: une fonction val qui associe à chaque va­
riable propositionnelle un sous-ensemble de W. Un sous-ensemble de West 
une proposition, et chaque formule détermine une proposition via les clauses: 
w If- 'P ssi w E val(p) 
w If- -,<p ssi non-(w If- <p) 
w If- <p 1\ 'l/J ssi w If- <p et w If- 'l/J 
w If- D<p ssi v If- <p, pour tout v tel que wRv 
(Ici, la modalité 'D' peut être une modalité métaphysique, épistémique, 
doxastique, etc.) Les clauses déterminent ainsi les opérations propositionnelles 
que définissent les connecteurs: la négation correspond à la complémentation, 
la conjonction à l'intersection, et la modalité à l'opération qui, à la proposi­
tion 1\ C W, associe la proposition 
{w E W: R[w] C 1\}, 
où R[w] est l'ensemble des mondes accessibles depuis w. Chaque monde w 
d'un modèle de Kripke donne lieu à un ensemble de formules maximalement 
consistant, l'ensemble {<p : W If- <pl. 
Il n'est pas trop difficile de voir que le principe de compositionalité est 
préservé dans cette sémantique :31 la proposition que définit un énoncé '<p' est 
31 Cette affirmation n'est pas tout à fait exacte. Comme il fut mentionné dans une note en bas 
de page plus haut, une sémantique, si elle est présentée récursivement, sous-entend un prin­
cipe de compositionalité : les clauses indiquent la manière dont la signification du tout est 
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bel et bien déterminée par les propositions que déterminent les sous-énoncés 
de 'cp' et la manière dont opèrent les fonctions associées aux connecteurs ap­
paraissant dans 'cp'. Si nous considérons les énoncés 
(5) Pompée sait que Cicéron est un grand orateur 
(6) Pompée ne sait pas que Marcus Tullius est un grand orateur 
alors cette sémantique permet à ces deux énoncés d'êtres vrais si les proposi­
tions que définissent 
(5.1) Cicéron est un grand orateur 
(6.1) Marcus Tullius est un grand orateur
 
ne sont pas les mêmes. Autrement dit, la négation de (6) ne pourra pas être
 
obtenue de (5) en substituant (5.1) pour (6.1), car les propositions correspon­

dantes sont distinctes.
 
On a beaucoup reproché à la sémantique des mondes possibles son coût 
ontologique exorbitant, car celle-ci nous engagerait à l'existence .d'une plé­
thore d'entités possibles dont la nature est loin d'être évidente. Mais pour être 
honnête, il faut dire que la notion d'espace probabilisé ne s'épargne pas cette 
difficulté non plus: il n'y aurait pas de probabilité si le possible n'existait pas, 
même s'il s'agissait d'une existence conceptuelle. Les attitudes à l'endroit de 
l'existence du possible sont variées et vont de l'ersatz d'existence linguistique 
à l'existence pleine - le réalisme modal - en passant par une existence réelle 
mais abstraite (cf. Lewis 1986, Stalnaker 2003, Armstrong 1989). Cependant, 
nous partageons avec Lewis (1996 : 552) l'opinion que l'utilité heuristique de 
ces entités possibles est indépendante du statut ontologique qui leur est confé­
ré. 
Pour le moment, les mondes possibles n'ont rien de spécifiquement épis­
témique. Nous verrons dans la prochaine section quelle nature ont ces entités 
dans le contexte de l'épistémologie. 
engendrée par les significations des composantes. Si le principe de compositionalité est « pré­
servé » ici, c'est parce que la sémantique convient à ce langage. 
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3.3 L'épistémologie des mondes possibles 
Dans Elusive Knowledge (Lewis 1996), Lewis rapproche les sphères de 
l'épistémologie et de la logique épistémique en articulant une théorie de la 
connaissance campée dans l'idiome des mondes possibles. En exposant et en 
examinant la conception de Lewis, nous chercherons à déterminer comment 
son épistémologie comprend la question de la connaissance d'ordre supé­
rieure. 32 
Le point de départ de cette conception se situe dans la clause sémantique 
de la modalité épistémique. Pour un sujet épistémique S et une proposition P, 
cette clause s'articule informellement ainsi: 
[u]n sujet 8 connaît une proposition P ssi P est le cas dans toutes les possibilités non 
éliminées par les données probantes (evidence) dont 8 dispose; de façon équivalente, 
ssi les données probantes dont 8 dispose éliminent toute possibilité où P n'est pas le 
cas. (in Dutant & Engel 2005 : 359)33 
L'analyse de Lewis vise à comprendre les notions clés de cette définition. La 
notion d'élimination de possibilités (par des données probantes) retiendra no­
tre attention plus particulièrement. 
Concernant la possibilité, laquelle constitue l'élément de base de cette 
conception, Lewis précise : 
[... ] nous ne pouvons pas nous limiter aux possibilités « réelles », qui se conforment 
aux lois actuelles de la nature, et peut-être aussi à l'histoire de ce qui s'est passé ef­
32 Par le passé, notamment dans Convention (Lewis 1969), Lewis a défendu une conception 
(85) de la connaissance, c'est-à-dire une conception qui rend les principes introspectifs (KK)
 
et (K-,K) vrais. Ce que je souhaite examiner dans cette section est non pas ce que Lewis a dit
 
sur la connaissance d'ordre supérieur mais ce qui est impliqué par sa définition de la connais­
sance.
 
33 Je cite la traduction française de Lewis 1996 que l'on trouve dans Dutant & Engel 2005 :
 
pp. 353-390.
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fectivement. Car les propositions à propos des lois et des faits historiques sont 
contingentes, et peuvent être connues ou pas. 
Nous ne pouvons pas davantage nous limiter aux possibilités « épistémiques » 
de S, c'est-à-dire les possibilités dont S ne sait pas qu'elles ne sont pas le cas. Cela 
viderait notre définition de son contenu. [... ] Cela suffit à produire une équivalence: 
S sait que P ssi pour chaque possibilité W dans laquelle P n'est pas le cas, S sait que 
non- W. En contraposant et en annulant une double négation: ssi toute possibilité 
dont S ne sait pas qu'elle n'est pas le cas est une possibilité où P est le cas. Pour le 
dire plus vite: ssi P est le cas dans toutes les possibilités épistémiques de S. Mais 
pour arriver là, nous n'avons pas du tout besoin d'une définition substantielle de la 
connaissance! Pour transformer cela en définition substantielle, c'est-à-dire en fait la 
définition que nous avons donnée plus tôt, il nous faut ajouter une chose: les possi­
bilités épistémiques de S sont précisément ces possibilités que les données probantes 
de S n'ont pas éliminées. (Dutant & Engel 2005 : 361-362) 
Nous comprenons, par le deuxième paragraphe de ce passage, que Lewis veut 
donner une définition substantielle de la connaissance et ceci exige que nous 
opérions avec prudence dans la définition d'une possibilité. Par « possibilité 
épistémique », on semble entendre une notion de possibilité définie explicite­
ment en fonction de la connaissance de l'agent. Puisque nous cherchons à 
donner une définition de la connaissance en termes de possibilités et non 
l'inverse, cette notion de possibilité épistémique ne peut pas faire. (On remar­
quera que la difficulté concerne surtout celui qui cherche une définition expli­
cite de la connaissance par opposition à celui qui a des visées strictement sé­
mantiques.) Pour sortir du cercle, Lewis propose alors l'idée que les possibili­
tés sont éliminées par les données probantes (evidence) de l'agent; ce faisant, 
les raisons ou données probantes constitueraient la « cause» de la connais­
sance et non la connaissance elle-même. 
Ce n'est donc pas le sujet mais les données probantes du sujet qui élimi­
nent les possibilités et elles le font de la manière suivante, du moins dans le 
cas de l'expérience perceptive et la mémoire: 
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Les possibilités non-éliminées sont celles où la totalité de la mémoire et de 
l'expérience perceptive du sujet sont exactement ce qu'elles sont actuellement. Il y a 
une seule possibilité qui se produit actuellement (pour le temps et le lieu en ques­
tion); appelons-la l'actualité. Alors, une possibilité West non-éliminée ssi la mé­
moire et l'expérience du sujet en W correspondent parfaitement à son expérience 
perceptive et à sa mémoire dans l'actualité. (Dutant & Engel 2005 : 362) 
Ainsi, 
[I]orsqu'une expérience perceptive (ou un souvenir) E élimine la possibilité W, ce 
n'est pas parce que le contenu propositionnel de l'expérience entre en conflit avec W. 
[... 1 Mais c'est plutôt l'existence de cette expérience qui entre en conflit avec W: W 
est une possibilité où le sujet n'a pas une expérience E. [... ] Disons que E a un 
contenu propositionnel P [... ] Alors, je prétends que E élimine W ssi West une pos­
sibilité où l'expérience ou le souvenir du sujet ont un contenu différent de P. Je ne 
dis pas que E élimine W ssi West une possibilité dans laquelle P est fausse. (Dutant 
& Engel 2005 : 363) 
L'expérience ou le souvenir E du sujet ou, pour parler de manière plus géné­
rale, les données probantes (evidence) du sujet éliminent une possibilité w si E 
a un contenu différent dans w qu'il n'a dans le monde actuel. 
La formulation de Lewis, bien qu'astucieuse dans sa volonté d'éviter une 
caractérisation qui autrement serait, selon lui, circulaire, soulèvent toutefois 
plusieurs questions. Tout d'abord, la locution « une possibilité où l'expérience 
ou le souvenir du sujet ont un contenu différent de » est problématique, car 
elle laisse entendre que les données probantes ont un contenu qui varie de 
monde en monde, mais elle ne nous éclaire pas sur la manière dont les don­
nées probantes acquièrent leur contenu. Quelle est, par exemple, la contrepar­
tie dans w de mon expérience E de la blancheur de la neige dans le monde 
actuel? Quelles sont les conditions d'identité de ces expériences? Je ne vois 
pas à quoi pourrait correspondre E si ce n'est son contenu propositionnel (ou 
une entité représentant ce contenu). Mais surtout, quelle est la pertinence du 
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contenu associé à la contrepartie de E à w si c'est la connaissance dans le 
monde actuel, et donc le contenu de E au monde actuel, qui nous importe? Il 
me semble que c'est seulement le contenu de E au monde actuel qui devrait 
nous préoccuper pour déterminer si la proposition 'p' est connue, même SI 
d'autres mondes possibles sont présupposés pour exprimer ce contenu. 
Puisque c'est le contenu (actuel) de nos données probantes qui élimine les 
mondes, il nous faut clarifier cette notion de contenu si nous souhaitons com­
prendre comment la conception de la connaissance qui en dépend se comporte 
avec la connaissance d'ordre supérieur. Tout d'abord, bien que l'idée d'un 
contenu variant d'un monde à l'autre ne soit pas évidente, il n'est pas impos­
sible d'imaginer des exemples de données probantes qui aient cette propriété. 
L'externalisme sémantique repose sur l'idée qu'une expérience (ou un souve­
nir) peut avoir le même contenu interne dans différents mondes où il possède 
des contenus externes distincts. Par exemple, le sujet sur Terre regardant un 
lac rempli d'eau et le même sujet (ou sa contrepartie) sur Terre-Jumelle en 
train de contempler le soi-disant même lac rempli de XYZ vit une expérience 
interne identique dans chaque cas en dépit du fait que le contenu externe de 
sa perception sur Terre est distinct du contenu externe de sa perception sur 
Terre-Jumelle. L'expérience sera la « même» pour le sujet (ou pour le sujet 
et sa contrepartie) en dépit du fait que le contenu ne le soit pas. Mais je 
soupçonne que ce n'est pas ce que Lewis voulait capturer avec sa définition. 
Après tout, on ne voit pas pourquoi l'ensemble de toutes les possibilités (per­
tinentes à la caractérisation de la connaissance du sujet) devrait contenir des 
possibilités « terre-jumelliennes ». 
Un autre exemple, moins farfelu cette fois-ci, pourrait être basé sur hdée 
qu'un objet puisse être associé à des contenus différents dans des mondes dif­
férents, comme un indice ou un élément de preuve. Dans la possibilité w, 
l'objet 0 serait la preuve de (evidence for) X, mais dans une possibilité v, il 
serait la preuve de (evidence for) Y. Imaginons que 0 est un certain objet 
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retrouvé sur les lieux d'un crime, disons le mouchoir de Scarlett: dans la pos­
sibilité w, il pourrait constituer la preuve que Scarlett était dans la pièce au 
moment du meurtre du Butler; et dans la possibilité v, il pourrait constituer 
la preuve que le meurtrier a subtilisé le mouchoir de Scarlett. Le même objet, 
dans des mondes différents, aurait en quelque sorte des contenus différents, 
jouerait des rôles différents. Il n'est donc pas impossible ùe rendre l'idée plau­
sible dans certains cas, mais j'ai l'impression que l'on étire un peu la notion 
de contenu et de donnée pour faire fonctionner la caractérisation. De toute 
manière, il y a une difficulté plus importante encore. 
La voici. Même si nous supposons que les contreparties d'une même expé­
rience sont caractérisables (indépendamment de leurs contenus), un autre obs­
tacle difficilement surmontable se présente. Supposons que l'expérience E ait 
ùes contenus différents dans wet v mais que l'expérience F ait, à v, le contenu 
que E possède à w. Si w et v sont les seules possibilités pertinentes dans le 
contexte épistémique du sujet 5, la définition entraînerait que 5 ne sait pas 
que p (le contenu de E) parce que E n'a pas à v le contenu correspondant à la 
proposition 'p', malgré le fait que 5 « expérimente» ce contenu dans la pos­
sibilité v via F. Mon incapacité à dissocier l'expérience, le souvenir ou les 
données probantes de leurs contenus propositionnels m'empêche de donner un 
contre-exemple plus concret de celui-ci. Il me semble toutefois qu'il y a ma­
tière à penser que la définition possède un certain nombre de difficultés qui 
n'ont pas été identifiées par Lewis, que sa stratégie pour éviter la circularité 
dans la définition modale de la connaissance n'est pas tout-à-fait complète. 
Ces difficultés pourraient être résolues, ou atténuées à tout le moins, si les 
données probantes représentaient la totalité de la situation épistémique du 
sujet, c'est-à-dire la totalité de ses expériences, souvenirs et autres détermi­
nants de la connaissance. Si les données probantes sont comprises comme ceci, 
la possibilité décrite au paragraphe précédent ne pourrait tout simplement pas 
se produire. De même, cela simplifierait considérablement la question des 
Chapitre 3 - Une question d'attitude 74 
contenus des contreparties des données probantes: puisqu'il n'y aurait qu'un 
seul ensemble de données probantes par monde, il n'y aurait qu'un contenu à 
considérer par monde. L'idée que l'expérience ou le souvenir sont ma..-'Cimale­
ment inclusifs n'est pas vraiment dans notre compréhension usuelle de ces 
termes. Par exemple, ma perception de la blancheur de la neige semble consti­
tuer une expérience à elle propre bien qu'elle soit loin d'être totalement inclu­
sive de toutes mes données probantes. En dépit de son aspect contre-intuitif, 
cette façon de faire a néanmoins certains avantages. En réalité, c'est une in­
terprétation qui découle directement de la clause sémantique de la modalité 
épistémique. Pour le voir, rappelons que l'interprétation ou la signification 
d'une proposition cp est l'ensemble, disons [cp], des mondes où cette proposi­
tion est vraie, lequel est déterminé par les quatre clauses présentées à la sec­
tion précédente. Nous pouvons réécrire la condition de la modalité épistémi­
que 'K' comme une condition sur la proposition connue; au lieu de 
w If- Kcp ssi v If- cp, pour tout v tel que wRv, 
nous écrirons 
w If- Kcp ssi R[w] c [cp], 
où R[w] = {v E W: wRv}. Ces deux manières de présenter la clause modale 
sont équivalentes. Une proposition cp est donc connue à w si et seulement si 
elle est impliquée (elle est une conséquence) de la proposition dont le contenu 
est R[w]. (Une proposition 11' C West une conséquence d'une proposition 11 C 
W ssi 11 C 11
'
.) La proposition ayant le contenu R[w] peut être vue comme la 
proposition maximalement spécifique que le sujet connaît à wou, de façon 
équivalente, la conjonction de toutes les propositions qu'il connaît à w. Au 
lieu de concevoir la relation R comme une relation de discrimination ou de 
discernement épistémique, nous pouvons la concevoir comme une relation qui, 
pour chaque w, spécifie la proposition maximalement spécifique connue à w 
(par l'agent). Pour revenir à Lewis, en comprenant l'expérience E de manière 
inclusive, c'est-à-dire de manière à ce que E englobe toutes les données pro­
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bantes de l'agent, le contenu de E à w peut être interprété comme étant la 
proposition (dont le contenu est) R[w]. Ce faisant, l'idée que le contenu de E 
puisse varier d'un monde à l'autre est plus compréhensible. Si c'est la concep­
tion de contenu d'expérience sensorielle et du souvenir qui est retenue, R sera 
une relation d'équivalence: w E R[w] et tous les mondes dans R[w] devront 
avoir la même proposition maximalement spécifique connue par l'agent, donc 
R[u] = R[v], pour tout u, v E R[w]. 
Passons maintenant à l'ensemble des mondes possibles qui est présupposé 
par cette définitioIl. Jusqu'à quel point cet ensemble doit être inclusif est une 
question délicate. S'il comprend trop de possibilités, la conception de la 
connaissance décrite par cette définition mènera tout droit au scepticisme car 
plus il y a de possibilités plus il y a de chances qu'il y ait une possibilité non­
éliminée où non-p. Pour éviter que l'ensemble soit trop vaste, Lewis amende 
la définition légèrement: 
Notre définition de la connaissance exige une clause sotta voce. S sait que P ssi les 
données probantes de S éliminent toute possibilité où P n'est pas le cas ... psst! sauf 
ces possibilités qui entrent en conflit avec nos présuppositions légitimes. (Dutant & 
Engel 2005 : 364) 
La clause sotto voce (<< psst! sauf ces possibilités qui entrent en conflit avec 
nos présuppositions légitimes») agit comme une restriction implicite agissant 
sur la portée du quantificateur « toute proposition», une clause qui donnera 
à la conception lewisienne une saveur contextualiste. 34 En fait, la conception 
de Lewis consiste en grande partie en une description de la manière dont cette 
restriction opère, et il le fait en énumérant un certain nombre de règles per­
mettant ou non l'ignorance de mondes. Une règle dite d'actualité stipule que 
le monde actuel est une possibilité qui ne peut être légitimement ignorée, 
34 Lewis se défend toutefois de défendre une conception contextualiste de la justification. 
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l'ensemble des mondes possibles doit donc comprendre ce monde quelque soit 
le contexte. Une règle dite de croyance qui stipule que « [l'Jon ne peut légiti­
mement ignorer une possibilité que le sujet croit être le cas, qu'il ait raison ou 
non d 'y croire. » (Dutant & Engel 2005 : 368). Etc. Une fois ces règles appli­
quées au contexte c de l'agent, le résultat final est un sous-ensemble Wc de 
l'ensemble W de toutes les possibilités. 
Arrêtons-nous un instant pour décrire formellement comment ce contex­
tualisme s'articule. Nous pourrions représenter le contexte épistémique comme 
un paramètre qui détermine la relation d'accessibilité épistémique. Plus préci­
sément, si C est l'ensemble des contextes, chaque c E C déterminerait une 
relation d'accessibilité Re' Les énoncés épistérniques seraient évalués à des pai­
res (w, c) à l'aide de la clause sémantique suivante pour la modalité' K' : 
(w, c) If- K<.p ssi (v, c) If- <.p, pour tout v tel que Rc(w, v) 
L'idée de Lewis est un cas particulier de celle-ci. La présupposition est que les 
données probantes de l'agent déterminent une relation (universelle) R sur W, 
et le contexte épistémique c détermine le sous-ensemble W de W (de possibi­e 
lités qu'on ne peut légitimement ignorer) qui vient restreindre la relation R. 
Au lieu de la clause ci-dessus, nous posons: 
(w, c) If- K<.p ssi (v, c) If- <.p, pour tout v E Wc tel que R(w, v) 
Mais si nous posons Re = R n (Wex WJ, cette clause revient à la précédente. 
L'interprétation de Lewis nous permet donc mettre de la chaire sur l'ossature 
de la clause sémantique de la modalité épistémique. Aidés par cette interpré­
tation, nous allons examiner si la clause ne présente pas des faiblesses. 35 Ce 
que nous tenterons de faire dans la suite est d'exposer en quoi cette clause, et 
par conséquent la sémantique à laquelle elle participe, ne rend pas justice à la 
connaissance dans toute sa complexité. En particulier, nous chercherons à 
montrer que cette clause montre ses faiblesses vis-à-vis des énoncés dans les­
35 Cette faiblesse ne dépendra pas nécessairement de l'interprétation de Lewis. 
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quels figurent des modalités épistémiques imbriquées, ou, pour le dire plus 
simplement, des énoncés rapportant des états épistémiques d'ordre supérieur; 
par exemple, des énoncés de la forme « S sait qu'il sait que p », « S ne sait 
pas qu'il ne sait pas que p », etc. La thèse est donc que la sémantique des 
mondes possibles est insuffisante pour adéquatement rendre compte de la 
connaissance d'ordre supérieur. 
3.4 Le critère d'adéquation sémantique 
Avant d'entrer dans la description d'un contre-exemple potentiel à la séman­
tique des mondes possibles, il faudrait préciser ce que l'on entend par un 
contre-exemple à cette sémantique; autrement dit, ce que nous cherchons sont 
le ou les critères d'après lesquels on peut juger si une sémantique formelle est 
fidèle à la signification ordinaire ou naturelle. 36 La recherche de ce critère pré­
suppose à son tour une autre difficulté, celle de la relation entre une sémanti­
que formelle et le langage ordinaire (ou le fragment de langage ordinaire) 
qu'elle cherche à modéliser, et donc nous aurons à porter notre attention sur 
ce pain t aussi. 
Tout d'abord, précisons davantage ce que nous entendrons par significa­
tion, autant du côté du langage ordinaire que du côté du côté de la sémanti­
que des mondes possibles. Puisque nous nous préoccuperons uniquement de la 
signification d'énoncés, nous nous permettrons de troquer le terme 'significa­
tion' pour le terme, un peu moins ambigüe, de 'conditions de vérité'. L'entité 
correspondant à la signification d'un énoncé ne nous importera que dans la 
mesure où elle induit des conditions de vérité pour cet énoncé. Ainsi, toute 
discussion sur la signification sera comprise comme une discussion sur les 
conditions de vérité. Pour simplifier l'expression des idées, la terminologie sui­
36 Les remarques de cette section sont d'ordre méthodologique. Les arguments des autres sec­
tions n'en dépendent pas. 
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vante sera employée: l'expression « significationL» sera employée pour parler 
de la signification informelle ou préthéorique,37 et «significationMP » pour 
parler de la signification telle qu'elle ressort de la sémantique des mondes pos­
sibles; par ailleurs, si 'cp' est un énoncé, alors' CVL(cp)' dénotera les conditions 
de vérité de l'énoncé 'cp' induites par la significationL, et 'CVMP( cp)' dénotera 
les conditions de vérité de cet énoncé induites par la significationMP' 
Ces éléments terminologiques étant posés, notre objectif à présent est de 
déterminer la formulation précise de la thèse sémantique que nous voulons 
falsifier, c'est-à-dire la thèse de l'adéquation entre la significationLet la signi­
ficationMp. Si F est une famille quelconque de formules, nous pourrions être 
tentés de caractériser la thèse, par rapport à cette famille, comme suit: 
(AdF) Vcp E F[CVL(cp) = CVMP(cp)] 
Une telle formulation, toutefois, ne capture malheureusement pas la thèse que 
nous recherchons. La raison en est simple: le signe d'égalité entre 'CVL(cp)' et 
'CV MP(<P) , laisse entendre que les conditions de vérité générées par la significa­
tionL sont de la même nature ontologique que les conditions de vérité par la 
significationMP' qu'elles sont comparables l'une l'autre et parfois même identi­
ques. Ce qui laisse aussi entendre, d'une part, que nous ayons une idée claire 
de la nature des conditions de vérité générées par la significationLet, d'autre 
part, que nous les identifions à des ensembles de mondes possibles, c'est-à-dire 
aux entités correspondant aux conditions de vérité selon la significationMp. 
Cette dernière présupposition est particulièrement douteuse, car en vérité, 
nous n'avons aucune idée précise des entités impliquées par la significationL, 
donc il serait prématuré de les identifier à une sorte de construction ensem­
bliste abstraite. 
Nous touchons ici un problème délicat. Comment analyser la notion de 
signification comme nous souhaitons le faire, et dans le détail qu'exige une 
37 L'expression « signification informelle ou préthéorique» ne signifie pas nécessairement 
« signification du langage naturel». 
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thèse d'adéquation sémantique comme (AdF), sans réellement s'engager sur la 
nature des entités sémantiques, autant du côté de la significationl, que du côté 
de la significationMP? Notre principal problème tient à la disparité entre les 
deux notions de signification: d'un côté, nous avons la significationl" qui n'est 
pas une notion théorique bien définie et, de l'autre côté, nous avons la signifi­
cationMP' qui est une notion théorique très précise mais dont la relation aux 
pratiques concrètes du langage n'est pas évidente. Heureusement pour nous, il 
n'est pas nécessaire, afin de répondre à la question de l'adéquation sémanti­
que, d'entrer dans ces considérations. L'idée est la suivante: ce qu'est la signi­
fication (formelle ou informelle) est moins important que les relations de sy­
nonymie et d'antonymie qu'elle permet d'engendrer. Autrement dit: quelque 
soit la nature des entités présupposées par une notion de signification (c.-à-d., 
la nature des entités à partir desquelles les conditions de vérité sont définies), 
au final, la signification et les conditions de vérité qui en résultent ont pour 
conséquence principale une certaine relation de similarité/dis-similarité sur les 
énoncés, et c'est le comportement de cette relation qui est pertinente pour la 
question de l'adéquation sémantique. Au lieu de nous demander si les deux 
notions de conditions de vérité coïncident, nous devrions regarder si les deux 
notions identifient et distinguent les énoncés pareillement. Suivant cette idée, 
nous devrions changer (AdF) pour 
(AF) 't/cp,1/J E F[CVl,(cp) = CVl,(1/J) Ç:} CVMP(cp) = CVMP(1/J)] 
Nous pourrions aussi généraliser (A F) en remplaçant' =' par une certaine re­
lation de similarité' rv'. 
Il y a cependant une petite difficulté avec (AF). Tout d'abord, (AF) est 
une contrainte un peu forte. Celui qui a déjà eu l'occasion d'observer de près 
la sémantique des mondes possibles sait que cette sémantique ne permet pas 
de distinguer des énoncés logiquement équivalents. En particulier, toutes les 
vérités logiques ont les mêmes conditions de vérité. Or, d'après le critère 
d'adéquation que nous nous sommes fixés, c'est-à-dire (AF), il s'ensuivrait que 
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la significationL et la significationMP ne coïncident pas, car il est raisonnable 
de penser que certains énoncés logiquement équivalents n'auront pas toutes 
des conditions de vérité identiques selon la significationL : en effet, on n'a qu'à 
comparer la tautologie 'p ~ p', dont la vérité nécessaire nous saute aux yeux, 
à la tautologie (classique) '(p ~ q) v (q ~ p)', dont la vérité nécessaire n'est 
pas immédiatement évidente. Ainsi, il semblerait que la ~igIlification,vJP échoue 
déjà le test de l'adéquation. Il se pourrait très bien, étant donnée la difficulté 
du problème, que même une sémantique modifiée sous-distingue les énoncés 
logiquement équivalents. De façon générale, nous ne pourrons pas nous atten­
dre à une adéquation parfaite entre une sémantique formelle et la signification 
préthéorique, mais s'il y a une distinction importante qu'une sémantique for­
melle ne fait pas, ou si la sémantique formelle fait une distinction qui ne cor­
respond à rien, ce sera peut-être indicateur qu'il faille la modifier. 
3.5 Clark Kent et la kryptonite 
Voici donc les exemples qui, je prétends, nous forcent à réexaminer la nature 
la clause sémantique pour la modalité. 
Imaginons Clark Kent avant qu'il ne décide de devenir Superman, héro 
costumé combattant les forces du mal. Les pouvoirs de perception de Clark 
Kent sont bien sûr extraordinaires: il peut voir dans l'obscurité totale, sentir 
la moindre odeur, entendre le moindre bruit, et il possède une vision rayon-X 
lui permettant de voir à travers les objets. Clark Kent est donc un être qui 
connaît potentiellement beaucoup de choses sur les situations dans lesquelles il 
se retrouve, comparativement à un simple quidam. Malgré cela, il ignore une 
chose importante, et c'est les effets incapacitants de la kryptonite sur ses pou­
voirs; Clark Kent n'a malheureusement pas encore fait l'expérience de cette 
faiblesse. 
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Un soir, alors qu'il patrouille en dilettante les quais, il aperçoit un homme 
- de toute évidence un cambrioleur - sortir précipitamment d'un immeuble, 
une mallette sous le bras, entrer dans une voiture et prendre fuite. L'homme 
n'est pas très loin mais la noirceur totale aurait rendu cet événement pres­
qu'invisible pour n'importe qui d'autre. Grâce à ses pouvoirs, Clark Kent ar­
rive à déterminer la taille approximative du voleur, la nature de ses accou­
trements, le type de voiture qu'il conduit et aussi quelques informations sur le 
contenu de la mallette. C'est ainsi que Clark Kent sait que le voleur portait 
une cape noire, qu'il portait un masque en forme de tête de chauve-souris, 
qu'il mesurait environ six pieds, et qu'il conduisait une voiture couleur an­
thracite munie d'ailerons et d'un réacteur. Il n'a pas pu déterminer la nature 
exacte du contenu de la mallette, mais il est au moins parvenu à déterminer 
qu'il s'agissait d'un certain minerai et, après supputation géologique, il a limi­
té les possibilités à trois choix: un alliage sophistiqué d'aluminium et de ti­
tane, du magnésium ou ... de la kryptonite. 
Suivant la caractérisation de Lewis, on pourrait donc dire que les données 
probantes de Clark Kent éliminent un certain nombre de possibilités: 
d'abord, elles éliminent les possibilités où le voleur a un masque de pingouin, 
où il porte une cape verte, et où il conduit un tracteur. Cependant, ses don­
nées probantes laissent non-éliminées (au moins) une possibilité épistémique w 
où le contenu de la mallette est un alliage sophistiqué d'aluminium et de ti­
tane, (au moins) une possibilité u où le contenu est du magnésium et (au 
moins) une possibilité v où le contenu est de la kryptonite. Supposons que le 
monde actuel est la possibilité w. Bien entendu, Clark Kent ne sait pas qu'il 
s'agit du monde actuel; pour lui, les mondes w, u et v sont tous indiscernables 
et peuvent tous être le monde actuel. 
Choisissons maintenant une proposition 'p' que Clark connaît, disons la 
proposition « Le voleur a une mallette sous le bras». Montrons que 
(*) CVMP(Kp) 7= CVMP(KKp). 
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D'après la description de l'exemple, les données probantes de Clark Kent, au 
monde actuel w, sont telles qu'elles éliminent tous les mondes où non-p. Donc 
il est vrai que Kp au monde w. Un des mondes non-éliminés par les données 
probantes de Clark est le monde kryptonite v. Supposons, par ailleurs, que 
Clark était suffisamment proche de la mallette pour être affectée par son 
contenu eût-elle été remplie de kryptonite. Il est donc clair, dans ce cas, que 
Clark n'aurait pas pu savoir que le voleur tient une mallette à v, que ----,Kp est 
vrai à v. Mais, selon la clause modale, 
w If-- KKp ssi, pour tout x tel que wRx, x If-- Kp, 
c'est-à-dire Clark sait qu'il sait que p à w si et seulement si ses données pro­
bantes éliminent tous les mondes où ----,Kp. Or, il se trouve que les données 
probantes de Clark n'éliminent pas v où ----,Kp, et donc w If-- ----,KKp. 
Mais qu'en est-il du comportement des conditions de vérité induites par 
la signification informelle ou préthéorique de 'Kp' et 'KKp'? L'identité 
(**) CV L(Kp) = CV L(KKp) 
tient-elle? Si nous considérons que la thèse KK est valide, alors nous considé­
rerons évidemment que (**) tient. En particulier, Lewis, qui de toute évidence 
soutient cette thèse, sera commis à (**). Nous avons également vu au chapitre 
précédent que la thèse était également validée par une conception de la 
connaissance tout à fait défendable et d'une nature différente de celle de Le­
wis. Je prétends que même Williamson sera obligé d'admettre que (**) est 
vrai pour au moins une proposition 'p'. En effet, Williamson critique la validi­
té de KK, et la fausseté de KK n'entraîne surtout pas 
'ï/p(Kip -+ -,KKp). 
Par ailleurs, les arguments « anti-lumineux »38 de Williamson concernent les 
propositions ayant des conditions de vérité vagues (ou les propositions dont 
nous avons une connaissance vague), ce qui veut dire qu'ils ne s'appliquent 
pas aux propositions ayant des conditions de vérité non-vagues (ou les propo­
:18 La thèse KK définie la condition de « luminosité» selon Williamson. 
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sitions dont nous avons une connaissance non-vague). Or, il existe très certai­
nement une proposition dans l'exemple n'ayant pas des conditions de vérités 
vagues qui est connue à w mais non à v. Par exemple, l'énoncé cp' donné au 
paragraphe précédent (<< Le voleur a une mallette sous le bras») me semble 
faire l'affaire. 
Si les anecdotes sur des personnages aux pOUVOIrs anormaux vous sem­
blent problématiques, rassurez-vous, .ils sont là pour seulement pour l'effet 
dramatique, le contre-exemple ne tient pas à cela. Pour vous en convaincre, 
prenez le cas de Kent Clark un homme ordinaire en vacances en Colombie. 
Lors d'une ballade en voiture dans l'arrière-pays, Kent s'égare de la route 
principale et tombe sur une bande d'hommes armés qui escortent un camion. 
Kent n'a pas le temps de faire demi-tour ou de s'expliquer avant d'être ap­
préhendé, ligoté, déchaussé, bandé et jeté à l'arrière du camion sur une car­
gaison de nature végétale. Le lendemain, il se réveille dans sa voiture, garé sur 
l'accotement de la route principale qu'il avait quittée par mégarde la veille. Sa 
situation étant ce qu'elle était, il ne sait pas grand-chose de celle-ci. Il sait que 
le cargo sous ses pieds avait une certaine texture, il sait que ses assaillants 
parlaient espagnol, qu'ils étaient plus que quatre et qu'ils sentaient (étrange­
ment) le Chanel N° 5. Il est clair que les données que Kent a en sa possession 
laissent beaucoup de possibilités non-éliminées. Notamment, il se peut que le 
cargo ait été du pavot ou encore des feuilles de coca. Supposons qu'il s'agissait 
de feuilles de coca. La connaissance de Kent était telle qu'elle ne pouvait dis­
criminer entre le monde actuel, disons w, et le monde (presque pareil en tous 
points), disons v, où le camion transportait du pavot. Supposons par ailleurs 
que Kent, à son insu, est allergique au pavot et les symptômes qu'il aurait eus 
auraient été semblables en tous points à ceux du rhume des foins, c'est-à-dire 
qu'il aurait été congestionné et aurait plus ou moins perdu son sens de 
l'odorat. Si cp' est la proposition « Mes assaillants portent du Chanel N°5 », 
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nous retrouvons exactement l'argument décrit plus haut. C'est-à-dire w If- Kp, 
v If- -.Kp, wRv et donc w If- -.KKp. 
En exploitant la notion de jine-tuning, nous pouvons donner une version 
plus radicale encore de l'argument. Cette notion provient de la cosmologie et 
réfère au fait que seules certaines valeurs très spécifiques des constants fon­
damentales de la physique permettraient à la vie intelligente de se développer 
dans l'univers, d'où l'idée que notre présent univers est le produit d'un ajus­
tement très minutieux (<< fine-tuning ») de ces constantes: 
"Fine-tuning" refers to the supposed fact that there is a set of cosmological parame­
ters or fundamental physical constants that are such that had they been very 
slightly different, the universe would have been void of intelligent life. For example, 
in the classical big bang model, the early expansion speed seems fined-tuned. Rad it 
been very slightly grea.ter, the universe would have expanded too rapidly and no 
galaxies would have formed. There would only have been a very low density hydro­
gen gas getting more and more dispersed as time went by. In such a universe, life 
could not evolve. Rad the early expansion been very slightly less, then the universe 
would have recollapsed very soon after the big bang, and again there would have 
been no life. Our universe, having just the right conditions for life, appears to be 
balanced on a knife's edge. (Bostrom 2002) 
À première vue, le «fine-tuning» semble endosser une vision théiste de 
l'origine de l'univers. En réalité, il s'explique bien par un argument de sélec­
tion qui, dans le contexte présent, est nommé « le principe anthropique» : si 
seules certaines valeurs très spécifiques des paramètres cosmologiques permet­
tent à la vie intelligente de se développer, il ne faut pas s'étonner que nous 
habitions un univers qui possède ces caractéristiques très particulières car 
nous n'aurions jamais pu observer un univers qui ne les possédait pas. Le 
principe anthropique est contesté par plusieurs, et parmi ses défenseurs on ne 
s'entend pas toujours sur sa signification et sa portée, mais ceci est sans im­
portance pour la présente discussion. 
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Nous supposons donc qu'une variation infime de la valeur des constantes 
physiques fondamentales aurait pu faire en sorte que nous n'existions pas. 
Considérons maintenant le cas d'un physicien S avant une expérience qui dé­
terminerait la valeur de certaines de ces constantes, dont une constante k en 
particulier. Avant l'expérience, on sait seulement que la valeur de k se trouve 
dans un certain intervalle. Il existe donc (au moins) un monde possible pour 
chacune des valeurs possibles du paramètre k. A l'instar du « fine-tuning », 
certaines de ces valeurs déterminent des mondes où il n'existe aucune vie in­
telligente (à l'insu du physicien), ce sont donc a fortiori des mondes où le 
physicien n'existe pas. Si w est le monde actuel et v un monde où la valeur de . 
k est délétère à la vie de S, nous avons donc que dans v il n'y a aucun S, donc 
S ne peut connaître quoique ce soit dans v. Choisissez donc n'importe quelle 
proposition « p » connue dans le monde actuelle par S, et vous aurez que la 
formule' Kp ----t KKp' est fausse à w. (On suppose ici que dans un monde où 
l'agent n'existe pas, la relation d'accessibilité ne discrimine rien, c'est-à-dire 
qu'il s'agit de la relation totale Wx W.) 
On pourrait contester les contre-exemples plus haut en soutenant qu'ils 
ne sont pas fidèles à l'interprétation de la connaissance de Lewis. Le passage 
de Lewis que nous avons discuté plus haut stipulait clairement que tout mon­
de où le contenu de l'expérience sensorielle et du souvenir de l'agent (c'est-à­
dire des données probantes de l'agent) était différent du contenu qu'ils ont 
dans le monde actuel était éliminé d'emblée. Bien que la caractérisation de 
cette notion de contenu nous ait présenté des difficultés, nous avons vu qu'il 
était plausible de l'identifier à R[w] (si l'agent est au monde w), la proposition 
maximalement spécifique que l'agent connaît à w. Exiger que les données pro­
bantes aient le même contenu (dans les possibilités non-éliminées) revenait 
donc à exiger que R soit une relation d'équivalence. Il est clair que les trois 
scénarios que nous avons envisagés à la section précédente viole cette condi­
tion : Clark Kent et Kent Clark n'ont pas les mêmes capacités épistémiques 
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(le même contenu épistémique associé à leurs données probantes) à w qu'à v, 
et le physicien n'a évidemment pas la même connaissance dans le monde ac­
tuel que dans un monde où il n'existe pas. Mais si l'interprétation de Lewis 
n'est pas touchée par ces contre-exemples, c'est par stipulation et non par 
explication, en ce sens qu'elle ne nous explique pas comment réconcilier le fait 
que Clark Kent ignore sa faiblesse à la kyptonite avec le fait qu'il sache qu'il 
sait. 
3.6 La composition des mondes possibles 
Nous entreprenons maintenant une réflexion en profondeur sur la nature d'un 
monde possible qui nous mènera en temps et lieu vers une compréhension de 
la mécanique sous-jacente aux contre-exemples de la section précédente. Pour 
amorcer cette réflexion, nous considérerons les situations épistémiques de cer­
tains agents très simples. 
Soit SA un agent qui est daltonien rouge-vert: SA ne distingue pas les ob­
jets rouges des objets verts. Pour simplifier, nous supposons que SA est parfai­
tement omniscient sur tous les autres aspects de la réalité. Sa relation 
d'accessibilité donc donnée par: 
wRAv ssi v est identique à w sauf peut-être pour les couleurs rouge et vert 
Pour donner plus de substance à la définition de cette relation, spécifions da­
vantage les objets qui peuplent l'univers de SA et desquels il a une connais­
sance. Supposons que cet univers contienne un certain nombre d'ohjets a d'un 
ensemble 0 qui peuvent exemplifier ou non des propriétés primitives P (pas 
forcément unaires) d'un certain ensemble P, et supposons qu'un monde soit 
entièrement déterminé par les propriétés que les objets exemplifient à celui-ci. 
Si Py est la propriété VERT et PR est la propriété ROUGE, le profil épisté­
mique de SA se laisse décrire par l'équivalence suivante: 
wRAv ssi Val'·.·' 0nVP :;z: Py, PR [ w If- P( 01' ... ' On) <=} V If- P( OU···, On) ] 
87 Chapitre 3 - Une question d'attitude 
Les capacités de discrimination de SA sont telles qu'elles ne différencient pas le 
monde w du monde v si tous les objets exemplifient les mêmes propriétés dans 
wet v sauf peut-être les propriétés VERT et ROUGE. 
Supposons que SA sache qu'il est daltonien rouge-vert, et supposons qu'un 
autre agent SD soit identique à SA sauf que, à la différence de SA' il ne sache 
pas qu'il est daltonien; en fait, pour simplifier, supposons que Sn ne sache pas 
s'il est daltonien rouge-vert ou daltonien bleu-jaune. Comment pouvons-nous 
exprimer cette ignorance de Sn via sa relation d'accessibilité? Cette relation 
d'accessibilité, disons RB' devra refléter le fait que les seuls mondes que Sn ne 
distingue pas sont: (i) soit des mOl-ides qui ne diffèrent que par le rouge ou le 
vert, ou (ii) soit des mondes qui ne diffèrent que par le daltonisme de Sn (rou­
ge-vert ou bleu-jaune), ou (iii) les deux. Afin de donner une définition de Rn 
similaire en esprit à celle de RA, il faudra qu'il y ait dans P les propriétés 
(unaires) PDRV et P DDJ , représentant les propriétés ÊTRE-DALTONIEN­
ROUGE-VERT et ÊTRE-DALTONIEN-BLEU-JAUNE, qui sont vraies d'un 
agent si cet agent est daltonien rouge-vert et daltonien bleu-jaune respective­
ment. Par ailleurs, il faudra que Sn fasse partie des objets de O. L'idée serait 
donc de définir la relation Rn en termes de ces nouvelles propriétés: wRBv ssi 
'II0l,···,on'llP 7= Pv, PR' PDRV , PDn.) [w If-- P(Ol'"'' on) {:} v If-- P(Ol"'" On)] 
Cette manière de comprendre les capacités épistémiques de Sn est fidèle aux 
conditions (i)-(iii). 
L'introduction des propriétés PDRvet PDD ,) (comme propriétés primitives à 
tout le moins) comporte certaine~ difficultés. La plus importante, à ce que je 
puis en juger, tient au fait que rien n'empêche que SB jouisse de la propriété 
PDB,) à un monde où sa relation d'accessibilité épistémique correspond au dal­
tonisme rouge-vert. Autrement dit, rien n'empêche SB d'exemplifier la pro­
priété ÊTRE-DALTONIEN-BLEU-JAUNE tout en étant daltonien rouge-vert 
(et non daltonien bleu-jaune). Tout ceci s'illustre formellement par compatibi­
lité de 
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w II- -,K[PORV(SB))] et 
w II- KKp, 
où 'p' est « L'objet 0 est jaune ». D'un côté, la vérité de '-,K[PORASB)]' à w 
entraîne qu'il existe un monde v accessible depuis woù 
v II- POBJ(SB) 
Mais d'un autre côté, la vérité de 'KKp' à w signifie que 
v II- Kp, 
en dépit du fait que SD soit daltonien bleu-jaune à v. Pourquoi SB conserve-t-il 
sa capacité à discerner le jaune du bleu dans un monde où il est censé être 
daltonien bleu-jaune? Autrement dit, comment pourrions-nous faire en sorte 
que la formule 
PODJ(SB) ~ -,Kp 
soit valide? 
La réponse passe selon moi par une refonte du concept de monde possible. 
Si nous adoptons la conception de Lewis (1986) en matière de mondes possi­
bles, notamment l'idée que ce sont des entités primitives indécomposables, la 
tâche risque d'être difficile. Ainsi, pour les besoins de cette discussion, nous 
adopterons momentanément une conception légèrement différente, une 
conception dite combinatoire des mondes possibles que l'on peut faire remon­
ter au Tractatus de Wittgenstein. 
L'ontologie tractarienne est basée sur la notion d'état de choses, ou de 
fait possible (1.1, 2), lesquels sont les constituants atomiques du monde: « La 
totalité des états de choses subsistants est le monde» (2.04). Le caractère 
atomique des états de choses est réitéré dans l'idée que la proposition élémen­
taire correspond à un état de choses (4.21), et la vérité d'une telle proposition 
est indépendante de la vérité de toute autre proposition élémentaire: « un 
signe qu'une proposition est élémentaire, c'est qu'aucune proposition élémen­
taire ne peut être en contradiction avec elle» (4.211). Un monde possible, 
dans la mouvance tractarienne, peut être conçu comme une collection d'états 
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de choses (subsistants) : « Le monde est complètement décrit par la donnée 
de toutes les propositions élémentaires, plus la donnée de celles qui sont vraies 
et de celles qui sont fausses» (4.26). La conception de la probabilité que 
Wittgenstein développe dans les passages subséquents repose d'ailleurs sur 
cette conception combinatoire des mondes (et sur l'idée que chaque combinai­
son est équiprobable). Cette théorie de la possibilité est dite combinatoire (cf. 
Armstrong 1989), car elle conçoit une possibilité, ou un monde possible, com­
me une combinaison d'états de choses ou de faits « atomiques ». L'ensemble 
des mondes possibles est ainsi déterminé par la collection des états de choses 
et certaines règles de combinaison (chez Wittgenstein, aucune limitation n'est 
posée sur la combinaison). D'une certaine manière, Hume avait la même 
conception du possible: il supposait que toute combinaison d'idées (simples) 
non-contradictoire, c'est-à-dire qu'il est possible d'entretenir, définissait une 
possibilité. 
L'état de choses, ou le fait possible, est donc à l'avant plan de cette onto­
logie, et l'on a tôt fait de remarquer qu'une ontologie de ce genre évitait 
l'opposition traditionnelle entre nominalisme et universalisme, du fait qu'elle 
ne prenait ni pour les objets ni pour les propriétés (universaux). Malgré cela, 
Brian Skyrms (1981) considère néanmoins que l'ontologie tractarienne est 
nominaliste dans l'esprit, car: 
its properties and relations are aU properties and relations of individuals and its 
facts ail are all fiTst-order facts: facts 'about' individuals. There are no higher-order 
facts: facts consisting of relations between relations and objects or relations between 
relations and relations. In particular, there are no causal relations between relations 
and individuals. (Skyrms 1981, in Armstrong 1989 : 149) 
Pour Wittgenstein, il n'y a pas d'état de chose qui corresponde à des proprié­
tés d'états de choses, et c'est d'ailleurs la prémisse de sa critique de la causali­
té (5.136, 5.1361). Mais Armstrong (1983, 1989, 1997) préfère l'existence 
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d'états de choses d'ordre supérieur à l'abandon de la causalité, et prétend que 
la négation - qui est moins controversée que la causalité - ne saurait être dé­
finie sans un tel fait d'ordre supérieur correspondant à la totalité des faits (cf. 
Armstrong 1997 : 134-5). 
Un monde possible correspond donc à une collection (maximale) de faits 
élémentaires du premier ordre, et par conséquent détermine seulement des 
propriétés du premier ordre. Cette conclusion ne semble pas seulement affec­
ter la conception combinatoire de la possibilité; en effet, quelque soit notre 
conception de la possibilité, un monde possible à la Kripke détermine seule­
ment la valeur de vérité des propositions élémentaires. 39 La nécessité n'est pas 
une propriété élémentaire, sa définition fait appel à l'ensemble de toutes les 
possibilités, et il en va de même pour la connaissance. Ce qui nous ramène à 
aux propriétés PORV et POf3J ' Cette discussion rend clair le fait qu'elles sont des 
propriétés d'ordre supérieur et non des propriétés du premier ordre (comme 
« être bleu» ou « être jaune»). Si nous admettons l'existence de propriétés 
d'ordre supérieur, comment pouvons-nous les intégrer à une analyse en termes 
de mondes possibles tout en préservant la hiérarchie de propriétés? 
L'idée est une généralisation du cadre que nous avons utilisé pour repré­
senter la dépendance contextuelle de la connaissance à la section 3.3. Au lieu 
d'évaluer les énoncés à des mondes w, nous les évaluions à des couples (w, c), 
où c était un paramètre qui représentait le contexte épistémique. Au lieu de 
concevoir les éléments c E C comme un ensemble de paramètres de contextes 
39 Cette affirmation peut surprendre car la valeur de vérité de toute formule est déterminée à 
un monde possible, pas seulement la valeur de vérité des variables propositionnelles. Ce que je 
cherche à souligner ici est que si nous ne disposons pas de la position de ce monde par rap­
port aux autres mondes possibles - position qui est donnée par la relation d'accessibilité et 
qui est extrinsèque au monde - alors ce monde ne détermine que la valeur de vérité des pro­
positionnelles élémentaires. Ce qui permet au monde possible de déterminer les valeurs de 
vérité des formules non-élémentaires est la relation d'accessibilité, et celle-ci ne fait pas partie 
du monde possible. 
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épistémiques, nous pouvons le voir tout simplement comme un ensemble de 
profils épistémiques possibles. C'est donc le couple (w, c) qui détermine une 
possibilité et non w : la première composante, w, précise les propriétés élémen­
taires et la deuxième, c, les propriétés épistémiques. Mais nous ne devons pas 
nous arrêter là, car la couple (w, c) ne détermine rien sur la connaissance 
d'ordre supérieure de l'agent. En effet, si west le monde actuel et si c déter­
mine la relation RA, la paire (w, c) décrit aussi bien la situation de SA que 
celle de SB' elle ne précise pas quel type de connaissance ou d'ignorance 
l'agent a par rapport à son daltonisme ou, de manière générale, à sa connais­
sance d'ordre un (sa connaissance des propriétés élémentaires). Pour exprimer 
cette connaissance, il fait introduire des profils épistémiques d'ordre deux, 
lesquels correspondent à des relations d'accessibilité sur les profils c. Ainsi, la 
situation de SA serait (w, c, d) où le profil d ne confond pas les profils dalto­
niens rouge-vert avec les profils daltoniens bleu-jaune, et la situation de Su 
serait (w, c, d') où d' confond ces deux types de profils. 
Le fait d'avoir des composantes d'ordre supérieur dans les possibilités 
nous permet d'avoir des propositions dont les extensions comprennent des 
profils épistémiques. Par exemple, si l'extension de la proposition 'PORV' com­
prend seulement les profils d'ordre un qui sont daltoniens rouge-vert, si 
l'extension de 'POUy' comprend seulement les profils d'ordre un qui sont dalto­
niens bleu-jaune, et si 
PR = L'objet 0 est rouge (et non vert) 
PB = L'objet 0 ' est bleu (et non jaune) 
alors les formules suivantes: 
PORV f\ PR ~ -,KpR 
POilJ f\ PR ~ KpR 
PORV f\ PB ~ KPB 
POilJ f\ PB ~ -,KpB 
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seront valides. En particulier, si nous supposons que 'PR' et 'Pn' sont vrais à w, 
nous aurons que 
(w, c, d) II- -,KpR 1\ KPn 
(w, c, d') II- -,KpR 1\ KPn 
pour la connaissance d'ordre un, et 
(w, c, d) II- KpORV 
(w, c, d') II- -,KpORV 1\ -,KpDBJ 
pour la connaissance d'ordre deux. 
La question est maintenant de savoir comment généraliser la clause mo­
dale pour des formules qui ne sont pas des propositions élémentaires (d'ordre 
un ou deux). Pour des formules '!.pl' qui sont d'ordre un 40 ou pour des formu­
les '!.p2' strictement d'ordre deux,4I les clauses sont immédiates: 
(wo, wl, w2) II- K!.p1 ssi (x, Wu w2) II- !.pl' pour tout x tel que R(wl)(wO' x) 
(wo, Wu w2) II- K!.p2 ssi (wo, y, w2) II- !.p2, pour tout y tel que R(w2)( wl, y) 
Là où il y a matière à interprétation est pour une formule d'ordre deux com­
me 'KK!.p', laquelle n'est pas strictement d'ordre deux. Deux options saillantes 
se présentent à nous et elles rappellent la distinction entre interprétation 
transparentiste et interprétation agrippéenne de la connaissance d'ordre supé­
rieur (discutée au chapitre précédent). Selon l'interprétation transparentiste, 
nous pouvons voir les conditions de vérité de 'KK!.p' comme: 
(wo, wl, w2) II- KK!.p ssi (x, wl, w2) II- K!.p, pour tout x tel que R(wl)(wO' x) 
Cette interprétation maintient le même profil épistémique d'ordre deux W1 
dans l'évaluation de la connaissance. Nous avons alors, comme prévu, que 
(w, c, d) II- KKpB 
(w, c, d') II- KKpB 
40 Une formule dont l'extension est un sous-ensemble de W.
 
41 Une formule dont l'extension est un sous-ensemble de C.
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et ce, malgré le fait que SB ne connaisse pas la nature de son daltonisme sous 
le profil d'. Selon l'interprétation agrippéenne, nous pouvons concevoir ces 
conditions comme: 
(Wo, Wu w2) If- KKcp ssi (wo, y, w2) If- Kcp, pour tout y tel que R(w2) (wu y) 
L'agent ne peut connaître 'cp', dans la conception agrippéenne, à moins de 
connaître 'cp' sous tous les profils épistémiques y laissés non-éliminés par son 
profil d'ordre trois W2 . Nous verrons plus loin comment les clauses sémanti­
ques se formulent de manière générale. 
3.7 Retour sur les contre-exemples 
En apparence plus complexes, les cas Clark Kent et Kent Clark peuvent être 
subsumés aux précédents assez simplement. Le monde kryptonite où Clark 
Kent perd ses capacités épistémiques surhumaines et le monde pavot où Kent 
Clark perd son odorat sont des mondes qui pêchent par excès dans leur volon­
té de représenter.à la fois des faits élémentaires (circonstances du vol dans le 
premier cas et circonstances de l'enlèvement dans l'autre) et des faits épisté­
miques d'ordre supérieur. Le monde kryptonite v où Clark Kent perd ses pou­
voirs devrait plutôt être représenté comme une paire (vo, vj ), où Vo détermine 
les faits élémentaires du premier ordre et VI détermine ses capacités épistémi­
ques (même chose pour Kent Clark). Bien que Clark Kent ne connaisse pas sa 
situation épistémique précise Wu parce qu'il ne la distingue pas de Vu sa 
connaissance d'ordre un à partir du monde actuel (wo, w1) reste déterminée 
par W j , elle ne fait pas intervenir VI. Ce serait ainsi une façon de comprendre 
l'idée de Lewis selon laquelle le contenu de l'expérience et du souvenir doit 
être identique à celui du monde actuel: son profil épistémique actuel est celui 
qui compte pour déterminer sa connaissance actuelle et non pas un profil épis­
témique possible non-actuel. Clark Kent sait donc que le voleur a une mallette 
sous le bras et : (a) selon la clause transparentiste de la connaissance d'ordre 
Chapitre 3 - Une question d'attitude 94 
supérieur, Clark Kent sait qu'il sait que le voleur a une mallette sous le bras 
(en dépit de son ignorance des effets de la kryptonite); mais (b) selon la clau­
se agrippéene, il ne sait pas qu'il le sait (à cause de cette ignorance). Quelle 
interprétation de 'KK<p' est la bonne? A ça, nous n'avons pas de réponse. 
A défaut de pouvoir donner une réponse définitive à cette question, nous 
pouvons au moins montrer comment subsumer les contre-exemples de \Nil­
liamson à l'interprétation agrippéenne de la section précédente. Rappelons que 
Williamson attribuait la propriété suivante à la connaissance de la connais­
sance (la propriété de luminosité) : 
(SK) Si ex If- KKp alors 0 If- Kp, pour toute situation 0 telle que exN0. 
Rappelons de même que, si nous définissons' V' de la manière suivante: 
(V) ex If- Vp ssi 0 If- p, pour toute situation 0 telle que ex.N[3, 
alors nous pouvons réécrire (SK) comme: 
(*) KKp ~ VKp 
Au lieu de voir la formule' VKp' dans (*) comme une simple conséquence de 
'KKp', nous pourrions la voir comme constitutive ou équivalente à 'KKp', en 
ce sens qu'elle donnerait précisément les conditions de vérité de 'KKp'. Quel­
les sont donc les conditions de vérité' VKp'? Pour les décrire, il nous faudra 
non seulement l'ensemble A des « situations» 42 et la relation binaire N défi­
nie sur celui-ci, mais il nous faudra également un ensemble W de mondes pos­
sibles avec lesquels nous interpréterons les modalités épistémiques (d'ordre 
un). La suggestion est la suivante: prendre chaque élément ex de A comme un 
profil épistémique d'ordre un, c'est-à-dire comme une entité qui détermine une 
relation d'accessibilité épistémique sur W, et prendre N comme une relation 
d'accessibilité épistémique qui traduit une ignorance d'ordre deux, soit une 
ignorance que l'agent manifeste à l'égard de ses profils épistémiques d'ordre 
un. Cette suggestion reflète bien rapproche épistémiciste de Williamson 
42 L'emploi de ce terme n'a rien de technique. Il ne s'agit pas situations telles que les conçoi­
vent Barwise & Perry 1981. 
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(1994) qui conçoit le vague comme le produit de la connaissance, ou plutôt de 
l'ignorance, et non pas comme le produit des conditions de vérité des proposi­
tions élémentaires (non-épistémiques), ces dernières ayant toujours une exten­
sion bien délimitée. Ceci étant dit, les conditions de vérité de 'KKp' seraient 
donc 
(w, a) If- KKp ssi (w, 0) If- Kp, pour tout 0 tel que aN,B, 
où 
(w, 0) If- Kp ssi (v, 0) If- p, pour tout v tel que wRpv, 
et où Rp est la relation d'accessibilité de l'agent dans la situation 0. 
Nous avons commencé ce chapitre par une discussion sur l'évolution de la sé­
mantique pour les énoncés dans lesquels figurent des attitudes propositionnel­
les. Après une discussion sur l'interprétation épistémique de la sémantique des 
mondes possibles, nous avons cherché à montrer que cette sémantique pouvait 
être incomplète, c'est-à-dire inadéquate, pour des énoncés dans lesquels figu­
rent des modalités ayant une « action» d'ordre supérieur. Nous avons esquis­
sé les grandes lignes d'une sémantique pouvant représenter cette action, une 
sémantique dans laquelle une possibilité se comprend comme un n-tuple de 
« mondes possibles », chaque monde déterminant des propriétés d'un ordre 
spécifique. La formalisation rigoureuse de ces idées viendra au chapitre 5, 
mais leur application à la compréhension de la connaissance d'ordre supérieur 
reste embryonnaire. Toutefois, nous retrouvons en appendice à cette thèse une 
analyse de la manière don t on peut définir la clause modale pour 'K' de ma­
nière générale. Au prochain chapitre, nous proposerons une solution au para­
doxe de Fitch qui exploitera encore une fois l'idée de modalité d'ordre supé­
rieur, mais cette fois dans un contexte multimodal. 
Chapitre 4 
Les vérités inconnaissables et le paradoxe de Fitch 
fitch, v. To seek sound arguments for positions no one holds. "In his 
last article he really \vent fitching." Bence, fitch, n. Such an argument, 
and fitchous, adj. describing such arguments (e.g. a fitchous circle), 
also fitchy, adj. "Bis argument struck me as fitchy." 
The Philosophical Lexicon 
L'arbre qui tombe dans la forêt existe même s'il n'est pas perçu. N'en déplaise 
à Berkeley et ses élucubrations parfois fort élégantes visant à nous convaincre 
du contraire, il reste que peu de gens sains d'esprit contestent ce truisme: 
mieux vaut supposer que le monde est indifférent à notre perception que de 
soutenir l'idée qu'esse est percipi. 43 Mais jusqu'à quel point le monde est-il 
indépendant de nous, de notre perception et de notre manière de le concevoir? 
C'est une chose d'affirmer que le monde poursuit son cours pendant que nous 
dormons, mais c'en est une autre de croire en l'existence d'entités qui échap­
pent, qui ont toujours échappé et qui échapperont toujours à l'observation ou 
à la cognition. Existerait-t-il un arbre dont la chute est, par essence ou par 
principe, imperceptible? Existerait-t-il une vérité qui, par essence ou par prin­
cipe, est inconnaissable? Ici, le consensus disparaît. D'un côté, le réaliste ré­
pond oui et, de l'autre, l'antiréaliste répond non. L'opposition entre ces deux 
écoles (s'il s'agit bien seulement de deux écoles) tient à la manière de conce­
voir la relation entre la vérité et la connaissance: pour le réaliste, les deux 
notions sont indépendantes, mais pour l'antiréaliste, la notion de vérité est 
conditionnée épistémiquement (cf. Dummett 1978, 1991; Wright: 1992). La 
43 Principes de la connaissance humaine, Berkeley. 
96 
Chapitre 4 - Le paradoxe de Fitch 97 
manière dont s'articule la dépendance entre vérité et connaissance pour ce 
dernier est une affaire compliquée, et nous éviterons d'entrer dans ces détails, 
mais il semble qu'il soit minimalement commis à ridée que toute vérité est en 
principe connaissable, une thèse portant parfois le nom de vérificationnisme. 
Entre alors en scène un paradoxe vieux d'environ un demi-siècle: en sup­
posant très peu de choses sur les propriétés logiques de la connaissance et de 
la possibilité, nous pouvons démontrer que la thèse du vérificationnisme en­
traîne que toute vérité est actuellement connue, une conséquence qui cohabite 
mal avec l'humilité épistémique sous-jacente à l'antiréalisme. Ce paradoxe 
porte le nom de paradoxe de Fitch. Le défi que pose celui-ci au vérification­
nisme est d'envergure. Depuis son introduction, plusieurs ont tenté d'identifier 
ce qui semblait constituer une faille énorme d'une thèse épistémologique qui, 
jusque là, semblait défendable et plausible. Même ceux qui n'adhèrent pas 
forcément à cette thèse pourront trouver surprenantes les conséquences qu'elle 
entraîne sous des hypothèses aussi faibles. 44 Peu sont ceux ayant autant 
contribué à la littérature sur ce paradoxe que Williamson, il ne faudra donc 
pas s'étonner que son interprétation fasse autorité. Selon lui, le paradoxe éta­
blit des limites intrinsèques à notre connaissance, des limites qui sont structu­
relles car « elles ne dépendent pas des limitations contingentes de nos capaci­
tés computationnelles ou de la structure causale contingente de l'espace­
temps[,] [eJlles existent dès que nous ignorons tout court» (Williamson 2000 : 
270, ma traduction). 
44 Je dirais même que la plupart des réactions au paradoxe sont de cette nature, car le vérifi­
cationnisme, dans cette formulation du moins, est voué à un échec certain de toute manière 
avec l'addition progressive d'hypothèses logiques et mathématiques. En particulier, si l'agent 
connaît l'arithmétique du premier ordre et s'il ne connaît au plus que ce qui est prouvable 
(comme il semble raisonnable de le penser), alors il existe un énoncé qu'il ne pourra jamais 
connaître par le (premier) théorème d'incomplétude de Gode!. Nous pourrions faire valoir une 
chose analogue avec la physique quantique (et le principe d'incertitude). 
98 Chapitre 4 - Le paradoxe de Fitch 
Nous nous donnons pour objectif dans ce chapitre de proposer une nou­
velle solution à ce paradoxe. Après une revue ciblée de l'abondante littérature 
sur la question, nous défendrons l'idée que le paradoxe de Fitch est dû à une 
déficience dans l'expressivité du langage modal utilisé pour traduire formelle­
ment le vérificationnisme. Notre solution s'inscrira dans la lignée de celles 
proposées par Edgington (1985), Rabinowicz & Segerberg (1994) et Kvanvig 
(1995). Ces solutions ont en commun l'observation que le paradoxe est pro­
duit par une certaine ambiguïté de portée modale. Nous verrons ce que cela 
signifie en temps et lieux. 
4.1 La dérivation du paradoxe 
Dans le contexte du paradoxe de Fitch, nous représentons formellement le
 
vérificationnisme, c'est-à-dire la thèse selon laquelle toute vérité est connais­

sable ou peut être connue, de la manière suivante:
 
(Ver) Vp(p -0 0Kp)
 
Le fait qu'elle implique la conIlaissance possible et non seulement la connais­

sance est déterminant pour sa vraisemblance. Nul n'oserait défendre la version
 
« actualiste » de cette thèse, parfois appelée vérificationnisme fort ou ex­

trême, et qui s'écrit comme
 
(VerF) Vp(p -0 Kp)
 
Malheureusement pour le vérificationnisme (faible), il se trouve que (VerF)
 
peut être dérivé de (Ver) en employant des principes logiques à première vue
 
très faibles. Une situation qui porte le nom de paradoxe de Fitch.
 
Les principes logiques nécessaires à la dérivation de ce «paradoxe» 
tombent sous trois catégories selon qu'ils concernent (1) les constantes logi­
ques à proprement parler (c.-à-d. les constantes logiques non-modales), (2) la 
modalité métaphysique ou (3) la modalité épistémique. Les principes de la 
première catégorie comprennent les définitions classiques des constantes logi­
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ques ou, si l'on préfère, les définitions intuitionnistes 45 de ces constantes avec 
la règle d'élimination de la double négation: 
(-,-,) -,-,cp f- cp 
La deuxième catégorie comprend la règle et la validité suivantes: 
(Nec) Si f- cp, alors f- Dcp 
(duaL~) f- O-,cp --) -,Ocp 
Et la troisième,
 
(dist) f- K( cp 1\ 'ljJ) --) (K<p 1\ K'ljJ)
 
(T) f- K<p --) cp
 
Le principe (Nec) - la règle de nécessitation - signifie que toute validité logi­

que est métaphysiquement nécessaire; (duaL~) est une direction de la dépen­

dance normalement stipulée entre nécessité et possibilité; (dist) est une validi­

té de toute logique modale normale; et (T) - la factivité - traduit la condition
 
qu'il n'y a de connaissance que du vrai. Ces principes sont extrêmement fai­

bles : mis à part (T), ils font tous partie de la logique modale de base. En ce
 
qui concerne (T), il est difficile de contester que la connaissance doive respec­

ter cette propriété.
 
Une des dérivations les plus générales du vérificationnisme fort du vérifi­
cationnisme (faible) procède ainsi: 
1. q 1\ -,Kq Hypothèse 
2. 1, (Ver) et \i-élim(q 1\ -,Kq) --) 0K( q 1\ -,Kq) (1) 
3. OK(q 1\ -,Kq) 1, 2 et --)-élim (1) 
4. K( q 1\ -,Kq) Hypothèse 
5. Kq 1\ K-,Kq 4, (dist) et --)-élim (4) 
6. Kq 5, I\-élim (4) 
7. K-,Kq 5, I\-élim (4) 
'J5 Parmi celles-ci, les règles d'introduction et d'élimination pour Ill, quantification proposition­
nelle (ces règles sont obtenues directement des règles habituelles de quantification en effec­
tuant les changements appropriés). 
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8. ---.Kq 7, (T) et ~-élim (4) 
9. -.i 6, 8 et -.i-intro (4) 
10. -,K( q 1\ ---.Kq) 4-9, et -,-intro 
11. D---.K( q 1\ ---.Kq) 10, (Nec) 
12. ---.0K(q 1\ ---.Kq) 11, (duaL7 ) et ~-élim 
13. -.i 3, 12 et -.i-intro (1) 
14. ---.( q 1\ ---.Kq) 1-13, ---.-intro 
15. q~---.---.Kq 14, logique prop. int. 
16. q~ Kq 15, logique prop. int. et (-,-,) 
17. \1p(p ~ Kp) 16, \1-intro 
Par « logique prop. int. » aux étapes 15 et 16, nous entendons la logique pro­
positionnelle intuitionniste. Toutes les étapes de cet argument sont intuition­
nistes sauf pour le passage de 15 à 16 qui nécessite la règle classique (---.---.). 
Sans celle-ci, nous n'arrivons qu'à la conclusion: 
16'. \1p(p ~ ---.---.Kp) 15, \1-intro 
Mentionnons que ce paradoxe est parfois présenté autrement comme 
l'incompatibilité entre le vérificationnisme faible (Ver) et le principe dit de 
modestie épistémique : 
(Mad) :3p(p 1\ -,Kp)
 
Il se trouve que (Mad) est classiquement équivalent à la négation de (VerF),
 
ce qui signifie que (Ver) et (Mad) sont inconsistants.
 
Sans vouloir court-circuiter cette présentation, mentionnons dès mainte­
nant là où nous trouvons que la source de ce paradoxe se situe. Notre dia­
gnostique est que la formule problématique est 
(*) 0K( q 1\ -,Kq) , 
celle-là même qui se trouve à l'étape 3 de la dérivation et qui est produit par 
l'instanciation de (Ver) par 'q 1\ -,Kq'. Nous prétendons que la logique modale 
conventionnelle ne permet pas de distinguer les deux occurrences de 'K' dans 
(*), faisant en sorte qu'elles reçoivent la « même» interprétation et mènent 
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conséquemment à une contradiction. Or, ces deux modalités devraient rece­
voir des interprétations différentes, car la deuxième occurrence de 'K' provient 
de la formule' q 1\ ,Kq' dans laquelle la modalité'K' est interprétée comme la 
connaissance actuelle (en effet, la formule' q 1\ ,Kq' est une forme schémati­
que de la modestie épistémique portant sur la connaissance actuelle). C'est 
seulement après la substitution de 'q 1\ ,Kq' dans (Ver) que cette occurrence 
de 'K' devient une connaissance possible. Pour résoudre ce paradoxe, il fau­
drait trouver un moyen de maintenir cette interprétation actuelle' K' après la 
substitution dans (i). 
4.2 Les réponses au paradoxe 
Le paradoxe de Fitch a fait l'objet d'une quantité prodigieuse d'analyses vi­
sant tantôt à identifier une prémisse fautive dans l'argument plus haut et tan­
tôt à démontrer que le paradoxe pouvait réapparaître sans cette prémisse. 
Dans cette section, nous chercherons à donner un aperçu global des différentes 
stratégies de résolution afin de mieux situer la solution que nous proposerons 
plus loin. Toute présentation sommaire étant par défaut et par nécessité cou­
pable d'omissions, nous invitons le lecteur avide de détails et de références 
supplémentaires à consulter Brogaard & Salerno (2009), qui constitue un des 
recensements les plus complets de cette question et duquel nous nous inspi­
rons fortement ici. 
Nous pouvons regrouper les réponses au paradoxe en trois catégories: les 
réponses qui préconisent des révisions aux principes logiques (modaux ou 
non), celles qui imposent des restrictions syntaxiques à (Ver), et enfin celles 
qui apportent des modifications sémantiques au langage dans lequel est for­
mulé (Ver). Nous les visiterons tour à tour. De manière générale, nous pou­
vons juger la qualité d'une solution à sa capacité d'empêcher des formes 
connexes du paradoxe de réapparaître. Nous verrons qu'il s'agit là souvent du 
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test déterminant que plusieurs solutions ne passent pas. L'idée est que, si la 
solution en question bloque réellement le problème à sa source, elle devra 
alors bloquer des problèmes similaires également. Sinon, ce sera peut-être le 
signe qu'elle est ad hoc. 
4.2.1 Révision logique 
Il Y a naturellement plusieurs types de révisions logiques possibles. Nombreux 
sont ceux qui ont suggéré le passage à la logique intuitionniste, ce qui se tra­
duit par l'élimination de la règle (----,----,) , pour résoudre l'impasse. Comme nous 
l'avons vu, sans cette règle, nous n'arrivons qu'à dériver (161) qui est, selon 
certains du moins, tout à fait acceptable sur le plan intuitionniste. Aucune 
stratégie, à ce que je sache, ne propose de réviser les principes logiques de la 
modalité métaphysique, mais plusieurs proposent de réviser les principes logi­
ques de la modalité épistémique. Nous verrons toutefois que cette dernière 
approche n'est pas si fructueuse car le paradoxe réapparaît souvent sous une 
forme modifiée même si les contraintes supplémentaires sur K sont observées. 
Commençons par cette approche. 
Si ce sont les prémisses entourant la modalité épistémique que nous choi­
sissons de modifier, les possibilités se limitent à remettre en cause (dist) ou 
(T), ou les deux à la fois. L'abandon de (dist) est envisageable si, par exem­
ple, nous épousons une conception de la connaissance comme celle proposée 
par Nozick (1981). Nozick caractérise la connaissance comme une croyance qui 
« suit la vérité à la trace », c'est-à-dire comme une croyance qui est corrélée 
à la vérité de ce dont elle est une croyance. Si 'O~' représente la condition­
nelle contrefactuelle (de Stalnaker-Lewis, par exemple) ct si 'E' représente la 
modalité de croyance, alors 'Erp' suit la vérité de '<p' à la trace si et seulement 
SI 
(BTr) (----,rp O~ ----,E<p) 1\ (<p O~ Erp) 
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Dans l'idiome de la sémantique des conditionnelles contrefactuelles de Lewis, 
(BTr) se traduit par 
Dans tous les mondes proches du monde actuel où non-<p) l'agent ne croit 
pas que <P; et dans tous les mondes proches du monde actuel où <P, l)agent 
croit que <p. 
La connaissance chez Nozick est définie comme une croyance vraie qui suit la
 
vérité à la trace :
 
(Noz) K<p:= <p /\ B<p /\ (-,<p 0---+ -,B<p) /\ (<p 0---+ B<p)
 
Pour que (Noz) satisfasse (dist), il faut en particulier que l'inférence suivante
 
soit valide:
 
(<Pl /\ «2) 0---+ B( <Pl /\ «2) 
Mais il est bien connu que la conditionnelle contrefactuelle ne préserve pas de 
telles inférences en général. Il se pourrait donc qu'une telle conception de la 
connaissance ne soit pas compromise par le paradoxe. 
Malheureusement, Williamson (1993) nous montre qu'une modalité épis­
témique n'a pas forcément besoin de satisfaire (dist) pour être victime du pa­
radoxe. Si nous acceptions (Ver), nous dit-il, il est difficile de refuser le prin­
cipe connexe suivant: 
(Ver) VPl'"'' Pn(PI/\ ... /\ Pn ---+ O(Kpl/\'" /\ KPn)), 
et il se trouve que (VerF) se déduit de (Ver) sans recours à (dist). En effet, 
nous n'avons qu'à remplacer les étapes 2 à 12 dans la dérivation plus haut par 
2'. (q /\ -,Kq) ---+ O(Kq /\ K-,Kq) 1, (Ver*) et V-élim (1) 
3'. O(Kq /\ K-,Kq) 1,2' et ---+-élim (1) 
4'. Kq /\ K-,Kq Hypothèse 
5'. Kq 4', /\-élim (4') 
6'. K-,Kq 4', /\-élim (4') 
7'. -,Kq 6', (T) et ---+-élim (4') 
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8'. ~ 5',71 et ~-intro (4') 
9'. ----,(Kq 1\ K----,Kq) 4'-8', et ----,-intro 
10'. D----,(Kq 1\ K----,Kq) 9', (Nec) 
11'. ----,O(Kq 1\ K----,Kq) ID', (duaL..,)) et ~-élim 
Si une forme similaire du paradoxe peut être donnée sans faire appel à (dist), 
il semble que (dist) ne soit pas le principe en cause. 
Il reste donc le principe de factivité. Nous pourrions penser qu'une 
conception de la connaissance basée sur l'acceptation rationnelle n'endosserait 
pas toujours (T), bien qu'une telle conception ne soit pas très intuitive. Une 
telle manœuvre aurait pour effet de bloquer le passage de 7 à 8 (et le passage 
de 6' à 7' ci-dessus). Mais nous pouvons néanmoins retrouver le paradoxe si 
ajoutons les conditions suivantes pour' K' : 
(D) ----,K~ 
(K~) K<p 1\ K----,<p ~ K~ 
(KK) K<p ~ KK<p 
La condition (D) stipule qu'on ne peut pas connaître de contradiction; ceci 
n'empêche pas qu'il soit possible de connaître une fausseté, pour autant que 
cette fausseté ne soit pas une contradiction. C'est évidemment un affaiblisse­
ment de (T). La condition (K~) affirme qu'une contradiction est connue dès 
qu'une proposition et sa négation sont connues; c'est un cas particulier de la 
réciproque de (dist). Et la condition (KK), appelée principe d'introspection 
positive, affirme qu'un agent sait ce qu'il sait. Des trois conditions, (KK) est 
peut-être la plus contestée,46 mais les trois conditions demeurent néanmoins 
des propriétés communément attribuées à la connaissance. Si la modalité épis­
témique satisfait ces trois principes, nous retrouvons l'antinomie sans faire 
appel à (T). En effet, il suffit de remplacer les étapes 4-10 par 
4". K( q 1\ ----,Kq) Hypothèse
 
5". Kq 1\ K----,Kq 4", (dist) et ~-élim (4")
 
.6 Cf. chapitre 2 de cette thèse. 
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611 511 • Kq , I\-élim (411 )
 
711 611 (411
 • [(Kq , (KK) et ~-élim )
 
811 511
 • K-,Kq , I\-élim (411 )
 
911 711 ,811
 • KKq 1\ K-,Kq et I\-intro (4") 
1011 911 (411 • Ki- , (Ki-) et ~-élim ) 
11 11 • -,Ki- (D) 
1211 • i- 1011 , 11 11 et i--intro (411 ) 
13". -,K(q 1\ -,Kq) 411-1211 , et -,-intro 
Encore une fois, le fait que le paradoxe resurgisse avec une modification mi­
neure des prémisses semble suggérer que (T) n'est pas au cœur de ce para­
doxe. 
Examinons à présent l'approche intuitionniste de cc problème, celle qui 
consiste à abandonner le principe logique (-,-,). Un intuitionniste de la trempe 
de Michael Dummett est particulièrement interpellé par le paradoxe de 
Fitch. 47 S'il existe un thème central et fédérateur dans la philosophie de Dum­
mett, c'est bien l'idée que toute vérité est connaissable, que l'idée même d'une 
vérité inconnaissable est absurde. Mais l'humilité épistémique que prêche 
l'antiréalisme est sévèrement ébranlée par les conséquences téméraires de 
(Ver). Heureusement que l'antiréalisme prêche aussi l'adoption de la logique 
intuitionniste, laquelle, nous l'avons montré plus haut, ne permet pas la déri­
vation de (VerF). Pourrait-on dire par conséquent que l'antinomie est com­
plètement évitée par ce simple choix de logique? Oui et non. Oui, parce que si 
l'antiréaliste choisit de représenter la modestie épistémique par 
(Mod*) -,Vp(p ~ Kp) 
aucune contradiction ne s'ensuivra (Williamson 1988), (16') n'étant pas équi­
valent à la négation de (Mod*). Non, parce qu'il existe des formes modifiées 
du paradoxe qui ne nécessitent pas l'utilisation de la règle (-,-,). 
47 Gbran Sundholm, en discussion, a défelldu l'idée que le paradoxe n'affectait pas l'antiréa­
lisme car la formulation même de (Ver), selon lui, présupposait un concept de vérité réaliste. 
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En effet, Percival (1990) suggère que l'antiréaliBte-intuitionniste qui dé­
fend (Mod*) pourra difficilement contester la validité du principe 
( Und) 3p(-,Kp 1\ -,K-,p), 
lequel est une variation sur l'idée de modestie épistémique. Or, (Mod*) est 
peut-être inoffensif, mais il en va tout autrement pour (Und). La conclusion 
(18) entraîne, en logique intuitionniste, la proposition 
(*) 't/p( -,Kp ~ -,p) 
car 
-,-,-,rp f- lnl -,rp. 
Mais ceci permet alors la dérivation suivante: 
1. -,Kq 1\ -,K-,q Hypothèse 
2. -,Kq 1, I\-élim (1) 
3. -,K-,q 1, I\-élim (1) 
4. -,Kq ~ -,q (*) et 't/-élim 
5. -,K-,q ~ -,-,q (*) et 't/-élim 
6. -,q 2, 4 et ~-élim (1) 
7. -,-,q 3, 5 et ~-élim (1) 
8. i- 6, 7 et i--intro (1) 
9. 3p(-,Kp 1\ -,K-,p) Hypothèse ( Und) 
10. i- 1-8, 9 et 3-élim (9) 
Il. -,( Und) 1-10, et -,-intro 
Nous pourrions bloquer la dérivation de cette contradiction en remplaçant la 
thèse (Und) par la thèse suivante: 
(Und*) -,'t/p(Kp v K-,p) 
Les thèses (Und) et (Und*) sont équivalentes seulement en logique classique, 
et -,( Und) et (Und*) sont parfaitement compatibles en logique intuitionniste. 
Ainsi, le vérificationniste intuitionniste pourrait maintenir la cohérence de sa 
position. 
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Encore une fois, la réapparition du paradoxe laisse croire que (-,-,) n'est 
pas l'unique responsable de l'antinomie fitchéenne (ou pas du tout responsable 
du paradoxe). 
4.3 Révisions syntaxiques du vérificationnisme 
Une autre méthode de résolution consiste à remettre en question le fait que 
(Ver) soit une formalisation correcte de la thèse du vérificationnisme. Celui 
qui adopte cette méthode devra d'abord montrer en quoi (Ver) exprimerait 
incorrectement le vérificationnisme, il devra proposer ensuite une nouvelle 
formulation du vérificationnisme et montrer comment elle échappe aux consé­
quences fâcheuses de l'ancienne. La plupart des tentatives de ce genre peuvent 
être caractérisées comme des « stratégies de restriction», d'après la typologie 
de Brogaard et Salerno (2009). Nous trouvons cette terminologie malheureuse 
cependant, car elle laisse entendre que la formulation originale (Ver) exprime 
le « vrai» vérificationnisme tandis que la nouvelle formulation, obtenue par 
« restriction» de la thèse originale, représenterait seulement un compromis. 
Il me semble que cette manière de caractériser l'approche des Edgington, Se­
gerberg, Rabinowicz, Rückert, Kvanvig, etc. ne reflète pas leurs intentions 
fidèlement, mais nous suivrons néanmoins cette convention. 
Commençons par exposer sommairement les stratégies dites de « restric­
tion syntaxique». Les principaux auteurs pouvant être classés sous cette ru­
brique sont Tennant et Dummett. Tennant (2001) propose une solution qui 
ressemble à plusieurs égards aux solutions classiques des paradoxes ensemblis­
tes, lesquelles consistaient à imposer une restriction sur la substitution dans le 
principe fautif pour empêcher une instance problématique de voir le jour : 
chez Russell, cette stratégie produisit la contrainte de prédicativité; chez Zer­
melo, le passage de l'axiome de compréhension à l'axiome de séparation; et 
chez Tarski, une restriction sur la convention T. Tennant veut restreindre la 
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portée du quantificateur dans (Ver) en permettant seulement son instancia­

tion par des formules de la bonne sorte. Lesquelles? Par des formules carté 

siennes, où
 
(Cart) <p est cartésien ssi K<p j,L l.,
 
c'est-à-dire si et seulement si la formule K<p n'entraîne aucune contradiction.
 
La saveur de vérificationnisme que Tennant défend est donc
 
(VerC) <p ~ OK<p, pour <p cartésien
 
Cette version du vérificationnisme ne peut être exprimée qu'en forme schéma­

tique car la contrainte est syntaxique.
 
Il est évident que Tennant évite le paradoxe avec cet amendement à 
(Ver), car toute formule de la forme' q 1\ ---,Kq' n'est pas cartésienne. Il reste à 
nous convaincre cependant que la restriction en question est motivée par au­
tre chose que des considérations ad hoc. Il est en effet difficile de comprendre 
pourquoi l'on restreindrait (Ver) abstraction faite du paradoxe. Williamson, 
parmi d'autres, le lui ont reproché; celui-ci prétend même donner un exemple 
de formule cartésienne qui permettrait à la dérivation fitchéenne de réapparaî­
tre (Williamson 2000b). 
Un autre exemple de restriction syntaxique nous vient de Dummett, la­
quelle est mieux motivée et cadre élégamment avec l'antiréalisme. Il suggère 
de prendre (Ver) comme une clause de base pour une conception vérification­
niste/antiréaliste de la vérité. Au lieu de s'appliquer à toutes les propositions, 
(Ver) ne s'appliquerait qu'à une certaine classe d'énoncés: 
(VI3 ) Vr(p) ssi OKp, pour p un énoncé de base 
Pour les énoncés plus complexes, la vérité est définie récursivement suivant 
des clauses bien connues: 
(VA) Vr(<p et 'ljJ) ssi Vr(<p) 1\ Vr('ljJ) 
(Vv ) Vr(<p ou 'ljJ) ssi Vr(<p) v Vr('ljJ) 
(y-_~) Vr(si <p, alors 'ljJ) ssi Vr(<p) ~ Vr('ljJ) 
(V~) Vr(ce n'est pas le cas que <p) ssi ---,Vr(<p) 
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(VI;!) Vr(tout est cp) ssi 'VxVr(cp)
 
(VOl) Vr(il existe un cp) ssi 3xVr(cp)
 
où les connecteurs à droite sont interprétés de manière intuitionniste. Évi­

demment, cette manière de présenter le vérificationnisme évite la forme origi­

nale du paradoxe, mais la stratégie réussit-elle à bloquer les résurgences?
 
Brogaard et Salerno (2002) illustre comment, sous certaines hypothèses, 
cette version du vérificationnisme échoue. Pour faire fonctionner leur argu­
ment, il faut supposer tout d'abord que 'D'et'1(' satisfont les conditions 
(DKK) D(Kcp ~ KKcp) 
(clos) D(cp ~ 'lj;), Ocp f- O'lj; 
Si 'D'est une modalité normale et '1(' satisfait (KK), ces deux conditions se­
ront automatiquement satisfaites. Soit dit en passant, il y a matière à penser 
qu'un antiréaliste, Dummett ou autre, sera commis à (KK), en ce sens qu'il 
défend une conception de la connaissance que l'on pourrait qualifier 
d'internaliste et l'internalisme valide (KK). Nous supposerons, par ailleurs, 
que le qualificatif « être un énoncé de base» a la propriété suivante: 
(base) Si 'cp' est un énoncé de base alors' Kcp' est un énoncé de base 
Soit' q' est un énoncé de base, nous pouvons alors déduire: 
1. q /\ ----,Kq Hypothèse 
2. q /\-élim (1) 
3. OKq 2, (V13) (1) 
4. D(Kq ~ KKq) (DKK) 
5. OKKq 3,4 et (clos) (1) 
6. Kq 5, (V/3) et (base) (1) 
7. ----,Kq 1, /\-élim (1) 
8. .1 6, 7 et .l-intro (1) 
9. -.( q /\ -.Kq) 1-8, -.-intro 
10. q~----,----,Kq 9, log. prop. int. 
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L'argument n'étant possible que pour les énoncés de base, nous ne pouvons 
introduire de quantificateur universel aux étapes 9 ou 10, mais nous pouvons 
néanmoins exprimer schématiquement le caractère général de la conclusion 
comme suit: 
-'('P 1\ -,K'P) 
'P ~ -,-,K'P 
pour tout énoncé de base '<p'. Ce qui nous ramène aux mêmes difficultés dont 
nous avons parlé plus haut concernant la représentation de la modestie épis­
témique et des antinomies pouvant découler de (Und). 
4.4 Révisions sémantiques 
Par « révision sémantique» nous entendons une stratégie de résolution qui 
cherche à modifier le langage dans lequel est écrite la thèse du vérification­
nisme. L'idée sous-jacente est que le vérificationnisme n'est pas correctement 
représenté par (Ver) et que sa réécriture dans un langage enrichi approprié 
fera disparaître le paradoxe. Nous recenserons ici dans le détail des analyses 
d'Edgington, de Rabinowicz & Segerberg, et de Kvanvig, car c'est de celles-ci 
que nous nous inspirons pour notre propre proposition. 
4.4.1 Edgington et la connaissance actuelle 
La solution de Dorothy Edgington au paradoxe de Fitch se distincte donc des
 
solutions présentées plus haut par son refus de considérer (Ver), ou une res­

triction syntaxique de (Ver), comme une formalisation correcte du vérifica­

tionnisme. Edgington prétend que le paradoxe est dû à une confusion de por­

tée dans les modalités, et elle cherche à souligner cette confusion en considé­

rant la version temporelle de (Ver) suivante:
 
(VerT) Vp(p ~ CKp) ,
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où 'C'est la modalité temporelle 'à un certain moment dans le temps'. (Au­
trement dit, si 'F' et 'P' sont les modalités temporelles « à un moment dans 
le futur» et « à un moment dans le passé», 'Op' est équivalent à 'P<p v <p v 
F<p'.) La modalité 'C' a les mêmes propriétés que '0', et produit par consé­
quent le même paradoxe; si nous arrivons à dépister les rouages du paradoxe 
dans leur forme temporelle, nous arriverons vraisemblablement à les dépister 
sous leur forme originale. Or, (VerT) exprime l'idée suivante: 
(1) Si 'p' est vrai au temps tu, alors il existe un moment t1 où 'Kp' est 
vrai au temps t1 
Si 'q 1\ -,Kq' est vrai au temps tu, nous pouvons déduire de (1) qu'il existe un 
moment t1 tel que 
(2) 'K( q 1\ -,Kq)' est vrai à t1 
Mais (2) a deux interprétations saillantes: 
(2.1) Il est connu à t1 que 'q 1\ -,Kq' est vrai à t1 
(2.2) Il est connu à t1 que' q 1\ -,Kq' est vrai à tu 
L'interprétation (2.1) coïncide avec (VerT), mais le vérificationnisme (tempo­
rel) exprime en réalité (2.2). En effet, le vérificationnisme (temporel) stipule 
que, si une proposition est vraie au temps t, il existe un temps futur, passé ou 
présent t'où il est su que la proposition est vraie dans la situation t (sans' "). 
Il ne dit pas que, si une proposition est vraie au temps t, il existe un temps 
futur, passé ou présent t'où il est su que la proposition est vraie au temps t' 
(avec 'l'). Il nous faut donc réécrire la thèse (VerT) pour qu'elle corresponde à 
(2.2) plutôt que (2.1). 
Pour ce faire, Edgington introduit la modalité « maintenant », notée par 
'N dans le langage objet, avec laquelle elle propose la formalisation suivante 
du vérificationnisme (temporel) : 
(VerT*) Vp(Np ~ CKNp) 
Autrement dit, (VerT*) affirme que si 'p' est actuellement vrai il existe un 
temps t où il sera su que 'p' est vrai maintenant (et non pas à t). Il est assez 
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simple de vérifier que (VerT*') bloque les étapes cruciales du paradoxe. En 
effet, lorsque (VerT*') est instancié par la formule' q /\ -,Kq', le conséquent est 
de la forme 'CKN(q /\ -,Kq)', et celui-ci ne permet aucunement la dérivation 
de la forme temporelle de (VerF). 
Pour transposer cette analyse à (Ver), c'est-à-dire pour passer de la tem­
poralité à la possibilité, il faut utiliser une opération d'actualité '@' au lieu de 
l'opération 'N'. L'opération '@' signifie intuitivement « dans le monde ac­
tuel », et sa signification est comprise de la manière suivante dans la séman­
tique des mondes possibles: 
w If-- @<p si et seulement si WO If-- <p, 
où Wo est le monde actuel. En d'autres termes, la valeur de vérité de la for­
mule '@<p' à n'importe quel monde est tout simplement la valeur de vérité de 
'<p' au monde actuel Wo. Selon Edgington, la thèse du vérificationnisme 
s'écrirait donc comme: 
( VerA) Vp(@p ~ OK@p) 
Cette formulation du vérificationnisme permet d'éviter le paradoxe pour les 
mêmes raisons que (VerT*'). 
Il se trouve toutefois que cette reformulation souffre d'un défaut 
d'envergure produit par le comportement surprenant de l'opération 
d'actualité. Celle-ci annule l'effet des autres modalités qui la précède: si vous 
évaluez l'énoncé 'OK@p', vous verrez que la seule chose qui importe à son éva­
luation est la valeur de vérité de p au monde actuel. En effet, 
v If-- OK@p ssi il existe u tel que vRmu et u If-- K@p 
ssi il existe u tel que vRmu & [pour tout t, uRet :::} u If-- @p ] 
ssi il existe u tel que vRmu & [pour tout t, uRet :::} w If-- p] 
ssi w If-- P 
ssi v If-- @p 
Ces équivalences tiennent à condition que les relations d'accessibilité méta­
physique Rm et épistémique Re soient non triviales pour chaque monde (ce qui 
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veut dire que Rm[w] et Re[w] 7= 0 pour tout w, où R[w] est l'ensemble des 
points v accessibles depuis w), et cette condition est remplie pour les modali­
tés en question. De façon générale, quelque soit la concaténation de modalités 
(de losanges ou de carrés), disons CONC, si les relations d'accessibilité corres­
pondant aux modalités dans la concaténation CONC sont non-triviales, nous 
aurons aussi que 
v If- CONC @p ssi v If- @p ssi w If- p 
Cette propriété logique de '@' compromet donc l'adéquation de (VerA). 
Le problème se constate aussi en examinant informellement les conditions 
de vérité de l'énoncé « 'p' est vrai au monde w' ». (VerA) sous-entend que la 
proposition (possiblement) connue est non pas 'p' mais « 'p' est vrai au mon­
de actuel ». Mais en quoi consiste le savoir que 'p' est vrai au monde actuel, 
et en quoi diffère-t-il du savoir que p tout court? Dans la proposition 
(3) S sait que 'p' est vrai au monde actuel, 
le terme « actuel» apparaît dans la portée de la modalité « S sait que ». Il 
est donc légitime de se demander si le terme « actuel» est en portée étroite 
ou en portée étendue. Je prétends que si « actuel» est en portée étroite alors 
(3) a les mêmes conditions de vérité que 
(3.1) S sait que p 
Et si « actuel» est en portée étendue, alors (3) a les mêmes conditions de 
vérité que 
(3.2) 'p' est vrai au monde actuel 
Voici pourquoi. Une interprétation informelle que l'on peut donner à la rela­
tion d'accessibilité épistémique Re est que Re(w, v) tient si et seulement si 
l'agent S ne distingue pas le monde v du monde w lorsque le monde west le 
monde actuel. Ainsi, Re capture l'actualité comme l'agent la conçoit. Plus 
l'agent confond des mondes non-actuels avec le monde actuel, moins il 
connaît; et réciproquement, moins il confond de mondes avec le monde actuel, 
plus il connait. A la limite, s'il distingue parfaitement le monde actuel des 
114 Chapitre 4 - Le paradoxe de Fitch 
autres mondes, il a une connaissance parfaite du monde actuel. Interpréter le 
terme « actuel» en portée étendue revient à supposer que l'agent a une 
connaissance parfaite de l'actualité, rendant « S sait que p au monde actuel» 
équivalent à « (p' est vrai au monde actuel». Interpréter le terme « actuel» 
en portée étroite toutefois est tout simplement redondant, car dans ce cas 
« actuellement p » signifierait tout simplement que p dans tous les mondes 
que S ne distingue pas du monde actuel. Dans le premier cas, (VerA) repré­
sente mal le vérificationnisme, tandis que dans le deuxième, nous retrouvons 
exactement les mêmes difficultés qu'auparavant. 
4.4.2 Rabinowicz & Segerberg et la notion d'actualité 
Rabinowicz & Segerberg (1994) considèrent qu'Edgington identifie correcte­
ment les causes du paradoxe et la bonne formalisation de la thèse du vérifica­
tionnisme, mais ils estiment que les difficultés que rencontre l'opération 
d'actualité dans l'interprétation de (VerA) sont dues à une sémantique fau­
tive. Ils proposent donc un cadre sémantique novateur permettant d'exprimer 
une notion d'actualité qui n'annule pas l'effet des autres modalités. Leur solu­
tion n'est donc pas de nature syntaxique, car ils préservent (VerA) comme 
formulation précise du vérificationnisme, elle est entièrement sémantique, en 
ce sens qu'elle concerne seulement la manière dont sont interprétées les 
connecteurs (et conséquemment la logique de ces connecteurs). 
Cette sémantique a la particularité de comporter deux dimensions, c'est­
à-dire que les formules sont évaluées à des paires: la première coordonnée 
détermine un monde de perspective, et la seconde, un monde de référence. 
L'idée est de comprendre la valeur de vérité d'une formule comme dépendant 
à la fois du monde sur lequel elle porte et du monde par rapport auquel elle 
est évaluée. Rabinowicz & Segerberg utilise la coordonnée de « référence» 
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pour déterminer les propositions élémentaires et la coordonnée de « perspec­
tive » pour déterminer l'actualité. 
Un modèle dans la sémantique bidimensionnelle est une structure de la 
forme < W, II, N, E, val> où 
West un ensemble de mondes; 
II c p( Wx W) est l'ensemble des propositions admissibles; 
Ne Wx West la relation d'accessibilité métaphysique; 
E c (Wx W) x (Wx W) est la relation d'accessibilité épistémique; et 
val: Prop ---+ ~(W) n II est une valuation 
La relation d'accessibilité métaphysique N ne dépend que des mondes de réfé­
rence, mais la relation d'accessibilité épistémique E permet une dépendance 
entre les deux dimensions. Les conditions de vérité des connecteurs sont don­
nées par les clauses : 
(w, v) If- p ssi v E val(p) 
(w, v) If- @ep ssi (w, w) If- ep 
(w, v) If- Dep ssi, pour tout Vi, si VNV' alors (w, Vi) If- ep 
(w, v) If- Kep ssi, pour tout (W', v'), si (w, v)E(W', Vi) alors (w', Vi) If- ep 
La clause pour l'actualité montre bien l'utilité de la première composante: 
retenir quel monde est considéré comme actuel. 
Afin de mieux comprendre les idées derrières la solution bidimensionnelle 
de Rabinowicz & Segerberg, arrêtons-nous un instant pour examiner comment 
cette sémantique fut employée pour comprendre, d'une part, les énoncés in­
dexicaux temporels (cf. Almog et al 1989) et, d'autre part, les vérités contin­
gentes a priori (cf. Stalnaker 1999, Davies & Humberstone 1980, Garcia­
Carpintero & Macia 2006). Par la même occasion, cette exposition permettra 
au lecteur d'observer les différences entre le multi-dimensionalisme que nous 
introduisons dans cette thèse et le bidimensionalisme tel qu'il existe dans la 
littérature. 
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Bi-dimensionalité et indexicaux 
Une expression indexicale est une expression dont la signification ou la déno­
tation est précisée par le contexte d'énonciation. Par exemple, les pronoms 
personnels «je », « tu », « nous », etc., les adverbes de temps « mainte­
nant », « aujourd'hui», « demain», « hier», etc. et les adverbes de lieu 
« ici» et « là» sont des expressions dont les dénotations dépendent du 
contexte dans lequel ils sont énoncés. Si übama dit 
(4) Je suis ici maintenant
 
dans le bureau ovale de la Maison Blanche le 6 juin 2010 alors (4) signifie
 
(4.1) Barack übama est dans la Maison Blanche le 6 juin 2010
 
Mais si Neil Armstrong dit (4) sur la Lune le 21 juillet 1969 alors (4) signifie
 
(4.2) Neil Armstrong est sur la Lune le 21 juillet 1969.
 
Pour emprunter à la terminologie frégéenne, un énoncé comme « Je suis ici
 
maintenant », dans lequel se trouvent des expressions indexicales, se com­

porte comme un concept « insaturé» et ce, tant et aussi longtemps que ses
 
arguments ne sont pas précisés.
 
Laissons de côté pour l'instant les indexicaux ayant trait aux personnes et 
aux lieux, et concentrons-nous seulement sur les indexicaux temporels. Consi­
dérons les énoncés : 
(5.1) übama sera à Washington demain 
(5.2) übama sera à Washington demain ou le lendemain 
(5.3) übama sera à Washington bientôt 
(5.4) übama sera à \~ashington vendredi 
Les trois premiers énoncés sont indexicaux mais pas le dernier. Nous pouvons 
concevoir (5.1)-(5.3) sur le plan sémantique comme des fonctions qui associent 
une valeur de vérité au temps ou au contexte d'énonciation. Si T est un en­
semble d'instants temporels ordonnés par une certaine relation '-<', pour cha­
que temps dénonciation ta E T, nous pouvons interpréter les opérations tem­
porelles dans une structure < T, ta, -< > de la manière suivante: 
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t If- P<p ssi il existe t' tel que t' -< t et t'If- <p 
t If- F<p ssi il existe t' tel que t -< t'et t'If- <p 
t If- N<p ssi ta If- <p 
Par ailleurs, si chaque instant temporel t a un successeur t+, nous pouvons 
interpréter « demain», noté' Dm', et « lendemain», noté'Ld', comme: 
t If- Dm <p ssi ta+ If- <p48 
t If- Ld <p ssi t+ If- <p 
Enfin, si t[ est l'instant correspondant à vendredi, alors nous pouvons inter­
préter « vendredi », noté (Vd', comme : 
tif- Vd <p ssi t[ 1f- <p 
Les énoncés (5.1)-(5.4) peuvent alors être réécrits de la manière suivante: 
(5.1) Dm(Obama est à Washington) 
(5.2) Dm(Obama est à Washington) v Ld(Dm(Obama est à Washington)) 
(5.3) F(Obama est à Washington) 
(5.4) Vd(Obama est à Washington) 
Mais la notion de temps d'énonciation et le rôle particulier des indexicaux ne 
sont pas correctement représentés dans ce type de modèle. Le fait que les ex­
pressions « demain» et « vendredi» soient interprétées de la même manière 
(à un instant de T près) est révélateur d'une certaine lacune; chaque modèle 
n'ayant qu'un seul temps d'énonciation, ce dernier est un nom d'instant tem­
porel comme un autre. Cette limitation empêche notamment que nous puis­
sions avoir une modalité qui quantifierait sur les temps d'énonciation (et non 
les temps de référence). Par exemple, la validité temporelle 
(6) Demain est toujours le lendemain d'aujourd'hui
 
pourrait être représentée schématiquement par
 
(6.1) Dm<p ~ LdN<p, pour tout <p
 
mais rien dans (6.1) ne correspond à « toujours » qui joue le rôle d'une mo­

dalité quantifiant sur les temps d'énonciation ta.
 
48 C'est, du moins, la. clause pour « dema.in » en portée étendue. 
Chapitre 4- - Le paradoxe de Fitch 118 
Une façon de corriger cette situation, et c'est ici qu'entrent en scène les 
modèles bidimensionnels, est d'introduire une nouvelle dimension dont la 
fonction est exclusivement de tenir compte du temps d'énonciation, l'autre 
étant exclusivement consacrée au temps de « référence ». Un modèle bidi­
mensionnel de cette trempe est basé sur un ensemble temporel T (ordonné par 
'--<') mais les formules sont évaluées à des couples temporels (s, t). Les clauses 
sémantiques pour les modalités temporelles non-indexicales utilisent seulement 
la deuxième coordonnée, tandis que les clauses pour les modalités indexicales 
utilisent les deux: 
(s, t) If- Fep ssi il existe t' tel que t --< t'et (s, t') If- ep 
(s, t) If- Pep ssi il existe t' tel que t' --< t et (s, t') If- ep 
(s, t) If- Nep ssi (s, s) If- ep 
(s, t) If- Dm ep ssi (s, s+) If- cp 
(s, t) If- Ld cp ssi (s, t+) If- cp 
L'opération « vendredi» se distingue clairement dans cette sémantique des 
opérations « maintenant » ou « demain » : 
(s, t) If- Vd p ssi (s, tl ) If- p 
Par ailleurs, si nous introduisons une modalité '®' portant sur le temps 
d'énonciation et dont la signification est donnée par la clause: 
(s, t) If- ®ep ssi (s', t) If- ep, pour tout s', 
alors (6) peut être représenté schématiquement par 
(6.2) ®(Dmcp 0 LdNep), pour tout ep 
Bi-dimensionalité et le contingent a priori 
Regardons à présent du côté de Davies & Humberstone (1980) afin d'étudier 
leur application du cadre bi-dimensionnel pour exprimer la notion de vérité 
contingente a priori. Rappelons qu'une vérité contingente a priori est une vé­
rité contingente (c'est-à-dire non-nécessaire) qui est connaissable sans recours 
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à l'expérience. Kripke (1982) est le premier à avoir explicitement soutenu que 
de telles vérités existaient, mais avant lui, Gareth Evans a défendu une notion 
de « nécessité faible» qui s'apparente de très près à la vérité contingente a 
priori de Kripke. Examinons celle-ci à présent. Définissons « Vercingétorix» 
comme étant le nom de l'individu qui a inventé le fil à beurre. Nous ne vou­
lons pas dire que « Vercingétorix» est une description définie, seulement que 
la description qui accompagne l'introduction de ce nom sert à fixer la réfé­
rence de « Vercingétorix ». Evans cherche ensuite à attribuer deux propriétés 
conflictuelles à « Vercingétorix» : d'une part, (a) « Vercingétorix» se com­
porte comme un nom propre et a, par conséquent, une désignation rigide, 
mais d'autre part, (b) il se comporte comme une description définie dans la 
mesure où nous pouvons savoir sans consulter l'expérience, c'est-à-dire a prio­
ri, que Vercingétorix est celui qui a inventé le fil a beurre. Cet exemple a des 
airs de famille avec celui du mètre étalon de Kripke. La référence de « mètre 
étalon» est une certaine tige de platine dans le monde actuel: (a) « mètre 
étalon» est rigide en ce sens qu'il désigne la tige dans d'autres mondes possi­
bles, mais (b) le nom a l'aspect d'une description définie parce que nous sa­
vons qu'il mesure un mètre sans le mesurer. Considérons donc les deux propo­
sitions 
(7) Vercingétorix est l'inventeur du fil à beurre
 
(8) Le mètre étalon mesure un mètre
 
On prétend que (7) et (8) sont des exemples de vérités contingentes a priori.
 
D'abord, parce que (7) et (8) sont contingentes, l'individu dénoté par Vercin­

gétorix aurait pu ne pas être l'inventeur du fil à beurre comme le mètre étalon
 
aurait pu être plus court ou plus long qu'il ne l'est dans le monde actuel. En­

suite, parce (7) et (8) sont des vérités a priori: il est a priori vrai que
 
l'inventeur du fil à beurre est l'inventeur du fil à beurre et que le mètre étalon
 
est de la même longueur que lui-même.
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Comment représenter les énoncés (7) et (8) et leur statut modal dans le 
formalisme bidimensionnel? Nous utiliserons la première coordonnée pour re­
présenter le monde actuel, le monde où les référence des expressions « Vercin­
gétorix » et « mètre étalon» sont fixées. Chaque monde actuel donne poten­
tiellement lieu à des dénotations différentes de « Vercingétorix» et de « mè­
tre étalon», mais à ce monde actuel il sera vrai que Vercingétorix est 
l'inventeur du fil à beurre et que le mètre étalon mesure un mètre. Pour 
mieux comprendre l'effet de la première coordonnée, imaginons trois mondes 
possibles W1, W2 et W3, en plus du monde actuel Wo, où le mètre étalon mesure 
1,1 m, 1,2 m et 1,3 m respectivement (pjr au mètre étalon actuel). Ce scéna­
rio donne lieu à seize couples perspective-référence : 
Référence 
Wo w1 W2 W3 
Cl) Wo (wo, wo) (wo, w1) (wo, w2 ) (wo, w3) 
>.....
.... 
U w1 (w1 , wo) (wj , wj ) (w1 , w2) (w1, w3 ) 
Cl) 
0­
rn 
l-< w2 ('W2 , 'wo) ('W2 , 'W1) ('W2 , 'W2 ) ('W2 , 'W3) 
Cl) 
P-4 
'W3 ('W3 , 'Wo) ('W3 ) 'W1) ('W3) 'W2) ('W3 , 'W3) 
Au couple ('Wj , 'W2 ), le nom « mètre étalon» est défini comme la tige de pla­
tine dans 'W1, qui mesure 1,1 m selon notre mètre actuel, et la tige de platine 
est dans 'W2 où elle mesure 1,2 m, toujours selon notre mètre actuel ou ~ 1,09 
m selon la définition de « mètre» dans W 1. Au couple ('W3, 'W3), le nom « mè­
tre étalon» est défini comme la tige de platine dans 'W3, qui mesure 1.3 m 
(selon notre actualité), et la tige de platine est aussi dans 'W3 (où elle mesure 1 
m selon le mètre dans 'W3). Quel que soit le monde 'W, si la tige de platine dans 
'West choisie comme mètre étalon, alors notre compréhensi0n d'un mètre éta­
lon est telle que nous savons que le mètre étalon dans 'W mesure un mètre. Il 
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se trouve que les vérités contingentes a priori sont caractérisées par le fait 
d'être vraies le long de la diagonale, c'est-à-dire à tous les couples (w, w). 
La notion modale « est contingent a priori» sera donc une combinaison 
de deux modalités, l'une que connaissons déjà: la modalité d'actualité '@', 
dont la signification dans le cadre bidimensionnel est donnée par 
(w, v) II- @cp ssi (w, w) II- cp, 
et l'autre, la modalité '8",49 qui est la contrepartie aléthique de '0' et dont la 
signification est 
(w, v) II- CScp ssi (w', v) II- cp, pour tout w' tel que wRw', 
où R c Wx W. La modalité « est contingent a priori» est tout simplement la 
concaténation de '8" et de '@', ce qui produit les conditions de vérité suivan­
tes: 
(w, v) II- 8'@cp ssi (w', v) II- @cp, pour tout v tel que wRw' 
ssi (w', w') II- cp, pour tout w' tel que wRw' 
Revenons maintenant à l'analyse de Rabinowicz & Segerberg. A supposer que 
l'application de la sémantique bidimensionnelle à l'analyse des indexicaux et 
des vérités contingentes a priori soit claire et justifiée (ce qui ne fait pas 
l'unanimité, cf. Soames (2002)), comment peut-elle être utile à l'analyse du 
pa.radoxe de Fitch et plus généralement à la clarification des énoncés qui im­
pliquent des modalités épistémiques et métaphysiques? Dans un premier 
temps, pour déterminer si l'analyse bidimensionnelle peut être transposée, il 
faudrait réussir à rendre intelligible la notion de monde perspective et de 
monde référentiel dans ce contexte. Dans les exemples plus haut, autant pour 
celui des indexicaux temporels que celui des vérités contingentes a priori, la 
première coordonnée comptabilisait un certain paramètre d'actualité. A quoi 
ceci peut-il correspondre dans le cas présent? Si les énoncés du langage objet 
comportaient des indexicaux ou si nous voulions représenter la connaissance a 
49 '8" pour « fixedly ». 
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priori de vérités contingentes, nous pourrions attacher une interprétation à 
cette première composante, mais si les énoncés du langage ne comportent pas 
d'indexicaux et si, comme c'est le cas dans la plupart des applications, nous 
faisons abstraction du contingent a priori (car après tout il s'agit d'une classe 
assez restreinte d'énoncés), il faudrait trouver une autre raison d'être pour 
cette coordonnée. A prime abord, nous pourrions penser que la perspective 
épistémique détermine un mode de connaissance, qu'elle tient lieu de la ma­
nière actuelle de connaître, mais ce n'est pas tout-à-fait l'usage que Segerberg 
& Rabinowicz en font (car sinon ils n'auraient pas gardé la même formulation 
du vérificationnisme). Ils discutent longuement les contraintes que nous pou­
vons éventuellement poser sur la relation d'accessibilité épistémique E sans 
toutefois nous éclairer sur l'aspect le plus essentiel de leur sémantique, c'est-à­
dire la manière dont il faut comprendre la dualité perspective-référence dans 
un contexte épistémique. Sur ce plan, nous sommes laissés un peu dans le 
noir. 
Mais, indépendamment de la motivation philosophique, est-ce que cette 
nouvelle interprétation de l'opérateur d'actualité permet d'échapper aux pro­
blèmes que rencontrait la notion d'actualité d'Edgington? Il est vrai que cette 
nouvelle signification de '@' ne présente pas les mêmes propriétés que 
l'ancienne, en ce sens qu'elle n'annule pas l'effet de la modalité épistémique, 
mais elle annule tout de même l'effet de la modalité aléthique. En effet, si 'P 
est une formule quelconque, nous avons 
(w, v) If- @'P ssi (w, w) If- 'P ssi (w, v') If- @'P, 
ce qui fait de '@'P ~ O@'P' une validité logique dans cette sémantique. Par 
ailleurs, les définitions de ces modalités confèrent des conditions de vérité à 
(VerA) qui sont loin d'être évidentes: la modalité '0' quantifie sur la réfé­
rence, et 'K', sur les deux dimensions, mais au final seule la quantification sur 
la première composante est importante pour (VerA) étant donnée l'action de 
'@'. Cette stratégie de solution présente donc certaines faiblesses, mais nous 
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exploiterons l'idée de sémantique bi-dimensionnelle qui lui est sous-jacente 
dans notre propre solution. 
4.4.3 Kvanvig et le caractère indexical de la connaissance 
L'analyse de Kvanvig (1995) s'accorde avec Edgington sur le fait que le para­
doxe est le résultat d'un problème de portée, mais selon lui le problème de la 
portée n'est pas tant au niveau de la proposition connue qu'au niveau de la 
modalité de connaissance. Pour mieux faire ressortir son observation, Kvanvig 
transcrit l'argument du paradoxe dans un langage modal du premier ordre 
typé. Ce langage contient des variables x, y, z pour les agents épistémiques, 
des variables t, 5, ... pour le temps et des variables p, q, ... pour les formules, 
en plus de la modalité aléthique 'D'et de la modalité épistémique 'K(x, t)', 
qui admet deux arguments, un d'individu et l'autre de temps (et qui signifie 
informellement 'x sait que ... au temps t'). Il suppose que la modalité épis té­
mique satisfait les propriétés : 
(T) K(x, t)rp ~ rp 
(dist) K(x, t)(rp 1\ 'Ij;) ~ (K(x, t)rp 1\ K(x, t)'Ij;) 
et que la modalité aléthique 'D' satisfait (dual~) et (Nec). La quantification 
propositionnelle que nous retrouvons dans (Ver), et qui est intrinsèquement 
du deuxième ordre, doit être remplacée par un prédicat de vérité 'V' et une 
quantification du premier ordre sur des noms de propositions. Il faudra donc 
quelques conditions sur le prédicat de vérité: 
(Vr~) rp ~ V(n) 
(KVr) K(x, t)V( n) ~ K(x, t)rp 
où 'n'est un nom de 'rp'. Nous supposerons que" rp " est un nom de 'rp'. Le 
vérificationnisme est représenté dans ce langage par: 
( VerK) \:;/p(V(p) ~ O::Jx, tK(x, t)V(p)) 
La dérivation du paradoxe de Fitch dans ce contexte procède comme suit: 
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1. V(p) /\ -,:3x, tK(x, t)V(p) 
2. V('V(p) /\ -,:3x, tK(x, t)V(p)') 
3. O:3y, sK(y, s)Vr('V(p) /\ -,:3x, tK(x, t)V(p)') 
4. K(y, s)V('V(p) /\ -,:3x, tK(x, t)V(p)') 
5. K(y, s)(V(p) /\ -,:3x, tK(x, t)V(p)) 
6. K(y, s)V(p) /\ K(y, s)(-,:3x, tK(x, t)V(p)) 
7. K(y, s)(-,:3x, tK(x, t)V(p)) 
8. -,:3x, tK(x, t)V(p) 
9. K(y, s)V(p) 
10. :3x, tK(x, t)V(p) 
11. 1. 
12. -,K(y, s)V('V(p) /\ -,:3x, tK(x, t)V(p)') 
13. Vy, s-,K(y, s)V('V(p) /\ -,:3x, tK(x, t)V(p)') 
14. -,:3y, sK(y, s)V('V(p) /\ -,:3x, tK(x, t)V(p)') 
15. D-,:3y, sK(y, s)V('V(p) /\ -,:3x, tK(x, t)V(p)') 
16. -,O:3y, sK(y, s)V('V(p) /\ -,:3x, tK(x, t)V(p)') 
17. 1. 
18. -,(V(p) /\ -,:3x, tK(x, t)V(p)) 
19. V(p) ~ -,-,:3x, tK(x, t)V(p) 
20. V(p) ~ :3x, tK(x, t)V(p) 
21. Vp(V(p) ~ -,-,:3x, tK(x, t)V(p)) 
22. Vp(V(p) ~ :3x, tK(x, t)V(p)) 
Hypothèse
 
1, (VL» et -+élim (1)
 
2, (VerK), V, -+élim (1)
 
Hypothèse 
4, (KVr) et ~-élim (4) 
5, (dist) et ~-élim (4) 
6, /\-élim (4) 
7, (T) et ~-élim (4) 
6, /\-élim (4) 
9, :3-intro (4) 
8, 10 et l.-intro (4) 
4-11, -,-intro 
12, V-intro 
13, cal. pred. int. 
14, (Nec) 
15, (duaL?) et ~-élim 
3, 16 et l.-intro (1) 
1-17, -,-intro 
18, cal. préd. int. 
18, cal. préd. class. 
19, V-intro 
20, V-intro 
La conclusion à l'étape 21 ne fait appel qu'à la logique intuitionniste, tandis 
que 22 fait un usage essentiel de la logique classique. Mentionnons que la dé­
monstration que donne Kvanvig est plus sommaire que celle-ci. En particulier, 
il ne précise aucune des propriétés logiques concernant le prédicat de vérité, et 
utilise 'p' tantôt comme une variable propositionnelle tantôt comme un nom 
d'un énoncé. 
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L'analyse de Kvanvig de ce paradoxe part du principe général selon lequel 
les quantificateurs comportent une dimension indexicale : « For one can treat 
quantified sentences as modally indexical. That is, the same quantified sen­
tence can express different propositions in different possible worlds. » (1995 : 
493). Dans nos communications quotidiennes, le contexte d'énonciation nous 
épargne l'effort considérable qu'il faudrait faire afin de fournir les précisions 
quant aux temps, lieux, personnes, etc. impliqués dans (et implicites à) nos 
assertions les plus banales. L'idée est donc que les quantificateurs présents 
dans la thèse du vérificationnisme présentent un comportement indexica1. 50 
Comment cette observation peut-elle avoir une incidence sur le paradoxe 
de Fitch? Le problème, qui est tout à fait général, concerne l'instanciation 
d'un quantificateur universel par une expression non-rigide dans une formule 
modale. Donnons un exemple. Soit 'P' est un prédicat correspondant à une 
propriété essentielle. Puisque' P' définit une propriété essentielle, la formule 
suivante est vraie (même nécessairement vraie) 
(ess) 't/x( P( x) ~ 0 P( x) ) 
Si nous considérons que les lois physiques de même que les constantes qui y 
apparaissent sont nécessaires, alors le prédicat 
P(x) := x est une constante physique 
satisfait (ess). Supposons que 'n'est la description définie 
n := la valeur que Newton découvrit dans son labo 
et supposons qu'il existe un monde possible où Newton n'a pas trouvé la bon­
ne valeur de la constante universelle de la gravitation, une possibilité qui est 
plus que vraisemblable (on l'admettra). Dans le monde actuel Wo, 'n' dénote 
C, mais dans le monde w où Newton se trompe dans ses mesures, 'n' vaut C', 
et C' est considérablement différente de C. Or, la loi de l'instanciation univer­
selle (ou de la 't/-élimination) stipule que 
't/x(P(x) ~ DP(x)) f- P(t) ~ DP(t) 
SO C'est une version du contextualisme épistémique. 
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pour t un terme quelconque. 5l En particulier, (ess) et cette loi nous permet­
tent de déduire que F( n) ---+ DF( n). Dans le monde actuel, n est la constante 
universelle de la gravitation, donc nous avons que DF( n). Mais ceci contredit 
le fait que n n'est pas G dans w, que O---,F( n). Face à cette observation, la 
conclusion n'est pas que la loi de l'instanciation est erronée dans son ensemble 
mais plutôt qu'on doit restreindre les instanciations admissibles à des termes 
dont les dénotations sont rigides (c'est notamment le cas pour les variables). 
Kvanvig veut faire valoir qu'une situation similaire est à l'œuvre dans le 
paradoxe de Fitch. La dérivation du paradoxe dépend d'une instanciation de 
formule quantifiée universellement (à l'étape 3), et il semble que la formule 
substituée (::lx, tK(x, t)V(p)' comporterait un aspect indexical (ou, plus exac­
tement, un aspect non-rigide), car le domaine du quantificateur '3' varierait 
d'un monde possible à l'autre. Kvanvig explique la chose ainsi: 
The mistaice in the proof occurs with the substitution of an instance of the second 
assumption into the first assumption as one of the icnowable truths. Since proposi­
tions are the objects of knowledge, such a substitution is legitimate only if the for­
mula expresses the same proposition in the substitutional context that it expresses 
in the original context. In the present case, the substitutional context is partially a 
modal one, .for the consequent of the bound conditional in the first assumption is 
governed by a possibility operator. So for the substitution to be legitimate, the for­
mula wouId have to be modally nonindexical. Otherwise the unknown proposition 
expressed by that formula in the actual world may not be the expressed value of 
that formula in the modal context in question. Since the substituted formula is a 
quantified one and quantified sentences are generally modally indexieal, the argu­
ment fails because of an illegitimate substitution in a modal context. (Kvanvig 
1995 : 495) 
Le problème concerne donc la nature indexicale du quantificateur dans52 
51 Du moins, à condition que t soit libre pour .r dans la formule.
 
52 Les quantificateurs peuvent admettre des domaines différents dans des contextes différents
 
sans que cette variation soit due à une forme d'indexicalité.
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V(p) /\ -,::1 x, tK(x, t)V(p) 
Celui-ci devrait seulement quantifier sur des valeurs de x et de t actuelles et 
non pas sur des valeurs possibles de ces paramètres. Malheureusement, c'est 
ce qui se produit à l'étape 3 : 
0::1 y, sK(y, s)V('V(p) /\ -,::1 x, tK(x, t)V(p)') 
ou, si 'V' satisfait la réciproque de (V.~), tout simplement: 
O::ly, sK(y, s)(V(p) /\ -,::Ix, tK(x, t)V(p)) 
Le quantificateur existentiel le plus à droite, celui qui provient de la modestie 
épistémique, est maintenant dans la portée de la modalité de possibilité '0', ce 
qui veut dire que les objets quantifiés par ce quantificateur sont possiblement 
non-actuels. 
Pour résoudre ce problème, Kvanvig introduit des quantificateurs « pos­
sibilistes » 'V' et '::l' de même qu'un prédicat d'actualité '@' pour exprimer 
des quantificateurs « actualistes» 'V@' et '::I@', la quantification actualiste 
étant une restriction de la quantification possibiliste. La signification intuitive 
des quantificateurs possibilistes est 
Vx ssi tous les agents possibles sont tels que . 
Vt ssi tous les temps possibles sont tels que . 
Les quantificateurs existentiels '::Ix' et '::1 t' sont définis en fonction de 'Vx' et 
'Vt' respectivement. Par ailleurs, si on définit le prédicat d'actualité '@' com­
me 
@(x) ssi x est un agent actuel et
 
@(t) ssi t est un temps actuel,
 
alors la quantification actualiste peut être définie comme 
V@x ssi Vx(@( x) ---+ ) 
V@t ssi Vt(@(t) ---+ ) 
La quantification possibiliste rend la modalité de possibilité '0' caduque. Le 
vérificationnisme s'incarne maintenant par 
Vp(V(p) ---+ ::Ix, tK(x, t)V(p)) 
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et la modestie épistémique, par
 
(ModIJ 3p(V(p) /\ -,3@x, tK(x, t)V(p))
 
On peut constater que la dérivation du paradoxe est bloquée avec ces modifi­

cations.
 
Williamson (2000) reproche à Kvanvig une mauvaise utilisation du terme 
« indexical », et estime que Kvanvig cherche plut6t à montrer que des ex­
pressions non-rigides sont impliquées dans la substitution cruciale du para­
doxe. L'indexicalité mène parfois à la non-rigidité, mais la réciproque n'est 
pas vraie de manière générale. Williamson remet aussi en question le fait que 
des énoncés non-rigides soient impliqués dans la dérivation du paradoxe, car 
selon lui une formule telle que '-,Kp' est rigide. Si nous concevons une formule 
comme un nom de proposition, la sémantique des mondes possibles donne rai­
son à Williamson. En effet, bien que la valeur de vérité d'une formule '<p' va­
rie d'un monde à l'autre, son extension propositionnelle, c'est-à-dire le sous­
ensemble de mondes possibles qu'elle définit, ne varie pas d'un monde à 
l'autre, il n'y aura donc pas de variation d'un monde à l'autre de la significa­
tion d'un énoncé. Par contre, le fait qu'un énoncé ait une signification déter­
minée, indépendante du monde d'évaluation, ne devrait pas empêcher pas 
qu'une composante de celle-ci puisse avoir un comportement non-rigide. 
4.5 Notre solution - Partie 1 : La quantification modale 
Nous aimerions faire converger maintenant les trois stratégies précédentes. 
Nous retenons d'Edgington qu'il y a un problème de portée, de Rabinowicz & 
Segerberg qu'un paramètre supplémentaire peut être employé pour tenir 
compte de cette portée, et de Kvanvig que la portée est due à la non-rigidité 
d'un certain domaine de quantification. Notre stratégie consistera, dans un 
premier temps, à introduire un langage qui éliminera la portée pour que nous 
puissions constater plus clairement la mécanique qui est sous-jacente au para­
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doxe, et dans un deuxième temps, nous définirons un langage qui pourra re­
présenter correctement la portée sans rebasculer dans les mêmes antinomies. 
Partons de l'observation qu'une modalité est essentiellement un quantifi­
cateur avec un domaine de quantification qui varie implicitement d'un monde 
à l'autre. (Nous pouvons d'ailleurs voir la relation d'accessibilité R d'une mo­
dalité comme une fonction qui attribue un domaine de quantification R[w] à 
chaque monde w, où v E R[w] ssi wRv.) Utilisons directement des quantifica­
teurs dans le langage objet pour simuler l'action de la modalité de possibilité 
dans la thèse du vérificationnisme. Ce quantificateur n'aura pas des mondes 
possibles comme domaine de quantification, mais plutôt des profils épistémi­
ques, des sortes de « perspectives» épistémiques à la Rabinowicz & Seger­
berg. Nous gardons la modalité de connaissance 'K', mais nous lui ajoutons 
une variable de profil épistémique 'x', variable qui sera liée par la quantifica­
tion « aléthique ». L'énoncé '~xKx<p' signifie donc qu'il existe un profil épis­
témique tel que, sous ce profil, l'agent sait que <p. Le vérificationnisme dans ce 
langage prend donc la forme : 
(VerQ) Vp(p ---., ~xKxp) 
Quant à la modestie, nous pouvons choisir de l'exprimer par 
(*) ~p(p /\ --.Kap) 
où 'a' est une constante qui dénote le profil épistémique actuel, mais il serait 
plus intéressant d'exiger que tous les profils épistémiques soient modestes: 
(**) Vx~p(p /\ --,Kxp) 
La différence entre les deux est importante. La condition (*) pose seulement 
des conditions sur le profil actuel a, par conséquent (*) est compatible avec 
l'existence d'un profil épistémique ~ immodeste, un profil satisfaisant 
(***) Vp(p ---., K~p) 
Ce qui veut dire que si (*) représente la modestie, nous pouvons donner un 
modèle très simple satisfaisant le vérificationnisme et la modestie mais qui 
trahit les intuitions vérificationnistes, un modèle où le vérificationnisme est 
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une thèse vraie seulement en vertu d'une omniscience possible. Nous exigerons 
donc que tous nos profils soient modestes, c'est-à-dire que nous choisirons (**) 
comme principe de modestie (lVlodQ). (De toute manière, si nous choisissons 
(*) comme principe de modestie, il sera trivial de montrer que (VerQ) et 
(ModQ) sont compatibles.) 
Les thèses (VerQ) et (ModQ) ne permettent pas la dérivation du para­
doxe de Fitch. En tentant de reproduire la dérivation du paradoxe éponyme, 
nous obtenons: 
1. p A -,Kxp Hypothèse 
2. ~yKy(p A -,Kxp) 1, (VerQ) et \f,~-élim (1) 
3. Ky(p A -,Kxp) Hypothèse 
4. Kyp A Ky(-,Kxp) 3, (dist) et ~-élim (3) 
5. Kyp(-,Kxp) 4, A-élim (3) 
6. -,Kxp 5, (T) et ~-élim (3) 
7. Kyp 4, A-élim (3) 
Aucune contradiction ne peut être tirée des étapes 6 et 7, nous empêchant par 
le fait même d'introduire une négation sur 1 pour obtenir, après quelques ma­
nipulations classiques, la formule 'p ~ \fxKxp'. 
Bien. Nous avons montré que le paradoxe est bloqué par cette voie. Par 
ailleurs, l'impossibilité de la dérivation ne tient pas à la présence ou l'absence 
d'une hypothèse particulière; cette obstruction est assez robuste, et confirme 
l'idée que le paradoxe n'est pas tant dû au vérificationnisme comme tel mais à 
un problème de substitution en logique modale. Il reste que le paradoxe pour­
rait réapparaître sous une autre forme dans ce langage. Il faudrait s'assurer de 
la consistance de (VerQ) et (ModQ) pour en découdre définitivement avec 
celui-ci. Une manière de montrer que (VerQ) et (ModQ) sont consistants, par 
rapport à une certaine logique r (ou, plutôt, par rapport à un certain système 
de dérivation), est de montrer qu'ils sont satisfaisables dans un modèle qui 
valide r. Notre tâche sera donc de montrer qu'il existe un modèle satisfaisant 
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les formules (VerQ) et (ModQ) (et une certaine logique r). De cette manière, 
nous aurons la garantie qu'aucune contradiction ne peut être dérivée à partir 
de (VerQ) et (ModQ) en utilisant la logique r. 
Un modèle M de ce langage est un quadruplet < W, E, II, 1> où : West 
un ensemble de mondes possibles; E est un ensemble de profils épistémiques 
sur W, c'est-à-dire de relations binaires sur W; II est un ensemble de proposi­
tions admissibles, lesquelles sont des sous-ensembles de W; et l est une fonc­
tion d'interprétation l pour les constantes propositionnelles et modales, s'il y 
en a. Puisque le langage comporte des variables, à la fois modales et proposi­
tionnelles, il faut définir des valuations - à la tarskienne - afin de pouvoir 
interpréter toutes les formules dans M. Une valuation de M est une fonction 
s : Mod
 U Prop ~ EU II telle que 
s(x) E E, si xE Mod 
s(p) E II, si p E Prop 
Deux valuations s et t sont X-équivalentes, notée s cv x t, pour X une variable 
modale ou propositionnelle, si et seulement si 
s( Y) = t( Y), pour toute variable Yo;z'::. X 
Avec ceci, nous avons le nécessaire pour définir les clauses sémantiques (prin­
cipales) de ce langage: 
W, s If- p ssi W E s(p) (ou I(p), si 'p' est une constante) 
W, s If- Kx<p ssi v, s If- <p, pour tout v tel que (w, v) E s( x) 
W, s If- VX<p ssi w, tif- <p, pour tout t CV x s 
Une formule close (une formule dans laquelle aucune variable n'est libre) pos­
sède une valeur de vérité à W indépendante de la valuation. 
Appelons un modèle < W, E, II, 1> véTificationniste à W si les formules 
(VerQ) et (ModQ) sont toutes deux vraies à w. Un modèle est vérification­
niste (tout court) s'il est vérificationniste à w, pour tout w E W. Nous cher­
cherons donc à déterminer maintenant sous quelles conditions il existe un 
modèle vérificationniste. 
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Quelques remarques sur la nature des ensembles E et TI. D'une certaine 
manière, (VerQ) implique que plus il y aura de propositions dans TI plus E 
devra contenir de profils (pour connaître ces propositions), et (ModQ) impli­
que que plus il y aura de profils dans E plus TI devra contenir de propositions 
(à ignorer par ces profils). Ainsi, on ne s'étonnera pas que la réponse à la 
question de l'existence d'un modèle vérificationniste dépendra éventuellement 
des contraintes que satisfait TI ou non. Les caractérisations suivantes du do­
maine propositionnel TI nous seront utiles pour la suite: TI est le domaine 
total si TI = g::>( W), c'est-à-dire s'il comprend toutes les propositions possibles; 
TI est fermé sous complémentation ssi 
TI E TI =} W\TI E TI, 
pour toute proposition TI E TI; il est fermé sous intersection ssi 
TI, TI' E TI =} TI n TI' E TI, 
pour toutes proposition TI, TI' E TI; il est booléen ssi il est fermé sous complé­
mentation et intersection; et il est fermé épistémiquement ssi il est booléen et 
si a(TI) E TI, pour tout TI E TI et pour tout a E E, où 
a( TC)
 = {w E W: a[w] eTC}. 
Si TI est fermé épistémiquement, alors il contient, en gros, toute proposition 
définissable par une formule sans quantificateurs (une formule telle que' Ko..p 
/\ -,Kyq' mais pas 'VxKxp'). 
Ces précisions étant données, nous avons: 
Théorème l 
Dans ce qui suit, M est un modèle de la forme < W, E, TI, 1 >. 
(a)
 Si {w} E TI, alors M n'est pas vérificationniste à w; et si TI est le domaine 
total, !YI n'est vérificationniste à aucun w. 
(b)
 Il existe un modèle vérificationniste M tel que W et E sont finis et TI est 
fermé sous complémentation. 
(c)
 Si M est vérificationniste et TI est booléen, alors W, E et TI sont infinis. 
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(d) Il existe un modèle vérificationniste M avec TI fermé épistémiquement. 
PREUVE. (a) Supposons que l'extension de Po est {w}, que 1(01.) = a et que 
Kapo est vrai à w. Il s'ensuit que la relation a est « isolée» à w : (w, w) E a 
et, pour tout v, (w, v) E a entraîne v = w. Dans ce cas, toute proposition 
vraie à west connue à w, contredi~ant (ModQ). La deuxième partie est immé­
diate. 
(b) Posons: W = {w, x, y, z}; E = {a, b}, où a est la clôture réflexive, 
symétrique et transitive de {(w, x), (y, z)} et b est la clôture réflexive, symé­
trique et transitive de {(WJ y), (x, z)}; 1(Ci) = a et 1(0) = b (aucune autre 
contrainte); et TI ={{w, x}, {y, z}, {wJ y}, {x, z}}. Voir figure. 
TI est clairement fermé sous com­
y •.--------- ­ ... z 
a plémentation, on peut vérifier aisément 
que (VerQ) et (ModQ) sont vrais à cha­
que monde (il suffit de considérer tous 
b les cas possibles). Par exemple, au point 
W la proposition {w, x} est vraie mais 
w ••-----------e. x pas connue par le profil b. Cependant, 
a elle est connue par le profil a. Les autres 
cas se vérifient de la même manière. 
(c) Pour démontrer cette partie nous utilisons (VerQ) et (ModQ) en al­
ternance. Soient Wo E W un monde et Go E E un profil épistémique quel­
conques. Par (ModQ), il existe une proposition 1\0 E TI, dénoté par 'Po', qui 
n'est pas connue à Wo par ao. Par (VerQ), il existe un profil al qui sait que Po 
au point wo. Mais par (ModQ), il existe 1\1 E TI, dénotée par 'p/, qui n'est pas 
connue à Wo par al. La proposition 1\0 n 1\ 11 qui est dénotée par 'Po 1\ p/, est 
donc ignorée par les profils G.o et al à wo. Par (VerQ), il existe donc a2 , distinct 
de G.o et de al' tel que a2 sait que Po 1\ Pl à wo· Par (ModQ), il existe 1\2 E TI, 
dénotée par' P2', qui est vraie à Wo mais inconnue par ~. Et ainsi de suite. 
134 Chapitre 4 - Le paradoxe de Fitch 
Nous pouvons donc générer une suite infinie de points an et de propositions qm 
tels que les propositions %, qll ... , qn-l sont connues à an à Wo mais la proposi­
tion qn est ignorée (il suffit de poser q" = Po 1\ ... 1\ Pn). Ceci entraîne que tou­
tes les propositions dénotées par les qn sont distinctes et que tous les points an 
sont distincts aussi. Il s'ensuit donc que E et II sont infinis. Puisque II est un 
::;ou::;-en::;emble de l'en::;emble des parties de W, W doit être infini. 
(d) Nous définissions le modèle M = < W, A, II, [ >. Posons W = z. 
Nous définissons E comme l'ensemble des relations a", n > 0, où 
an( x, y) ssi x - y est divisible par 2n 
(La relation an est la relation de congruence modulo 2n.) Nous définissons II 
comme l'ensemble des 1\ C W de la forme 
(*) 1\ = an[k1] U an[~] U '" U an[kmL
 
où net 1\;., k2, ... , km sont tels que °::; 1\;. < ... < km < 2n (avec m possiblement
 
= 0, auquel cas 1\ = 0). Rappelons que 'a[k]' signifie dans ce contexte la clas­

se d'équivalence de k modulo a.
 
II est fermé sous complément parce que le complément d'une union (pos­
siblement vide) de classes d'équivalence est également Ilne union (possible­
ment vide) de classes d'équivalence. II est aussi fermé sous intersection. Pour 
démontrer ceci, commençons par observer que si 
1\ = an[1\;.] U an[k2] U U an[km] 
cr = an.[~] U an,[ l2] U U an ,[ lm'] 
avec °::; k[ < k2 •.. km < 2n et °::; ~ < ~ ... lm' < 2n' (m, m' possiblement = 
0), alors il existe une décomposition similaire pour 1\ et cr avec les classes de la 
relation an'" quelque soit nif 2:: max( ni, n). Ceci découle du fait que 2"" est un 
multiple (commun) de 2" et de 2n', et donc toute classe d'équivalence de an ou 
de an' est une union de classes d'équivalence de an'" Si 1\ est une union dis­
jointe de classes d'équivalence de la relation an" et la même chose est vraie de 
cr, alors leur intersection est l'union disjointe des classes qu'ils ont en com­
mun. Donc II est booléen. 
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Montrons maintenant que II est fermé épistémiquement. Nous démon­
trons la chose par une induction sur le nombre de connecteurs logiques dans 
cp. S'il n'y a aucuns connecteurs dans 'cp', le résultat est une conséquence de la 
définition de l et de la définition d'une valuation. Pour l'étape d'induction, il 
faut procéder par cas selon le connecteur principal de cp. Les cas booléens sui­
vent par l'hypothèse d'induction et les arguments du paragraphe précédent. Il 
reste donc le cas de la modalité épistémique. Supposons que cp est de la forme 
KXIjJ (ou Ka'I/J) et que la valeur de x (ou de a) est a. Il suffit maintenant 
d'observer que 
W If- KXIjJ ssi v If- KXIjJ, pour tout v tel que (w, v) E a, 
car a est une relation d'équivalence. La proposition définie par' K'J.,î//, lorsque 
x vaut a, sera donc une union (possiblement vide) de classes d'équivalence de 
la relation a. 
Il faut maintenant montrer que (VerQ) et (ModQ) sont vrais partout 
dans le modèle. Commençons par (VerQ). Soit TC une proposition vraie à w. Il 
existe un n minimal tel que 11 se décompose selon (*) plus haut. Les classes 
d'équivalence de (*) étant disjointes, il existe une unique classe à laquelle ap­
partient w, la classe an[w]. Puisque la proposition 11 est une conséquence de la 
proposition an[w], c'est-à-dire que an[w] C 11, il suffit de connaître an[w] pour 
connaître 11. Par la définition des relations an" il est clair que an,[w] C an[w] 
lorsque n' ;:: n. Or, an' sait que an[w] à w si et seulement si a,Aw] C a",[w]. 
Pour démontrer (ModQ), pour tout a E E, il faut trouver une proposition 
vraie à w mais qui n'est pas connue par a. La relation a est identique à an 
pour un certain n. Par définition de II, an+j[w] est une proposition et nous 
avons que an[w] ct an+l[w], donc an+l[w] n'est pas connue à w par a. ~ 
La partie (d) nous montre donc qu'il existe un modèle vérificationniste avec 
un domaine propositionnel substantiel. Les parties (b) et (c) établissent des 
bornes inférieures: il existe un modèle vérificationniste fini à condition que 
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son domaine propositionnel ne soit pas fermé sur intersection, sinon le modèle 
est infini. Cette dernière conséquence est particulièrement étonnante, car je ne 
croyais pas à prime abord que la vérité de (ModQ) et de (VerQ) pouvait in­
fluencer la cardinalité du modèle. Enfin, la partie (a) montre les limites supé­
rieures du domaine propositionnel, celui-ci ne peut pas contenir des proposi­
tions maximalement spécifiques à un monde. 
Concernant la question de la logique la plus forte que nous pouvons ap­
pliquer à (ModQ) et (VerQ) sans qu'une contradiction puisse en être dérivée, 
nous n'avons qu'à examiner le modèle défini dans la preuve de (d) pour en 
juger. D'abord, le modèle valide la logique classique (autant sur le plan des 
connecteurs booléens que sur le plan des quantificateurs propositionnels et 
modaux) et il valide tout principe logique impliqué par (85) pour les modali­
tés épistémiques. Autrement dit, le modèle satisfait une logique très forte, et 
donc la consistance démontrée entre (ModQ) et (VerQ) est particulièrement 
robuste. 
4.6 Notre solution - Partie II : De la quantification à la modalité 
Les résultats du théorème l donnent substance à l'idée que le problème le plus 
fondamental dans le paradoxe de Fitch est un problème avec le langage modal 
conventionnel et sa sémantique. Pouvons-nous espérer une version «mo­
dale » de la solution de la section précédente, c'est-à-dire une version de cette 
solution qui emploie des modalités au lieu des quantificateurs? C'est ce que 
nous ferons dans cette section. 
Nous définissons une sorte de sémantique bidimensionnelle (asymétrique) 
en s'inspirant de ce qui précède. Un modèle de cette sémantique est de la for­
me < W, E, II, R, 1>, où < W, E, II, 1> est un modèle au sens de la section 
précédente et où R est une relation binaire sur E (ou, si nous le souhaitons, 
sur Wx E). L'évaluation des formules s'effectuera à des couples (w, a) E 
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Wx E. La quantification modale est traduite par une modalité de possibilité 
'0' interprétée avec la relation R : 
(w, a) If- O<p ssi (w, b) If- <p, pour un certain b tel que R(a, b) 
Le deuxième paramètre précise le contexte épistémique, c'est-à-dire la relation 
avec laquelle il faut interpréter la modalité épistémique : 
(w, a) If- K<p ssi (v, a) If- <p, pour tout v tel que a( w, v) 
Nous avons donc reproduit l'action de la quantification modale mais ne 
sommes pas tirés d'affaire pour autant, car la réintroduction d'une modalité 
réintroduit le problème de la portée. L'évaluation de la formule clé du para­
doxe 'OK(p /\ --,Kp)' dans cette sémantique provisoire nous le démontre: 
(w, a) If- OK(p /\ --,Kp) ssi (w, b) If- K(p /\ --,Kp) , pour b tel que R(a, b) 
=? (w, b) If- Kp & (w, b) If- K--,Kp, pour un certain b tel que R(a, b) 
=? (w, b) If- Kp & (w, b) If- --,Kp, pour un certain b tel que R( a, b) 
=? (w, b) If- -.l, pour un certain b tel que R( a, b) 
Les deux occurrences de 'K' dans' K(p /\ --,Kp)' sont interprétées dans le mê­
me contexte épistémique b, alors que la deuxième occurrence est censée repré­
senter la connaissance actuelle a. Autrement dit, les deux occurrences de '1(' 
sont en portée étroite (par rapport à la modalité de possibilité), mais en réali­
té, pour être fidèle à l'interprétation que nous visions, seulement la première 
aurait due l'être (la deuxième aurait due être en portée étendue). Il faudrait 
donc que notre langage ait la capacité d'exprimer la portée d'une modalité 
épistémique. 
Avant de continuer, il faut en dire plus long sur la notion de portée ap­
pliquée aux modalités et sur la notion de portée en général. La question de la 
portée d'une expression se pose dès qu'on a affaire à des modalités et des ex­
pressions dont la signification varie d'un monde à l'autre (notamment, des 
descriptions définies). Par exemple, l'énoncé 
(9) Le Président des États-Unis aurait pu être un vétéran 
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a deux interprétations saillantes selon notre compréhension de l'interaction 
entre le terme 'Le Président des États-Unis' (abrégé par 'POTUS') et le verbe 
modal 'aurait pu'. D'un côté, (9) peut signifier 
(9.1) Celui qui est actuellement POTUS aurait pu être un vétéran.
 
(9.2) Celui qui aurait pu être POTUS est un vétéran
 
On dit que la description définie POTUS est en portée étendue dans (9.1) et
 
en portée étroite dans (9.2). En première approximation, l'énoncé (9) peut se
 
traduire formellement par
 
(9.3) OVet(POTUS)
 
où 'Vet(x)' est le prédicat « est un vétéran ». La nuance entre (9.1) et (9.2)
 
tient à la manière d'interpréter 'POTUS': soit 'POTUS' reçoit sa valeur
 
« avant» d'évaluer '0' (on dira alors qu'il est en portée étendue), soit 'PO­

TUS' reçoit sa valeur « après» l'évaluation de '0' (on dira alors qu'il est en
 
portée étroite). Cette différence dans l'évaluation de 'OVet(POTUS)' peut
 
être exprimée en termes de mondes possibles comme suit:
 
(9.4) w If- OVet(POTUS) ssi il existe un monde possible v (accessible de w) 
où l'individu qui est POTUS à west Vet à v 
(9.5) w If- OVet(POTUS) ssi il existe un monde possible v (accessible de w) 
où l'individu qui est POTUS à v est Vet à v 
C'est précisément le même phénomène qui se produit dans l'évaluation de 
'OK(p /\ -,Kp)'. 
Pour exprimer ces distinctions de portée dans la syntaxe, nous ajoutons 
au langage un opérateur lambda 'À' et une opération de d'évaluation '[]', cf. 
Fitting & Mendelsohn (1998 : Ch. 8). Ensemble, ces deux opérateurs serviront 
à marquer la portée. L'énoncé (9.3) en portée étendue sera traduit syntaxi­
quement par 
(9.6) Àx.OVet(x) [POTUS]
 
et (9.3) en portée étroite sera traduit par
 
(9.7) OÀx.Vet(x) [POTUS]
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Le duo 'Àx' et '[ ]' nous indique quand/où il faut interpréter 'POTUS' : quand 
'Àx' est avant (à gauche de) '0', comme dans (9.6), x prend la valeur de PO­
TUS dans le monde actuel (ou le monde w d'où nous évaluons (9.6)); et 
quand 'Àx' est après (à droite de) '0', comme dans (9.7), x prend la valeur de 
POTUS dans le monde possible où '0' nous emmène. Nous pouvons employer 
la même stratégie pour les modalités épistémiques en effectuant les change­
ments nécessaires. L'opérateur d'abstraction 'À' abstraira dans ce contexte des 
modalités épistémiques 'Kx' indicées par des variables. Les formules de ce lan­
gage doivent être définies en même temps que les « abstractions», les clauses 
syntaxiques principales étant: 
(i) Si tp est une formule et x n'est pas liée dans tp, alors Kxtp est une formule 
(ii) Si tp est une formule et x est libre dans tp, alors Àx.tp est une abstraction 
(iii) Si Àx.tp est une abstraction et n, un agent, alors ÀX.tp[n] est une formule 
Puisque nous n'avons affaire qu'à un seul agent (avec plusieurs profils possi­
bles), 'n' dénotera toujours le même agent, et il n'y aura donc pas d'utilité à 
l'opérateur d'évaluation '[ - ]' : nous interpréterons donc 'Àx.tp' comme une 
abréviation de 'Àx.tp[n]'. 
Les clauses sémantiques pour ces nouvelles opérations exigent les mêmes 
valuations pour les variables de Mod U Prop qu'à la section précédente, mais 
cette fois-ci les variables serviront à 'À' et non pas à la quantification. 
L'évaluation d'une formule se fait à une paire (w, a) et pour une valuation s. 
Les clauses sémantiques principales sont donc: 
(w, a), s If-- Kxtp ssi (w, a), s If-- tp, pour tout v tel que s(x)(w, v) 
(w, a), s If-- Àx.tp ssi (w, a), tif-- tp, où t '"'-Ix set t(x) = a 
(w, a), s If-- Otp ssi (w, b), s If-- tp, pour un certain b tel que R( a, b) 
L'idée sous-jacente à ces clauses est de faire en sorte que la modalité 'ÀxKx' 
soit interprétée par la relation d'accessibilité a à la paire (w, a). Si nous avons 
des constantes modales 'a', interprétées par la fonction d'interprétation 'f, 
nous n'avons qu'à ajouter une variante de la première clause: 
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(w, a), sil- Ko..'P ssi (w, a), sil- 'P, pour tout v tel que I(o..)(w, v) 
La quantification propositionnelle sera interprétée de la même manière qu'à la 
section précédente. 
Une petite remarque s'impose quant à l'instanciation d'un énoncé général 
dans ce langage. Plus haut, nous avons vu que la loi de l'instanciation d'un 
universel était violée si nous permettions l'instanciation par des termes non­
rigides. La même chose est vraie dans ce contexte: l'instanciation d'un quan­
tificateur propositionnel par une formule ne préservera pas la vérité (en géné­
ral) si la formule comporte des modalités de la forme 'Àx.Kx', car celles-ci ont 
une interprétation qui varie d'un profil épistémique à l'autre. C'est pourquoi 
nous devrons limiter l'instanciation des quantificateurs propositionnels à des 
formules constantes, des formules dans lesquelles n'apparaît pas 'À'. (Autre­
ment dit, seule cette forme restreinte de l'instanciation préserve la validité 
dans cette sémantique). 
Dans ce nouveau langage, les thèses du vérificationnisme et de la modes­
tie sont traduites par 
(Mad),) 3p(p 1\ -,Àx.Kxp)
 
(VerJ Vp(p ~ OÀy.Kyp)
 
Un modèle M est dit vérificatianniste au point (w, a) si (Mad),) et (Ver),) sont
 
vrais à (w, a) et il est vérificatianniste s'il est vérificationniste en tous points.
 
Suivant la remarque du paragraphe précédent, nous ne pouvons pas instancier
 
'Vp' dans (Ver),) par la formule 'p 1\ -,Àx.Kxp', car cette formule comporte une
 
modalité variable.
 
Le théorème suivant est l'analogue du théorème l : 
Théorème II 
Dans ce qui suit, M est un modèle de la forme < W, E, II, R, 1>. 
(a)	 Si {w} E II, alors M n'est pas vérificationniste à (w, a), quelque soit a E 
E; et si II est le domaine total, Mn 'est pas vérificationniste. 
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(b)
 Il existe un modèle vérificationniste M tel que W et E sont finis et II est 
fermé sous complémentation. 
(c)
 Si M est vérificationniste et II est booléen, alors W, E et II sont infinis. 
(d)
 Il existe un modèle vérificationniste M avec II fermé épistémiquement. 53 
PREUVE. Les démonstrations des parties (a)-(d) sont presqu'identiques à celles 
des parties correspondantes du théorème 1. P our la partie (d), il suffit de po­
ser M = < W, E, II, R, 1>, où < W, E, II, 1> est le modèle de la partie (d) 
de la preuve du théorème l et où R est la relation totale sur E. ~ 
Les mêmes remarques concernant les limites inférieures et supérieures 
qu'établit ce résultat s'appliquent ici presque sans modifications. Par ailleurs, 
le modèle construit en (d) est tel que les modalités épistémiques de même que 
la modalité métaphysique sont de type (S5), ce qui signifie que (Mad;...) et 
(VerJ sont consistants même pour des logiques très fortes. Le théorème pré­
cédent décrit donc la géographie complète du paradoxe de Fitch: là où il 
commence, là où il s'arrête, et les propriétés générales du terrain vérification­
niste. 
On pourrait critiquer le fait que cette solution comporte un degré de 
complexité qui surpasse considérablement les solutions précédentes du para­
doxe. Mais le langage et la sémantique introduits répondent à une question 
plus large que celle du paradoxe de Fitch, et ils peuvent espérer trouver une 
utilité ailleurs pour établir leur légitimité. Par ailleurs, à ce que je sache, au­
cun résultat s'approchant du théorème II n'existe dans la littérature sur le 
paradoxe de Fitch. En soi, cette fin, me semble-t-il, justifie les moyens. 
53 Dans ce contexte, TI est fermé épistémiquement s'il est booléen et s'il comprend l'extension 
de toute formule dans laquelle 'À' ne figure pas. 
Chapitre 5 
Structures relationnelles d'ordre supérieur 
5.1 Introduction 
Nous nous donnons maintenant pour objectif l'étude rigoureuse des structures 
sémantiques introduites informellement plus haut et qui étaient sous-jacentes 
à l'analyse philosophique des chapitres 1 à 4. Plus précisément, nous défini­
rons la notion de structure relationnelle d'ordre supérieur et nous présente­
rons la syntaxe et la sémantique d'une famille de langages modaux d'ordre 
supérieur. L'idée derrière l'introduction de ces structures était de faire en sor­
te qu'un monde possible puisse déterminer des notions modales d'ordre supé­
rieur, comme une relation d'accessibilité par exemple, et permettre ensuite la 
définition de modalités qui porteraient sur ces aspects d'ordre supérieur. Dans 
l'exemple de la nécessité physique possible, dont nous avons discuté au pre­
mier chapitre, nous en sommes venus à la conclusion qu'il fallait non seule­
ment que le monde actuel détermine la valeur de vérité des propositions élé­
mentaires, il devait également déterminer la valeur de la nécessité actuelle. 
Dans la sémantique traditionnelle des mondes possibles, le problème est que 
ce paramètre d'ordre supérieur est fixe dans tout le modèle. Ici, nous cherche­
rons à faire de lui une composante d'un monde possible complexe. 
Soit W un ensemble de mondes possibles - un monde dans le sens 
conventionnel du terme - et soit R un ensemble de relations d'accessibilité sur 
W. D'une certaine manière, les couples de la forme (w, R), où w E Wet R E 
R, déterminent les vérités élémentaires et les contraintes modales, c'est-à-dire 
des contraintes d'ordre supérieur, auxquelles ces vérités élémentaires sont as­
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sujetties. Par exemple, si la modalité en question est la modalité physique, 
alors R précise quels ensembles de vérités élémentaires sont compatibles entre 
elles. Au lieu de prendre pour deuxième composante la relation d'accessibilité 
comme telle, ce qui risque de créer des complications dans un contexte multi­
modal, la deuxième composante sera un paramètre v d'un ensemble V, chacun 
étant associé à une relation d'accessibilité sur W via une fonction cP; V ----t R 
(dans un contexte multimodal, disons à n modalités, la fonction cp associe à 
chaque paramètre un n-tuples de relations d'accessibilité, une relation pour 
chacune des n modalités). Cette structure peut donc être caractérisée par le 
couple < Wx V, cp >. Comme nous l'avons vu, l'intérêt d'avoir ces nouveaux 
paramètres tient surtout à la possibilité de définir de nouvelles modalités sur 
Wx V, lesquelles dépendent de l'existence de relations d'accessibilité sur 
Wx V. Dans l'exemple de la nécessité possible, nous avons parlé de la nécessi­
té d'avoir une modalité portant sur la composante V, celle qui détermine la 
nécessité physique, une modalité dont la relation d'accessibilité est une rela­
tion binaire sur V (donc, en particulier, une relation binaire sur Wx V). Si Q 
est un ensemble de relations d'accessibilité sur Wx V, et si 'li : U ----t Q est une 
fonction attribuant une relation Q E Q à chaque paramètre u E U, alors le 
triplet (w, v, u) caractérise non seulement les vérités élémentaires et les liens 
d'interdépendance entre ces vérités mais aussi les liens de dépendance entre 
les liens eux-mêmes. 54 
Donnons un exemple simple avant de continuer pouvant illustrer l'idée de 
nécessité possible. Supposons que l'ensemble de toutes les configurations élé­
mentaires possibles est donné par W = {w, x, y, z}, que l'ensemble des com­
patibilités entre ces configurations est donné par V = {a, bl, et que 
54 Il existe une certaine parenté entre cette construction et les structlU"es sous-jacentes aux 
logiq'ues combinées de Gabbay (1996a) et aux produits de logiques modales de Gabbay & 
Shehtman (1998; 2000; 2002). Voir la dernière section de ce chapitre. 
• • • • 
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l'ensemble des compatibilités entre ces compatibilités est donné par le single­
tons U = {u}. Supposons, par ailleurs, que R = {Ru R2} et Q = {Q}, et que 
Ri = clôture réflexive, symétrique et transitive de {(w, x), (y, z)} 
R2 = clôture réflexive, symétrique et transitive de {(w, y), (x, z)} 
Q = relation totale sur V, c.-à-d. Vx V 
Définissons maintenant les fonctions <I> : V ~ R et W : U ~ Q comme suit: 
<I>( a) = Ri 
<I>(b) = ~ 
w(u) = Q 
Ces relations sont illustrées dans la figure ci-dessous. 
W Ri X W X 
R2G G
 
• • y• •y Z ZRi 
Q
a • .b 
Figure 5.1.1 - Les relations R l , R2 et Q 
145 ChapitTe 5 - StT'l.LctuTes relationnelles d'ordre supérieur 
La structure résultante est de la forme < Wx Vx U, <1>ulJi > que nous pouvons 
représenter schématiquement par la figure 5.1.2. 
<1>( a) = RIw X
••------tl.._----•• 
"
"
"
• 
",,"IJi(u) = Q 
. " " 
<1>(b) = R2 _" 
•y z 
<1>( a) = RI 
Figure 5.1.2 - Représentation schématique de < Wx Vx U, <l?ullt > 
Si RI et R2 représentent des profils physiques possibles, alors Q représente le 
fait que les deux profils sont possibles, que la nécessité physique à la RI est 
possible à partir de la nécessité physique à la R2• Cet exemple est suffisam­
ment simple pour que l'on puisse le représenter schématiquement dans un seul 
diagramme, mais hélas ce ne sera pas possible dans un grand nombre de cas. 
Aux chapitres 2 et 3, nous avons (tacitement) fait appel à ce type de 
structures pour élaborer une sémantique bidimensionnelle visant à exprimer 
adéquatement l'interprétation agrippéenne de KK, c'est-à-dire le principe 
(VK) derrière l'idée de « luminosité» de Williamson, et le contextualisme 
épistémique de Lewis. Cette sémantique était constituée à la base de paires 
(w, c) où w E West un monde et c E C est un contexte épistémique. Les 
structures auxquelles nous avons fait appel étaient de la forme < Wx C, <J? >, 
où <1>: C ~ R associe à chaque contexte épistémique une relation 
d'accessibilité épistémique de l'ensemble R C t>( Wx W). 
Dans notre discussion sur le paradoxe de Fitch, nous avons introduit une 
notion de possibilité qui portait non pas sur les faits élémentaires mais sur les 
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profils épistémiques des agents, une modalité qui était intrinsèquement 
d'ordre supérieur. Cette fois-ci, la deuxième dimension n'était pas là pour pré­
ciser des contextes mais pour préciser la nature de la connaissance dans une 
possibilité métaphysique. 
Et finalement, dans la dernière partie du chapitre 3, nous avons utilisé 
une deuxième et troisième dimensions pour représenter l'ignorance du fait de 
connaître, il s'agit toujours de la même idée. 
5.2 Structures relationnelles d'ordre supérieur (cas général) 
Nous généralisons à présent la construction de la section présente. Pour tout 
n, soit Wn un ensemble de mondes d'ordre (ou de rang) n et posons 
W n = WoX W1 X... X Wn 
W = Wox W1x W2 x .... 
Soit Rn un ensemble de relations binaires sur W n (c'est-à-dire un ensemble de 
sous-ensembles de W nXWn)' Pour tout n 2:: 0, soit <I>"+I: Wn+1 ~ Rn une fonc­
tion surjective qui attribue à chaque élément de W;'+l une relation de Rn (la 
fonction qui attribue le profil épistémique à Wn+l)' Nous définissons <I>: 
Un~O Wn+1 ~ Un~oRn de la manière suivante: pour tout n 2:: 0 et tout W E Wn+1, 
<1>(w) = <I>n+l(W), La structure S = < W, <I> > est une structure relationnelle 
d'ordre supérieur ou une SR OS. Nous verrons qu'il est parfois utile de travail­
ler avec une structure relationnelle d'ordre supérieur de rang fini n, ou une 
SROF. Une SROF de rang n est UIle structure < W", <1>::;n, R > où : 
<I>::;n(w) = <I>m+J(W), pour tout WE Wrn+J et 0 ~ m < n 
Re WnxWn 
Un cas particulier de SROF de rang n est celle obtenue en « tronquant» une 
SROS S = < W, <I> > à un point WE Wn+l comme suit: 
Ss:n(w) = < W n, <I>::;n, <I>n+l(W) >, 
••• 
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où 1>~n est définie de manière évidente. Nous appellerons cette structure la 
restriction de S à w. La figure suivante représente l'idée derrière les compo­
santes d'une SROS. 
-<I>2-t R j 
W j -<I>j-t Ra 
Wo 
Figure 5.2.1 - Représentation d'une SROS 
Nous présentons ici quelques conventions notationnelles qui reviendront 
souvent. Pour n ~ 0, W = (wo, W j , ) E W, v = (va' VI> ... ) E W et W E W;" 
nous définissons : 
W = (wa, W j , ••• , w )n n
w 
n 
= (wn, wn+1> ... ) 
(W_n> w) = (wo, ... , wn- 1, W, wn+j , ••• ) 
... ) 
Les notations analogues sont définies sur W 1l Notamment, si• 
l'élément (wn-m, v) E W n est tout simplement 
Par ailleurs, encore pour W = (wo, W j , ••• ) et v = (va' Vu ... ) E W, nous défi­
nissons les relations binaires ~n' ~?n et [n+ 1] sur W, n ~ 0, comme suit: 
W ~n V ssi wk = vk , pour tout k ~ n 
W ~~n V ssi wk = Vkl pour tout k :2 n 
w[n+l]v ssi W ~.?n V et 1>(wn+l)(w", vn). 
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Nous définissons l'analogue des relations ~m' ~~m et [m+ 1] sur W n (avec la 
même notation) pour 0 :::; m < n. 
La caractérisation des structures relationnelles d'ordre supérieur s'inspire 
de près de celle de structures de Kripke. Le tableau 5.2.2 rappelle certaines 
des conditions souvent rencontrées par les structures de Kripke. 
Tableau 5.2.2 - Conditions sur les structures 
NOM CONDITION 
K La classe de toutes les structures 
K4 La classe des structures transitives 
T La classe des structures réflexives 
B La classe des structures symétriques 
KD La classe des structures non-bornées à droite 
S4 La classe des structures réflexives et transitives 
S5 La classe des structures réflexives, symétriques et transitives 
Si S = < W, 1> > est une SROS, nous caractériserons S avec une suite"" = 
(""0' ""11 ... , ""m ... ), où ""n est la condition que remplissent toutes les relations 
de Rn' Pour caractériser une SROF < Wnl 1>Sn' R > de rang n, nous utilise­
rons ""n+l = (""0' ""l' ... , ""n+l) , où ""n+l caractérise R et ""m caractérise les rela­
tions de R m , pour m :::; n. Par exemple, si pour tout n 2: 0 les relations de Rn 
sont des relations d'équivalence, alors S aura pour caractéristique (S5, S5, ... , 
S5, ... ), ou (S5)W pour abréger. 
5.3 Structures relationnelles d'ordre supérieur simples 
Nous nous intéresserons à un cas particulier de SROS, la structure relation­
nelle d'ordre supérieur simple, ou SROSs. Une SROSs S = < W, éD > est une 
SIlOS qui possède la particularité suivante: pour tout n, les relations R E Rn 
ne dépendent que de la n-ième composante, c'est-à-dire que 
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wnRvnssi wnR'v", 
où RI est une relation binaire sur Wn . Pour cette raison, nous dirons que <I> est 
une fonction qui attribue à chaque W E Wn+ l une relation binaire sur Wn (et 
non pas une relation binaire sur W n). Par ailleurs, pour w = (wo, W l1 ... ) et v 
= (va, Vu ... ) E W, nous définissons la relation binaire {n+1} sur W, n 2:: 0, 
de la manière suivante : 
w{n+1}v ssi w ~n V et <I>(Wn+1)(Wn1 vn)' 
Dans le cas d'une SROSs S = < W, <I> >, la restriction de S à W E Wn+1 est 
définie comme la structure de Kripke Sn(w) = < Wn, <I>n+l(w) >. La notion de 
caractéristique pourra être utilisée ici aussi (mutatis mutandis) pour caractéri­
ser les SROSs. 
Puisque les SROSs sont plus simples, nous préférerons débuter notre 
examen des structures relationnelles d'ordre supérieur avec elles, que ce soit 
pour les notions sémantiques ou syntaxiques. 
5.4 Syntaxe 
Les SROS seront mises à profit pour interpréter un langage modal d'ordre 
supérieur. Définissons ce langage. 
Le langage modal d'ordre supérieur L décrit plus bas comporte des opéra­
teurs hybrides d'une nature assez particulière. Pour exprimer la plupart des 
notions modales d'ordre supérieur, ces opérateurs hybrides ne seront pas né­
cessaires, mais ils se révéleront particulièrement utiles pour les preuves de 
complétudes. La plupart des expressions auront un rang, à la fois les modali­
tés, les variables propositionnelles et les nominaux, lequel sera important pour 
l'évaluation sémantique. 
Le langage L présuppose à la base un ensemble de variables proposition­
nelles Prop et un ensemble de nominaux Nom. Le rang d'une variable propo­
sitionnelle p E Prop (resp. d'un nominal ex E Nom) est noté r(p) (resp. r(ex)) , 
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et, pour chaque n 2 0, il Y a une infinité (dénombrable) de variables proposi­
tionnelles et de nominaux de rang n. Pour n 2 0, nous définissons: 
ProPn = {p E Prop : r(p) = n} 
ProP~n = {p E Prop: r(p) :S n} 
Nomn = {et E Nom: r(et) = n} 
Nom~n = {ex E Nom: r'(ex) :S n} 
Par ailleurs, L est doté d'une suite de modalités '0,,' (une pour chaque n 2 1), 
de modalités constantes '00.' (une pour chaque nominal ex E Nom), et de mo­
dalités d'actualité '@o.' (également une pour chaque nominal ex). Informelle­
ment: 'On' est une modalité «dépendante» ou «variable », c'est-à-dire 
dont la signification est donnée par la n-ième coordonnée W n du point w où 
elle est évaluée (via la fonction <1>n); '00:' est une modalité « constante» ou 
« invariable» et dont la signification est donné par la coordonnée dénotée 
par ex; et '@c,', au point w, signifie tout simplement « au point v », où toutes 
les coordonnées de v sont identiques à celles de w sauf possiblement VI' qui 
représente la valeur dénotée par ex. Nous verrons comment cela s'articule plus 
précisément plus loin. Les clauses syntaxiques définissant les formules du lan­
gage L sont données par: 
lfJ ::= 1- 1 p ex 1 -.1fJ lfJ /\ 'ljJ 1 @0:1fJ q,lfJ 1 OmlfJ1 1 1 
où, bien sûr, p E Prop, ex E Nom, (3 E Nom\Nomo et m 2 1. (Les autres 
connecteurs booléens et les duals des modalités sont introduits par définition.) 
Nommons Form (ou FormL pour mettre en valeur L) l'ensemble des formules 
de L. 
Pour des besoins futurs, il nous faut étendre la notion de rang r à 
l'ensemble des formules de L, que nous effectuons de la manière suivante: 
r'( -'1fJ) = r(1fJ); 
r(1fJ /\ 'ljJ) = max(r(lfJ), r('ljJ)); 
r(@QIfJ) = r(DQIfJ) = max(r(et), r(IfJ)); 
r(OmlfJ) = max( m, r( 1fJ)) 
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Par ailleurs, certains sous-langages de L seront intéressants pour nous. 
D'abord, pour tout n 2:: l, le langage Ln est le langage donné par les clauses 
syntaxiques suivantes: 
cp ::= -.L p 1 ex -,cp cp 1\ 'l/J @oCP Dn+1CP1 1 1 1 1 
où p E ProPn et ex E Nomn. L'ensemble des formules de Ln est dénoté par 
Form n . Ce langage comporte une seule modalité, en l'occurrence la modalité 
'Dn+1', et tous ses autres éléments syntaxiques primitifs sont de rang n. Il sera 
particulièrement utile pour les SROSs. Nous définissons, ensuite, le langage 
L~n qui est donné par les clauses suivantes: 
«J ::= -.L 1 p 1 ex 1 --'cP 1 cp 1\ 'l/J 1 @o«J 1 Q3CP 1 Dm+J«J 
où p E Prop~n, ex E Nom~n, ~ E Nom~n\Nomo et 0 :S m:S n. Celui-ci comporte 
des modalités constantes et variables, mais ne possède qu'une seule modalité 
de rang n+1 (la modalité 'On+l '). L'ensemble de formules de L~n sera dénoté 
par Form:s:n' 
Les définitions des paragraphes qui suivent pourront être reconsultées 
plus tard au besoin. Une formule constante est une formule dans laquelle il 
n 'y a aucune modalité 'Dm', pour m 2:: 1. Cette appellation est due au fait que 
la présence de modalités 'Dm' qui rendent les formules dans lesquelles elles 
figurent «variables» en signification, selon ce que nous avons mentionné 
plus haut concernant leur interprétation à un point w. Le fragment constant 
est l'ensemble des formules constantes et est dénoté par FCon (ou FCon[). 
Nous définissons enfin les ensembles FConn = Formn n FCon et FCon~n 
Form:S:n n FCon. 
Posons Nomn = NomoxNom1 x ... xNom n. Un élément a E Nomn est de la 
forme (exOl exl> ... , ex,,) avec exm E Nomm, pour 0 :S m :S n. Nous utiliserons 
(parfois) les conventions notationnelles suivantes: pour ex, ~ E Nom", et a, f3 
E Nomn 
@(ex)=@o 
D(ex) = OQ 
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am = (cxo, , cxm) 
o._m = (cxo, , CXm_!, CXm+!, ... , cx,J 
(am, r3m+!) = (CXo, ... , CXm _!, ~m+!' ... , ~n) 
Posons par ailleurs 
Nom = NomOxNom j x ... 
Nom_ n = Nomox ... xNomn_1xNomn+!x ... 
Nomn = NomnxNomn+lx ... 
Les conventions précédentes sont adaptées mutatis mutandis pour Nom lors­
qu'elles peuvent s'appliquer. 
Pour chaque formule rp, nous définissons l'ensemble des nombres naturels 
rep( rp) comprenant tous les rangs susceptibles d'être importants pour 
l'évaluation de 'rp', l'idée étant que si un rang n n'appartient pas à rep(rp) 
alors la signification de 'rp' ne dépend pas de la n-ième coordonnée (de 
n'importe quel monde où elle est évaluée). Cet ensemble est défini de la ma­
nière suivante: m E rep(rp) ssi (au moins) une des conditions suivantes est 
vraie: 
(rpl) il existe cx E Nom m qui apparaît dans rp 
(rp2) il existe p E ProPn qui apparaît dans rp et m ::; n 
(rp3) 'On' apparaît dans rp et m ::; n 
Nous définissons également l'ensemble de nombres reps(rp) de la manière sui­
vante: mE reps( rp) ssi (au moins) une des conditions suivantes est vraie: 
(rpsl) il existe cx E Nomm qui apparaît dans rp 
(rps2) il existe p E ProPm qui apparaît dans rp 
(rps3) 'Dm' ou 'Dm+/ apparaissent dans rp 
Cet ensemble sera important pour la sémantique des SROSs. 
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5.5 Sémantique 
Nous donnons ici les règles pour interpréter le langage L dans les structures 
relationnelles d'ordre supérieur. Il faudra d'abord définir la notion d'un mo­
dèle de L (basé sur une structure relationnelle d'ordre supérieur). 
5.5.1 Sémantique pour L dans les SROS 
Un modèle M de L est une SROS S = < W, <I> > munie d'une fonction de 
valuation 
val: Prop U Nom ~ Un2:0p(Wn) U Un2:0 Wn 
qui doit satisfaire les deux conditions: 
val(p) c W n, si r(p) = n 
val( ex) E Wn, si r( ex) = n 
Nous dirons alors que M est un modèle basé sur S. Un modèle est nommé si et 
seulement si, pour tout nE N, pour tout w, si W E Wn, il existe ex E Nom teln 
que val( ex) = w (autrement dit: pour tout n, tout élément de W est nommén 
par un nominal de NOffin)' 
La restriction de val à ProPn U Nomn est nommée valn, et la restriction de 
val à Prop$n U Nom$n est nommée val$n' Si w E Wn+1, nous définissons la res­
triction de M àw, notée M$n( w), comme < S$n( w), val.s.n >. 
Pour une fonction val donnée, nous définissons la relation [~] c WxW, où 
~ E Nomn+l' comme 
w[~]v ssi w ~2:n v et <I>(val(~))(w", v,,). 
La modalité '00' sera interprétée avec la relation [~], et la modalité 'Dn+l' avec 
la relation [n+ 1]. Soient p E Prop", ex E Nom" et SENom,,+l' les clauses sé­
mantiques pour interpréter les formules de L dans M à un point w sont: 
wW.l 
w If- p ssi wn E val(p) 
w If- ex ssi val( ex) = w" 
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w If- -,<p ssi w W <p 
w If- <p 1\ 'lj; ssi w If- <p et w If- 'lj; 
w If- @",<p ssi v If- <p, où w ~n V et Vn = val( o.) 
w If- D~<p ssi v If- <p, pour tout v tel que w[~]v 
w If- Dn+1<P ssi v If- <p, pour tout v tel que w[n+1]v 
Suivant les conventions notationnelles que nous nous sommes données plus 
haut, les trois dernières clauses peuvent aussi être formulées comme: 
w If- @",<p ssi (w-n' val(o.)) If- <p 
w If- D~<p ssi (vn, wn+l) If- <p, pour tout v" E W n t. q. <P(val(~))(w", vn) 
w If- D,,<p ssi (v", W1!+l) If- <p, pour tout v" E W n t. q. 1>(wn+1)(w,,, vn) 
Ces mêmes clauses sémantiques permettent d'interpréter les formules de L<:,n 
dans la restriction M<:,n( w). Ces clauses sémantiques attribuent à chaque for­
mule <p une extension (propositionnelle) que nous noterons par [<pli. 
L'extension d'une formule <p E Form<:,,, dans M<:,n(w) sera notée par [<p]]<:,,,(w). 
Nous introduisons les notions de validité dans un modèle M, dans une 
structure S et dans une classe de structures <5, lesquelles sont de plus en plus 
strictes, de la manière suivante: 
M If- <p ssi M, w If- <P, pour tout w E W 
S If- <p ssi M If- <p, pour tout modèle M basé sur la structure S 
-<5 If- <p ssi S If- <p, pour toute structure S dans <5 
Si E est un ensemble de formules, nous définissons également la notion de 
satisfaction d'un ensemble de formules à un point d'un modèle: 
M, w If- E ssi w If- 'lj;, pour tout 'lj; E E 
Les notions de validité ci-dessus peuvent être adaptées pour s'appliquer à un 
ensemble de formules. Nous définissons également la notion de conséquence 
sémantique (locale) à un point d'un modèle: 
M, w, E If- <p ssi M, w If- <p, si M, w If- E 
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Encore une fois, nous pouvons définir une notion de conséquence sémantique 
plus stricte en s'inspirant des diverses notions de validité décrites plus haut; 
en particulier : 
E If- rp ssi [ < S, val >, w If- E:::} < S, val >, w If- rp], pour toute struc­
ture S = < W, 1> >, pour toute valuation val sur S et pour tou t w E 
W 
5.5.2 Sémantique pour L dans les SROSs 
Un modèle simple M de L basé sur une structure relationnelle d'ordre supé­
rieur est un modèle M = < S, val> tel que S = < W, 1> > est une SROSs et, 
pour tout p E ProPn' 
val(p) = Wn_1x V, où V C Wn 
Dans le cas des modèles simples, nous considérerons donc que val(p) C Wn (et 
non pas val(p) C W n ). Pour une fonction val donnée, nous définissons la rela­
tion {S} C WxW, avec S E Nomn+1, par 
w{0}v ssi w~" v et 1>(val(0))(wn , vn)' 
Certaines des clauses sémantiques peuvent être reformulées pour les modèles 
simples à la lumière de cette discussion. Soient p E ProPn, ex E Nom et S En 
Nomn+1 , nous avons: 
w If- p ssi wn E val(p) 
w If- D~rp ssi v If- rp, pour tout v tel que w{S}v 
ssi (w_n, w) If- rp, pour tout w E Wnt. q. 1>(val(S))(w", w)
 
w If- D"rp ssi v If-rp, pour tout v tel que w{ n}v
 
ssi (w-n' w) If- rp, pour tout w E Wnt. q. 1>(W n+1)(Wn, w) 
La restriction simple à w E Wn+1 du modèle simple M, noté Mn(w), est définie 
comme la paire < S,,( w), vain>, et constitue un modèle de Kripke. Les clauses 
précédentes nous permettent d'évaluer les formules de Ln dans ce modèle res­
treint. L'extension de rp dans Mn(w) est notée [rp],,(w). 
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5.6 Autres syntaxes et sémantiques 
Nous allons considérer deux autres systèmes. Le premier permettra d'exprimer 
des nuances de portées et le deuxième concernera les structures bidirectionnel­
les servant à exprimer notamment des modalités temporelles. 
5.6.1 Modalités avec portées 
Dans l'analyse du paradoxe de Fitch au chapitre 4, nous avons examiné des 
cas où une modalité pouvait avoir une portée. Normalement, il est question de 
la portée - étroite ou étendue - d'un terme apparaissant dans le champ 
d'action d'une modalité, mais nous avons vu dans ce chapitre que les modali­
tés pouvaient aussi avoir une portée. On rencontre la notion de portée plus 
souvent qu'autrement lorsque l'on discute de la référence d'un nom dans un 
contexte modal. Si la référence d'un nom ou d'un terme dépend du monde 
d'évaluation, comme c'est le cas avec une description définie, une certaine 
ambiguïté de « portée» apparaît dans le langage. Par exemple, l'énoncé 
(1) Le Président des États-Unis aurait pu être un vétéran
 
a deux interprétations saillantes selon notre compréhension de l'interaction
 
entre le terme 'Le Présidente des États-Unis' (abrégé par 'POTUS') et le ver­

be modal 'aurait pu'. D'un côté, (1) peut signifier
 
(1.1) Celui qui est actuellement POTUS aurait pu être un vétéran
 
(1.2) Celui qui aurait pu être POTUS est un vétéran
 
On dit que la description définie POTUS est en portée étendue dans (1.1) et
 
en portée étroite dans (1.2). En première approximation, l'énoncé (1) peut se
 
traduire formellement par
 
(1.3) OVet(POTUS)
 
où 'Vet(x)' est le prédicat « est un vétéran ». La nuance entre (1.1) et (1.2)
 
tient à la manière d'interpréter 'POTUS': soit 'POTUS' reçoit sa valeur
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« avant» d'évaluer '0' (on dira alors qu'il est en portée étendue), soit 'PO­
TUS' reçoit sa valeur « après» l'évaluation de '0' (on dira alors qu'il est en 
portée étroite). Cette différence dans l'évaluation de 'OVet(POTUS)' peut 
être exprimée en termes de mondes possibles comme suit: 
(1.4) w If- OVet(POTUS) ssi il existe un monde possible v (accessible de w) 
où l'individu qui est POTUS à west Vet à v 
(1.5) w If- OVet(POTUS) ssi il existe un monde possible v (accessible de w) 
où l'individu qui est POTUS à v est Vet à v 
Pour exprimer ces distinctions de portée dans la syntaxe, nous ajoutons 
au langage un opérateur lambda 'À' et une opération de d'évaluation' [ ]'. En­
semble, ces deux opérateurs serviront à marquer la portée. L'énoncé (1.3) en 
portée étendue sera écrit traduit syntaxiquement par 
(1.6) \x.OVet(x) [POTUS]
 
et (1.3) en portée étroite sera traduit p<lr
 
(1.7) O\x.Vet(x) [POTUS]
 
Le duo '\x' et '[ ]' nous indique quand/où il faut interpréter 'POTUS'.
 
La notion de portée est importante pour le langage L malgré le fait qu'il 
ne comporte aucune description définie (il s'agit après tout d'un langage pro­
positionnelle). La portée ne se manifeste pas au niveau d'une interaction entre 
termes d'individus et modalités (car il n 'y a pas de termes d'individus) mais 
dans l'interaction entre modalités de rangs différents. Prenons l'énoncé 
(2) 020[P 
Untel énoncé pourrait signifier, par exemple, qu'il est nécessaire que p selon 
une certaine notion de nécessité. Dans cette interprétation, '0[' est en portée 
étroite, et l'interprétation en portée étendue n'est pas très intéressante. Mais 
considérons l'énoncé 
(3) D2( 01P B OlP) 
Il y a une interprétation de (3) qui est trivialement vraie et l'autre non. Si les 
deux modalités '0 1' sont interprétées soit en portée étroite ou soit en portée 
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étendue, (3) correspondrait vraisemblablement à un théorème (la nécessitation 
appliquée à une instance de tautologie). Mais si une des modalités '0 1' est 
interprétée en portée étroite et l'autre en portée étendue, (3) signifie tout au­
tre chose: qu'il est possible que p selon la possibilité actuelle ssi il est possible 
que p selon toute autre possibilité (possible). Cet exemple montre que le phé­
nomène de portée apparaît dès qu'une expression est interprétée différemment 
d'un monde à l'autre, que cette expression soit un terme d'individu ou non. 
Pour exprimer cette distinction entre interprétations, nous pouvons encore 
utiliser un opérateur d'abstraction 'À' et un opérateur d'évaluation '[ J'. La 
première interprétation correspondrait aux énoncés 
(3.1) Àx, y.D 2(01(X)P ~ OI(Y)P) ['1)]['1)] 
(3.2) D2Àx, y.( OI(X)P ~ OI(Y)P)['I)][l1]
 
Ici, ''1)' est un nom non-rigide de la modalité que représente '0/. (En général,
 
puisqu'il n'y a qu'une seule modalité variable de rang n (la modalité 'On'),
 
nous omettrons d'utiliser la fonction d'évaluation pour préciser la portée.) La
 
deuxième interprétation de (3) correspondrait plutôt aux énoncés
 
(3.3) Àx.D2Ày.(01(X)P ~ Ol(Y)P)['I)][l1] 
(3.4) Ày.D2Àx. (0 1(x)p ~ 01(y)p) ['1)]['1)]
 
Par défaut, dans le langage L, toutes les modalités sont interprétées en portée
 
étroite, le langage L).., que nous définirons sous peu, permettra de sélectionner
 
la portée des modalités dans une formule.
 
Pour exprimer la portée des modalités variables nous devrons utiliser des va­
riables. Soit donc Var n un ensemble dénombrable de variables (de rang n), 
pour chaque rang n ::::: 1, et soit Var = Ull~IVarn' Pour chaque xE Varn, nous 
ajouterons une opération d'abstraction, 'ÀX', et une modalité « variable», 
notée par 'Dx', 'D(x)' ou 'Dn(x)'. Nous définissons conjointement l'ensemble 
Form).. des formules de L).. et, pour chaque <p E Form).., l'ensemble bv(<p) des 
variables liées de la formule <p : 
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(FI) Si p E Prop et 0'. E Nom, alors p, 0'. E Form>- et bv(p) = bv(O'.) = 0; 
(F2) Si cp, 'ljJ E Form>-, alors __ cp, cp /\ 'ljJ E Form>- et 
bv(-,cp) = bv( cp) 
bv( cp /\ 'ljJ) = bv( cp) U bv( 'ljJ) ; 
(F3) Si cp E Form>- et 0'. E Nom, alors @o.CP E Form>- et bv(@o.cp) = bv(cp); 
(F4) Si cp E Form>- et ~ E Nom\Nomo, alors OrlCP E Form>- et 
bv(OÇ)cp) = bv( cp); 
(F5) Si cp E Form>-, x E Var et x ~ bv( cp), alors Dxcp E Form>- et 
bv(Dxcp) = bv(cp); 
(F6) Si cp E Form>-, x E Var et x ~ bv(cp), alors >-.x.cp E Form>- et 
bv(>-.x.cp) = bv(cp) U {x}; 
Si v( cp) est l'ensemble des variables qui figurent dans cp, alors l'ensemble des 
variables libres de cp est fu(<p) = v(cp)\bv(cp). Nous avons laissé tomber 
l'opération d'évaluation car, comme nous l'avons précisé plus haut, il n'y 
qu'une seule modalité (variable) de rang n. Une formule cp est close si fu(cp) = 
0. L'ensemble de formules closes est noté par CForm>- et l'ensemble des for­
mules constantes FCon>-. L'ensemble des formules de rang ::; n, dénoté 
Form>-~n> est obtenu de Form>- en modifiant les clauses de la manière sui­
vante: 
(FI) p E ProP~n et 0'. E Nom~n au lieu de Prop et Nom;
 
(F3) 0'. E Nom~n au lieu de Nom;
 
(F4) ~ E Nom~n\Nomo au lieu ~ E Nom\Nomo;
 
(F5) et (F6) x E Var~n+l au lieu de x E Var.
 
(Ici, Var~n+l = Varl U ... U Varn+1.) Les formules Form>- peuvent contenir des 
modalités variables de rang (jusqu'à) n+l et des modalités constantes de rang 
(jusqu'à) n. Nous définissons ensuite CForm>-~n = CForm>- n Form>-~n et 
FCon>-~n = FCon>- n Form>-~n' les définitions des ensembles rep(cp) et repJcp) , 
pour chaque cp E Form>-, restent les mêmes à une différence près: 'On' est 
remplace, par '0"x '. ou x E Varn · 
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Sémantique pour L)., dans les SROS (cas qénéral) 
L'interprétation des formules de L)., dans un modèle M = < W, q>, val >, qui 
est basé sur la structure relationnelle d'ordre supérieur S = < W, q> >, néces­
site l'introduction de la notion de suite d'attributions (ou de valuations) pour 
pouvoir rendre compte de l'effet du connecteur '>-,'. Vne attribution de valeurs 
aux variables de rang n dans le modèle M est une fonction sn: Varn ----t Wn , 
pour n 2: 1. Vne suite d}attributions dans le modèle M est une suite 
s = (SI' S2' o •• ) 
où chaque Sn est une attribution de valeurs aux variables de Varn . (Nous pou­
vons également voir s comme une fonction de Var dans Un~l w" qui envoie les 
variables de rang n dans Wn.) La notion de suite d'attributions remonte à 
Tarski et constitue maintenant un appareil standard utilisé pour définir les 
clauses sémantiques d'un opérateur qui lie des variables (comme un quantifi ­
cateurs ou, dans le cas présent, comme l'opération '>-")0 Puisqu'une suite 
d'attributions ne dépend pas de la valuation val de M, nous noterons 
l'ensemble des suites d'attributions de n'importe quel modèle basé sur S par 
Att(S) Pour chaque variable x E Var, nous définissons la relation binaire ~x0 
suivante sur Att(S) 
s ~x t ssi s(y) = t(y), pour tout y += X 
Si :1: E Varn+1, nous définissons la relation [s(x)] c WxW comme la relation 
w[s(x)]v ssi w ~~n V et wnq>(Sn+l(X))Vn 
L'interprétation d'une formule de L)., à un point w E W d'un modèle M est 
donc relative à une suite s E Att(S)o Supposons que p E Prop", a E Nom n , 0 E 
Nomn+1, xE Var n+1, et <p E Formo La satisfaction d'une formule est alors défi­
nie récursivement par les clauses : 
w, s W 1.­
w, s If- p ssi wn E val(p) 
w, s If- a ssi val(a) = wn 
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W, s II-- -.<p ssi w, s JlL <p 
w, s II-- <p 1\ 'ljJ ssi w, s II-- <p et w, s II-- 'ljJ 
w, s II-- @c<<P ssi (w_ n , val(a)) , s II-- <p 
w, s II-- DJ}<p ssi w, s II-- <p, pour tout v tel que w[~]v 
w, s II-- Dx<p ssi w, s II-- <p, pour tout v tel que w[s(x)]v 
w, s II-- \x.<p ssi w, t II-- <p, où t E Att(S) est t. q. t ::::::x s et t(x) = Wn+1 
Nous adoptons la convention suivante pour faciliter l'écriture de la clause pré­
cédente: si s E Att(S), x E Varn+1 et W E Wn+j , alors (s_.", w) dénotera 
l'unique suite d'attributions t telle que t ::::::x s et t(x) = w. De cette manière, 
nous avons les reformulations suivantes des deux dernières clauses: 
w, s II-- D,,<p ssi w, s II-- <p, pour tout V n E W n t. q. cI>(Sn+l(X))(W,,, vn) 
w, s II-- \x.<p ssi w, (s_x' wn+1) II-- <p 
Nous écrirons w II-- <p ssi w, s II-- <p, pour tout s E Att(S), et les autres notions 
de validité sont adaptées mutatis mutandis. L'extension d'une formule <p pour 
une certaine suite s se note [<pL si [<plis ne dépend pas s, cette extension sera 
notée [<p] tout court. 
Ces clauses sémantiques peuvent aussi servir à interpréter les formules de 
Form>-5n (de rang::; n) sur des SROF de rang n (des structures relationnelles 
d'ordre supérieur de rang fini n). En ce qui concerne les suites d'attributions, 
une formule de Form>-~n a des variables (modales) de rang au plus n+1, il suf­
fira donc de tronquer les éléments de Att(S) au rang n+ 1. Si S5n(w) est une 
SROS de rang n (avec w E Wn+1) , nous définissons Att(S5"( w)) comme 
l'ensemble des fonctions s~n: Var5n+1 ~ U15m5n+1 W>n telles que 
s~n(x) E Wm , si x E Var", et 1 ::; m ~ n 
s5n(x) = W, si xE Varn+1 
La deuxième contrainte sur 55" est là pour nous assurer que les valeurs que 55" 
donne aux variables de rang n + 1 qui sont représentées dans le modèle de 
rang rI (S5"(W) n'a que w comme valeur de rang n+1). Par ailleurs, si s E 
Att(S), s5n(w) dénotera l'attribution de Att(S5n(w)) telle que 
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s:sn( w)(x) = s(x), si xE Varm et 1 :=; m :=; n 
s:s"(w)(x) = w, si xE Varn+1 
Il est clair que tout élément de Att(S:s,,(w)) est de la forme s:s,,(w) pour un 
certain s E Att(S). 
Sémantique pour LÀ dans les SROSs (cas simple) 
Comme nous l'avons fait pour le langage L, nous soulignons un type de mo­
dèle particulier basé sur une structure relationnelle d'ordre supérieur simple. 
Notons d'abord qu'un modèle M de L est également un modèle de LÀ' Nous 
définissons donc un modèle simple de LÀ comme étant un modèle simple de L, 
c.-à-d. un modèle M = < W, <1>, val> de L tel que S = < W, cp > est une 
SROSs et tel que val associe une extension de W" (et non pas de W n) à cha­
que variable propositionnelle p E ProPn' Nous définissons, dans ce cas, pour 
chaque xE Varn, la relation {s(x)} c WxW comme suit: 
w{s(x)}v ssi w ~n V et wnCP(Sn+l(X))Vn 
Si p E ProPn, ex E Nom", S E Nomn+1, et x E Varn+l' nous obtenons les refor­
mulations suivantes pour les clauses sémantiques dans le cas des modèles sim­
ples pour LÀ: 
w, s If- p ssi W m E val(p) 
w, s If- D(l'P ssi w, s If- 'P, pour tout v tel que w{S}v 
w, s If- Dx'P ssi w, s If- 'P, pour tout v tel que w{s(x)}v 
5.6.2 Logique modale temporelle (ou bidirectionnelle)
 
Les langages présentés jusqu'ici n'utilisent qu'une direction des relations
 
d'accessibilité des structures. Or, il se trouve que la modélisation de notions
 
modales temporelles requiert des modalités qui peuvent « parcourir» les rela­

tions d'accessibilité dans les deux directions. Par exemple, la modalité 'F' qui
 
signifie « dans le futur» ou « à un moment du futur », est l'inverse de la
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modalité 'P' qui signifie « dans le passé» ou « à un moment du passé». 
Plus loin, dans le chapitre sur les conditionnelles, nous verrons un exemple de 
modalité bidirectionnelle non-temporelle. 
Sur le plan syntaxique, nous remplacerons les modalités variables '[J n ' 
pour les modalités variables' Hn ' et 'Gn', et les modalités constantes 'Da', avec 
0'. E Nom, pour les modalités constantes' Ha' et 'Ga'. Les clauses syntaxiques 
pour les formules de ce langage sont 
<P ::= ..L 1 plo. 1 -.<p 1 <P /\ 'ljJ 1 @o.<P 1 Hn<p 1 Gn<p 1 Hf3<p 1 G(j<p 
où P E Prop, 0'. E Nom, ~ E Nom\Nomo et n 2: 1. Nous introduisons la nota­
tion suivante: 
P<p = -.H-.<p 
F <p = -. G--,<p 
pour (P, H) = (Pn> Hn) ou (Pfl, H(j) et (F, G) = (Fn, Gn) ou (Fp, GrJ Toutes 
les autres notions syntaxiques sont définies en prenant cette différence en 
considération. Appelons ce langage LT, et l'ensemble de ses formules Form T. 
Nous définissons les formules du langage LTs. n' qui est l'analogue temporel du 
langage Ls.n' par les clauses : 
<p ::= ..L plo. 1 -.<p 1 <p /\ 'ljJ @o.<P 1 Hm+1<P Gm+1<p 1 Hf3<p Gp<p1 1 1 1 
où P E ProPs.n' 0'. E Noms. n' ~ E Noms.n\Nomo et 0 :S m :S n. L'ensemble des 
formules de LTs.n est dénoté par FormTs.n. Nous définissons aussi le langage LTn 
(l'analogue temporel de Ln) par les clauses: 
<P ::= ..L 1 plo. 1 --.<p <P /\ 'ljJ 1 @o.<P Hn+1<P 1 G"+l<P1 1 
où P E ProPn et 0'. E Nom". L'ensemble des formules de LTn est dénoté par 
Form Tn· 
Une formule constante est définie de la même manière et l'ensemble de 
ces formules est dénoté par FCon T. Par ailleurs, nous définissons 
FConTs.n = FConT n FormTs.n 
FCon Tn = FCon T n Form Tn 
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La définitions des ensembles rep(rp) et reps(rp) , pour chaque rp E Form y, res­
tent les mêmes à la différence suivante près: il faut remplacer 'On' dans les 
clauses par' Gn ' et 'Hn'. 
Sémantique pour Ly dans les SROS (cas général) 
Les seules clauses que nous devons préciser sont celles pour les modalités. 
Nous interprétons 'Hn+/ et 'H
r 
o' avec les relations inverses de [n+ 1] et [P]. Il 
est clair que L T est une généralisation de L. Ces nouvelles clauses sont: 
w If- Hn+lrp ssi v If- <p, pour tout v tel que v[n+1]w
 
w If- Gn+1rp ssi v If- rp, pour tout v tel que w[n+1]v
 
w If- Hr,rp ssi v If- rp, pour tout v tel que v[P]w
 
w If- Gf3rp ssi v If- rp, pour tout v tel que w[P]v
 
Nous interprétons donc' Gn+l' et 'Gr",' comme nous interprétions 'On+/ et 'Dro', 
c'est-à-dire avec les relation [n+ 1] et [13]. Toutes les autres notions sémanti­
ques sont adaptées en conséquence. 
Sémantique pour LT dans les SROSs (cas simple) 
Les clauses dérivées pour les modèles temporels simples sont évidentes: 
w If- Hn+l rp ssi v If- rp, pour tout v tel que v{ n+ l}w 
w If- Gn+lrp ssi v If- rp, pour tout v tel que w{ n+ l}v 
w If- Hf3rp ssi v If- rp, pour tout v tel que v{P}w 
w If- Gsrp ssi v If- rp, pour tout v tel que w{P}v 
Nous introduisons les abréviations suivantes: 
Prp = rp v Prp
 
Hrp = rp 1\ Hrp (ou ,P,rp)
 
Frp = rp v Frp
 
Grp = rp 1\ Grp (ou ,F,rp)
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Le tableau 5.6.1 suivant énumère des conditions fréquemment rencontrées 
dans le contexte d'une logique modale temporelle (ou bidirectionnelle). 
Tableau 5.6.1 - Conditions sur les structures temporelles 
NOM CONDITION 
Aref Anti-réflexivité 
CV Aucune (les modalités G et H sont réciproques) 
Tot La relation est totale 
Sbif La relation est sans bifurcations à gauche et à droite 
Beg Il existe un prédécesseur qui n'a pas de prédécesseur 
End Il existe un successeur qui n'a pas de successeur 
Den Densité 
Une petite remarque sur le tableau. Soit R c Wx W une relation binaire sur 
W. Rest antiréflexive ssi non- R( w, w), pour tout w E W. Elle est totale ssi, 
pour tous w et v E W, 
R(w, v) ou w = vou R(v, w). 
Elle est sans bifurcations à droite ssi, pour tous w, u et v E W, 
R(w, u) & R(w, v) :::} R(v, u) ou u = vou R(u, v); 
et elle est sans bifurcations à gauche ssi, pour tous w, u et v E W, 
R(u, w) & R(v, w) :::} R(v, u) ou u = vou R(u, v). 
Elle satisfait Beg ssi, pour tout w E W, il existe w* tel que 
(i) R(w*, w), 
(ii) pour tout v E W, non-R( v, w*); 
et satisfait End ssi, pour tout w E W, il existe w* tel que 
(i) R( w, w*), 
(ii) pour tout v E W, non-R( w*, v). 
Enfin, R est dense ssi, pour tout w, v E W tels que wRv, il existe u E W tel 
que wRuRv. 
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Ces mêmes conditions seront fréquemment utilisées pour caractériser les 
relations d'accessibilité des structures relationnelles d'ordre supérieur. 
5.6.3 Logique modale bidirectionnelle avec portée 
Nous pouvons faire avec L T ce que nous avons fait avec L pour les portées. Il 
suffit de définir un langage L).,T permettant de préciser la portée des modalités 
temporelles (ou bidirectionnelles) de LT . Il faut la même collection 
d'ensembles Varn de variables (de rang n). Les clauses syntaxiques de L.>-.T sont 
presqu'identiques à celle de LT , il suffit tout simplement de remplacer les clau­
ses (F4) et (F5) par: 
(F4.1) Si <p E Form et 0 E Nom\Nomo, alors H(3<p et Gp<p E Form et 
bv( H(3<p) = bv( G(3<P) = bv( <p); 
(F5.1) Si <p E Form, x E Var et x tf- bv( <p), alors Hx<p et Gx<p E Form et 
bv( Hx<p) = bv( Gx<p) = bv(<p) ; 
L'ensemble des formules de L.'AT sera dénoté par Form).,T' 
En ce qui concerne les clauses sémantiques, nous avons d'un côté la ver­
sion générale et la version simple. Dans les deux cas, la seule nouveauté se 
trouve au niveau des nouvelles modalités temporelles. Dans le premier cas, 
W, s If- Hx<p ssi v, s If- <p, pour tout v tel que w[s(x)]v
 
w, s If- Gx<p ssi v, s If- <p, pour tout v tel que w[s(x)]v
 
Et dans le deuxième cas, 
w, s If- Hx<p ssi v, s If- <p, pour tout v tel que v{s(x)}w 
w, s If- Gx<p ssi v, s If- <p, pour tout v tel que w{s(x)}v 
Toutes les autres notions sont adaptées en apportant les modifications néces­
saHes. 
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5.7 Les logiques fibrées et les SROS 
Les structures relationnelles d'ordre supérieur et les logiques fibrées initiées 
par Gabbay partagent un certain air de famille. Nous considérons dans cette 
dernière section comment, dans certains cas, une structure relationnelle 
d'ordre supérieur peut être conçue comme la « fibration» de deux structures 
relationnelles (conventionnelles) par une fonction qui correspondrait à une 
« exponentiation ». 
Commençons tout d'abord par introduire l'idée générale de logique fibrée. 
Si LI est un langage interprété dans une classe de modèles MI et L2 un lan­
gage interprété dans une classe de modèles M2, on peut se demander comment 
définir une classe de modèles à partir de MI et M2 pour le langage LI*L2, 
c'est-à-dire le langage obtenu en combinant les langages LI et L2 (en combi­
nant les symboles primitifs et leurs clauses syntaxiques). Comment pouvons­
nous évaluer les formules de LI *L2 avec les modèles de Ml et de M2 de LI et 
de L2 respectivement? Une fibration sémantique de ces deux langages est une 
procédure qui permet précisément d'évaluer les formules de Ll *L2 en em­
ployant les modèles des classes respectives. Donnons un exemple. 
Pour M= < WM , RM , valM > E Mi' avec i = 1,2, posons Wi = U{WM : M 
E MJ et définissons <Pij , avec i 7: j et i, j E {l, 2}, comme la fonction 
<P ij : MI; ----* MJx Wj 
telle que 
<P ij( w) = (M, v) =} v E WM. 
Un modèle de LI*L2 est de la forme N = < Ml' M2, <P 12' <P 21 >. En effet, pour 
interpréter les formules de LI*L2 dans N, nous supposerons que les connec­
teurs booléens ont la même signification et que la seule différence réside dans 
l'interprétation des modalités et des variables propositionnelles. Par exemple, 
prenons le cas de la formule 0l02(PI 1\ P2), où Dl, Pl E LI et O2, P2 E L2. Nous 
avons d'abord que (M, w) II- DIOz(PI 1\ pz) 
ssi (M, w') II- 02(Pl 1\ P2), pour tout w' tel que R( w, w') 
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et ensuite que (M, w') If-- 02(Pl /\ P2) 
ssi cI>l2(M, W') If-- 02(Pl /\ P2) 
ssi N, v If-- 02(Pl /\ P2) 
ssi N, Vi If-- Pl /\ P2, pour un certain Vi tel que S( v, Vi) 
et enfin N, Vi If-- Pl /\ P2 
ssi N, Vi If-- Pl et N, Vi If-- P2 
ssi cI>2l (N, v') If-- Pl et v' E valN (P2) 
ssi M', w" If-- Pl et v' E valN(P2) 
ssi w" E valM,,(Pl) et Vi E valN(P2) 
Les fonctions cI>l2 et cI>2l permettent le saut d'un point d'un modèle de Mi à un 
point d'un modèle de M j lorsque la dernière expression évaluée est dans Li et 
la prochaine dans Lj • 
La littérature sur les logiques fibrées porte en grande majorité sur deux 
types de fibration sémantique: la fusion et le « dovetailing », lesquelles don­
nent lieu, respectivement, à des logiques minimales et des logiques produit. 
On retrouve également la fibration dans la temporalisation de certaines logi­
ques, la logique modal intuitionniste et des logiques flous complexes (cf. Gab­
bay 1996b : Fibred semantics and the weaving of logics; Gabbay & Shehtman 
1998, 2000 & 2002 : Products of modal logics) Parts I-III; Gabbay et al. 
2002a: Advanced tense logic (Handbook of philosiphical logic) vol 7); Gabbay 
et al. 2003 : Many-dimensional modallogics: Theory and Applications). 
La question est de savoir si les SROS peuvent être conçues comme une 
variété spéciale de fibration. La réponse est oui, mais il s'agit d'une fibration 
dont l'existence n'est pas recensée dans la littérature. Voyons comment une 
structure relationnelle d'ordre supérieur de rang fini peut être obtenue par 
l'application répétée d'une opération « d'exponentiation ». Soit 
M = {< W, R, vall > : RER} 
un ensemble de modèles de Kripke, soit N = < Wx V, S, val2 > un autre mo­
dèle de Kripke, et soit cI> : V ~ R une fonction attribuant à chaque élément 
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de V une relation d'un des modèles de M. Pour simplifier, nous supposerons 
que q> est une bijection. Si nous posons 
cI>21(N, (w, v)) = « W, cI>(v), va4 >, w) 
q>dNI, w) = « Wx V, S, val2 >, (w, <I>-1(R1vr))) 
alors les clauses induites par fibration sont exactement celles de la sémantique 
des structures relationnelles d'ordre supérieur. En effet, 
< W, <I>(v) , va4 >, wlf- 020102'P 
ssi <I>12« W, q>(v), val1>, w) = (N, (w, v)) If- 020102'P 
ssi N, (w', v') If- Ol02'P, pour (w', v') tel que (w, v)S( W', Vi) 
ssi <I>dN, (W', Vi)) = « W, <I>(V'), val1 >, w') = (M', W') If- Ol02'P, pour ... 
ssi M', W" If- 02'P, pour un w" tel que <I>( V')( W', w") & pour ... 
ssi <I>21(M', W") = (N', (W", Vi)) If- 02'P, pour ... 
ssi (N', (Will, v")) If- 'P, pour (W"', v") tel que (w", v')S(W"', v") & pour ... 
On voit par cet exemple que l'évaluation de la formule w If- 020102'P s'effectue 
de la même manière dans la SROF < Wx V, <I>, S, val1 U val2 > que dans la 
structure fibrée. Un nom approprié pour ce type de fibration serait peut-être 
l'exponentiation de la classe M par le modèle N. 
Nous avons donc ramené les structures relationnelles d'ordre supérieur à 
une sous-classe de structures déjà connues, mais ceci n'aide en rien leur étude 
car il existe peu de résultats sur la fibration en général et aucun, à ce que je 
sache, sur les structures obtenues par exponentiation. Il faudra donc faire tout 
ce travail nous même. 
Chapitre 6 
Résultats sémantiques - Partie 1 
Nous présentons dans ce chapitre un certain nombre de résultats sémantiques 
pour le langage de base L interprété dans des modèles simples, c'est-à-dire un 
modèle M = < S, val> basé sur une structure relationnelle d'ordre supérieur 
simple S (une SROSs) et tel que la valuation val satisfait la condition: val(p) 
C W,\P) pour tout P E Prop. Nous examinerons la question de l'interprétation 
de L dans des SROS générales dans le prochain chapitre. 
6.1 Propriétés élémentaires 
Nous commençons par montrer que la satisfaction et la validité se comportent 
telles qu'attendues. 
Proposition 6.1.1 
Soient M un modèle simple de L, W E W, n 2:: 0, ex E Nomn et 0 E Nomn+l' 
Nous avons que 
(a) Si ip est une instance de tautologie, alors w If-- ip 
(b) Si w If-- ip et w If-- ip ~ 'ljJ, alors w If-- 'ljJ 
(c) Si M If-- cp, alors M If-- Dn+1ip, M If-- Doip et M If-- @oip 
(d) w If-- D(cp ~ 'ljJ) ~ (Dip ~ O'ljJ), pour 0 = 0n+1 ou Op 
(e) Si n tJ- reps(ip), alors w If-- ip ssi (w_ n , w) If-- ip, pour tout w E Wn 
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PREUVE. Les preuves de (a), (b) et (c) sont presqu'identiques aux preuves des 
résultats analogues pour la logique modale conventionnelle. 
(d) Démontrons le résultat pour °= 0n+l' la preuve pour 0fj en découlera. Il 
faut donc montrer l'implication suivante: 
(*) W If- 0n+l('P ~ ?/J) =?- w If- 0n+1'P ~ D n+1?/J 
Si 1>(W,,+l)[Wll] = 0, W If- D"+l?/J et donc w If- Dn+1'P ~ Dn+ 1?/J , par « affaiblis­
sement ». Il s'ensuit alors que (*) est vraie. Nous pouvons donc supposer que 
1>(Wn~l)[Wn] :;z: 0. Nous savons que 
w If- 0n+1( 'P ~ ?/J) 
ssi (W-n' W) If- 'P ~ ?/J, pour tout w E Wn tel que 1>(wn+l )( W'" w) 
Supposons que w If- 0n+1'P, c'est-à-dire 
(w_ n , w) If- 'P, pour tout W E Wn tel que <I>(Wn+l)(wn , w). 
Il en résulte que, pour tout W E Wn tel que <1>(Wn+1) (Wn , w), 
(w_", w) If- 'P ~?/J et (w_ n, w) If- 'P 
et, par la partie (b), que 
(w_ n , w) If-?/J, pour tout w E Wn tel que <I>(wn+1) (wn, w) 
Autrement dit, W If- Dn+l?/J. Ce qui démontre (*). 
(e) Par induction sur la complexité de 'P. 
Étape de base. Si 'P = pavee r(p) = m:;z: n, alors 
W If- P ssi Wm E val(p) 
ssi (w_nl w) If- P 
Si 'P = Cl avec r( Cl) = m :;z: n, alors 
W If- Cl ssi Wm = val( Cl) 
ssi (w_ n, w) If- p 
Étape d'induction. (i) Si 'P est une combinaison booléenne, le résultat découle 
directement de l'hypothèse d'induction. 
(ii) Si 'P = @û.?/J avec r(Cl) = m quelconque (pas nécessairement distinct de n), 
alors n (j. reps('ljJ) (car n (j. reps('P)). Si m:;z: n, par définition et par l'hypothèse 
d'induction, nous avons 
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W If- @o.'l/J ssi (w-ml val(a)) If- 'l/J
 
ssi ((w_ val(a)Ln> w) If- 'l/J, pour tout w E Wn
m , 
ssi ((W_n> wLm, val(a)) If- 'l/J, pour tout w E Wn 
ssi (W-n' w) If- @o.'l/J, pour tout w E Wn 
Si m = n, nous avons trivialement que 
WIf- @o.'l/J ssi (W-m' w) If- @o.'l/J, pour tout w E W" 
(iii) Si rp = Dm+1'l/J avec m + 1 et m 7: n, car n tJ- reps(rp). Par définition et par 
l'hypothèse d'induction, nous avons 
WIf- Dm+1?J! ssi Yw E Wm [<1>( wm+1)( wm , w) =? (W-m' w) If- 'l/J] 
ssi Yw E Wm [<1>(wm+l)(Wm' w) =? Yv E Wn [((w_m , wLn, v) If- 'l/J]] 
ssi Yv E WnYw E Wm [ë.P(wm+1)(wm, w) =? ((w_ wLn, v) If- 'l/J]m , 
ssi Yv E WnYw E Wm [<1>(wm+l)(wm , w) =? ((W_ nl vLm, w) If- 'l/J]
 
ssi Yv E Wn [((W_n> v)_m, wm) If- Dm+1'l/J]
 
ssi Yv E W" [ (W -'Ii' v) If- D"'+l?J!]
 
(iv) Si rp = D0'l/J, la preuve est similaire au cas (iii). ~ 
La partie (e) de la proposition précédente nous indique comment interpréter 
l'ensemble de rangs reps( rp). Si un rang n n'est pas « représenté» dans rp, 
c'est-à-dire s'il n'appartient pas à reps( rp), la valeur de vérité de rp à W ne dé­
pend pas de la n-ième coordonnée de w. Nous démontrons dans ce qui suit 
encore deux autres résultats concernant le rang et l'évaluation sémantique. Le 
premier concerne les formules de Form n. Du fait de la ressemblance entre les 
formules de Form n et celles d'un langage modal hybride conventionnel, on ne 
s'étonnera pas que les valeurs de vérité de ces formules ne dépendent que 
d'une partie très restreinte du modèle simple. 
Si M = < W, <1>, val> est un modèle simple et w E Wn+1, la restriction 
simple à w de M est le modèle de Kripke M,,(w) = < W", <1>n+l(W) , valn >. Une 
formule de Ln ne dépend que de cette « partie » de M, comme le démontre la 
proposition suivante. 
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Proposition 6.1.2 
Si <p E Form", alors 
M, w If- <p ssi M,,( W,,+l) , w" If- <p 
PREUVE. Par induction sur la complexité de <p.
 
Étape de base. Supposons que <p est une variable propositionnelle p E ProPn,
 
alors
 
M, w If- p ssi w" E val(p) ssi M,,( W n+1) , wn If- p 
Supposons que <p est un nominal ex E Nom n , alors 
M, w If- ex ssi wn = val( ex) ssi M,,( W,,+l) , W n If- ex 
Si <p est 1., la preuve est immédiate. 
Étape d'induction. (i) Si <p est -,1/; ou 1/; /\ e, la preuve est directe. 
(ii) Si <p est de la forme @o.1/; avec ex E Nom", nous avons par clause sémanti­
que de '@o.' et par l'hypothèse d'induction que 
M,	 w If- @o.1/; ssi M, (w_ n , val(ex)) If- 1/;
 
ssi M,,(Wn+1)' val( ex) If- 1/;
 
ssi Mn(wn+1), Wn If- @o.1/;
 
(iii) Si <p est de la forme 0"+11/;, alors par la clause sémantique de 'D,,+/ et par 
l'hypothèse d'induction, nous avons que 
M, w If- 0n+l1/; ssi M, (w-n' v) If- 1/;, pout tout v tel que CI> ( Wn+1) (wn, v) 
ssi Mn(wn+1) , v If- 1/;, pout tout v E Wn tel que 'CI>(Wn+1)(wn, v) 
ssi M,,(wn+1), Wn If- 0n+l1/; 
Ce qui complète la démonstration. ~ 
Un résultat analogue tient pour les formules de Form:::;n' En effet, l'évaluation 
d'une formule <p du langage L:::;n à un point w d'un modèle M ne dépend que 
de la restriction à wn+1 de ce modèle, c'est-à-dire du modèle simple de rang 
fini: 
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Nous avons: 
Proposition 6.1.3 
Si <P E Form.,;", alors 
M, w If- <P si et seulemen t si M.,;n( wn+1), W n If- <P 
PREUVE. La preuve est presqu'identique à celle de la proposition précédente: 
il faut considérer les nominaux a, les variables propositionnelles p, les opéra­
teurs d'actualité @c:' les modalités constantes 013 de rang::::; n, et les modalités 
0"'+1 pour 0 ::::; m ::::; n. Le cas qui n'est pas considéré dans la preuve précé­
dente est lorsque <P = 013 (car il n'y a pas de telles modalités dans Formn). 
Si <P est de la forme 013'lfJ avec r(~) = m + 1 < n + l, par la clause séman­
tique de 'q/ et par l'hypothèse d'induction, nous avons que 
M, w If- 013'lfJ ssi M, (w-m' v) If- 1/;, pout tout V tel que w{0}v 
ssi M, (w_ml v) If- 'lfJ, pout tout v tel que <P(val(~))(wm' v) 
ssi Mn(wn+ 1), (w-m,n, v) If- 'lfJ, pout tout v tel que <P(val(~))(w"" v) 
ssi Mn(wn+1) l W n If- 013'lfJ 
Ce qui démontre le résultat. ~ 
Afin de peaufiner la caractérisation de l'extension d'une formule <P E Form", 
définissons 
Extn(<p) = U{[<P]n(w)x{w} : W E ~Vn+l} 
Il est une conséquence de cette définition que Extn( if!) C W"x Wn+!, Nous défi­
nissons une notion similaire pour les extensions des formules <P de Form.,;" : 
Ext.,;n(<P) = U{[<P].,;n(w)x{w} : W E Wn+1} 
Nous avons que Ext.,;n( <p) C W n+!' La proposition suivante donne un aperçu 
global des propriétés de l'extension d'une formule de Formn ou de Form.,;n' 
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Proposition 6.1.4 
Soient p E ProPn et 0, E Nom n. Nous avons que 
(a)
 [1.] = 0 
(b)
 [p] = Wn_lx val(p) xwn+l 
(c)
 [o.]] = _ x{val(0.)}xWn+1W n l 
(d)
 Si <P E Form n , alors [<p] = W n_l xExtn(<p)xwn+2 
(e)
 Si <P E Form::;n, alors [<p] = Ext::;n(<p)xWn+2 
PREUVE. Les preuves de (a), (b) et (c) découlent immédiatement des clauses 
sémantiques pour les variables propositionnelles, les nominaux et pour 1.. 
(d)
 Par définition et par la proposition 6.1.2, nous avons que 
W
 E [<p] ssi M, W If- <p
 
ssi Mn(wn+l)' wn,lf- <p
 
ssi Wn E [<p]] n( wn+1)
 
ssi (wn, wn+l ) E Extn(<p)
 
ssi W E W n-1 X Extn(<p) X W n+2
 
(e) Par définition et par la proposition 6.1.3, nous avons que 
W E [<p] ssi M, W If- <p
 
ssi M::;,,(wn+l ), Wn If- <p
 
SSiwnE [<P]]::;n(wn+1)
 
ssi W n+l E Ext::;n( <p)
 
ssi W E Ext::;n( <p) X wn+2
 
D'où le résultat. ~ 
Malgré le fait, donc, qu'une structure relationnelle d'ordre supérieur ait un 
nombre infini « d'étages», il demeure que l'extension de chaque formule ne 
dépend que d'un nombre fini de ceux-ci. 
Si Sune SROS, rappelons que Rn désigne l'ensemble des relations de rang 
n (l'image de Wn+1 par la fonction <ï>n+l)' Le tableau 6.1.5 énumère les condi­
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tions que définissent certains schèmes de formules bien connus et transposés 
ici dans L. 
Tableau 6.1.5 - Schèmes de formules définissant des conditions de structures 
NOM SCHÈME DE FORMULE CONDITION 
(K n) D(<p ---7 'ljJ) ---7 (D<p ---7 D'ljJ) Aucune 
Un) O<p ---7 DD<p Les relations de Rn sont transitives 
(5n) O<p ---7 DO<p Les relations de Rn sont euclidiennes 
(Tn) D<p ---7 <p Les relations de Rn sont réflexives 
(B n) <p ---7 DO<p Les relations de Rn sont symétriques 
(D n) D<p ---7 O<p Les relations de Rn sont sérielles 
où D = 0n+l ou O~ avec 0 E Nomn+l· 
Rappelons la définition d'une relation euclidienne et celle d'une relation sé­
rielle : une relation R c Wx West euclidienne ssi, pour tous w, u et v E W, 
wRu & wRv =? uRv; et R est sérielle ssi, pour tout w il existe v tel que wRv. 
Il faut relativement peu d'instances des schèmes de formules du tableau 
6.1.5 pour définir les conditions correspondantes, comme l'illustre la proposi­
tion suivante: 
Proposition 6.1.6 
Soit Sch un schème du tableau 6.1.5 portant sur les modalités de rang n+ l, et 
soit Gond la condition correspondant à ce schème. Nous avons 
S If- Sch(<p) , pour tout <p E Formn 
ssi toutes les relations de Rn satisfont Cond. 
PREUVE. C'est une conséquence directe de 6.1.2. Si <p E Form n , alors Sch(<p) E 
Formn . Ainsi, 
S 1f- Sch(<p), pour tous <p E Formn 
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ssi, pour tout w E Wn+1, 
Sn(w) If- Sch(rp), pour tous rp E Form n 
ssi, pour tout w E Wn+l' la relation de Sn(w) satisfait la condition Gond. Au­
trement dit: ssi toutes les relations de Rn satisfont cette condition. ~~ 
La proposition précédente établit donc que la condition Gond est définissable 
avec relativement très peu d'instances du schème Sch correspondant à cette 
condition; notamment, elle est définissable avec des instances de Sch par des 
formules de Formn seulement. Nous pourrions nous demander maintenant si 
des instances plus permissives de Sch conduiraient à des contraintes plus for­
tes que Gond sur les relations. Autrement dit, si toutes les relations de Rn 
d'une certaine structure satisfont Gond, est-ce que toutes les instances de Sch 
seront valides dans cette structure? Il se trouve que la réponse est oui: auto­
riser des instances par des formules autres que celle de Form" ne pose aucune 
contrainte supplémentaire sur les structures. Pour démontrer ce résultat tou­
tefois, il faudra travailleur un peu. 
n nous faut introduire une version infinitaire du langage L qui servira à 
réécrire les formules de Form L en des formules équivalentes qui seront plus 
facilement manipulables sur le plan sémantique. Soit K un cardinal infini quel­
conque, notre tâche dans l'immédiat est de définir une version infinitaire de L 
que nous nommerons LI'.' Le langage LI'. comprend les symboles primitifs de L 
en plus des connecteurs '1\' et 'V\ lesquels serviront à exprimer la conjonction 
et la disjonction infinies. L'ensemble des formules Form<li. de LI'. est défini ré­
cursivement par les clauses syntaxiques suivantes: 
rp ::= -.l 1 p 1 ex l ,rp 1 rp 1\ 1/J 1 Dmrp 1 @"rp 1 D13rp 1 /\E 1 VE 
où p E Prop, ex E Nom, 0 E Nom\Nomo, m 2: 1 et E est un sous-ensemble de 
Form<" tel que lE 1 < K. 
Un modèle de L" est tout simplement modèle de L. Il suffit seulement de 
préciser comment les nouveaux connecteurs sont interprétés dans celui-ci : 
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w If- /\E ssi w If- 1jJ, pour toute formule ljJ E E 
w If- VE ssi il existe une formule ljJ E E telle que w If- ljJ 
Toutes les autres notions sémantiques restent inchangées. 
Nous définissons maintenant certaines notions qui seront indispensables à 
la réécriture des formules de L. Pour V c W et o._n E Nom_n, posons 
Nom(V) = {a E Nom: val(o.) E VP5 
Nomn(V, o._n) = {ex E Nomn : (0._", ex) E Nom(V)} 
N(V) = V{/\o. : 0. E Nom(V)} 
Nn(V, 0._,,) = VNomn(V, o._n) 
Nn(V) = V{/\o._n /\ N,,(V, 0._,,) : 0._" E Nom_n} 
Il faut voir V ici comme une éventuelle extension de formule. Si 0. E Nom(V), 
/\0. est une expression qui est vrai seulement au point val(o.) de V. La dis­
jonction N(V) de toutes ces expressions nous donnera une formule ayant V 
pour extension. Nous pouvons réécrire cette disjonction de conjonctions de 
nominaux pour rassembler les nominaux de rang n, ce qui nous donnera 
N,,(V). Le proposition suivante énonce les propriétés élémentaires de ces ré­
écritures. 
Proposition 6.1.7 
(a) N C Nom([VN]) 
(b) [N(V)]] = V 
(c) [N,,(V)] = V 
PREUVE. (a) Soit [3 E N et soit w tel que w = val([3). Il s'ensuit que 
w If- /\[3 ::::} w If- vN ::::} w E [VN] 
et donc [3 E Nom([VN]). 
(b) Si w E [N(V)], alors w If- V{/\o. : 0. E Nom(V)}. Ceci n'est possible que si 
w If- /\[3 pour un certain [3 E Nom(V). D'une part, w If- /\[3 ssi val([3) = w, et 
55 Ici, val(Ci.) = (val( cx,,), val( aJ, ... , val( an), ... ). 
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d'autre part, (3 E Nom(V) ssi il existe v E V tel que val((3) = v. Donc, w = 
val((3) = v E V. Si w E V, puisque M est nommé, il existe (3 E Nom tel que 
val((3) = w, donc (3 E Nom(V). Ainsi, 
w II- 1\(3 ::::} w II- V{l\a : a E Nom(V)} ::::} w II- N(V) 
et donc w E [N (V)]. 
(c) Si w E [Nn(V)]j, alors 
w II- V{l\a_n 1\ Nn(V, a_ n) : a_n E Nom_ n}. 
Ceci n'est possible que si 
w II- 1\(3-n 1\ Nn(V, (3-n) 
pour un certain (3-n E Nom_n(V). D'une part, w II- 1\(3-n entraîne que val((3_n) 
= w_n; et d'autre part, w II- Nn(V, (3-n) entraîne que 
w II- VNom,.(V, (3-n) 
et donc que w II- ~, pour un certain ~ E Nomn(V, (3-n), c'est-à-dire que valW) 
= Wn. Ainsi, w = val((3) E V. 
Pour l'autre direction, soient w E V et (3 E Nom tels que val((3) = w. 
Nous avons donc que (3-n E Nom_n(V) et ~ E Nomn(V, (3-n). Par ailleurs, 
w II- 1\(3 ssi w II- 1\(3-n 1\ ~n 
::::} W II- 1\(3_n 1\ VNomn(V, (3-n) 
ssi w II- 1\(3-n 1\ Nn(V, (3-n) 
::::} w II- v{l\a_n 1\ Nn(V, a_J : a_n E Nom_ n } 
ssi w II- Nn(V) 
ssi w E [Nn(V)] 
Ce qui complète la démonstration. ~ 
Cette proposition nous permet d'établir: 
Corollaire 6.1.8 
Soit <p E Form"". Nous avons 
(a) w II- N([<p]]) ssi w II- <p 
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(b)
 W II- Nn([<p]) ssi W II- <p 
PREUVE. Parties (b) et (c) appliquées à V = [<pl ~ 
Nous arrivons à un lemme essentiel qui nous permettra de démontrer le théo­
rème que nous recherchons. Dans ce qui suit, pour chaque W-n E W -n' 
0._1,(W-J désignera un nominal de Nom_ n (peu importe lequel) tel que 
val(o._n(w_n)) = W_ n (en réalité, un élément Nom_ n est une suite infini de no­
minaux, mais nous emploierons la métonymie « nominal de Nom_ n » pour 
simplifier). 
Lemme 6.1.9 
Pour chaque o._n E Nom_Ill soit p(o._n) E ProPn tel que val(p(o._n)) 
val(p(r:L,,)) , si val( o._n) = val((3_ll). Pour tout W E W, nous avons que: 
(a)
 W II- V{l\o._n /\ p(o._n) : o._n E Nom_J ssi W II- p(o._n(w_n)) 
(b)
 W II- On+tV{l\o._n /\ p(o._n) : o._n E Nom_J ssi W II- On+1p(0.-n(w_n)) 
(c)
 W II- 0n+tV{l\o._n /\ p(o._n) : o._n E Nom_n} ssi W II- 0n+1p(0._n(w_ 1l)) 
PREUVE. (a) Nous avons que W II- V{l\o._n /\ p(o._n) : o._n E Nom_n} 
ssi ::3rJ-n E Nom_ n[w II- I\rJ_n /\ p(rJ-ll) ] 
ssi ::3(3-n E Nom_ n[val((3_n) = w_" & w II- p((3-n)] 
ssi val(o._n(w_n)) = w_n & w II- p(o._n(w_ n)) 
ssi w II- p(o._n(w-n)) 
(b)
 Nous avons que w II- On+1V{1\0._n /\ p(o._n) : o._n E Nom_n} ssi 
::3w E Wn[<P(wn+1)(w", w) & (w_ n, w) II- V {I\o._n /\ p(o._n) : o._n E Nom_ n}] 
Par conséquent, d'après (a), w II- On+1V{1\0._n /\ p(o._n) : o._n E Nom_ n} 
ssi ::3wE Wn[<P(wn+t)(wn, w) & (w_ n, w) II- p(o._n(w_n))] 
ssi w II- On+1p(0.-n(w_n)) 
(c) Nous avons que w II- D n+1V{1\0._n /\ p(o._ll) : o._n E Nom_ri} ssi 
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Vw E Wn[<I>(Wn+I)(Wn1 W) =? (W_n> W) If-- V{l\a_ n /\ p(a_n) : a_n E Nom_ n }] 
Par conséquent, d'après (a), w If-- 0"+IV{l\a_11 /\ p(a_,,) : a_ nE Nom_ n} 
ssi Vw E W"[<I>(wn+I)(w,,, w) =? (w_ n, w) If-- p(a_n(w_n))] 
ssi W If-- 0n+IP(a_n(w_n)) 
Ce qui complète la démonstration. ~ 
Corollaire 6.1.10 
Les propositions du lemme précédent tiennent aussi si nous remplaçons '0n+I' 
par '013 ', où 0 E Nom n+l · 
PREUVE. Il suffit de refaire exactement le même argument. ~~ 
Nous approchons de notre but. Penchons-nous à présent sur la forme des 
schèmes du tableau 6.1.5. (Mentionnons d'emhlée que nOlIS exclurons (K) de 
la discussion car nous savons déjà que toutes les instances de ce schème sont 
valides par la proposition 6.1.1.) Chaque schème du tableau (à l'exception de 
(K) bien sûr) est de la forme 'ant -7 con', où 'ant' est la formule 'tp' précédée 
d'une concaténation de ° et de 0 (possiblement rien) et 'con' est la formule 
'tp' précédée d'une autre concaténation de 0 et de 0 (possiblement vide). Soit 
'ma' la concaténation de modalités devant tp dans ant, et soit 'me' la concaté­
nation de modalités devant tp dans con. Nous avons que 
Seh = ma<p -7 me tp 
Par exemple, pour (T), 
ant(T) = Otp & eon(T) = <p; 
ma(T) = 0 & me(T) = 0 
Pour l'axiome (4), 
ant(4) = Otp & eon(4) = OOtp; 
ma(4) = 0 & me(4) = 00 
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Voici le théorème recherché : 
Théorème 6.1.11
 
Soit Seh un schème du tableau 6.1.5 ayant trait à des modalités de rang n+ l.
 
Si S If-- Seh(<p), pour tout <P E Form'll alors S If-- Seh(<p), pour tout <p E Form L.
 
PREUVE. Supposons que S If-- Seh('IjJ) pour tout 'IjJ E Formn. Soient <p E Form L
 
une formule constante, M un modèle basé sur S et w E W. Nous devons mon­

trer que M, w If-- Seh(<p). Puisque
 
Seh( <p) = ma <p ~ me <p 
il faut montrer que 
w If-- ma <p =* w If-- me <p 
Par ailleurs, par un des corollaires précédents, puisque [Nn([<p])] = [<p], il suf­
fit de montrer que 
w If-- maNn([<p]) =* w If-- meNn([<p]) 
Il faut d'abord apporter une petite modification à Nn([<p]) pour pouvoir appli­
quer le lemme ci-dessus. Soit p( <p, o._n) une nouvelle variable propositionnelle 
telle que 
val(p( <p, o._n)) = {val( 0'.) : 0'. E Nomn( [<p], o.-nn 
Autrement dit, p(<p, o._n) a la même extension dans W" que Nn([<p], o._n)' 
Nous remplaçons Nn([<p], o._J par p(<p, o._J dans N,.([<p]). Nommons cette 
formule Mn([<p]), c'est-à-dire 
Mn([<p]) = V {I\o._n 1\ p( <p, o._n) : o._n E Nom_ n } 
Il est clair que Mn([<p]) possède la même extension que Nn([<p]), et donc la 
même extension que <p. Par conséquent, notre objectif est de montrer que 
(*) w If-- ma Mn([<p]) =* w If-- me Mn([<p]) 
C'est ici que le lemme précédent intervient. Une application répétée de (a), 
(b)	 et (c) nous donne
 
w If-- maMn([<p]) ssi w If-- map(<p, o._n)
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w II- me Mn([<p]) ssi w II- me p(<p, a_n) 
de sorte que l'implication (*) est équivalente à l'implication suivante: 
(**) w II- ma p( <p, a_,,) :::} w II- me p(<p, a_,,) 
Mais (**) est équivalente à w II- ma p(<p, a_ n) ~ me p(<p, a_ n), laquelle est 
équivalente à w II- Seh(p( <p, a_ n)) et p( <p, a_ n ) E Form n. Mais, par hypothèse, 
nous savons que Seh(p(<p, a_n)) est valide dans S. D'où le résultat. ~ 
6.2 Invariance et bisimulation 
Il. existe naturellement un nombre infini de structures simples, et donc un 
nombre encore plus élevé de modèles simples. Mais ces modèles ne se distin­
guent pas tous sur le plan de la satisfaction: il peut arriver que des modèles 
différents satisfassent exactement les même formules, qu'ils soient équivalents 
aux yeux du langage L. Cette situation n'est évidemment pas particulière aux 
modèles d'ordre supérieur et survient pour n'importe quel langage et classe de 
modèles assortis. Décrivons comment le problème s'articule pour la logique 
modale conventionnelle pour ensuite le transposer au cas des modèles d'ordre 
supérieur. 
Si SI = < W1, RI > et Sz = < Wz, Rz > sont deux structures relationnel­
les et si Ml et Mz sont des modèles basés respectivement sur SI et Sz, on dit 
que le point W j E Wj est élémentairement équivalent au point Wz E Wz ssi, 
pour toute formule <p, 
(EE1) Mu Wj II- <p {::} Mz, WZ II- <p. 
Nous écrirons Ml, W j =; Mz, Wz (ou tout simplement wl =; wz) pour signifier 
que W j est élémentairement équivalent à wz. On dira que M j est élémentaire­
ment équivalent à Mz s'il existe une relation binaire R C Wj X W2 telle que 
(EE2) R(w]' w2) :::} w] =; WZ 
(EE3) 'i/wj E W1 3wz E WzR(wj, wz) & 'i/wz E Wz3wj E WjR(wj , w2) 
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Nous aimerions trouver une condition générale entre deux points de deux mo­
dèles (et par la suite entre deux modèles tout court) qui garantirait que ces 
deux points (et éventuellement les deux modèles) sont élémentairement équi­
valents. 
Il n'est pas trop difficile de voir qu'un homomorphisme surjectif entre M[ 
et 1V12 constitue une relation satisfaisant aux conditions (EE1)-(EE3). En effet, 
si 8: W1 ~ W2 est un homomorphisme surjectif (c'est-à-dire que 8 préserve 
les relations d'accessibilité et les fonctions de valuation), alors une vérification 
élémentaire nous donne que 
Ml, w1 =:; M2 , 8(w[) 
lVIais l'homomorphisme est une condition trop forte en général, en ce sens 
qu'il existe vraisemblablement beaucoup de modèles élémentairement équiva­
lents qui ne sont pas homomorphes. C'est dans ce contexte qu'a été introduite 
la notion de bisimulation : il s'agit d'une relation qui, comme le verrons, ga­
rantit l'équivalence élémentaire, mais qui est beaucoup plus générale que 
l'homomorphisme surjectif. 
Une bisimulation entre les structures relationnelles Sl et S2 est une rela­
tion binaire Z c W[ X W2 qui satisfait les deux conditions suivantes: pour tous 
w E W1 et v E W2 tels que wZv, 
(zig) :Jw' E W1 t. q. wR1w' =:} :Jv' E W2 t. q. vR2v' et w'Zv' 
(zag) :Jv' E W2 t. q. v~v' =? :Jw' E W[ t. q. wR[w' et w'Zv' 
Deux points w E W1 et v E W2 sont dits Z-bisimilaires si Z est une bisimula­
tion entre Z entre Sl et S2 telle que wZv, et ils sont dits bisimilaires s'ils sont 
Z-bisimilaires pour une certaine bisimulation Z. Deux structures sont dites Z­
bisimilaires si Z est une bisimulation telle que: 
\lw E W1, 3v E W2 t. q. wZv 
\Iv E W2, 3w E W1 t. q. wZv 
Autrement dit, tout point de W1 est Z-bisimilaire à un point de W2 , et tout 
point de W2 est Z-bisimilaire à un point de W1. Une bisimulation entre deux 
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modèles Ml = < SI' va4 > et M2 = < SI' val2 > est une bisimulation Z entre
 
les deux structures sous-jacentes SI et S2 qui satisfait la condition supplémen­

taire:
 
(basep) wZv =} Vp E Prop [ w E va4(p) ssi v E va~(p)]
 
(basec.) wZv =} Va E Nom [ w = va4(a) ssi v = val2( a) ]
 
Deux points w E Wet v E V de deux modèles Ml et M2 sont Z-bisimilaires si
 
Z est une bisimulation (de modèles) entre Ml et M2 et wZv. Deux points sont
 
bisimilaires s'ils sont Z-bisimilaires pour une certaine bisimulation Z. Deux
 
modèles Ml et M2 sont Z-bisimilaires si Z est une bisimulation (de modèles)
 
entre Ml et M2 et
 
Vw E Wu ::Jv E W2 t. q. wZv 
Vv E W2, ::Jw E Wl t. q. vZw 
Deux modèles sont bisimilaires s'ils sont Z-bisimilaires pour une certaine bi­
simulation (de modèles) Z. 
Une bisimulation remplit bien les attentes formulées dans les conditions 
(EE1)-(EE3) : 
Proposition 6.2.1 
Soient MI = < W l , Ri> vall > et M2 = < W2, R2, va~ > des modèles, w E W l 
et v E W2 des points de ces modèles, et Z une bisimulation entre Ml et M2• Si 
wZv, alors Ml' W é::::::; M2 , v. 
Par ailleurs, si pour tout W E W l il existe v E W2 tel wZv et pour tout v 
E W2 il existe w E W l tel que wZv, alors la condition (EE3) est remplie. 
PREUVE. On peut soit démontrer directement le résultat soit consulter un ou­
vrage comme Blackburn et al. (2001) pour les détails. ~ 
Nous voulons démontrer un résultat analogue pour les modèles simple 
(d'ordre supérieur). Si M et N sont des modèles simples basés respectivement 
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sur les structures simples S = < W, <I> > et T = < V, r >, nous dirons que le
 
point w E West élémentairement équivalent au point v E V ssi, pour toute
 
formule <p,
 
(EE1) M, w II- <p Ç:} N, v II- <p.
 
Nous écrirons M, w '::=:; N, v (ou tout simplement w '::=:; v) pour signifier que w
 
est élémentairement équivalent à v. On dira que M est élémentairement équi­

valent à N s'il existe une relation binaire R c W x V telle que
 
(EE2) R(w, v) ::::} w '::=:; v
 
(EE3) Vw E W 3v E V R(w, v) & Vv E V 3w E W R(w, v)
 
Notre but est de donc de définir une certaine relation binaire Z C W x V qui
 
garantit l'équivalence élémentaire des points qu'elle met en relation.
 
Puisqu'une bisimulation est, d'une certaine manière, une généralisation 
d'un homomorphisme, précisons d'abord la notion d'homomorphisme propre 
aux SROSs (et par extension aux modèles simples). Si S = < W, <I> > et T = 
< V, r > sont des SROSs, un homomorphisme entre S et T sera une fonction 
8 : W ~ V telle que, pour tout n ~ aet pour tout w, w' E W : 
w{n+1}w' ::::} 8(w){n+1}8(w'), et 
w ~n W' ::::} 8(w) ~" 8(w'). 
Autrement dit, 8 devra respecter les relations sous-jacentes à une SROSs. Le 
lecteur pourrait exprimer un certain étonnement devant la deuxième condi­
tion concernant la préservation de la relation ~TI" Si nous voulons que 
l'homomorphisme préserve l'interprétation des modalités hybrides, il faut 
l'exiger car c'est cette famille de relations d'accessibilité qui est nécessaire à 
leur interprétation. Un homomorphisme entre modèles est un homomorphisme 
8 entre les structures sur lesquelles sont basés ces modèles qui préserve les 
fonctions de valuation: 
w' = 8(w) ::::} Vn ~ 0, Vp E Prop" [w" E val(p) ::::} W,,' E val'(p)]
 
w' = 8(w) ::::} Vn ~ 0, Vù. E Nom" [w" = val(ù.) ::::} wn ' = val'(ù.)]
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Il est clair que l'homomorphisme surjectif entre modèles entraîne l'équivalence 
élémentaire, mais encore une fois il y a des conditions plus faibles qui garan­
tissent cette même équivalence. 
Si S = < W, <J! > et T = < V, r > sont des structures simples (des 
SROSs), une bisimulation entre S et T est une relation Z c WxV telle que, 
pour tout n 2. 0, si wZv, alors 
(zig,,) w{ n+1}w' =? 3v' E V tel que v{ n+1}v' et w'Zv' 
(zagn ) v{n+1}v' =? 3w' E W tel que w{n+1}w' et w'Zv' 
(zig"J w ~n w' =? 3v' E V tel que v ~n v' et w'Zv' 
(zag,,,,) v ~n v' =? 3w' E W tel que w ~n w' et w'Zv' 
Les définitions de points Z-bisimilaires, de points bisimilaires, de structures Z­
bisimilaires, et de structures bisimilaires sont analogues à celles données plus 
haut. 
Si M = < S, val[ > et N = < T, va~ > sont des modèles basés sur les 
structures simples S et T, une bisimulation entre les modèles M et N est une 
bisimulation Z entre les structures sous-jacentes respectives S et T telle que 
(basep) wZv =? Vn 2: 0, Vp E Prop" [wn E val1(p) ssi Vn E valip)] 
(base(\:) wZv =? Vn 2: 0, Va E Nomn [ Wn = val[ (a) ssi Vn = val2( a) ] 
Les définitions de points Z-bisimilaires, de points bisimilaires, de modèles Z­
bisimilaires, et de modèles bisimilaires sont analogue~ à celles données plus 
haut. 
La contrainte (base(\:) est en réalité très forte lorsqu'elle est combinée avec 
le fait que nos modèles sont nommés et les conditions (zig",,) et (zag",,). Déjà, 
dans le cas de la logique hybride conventionnelle, nous pouvons observer 
l'effet de cette contrainte (ou du moins sa contrepartie) : si tout point W E W 
est nommé, disons par a, et si une bisimulation préserve la dénotation de 
chaque nominal, nous devrons avoir val[(a) Zva4(a), c'est-à-dire que Z ne 
pourra mettre en relation que des points qui sont dénotés par le même nomi­
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nal (tantôt via va~ tantôt Via val2). Pour les modèles simples, la situation 
s'articule comme suit: 
Proposition 6.2.2 
Soient w E W et v E V des points des modèles M et N respectivement, et soit 
Z une bisimulation entre Met N. Si wZv alors 
(a) val1(a) = w et val2(a) = v pour un certain a E Nom, et 
(b) val[(f3n, a n+1)Zvalipn> 0."+1), pour tout n ~ 0 et pour tout Pn E Nomn. 
PREUVE. (a) Supposons que wZv et soit a E Nom tel que val[(a) = w (un tel 
a existe car M est nommé). La condition (base(\:) entraîne que val'2( a) = v. 
(b) Pour n'importe quel w' tel que w ~n w', nous aurons qu'il existe par (zig",,) 
un Vi tel que v ~n Vi et WIZVI. Mais Wl = (w-", w) pour un certain w E Wn , ce 
qui veut dire qu'il existe GE Nomn tel que val (a_n' G) = w' (car M est nom­

mé). Par (base(\:) encore une fois, nous avons que va~(a_", G) = v'. En exploi­

tant (zag",), nous pouvons montrer que cette observation tient dans l'autre
 
direction. Nous avons donc, pour tout n, que
 
(*) wZv :::} val[ (a_n, G)Zva~( a_n, G)
 
pour tout GE Nomn . Il reste à montrer que (*) entraîne l'implication
 
(**) vall(p", a n+1)Zval2(Pn, 0."+1)
 
Supposons que 0n E Nom,., pour tout n ~ O. Nous savons par (*) que
 
valJ(0._0' 00) Zvali 0._0' Go)' 
De même, en appliquant (*) aux points va~(a_o, 00) et va~(a_o' 00)' nous au­
rons que valJ(Go, G1> (2)Zva~(Go, Gu 0.2), c'est-à-dire 
va~(PI' 0.2)Zva~(p1> 0.2). 
J 
De manière générale, nous aurons 
valj(Pn> o.n+l)Zva~(Pn> a"+J). 
Ce qui démontre le résultat. ~ 
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Une bisimulation se comporte adéquatement vis-à-vis les relations {~} aussi: 
Proposition 6.2.3 
Soient w E W et v E V des points des modèles M et N respectivement, soit Z 
une bisimulation entre M et N, et soit ~ E Nomn+1. Si wZv, alors 
W{~}WI =} 3Vl E V tel que v{0}v' et w'Zv l
 
v{~}v' =} 3w' E W tel que W{~}WI et w'Zv'
 
PREUVE. Soit Wl E W tel que W{~}WI. Puisque M est nommé, il existe o., 0.1 E 
Nom tels que va4(a) = w et val1(a') = w'. Par la proposition précédente, 
nous avons que va~(o.) = v. Définissons 
x = (W-(n+l)' va4(~)) = vall(a_n>~) 
Xl = (w'-(n+1)' va4(~)) = va4(a'_n, ~) 
Par définition des relations {~} et {n+1}, nous avons que x{n+1}x'. La 
condition (zign) entraîne qu'il existe y' E V tel que y{n+1}y' et x'Zy'. Par la 
proposition précédente, 
y = val2( 0._", ~) 
y' = va~( al_n, ~) 
Soit Vi = va~( o.'). Nous avons par la définition des relations {~} et {n+1} que 
v{0}v', et par la proposition précédente que w'Zv'. Ce qui démontre (zigiJ 
La direction (zag~) se démontre de manière analogue. ~ 
Montrons que la bisimulation se comporte bien à l'endroit de l'équivalence 
élémentaire: 
Proposition 6.2.4 
Soient w E W et v E V des points des modèles simples M = < 5, val1 > et N 
= < T, va~ >. Si w et v sont bisimilaires, alors M, w =:::; N, v. 
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PREUVE. Nous devons montrer que 
M, w If- ljJ ssi N, v If- 1jJ, 
pour toute formule 1jJ. La preuve est par induction sur la complexité de 1jJ. 
Étape de base. Si ljJ est une variable propositionnelle p E Prop ou un nominal 
ex E Nom, les conditions (basep) et (basecJ sur les bisimulations entraînent 
immédiatement le résultat. 
Étape d'induction. (i) Si ljJ est une combinaison booléenne, la preuve est une 
application directe de l'hypothèse d'induction. 
(ii) Supposons que ljJ = @o.'l/J, avec ex E Nom n. Tout d'abord, observons que 
w;::::;" (w_ va0(ex))n , 
Par (zig",,), il existe Vi E V tel que v ;::::;n Vi et (w_
nl val[(ex))Zv'. De même, par 
(baseo.), vn' = valiex). Ainsi, (w_ n , va0(ex))Z(v_n, va~(ex)). En appliquant 
l'hypothèse d'induction à 'l/J (qui a moins de connecteurs que 1jJ), nous obte­
nons 
ce qui revient à 
M, w If- @o.'l/J :::} N, v 11- @o.'l/J 
La condition (zag",,) nous permet de démontrer l'autre direction de ces impli­
cations. 
(iii) Supposons que ljJ = Dn+1'l/J. Au lieu de démontrer l'équivalence suivante: 
M, w If- Dn+1'l/J ssi N, v If- Dn+l'l/J, 
nous démontrerons l'équivalence: 
M, w If- On+l'l/J ssi N, v If- On+l'l/J, 
ce qui revient au même. Nous avons 
M, w If- On+l'l/J ssi M, w' If- 'l/J, pour un certain w' t. q. w{ n+ 1}w' 
Par l'hypothèse d'induction, s'il existe Vi E V bisimilaire à W', alors 
M, w' If- 'l/J ssi N, Vi If- 'l/J 
La condition (zig,,) nous assure de l'existence d'un tel v' qui, en plus d'être 
bisimilaire à W', est tel que v{ n+ 1}v'. Il en résulte donc que 
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M, w If- On+l'l/J ssi M, w' If- 'l/J, pour un certain w' E W t. q. w{ n+ 1}w' 
=} N, Vi If- 'l/J, pour un certain Vi E V t. q. v{ n+1}v' 
ssi N, v If- On+l'l/J 
Un
 argument symétrique montre que l'autre direction (<=) tient également. 
(iv)
 En appliquant la proposition 6.2.3 et en employant un argument similaire 
à
 celui de (iii), nous pouvons montrer que le résultat tient si <p = Q3'l/J. 
Ce qui complète la démonstration. ~ 
Il n'est pas difficile d'adapter cette notion de bisimulation pour les structures 
simples de rang fini. Soient S = < WnJ cp ::;n' R > et T = < Vn , r ::;n' Q > des 
SRüF de rang n. Nous définissons une bisimulation (de rang n) entre 5 et T 
comme une relation Z c W nX V n telle que: pour tout m :S n et 0 E 
Nom::;n\NomQ, si wZv 
(zigm) w{ m+ 1}w' =} 3v' E Vn tel que v{ m+ 1}v' et w'Zv' 
(zagm) v{m+1}v' =} 3w' E W n tel que w{m+1}w' et w'Zv' 
(zig,,J w ~m w' =} 3v' E V n tel que v ~m v' et w'Zv' ' 
(zag) v ~ m v' =} 3w' E W n tel que w ~ 1ft w' et w'Zv' ~ 
Une bisimulation entre les modèles simples de rang n M = < 5, val! > et N =	 
< T, va~ > est une bisimulation entre les structures 5 et T telle que	 
(basep) wZv =} '\lm :S n '\Ip E ProPm [ W m E valJ(p) ssi 'Um E val2(p)]
 
(baseo:) wZv =} '\Im:S nVa E Nom m [wm = valJ(a) ssi vm = va~(a)]
 
Cette notion de bisimulation a sensiblement les mêmes propriétés que la pré­	
cédente. Notamment, nous avons que si wZv, alors	 
va0(r3)Zval2(f3), pour tout f3 E Nom" 
et, pour tout 0 E Nom::;n\Nomo, 
(zig0) w{0}w' =} 3V ' E Vn tel que v{0}v' et wlZv' 
(zag0) v{0}v' =} 3W ' E W n tel que w{0}w' et w'Zv l 
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Surtout, si deux points sont bisimilaires, alors il est facile de voir qu'ils seront 
élémentairement équivalents (la transposition de l'équivalence élémentaire 
étant évidente). 
Une bisimulation entre structures simples induit des bisimulations sur les 
restrictions de ces structures. Si Z C WxV est une bisimulation entre S = < 
W, <Il > et T = < V, r >, et si a E Wn+1 et b E Vll+1 , nous définissons la rela­
tion Z:o;n(a, b) C WnxV n comme suit: wnZ:o;n(a, b)vnssi 
::lx E W::ly E V [xn+ 1 = (wn , a) & Yn+l = (v,p b) & xZy] 
Par ailleurs, nous définissons Zn( a, b) C Wnx Vncomme suit: wZn(a, b)v ssi 
:::lx E W:::ly E V [(xn, xn+1) = (w, a) & (Yn, Yn+l) = (v, b) & xZy] 
La relation wnZ:o;n( a, b)vn est une bisimulation (de rang n) entre la restriction 
de S à a et la restriction de T à b, et la relation wZ n( a, b)v est une bisimula­
tion (au sens originel) entre Sn( a) et T n ( b). En effet: 
Proposition 6.2.5 
Soit Z C WxV une bisimulation entre S = < W, <Il > et T = < V, r >, et 
soient a E Wn+1 et b E Vn+1 . 
(a)
 Zn(a, b) est une bisimulation (de structures) entre SJa) et Tn(b). 
(b)
 Si Z est une bisimulation entre M = < S, va4 > et N = < T, va~ >, alors 
Zn(a, b) est une bisimulation (de modèles) entre M ll(a) et Nn(b). 
(c)
 Z:o;n(a, b) est une bisimulation (de structures) entre S:o;n(a) et T~n(b). 
(d)
 Si Z est une bisimulation entre M = < S, va4 > et N = < T, val2 >, alors 
Z:o;,,(a, b) est une bisimulation (de modèles) entre M:o;n(a) et N:o;n(b). 
PREUVE. (a) Supposons que wZ,,( a, b)v, où w E Wn et v E Vn, et supposons 
qu'il existe w' E Wn tel que <Iln+1(a)(w, w'). D'une part, si wZn(a, b)v, c'est 
qu'il existe x E W et y E V tels que (xn, xn+1) = (w, a), (Yn, Yn+l) = (v, b) et 
xZy. Posons Xl = (x_n, w'). Il est alors évident que x{n+1}x'. Puisque Z est 
une bisimu1ation, il existe yi E V tel que y{n+1}y' et x'Zy'. Mais y{n+1}y' 
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entraîne que yi est de la forme (y-n' Vi), avec Yn+) = b et Vi E Vn tel que 
fn+)(b)(v, v'). Nous avons donc qu'il existe v' E Vn avec w'Zn(a, b)v' et 
fn+)(b)(v, v'). Ce qui montre (zig). La démonstration de (zag) se fait de ma­
nière analogue. 
(b) Supposons que wZn(a, b)v et soit p E ProPn. Si wZn(a, b)v, c'est qu'il existe 
xE Wet y E V tels que (xn , Xn+1) = (w, a), (Yn, Yn+)) = (v, b) et xZy. Puisque 
xZy, il s'ensuit que wn E val)(p) ssi vn E valip), autrement dit que 
w E val)(p) ssi v E va~(p) 
La démonstration de (basec;) est similaire. 
Les parties (c) et (d) sont des conséquences directes des définitions de bi­
simulation et de bisimulation induite. ~~ 
Corollaire 6.2.6 
Si M et N sont Z-bisimilaires (comme modèles) et si wZv, alors Mn(wn+)) et 
Nn(vn+)) sont bisimilaires et M::;n(wn+)) et N::;n(vn+)) sont bisimilaires. 
PREUVE. Ce corollaire est plus ou moins la conséquence directe de la proposi­
tion précédente et de la proposition 6.2.2. ~ 
6.3 Traduction dans la logique du premier ordre 
Nous montrons dans cette section comment traduire le langage L dans un cer­
tain langage du premier ordre de sorte que la notion de satisfaction dans les 
structures simples soit traduite en une notion de satisfaction dans des modèles 
du premier ordre. 
Nous commencerons par traduire L dans un langage du premier ordre ty­
pé L ns (avec égalité). 56 Pour chaque n EN, il y aura une collection (dénom­
56 On dit habituellement « sorté » plutôt que « typé») mais je trouve le terme « sorté » 
affreux et « typé» rend bien l'idée derrière ce langage. 
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brable) de variables et de symboles de constantes de type n; plus précisément, 
un ensemble Varn de variables x" de type n, et un ensemble Conn de symboles 
de constantes comprenant une constante 'acx ' (ou 'a(a)') pour chaque a E 
Nom n Les symboles de prédicat prendront des arguments de types spécifiques; • 
par exemple, si 'A' est un symbole de prédicat de type '(n, n+1)', c'est que 
'A' est un prédicat à deux variables, la première étant de type n et la seconde 
de type n+1. Il y aura, pour chaque p E ProPn, un symbole de prédicat' P/ 
(ou' P(p) ') de type (n). L'ensemble de tous les symboles de prédicats unaires 
de type (n) (de cette forme) sera dénoté par CONn. Enfin, pour tout n ~ 0, il 
Y aura le symbole de prédicat 'R"+l (xn+ x'" Yn)' de type (n+ 1, n, n). Les rè­J , 
gles de formation des formules de Ll'1's' une fois cette liste spécifiée, sont évi­
dentes, l'ensemble de ces formules étant dénoté par Form Trs . 
Si S = < W, <I> > et si M = < S, val>, le LT,.s-modèle typé du premier 
ordre correspondant est M(S) = < D, I> où D = (Wn)nEN et 
I( ao.) = val( a) 
I(Pp) = val(p) 
I(R"+l) = <PMI 
Pour la suite, le symbole de constante 'a..,' (ou 'a(w)') est définie comme la 
(une des) constante(s) 'ao.' tel que val(a) = w. L'ensemble Termn des termes 
de type n de L 1'1'8 est l'union de Conn et de Varn. Définissons l'ensemble Con 
comme l'union des Con", Var comme l'union des Var", et Term comme l'union 
des Term". 
Pour les besoins de la traduction, nous définissons Con comme l'ensemble 
des suites a = (0.0, al' ... ), où an E COnn, Var comme l'ensemble des suites x = 
(xo, XlJ ... ), où X E Var", et Term comme l'ensemble des suites t = (ta, t1 , ••• ),n 
où tn E Termn. Si W E W, a(w) est la suite de Term telle que 
a(w) = (a(wo), a(wl ), ... ). 
La fonction de traduction 
Tr : TermxForm L ~ Form 1'rs 
195 Chapitre 6 - Résultats sémantiques 1 
est définie récursivement comme suit: pour t = (to, t1, ••. ) E Term, 
Tr(t, 1-) = a 7= a (a au choix) 
Tr( t, p) = Pp( tn), si r(p) = n 
Tr(t, Œ) = tn = aa:, si r(Œ) = n 
Tr(t, -''P) = -,Tr(t, 'P) 
Tr (t, 'P 1\ 'l/J) = Tr (t, 'P) 1\ Tr (t, 'l/J) 
Tr(t, @a:'P) = Tr((t_n, aa:), 'P)), si r(a) = n 
Tr(t, Dn+1'P) = \/xn(R"+l(tn+1 , t", Xn) ----+ Tr((t_n , xn), 'P)) 
Tr(t, D~'P) = \/X,,(R"+l(~J' tn , x,,) ----+ Tr((L", xn), 'P)), si r(0) = n+1 
En dépit du fait t soit une suite infinie, il n'y a jamais plus qu'un nombre fini 
de tk dans Tr(t, 'P). 
Proposition 6.3.1 
Soit 'P E FormL et soit w E W. Nous avons que 
M, w If- 'P ssi M(S) If- Tr(a(w), 'P) 
PREUVE. Soit 'P E FormL et w E W. La preuve est par induction sur 'P. 
Étape de base. Supposons que rp = p, où P E ProPn. Nous avons que 
M(S) If- Tr(a(w), p) ssi M(S) If- Pp(a(w,,)) 
ssi I( a( wn)) E I( Pp) 
ssi wn E val(p) 
ssi M, w If- P 
Si 'P = a, avec a E Nom n. Nous avons que 
M(S) If- Tr(a(w), Œ) ssi M(S) If- a( wn) = aa: 
ssi I( a( wn )) = I( aa:) 
ssi w" = val( a) 
ssi M, w If- a 
Étape d'induction. (i) Si 'P = -,'l/J ou 'l/J 1\ e, la preuve est directe. 
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(ii) Supposons que <p = @Q'l/J, avec a E Nomn- Nous avons, par définition et 
par l'hypothèse d'induction, que 
M(S)
 If- Tr(a(w), @o.'l/J) ssi M(S) If- Tr((a(w)_n, aQ), 'l/J))
 
ssi M, (w_ n , I(aQ )) If- 'l/J
 
ssi M, (w_nl val(a)) If- 'l/J
 
ssi M, w If- @o.'tP
 
(iii) Supposons que <p = Dn+1'l/J. Nous avons, par définition et par l'hypothèse 
d'induction, que 
M(S) If- Tr(a(w), Dn+1'l/J) 
ssi M(S) If- \ixn(Rn+l(a(Wn+l) , a(wn), xn) -t Tr((a(wLn, xn), <p)) 
ssi \iw E Wn [ I( a(wn+1), a(wn), a( w)) E I( Rn+1) 
=? M(S) If- Tr((a(wLn, a(w)), <p))] 
ssi \iw E Wn[<I>n+l(Wn+1)(wn) w) =? M(S) If- Tr((a(w)_n, a(w)), <p))] 
ssi \iw E Wn[<I>n+Jwn+1)(wn , w) =? M, (w_ n, w) If- <pl 
ssi M, w If- Dn+1'l/J 
(iv) Si
 <p = Q3'l/J, avec r(0) 2: l, la preuve est similaire à celle de (iii). 
Ce qui complète la démonstration. ~~ 
Pour tous <p et x E Var, le nombre de variables (libres ou pas) dans Tr(a(x), 
<p) est fini, car il n'y a qu'un nombre fini d'étapes dans la définition de la tra­
duction Tr(a(x), <p) de <p, et chaque étape de la traduction n'ajoute qu'un 
nombre fini de variables. 
Proposition 6.3.2 
Soit x E Var et soit n = max{m : xm libre dans Tr(x, <p}. Nous avons 
M If- <p ssi M(S) If- \iXO\ix1.. .\ixnTr(x, <p) 
PREUVE. Nous avons que M If- <p 
ssi M, w If- <p, pour tout w E W 
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ssi M(S) If- Tr(a(w), rp), pour tout w E W
 
ssi M(S) If- Tr(a(w), rp), pour tous W o E WO, W1 E W1, ..•
 
ssi M(S) If- Tr(a(w), rp), pour tous Wo E WO, W1 E W1, ... , Wn E Wn
 
ssi M(S) If- \:/1:0\:/11. ... \:/xnTr(x, rp)
 
Ce qui démontre le résultat. ~ 
Nous étendons le travail précédent pour traduire la validité dans une struc­
ture. Pour ce faire, nous devons ajouter à L Trs des variables et des quantifica­
teurs d'ordre deux. Plus précisément, pour chaque n, il faut un ensemble 
VARn de variables de prédicats unaires X de type (n). Nous appellerons ce 
langage et l'ensemble des formules de est Form TRs . L'ensembleLTRs LTRs 
TERMn des termes de type (n) est donc l'union de CONn et de VAR". Enfin, 
l'ensemble CON est l'union des CONn> VAR est l'union des VAR,,, et TERM 
est l'union des TERMn. 
Soit '0 : Con U CON ~ Var U VAR une fonction injective telle que, pour 
tout ex E Nom et pour tout p E Prop, 
'0(aJ = xu (ou x(ex)), où x" E Var",,) 
'0(Pp) = Xp (ou X(p)), où XpE VAR,.{p) 
Exigeons, par ailleurs, que les variables de Var qui sont utilisées dans les tra­
ductions ne sont pas dans l'image de '0. Une telle fonction existe car les en­
sembles Con, CON, Var et VAR sont infinis. Nous modifions maintenant la 
fonction de traduction Tr en remplaçant les clauses 
Tr(t, p) = Pp(tn), si r(p) = n 
Tr(t, ex) = tn = au' si r(ex) = n 
par celles-ci : 
Tr(t, p) = Xp(t ), si r(p) = nn 
Tr(t, ex) = tn = x"' si r( ex) = n 
Avec ces modifications, nous pouvons traduire les formules dans LTRs de même 
que la validité dans un structure, comme le démontre la proposition suivante: 
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Proposition 6.3.3 
Soient <p E Form, x E Var, et n = max{ m : Xm libre dans Tr(x, <p)}. Soient Pl' 
P2' ... , Pk E Prop et 0.1, ~, "') 0.1 E Nom les variables propositionnelles et les 
nominaux apparaissant dans <p. Nous avons: 
(a) S, w If- <p ssi M(S) If- VX(Pl) ... VX(Pk)VX(o.l) ... Vx(o./)Tr(a(w), <p) 
(b) S If- <p ssi M(S) If- VX(Pl) ... VX(Pk)VX(o.l) ... VX(o.l)VXo ... VxnTr(x, <p) 
PREUVE. (a) Par définition, M, w If- <p 
ssi < S, val >, w If- <p 
ssi < D, 1>, w If- Tr(a(w), <p) 
où l est une fonction d'interprétation telle que 
1( x(o.m)) = val( o.m) 
[(X(Pm)) = val(Pm) 
1( Rn+ 1) = <Pn+l 
Nous pouvons décomposer [ en deux parties: [vall la restriction de là Term U 
TERM, et l</>, sa restriction à l'ensemble {R n+1 : n 2': O}, de sorte que [= l1)al U 
lq,. La partie Ival est déterminée seulement par val, et la partie lq, par <P. 
L'action de l1)al est donc de donner une valeur aux variables x( 0.1), ..• , x( 0.1) et 
X(Pl) , ... , X(Pk) de Tr(a(w), <p). Or, S, w If- <p 
ssi < S, val >, w If- <p, pour tout val 
ssi < D, (Jm/l [</» >, w If- Tr(a(w), <p), pour tout J1)al 
ssi < D, 1> If- VX(Pl) VX(Pk)VX(o.l) Vx(o.l)Tr(a(w), <p) 
(L'évaluation de 'VX(Pl) VX(Pk)VX(o.l) VX(o.l)VXo ... VxnTr(x, <p)' ne dé­
pend pas de [val') 
(b) Conséquence immédiate de (a). ~ 
Une dernière remarque avant de conclure cette section. Il est bien connu 
qu'un langage du premier ordre typé peut être traduit dans un langage du 
premier ordre non-typé. Ainsi, nous pouvons donc traduire le langage L dans 
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un langage du premier ordre non-typé. Soit L TPO le langage du premier ordre 
(non-typé) avec égalité ayant comme variables les éléments de Var = UT/Varn , 
comme symboles de constantes les éléments de Con = UT/Con", et comme 
symboles de prédicats: les éléments de CON = U"CON n , et les symboles de 
prédicat 'Rn+l(xn+1 , xn, y,,)' et 'TPT/(x)' pour tout n ~ O. (Le symbole de prédi­
cat (TP,,(x)' servira à marquer le type d'un individu.) L'ensemble des formules 
de L TPO est Form TPo' La différence entre Form TT, et FormTPo tient non seule­
ment à la présence de 'TPn(x)' mais au fait que les clauses syntaxiques de 
L TPO n'incluent pas de contraintes sur les types (par exemple, (Pp( x)' est une 
formule de L TPO même si r( x) 7: r(p), ce qui n'est pas vrai pour LT,.J 
Si M = < D, 1> est un modèle de L Trs , où D = (W,,)n?:O' nous définissons 
le modèle N(M) = < D, J> de L TPO comme suit: 
D = Un?:o Wn 
J(X) = I(X), si X E Con U CON U {Rn+1 : n ~ O} 
J( TPn ) = Wn , pour n ~ 0 
Il est facile de voir que J est bien définie et que N(M) est bel et bien un mo­
dèle de L TPO' 
La fonction de traduction Trad: Form Trs ~ Form TPo est définie récursi­
vement comme suit: 
Trad(<p) = <p, si <p est une formule atomique de LT?s 
Trad( --.<p) = --.Trad( <p) 
Trad(<p J\ 'lj;) = Trad(<p) J\ Trad('lj;) 
Trad(Vx<p) = Vx(TPn(x) ~ Trad(<p)), si x E Var" 
Il faut montrer que Met N(M) s'accordent sur l'évaluation de <p et Trad(<p). 
Proposition 6.3.4 
Si <p E FormT"s est une formule close, alors 
MIl- <p ssi N(M) II- Trad(<p) 
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PREUVE. Par induction sur la complexité de <p.
 
Étape de base. Si <p ~st une formule atomique, le résultat est vraI, car
 
Trad(<p) = <p et J attribue les même interprétations aux éléments de Con et
 
de CON que 1.
 
Étape d'induction. (i) Si <p = -.'l/J ou 'l/J 1\ e, la preuve est une conséquence di­

recte de l'hypothèse d'induction.
 
(ii) Supposons que <p = Vx 'l/J, avec x E Varn . D'abord, par la définition de la 
quantification typée, nous avons que 
Mlf-- Vx'l/J ssi Mlf-- 'l/J[xl a(w)], pour tout w E Wn 
D'autre part, par la définition de Trad et de la quantification non-typée, nous 
avons que 
N(M) If-- Trad(Vx'l/J) ssi N(M) If-- Vx(TP,,(x) ~ Trad('l/J)) 
ssi N(1Vl) If-- TPn(a(w)) ~ Trad('l/J)[xla(w)], pour tout w E Um2:0Wm 
ssi N(M) If-- TPn(a(w)) ~ Trad( 'l/J) [xl a( w)], pour tout w E W" 
ssi N(M) If-- Trad('l/J) [xla(w)], pour tout w EWn 
Par l'hypothèse d'induction, pour tout w E W", 
Mlf-- 'l/J[xla(w)] ssi N(M) If-- Trad('l/J)[xla(w)], 
donc Mlf-- Vx'l/J ssi N(M) If-- Trad(Vx'l/J). 
Ce qui complète la démonstration. ~ 
Ces résultats permettent d'établir les corollaires suivants: 
Corollaire 6.3.5 (Compacité et Lowenheim-Skolem descendant) 
Soit E un ensemble de formules de L. Nous avons: 
(a)	 Si tout sous-ensemble fini de E est satisfaisable (dans un modèle simple), 
alors E est satisfaisable (dans un modèle simple). 
(b)	 Si E est satisfaisable (dans un modèle simple), alors E est satisfaisable 
dans un modèle simple au plus dénombrable. 
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PREUVE. (a) Soit FeE un sous-ensemble fini (de formules de L) satisfaisable 
dans M à w. D'après les propositions précédentes, pour toute formule <p E F, 
nous avons: 
M, w If- <p ssi N(M(S)) If- Trad(Tr(a(w),<p)) 
Autrement dit, l'ensemble de formules 
{Trad(Tr(a(w), <p)) : <p E F} 
est satisfaisable (au sens du premier ordre). Puisque ceci est vrai de tout sous­
ensemble F fini, d'après le théorème de compacité (de la logique du premier 
ordre), nous obtenons qu'il existe un modèle M de LTPO tel que 
Mlf- {Trad(Tr(a(w), <p)) : <p E E}. 
Puisque tout LTPO-modèle peut être converti en une SROSs et que cette 
conversion préserve la satisfaction (il suffit de suivre les détails de la preuve 
de la proposition 6.3.1 pour s'en convaincre), il s'ensuit qu'il existe un modèle 
simple satisfaisant E. 
(b) Argument analogue à la différence près que l'on invoque le théorème 
de Lowenheim-Skolem (descendant). ~ 
Chapitre 7 
Résultats sémantiques - Partie II 
Nous présentons dans ce chapitre des résultats sémantiques analogues à ceux 
qui ont été exposés dans le chapitre précédent mais cette fois-ci pour les au­
tres modèles généraux et pour les autres syntaxes exposées au chapitre 5. 
7.1 Propriétés élémentaires 
La satisfaction et la validité se comportent telles qu'attendues aussi dans le 
cas général. 
Proposition 7.1.1 
Soient M un modèle (général) de L, W E W, n 2: 0, Q E Nom" et ~ E Nom,,+!" 
Nous avons que 
(a) Si cp est une instance de tautologie, alors w If- cp 
(b) Si w If- cp et w If- cp ~ 'ljJ, alors w If- 'ljJ 
(c) Si M If- cp, alors M If- D"+lCP, M If- Do.cp et M If- @o.CP 
(d) w If- D(cp ~ 'ljJ) ~ (Dcp ~ D'ljJ), pour 0 = Dn+ l ou Dr, 
(e) Si n ~ rep(cp), alors w If- cp ssi (w_ n , w) If- cp, pour tout w E Wn 
PREUVE. Les preuves de (a) à (d) ne cornporten t aucune difficulté. Pour la 
partie (e), il faut prendre note de la différence entre rep et repS? mais la preu­
ve reste la même pour l'essentiel. ~ 
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Nous avons des résultats similaires concernant l'extension des formules dans 
les SROS générales. Lorsque W E Wn+11 rappelons que 
M::;n(w) = < W n, <I>::;n, <I>(w), val::;n > 
est le modèle de rang fini obtenu de M par restriction à w. 
Proposition 7.1.2 
Si <P E Form::;nl alors 
M, w If- <P si et seulement si M::;n(wn+1), w" If- <p 
PREUVE. La preuve par induction est analogue à celle pour les modèles sim­
ples. Les cas nouveaux sont ceux qui impliquent les modalités. Examinons le 
cas où <p = D"'+l?/;' où 0 :s; m:S; n. Nous avons M, w If- Dm+1<P 
ssi M, (v m' wm+l) If- <P, pour tout V E W tel que <I>( W +1) (wm, v )rn m m rn
ssi M<n(wn+1) , (vrn , Wm+1, ... , wn) If-?/;, pour tout Vm E W m tel que ... 
ssi Mn(wn+1), w" If- Dm+l<p 
Si <p = Oc?/; avec 0 E Nom::;n\NomQ, la démonstration est analogue. ~ 
Rappelons aussi que E::;n(<P) = U{[<p]::;,,(w)x{w} : W E Wn+1}. Autrement dit, 
E::;n(<P) est en quelque sorte l'union des extensions de <P dans M::;n(w) pour W E 
Wn+1" Nous avons: 
Proposition 7.1.3 
Soient p E ProPn, et ex E Nom". Nous avons que 
(a) [_L] = 0 
(b) [p] = val(p)xWn+l 
(c) [ex] = Wn_1x{val(ex)}xWn+l 
(d) Si <P E Form::;n, alors [<p] = Ext::;n(<p)xWn+2 
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PREUVE. Les preuves de (a), (b) et (c) découlent immédiatement des clauses 
sémantiques pour les variables propositionnelles, les nominaux et pour .1. 
(d)
 Par définition et par la proposition précédente, nous avons que 
W
 E [<p] ssi M, W If- <p
 
ssi M~n( wn+ 1), W n If- <p
 
ssi W n E [<P]I~n( wn+1)
 
ssi w n+1 E Exti.n(<P)
 
2ssi W E Ext~n( <p) xW n+ 
D'où le résultat. ~ 
Nous conservons les caractérisations du tableau 6.1.5 pour les SROS généra­
les. Nous avons déjà les conséquences suivantes pour la définissabilité. 
Proposition 7.1.4 
Soit Sch un schème du tableau 6.1.5 portant sur les modalités de rang n+1, et 
soit Gond la condition correspondant à ce schème. Nous avons 
S If- Sch( <p), pour tout <p E Form~n 
ssi toutes les relations de Rn satisfont Gond. 
PREUVE. (On remarquera que la proposition serait toujours vraie si nous rem­
placions l'ensemble Form~n par Prop~n') Il faut montrer que la relation <p( w) 
C WnxW n satisfait Gond si 
S::;n(w) If- Sch(<p), pour tous <p E Form~n 
Soit Fn est le sous-ensemble de formules de Form~n généré par les clauses 
<p := p 1 .<p 1 <p /\ 'ljJ 1 Dn+1<P 
où p E ProPn' L'évaluation d'une formule <p de Fndans M~n(w) est équivalente 
à l'évaluation <p dans le modèle de Kripke < W n, <Pn+l(w) , val >. Or, la validi­
té de toutes les instances de Sch dans la structure de Kripke < W n, <Pn+1(w) > 
entraîne que <P n+1 (w) satisfait Gond. ~ 
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Si nous voulons montrer que la validité du schème Sch avec des instances li­
mitées à Forfis" (voire même ProPn) implique la validité de ce schème avec 
des instances quelconques, il faut à nouveau faire appel au langage infinitaire 
L". Les seules modifications que nous apporterons sont les clauses pour les 
modalités (la relation [-] remplacera la relation {-}). Pour V c W, rappelons 
que 
Nom(V) = {a E Nom: val(a) E V} 
Les notions suivantes seront importantes pour la réécriture des formules de 
L : pour a n+ l E Nom"+\ nous définissons 
NOfi<n(V, a n+ l) = {an E Nomn : (an, a"+l) E Nom(V)} 
Ns,,(V, a n+l) = VNomsn(V, aMI) 
n 1 nNsn(V) = V{l\a"+l /\ Nsn(V, a + ) : a +1 E Nomn+l} 
La formule Nsn(V) a les propriétés désirées: 
Lemme 7.1.5 
[Nsn(V)] = V 
PREUVE. En effet, w E [Nsn(V)]] 
ssi w If- V{l\an+1 /\ Ns,,(V, a n+l) : a n+l E Nomn+1} 
ssi 3(3"+1 E Nomn+1[ w If- l\(3n+l /\ Nsn(V, p"+l) ] 
ssi w If- I\an+\wn+l) /\ Nsn(V, an+l(wn+l)) 
ssi w If- Nsn(V, a"+l(w"+l)) 
ssi a(w) E Nom(V) 
ssi w E V. 
Ce qui complète la preuve. ~ 
Corollaire 7.1.6 
Soit rp E Form<", alors w If- Nsn([rp]) ssi w If- rp. 
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PREUVE. Lemme précédent avec V == [<p]I. ~ 
Ceci nous permet d'établir le lemme clé suivant: 
Lemme 7.1.7 
n+1Pour chaque a E Nomn+t, soit p(a"+1) E ProPn tel que val(p(o."+I)) 
val(p((3"+I)), si val(o.n+l) = val((3"+I).57 Pour tout W E W, nous avons que: 
(a) W If- V{l\o.n+l /\ p(o."+l) : o.n+l E Nomn+1} ssi W If- p(an+1(w"+I)) 
(b) w If- On+lV{l\a"+1 /\ p(an+1) : 0."+1 E Nomn+!} ssi w If- On+lP(an+!(wn+l)) 
+1 1(c) w If- D n+1V{l\an+l /\ p(an ) : an+l E Nomn+ } ssi w If- D n+1P(a"+I(wn+l)) 
lPREUVE. (a) Nous avons que w If- V{l\an+1 /\ p(an+ ) : 0."-'-1 E Nom"+I} 
ssi :3(3"+1 E Nomn+1[w If- 1\(3"+1 /\ p((3n+l) ] 
ssi :3(3"+1 E Nomn+1 [ val((3"+I) = W"+1 & w If- p((3"+I)] 
ssi val(an+1(wn+1)) = W n+1 & W If- p(an+l(wn+l))
 
ssi w If- p(a"+I(w"+l))
 
(b) Nous avons donc que w If- On+1V{l\an+l /\ p(a"+l) : a n+l E Nom"+ l} ssi 
:3vn EWn[<I>(Wn+1)(wn, vn) & (vn, wn+l) If- V{l\an+1/\ p(an+1) : a n+1 E Nom"+I}] 
1Par conséquent, d'après (a), w If- O"+1V{l\an+1/\ p(an+ ) : o.n+1 E Nomn+1} 
ssi :3vn EWn[<I>(Wn+1)(wn, v,) & (vn, wn+l) If- p(o.n+l(wll+1))] 
ssi w If- p(o."+l(Wll+1)) 
(c) Nous avons que w If- [Jn+1V{l\an+1 /\ p(o.n+l) : o.n+l E Nomn+1} ssi 
\:Iv" E W n[çp(wn+1)(wn, vn) :::} (Vil' Wll+1) If- V{l\o.n+1 /\ p(an+1) : a n+1 E Nom"+l}] 
1 1Par conséquent, d'après (a), w If- Dn+lV{l\an+1/\ p(an+ ) : 0.,,+1 E Nomn+ } 
ssi \:Ivn E W" [ <I>( Wn+1) ( wn, Vil) :::} (Vn' wn+l) If- p(0."+1 (wn+l)) ] 
ssi w If- D"+1P(a"+1(w"+l)) 
Ce qui complète la démonstration. ~ 
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Corollaire 7.1.8 
Les propositions du lemme précédent tiennent aussi si nous remplaçons 'On+l' 
par '0(3', où 0 E Nomn+1· 
PREUVE. Il suffit de refaire exactement le même argument. ~ 
Tout ceci pour en arriver à : 
Théorème 7.1.9 
Soit Seh un schème du tableau 6.1.5 ayant trait à des modalités de rang n+1. 
Si S If- Seh(<p), pour tout <p E Form::;n' alors S If- Seh(<p) , pour tout <p E Formt . 
PREUVE. Supposons que S If- Seh('ljJ) pour tout 'ljJ E Form::;n (voire ProPn). 
Soient <p E Forms;n une formule constante, M un modèle basé sur S et w E W. 
Nous devons montrer que M, w If- Seh(<p). Puisque 
Seh(<p) = ma<p ~ me <p 
il faut montrer que 
w If- ma<p ~ w If- me<p 
Par ailleurs, par un des corollaires précédents, puisque [N::;n([<P])]] [<p]) , il 
suffit de montrer que 
w If- maN::;n([<P]) ~ w If- meN::;n([<P]) 
Il faut d'abord apporter une petite modification à N::;n([<p]J) pour pouvoir ap­
pliquer le lemme ci-dessus. Soit p(<p, 0."+1) une nouvelle variable proposition­
nelle telle que 
val(p(<p, On+l)) = {val(on) : on E Nom::;n([<p] , OM1)} 
Nous remplaçons N::;n([<P] , on+l) par p(<p, on+l) dans N::;,,([<p]). Soit M::;n([<P]) 
cette formule. Il est clair que M::;n([<P]) possède la même extension que 
N::;n([<P]) , et donc la même extension que <p. Il suffit donc de montrer que 
(*) w If- ma:M::;n([<p]) ~ w If- meM::;J[<p]) 
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Une application répétée des parties (a), (b) et (c) du lemme précédent nous 
donne 
w If- ma M<n([<P]) ssi w If- ma p(<P, a n+1) 
w If- me Msn([<p]]) ssi w If- mcp(<p, a n+1) 
de sorte que l'implication (*) est équivalente à l'implication suivante: 
(**) w If- map(<p, a n+1) =? w If- mcp(<p, a n+1) 
n 1 n 1Mais (**) est équivalente à w If- ma p(<p, a + ) ~ me p(<p, a + ), laquelle est 
a n 1équivalente à w If- Seh(p(<p, an+l)) et p(<p, + ) E Formsn' Mais, par hypo­
thèse, nous savons que Seh(p(<p, a n+1)) est valide dans S. D'où le résultat. ~ 
7.2 Invariance et bisimulation 
Soient S = < W, <I> > et T = < V, r > des SROS. Un homomorphisme entre 
S et T est une fonction 8 : W ~ V telle que, pour tout n ~ °et pour tout w, 
w'EW: 
w[n+l]w' =? 8(w)[n+l]8(w'), et 
w ~n w' =? 8(w) ~n 8(w'). 
Autrement dit, 8 doit préserver les relations [n+l] et ~n' Un homomorphisme 
entre modèles est un homomorphisme 8 entre les structures sur lesquelles 
sont basés ces modèles qui préserve les fonctions de valuation: 
w' = 8(w) =? \In ~ 0, \lp E ProPn [ W n E val(p) =? wn' E val'(p) ] 
Wl = 8(w) =? \In ~ 0, VQ E Nomn [ Wn = val( Q) =? wn ' = val'( Q) ] 
Il est clair que l'homomorphisme surjectif entre modèles entraîne l'équivalence 
élémentaire. 
Une bisimulation entre les SROS S et T est une relation Z c WxV telle 
que, pour tout n ~ 0, si wZv, alors 
(zign) w[n+l]w' =? ::Jv' E V tel que v[n+l]v' et w'Zv' 
(zagn) v[n+l]v' =? ::Jw' E W tel que w[n+l]w' et wlZv' 
(zig",) w ~n w' =? ::Jv' E V tel que v ~n v' et WIZVI 
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(zag",) v:::::;" Vi ~ 3w' E W tel que w :::::;" w' et w'Zv l
 
Les définitions de points Z-bisimilaires, de points bisimilaires, de structures Z­

/J'isirnilaires, et de structures bisimilaires sont analogues à celles données plus
 
haut.
 
Si M = < S, va~ > et N = < T, va~ > sont des modèles basés sur les 
structures S et T, une bisimulation entre les modèles M et N est une bisimu­
lation Z entre les structures sous-jacentes respectives S et T telle que 
(basep) wZv ~ Vn 2:': 0, Vp E Prop" [ w" E valJp) ssi v" E val2(p)] 
(base,J wZv ~ Vn 2:': 0, Vo. E Nom" [ w" = vall(0.) ssi v" = va~( o.) ] 
Les définitions de points Z-bisimilaires, de points bisimilaires, de modèles Z­
bisimilaires, et de modèles bisimilaires sont analogues à celles données plus 
haut. 
Proposition 7.2.1 
Soient w E W et v E V des points des modèles M et N respectivement, et soit 
Z une bisimulation entre M et N. Si wZv alors 
(a) va~(o.) = w et va~(o.) = v pour un certain 0. E Nom, et 
(b) val](0", 0."+l)Zval2(0", 0."+]), pour tout n 2:': 0 et pour tout 0" E Nom". 
PREUVE. La démonstration est la même que celle pour les SROS simples. ~ 
Une bisimulation se comporte adéquatement vis-à-vis les relations [~] aussi: 
Proposition 7.2.2 
Soient w E W et v E V des points des modèles M et N respectivement, soit Z 
une bisimulation entre M et N, et soit ~ E Nom n+]. Si wZv, alors 
(zig[i) W[~]WI ~ 3V' E V tel que v[~]v' et w'Zv' 
(zag~) v[~]v' ~ 3w' E W tel que w[~]w' et w'Zv' 
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PREUVE. Soit w' E W tel que w[~]w'. Puisque M est nommé, il existe o., o.' E 
Nom tels que va4(a) = w et va4(a') = w'. Par la proposition précédente, 
nous avons que val2(a) = v. Définissons 
x =
 (W_(n+l), va4(~)) = va4(a_n, ~) 
Xl = (Wl_(n+l)' va4(~)) = va4(a'_n, (3) 
Par définition des relations [13] et [n+1], nous avons que x[n+1]x'. La condi­
tion (zign) entraîne qu'il existe y' E V tel que y[n+1]y' et x'Zy'. Par la proposi­
tion précédente, 
y =	 val2( o._no ~) 
y' = va~( a'_n, ~) 
Soit v' = va~(a'). Nous avons par la définition des relations [~] et [n+1] que 
V[~]VI, et par la proposition précédente que w'Zv'. Ce qui démontre (zig[3)' 
La direction (zagf3) se démontre de manière analogue. ~ 
Montrons que la bisimulation se comporte bien à l'endroit de l'équivalence 
élémentaire : 
Proposition 7.2.3 
Soient w E W et v E V des points des modèles M = < 5, va~ > et N = < T,	 
val2 >. Si w et v sont bisimilaires, alors M, w ==;: N, v.	 
PREUVE. La preuve est par induction sur la complexité de cp.	 
Étape de base. Si cp est une variable propositionnelle p E Prop ou un nominal	 
ex E Nom, le résultat découle de (basep) et (baseo )'
 
Étape d'induction. (i) Le cas booléen est une conséquence directe de	 
l'hypothèse d'induction.	 
(ii) Si cp = @o'l/J, avec ex E ProPn, la démonstration est identique au cas simple. 
(iii) Supposons que
 cp = On+l'l/J. Nous démontrerons l'équivalence : 
M, w If- On+l'l/J ssi N, v If- On+l'l/J. 
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Nous avons 
M, w If- On+l'I/J ssi M, w' If- 'I/J, pour un certain w' t. q. w[n+l]wl 
Par l'hypothèse d'induction, s'il existe Vi E V bisimilaire à Wl, alors 
M, w' If- 'I/J ssi N, v' If- 'I/J 
La condition (zign) nous assure de l'existence d'un tel Vi qui, en plus d'être 
bisimilaire à w', est tel que v[n+l]v'. n en résulte donc que 
M, w If- On+l'I/J ssi M, w' If- 'I/J, pour un certain w' E W t. q. w[n+l]w' 
~ N, Vi If- 'I/J, pour un certain Vi E V t. q. v[n+l]v
' 
ssi N, v If- On+l'I/J 
Un argument symétrique exploitant (zagn) montre que l'autre direction (<=) 
tient également. 
(iv) En appliquant la proposition précédente et en employant un argument 
similaire à celui de (iii), nous pouvons montrer que le résultat tient pour cp = 
q,'Ij). 
Ce qui complète la démonstration. ~ 
Cette notion de bisimulation pour les SROS générales s'adapte facilement aux 
SROF. Soient 5 = < W n, <I>~n' R > et T = < Vn , r~n' Q> des SRüF de rang 
n. Nous définissons une bisimulation (de rang n) entre 5 et T comme une re­

lation Z c WnxVn telle que: pour tout m ~ n et r3 E Nom~n\Nomo, si wZv
 
(zigm) w[m+l]w' ~ :Jv' E V n tel que v[m+l]v' et w'Zv'
 
(zagm) v[m+l]v' ~ :Jw' E W n tel que w[m+l]w' et w'Zv'
 
(zig",,) w ';:::jm W' ~ :Jv' E V n tel que v ';:::jm Vi et w'Zv'
 
(zag,J v ';:::jm Vi ~ :Jw' E W n tel que w ';:::jm w' et w'Zv' 
Une bisimulation entre les modèles de rang n 
M = < 5, vall > 
N = < T, va~ > 
est une bisimulation entre les structures 5 et T telle que 
(basep) wZv ~ 'l/m :s; n 'l/p E ProPm [ Wm E vall (p) ssi Vm E va~(p) ] 
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(baseo:) wZv ~ \lm::; n\la E Nomm [ W m = val[(a) ssi Vm = val2(a)] 
Cette notion de bisimulation jouit sensiblement des mêmes propriétés que la 
précédente. Notamment, nous avons que si wZv, alors 
val[((3)Zva4((3) , pour tout (3 E Nomn 
et, pour tout ~ E Nom~n\Nomo, 
(zigp) W[~[WI ~ :3v' E Vn tel que V[~]VI et w'Zv' 
(zag(3) V[~]VI ~ :3w' E W n tel que W[~]WI et w'Zv' 
Surtout, si deux points sont bisimilaires, alors il est facile de voir qu'ils seront 
élémentairement équivalents (la transposition de la définition d'équivalence 
élémentaire dans ce contexte étant évidente). 
Une bisimulation entre des SROS induit des bisimulations sur les restric­
tions de ces structures. Si Z c WxV est une bisimulation entre les structures 
S = < W, <P > et T = < V, r >, et si a E Wn+[ et b E Vn+ ll nous définissons 
la relation Z~n(a, b) c W"xV" comme suit: w"Z<,n(a, b)v" ssi 
:lx E W:3y E V [xn+1 = (wn) a) & Yn+l = (vn, b) & xZy] 
La relation wnZ~n(a, b)vn est une bisimulation (de rang n) entre la restriction 
de S à a et la restriction de T à b. En effet : 
Proposition 7.2.4 
Soit Z C WxV une bisimulation entre S = < W, <P > et T = < V, r >, et 
soient a E Wn+1 et b E Vn+l' 
(a)
 Z~n(a, b) est une bisimulation (de structures) entre S~n(a) et T~n(b). 
(b)
 Si Z est une bisimulation entre M = < S, val1 > et N = < T, va4 >, alors 
Z::;n(a, b) est une bisimulation (de modèles) entre M~,,(a) et N~.,,(b). 
PREUVE. Soient w E W n et v E V" tels que wZ~n(a, b)v, et soit m ::; n. Par 
définition de Z~n' il existe x E W et y E V tels que xZy, X"+I = (w, a) et Yn+J 
= (v, b). 
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Démontrons (zigm). Supposons qu'il existe w' E W n tel que w[m+ 1]w'. Po­
sons Xl = (w', xn+l). Nous avons alors que x[m+1]xl. Il existe donc y' E V tel 
que y[m+l]yl et x'Zy'. Or, yi = (Vi, yn+l) avec Vi E Vn tel que v[m+1]v' (ceci 
est une conséquence de la définition de [m+1]), ce qui démontre (zigm). La 
démonstration de (zagm) est analogue. 
Démontrons maintenant (zig",). Soit w' E W" tel que w ~m w'. Si x = (w, 
x71+l) et x' = (w', x 71+1) , il est évident que x ~m Xl. Puisque xZy, nous avons 
qu'il existe yi tel que x'Zy' et y ~m y'. Si y ~m y', c'est que yi = ((v_m, v), 
yn+l). Par conséquent, il existe Vi E V n tel que wIZ<;.n(a, b)VI et v ~m v'. 
(b) La preuve découle immédiatement de (basep) et (basecJ. ~ 
Corollaire 7.2.5 
Si M et N sont Z-bisimilaires (comme modèles) et si wZv, alors M<;.n( wn+l) et 
N <;.n( vn+l ) sont bisimilaires. 
PREUVE. Soit a E W n' nous voulons montrer qu'il existe b E Vn tel que 
aZ<;.n(wn+l' vn+l)b. Si a ~n W, posons x = (a, wn+I). La condition (zig",) nous 
assure qu'il existe y E V tel que y ~n V et xZy. Il suffira donc de poser b = Yn 
et nous aurons aZ<;.n(wn+ l ) vn+l)b. Soit maintenant a' tel que al ~n-l a. Posons x 
= (a, wn+l) et Xl = (al, wn+l). Du fait que x ~n-l Xl et xZy, il existe y' E V, par 
(zig",), tel que x'Zy' et y ~n-l yi. Si y ~n-l y', c'est que yi = (y-(n-l)' v) = 
((b-(n-')' v), vn+l) , où v E Vn- l . Il existe donc b' E Vn tel que a IZ<;'71(wn+l , 
vn+l)b'. En procédant de la même manière pour n-2, ... , 1, 0, nous aurons 
mon tré que le résultat est vrai pour tout a E W n' L'autre direction se démon­
tre de manière analogue en utilisant (zag",) au lieu de (zig",).~ 
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7.3 Traduction dans le premier ordre 
Nous montrons dans cette section comment traduire le langage L dans un cer­
tain langage du premier ordre de sorte que la notion de satisfaction dans les 
SROS soit traduite en une notion de satisfaction de modèles du premier ordre, 
Le langage de traduction du premier ordre L T1 pour les SROS est pres­
qu'identique à L T1" la seule différence se situant au niveau des symboles de 
prédicats. Ce langage comportera un ensemble CONn de symboles de prédicats 
de type (0, 1, ... , n) 'P/ ou 'P(p), un pour chaque p E ProPn, de même qu'un 
symbole de prédicat 'Rn+1(xn+1, X n, Yn)' de type (n+l, 0, 1, .. " n, 0, 1, ... , n) 
pour chaque n 2: 0, L'ensemble de formules de L T1 est Form T,-. 
Si S = < W, 1> > est une SROS et si M = < S, val> est un modèle basé 
sur S, le LTr.-modèle du premier ordre correspondant sera M(S) = < D, 1> où 
D = (Wn),UOI'! et 
I( ac,) = val( Cl) 
I( Pp) = val(p) 
I( Rn+1) = 1>n+l 
La fonction de traduction 
Tr : TermxFormL ---t Form T,. 
est définie récursivement comme suit: pour t = (ta, t l , ... ) E Term, 
Tr(t, -.1) = a 7:- a (a au choix) 
Tr(t, p) = Pp(ta, tu .. " t,,), si r(p) = n 
Tr(t, ex) = tn = aC\, si r(ex) = n 
Tr(t, -,tp) = -,Tr(t, tp) 
Tr(t, tp /\ 1/;) = Tr(t, tp) /\ Tr(t, 1/;) 
Tr(t, @"tp) = Tr((t_nl ao ), tp)), si r(ex) = n 
Tr(t, Dn+1tp) = \fxn(Rn+l(tn+l' tn, xn) ---t Tr((xn, tn+l), tp)) 
Tr(t, D0tp) = \fxrJRn+l(~' t n, xn) ---t Tr((xn, t n+1), tp)), si T(~) = n+l 
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(Dans les deux dernières clauses, ''tIxn' signifie ''tIXo'tlx1.••'tIx '). En dépit du faitn
que t soit une suite infinie, il n'y a jamais plus qu'un nombre fini de tk dans 
Tr(t , cp). 
Proposition 7.3.1 
Soit cp E FormL et soit w E W. Nous avons que 
M, w II- cp ssi M(S) II- Tr(a(w), cp) 
PREUVE. Soit cp E FormL et w E W. La preuve est par induction sur cp. 
Étape de base. Si cp = p, où P E ProPn' nous avons que 
M(S) II- Tr(a(w), p) ssi M(S) II- Pp(a(wn)) 
ssi J(a(w )) E J(Pp)n
ssi W n E val(p) 
ssi M, w II- P 
Si cp = 0'., avec 0'. E Nomn. Nous avons que 
M(S) II- Tr(a(w), 0'.) ssi M(S) II- a(wn ) = a",
 
ssi J( a(wn)) = J( aJ
 
ssi wn = val( 0'.)
 
ssi M, w II- 0'.
 
Étape d'induction. (i) Si cp = ----,'1/; ou '1/; 1\ e, la preuve est directe. 
(ii) Supposons que cp = @",'I/;, avec 0'. E Nom". Nous avons, par définition et 
par l'hypothèse d'induction, que 
M(S)	 II- Tr(a(w), @",'I/;) ssi M(S) II- Tr((a(w)_n, a",), '1/;))
 
ssi M, (w_ n , J(aJ) II- '1/;
 
ssi M, (w_ n , val(O'.)) II- '1/;
 
ssi M, w II- @",'I/;
 
(iii)	 Supposons que cp = °71+1'1/;. Nous avons, par définition et par l'hypothèse 
d'induction, que M(S) II- Tr(a(w), D"+l'1/;) 
ssi M(S) II- 'tIxn(R n+1(a(W"+l) , a(wn), x,,) ~ Tr((xn> a(w)"+l), '1/;)) 
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ssi 'IIvn E Wn[I(a(wn+I), a(wn), a(v,,)) E I(Rn+1) 
=? M(S) If- Tr((a(vn), a(w)"+l), <p))] 
ssi 'IIv" E W n[<pn+I(W"+I)(Wn, V n) =? M(S) If- Tr((a(vn), a(w)"+l), <p))] 
ssi 'IIvn E W n[<Pn+I(Wn+I)(Wn' V n) =? M, (vn , W"+l) If- 1/J] 
ssi M, w If- [Jn+l1/J 
(iv) Si <p = 011/J, avec rh) 2: 1, la preuve est similaire à celle de (iii). 
Ce qui complète la démonstration. ~ 
Pour tous <p et x E Var, le nombre de variables (libres ou pas) dans 
Tr(a(x), <p) est fini, car il n'y a qu'un nombre fini d'étapes dans la définition 
de la traduction Tr(a(x), <p) de <p, et chaque étape de la traduction n'ajoute 
qu'un nombre fini de variables. 
Proposition 7.3.2 
Soit x E Var et soit n = max{m: Xm libre dans Tr(x, <p)}. Nous avons 
M If- <p ssi M(S) If- 'llXo'llx l .. . 'IIxnTr(a(x), <p) 
PREUVE. Nous avons que M If- <p 
ssi M, w If- <p, pour tout w E W 
ssi ·M(S) If- Tr(a(w), <p), pour tout w E W 
ssi M(S) If- Tr(a(w), <p), pour tous Wo E Wo, W l E W[, . 
ssi M(S) If- Tr(a(w), <p), pour tous Wo E Wo, Wl E W l , , W" E Wn 
ssi M(S) If- 'II2ù'IIXl'" 'IIxnTr( x, <p) 
Ce qui démontre le résultat. ~ 
Nous étendons la proposition précédente à la validité. Pour ce faire, nous de­
vons ajouter à L T,. des variables et des quantificateurs d'ordre deux. Plus pré­
cisément, pour chaque n, il faut un ensemble VARn de variables de prédicats 
X de type (0, 1, ... , n). Nous appellerons ce langage LTR et l'ensemble des for­
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mules de Ln est Form TR . L'ensemble TERMn des termes de type (0, 1, ... , n) 
est donc l'union de CONn et de VARn• Enfin, l'ensemble CON est l'union des 
CONn, VAR est l'union des VAR", et TERM est l'union des TERNlw 
Soit '0 : Con U CON ~ Var U VAR une fonction injective telle que, pour 
tout a E Nom et pour tout P E Prop, 
'0(acJ = Xc< (ou x(a)), où Xc< E Var'1C<) 
'0(Pp) = Xp (ou X(p)), où XpE VAR,.(p) 
Exigeons, par ailleurs, que les variables de Var qui sont utilisées dans les tra­
ductions ne sont pas dans l'image de '0. Une telle fonction existe car les en­
sembles Con, CON, Var et VAR sont infinis. Nous modifions la fonction de 
traduction Tr en remplaçant les clauses 
Tr(t, p) = Pp(tn), si r(p) = n
 
Tr(t, a) = tn = ac<, si r(a) = n
 
par celles-ci : 
Tr(t, p) = Xp(to, ~, ... , tn), si r(p) = n 
Tr(t, a) = tn = xC<, si r(a) = n 
Avec ces modifications, nous pouvons traduire les formules dans L TR de même
 
que la validité dans une SROS, comme le démontre la proposition suivante:
 
Proposition 7.3.3
 
Soient cp E Form, x E Var, et n = max{ m : Xm libre dans Tr(x, cp)}. Soient Pl'
 
P2, ... , Pk E Prop et al' a2, ... , al E Nom les variables propositionnelles et les
 
nominaux apparaissant dans cp. Nous avons :
 
(a) S, w If-- cp ssi M(S) If-- \:JX(Pl) ... \:JX(Pk)\:Jx(al) ... \:Jx(al)Tr(a(w), cp) 
(b) S If-- cp ssi M(S) If-- \:JX(Pl) ... \:JX(Pk)\:J·r;(a\) ... \:Jx(al)\:JXo ... \:JxnTr(x, cp) 
PREUVE. Les preuves sont essentiellement les mêmes qu'au chapitre précé­
dent. ~ 
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La traduction Trad de LTrs dans LTPO peut être adaptée mutatis mutandis 
pour le langage L Tr . En apportant les modifications nécessaires, nous obte­
nons: 
Proposition 7.3.4 
Si cp E Form T1. est une formule close, alors 
M If- cp ssi N( Ai) If- Trad( cp) 
PREUVE. Identique à celle de la proposition 6.3.4. ~ 
Ces résultats permettent d'établir les mêmes corollaires: 
Corollaire 7.3.5 (Compacité et Lowenheim-Skolem descendant) 
Soit E un ensemble de formules de L. Nous avons: 
(a)
 Si tout sous-ensemble fini de E est satisfaisable (dans un modèle général), 
alors E est satisfaisable (dans un modèle général). 
(b)
 Si E est satisfaisable (dans un modèle général), alors E est satisfaisable 
dans un modèle général au plus dénombrable. 
PREUVE. La preuve est analogue à celle de 6.3.5. ~ 
7.4 Le langage LÀ 
Nous présentons dans cette section les résultats sémantiques pour le langage 
L>-. interprété tantôt dans des SROS simples et tantôt dans des SROS généra­
les. Nous serons plus laconiques sur les détails et nous nous contenterons par­
fois d'exposer en vrac les propositions correspondantes. 
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Rappelons que Att(S) est l'ensemble des suite d'attributions de valeurs dans S 
à des variables de L).,. Nous avons : 
Proposition 7.4.1 
Soit M un modèle (simple ou général) de L)." et soient w E W, n 2 0, 0' E 
Nom n, ~ E Nom n+! et 5 E Att(S). Nous avons que 
(a)
 Si <p est une instance de tautologie, alors w, s If- <p 
(b)
 Si w, 5 If- <p et w, s If- <p ----j-?/J, alors w, s If- ?/J 
(c)
 M If- <p, alors M If- Dn+!<p, M If- Dp<p, M If- @o.<P et M If- Àx.<p 
(d)
 w, s If- D(<p ----j- ?/J) ----j- (D<p ----j- D?/J), pour D = D +! ou Dpn
(e)
 Si n ~ rep.s(<p) (resp. si n ~ rep(<p)), alors w If- <p ssi (w_ n , w) If- <p, pour 
tout w E Wn 
PREUVE. La preuve ne comporte aucune difficulté particulière. ~ 
Proposition 7.4.2 
Soit M un modèle simple, et soient W E W, s E Att(S), 0' et ~ E Nom, et x et 
y E Var avec X:;:é y. Nous avons que 
(a)
 w, s If- Àx.-,<p ssi w, 5 If- -,Àx.<p 
(b)
 w, s If- ÀX.(<p Î\?/J) ssi w, s If- Àx.<p Î\ Àx.?/J 
(c)
 w, s If- Àx.@o.<p ssi w, s If- @o.Àx.<p, si r(O') :;:é r(x) 
(d) w, s If- ÀX.D<p ssi w, s If- DÀx.<p, si D = Dr}, Dy, et r(~), r(y) :;:é r(x) + 1 
Si M est un modèle général, nous remplaçons (d) par 
(d') w, s If- ÀX.D<p ssi w, s If- DÀx.<p, si D = Dr), Dy et r(~), r(y) :; r(x) 
PREUVE. Les vérifications de (a) et de (b) sont immédiates. Pour (c), suppo­
sons que r( x) = m et r{ 0') = n, sous l'hypothèse que n :;:é m, nous avons que 
w, s If- ÀX.@o.<p ssi W, (5_ x, wm) If- @o.<P 
ssi (w_ n, val(O')) , (s_x, w ) If- <pm
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ssi (w -n> val( Ci)), s If- \x. cp 
ssi w If- @('(\x.cp 
Pour (d), supposons que r(0) = n + 1 et que r(x) = m + 1, sous l'hypothèse 
que n 7: m + 1, nous avons que 
w, s If- \x.qjcp ssi W, (s_rl wm+1) If- OpCp
 
ssi \lw E Wn [ <D( val(0)) (w", w) ::::} (w-n' w), (s_x, Wm+1) If- cp ]
 
ssi \lw E Wn [ <D( val(0)) (w,,' w) ::::} (w -n' w), s If- \x.cp ]
 
ssi w, s If- []p\x.cp
 
La preuve pour 0 = Dy avec r( y) = n + 1 est similaire. Pour la partie (d'), 
toujours en supposant que r(0) = n + 1 et que r(x) = m + l, sous l'hypothèse 
que n ::; m, nous avons que 
w, s If- \x.DpCp ssi w, (s_x, wm+1) If- q,cp
 
ssi \Iv" EW"[<D(val(0))(w,,,v,,)::::} (Vn,W"+I), (s_x, wm+ 1) If- cp]
 
ssi \lvn EWn_1[<D(val(0))(wn,vn)::::} (Vn,W"+l), S If- \x.cp]
 
ssi w, s 1f- Op\x. cp
 
et la preuve est similaire pour 0 = Dy avec r(y) = n + 1. ~ 
Proposition 7.4.3 
Soit cp E Form>,. Si x tJ- jv(cp), alors 
w, s If- cp ssi w, (s_x, w) If- cp, 
pour tout w E Wn . 
PRBUVE. Par induction sur le nombre de connecteurs dans cp.
 
Étape de base. Si cp = p E Prop ou Ci E Nom, alors la valeur de vérité de cp ne
 
dépend pas d'une valuation. Donc, en particulier,
 
w, s If- cp ssi w, (s_x, w) If- cp 
pour tout w E W", 
Étape inductive. (i) Le cas booléen est immédiat. 
(ii) Si cp = @",'I/J, où Ci E Nomm , alors 
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W, 8 If- @",'ljJ ssi (W_ m , val(cx)), 8 If- 'ljJ
 
ssi (W_ m , val(cx)) , (s_x, w) If- 'ljJ, pour tout w E Wn , par (HI)
 
ssi W, (8_ x, w) If- @",'ljJ, pour tout w E Wn
 
(iii) Si <p = Dy'ljJ, avec y E Varm+1 tel que y :;:é x, alors 
W, s If- Dy'ljJ ssi 'l/v E Wm [<I>(s(y))( W",l v) => (w_m , v), s If- 'ljJ] 
ssi 'l/v E Wm [<I>(8(y))(Wm , v) => 'l/w E Wn[(w_ m , v), (8_ x, w) If- 'ljJ] 
ssi 'l/w E Wn'l/v Ê Wm[<I:>((s_x, w)(y))(wm, v) => (w_ m , v), (s_x, w) If- 'ljJ] 
ssi 'l/w E Wn W, (8_ x, w) If- Dy'ljJ 
La preuve est similaire pour <p = Q3'ljJ. 
(iv) Si	 <p = \y.'ljJ avec y E Varm , alors y:;:é x car x r:j. fv(<p). Nous avons 
w, 8 If- \y.'ljJ ssi W, (8_y, w J If- 'ljJ7l
ssi w, ((8_ y, wmLx, w) If- 'ljJ, pour tout w E Var"
 
ssi w, ((S-Xl wLy, wm) If- 'ljJ, pour tout w E Var"
 
ssi w, (s_x, w) If- \y.'ljJ, pour tout w E Var"
 
Si y = x, alors pour tout w E Wn> 
W, (8_ x' w) If- \x.'ljJ ssi w, ((8_ x, wLx, wn) If- 'ljJ
 
ssi (8_ x, wn) If- 'ljJ
 
ssi 8 If- \x.'ljJ
 
Ce qui complète la preuve pour l'interprétation de LÀ dans des structures 
simples. Pour les structures générales, seule la partie (iii) doit être modifiée et 
cette modification est minime. ~ 
Corollaire 7.4.4 
Soit M = < W, <I:>, val> un modèle de LÀ' Si <p E CFormÀ , alors 
w, s If- <p ssi w, t If- <p, pour tout t E Att(S). 
PREUVE. Si <p E CFormÀ , alors fv( <p) = 0. Le résultat est donc une consé­
quence de la proposition précédente. ~ 
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Proposition 7.4.5 
Soient rp E FormÀ et x Varm tels que x ~ bv(rp). Nous avons que 
w, s If- rp ssi w, s If- rp[x/a] 
où a E Nomm est tel que val(a) = s(x). 
PREUVE. Par induction. Si rp est une variable propositionnelle ou un nominal, 
le résultat est trivialement vrai car x n'y apparaît pas dans rp. Le cas où rp est 
une combinaison booléenne est une conséquence directe de l'hypothèse 
d'induction. Si rp = @~1f;, où 0 E Nomn , alors nous avons par définition et par 
l'hypothèse d'induction que 
w, s If- @o1f; ssi (w -n' val(0)), s If- 1f;
 
ssi (w_ n , val(0)), s If- 1f;[x/a]
 
ssi w, s If- @~1f;[x/a]
 
Si rp = D(31f;, où 0 E Nomn , alors nous avons par définition et par l'hypothèse 
d'induction que 
w, s If- 0131f; ssi \fw E Wn [<P(val(0))(w,p w) =? (w_,,, w), s If- 1,/)]
 
ssi \fw E Wn [<P(val(0))(wn , w) =? (w_,,, 'w), s 1f-1f;[x/a]]
 
ssi w, s If- [JI31f;[x/a]
 
Si rp = D y1f;, où y E Varn , alors nous avons 
w, s If- D y1f; ssi \fwn_ 1 [<P(s(y))( wn- 1, w) =? (W_(n_l)' w), s If- 1f;]
 
ssi \fwn_ 1 [ <P(s(y)) (wn- 1 , w) =? (w-(n-l)' w), s If- 1f;[x/a] ]
 
ssi w, s If- Dy1f;[x/a]
 
Enfin, si rp = \y.1f;, où y E Varn , alors y:;é x, car x ~ bv(rp). Nous avons 
w, s If- \y.1f; ssi w, (s_y, w,,) If- 1f;
 
ssi w, (s_y, wn) If- 1f;[x/a]
 
ssi w, s If- \y.1f;[x/a]
 
Ce qui complète la démonstration. Encore une fois, si LÀ est interprété dans 
des SROS générales, la preuve est similaire. ~ 
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Corollaire 7.4.6 
Soit xE Nomm , ex E Nomm et <p E Form>-. Nous avons que 
W, s If- @o.\x.<p ssi w, s If- @o.<p[x/ex] 
PREUVE. Nous avons 
W, s If- @(ex)\x.<p ssi (w_ m , val(ex)), s If- \x.<p 
ssi (w_m , val(ex)), (s_x, val(ex)) If- <p 
ssi (w_m , val(ex)), (s_x' val(ex)) If- <p[x/ex], par la proposition précédente 
ssi (w_ val(ex)) , s If- <p[x/ex], car x tt fv(<p)m , 
ssi w, s If- @o.<p[x/ex] 
Ce qui complète la preuve. ~ 
Rappelons que si s E Att(S), s::;n(w) dénote l'attribution de Att(S:::;n(w)) telle 
que 
s:::n(w)(x) = s(x), si xE Varm et 1 :s; m:S; n 
s:::;n(w)(x) = W, si xE Varn+ 1 
Nous avons: 
Proposition 7.4.7 
Si <p E Form>-:::;n, alors 
M, w, s If- <p si et seulement si M:::;n( wn+1), W n' Ssn( w) If- <p 
PREUVE. Par induction sur la complexité de <p. Les preuves pour tous les cas 
sauf un, le cas <p = \x.</;, sont analogues à celles que nous avons données pré­
cédemment. Supposons que x E Var m' nous avons 
M, w, S If- \x.</; ssi M, w, (s_x' wm) If- </; 
Par l'hypothèse d'induction, 
M, w, t If- </; ssi M:::;n(wn+1) , W," (s_x, wm):::;n(w) If- </; 
Ce qui nous donne 
224 Chapitre 1 - Résultats sémantiques II 
M, w, s If- \x.'ljJ ssi M:o:;n(wn+1), wn> (s_x, wm):o:;n(w) If- 'ljJ 
ssi M:o:;n(wn+ l ), Will s:o:;n(w) If- \x.'ljJ 
Ce qui démontre le résultat. ~~ 
Proposition 7.4.8 
Si tp E CForm\:o:;n, alors [tp] = Ext:o:;n( tp) X W n+ 2 
PREUVE. Si tp E CForm\<:n, la valeur de vérité de tp à un point W ne dépend 
pas d'une suite d'attribution particulière. Nous avons donc que W E [tpll 
ssi M, W If- tp 
ssi M:o:;n(wn+ 1), Wn If- tp 
ssi Wn E [tp] :o:;n( Wn+l) 
ssi w n+1 E Ext:o:;Jtp) 
ssi W E Ext:o:;n( tp) X wn+2 
D'où le résultat. ~ 
Les résultats sur la définissabilité restent les mêmes. 
La notion de bisimulation est la même, rien dans la bisimulation ne dépend de 
'À'. Toutefois, la définition l'équivalence élémentaire doit être légèrement mo­
difiée : M, W ~ N, v ssi 
M, W If- tp ~ N, v If- tp 
pour toute formule tp E CForm\. La bisimulation préserve cette notion 
d'équivalence élémentaire: 
Proposition 7.4.9 
Soient W E W et v E V des points des modèles (simples ou générales) M = 
< S, va~ > et N = < T, val2 >. Si W et v sont bisimilaires, alors 
M, W ~ N, v. 
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PREUVE. La preuve est par induction sur la complexité de rp. Il suffit de 
considérer le cas rp = \x.'lj; avec fv('lj;) = {x} et xE Varn . Nous avons que 
M, w If- \x.'lj; ssi M, w If- 'lj;[x/<x( wn)] 
Or, 'lj;[x/<x(wn)] est une formule close de complexité moindre que rp, nous avons 
donc par l'hypothèse d'induction que 
M, w If- 'lj;[x/<x(wn)] ssi N, v If- 'lj;[x/<x(wn)] 
ssi N, v If- \x.'lj; 
Ce qui démontre le résultat. ~ 
Pour adapter la traduction au langage L),., il suffit d'ajouter la clause suivante 
à la définition de Trad: 
Trad(t, \x.rp) := Tr(t, rp)[xn/tn], si x E Var" 
Tous les autres résultats découlant de cette traduction restent les mêmes. 
7.5 Structures temporelles et le langage L T 
Nous présentons dans cette section les résultats sémantiques pour le langage 
LT interprété dans des SROS simples et générales. Encore une fois, certains de 
ces résultats seront donnés en vrac. 
Proposition 7.5.1 
Soit M un modèle bidirectionnel (simple ou général), et soient w E W, n 2: 0, 
<X E Nomnet 0 E Nomn+l' Nous avons que 
(a) Si rp est une instance de tautologie, alors w If- rp 
(b) Si w If- <p et w If- <p ~ 'lj;, alors w If- 'lj; 
(c) M If- rp, alors M If- Drp, pour 0 = Hn+l, HfJ, Gn+lou GfJ' et M If- @o.rp 
(d) w If- D(<p ~ 'lj;) ~ (Drp ~ D'lj;) pour D = Hn+l , HfJ, Gn+l ou Gp 
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(e)
 Si n ~ reps( <p) (resp. si n ~ rep( <p)), alors w II- <P ssi (w-n' W) II- <p, pour 
tout W E Wn 
Pour les SROS simples, nous avons: 
Proposition 7.5.2 
(a)
 Si <p E Form Tn , alors M, w II- <p ssi M n(wn+1), Wn II- <p 
(b)
 Si <p E Form TSn ' alors M, w II- <p ssi M sn(Wn+1) , W n II- <p 
Pour les SROS générales, nous avons: 
Proposition 7.5.3 
Si <p
 E Form TSnl alors M, w II- <p ssi M sn(W +1) , W n II- <pn
Nous avons les mêmes caractérisations d'extensions pour les cas simple et gé­
néral : 
Proposition 7.5.4 
Soient p E ProPn, et 0/. E Nomn" Nous avons que 
(a)
 [1-] = (25 
(b)
 [pli = W n-l X val(p) xwn+l 
(c)
 [0/.] = Wn_1x{val(0/.)}xWn+l 
(d)
 Si <p E FormTnl alors [<p] = _ xExtn(<p)xwn+2W n 1 
(e)
 Si <p E Form ySn ' alors [<p] = Extsn(<p)xwn+2 
Proposition 7.5.5 
Soient p E ProPm et 0/. E Nomn. Nous avons que 
(a)
 [J_] = (25 
(b)
 [p] = val(p) X wn+l 
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(c) [al] = Wn_jx{val(a)}xW"+l 
(d) Si ep E Form T5 ,,; alors [ep] = Ext5 ,,(ep)XW"+2 
Dans le tableau 7.5.6, ep E Form T , a E Nom" et P = Pn+l ou PrJ avec 0 E 
Nom n+l . Les mêmes remarques s'appliquent à H, F et C. 
Tableau 7.5.6 - Schèmes et conditions correspondantes pour les structures simples 
NOM SCHÈME DE FORMULE CONDITION 
(aref,,) a ---+ -,Pa Aref 
(CVn) ep ---+ CPep & ep ---+ HFep CV 
(tot,,) Pa va v Fa Tot 
(sbif,,) PFep ---+ Pep v ep v Fep & FPep ---+ Pep v ep v Fep Sbif 
(begll) PH.i Beg 
(endn) [Cl. End 
(dense ) Pep ---+ PPep & Fep ---+ FFep Denn 
Dans le tableau 7.5.7, ep E Form T, 0. E Nom" et P = F"+l ou PrJ avec 0 E 
Nom"+l' Les mêmes remarques s'appliquent à H, F et C. 
Tableau 7.5.7 - Schèmes et conditions correspondantes pour les structures générales 
NOM SCHÈME DE FORMULE CONDITION 
(arefn) 1\0. ---+ -,P1\0. Aref 
(CVn) ep ---+ CPep & ep ---+ HFep CV 
(tot,,) P1\0. V 1\0. V F1\0. Tot 
(sbif,,) PFep ---+ Pep v ep v Fep & FPep ---+ Pep v ep v Fep Sbif 
(beg,,) PHl. Beg 
(endn) [Cl. End 
(dense,,) Pep ---+ PPep & Fep ---+ FFep Den 
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Nous prendrons pour acquis qu'un schème de ce tableau définit sa condition 
correspondante dans une structure bidirectionnelle conventionnelle, et nous 
montrerons, comme nous l'avons fait pour le langage de base, qu'un résultat 
analogue tient pour les SROS bidirectionnelle. 
Pour les structures simples et générales, nous avons: 
Proposition 7.5.8 
Soit Sch un schème du tableau 7.5.6 portant sur les modalités de rang n+l, et 
soit Gond la condition correspondant à ce schème. Nous avons 
S If- Sch(<p), pour tout <p E Form Tn 
ssi toutes les relations de Rn satisfont Gond. 
Proposition 7.5.9 
Soit Sch un schème du tableau 7.5.7 portant sur les modalités de rang n+l, et 
soit Gond la condition correspondant à ce schème. Nous avons 
S If- Sch(<p), pour tout <p E FormSTn (voire ProPTlI) 
ssi toutes les relations de Rn satisfont Gond. 
Le lemme suivant nous permettra de montrer le théorème sur la validité des 
schèmes lorsqu'ils admettent des instances arbitraires. 
Lemme 7.5.10 
Pour chaque o.n+l E Nomn+\ soit p(o.n+l) E ProPn tel que val(p(o.n+l)) 
val(p((3"+l)) si val(o.n+l) = val(W+l). Pour tout w E W, nous avons que: 
(a) w If- V{l\o.n+l /\ p(o.n+l) : o.n+l E Nomn+1} ssi w If- p(o.n+l(wn+l)) 
(b.l) w If- Pn+lV{l\o.n+l /\ p(o.lI+l) : 0."+1 E Nomll+1} ssi w If- Pn+lp(o.n+l(w"+l)) 
(b.2) w If- F 
n
+1V{l\o.Ml /\ p(0.1I+1) : o.n+1 E NomM1 } ssi w If- F 11+1P(o.Ml(W"+1)) 
(c.l) w If- Hn+IV{l\o.n+l /\ p(o.n+l) : o.n+l E Nomn+1} ssi w If- Hn+1P(0."+1(wn+l)) 
(c.2) w If- G + V{1\0."+l /\ p(o.n+1) : o.n+1 E Noml!+l} ssi w If- G
11
+1P(o.n+l(wl!+1))n 1
229 Chapitre 1 - Résultats sémantiques II 
PREUVE. La preuve ne comporte rien de nouveau. ~ 
Corollaire 7.5.11 
Les propositions du lemme précédent tiennent aussi si nous remplaçons' Hn+/ 
et 'Cn+/ par 'Hp' et 'Cp', où·0 E Nomn+1. 
Nous arrivons donc au théorème recherché. 
Théorème 7.5.12 
Soit Seh un schème du tableau 7.5.6 ou 7.5.7 portant sur les modalités de 
rang n+1. Si S If- Seh(<p), pour tout <p E PrOPT1!l alors S If- Seh(<p), pour tout <p 
E FormT. 
PREUVE. L'argument donné au chapitre précédent se transpose ici très facile­
ment pour tous les schèmes à l'exception de (sbif), ce dernier n'étant pas de la 
forme 'ma<p ~ mc<p'. Toutefois, les formules 
PF<p ~ P<p v <p v F<p 
FP<p ~ P<p v <p v F<p 
sont (propositionnellement) équivalentes à 
(PF<p ~ P<p) v (PF<p ~ <p) v (PF<p ~ F<p) 
(FP<p ~ P<p) v (FP<p ~ <p) v (FP<p ~ F<p) 
Nous pouvons appliquer l'argument à chaque élément de chaque disjonction 
(chacun étant de la forme' ma <p ~ me <p'), et obtenir le résultat. ~ 
En ce qui concerne la notion de bisimulation pour les SROS bidirectionnelles, 
il suffit de modifier la définition pour prendre en considération la relation ré­
ciproque. Renommons les conditions (zign ) et (zagn) comme (zign!) et (zagn!) 
respectivement. Une bisimulation entre deux SROS bidirectionnelles simples 
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est définie comme une relation Z c W x V satisfaisant (zign1), (zagn1), (zigJ
 
et (zag,,,J de même que les conditions: si wZv, alors
 
(zignl) w'{n+l}w:::} :Jv' E V tel que v'{n+l}v et w'Zv'
 
(zagnl) v'{ n+ l}v :::} :Jw' E W tel que w'{ n+ l}w et w'Zv'
 
Une bisimulation entre SROS est une relation Z C WxV satisfaisant (zign1),
 
(zagn1), (zigJ et (zag,,,,) de même que les conditions: si wZv, alors
 
(zignl) w'[n+l]w:::} :Jv' E V tel que v
'
[n+l]v et WIZVI
 
(zagnl) v'[n+l]v:::} :Jw' E W tel que w'[n+l]w et w'Zv'
 
Cette définition peut être modifiée pour s'appliquer à des SROS bidirection­

nelles de rang fini. Les mêmes résultats tiennent mutatis mutandis.
 
Pour les résultats de traduction, il faut encore faire quelques modifications
 
mineures. Au lieu d'avoir les clauses
 
Tr(t, Dn+1<P) := \JX,,(R"+l(t"+l' tn, xn) ~ Tr((t_", xn), <p))
 
Tr(t, D~<p) := \JXn(Rn+l(Ci3, tn, Xn) ~ Tr((L n, Xn), <p)), si r(0) = n+l
 
pour les structures simples, et les clauses 
Tr(t, Dn+1<P) := \Jxn(Rn+1(tn+1> tn, xn) ~ Tr((tn+\ xn), <p)) 
Tr(t, D~<p) := \Jxn(Rn+J(l1;3, tn> x,,) ~ Tr((tn+1, xn), <p)), si r(0) = n+l 
pour les structures générales, nous adoptons 
Tr(t, Hn+1<P) := \JXn(Rn+l(tn+ll Xn, tn) ~ Tr((Ln, Xn), <p)) 
Tr(t, H~<p) := \Jxn(Rn+1(Ci3, Xn, t,.) ~ Tr((Ln, x,,), <p)), si r(0) = n+l 
Tr(t, Gn+1<p) := \Jxn(Rn+1(t"+I' tn, Xn) ~ Tr((t_n, xn), <p)) 
Tr(t, G~<p) := \Jxn(Rn+1(l1;3, t,,, Xn) ~ Tr((L", xn), <p)), si r(0) = n+l 
pour les structures bidirectionnelles simples, et 
Tr(t, Hn+l<p) := \Jxn(Rn+l(tn+1, X n, t,,) ~ Tr((xn, tn+1), <p)) 
Tr(t, H~<p) := \Jxn(Rn+1(Ci3, X n, tn) ~ Tr((x", t n +1), <p)), si r(0) = n+l 
nTr(t, Gn+1<p) := \JXn(Rn+l(tn+ll t", xn) ~ Tr((xn , t +1), <p))
 
Tr(t, G~<p) := \Jxn(Rn+1 (Ci3' tn, xn) ~ Tr((xn, tn+l), <p)), si r(0) = n+l
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pour les structures bidirectionnelles générales. Ces modifications nous permet­
tent d'obtenir les mêmes résultats sur les traductions. Notamment, pour une 
formule <p E Form T , nous avons 
Proposition 7.5.13 
Pour tout w E W, 
M, w II- <p ssi M(S) II- Tr(a(w), <p) 
Proposition 7.5.14 
Soit x E Var et soit n = max{m: Xm libre dans Tr(x, <p}. Nous avons 
M II- <p ssi M(S) II- VXoV4 ...VxnTr(a(x), <p) 
Proposition 7.5.15 
Soient x E Var et n = max{m: Xm libre dans Tr(x, <p}. Soient Pl' P2' ... , Pk E 
Prop et al' a 2, ... , al E Nom les variables propositionnelles et les nominaux 
apparaissant dans <p. Nous avons que 
(a) S, w II- <p ssi M(S) II- VX(PI)".'VX(Pk)Vx(al) ...Vx(al)Tr(a(w), <p) 
(b) SIl- <p ssi M(S) II- VX(PI)",VX(Pk)Vx(al) ...Vx(al)VXo ...VxnTr(x, <p) 
Chapitre 8 
Logique modale d'ordre supérieur - Partie 1 
Nous présentons dans ce chapitre des axiomatisations complètes pour la logi­
que sous-jacente à la sémantique du langage L lorsqu'interprété sur des struc­
tures relationnelles d'ordre supérieur simples, et nous examinerons dans le 
prochain chapitre la logique plus générale des SROS générales. Bien que nous 
nous inspirions ici de l'axiomatisation et des preuves de complétude de la lo­
gique hybride (notamment de Blackburn et al. 2001 : 434-445), il y a des dif­
férences considérables entre une logique modale d'ordre supérieur et une logi­
que modale plus conventionnelle comme la logique hybride. La principale dif­
ficulté dans la recherche d'une preuve de complétude est de trouver un moyen 
de construire un modèle canonique, donc une structure en produit, à partir 
d'un ensemble de formules. C'est ici que les opérateurs hybrides montrent leur 
utilité et c'est essentiellement pour cette raison qu'ils ont été introduits dans 
le langage L. 
8.1 La logique des structures simples 
Soit C une classe de structures relationnelles d'ordre supérieur (de L­
structures donc). Par la logique de C, disons J2.(C) , l'ensemble de toutes les 
formules de L qui sont valides dans toutes les structures C, c'est-à-dire 
J2.(C) = {<p E Form[,: S I~ <p, pour toute structure SEC}. 
Notre tâche sera de montrer que l'ensemble J2.(C) est axiomatisable pour cer­
taines classes remarquables C, qu'il existe un système de dérivation (ensemble 
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d'axiomes et de règles inférentielles) nous permettant de dériver tous (et seu­

lement tous) les éléments de 'c(C). Autrement dit, nous voulons montrer que
 
(Cf) f- r cp ssi If--c cp
 
où 'f- r ' signifie « est dérivable dans le système de déduction r » et 'If--c'est
 
synonyme de 'c If-- cp'. Ce résultat porte le nom de complétude faible, par op­

position à la complétude forte qui s'énonce plutôt comme:
 
(CF) E f-r cp ssi E If--c cp,
 
où E c FormL et où 'E f- r ' signifie « est dérivable dans r à partir des hypo­

thèses E ». Nous démontrerons dans ce chapitre, de même que le suivant, la
 
complétude forte pour plusieurs paires (r, C).
 
Démontrer la complétude forte requiert que nous démontrions deux im­
plications : 
(CF~) E f- r cp =} E If--c cp 
(CFç.) E If--c cp =} E f- r cp 
La première direction (CF~) est normalement la plus facile, car il suffit de 
démontrer, afin de prouver l'implication, que les axiomes sont valides et que 
les règles inférentielles préservent la validité. C'est l'autre direction qui com­
porte le plus de difficultés conceptuelles et sur celle-ci que nous aurons à tra­
vailler le plus longuement. Tout d'abord, au lieu de démonter (CF~), nous 
démontrerons, pour tout ensemble de formules F, 
(Hk) F}Lr 1.. =} [::lM = < 5, val> avec 5 E Cet ::lw E W t. q. M, w If-- F] 
Il n'est pas difficile de voir que (Hk) entraîne (CFç.). En effet, nous avons que 
E f- r cp =} E If--c cp ssi [non-(E f- r cp) =} non-(E If--c cp)] 
D'une part, non-(E f- r cp) est tout simplement équivalent à Eu {-,cp} }Lr 1... 
En posant F = E U {-,cp} , nous obtenons F }Lr J.... Par (Hk), ceci implique 
qu'il existe un modèle M = < 5, val >, avec 5 E C, et un point w E W tels 
que M, w If-- F, c'est-à-dire 
M, w If-- E & M, w W cp 
Mais c'est précisément là la signification de non- (E 1f--ccp), 
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En d'autres termes, nous démontrerons que tout ensemble consistant est 
satisfaisable (est vrai à un certain monde d'un certain modèle). Pour ce faire, 
nous adapterons les méthodes dites de « Henkin » à ce langage pour cons­
truire un modèle satisfaisant. un ensemble maximalement consistant à partir 
de E lui-même. Et, comme nous l'avons spécifié plus haut, c'est pour la défini­
tion de ce modèle que les nominaux et les opérations hybrides montreront 
toute leur utilité. 
Commençons par l'exposition du système de dérivation de base pour la logi­
que des SROS simples. 
1. Axiomes propositionnels. 
Toutes les instances de tautologies propositionnelles. 
II. Axiomes propres aux modalités de rang m, m 2': 1. 
Dans la suite 'D' représentera 'Dn+1 ' ou 'Dî ', avec rh) = n + 1. Tous les sys­
tèmes incluront les schèmes d'axiomes suivants: 
(K n) D(<p ~ 'l/J) ~ (D<p ~ D'l/J) 
D'autres schèmes (optionnels) sont: 
(D n) D<p ~ O<p 
(T,J D<p ~ <p 
(B n) <p ~ DO<p 
Un) D<p ~ DD<p 
(5n) O<p ~ DO<p 
III. Axiomes hybrides pour les nominaux et opérateurs d'actualité. Ce 
groupe d'axiomes est inspiré directement de ceux présentés dans Blackburn et 
al. (2001 : 438-439). Soient a, ~ E Nom". Tous les systèmes induront les 
schèmes d'axiomes suivants, il n'y aucune contrainte sur <p (à l'exception de 
l'axiome (ind@)): 
(K@) @,,(<p ~ 'l/J) ~ (@Q<P ~ @,,'l/J) 
(dual) @,,-,<p B -,@()<p 
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(intro) a 1\ rp ~ @o.rp 
(ref) @o.a 
(sym) @o.0 ~ @fla 
(nom) @o.0 1\ @flrp ~ @o.rp 
(agree) @o.@flrp ~ @flrp 
(back) O@o.rp ~ @o.rp, où 0 = 0"+1 ou 0" et rh) = n+ 1 
(bridge) @o.00 1\ @flrp ~ @o.Orp, où 0 = On+1 ou 0" et rh) = n+l 
IV. Axiomes de dépendance et d'indépendance. Ces schèmes d'axiomes. 
dictent les dépendances et indépendances logiques entre les formules du lan­
gage. La notation '±rp' dans un axiome signifie que l'on peut instancier (uni­
formément) soit par 'rp' soit par '-.rp'. 
Axiomes d'indépendance. Soient a, 0 E Nom des nominaux. Nous po­
sons: 
(perm@) @fl@o.rp ~ @o.@l3rp, où r( a) 7: r(0) 
(perm@o) @o.Dn+1rp ~ Dn+l@o.rp, si r(a) 7: n, n + 1 
@o.DfJrp ~ D 13 @o.rp, si r( a) 7: r(0) - 1 
@o.rp ~ rp, si r(a) ri- reps(rp) 
Axiomes de dépendance. Soit a E Nomn+l , .D.OUS posons 
(insto) @o.(Dn+lrp ~ Do.rp) 
V. Règles inférentielles. Les règles inférentielles sont assez proches de cel­
les de la logique modale conventionnelle. Soient rp E Form L , a E Nom, n 2: 0 
et "1 E Nom\Nomo, nous définissons les règles : 
(MP) Si f- rp ~ 'l/J et f- rp, alors f- 'l/J 
(Nec@) Si f- rp, alors f- @o.rp 
(Neco) Si f- rp, alors f- Dn+l rp 
(NecK) Si f- rp, alors f- D.jrp 
Soit 0. = (ao, al' ... , am) une suite de nominaux de rangs strictement crois­
sants (pas nécessairement successifs), et soient a, 0 E Nom n et "1 E Nomn+l des 
nominaux. Nous ajoutons deux autres règles qui sont propres à la logique hy­
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bride (Blackburn et al. 2001 : 440). Pour l'application de la première, 0. ne 
doit pas apparaître dans <P (c'est-à-dire que les nominaux de la suite 0. 
n'apparaissent pas dans <p); et pour l'application de la deuxième, 0 7: Ci 
n'apparaît pas dans <P : 
(Name) Si f- /\0. ~ <P, alors f- <P 
(Paste) Si f- @C\O,P /\ @0<P ~ e, alors f- @C\O,<P ~ e 
f s désignera le système logique minimal défini par ces axiomes et règles sans 
les axiomes optionnels du groupe II. Une preuve dans f s est une suite finie de 
formules (<Pk) l~k~n de L telle que: 
(f-l) Soit <Pk est un axiome; 
(f-2) Soit il existe des formules <Pi et <Pj dans la suite, avec i, j < k, telles 
que <Pk est obtenue des formules <Pi et <Pj par (MP), ou <Pk est obtenue 
de la formule <Pi (ou <Pj) par l'application de (NecK), (Neco), (Nec@), 
(Name) ou (Paste). 
Une formule <P est un théorème de f Sl noté f- <P, s'il existe une preuve de r." 
(<Pk) l <k<n' telle que <P" = <p. 
Si H est un ensemble de formules, une preuve (ou une dérivation) de f s 
sous les hypothèses H est une suite de formules (<Pk) l~k~n de L telle que 
(f-3) Soit f- <Pk 
(f-4) Soit <Pk E H 
(f-5) Soit il existe des formules <Pi et <Pl dans la suite, avec i, j < k, telle 
que <Pk est obtenue des formules <Pi et <Pj par (MP). 
Une formule <P est un théorème de f s sous les hypothèses H, noté H f- <P, s'il 
existe une preuve de f s sous les hypothèses H, (<Pk) l~k~nl telle que <Pn = <p. 
Nous devons maintenant montrer que la première implication (CF=J tient. 
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Proposition 8.1.1 
Les axiomes de r s sont valides et les règles inférentielles préservent la validité. 
PREUVE. La validité des axiomes du groupe 1 est une conséquence des clauses 
sémantiques booléennes. En ce qui concerne le groupe II, nous avons montré 
que (K) est valide dans les structures simples, et nous avons identifié les fa­
milles de structures que les axiomes optionnels définissent. Des vérifications 
élémentaires montrent que les axiomes (K@)-(bridge) du groupe III tiennent 
dans toute structure. 
Pour le groupe IV, une vérification simple nous donne (perm@) et la pro­
position 6.1.1, partie (e), nous montre que (ind,}) tient. Il reste à montrer que 
(permil}o) et (insto) sont valides. Supposons que r( ex) 7::- n, n + 1, nous avons: 
W If- @oDn+1<Pssi (w_,\o), val(ex)) If- Dn+l<P
 
ssi Vw E Wn [<I>(wn+1)(wn, w)::::} ((w_ r (,,), val(a)Ln, w) If- <pl
 
ssi Vw E Wn [<I>(wn+1)(wm w)::::} ((w_n , w)_,\o), val(a)) If- <pl
 
ssi Vw E Wn [<J?(wn+1)(wn, w) ::::} (w_ n, w) If- @,,<p]
 
ssi W If- Dn+1@o<p
 
Le même argument, à quelques détails près, nous permet de montrer que 
W If- @"D[3<p B D[3@o<P 
sauf que l'hypothèse T( ex) 7::- r(~) n'est plus nécessaire. Quant à l'axiome 
(insto), sa démonstration est immédiate. 
Il faut maintenant montrer que les règles inférentielles préservent la vali­
dité. La vérification a déjà été faite pour le modus ponens et les différentes 
formes de nécessitation, il reste à montrer que les règles (Name) et (Paste) 
préservent elles-aussi la validité. Soit <P une formule et a une suite finie de 
nominaux (de rangs strictement croissants) qui n'apparaît pas dans <p. Nous 
devons montrer que 
If- /\a ~ <p ::::} If- <p, 
Si nous montrons que 
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8 If- 1\0. ~ <p :::} 8 If- <p, 
pour toute structure simple 8, nous aurons terminé. Supposons le contraire: il 
existe une structure simple 8 telle que 
8 If- 1\0. ~ <p & 8 W <p, 
Il existe donc un modèle M = < 8, val> et un point w E W tels que 
M, w If- -'<p. 
Toute valuation val' qui s'accorde avec val sur les nominaux et les variables 
propositionnelles dans <p sera telle que < 8, val' >, w If- -'<p. En particulier, 
considérons la valuation val' qui rend 1\0. vrai; une telle valuation existe car 0. 
n'apparaît pas dans <p. Nous avons donc 
< 8, val' » w If- 1\0. 
< 8, val' >, w W <p 
contredisant la validité de 1\0. ~ <p. 
Pour démontrer (Paste), nous procédons de la même manière: supposons 
qu'il existe une structure 8, un modèle M = < 8, val> et un point w E W 
tels que 
8 If- @",<),0 1\ @(3<p ~ e 
M, w W (@",<),<p ~ e) 
c'est-à-dire que M, w If- @",<),<P mais M, w W e. Si M, w If- @",<),<P, c'est qu'il 
existe w E Wrn tel que <I>(valh))(val(ex), w) et M, (w_m , w) If- <p. Toute valua­
tion val' qui s'accorde avec val sur les nominaux et les variables proposition­
nelles dans <p sera également telle que 
< 8, val' >, (w-m' w) If- <p 
< 8, val' >, w W e 
Choisissons val' pour que val'(0) = w, ce qUI est possible car 0 7- ex et 0 
n'apparaît pas dans <p. Nous aurons donc 
< 8, val' >, w If- @"'<)î0 1\ @rJ<P 
< 8, val' >, w W e 
contredisant la validité de @o.<),0 1\ @rJ<P ~ e. 
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Ce qui complète la démonstration. ~ 
8.2 Complétude pour L<n 
Nous nous inspirons ici de la preuve de complétude pour la logique hybride 
donnée dans Blackburn et al. (2001). Dans cette preuve, si E est un ensemble 
maximalement consistant de formules du langage de base de la logique hy­
bride, le modèle canonique basé sur E est la collection [; d'ensembles maxima­
lement consistants E( o.), où 
E(o.) = {<p: @o.<PE E}, 
pour chaque nominal o.. Intuitivement, nous pouvons voir un ensemble maxi­
malement consistant (tel que E) comme l'ensemble des formules qui sont 
vraies à un certain monde, disons le monde w. Puisque l'ensemble E contient, 
pour toute formule <p, ou bien @o.<P ou bien @o:'<P' E nous renseigne aussi sur 
la valeur de vérité de <p au monde dénoté par o., disons w( o.). E( o.) représente 
ainsi l'ensemble des formules qui sont vraies au monde w(o.). Notre collection 
[; peut être vue comme l'ensemble des mondes w(o.) , un monde w(S) étant 
accessible depuis un monde w( o.) si OS est vrai à w( o.), c'est-à-dire si @o:OG 
appartient à E. La preuve rigoureuse de complétude consiste à montrer que 
ces idées informelles fonctionnent. 
Nous voudrions faire la même chose avec le langage L et les structures re­
lationnelles d'ordre supérieur (d'abord simples et ensuite générales). Si E est 
un ensemble maximalement consistant (par rapport à un système déductif 
donné), E se comporte comme un point d'un modèle de L en ce sens qu'il spé­
cifie une valeur de vérité à chaque formule <p du langage L. Soit w( E) ce 
point. Puisque nous connaissons la valeur de vérité de @o:<P à w(E), nous 
connaissons la valeur de vérité de <p au monde (w(ELn, w( o.)), et de manière 
générale nous pourrons connaître la valeur de vérité de <p au monde w(o.), où 
0. E Nom. Le modèle canonique sera basé sur l'ensemble Nom (à un quotient 
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près), et la relation d'accessibilité <Ph) sera définie à partir de la modalité 01: 
<ph)(Ol, ~) si et seulement si @c<01~ E E. 
Dans ce chapitre et dans le prochain, nous montrerons que ces idées 
conduisent véritablement à un résultat de complétude. Dans cette section, 
nous démontrons la complétude pour le fragment L~n du langage L, et dans la 
prochaine nous la démontrons pour L sans restrictions. Nous procédons ainsi 
pour des questions de simplicité d'exposition. 
Commençons par le début. Rappelons qu'un ensemble de formules E est 
r,-consistant (ou fs-con) ssi E}L ..i, qu'il est maximal ssi, pour toute formule 
rp, rp E E ou -,rp E E, et qu'il fs-maximalement consistant (ou fs-maxcon) ssi 
il est maximal et fs-con. Le lemme suivant rassemble un certain nombre de 
résultats montrant que le système de dérivation se comporte de manière at­
tendue. 
Lemme 8.2.1 
(a) E f- rp ssi il existe el' ... , er E E tels que f- el /\ ... /\ er ~ rp. 
(b) Si E est r,-con et }L -,rp, alors EU {rp} est f s-con. 
(c) Si E est fs-maxcon et E f- rp, alors rp E E; en particulier, si f- rp, rp E E. 
(d) Si Eest fs-maxcon, et si rp, rp ~ 7jJ E E, alors 7jJ E E. 
PREUVE. (a) :::}. Supposons que E f- rp. Par induction sur la longueur n de la 
preuve. 
Étape de base. Si n = 1, alors la preuve n'est constituée que de la formule rp 
et f- rp ou rp E H. Si f- rp, alors f- e ~ rp pour n'importe quelle formule e E H. 
Si rp E H, nous avons f- rp ~ rp. 
Étape d'induction. Supposons que le résultat tienne pour toutes les preuves de 
longueur n et moins. Soit {rpk : 1 ::::; k ::::; n+1} une preuve de rp sous les hypo­
thèses H de longueur n+1. D'après (f-3)-(f-5), la formule rpn+l = rp est soit un 
théorème de f s, soit un élément de H, ou elle est obtenue par (MP) de formu­
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les précédentes dans la suite. Si c'est les deux premiers cas, le résultat est 
immédiat. Supposons que <Pn+l est obtenue de <Pi et <Pj par (MP). Ceci entraîne 
que l'une de ces formules, disons <Pi) est ?/J et l'autre, <Pj, est ?/J ~ <p. Puisque 
les suites {<Pl: 1 :::; l :::; i} et {<Pl: 1 :::; l :::; j} sont des preuves de longueur n ou 
moins, l'HI nous assure l'existence de formules el' ... , es, ... , er E H telles que 
f- el /\ /\ e. ~ 1/J 
f- es+l /\ /\ e ~ (?/J ~ cp)r 
Des manipulations du calcul propositionnel nous permettent de conclure que 
f- el /\ ... /\ ()r ~ <P 
Ce qui démontre cette direction. 
{=:. Supposons qu'il existe el' ... , e,. E E tels que f- el /\ ... /\ e,. ~ <p. Il exis­
te alors une preuve de <P sous les hypothèses H. 
(b) Soit E un ensemble rs-con, <P une formule telle que E j,L -.<p. Supposons 
que Eu {<pl f- -.1. D'après (a), ceci entraîne qu'il existe el' ... , el' E E telles 
que 
f- el /\ ... /\ er /\ <P ~ -.1 
Des manipulations simples nous permettent d'en déduire que 
f- el /\ ... /\ el' ~ -,<p 
Par la partie (a) de ce lemme, E f- -:-<p. Contradiction. 
(c) Supposons le contraire : E est r,-maxcon , E f- <P et <P tJ. E. Par maximali­
té, <P tJ. E entraîne que -,<p E E, et donc E f- -,<p. Mais ceci contredit la consis­
tance de E. 
(d) Soient cP, <P ~ ?/J E E. Puisque <P, <P ~ 1/J f- ?/J, il s'ensuit que E f- 1/J et 
donc ?/J E E, par la partie (c). ~ 
On aura reconnu que la partie (a) du lemme précédent est le théorème de la 
déduction pour r s ' La partie (b) nous indique comment on peut prolonger un 
ensemble consistant de manière à préserver sa consistance. Nous démontrons 
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maintenant certaines propriétés de permutation et d'indépendance qui seront 
utilisées à répétition pour la démonstration des propositions subséquentes. 
Lemme 8.2.2 (Lemmes de permutation et d'indépendance) 
(a)
 Soient 0.0, QI' ... , o." des nominaux de rangs strictement croissants (on n'a 
pas forcément que Qm E Nomm) et soit rp une formule. Si 1\ est une permu­
tation de l'ensemble {a, l, ... , n}, alors 
f- @(Q,,)@(Q"_I)" .@(ao)rp ~ @(Q,,(n))@(Q,,(n-1))" ·@(cx,,(O))rp 
(b)
 Soient ~ll ~2' ... , ~k les nominaux de la suite 0.0, QI' ... , o." dont les rangs 
sont dans reps(rp). Nous avons	 
f- @(Qn)@(Q"_I)"'@( o.o)rp ~ @(~k)@(~k-l)" '@(~l)rp
 
(c)
 Soient 0.0 , QI' ... , Q" des nominaux de rangs strictement croissants, et soit 
rp une formule. Nous avons 
f- @(Qn)" .@(Qo)O,rp ~ @(Qm)O,@(Qn) .. ·@(Qm+l)@(Qm-l)"·@(ao)rp 
où rh) = m+ 1. 
PREUVE. (a) Puisque les Qm sont tous de rangs différents, il suffit d'appliquer 
l'axiome (perm@) à plusieurs reprises pour obtenir le résultat. 
(b) Il suffit d'appliquer (ind@) et un argument simple de façon répétée de la 
manière suivante: si r(Qn) E rep.(rp) , alors on peut supposer sans perte de 
généralité que Qn = ~k; si r( o.,,) tf- reps( rp), alors l'axiome (ind@) nous permet de 
déduire que 
f- @(ao)@(Ql) .. ·@(Qn)rp ~ @(ao)@(Ql) .. ·@(Qn-l)rp 
En continuant comme ceci jusqu'à 0.0 , nous obtenons le résultat. 
(c) Il suffit d'utiliser (perm@ ) et (perm@) à répétition. ~ 
Si E un ensemble r,-maxcon et si 0. = (0.0, ... , Qn) E Nomn, nous définissons 
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Les ensembles E(a), a E Nomn , serviront plus tard à déterminer la valeur de 
vérité des formules dans le modèle canonique construit à partir de E. Le lem­
me suivant rassemble certaines propriétés que ces ensembles possèdent. 
Lemme 8.2.3 
Soit E un ensemble fs-maxcon, et soient a, r3 E Nomn , a E Nom:s n et p E 
ProP:Sll' Nous avons: 
(a) CXo, ... , a" E E(a) et E(a) est fs-maxcon 
(b) Si @o.CP E E(a) , alors @(a_r(o.), a)cp E E 
(c) Si a E E(a), alors E(a) = E(a_,{o.), a) 
(d) Si ao, .'" a" E E, alors E = E(a) 
(e) Si p E E(a), alors p E E(r3-1{P)' ar(p)) 
PREUVE. (a) Nous savons que @(am)am E E (car @(am)amest un axiome). Par 
le lemme de permutation et d'indépendance, 
f- @(am)amB @(a_m)@(am)a.m B @(a)am 
donc @(a)am E E. 
Supposons que E(a) est inconsistant. D'après le lemme 8.2.2, partie (a), 
il existe donc des formules CPu ... , cp,. E E(a) telles que 
f- CPl /\ ... /\ CPr ~ -.i 
En appliquant n + 1 fois (Nec{ix) , une pour chaque am, et en exploitant les 
propriétés de distributivité de '@', nous obtenons 
f- @(a)cpl /\ '" /\ @(a)cp,. ~ @(a)-.i 
Puisque @(a)-.i B -.i, il en résulte que 
f- @(a)cpl /\ ... /\ @(a)cp,. ~ -.i 
et donc E f- -.i, par le lemme 8.2.2, partie (a). Ce qui contredit la consistance 
de E. 
n est facile de montrer que si E(a) n'est pas maximal alors E ne l'est pas 
non plus. En effet, si cp, -'CP tj. E(a), c'est que @(a)cp, -,@(a)cp tj. E(a). 
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(b) C'est une conséquence du lemme 8.2.2, désormais le lemme (perm-ind), et 
de l'axiome (agree). 
(c) C. Soit lp E E(o.). Puisque 0'. E E(o.), nous avons cp /\ 0'. E E(o.) , et donc 
@o.CP E E(o.) par l'axiome (intro). Par la partie (b), ceci entraîne que 
@( o.-I\o.))@( 0'.) cp E E, et donc cp E E( 0._/\0.), 0'.). 
::::). Si 0'. E E( o.), alors @(0.)0'. E E et donc @(O'.'"(o.))O'. E E, par le lemme 
(perm-ind). Par l'axiome (sym), nous avons que @(0'.)0'.,\0.) E E, ce qui en­
traîne, par la partie (b) de ce lemme, que @(o.-I\O)' 0'.)0'.1\0.) E E, et donc 0'.1\0) E 
E( 0.-1\0.)' 0'.). Il suffit maintenant de reprendre le même argument qu'en (c). 
(d) C. Soit cp E E. Puisque 0'.0 E E, nous avons que 0'.0 /\ cp E E et par (intro) 
que @( 0'.0) cp E E. De même, puisque 0'.1 E E, nous avons que 0'.1 /\ @(O'.o)cp E E 
et par (intro) que @( O'.l)@(O'.O)cp E E. En répétant cet argument, nous obtenons 
@(o.)cp E E, et donc cp E E(o.). 
::::). Soit cp E E(o.). Par définition, nous avons que @(o.)cp E E. Supposons 
que cp tf- E et donc que -.cp E Epar maximalité. Par l'argument du paragra­
phe précédent, nous aurions que @(o.)-,cp E E et donc que -,cp E E(o.), ce qui 
contredi t la consistance de E(o.). 
(e) Soit
 p E ProPm tel que @(o.)p E E. D'après le lemme (perm-ind), 
f- @(o.)p B @(O'./\p))p 
et 
f- @(O'.I\P))P B @(r3-7-(P))@(0'.'-(P))P B @(r3-7\p), O'.,(p))P 
D'où le fait que p E E(r3-1\P) , O'.,\p))' ~ 
Un ensemble fs-maxcon E est nommé ssi il existe 0. E Nom tel que O'.n E E, 
pour tout n ~ 0, et il est collé ssi, pour toute formule cp et pour tous 0'. E 
Nomn et 1 E Nomn+ll si @o.OlCP E E, alors il existe ~ E Nomn tel que @o.Ol~ /\ 
@I3CP E E. Exiger que E soit nommé revient à exiger que le monde qu'il définit 
s0it dénoté par un certain 0. E Nom; et exiger que E soit collé revient à exiger 
que les « mondes» accessibles depuis E soient également nommés. On re­
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marquera qu'il n'est pas nécessaire qu'un ensemble fs-maxcon contiennent des 
nominaux, car ça ne contredit en aucun cas la logique f s' Nous verrons plus 
loin qu'il est toujours possible d'étendre un ensemble fs-con à un ensemble f s­
maxcon nommé et collé, et c'est à partir d'ensembles fs-maxcon nommés et 
collés que nous construirons le modèle canonique. 
Si E est un ensemble fs-maxcon nommé et collé, pour tout m, nous défi­
nissons une relation sur l'ensemble de nominaux de rang m, Nomm , de la ma­
nière suivante: 
0'. ~m (3 ssi @ù;(3 E E 
La relation ~m identifie les nominaux qui ne sont pas distingués par E. 
Lemme 8.2.4 
Soit
 E un ensemble fs-maxcon nommé et collé. 
(a)
 La relation ~m est une relation d'équivalence sur Nomm • 
(b)
 Si '1 = ho, ... , lm-l' 0'., lm+1l ... , ln) et '1* = (la, ... , lm-Il (3, lm+l' · .. ,111)' 
et si 0'. '"m (3, alors Eh) = Eh*)· 
PREUVE. (a) La propriété de réflexivité est garantie par l'axiome (ref). 
L'axiome (sym) garantit celle de symétrie. En ce qui concerne la transitivité, 
l'axiome (nom) nous dit que @ù;(3 /\ @f3<P ~ @o.<P. En particulier, si <P = l, 
l'axiome stipule que @ù;(3 /\ @f31 ~ @"l, ce qui implique que ~rn est transitive. 
(b) Si 0'. ~m (3, c'est que @ù;(3 E E. Par le lemme (perm-ind), @h-,J@,,(3 E E. 
Par une conséquence de (agree), @h)(3 E E, c'est-à-dire (3 E Eh). Par le 
lemme 8.2.3 (c), Eh) = Eh*)· ~ 
Pour tout l E Nomm+1l nous définissons une relation binaire ph) (ou p,,) sur 
l'ensemble NOffim de la manière suivante: pour tous 0'., (3 E Nomm, 
Pî( 0'., (3) ssi @ù;0î(3 E E 
Nous montrons que cette définition préserve la relation ~m' 
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Lemme 8.2.5 
(a) Si 1, °E Nomm+1sont tels que 1 ~m+l 0, alors P"l = P6' 
(b) Si p,(a, ~), et si a ~m a' et ~ ~m ~', alors p,(a', ~'). 
PREUVE. (a) Supposons que 1 ~m+l 0, c'est-à-dire que @"l0 E E. Par (agree) et 
(insto), nous savons que 
1- @a@"l0 ~ @,o
 
1- @,,@,( 0Tl1+1~ ~ O"l~)
 
1- @a@6( Om+l~ ~ OJ3)
 
donc @,,@,o, @,,@,( Om+l~ ~ O,~) et @,,@6( Om+l~ ~ 06~) E E. D'une part, 
1- @6(Om+l~ ~ 06~) ~ (@bOm+l~ ~ @606~)' par (K@) 
~ (@60m+l~ ~ 06~)' par (ind@) 
et donc 
1- @,,@6( Om+l~ ~ 06~) ~ @a(@60m+l~ ~ 06~)' par (Nec@) et (Kil) 
~ (@a@60m+l~ ~ @"06~)' par (K@) 
Ainsi, @"@60m+l~ E E ssi @,,06~ E E. D'autre part, 
1- @,o /\ @"l(Om+l~ ~ OÎ~) ~ @,(o /\ (Om+l~ ~ O,~)), par (K@) et (dual) 
~ @,(@6(Om+l~ ~ O,~)), par (intro) 
~ @6(Om+l~ ~ O,~), par (agree) 
~ (@oOm+l~ ~ @oO,~), par (K@) 
~ (@60m+l~ ~ O'i~)' par (ind@) 
et donc 
1- @(ï@,O /\ @",@,( Om+l~ ~ O"l~) ~ @"(@oOm+l~ ~ O,~), par (Nec@) et (K@) 
~ (@"@oOm+l~ ~ @(ïO,0), par (K@)
 
Ainsi, @",@oOm+l~ E E ssi @",O,~ E E. Par conséquent,
 
@"OÎ~ E E ssi @"@60m+l0 E E ssi @",06~ E E
 
(b) Nous avons d'abord que p,(a, 0) ssi @(ïO,~ E E. Ensuite, a ~m a' entraîne 
que @(ïa' E E. Il est facile de voir par (intro) que 
1- @"a' /\ @"O,~ ~ @"@",,O,~ 
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donc @Q:@Q:'O,P E E, et @Q:'0îP E Epar (agree). Par ailleurs, @o.'@[lP' E Epar 
(agree) et 
f- @Q:'@13P' -t @Q:'o,@rJ31 
par (back) et (K@), donc @o.,o,@13p' E E. Ainsi, @Q:,OîP E E et @Q:'O,@[lP' E E 
impliquent que @",O,(P /\ @(3pl) E E. Mais 
f- @Q:'o,(P /\ @çJP' -t Pl) 
par (intro), et 
f- @",O,(P /\ @ ) /\ @",D,(P /\ @[lP' -t Pl) -t @",O,0',13P1 
donc @",O,P' E E. Ainsi, p,(a', Pl). ~ 
Le lemme suivant donne des formulations équivalentes de la relation P" les­
quelles sont plus communes dans les preuves de complétude. 
Lemme 8.2.6 
Soient a, P E Nomm et "1 E Nomm+1· Les trois énoncés suivants sont équiva­
lents: 
(a) @Q:O'iP E E 
(b) \:f<p(D,<p E E(a) :::} <p E E(P)) 
(c) \:f<p(<p E E(P) :::} O,<P E E(a)) 
PREUVE. (a) :::} (b), Supposons que @"O,P E E mais qu'il existe une formule <p 
telle que O,<P E E(a) et <p ri- E(P), c'est-à-dire -,<p E E(P). Si -,<p E E(P), c'est 
que @13-'<P E E et, donc, par (bridge), que @Q:O,-'<P E E. Mais, si @o.O,-,<p E E, 
c'est que --'@Q:D,<p E E et, par conséquent, que Dî<P ri- E. Contradiction. 
(b) :::} (a). Supposons que \:f<p(0,<P E E(a) :::} <p E E(P)) mais que @"O,P ri­
E. Nous avons donc -,@"O,P E E, ce qui revient à @o.D,-'P E E. Nous avons 
alors que O,-,P E E(a) et donc que -,p E E(P) , ce qui est contradictoire. 
(b) :::} (c). Supposons que \:f<p(O,<P E E(a) :::} <p E E(P)) et soit 'l/J E E(P)· 
Nous voulons montrer que O,'l/J E E(a). Supposons le contraire: O'i'l/J ri- E(a) , 
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et donc ---,0i'lj; E E(OI.) , ce qui revient à Di---,'Ij; E E(OI.). Par hypothèse, ceci en­
traîne que ---,'Ij; E E(0). Contradiction. 
(c) =} (b). La preuve est analogue au cas précédent. ~ 
Toujours en supposant que E est un ensemble fs-maxcon nommé et collé, 
nous avons maintenant le nécessaire pour définir la structure relationnelle 
d'ordre supérieur simple canonique basée sur E. Tout d'abord, posons 
Nm = Nomm / ~m 
Nm = Nox xNm 
N = NOx xNmx ... 
La partie (b) du lemme 8.2.5 montre que la relation que définit P" pour cha­
que 1 E Nomm+ 1, induit une relation binaire sur Nm (que la relation ne dépend 
que la classe d'équivalence de chaque nominal de Nomm). La partie (a) de ce 
lemme montre que la suite A = (Am)m2:0 de fonctions A"'+I: Nm+1 ~ p(NmxNm), 
où Am+l(hl) est la relation induite par Pi sur Nm, est bien définie (ne dépend 
pas de la classe de 1). Nous définissons la structure relationnelle d'ordre supé­
rieur simple canonique (basée sur E) comme la structure SE = < N, A >. 
Il faut maintenant définir le modèle canonique simple basé sur SE' Nous 
commençons par définir un modèle pour LScn basé sur une restriction de SE' 
Soit EE NOHl n+1 tel que EE E, et soit e = lEI E Nn+1• Nous définissons le mo­
dèle canonique simple de rang n (basé sur E) comme le modèle simple de rang 
n suivant: 
M E( e) = < N n, AScn(e), val> 
où val est la valuation de L Scn telle que, 
val(p) = {lai E Nrf.p): @cJJ E E}, 
pour tout P E ProPScn, et 
val(OI.) = 101.1, 
pour tout ex E Nom Scn. 
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Tout ensemble f,-maxcon nommé et collé donne donc lieu à un L$n­
modèle. Cependant, nous ne savons pas quel modèle faire correspondre à un 
ensemble F qui est seulement fs-con. Bien entendu, s'il existe un ensemble f, ­
maxcon nommé et collé comprenant F, alors nous n'avons qu'à prendre le 
modèle canonique basé sur celui-ci. Si nous avions une garantie qu'un ensem­
ble fs-con est toujours compris dans (au moins) un ensemble f,-maxcon nom­
mé et collé, cette question serait réglée. Or, c'est précisément là l'objet de la 
proposition suivante, qui est une sorte de lemme de Lindenbaum. Pour dé­
montrer ce lemme, nous aurons besoin d'augmenter le langage L avec des 
nouveaux nominaux: pour chaque m, Nomm+ sera un ensemble (dénombrable) 
de nominaux de rang m nouveaux (distincts de ceux de Nomm), et nous pose­
rons Nomm* = NommU Nomm+. Appelons L* le langage obtenu par cette addi­
tion de nominaux. 
Proposition 8.2.7 (Lemme de Lindenbaum)
 
Soit F un ensemble fs-con de L. Il existe une extension Ede F dans le langage
 
L* qui est fs-maxcon nommée et collée.
 
PREUVE. Nous nous occupons tout d'abord de nommer F. Pour chaque m, soit
 
cx,/ un nominal ùe Nomm+. Posons F* = FU {cxm+: m ~ ü} et montrons que
 
F* est consistant. Supposons le contraire: F* f- ~. Autrement dit,
 
F U {cx,/: m ~ O} f- ~. 
Soient el' ... , ek les formules de F et ~l' ... , ~l les nominaux de Nom* impli­
qués dans une preuve de ~ dans f,. Si e= el 1\ '" 1\ ek et 1\r3 = ~l 1\ ... 1\ ~l' 
alors le lemme 8.2.1, partie (a), entraîne que 
F* f- ~ :::} f- (1\r3) 1\ e~ ~ 
:::} f- 1\r3 ~ --,e 
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Puisque e est une formule dans laquelle r3 n'apparaît pas, la règle (Name) 
nous permet de conclure que f- -,e. Autrement dit, il existe une preuve de .1 
sous les hypothèses F, contredisant la consistance de F. 
Il faut maintenant progressivement ajouter des formules à F* pour en fai­
re un ensemble fs-maxcon collé. Pour ce faire, nous utiliserons une énuméra­
tion (<fJl) de toutes les formules de L*. Posons Eo = P. Pour l> 0, si (i) El U 
{<fJI+l} est fs-inconsistant, alors nous posons El+l = El' Si (ii) El U {<fJl+l} est 
fs-con et si <fJ1+! n'est pas de la forme @o.O,'l/J, alors nous posons ElH = El U 
{<fJI+l}' Enfin, si (iii) El U {<fJI+l} est fs-con et si <fJ1+l = @o.O,'l/J, pour un certain 
'l/J, alors nous étendons El comme suit: soit S un nominal de Nom m * qui 
n'apparaît ni dans El ni dans <fJ1+l (il existe toujours un tel S car Nom'/\{~11I+} 
est infini et n'apparaît pas dans P, et une formule est ajoutée au plus à cha­
que étape de ce processus) nous posons alors 
El+l = ELU {@o.O,'l/J} U {@o.O,SI\@0'l/J}· 
Montrons que, pour tout l, si El est fs-con, alors El+l est fs-con. Suppo­
sons le contraire. El est consistant mais El+1 est inconsistant. Puisque EI+1 est 
distinct de El, un des deux cas (ii) ou (iii) s'applique. Le cas (ii) peut être 
éliminé d'emblée, par définition. Reste le cas (iii). Or, 
El+! f- .1 ssi El U {@o.O,'l/J} U {@o.O,S 1\ @0'l/J} f- .1 
Soient el' .'" ekles formules de El entrant dans cette preuve d'une contradic­
tion et soit ela conjonction des ej , nous avons alors que 
El+! f- .1 =? f- @o.O,'l/J 1\ (@o.O,S 1\ @p'l/J) 1\ e~ .1 
ssi f- @o.O,'l/J 1\ (@o.O,S 1\ @f3'l/J) ~ -,e 
ssi f- (@o.O,S 1\ @(3'l/J) ~ -,(e 1\ @o.O,'l/J) 
Le nominal S n'apparaît pas dans -,(e 1\ @o.O,'l/J), car il n'apparaît ni dans El 
ni dans <fJ1+l' Par la règle (Paste), il en résulte que 
E l+ l f- .1 =? f- -,(e 1\ @o.O,'l/J) 
ssi e1\ @o.O,'l/J f- .1 
=? El U {@o.O,'l/J} f- .1 
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Mais ceci contredit la consistance de El et @o.O,1/J. 
Posons maintenant E = UE/. L'ensemble E est fs-consistant, car chaque 
El l'est. Par ailleurs, E est maximal. Supposons le contraire. Soit 1/J une for­
mule telle que 1/J tf. E et --,1/J tf. E. Il existe j et k tels que 1/J = IfJHI et --,1/J = 
IfJk+!" Sans perte de généralité, nous pouvons supposer que j < k. Puisque 1/J tf. 
E, nous avons que Ej U {lfJj+l} est inconsistant. Par conséquent, EJ f- --'lfJj+1 et 
donc Ek f- ---'lfJj+l' car Ej C Ek• Autrement dit, Ek f- 1fJ"+I' c'est-à-dire Ek f- -,1/J. 
Mais si --,1/J tf. E, c'est que Ek U {1fJk+!} = E" U {---,1/J} est inconsistant, donc Ek 
est inconsistant. Contradiction. 
L'ensemble E est nommé parce que c'est une extension de r, et il est 
collé par construction. ~ 
Les propositions suivantes montrent que notre modèle canonique a certaines 
propriétés clés qui seront nécessaires pour la preuve de complétude. 
Proposition 8.2.8 (Lemme d'existence) 
Soit E un ensemble fs-maxcon nommé et collé, 0. E Nomn, lfJ E Form:S;n et "1 E 
Nomm+l · Si O,1fJ E E(o.), alors il existe 0m E Nommtel que p,(0.m, 0m) et lfJ E 
E(0._m,0m)· 
PREUVE. Si O,IfJ E E(o.), alors @(o.)O'flfJ E E. Par le lemme (perm-ind), nous 
avons 
f- @(o.)O,1fJ ~ @(0.m)O,@(o._m)lfJ, 
donc @(0.'fj)O,@(o._m)1fJ E E. Étant donné que E est collé, il existe 0m E Nomm 
tel que 
@( 0.m)O,0m /\ @(0m)@(0.-m)1fJ E E 
Donc @(0.m)O,0m, @(0m)@(0.-m)1fJ E E, par maximalité. Mais @(0.m)O,0m E E 
signifie que p,(0.m, 0m), et @(0m)@(0.-m)1fJ E E entraîne, par le lemme (perm­
ind), que @(o._m, 0m}1fJ E E, c'est-à-dire lfJ E E(O._m, 0m)· ~ 
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Proposition 8.2.9 (Lemme de vérité)
 
Soit E un ensemble fs-maxcon nommé et collé, et soit M E( e) le modèle cano­

nique de rang n basé sur E. Pour toute formule rp E Form::;lP nous avons
 
ME(e), W n II- rp ssi rp E E(Ct) 
où Ct E Nomn est tel que Icxml = W m , pour 0 :::; m :::; n. 
PREUVE. Par induction sur le nombre de connecteurs dans rp.
 
Étape de base. Si rp est une variable propositionnelle p E ProPm' alors
 
W n II- p ssi Wm E val(p)
 
ssi 1cxml E val(p)
 
ssi @( cxm)p E E
 
Puisque f- @(cxm)p B @(Ct_m)@(cxm)p B @(Ct)p, nous avons 
wn II- p ssi @(Ct)p E E ssi p E E(Ct) 
Si rp est un nominal ~ E Nomm , 
W n II- ~ ssi Wm = val(~)
 
ssi W m = I~I
 
ssi Icxml = I~I
 
ssi @( cxm)~ E E
 
Puisque f- @( cxm)~ B @(Ct_ m)@( cxm)~ B @( Ct)~, nous avons 
wn II- ~ ssi @(Ct)~ E E ssi ~ E E(Ct) 
Si rp est ~, le résultat est immédiat. 
Étape inductive. (i) Si le connecteur principal dans rp est un connecteur boo­
léen, la démonstration est directe. En effet, si rp = 'l/J J\ e, alors 
W n II- 'l/J J\ essi W n II- 'l/J et W n II- e
 
ssi'l/J E E(Ct) et eE E(Ct), par l'hypothèse d'induction
 
ssi 'l/J J\ eE E(Ct), par maximalité de E( Ct) .
 
La démonstration pour la négation est analogue. 
(ii) Supposons que rp est de la forme O,'l/J. Par définition et par l'hypothèse 
d'induction, nous avons que 
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W n II- D,'l/J ssi (wn.-m, v) II- 'l/J, pour tout v E Nmtel que Am+1(hl)( Wm' v) 
ssi (wn,_m, I~I) II- 'l/J, pour tout ~ E Nommtel que p,(am' ~) 
ssi 'l/J E E(O._m, ~), pour tout ~ E Nommtel que p,(am' ~) 
Si l'équivalence 
(*) D,'l/J E E(o.) ssi \i~ E Nomm[p,(am'~) => 'l/J E E(o._m, ~)]
 
est vraie, nous aurons terminé. Mais, en contraposant et en opérant quelques
 
transformations élémentaires, nous avons que (*) est équivalent à
 
(**) O,''l/J E E(o.) ssi:3~ E Nomm[P,(am'~) & ''l/J E E(o._m'~)]
 
Or, la direction « => » est le lemme d'existence appliqué à '0,,'l/J ' , et la direc­

tion « {::: » est une conséquence de (bridge) :
 
p,(am' ~) & ''l/J E E(O._m, ~) ssi @( am)O,~ et @(o.-m)@(j''l/J E E
 
ssi @(o._m)@( am)O,~ et @(o._",)@(j''l/J E E
 
ssi @( am)O,~ et @(j''l/J E E(o._m)
 
ssi @(am)O,''l/J E E( o._m)
 
car E( o._m) est fs-maxcon. 
(iii) Supposons que <p est de la forme Dm+1'l/J. Deux cas se présentent: (a) le 
cas m = n et (b) le cas m < n. 
(a) Soit E E Nomn+1 tel que lEI = e. Par définition et par l'hypothèse 
d'induction, nous avons que 
w" II- Dn+l'l/J ssi (wn-l> v) II-'l/J, pour tout v E Nn tel que An+l(Wn+l)(Wn, v) 
ssi (wn-l> I~I) II-'l/J, pour tout ~ E Nomn tel que p(E)(a",~) 
ssi'l/J E E(o._", ~), pour tout ~ E Nom" tel que p(E:)(a", ~) 
ssi DE'l/J E E(o.) 
Nous savons que 
ce qui entraîne que 
1- @€@",(Dn+1'l/J H DE'l/J) 
~ (@E@",Dn+1'l/J H @E@",D€'l/J) 
donc @E@",DE'1j; E E ssi @(@",Dn+1'l/J E E. Mais, par (intro), 
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f- E 1\ @o'P ---+ 'P & f- E 1\ 'P ---+ @o'P, 
donc @o.Do'l,V E E ssi @o.Dn+1'l,V E E, c'est-à-dire 
Do'l,V E E( a) ssi Dn+1'l,V E E( a), 
ce qui complète la preuve de ce cas. 
(b) Toutes les idées nécessaires à la démonstration de ce cas se trouvent 
dans la preuve du cas (a) ci-dessus. 
(iv) Supposons que 'P est de la forme @p'l,V, où ~ E Nom",. Par définition et par 
l'hypothèse d'induction, nous avons 
W n If- @rJ'l,V ssi (wn,-m, val(~)) If- 'l,V
 
ssi (wn,-m, 101) If- 'l,V
 
ssi 'l,V E E(a_m, ~)
 
Mais 1/) E E(a_m, ~) entraîne que @(a_m' ~)'l,V = @(a_m)@(~)'l,V E E. De même 
f- @(o.-m)@(~)'l,V H @(a:m)@(a_m)@(~)'l,V H @(a)@(~)'l,V, 
par (agree) et (perm-ind), donc @(a)@(0)~p E E(a). 
Ce qui complète la preuve. ~ 
Nous arrivons enfin au résultat recherché:
 
Théorème 8.2.10 (Complétude)
 
Si F est un ensemble fs-con de formules de Form::;", Fest satisfaisable.
 
PREUVE. D'après le lemme de Lindenbaum, il existe un ensemble E de formu­

les de L* qui contient F et qui est fs-maxcon nommé et collé. Soit ME(e) le
 
modèle canonique de rang n basé sur E. Puisque E est nommé, il existe a E
 
Nom" tel que E = E(a). Soit w E N" tel que W = 10.1. ME(e) satisfait Fau
 
point w. En effet, supposons que 'P E FeE. Il s'ensuit que @(a)'P E E, c'est­

à-dire 'P E E(a), et donc w If- 'P par le lemme de vérité. ~
 
255 Chapitre 8 - Logique modale d)ordre supérieur l 
8.3 Complétude pour L 
Dans cette section, nous montrons la complétude pour le langage L (et non 
plus seulement le fragment L~n)' Nous devons apporter quelques modifications 
aux définitions que nous avons introduites plus haut. Pour a E Nom (et non 
plus Nomn), nous définissons 
E(a) = {<p E Form : @(an)<p E E, où n = r(<p)}. 
Dans ce qui suit, si an E Nomn, E(an) sera toujours l'ensemble de formules tel 
que défini à la section précédente. Il n'est pas difficile de montrer, d'après ce 
que nous savons déjà, que si E: E Nom est tel t.k E E, pour tout k, alors 
l'ensemble E(an) est tout simplement l'ensemble E(an, E:n+1). Nous devons 
montrer à présent que E(a) a sensiblement les mêmes propriétés que E(a,,). 
Lemme 8.3.1 
Soit E un ensemble rs-maxcon, et soient a, f3 E Nom, 1 E Nomm et p E 
ProPm. Nous avons: 
(a) Si r(<p) = n, alors <p E E(a) ssi <p E E(an) 
(b) Pour tout m, am E E(o.), et E(o.) est rs-maxcon 
(c) Si 1 E E(o.), alors E(a) = E(o._m, 1) 
(d) Si am E E, pour tout m, alors E = E(o.) 
(e) Si p E E(o.), alors p E E(f3-m, am) 
PREUVE. (a) Il s'agit d'une conséquence directe de la définition des ensembles 
E(o.) et E(an)' 
Les parties (b)-(e) découlent de (a) et des propriétés de E(o.n). ~~ 
Nous conservons la même structure canonique SE' Le modèle simple canonique 
basé sur E est le modèle simple ME = < SE' val >, où 
val(p) = {lai E Nr(p): @oP E E}) 
pour tout P E Prop, et 
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val( a) = lai, 
pour tout a E Nom. 
Proposition 8.3.2 (Lemme d'existence)
 
Soit E un ensemble fs-maxcon nommé et collé, a E Nom, 'P E Form et "i E
 
Nomm+1· Si 0î'P E E(a), alors il existe 0m E Nom", tel que Pî(a"" 0",) et 'P E
 
E(a_""0,,,)·
 
PREUVE. Soit n = r((},'P)' Nous avons que Oî'P E Form:s:n et que 0î'P E E(a n )
 
par la partie (a) du lemme précédent. Par le lemme d'existence (version bor­

née), il existe 0", E Nommtel que Pî(am, 0",) et 'P E E(an,_m, 0",). Par le lemme
 
précédent, partie (a), ceci entraîne que 'P E E(a_ m , 0nJ ~
 
Proposition 8.3.3 (Lemme de vérité)
 
Soit E un ensemble fs-maxcon nommé et collé, et soit ME le modèle simple
 
canonique basé sur E. Pour toute formule 'P E Form, nous avons
 
ME' W II- 'P ssi 'P E E(a) 
où a E Nom est tel que la",1 = Wm, pour m 2': O. 
PREUVE. Soit n = r( 0î'P) + 1 et soit En+l E Nomn+l tel que e = IEn+l1 (En+1 E 
E). Nous avons que 'P E Form:s:n_l, et donc: 
ME'	 w II- 'P ssi [Md~n-l(wn)' W n- J II- 'P 
ssi [Md<n(wn+J), w n II- 'P, car la n+1-ième coordonnée n'affecte pas 'P 
ssi [ME]~n(e), W n II- 'P, pour la même raison 
ssi M E( e), w n II- 'P, par définition 
ssi 'P E E(an), par le lemme de vérité pour L~n 
ssi 'P E E(a), par 8.3.1 (a) 
Ce qui complète la démonstration. ~ 
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Ce qui nous donne enfin: 
Théorème 8.3.4 (Complétude) 
Si F est un ensemble fs-con de formules de Form, alors Fest satisfaisable. 
PREUVE. D'après le lemme de Lindenbaum, il existe un ensemble E de formu­
les de L* qui contient F et qui est fs-maxcon nommé et collé. Soit ME le mo­
dèle basé sur E. Puisque E est nommé, il existe a E Nom tel que E = E(a). 
Soit w E N tel que w = lai. ME satisfait F au point w. En effet, supposons 
que cp E FeE et soit n = r( cp). Il s'ensuit que @(û.n)cp E E, c'est-à-dire cp E 
E( a), et donc w If-- cp, par le lemme de vérité. ~ 
8.4 Canonicité des axiomes 
Le lecteur attentif aura remarqué que ce résultat de complétude n'est pas 
« complet». Nous avons seulement montré que tout ensemble de formules f s­
con était satisfaisable dans un modèle simple, mais nous n'avons pas montré 
que, par exemple, si la logique f s contient l'axiome (4m), alors les relations de 
rang m du modèle canonique sont transitives, que si la logique contient 
l'axiome (T 7ID, les relations de rang m du modèle canonique sont réflexives, 
etc. Nous devons montrer que nos axiomes sont canoniques pour certaines 
propriétés. On dit qu'un schème d'axiome Ax est canonique pour une proprié­
té P ssi la présence des instances appropriées de Ax dans E (c'est-à-dire la 
présence dans E des instances autorisées par les conditions de Ax) fait en sor­
te que le modèle ME a la propriété P (si C est la classe de modèles, ou de 
structures, ayant la propriété P, on dit aussi canonique pour la classe C). En 
particulier, nous dirons qu'un axiome Ax est canonique pour la propriété qu'il 
définit ssi (i) Ax définit la propriété P sur les structures simples et (ii) Ax est 
canonique pour P. 
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Proposition 8.4.1 
Les axiomes du groupe II sont canoniques pour les propriétés qu'ils définis­
sent. 
PREUVE. Supposons que (D n) est un axiome de f s' Soient 1 E Nom n+1 et cx E 
Nomn , nous voulons montrer qu'il existe 0 E Nomn tel que p,(cx, 0). Par (D n), 
nous avons que f- O,T ~ O,T et donc f- O,T, car f- O,T. Enfin, par (Nec@), 
nous avons f- @o:O,T et donc @o:O,T E E. Puisque E est collé, il existe 0 E 
Nomn tel que @o:O,0 /\ @~T E E, et donc p,(cx, 0). 
Supposons que (Tn) est un axiome de f s ' Soient 1 E Nomn+! et cx E Nomn , 
nous voulons montrer que p,( cx, cx). Puisque f s contient (Tn) , f- cx ~ O,CX et 
donc f- @o.cx ~ @o.0"lü, par (Nec@) et (K ). Ainsi, @o.Op E Epar (ref). 
Supposons que (B ll ) est un axiome de f s' Soient 1 E Nomn+1 et cx, 0 E 
Nomn , nous voulons montrer que P"(( cx, 0) entraîne p,(0, cx). Supposons que 
@o:O)3 E E. Puisque (BrJ est un axiome, nous avons f- @o:cx ~ @o:D'iO,cx et 
donc O,O,cx E E(cx), par (ref). Nous savons que p,(cx, 0) est équivalent à 
V<p(D,<p E E(o.) =} <p E E(0)), 
donc O"lü E E(0), c'est-à-dire @~O,cx E E. 
Supposons que (4,J est un axiome de f s' Soient 1 E Nomn+1 et cx, 0, v E 
Nom", nous devons montrer que P, est transitive, c'est-à-dire que p,(o., 0) et 
p,(0, v) entraînent que p,(cx, v). Par hypothèse, nous avons donc que @o.O,10 E 
E et @~O,v E E. Par (bridge), 
f- @o.O,0 /\ @(30,v ~ @"O,O,v 
et par (4n), (Necg ) et (K~~), 
f- @o:O,O,v ~ @o:O,v. 
Ainsi, @o;O,v E E. 
Enfin, supposons que (5n ) est un axiome de f s' Soient 1 E Nom n+! et cx, 0, 
v E Nom", nous devons montrer que P, est euclidienne, c'est-à-dire que p,( cx, 
0) et p,(o., v) entraînent que p,(0, v). Par hypothèse, nous avons que @0;0,0 E 
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E et @a:O,]) E E, et donc @a:(0,~ 1\ 0,])) E E. Par (5771), f- 0,]) ----* 0,0,]) et donc 
@a:(0,,~ 1\ 0,0,])) E E. Or, 
f- @a:(O,~ 1\ 0,0,])) ----* (Q\,,( O,(~ 1\ O,y)
 
----* @a:(0,@00,v), par (intro) notamment
 
----* @n.@rJO,]), par (back)
 
----* @ 130,]), par (agree)
 
Ce qui complète la démonstration. ~~ 
8.5 Application: Logique modale multidimensionnelle 
Je donne un aperçu rapide d'une application à la logique modale multidimen­
sionnelle qu'on peut faire du travail accompli jusqu'à présent (cette logique 
est une généralisation des logiques modales obtenu par produit cartésien de 
Gabbay & Shehtman : 1995a, 1995b & 2002). Une structure relationnelle mul­
tidimensionnelle (infinie) est un couple 
< Tln20 Wn, (Rn) n20 >, 
où, pour tout n :::: 0, Wn est un ensemble et Rn est une relation binaire sur 
l'ensemble Wn . Le langage LMD de la logique modale multidimensionnelle est 
généré par les clauses syntaxiques: 
<p ::= 1- p -,<p <P 1\ 1/J Dm+1<P1 1 1 1 
où chaque variable propositionnelle 'p' possède un certain rang r(p) :::: 0 et où 
m:::: O. Un modèle de ce langage est un couple < S, val >, où S est une struc­
ture multidimensionnelle et val est une valuation telle que 
val(p) C W,~p), pour tout P 
Pour w = (wn)n20 E fl n20 W", la satisfaction à w est définie récursivement de la 
manière suivante : 
wW1­
w If-- p ssi w,~p) E val(p) 
w If-- -,<p ssi w W <P 
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w If- zp /\ 1j; ssi w If- zp et w If- 1j; 
w If- Dm+1ZP ssi (w-m' w) If- zp, pour tout w E Wm tel que Rm( w, wm) 
De toute évidence, une structure relationnelle multidimensionnelle est un cas 
particulier de SROSs, une structure où, pour tout n ;::=: 0, <1>n+! est la fonction 
constante telle que <1>11+1(W) = Rn, pour tout w E W;'+l. De même, le langage 
L MD est un fragment de L, obtenu de ce dernier en supprimant toute présence 
de nominaux, et les clauses sémantiques ci-dessus sont précisément celles qui 
sont induites par un modèle simple dans le langage LMD . Il n'est pas difficile 
de voir que le schème : 
(MD n) D'1ZP B D6ZP, où " 8 E Nomn+1 
caractérise la condition définissante des structures multidimensionnelles (le 
fait que <1>n+1 soit constante sur Wn+1). En effet, (MD n) entraîne que les formu­
les '@oO'1~' et '@o060', quelques soient a, ~ E Nomn , sont logiquement équiva­
lentes, et il s'ensuit alors que Rn est un singleton (que <1>"+1 est constante). Par 
ailleurs, il n'est pas difficile de voir que l'ajout de (MD n ) à l'axiomatisation de 
la logique des structures simples transforme la structure canonique en struc­
ture multi-dimensionnelle. Ce qui nous permet d'obtenir: 
Proposition 8.5.1 
Le système f s + {(MDn) : n ;::=: O} est complet par rapport à la classe des 
structures multidimensionnelles (pour le langage L). 
Chapitre 9 
Logique modale d'ordre supérieur - Partie II 
Nous adaptons ici les résultats du chapitre précédent aux autres sémantiques 
et aux autres syntaxes. 
9.1 La logique des structures générales 
L'axiomatisation restera en grande partie inchangée. Il faudra faire quelques 
modifications cruciales à quatre axiomes: aux axiomes (back) et (bridge) du 
groupe III et aux axiomes (perm@o) et (ind@) du groupes IV, et à une règle: la 
règle (Paste). Ces changements refléteront le fait qu'une modalité de rang n + 
1 est interprétée avec une relation binaire W n dans une structure générale (et 
non pas sur Wn), et qu'une variable propositionnelle de rang n est associée à 
une extension de W n (et non de Wn). Ainsi, toutes les dimensions inférieures 
au rang de la formule seront importantes pour son évaluation. 
Soient o., f) E Nomn et soient o., ~ E Nom et "1 E Nomn+1. Nous rempla­
çons les axiomes susmentionnés par les suivants: 
(back) 0@Ct.<P ~ @Ct.<P, où 0 = On+l ou 0, 
(bridge) @Ct.Ol\f) 1\ @13<P ~ @Ct.0<p, où 0 = On+l ou 0, 
(perm©;o) @o:Dn+1<P B Dn+1©\,<p, si r(o.) > n+ 1 
@o:D~<p B Df3@O:<p, ~i r( o.) 2: 7'(~) 
(ind ) @o:<P B cP, si r( o.) ~ rep( cp) 
Et nous reformulons (Paste) comme suit: si f) n'apparaît pas dans <p ou e, 
(Paste) Si f- @Ct.O,l\f) 1\ @13<P ~ e, alors f- @Ct.0,.<p ~ e 
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Toutes les autres définitions ayant trait au système de dérivation f s restent 
les mêmes. Nous appelons aussi ce nouveau système f. 
Nous avons: 
Proposition 9~1.1 
Les axiomes et les règles inférentielles de f sont valides. 
PREUVE. La vérification de la validité dans des structures générales de toutes 
les règles et de tous les axiomes qui sont restés inchangés est identique à la 
vérification précédente. Il suffit donc de se concentrer sur la nouvelle mouture 
des quatre axiomes et de la règle (Paste). Soit 0. E Nomm, nous devons mon­
trer que Om+l@"<P ~ @,,<p est valide (le cas où 0 = 0, avec l E Nomm+1 se 
démontrera de manière analogue). Or, 
w If- Om+l@,,<pssi ::JvmE W m [<1l(wm+1)(wm , vm) & (vm, wm+l) If- @,,<p] 
ssi ::JvmE W m [<1l(wm+1)(wm, vm) & (val(o.), Wlll+1) If- <pl 
=? (val(o.), wm+l) If- <p 
ssi w If- @,,<p 
Montrons que (bridge) est valide. Soient o., f3 E Nomm, nous devons montrer 
la validité de @"Om+ll\f3 1\ @f3<P ~ @"Om+l<P (le cas où 0 = 0, avec l E Nomm+ 1 
se démontrera de manière analogue). Or, w If- @o:Om+ll\f3 1\ @f3<P 
ssi w If- @"Om+ll\f3 & w If- @f3<P 
ssi (val(o.), wm+l) If- 0"'+11\f3 & (val(f3) , wrn+l) If- <P 
ssi ::JvmEWm [<1l(W"'+l)(val(cx),vm) & (vm,wm+1) 1f-1\f3] & (val(f3),w"'+l) If- <P 
ssi ::JvmEWm[<1l(Wm+l)(val(o.),vm) & vm= val(f3)] & (val(f3),w"'+l) If- <P 
=? ::JvmE Wm[<1l(wm+1)(val(o.),vm) & (v""wm+1) If- <pl 
ssi w If- @"Om+l<P 
En ce qui concerne (ind@), la partie (e) de la proposition 7.1.1 montre qu'il est 
valide dans les structures générales. 
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Il reste à montrer que (perm@o) et (insto) sont valides. Si r( a) > n + l, 
alors nous avons que w If- @"Dn+1'P 
ssi (w-/\"l' val(a)) If- Dn+1'P 
ssi \:jvn E W n [<p(wn+l)(wn, v7J ~ (v", (w-7\o.l' val(a))"+l) If- 'P] 
ssi \:jvn E W n [<p(wn+1)(w", v n) ~ ((vn, wn+1L'("l' val(a)) If- 'P] 
n
ssi \:jvn E W n [<p(wn+l)(wn, vn) ~ ((vn, w +1)_7\"l' w7\o.l) If- @o..'P]
 
ssi \:jvn E W n [<p(wn+l)(w", vn) ~ (vn , wn+l) If- @,,'P]
 
ssi w If- Dn+1@,,'P 
(Je rappelle que (Vn' wn+l) est l'élément de W ayant les composantes de v jus­
qu'à n et les composantes de w après n.) Le même argument, à quelques dé­
tails près, nous permet de montrer que 
w If- @QD13'P B D(3@,,'P 
sauf que cette fois-ci) l'hypothèse r(a) :2: r(~) est suffisante. Quant à l'axiome 
(ind@), sa validité découle de la proposition 7.1.1 partie (e). 
Il nous reste maintenant à vérifier la règle (Paste) préserve elle-aussi la 
validité. Procédons par l'absurde: supposons qu'il existe une structure géné­
rale S, un modèle M = < S, val> et un point w E W tels que 
S If- @o.O,,/,f3 1\ @13'P ~ e 
M, w W (@o.O,'P ~ e) 
c'est-à-dire que M, w If- @o.O,'P mais M, w W e. Si M, w If- @o.O,'P, c'est qu'il 
existe vm E W mtel que <p(val(j))(val(o.), vm ) et M, (vm, wm+l) If- 'P. Toute va­
luation va[* qui s'accorde avec val sur les nominaux et les variables proposi­
tionnelles dans 'P et esera également telle que 
< S, va[* >, (vm' W m + 1) 1f- 'P & M, w W e 
Choisissons va[* de telle sorte que va[*(f3) = Vm, ce qUI est possible car f3 
n'apparaît ni dans 'P ni dans e. Nous aurons donc 
< S, va[* >, w If- @o.O,I\f3 1\ @13'P 
< S, va[* >, w W e 
contredisant la validité dans S de @o.O,I\f3 1\ @13'P ~ e. 
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Ce qui complète la démonstration. ~~ 
9.2 Complétude pour L~n 
Les lemmes suivants donnent un aperçu du comportement du système déduc­
tif f. 
Lemme 9.2.1 
(a)
 E f- cp ssi il existe 81, ... , 8,. E E tels que f- 81 /\ ... /\ 8, ~ cp. 
(b)
 Si E est f-con et }L -,cp, alors EU { cp} est f-con. 
(c)
 Si E est f-maxcon et E f- cp, alors cp E E; en particulier, si f- cp, cp E E. 
(d)
 Si E est f-maxcon, et si cp, cp ~ 'l/J E E, alors 'l/J E E. 
PREUVE. Ces preuves ne dépendent pas du fait que nous interprétions L dans 
une structure simple ou générale. ~ 
Lemme 9.2.2 (Lemmes de permutation et d'indépendance) 
(a)
 Soient 0'.0, al' ... , an des nominaux de rangs strictement croissants (on n'a 
pas forcément que am E Nomm) et soit cp une formule. Si TI est une permu­
tation de l'ensemble {a, 1, ... , n}, alors 
f- @(an)@(an_l) ... @(ao)CP B @(a,,(n))@(a,,(n_l)) ... @(a,,(O))cp 
(b)
 Soient ~1l ~2' ... , ~k les nominaux de la suite ao, au ... , an dont les rangs 
sont dans rep5c( cp). Nous avons	 
f- @(an)@(an_l) .. ·@(ao)CP B @(~k)@(~k-l) ... @Wl)CP
 
(c)
 Soient 0'.0, al' ... , an des nominaux de rangs strictement croissants, et soit 
cp une formule. Nous avons 
f- @(an) .. ·@(%)OîCP ~ @(am)@(am- l) ... @(aO)Oî@(an) .. ·@(am+l)cp 
où rh) = m+ 1. 
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PREUVE. La preuve de (a) ne comporte aucun élément nouveau, celle de (b) 
repose sur la nouvelle version de (ind@) et celle de (c) sur la nouvelle version 
de (perml1lO)' l{~ 
Encore une fois, nous démontrons d'abord la complétude pour langage Lsn 
pour des questions de simplicité d'exposition. Si E un ensemble f-maxcon et 
si 0. = (<:xo, ... , <:x n) E Nomn , rappelons que 
E(o.) = {'P : @ (o.) 'P E E}. 
Lemme 9.2.3 
Soit E un ensemble f-maxcon, et soient o., P E Nom", 1 E Nom sn et p E 
ProPsn" Nous avons: 
(a) CXo, ... , <:X n E E(a) et E(a) est f-maxcon 
(b) Si @1'P E E( o.), alors @(a_,h)' 1)'P E E 
(c) Si 1 E E(a), alors E(a) = E(a_"(l)' 1) 
(d) Si <:xo, . ." <:x" E E, alors E = E(a) 
(e) Si p E E(a) , alors p E E(a,\p) , P'\P)+I) 
PREUVE. La seule véritable différence se trouve dans (e). Soit p E ProPsn tel 
que r(p) = m et @(a)p E E. D'après les lemmes de permutation ct 
d'indépendance, dorénavant (perm-ind), 
1- @ (o.) p ~ @ (atm) P 
~ @(Pfn+l)@(a
m
)p 
~ @(a
m
, pm+l)p 
D'où le fait que p E E(a
m 
, pm+l). ~ 
La définition d'un ensemble collé change dans le contexte de la logique f. 
Nous dirons qu'un ensemble f-maxcon E est collé ssi, pour toute formule 'P et 
pour tous 0. E Nommet 1 E Nomm+l' si @o.Ol'P E E, alors il existe p E Nomm 
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tel que @c>O,I\~ 1\ @(3<P E E. Ce changement reflète le fait qu'une relation 
d'accessibilité dans une structure relationnelle d'ordre supérieur est une rela­
tion sur W n et non sur Wn . 
La relation ~m est définie de la même manière sur les nominaux de Nomm , 
pour tout m. Si a, ~ E Nomm , nous définissons la relation (~s::m' sur Nom m de 
la manière suivante: 
a ~s::m ~ ssi a k ~k ~k' pour tout k tel que 0 ~ k ~ m 
Lemme 9.2.4
 
Soit E un ensemble f-maxcon nommé et collé.
 
(a) Les relations ~m et ~sm sont des relations d'équivalence. 
(b) Si, = ho, ... , lm-l' o., lm+l' ... , ln) et ,* = ho, ... , lm-l' ~'lm+L' ... , ln), 
et si 0. ~m ~, alors Eh) = Eh*)· 
(c) Si, = (a, lm+l' ... , ln) et ,* = (~, lm+l' ... , ln), et si a ~<m~' alors Eh) 
= Eh*)· 
PREUVE. Il s'agit de vérifications directes. ~ 
Pour tout 1 E Nomm+L' nous définissons la relation binaire P, (ou ph)) sur 
l'ensemble Nomm comme suit: 
p,(a, ~) ssi @c>O,A~ E E, 
pour tous a, ~ E Nomm. Montrons que cette relation « préserve » ~m et ~s::m' 
Lemme 9.2.5 
(a) Si l, 6 E Nomm+l sont tels que 1 ~m+l 6, alors P, = PÔ' 
(b) Si p,(a, ~), et si a ~s::m 0.* et ~ ~s::m ~*, alors p,(a*, ~*). 
PREUVE. (a) Supposons que 1 ~m+l 6, c'est-à-dire que @,b E E. Par (Nec@), 
(ind@) et (insto), nous savons que 
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\- @a@,b B @,b
 
\- @a@,(Om+ll\[3 B 0,1\[3)
 
\- @a@ô(Om+ll\[3 B Oôl\[3)
 
donc @a@,b, @a@,(Om+ll\[3 B 00[3) et @a@ô(Om+ll\[3 B Oôl\[3) E E. D'une 
part, 
\- @ô(Om+ll\[3 B Oôl\[3) ~ (@ôOm+ll\[3 B @ôOôl\[3), par (K@) 
~ (@ôOm+ll\[3 B Oôl\[3), par (ind@) 
et donc 
\- @a@li(Om+ll\[3 B Oôl\[3) ~ @a(@ôOm+ll\[3 B Olil\[3), par (Nec@) et (K@) 
~ (@a@ôOm+ll\[3 B @aOôl\[3), par (K(r) 
Ainsi, @a@liOm+l[3 E E ssi @aOôf3 E E. D'autre part, 
\- @,b 1\ @,(Om+ll\[3 B 0,1\[3)
 
~ @,(b 1\ (Om+ll\[3 B 0,1\[3)), par (K@) et (dual)
 
~ @,(@ô(Om+ll\[3 B 00[3)), par (intro)
 
~ @li(Om+ll\[3 B 0,1\[3), par (agree)
 
~ (@liOm+ll\[3 B @liO,I\[3), par (K@)
 
~ (@ôOm+ll\[3 B 0'11\[3), par (ind@)
 
et donc 
\- @a@"jOI\ @a@"j(Om+ll\[3 B 0,1\[3)
 
~ @a(@ôOm+ll\[3 B 00[3), par (Nec,o) et (K@)
 
~ (@a@ôOm+ll\[3 B @aO"jI\[3), par (K(!)
 
Ainsi, @a@ôOm+ll\[3 E E ssi @aO"jI\[3 E E. Par conséquent, 
@aO,I\[3 E E ssi @a@liOm+ll\f3 E E ssi @aOôl\[3 E E 
(b) Nous avons d'abord que p,(a, [3) ssi @aO,I\[3 E E. Ensuite, a ~::;m a* en­
traîne que @aa* E E. Il est une conséquence de (perm-ind) et de (intro) que 
\- @aa* 1\ @aO,I\[3 ~ @a@a.O,I\[3 
donc @a@a.O,I\[3 E E, et @a.O,!,[3 E Epar (perm-ind) et (agree). Par ailleurs, 
@a'@I3I\[3* E Epar (agree) (et (perm-ind)) et 
\- @a'@I3I\[3* ~ @a·D'@I3I\[3* 
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par (back) (et (perm-ind)), donc @c:.I:J"j@r3I\f3* E E. Ainsi, @c:.O"jI\f3* E E et 
@c:.D"@r3I\f3* E E impliquent que @c:.O"j(I\f3 1\ @r3I\f3*) E E. Mais 
f- @c:.O"j(I\f3 1\ @r3I\f3* ~ 1\f3*) 
par (intro) (et (perm-ind)), et 
f- @c:.O"j(I\f3 1\ @r3I\f3*) 1\ @c:.O"j(I\f3 1\ @r3I\f3* ~ 1\f3*) ~ @c:.O"jI\f3*, 
donc @c:.O,f3* E E. Ainsi, Pî(a *, f3*). ~ 
Lemme 9.2.6
 
Soient a, f3 E Nomm et '1 E Nomm+l" Les trois énoncés suivants sont équiva­

lents:
 
(a) @c:Oîl\f3 E E 
(b) \f<p(O"j<P E E(a) => <p E E(r3)) 
(c) \f<p(<p E E(f3) => 0î<P E E(a)) 
PREUVE. (a) => (b). Supposons que @c:O,I\f3 E E mais qu'il existe une formule 
<p telle que D"j<p E E(a) et <p ri E(f3). Donc, -,<p E E(f3). Si -,<p E E(f3) , c'est 
que @r3-'<P E E. Par (hridge), nous obtenons donc que @c:Oî-'<P E E, c'est-à­
dire @c: -,O"j<P E E et donc -,O"j<P E E(a). Contradiction. 
(b) => (a). Supposons que \f<p(O"j<P E E(a) => <p E E(f3)) mais que @c:O"jI\f3 
ri E. Nous avons donc -,@c:Oîl\f3 E E, cc qui revient à @c:D,,-,I\f3 E E. Nous 
avons alors que Dî-,l\f3 E E(a) et donc que -'1\f3 E E(f3) , ce qui entraîne 
qu'un des 01>, 0 ~ k ~ m, est tel que 01> ri E(f3). 
(b) => (c). Supposons que \f<p(O"j<P E E(a) => <p E E(f3)) et soit ?J; E E(f3). 
Nous voulons montrer que O"j?J; E E(a). Supposons le contraire: O"j?J; ri E(a), 
et donc -,O,?J; E E(a), ce qui revient à O"j-,?J; E E(a). Par hypothèse, ceci en­
traîne que -,?J; E E(f3). Contradiction. 
(c) => (b). La preuve est analogue au cas précédent. ~~ 
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La partie (b) du lemme 9.2.5 montre que la relation que définit P" pour cha­
que 1 E Nom m, induit une relation binaire sur N m (que la relation ne dépend 
que la classe d'équivalence de chaque nominal de Nom m). La partie (a) de ce 
lemme montre que la suite A = (A,.)n~O de fonctions An+l: Nn+1 -j- p(NnxNn), 
où 1\n+l(hl) est la relation induite par P, sur N n , est bien définie (ne dépend 
pas de la classe de 1). Nous définissons la SROS canonique basée S'UT E com­
me la structure SE = < N, 1\ >. 
Il faut maintenant définir un modèle basé sur SE' Nous commençons par 
définir un modèle pour L'!on basé sur une restriction de SE' Soit E E Nomn+l tel 
que EE E, et soit e = lEI E Nn+1• Nous définissons le modèle canonique de 
rang n basé sur E comme le modèle de rang n 
ME(e) = < N n , A(e), val >, 
où val est la valuation de L'!on telle que 
val(p) = {lai E Nr(p): @op E E}, 
pour tout P E Prop'!on, et 
val(ex) = lexl,
 
pour tout ex E Nom'!on'
 
Nous avons:
 
Proposition 9.2.7 (Lemme de Lindenbaum)
 
Soit F un ensemble f-con de L. Il existe une extension Ede F dans le langage
 
L* qui est f-maxcon nommée et collée.
 
PREUVE. Nous répétons la même procédure qu'au chapitre précédent pour 
faire en sorte que F soit nommé. L'ensemble F+ résultant est f-con. 
Il faut maintenant progressivement ajouter des formules à r pour en fai­
re un ensemble f-maxcon collé. Pour ce faire, nous utiliserons une énuméra­
tion (lfl) de toutes les formules de L*. Posons Eo = r. Pour l> 0, si (i) El U 
{lfl+l} est f-inconsistant, posons EI+1 = El' Si (ii) El U {lfl+l} este f-consistant 
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et si <Pl+l n'est pas de la forme @o.O,'l/J, nous posons EI+1 = El U {<Pl+l}' Enfin, 
si (iii) <Pl+l = @o.O"('l/J, nous prolongeons El de la manière suivante: soit f3 E 
Nomm* qui n'apparaît pas dans El ou <Pl+l (il existe toujours un tel f3 car 
Nomm*\{cxm+} est infini et n'apparaît pas dans P, et une formule est ajoutée 
au plus à chaque étape de ce processus), nous posons 
EI+1 = El U {@o.O,'l/J} U {@o.O,I\f3 1\ @(3'l/J}. 
Montrons que, pour tout l, si El est f-consistant, alors EI+1 est f ­
consistant. Supposons le contraire. El est consistant mais E l+ l est inconsistant. 
Puisque EI+1 est distinct de El> un des deux cas (ii) ou (iii) s'applique. Le cas 
(ii) peut être éliminé d'emblée par définition. Reste le dernier. Or, 
EI+1 f- ..l ssi El U {@o.O,'l/J} U {@o.O"(I\f3 1\ @(3'l/J} f- ..l 
Soient el' ... , ek les formules de El entrant dans cette preuve d'une contradic­
tion et soit e la conjonction des ej , nous avons alors que 
EI+1 f- ..l :::} f- @o.O,'l/J 1\ (@o.O,I\f3 1\ @(3'l/J) 1\ e~ ..l
 
ssi f- @o.O,'l/J 1\ (@o.O,I\f3 1\ @(3'l/J) ~ -,e
 
ssi f- (@o.O,I\f3 1\ @(3'l/J) ~ -,(e 1\ @o.O,'l/J)
 
Le nominal f3 n'apparaît pas dans -,(e 1\ @o.O,'l/J), car il n'apparaît ni dans El 
ni dans {<PI+l}' Par la règle (Paste), il en résulte que 
EI+1 f- ..l :::} f- -,(e1\ @o.O,'l/J) 
ssi e1\ @o.O,'l/J f- ..l 
:::} El U {@o.OOj'l/J} f- ..l 
Mais ceci contredit la consistance de El avec @o.O,'l/J. 
Posons maintenant E = UEI. La preuve que E est consistant est la même 
qu'au chapitre précédent. Par ailleurs, L'ensemble E est nommé parce que 
c'est une extension de Y, et il est collé par construction. l{~ 
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Proposition 9.2.8 (Lemme d'existence)
 
Soit E un ensemble f-maxcon nommé et collé, a E Nomn , <p E Form~n et "1 E
 
Nomm+l" Si O,<P E E(a), alors il existe Pm E Nomm tel que p,(am, Pm) et <P E
 
E(Pm, a m+1).
 
PREUVE. Si O,,<p E E(a), alors @(a)On;<p E E. Par le lemme (perm-ind), nous
 
avons
 
f- @(a)O,<P ~ @(am)O,@(am+1)<p, 
donc @(am)O,@(am+1)<p E E. Étant donné que E est collé, il existe Pm E Nomm 
tel que 
@(am)O,Pm /\ @(Pm)@(am+1)<p E E 
Donc @(am)O,/\Pm, @(Pm)@(am+1)<p E E, par maximalité. Mais @(am)O,PmE E 
signifie que p,(am1 Pm), et @(Pm)@(am+1)<p E E entraîne, par le lemme (perm­
m lind), que @(Pm, am+l)<p E E, c'est-à-dire <p E E(Pm, a + ). ~ 
Proposition 9.2.9 (Lemme de vérité)
 
Soit E un ensemble f-maxcon nommé et collé, et soit ME(e) le modèle canoni­

que de rang n basé sur E. Pour toute formule <p E Form~n, nous avons
 
M E( e), W 1f- <p ssi <p E E(a ) 
où a E Nomn est tel que laml = Wm, pour 0 ~ m ~ n. 
PREUVE. Par induction sur le nombre de connecteurs dans <p.
 
Étape de base. Si <p est une variable propositionnelle p E ProPm, alors
 
w If- p ssi wm E val(p)
 
ssi 1ami E val(p)
 
ssi @(am)pEE
 
Puisque f- @(am)p ~ @(an) ... @(am+1)@(am)p ~ @(a)p, nous avons 
W If- p ssi W E val(p) ssi @(a)p E E ssi p E E(a) 
Si <p est un nominal, la preuve est identique au cas simple. 
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Étape inductive. (i) Si le connecteur principal dans tp est un connecteur boo­
léen, la démonstration est conséquence directe de Fhypothèse d'induction (et 
de la maximalité de E(o.) ). 
(ii) Supposons que tp est de la forme D,'l,b. Par définition et par l'hypothèse 
d'induction, nous avons que 
w If- D,'l,b ssi (vm, wm+1) If- 'l,b, pour tout VmE N m tel que i\m+l(hl)(wm, vm) 
ssi (101711, wm+l) If- 'l,b, pour tout 0 E Nomm tel que p,(o.'nl 0m) 
ssi'l,b E E(0m, o.m+l), pour tout 0 E Nommtel que p,(o.m, 0m) 
Si l'équivalence 
(*) D,'l,b E E(o.) ssi \i0m E Nomm[p,(o.m, 0m) =? 'l,b E E(0171' o.m+l)] 
est vraie, nous aurons terminé. Nous avons, en contraposant et effectuant des 
transformations élémentaires, que (*) est équivalent à 
(**) O,;,'l,b E E( o.) ssi :30171 E Nomm[p,( 0.1111 0m) & ,'l,b E E(0m, o.m+1) ] 
La direction « =? » correspond au lemme d'existence appliqué à 'O,''l,b'. Et la 
direction « ~ » résulte de l'argument suivant: 
P,(o.m, 0m) & ,'l,b E E(0m, o.m+1) ssi @(o.m)O,À0m & @(0m)@(o.m+l),'l,b E E 
ssi @(o.m)O,@(o.m+l),'l,b E E, par (bridge) 
ssi @(o.m)@(o.m+1)O,''l,b E E, par (perm-ind) 
ssi @(o.)O,''l,b E E 
ssi O,,'l,b E E(o.) 
(iii) Supposons que tp est de la forme Dm+1'l,b. Par définition et par l'hypothèse 
d'induction, nous avons 
w If- Dm+l'l,b ssi v If- 'l,b, pour tout v E N m tel que w[m+l]v 
ssi (v m, wm+1) If- 'l,b, pour tout V mE Nmtel que i\m+l(Wm+l ) (wm, vm) 
ssi (10ml, wm+1) If- 'l,b, pour tout 0m E Nommtel que p(am+l) (0. m' 0m) 
ssi'l,b E E(0m' o.m+1), pour tout 0m E Nommtel que p(am+1)(o.m, 0m) 
ssi D(am+1)'l,b E E(o.) 
(iii) Supposons que tp est de la forme Dm+1'l,b. Deux cas se présentent: (a) le 
cas m = n et' (b) le cas m < n. 
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(a) Soit EE Nom +\ tel que lEI e. Par définition et par l'hypothèsen
d'induction, nous avons que 
w" If- Dn+1'l,V ssi vn If- 'l,V, pour tout v n E N n tel que An+1(wn+1) (wn' v,,) 
ssi (w", 1r3!) If- 'l,V, pour tout r3 E Nomn tel que p(E)(a, r3) 
ssi'l,V E E(r3), pour tout r3 E Nomn tel que p(E)(a, r3) 
ssi DE'l,V E E(a) 
Nous savons que 
f- @E(Dn+\'l,V H DE'l,V), 
ce qui entraîne que 
f- @E@cx(Dn+1'l,V H DE'l,V) 
~ (@E@cxDn+l'l,V H @E@cxDE'l,V) 
donc @E@cxDE'l,V E E ssi @E@cxDn+l'l,V E E. Mais, par (intro), 
f- E 1\ @E<P ~ <P & f- E 1\ <P ~ @E<P, 
donc @cxDE'l,V E E ssi @cxDn+l'l,V E E, c'est-à-dire 
DË'l,V E E(a) ssi Dn+\'l,V E E(a), 
ce qui complète la preuve de ce cas. 
(b) Toutes les idées nécessaires à la démonstration de ce cas se trouvent 
dans la preuve du cas (a) ci-dessus. 
(iv) Si <P est de la forme @f3'l,V, où ~ E Nomm , la preuve n'est pas différente du 
cas simple du chapitre précédent. 
Ce qui complète la preuve. ~ 
Ce qui nous donne enfin: 
Théorème 9.2.10 (Complétude) 
Si F est un ensemble f-con de formules de Form$n1 alors Fest satisfaisable. 
PREUVE. D'après le lemme de Lindenbaum, il existe un ensemble E de formu­
les de L* qui contient F et qui est f-maxcon nommé et collé. Soit ME( e) le 
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modèle canonique de rang n basé sur E. Puisque E est nommé, il existe a E 
Nomn tel que E = E(a). Soit w E N n tel que w = 10.1. M E( e) satisfait F au 
point w. En effet, supposons que tp E FeE. Il s'ensuit que @(a)tp E E, c'est­
à-dire tp E E(a), et donc w 1f- tp par le lemme de vérité. ~ 
9.3 Complétude pour L 
Nous rappelons la définition de l'ensemble 
E(a) = {tp E Form : @(an)tp E E, où n = r( tp)}, 
où a E Nom. Cet ensemble a sensiblement les mêmes propriétés qu'avant: 
Lemme 9.3.1
 
Soit E un ensemble f-maxcon, et soient a, f3 E Nom, ~ E Nommet p E ProPm'
 
Nous avons:
 
(a) Si r( tp) = n, alors tp E E(a) ssi tp E E(an) 
(b) Pour tout m, am E E(a), et E(a) est f-maxcon 
(c) Si ~ E E(a), alors E(a) = E(a_m , ~) 
(d) Si am E E, pour tout m, alors E = E(a) 
(e) Si p E E(a), alors p E E(am, f3m+l) 
Le modèle (général) canonique basé sur E est le modèle ME = < SE' val >, où 
val(p) = {lai E N,(p): @o.P E E}, 
pour tout P E Prop, et 
val( a) = 10.1, 
pour tout a E Nom. 
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Proposition 9.3.2 (Lemme d'existence)
 
Soit E un ensemble f-maxcon nommé et collé, a E Nom, <p E Form et 1 E
 
Nomm+l. Si O,<p E E(a), alors il existe r3m E Nommtel que p,(am, r3m) et <p E
 
E(r3m, a m+ 1).
 
PREUVE. Soit n = r(O,<p). Nous avons que O'1<P E Form::;n et que O,<P E E(an)
 
par la partie (a) du lemme précédent. Par le lemme d'existence (version bor­

née), il existe r3m E Nommtel que p,(am, r3m) et <P E E(r3m, (Ctm+1, ... , Ct,J). Par
 
m+1le lemme précédent, partie (a), ceci entraîne que <p E E(r3m, a ). ~ 
Proposition 9.3.3 (Lemme de vérité) 
Soit E un ensemble f-maxcon nommé et collé, et soit ME le modèle canonique 
basé sur E. Pour toute formule <p E Form, nous avons 
ME' W II- <p ssi <p E E(a) 
où a E Nom est tel que [ami = W m , pour m 2:: o. 
PREUVE. Soit n = r( O,<p) + 1 et soit Gn+l E Nomn+1 tel que e = IGn+ll (Gn+l E 
E). Nous avons que <p E Form::;n_l' et donc: 
ME'
 w II- <p ssi [ME]::;n-l(Wn), wn- l II- <p 
ssi [MELn(Wn+1) , w n II- <p, car la n+1-ième coordonnée n'affecte pas <p 
ssi [MEL/ e), W n II- <p, pour la même raison 
ssi ME(e), wn II- <p, par définition 
ssi <p E E( an), par le lemme de vérité pour L::;n 
ssi <p E E( a), par 9.3.1 (a) 
Ce qui complète la démonstration. ~ 
Ce qui nous donne enfin : 
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Théorème 9.3.4 (Complétude)
 
Si F est un ensemble f-con de formules de Form, alors Fest satisfaisable.
 
PREUVE. D'après le lemme de Lindenbaum, il existe un ensemble E de formu­

les de L* qui contient F et qui est f-maxcon nommé et collé. Soit ME le mo­

dèle basé sur E. Puisque E est nommé, il existe 0. E Nom tel que E = E(o.).
 
Soit W E N tel que w = 10.1. ME satisfait F au point w. En effet, supposons
 
que <p E FeE et soit n = r(<p). Il s'ensuit que @(o.n)<P E E, c'est-à-dire <p E
 
E(o.), et donc w If- <p, par le lemme de vérité. ~
 
Il nous faut enfin montrer les axiomes sont canoniques pour les propriétés
 
qu'ils définissent.
 
Proposition 9.3.5
 
Les axiomes du groupe II sont canoniques pour les propriétés qu'ils définis­

sent.
 
PREUVE. Supposons que (D n) est un axiome de f. Soient 1 E Nomn+l et 0. E
 
Nomn , nous voulons montrer qu'il existe r3 E Nom" tel que p./o., r3). Par (D n),
 
nous avons que f--- D'iT ~ O,T et donc f--- O,T, car f--- O,T. Enfin, par (Nec@),
 
nous avons f--- @o.O,T et donc @o.O'1T E E. Puisque E est collé, il existe r3 E
 
Nom n tel que @o.O,I\r3 1\ @f3T E E, et donc p,(o., r3).
 
Supposons que (Tn) est un axiome de f. Soient '1 E Nomn+1 et 0. E Nom", 
nous voulons montrer que p,(o., o.). Puisque f contient (T,,), f--- 1\0. ~ 0'11\0. et 
donc f--- @o.l\o. ~ @o.O,l\o., par (Nec@), (K@) et (perm-ind). Ainsi, @o.O'1l\o. E E 
par (ref) et (perm-ind). 
Supposons que (B,,) est un aXIOme de f. Soient 1 E Nomn+l et o., r3 E 
Nom,,, nous voulons montrer que p,(o., r3) entraîne Pî(r3, o.). Supposons que 
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@o.o,f) E E. Puisque (B n) est un axiome, nous avons f- @o.Aa ~ @o.0,O,Aa et 
donc O,O,Aa E E(a), par (ref). Nous savons que p,(a, f)) est équivalent à 
V<p(D,<p E E(a) ~ <p E E(f3)) 
donc O,Aa E E(f)) , c'est-à-dire @130 ,Aa E E. 
Supposons que (4n) est un axiome de r. Soient 1 E Nomn+1 et a, f3, v E 
Nomn , nous devons montrer que P, est transitive, c'est-à-dire que p./a, f)) et 
p,(f), v) entraînent que p,(a, v). Par hypothèse, nous avons donc que @o.O,Af) 
E Eet @130,AV E E. Par (bridge), 
f- @o.O,Af) A @130 ,AV ~ @o.O,O,AV 
et par (4n)' (Nec@), (K@) et (perm-ind), 
f- @o.O,O,AV ~ @o.O,AV. 
Ainsi, @"'0"lAV E E. 
Enfin, supposons que (5,,) est un axiome de r. Soient 1 E Nomn+! et a, f), 
v E Nomn , nous devons montrer que P, est euclidienne, c'est-à-dire que p,(a, 
f)) et p,(a, v) entraînent que p,(f), v). Par hypothèse, nous avons que @o.O,Af) 
E E et @",O-!"v E E, et donc @,JO'IAf) A O,AV) E E. Par (5,J, 
f- O,AV ~ D,O,AV 
et donc @",(O,Af) A D,O,AV) E E. Or, 
f- @",(O,Af3 A O,O,AV) ~ @",(O,(Af3 A O,AV)
 
~ @",(O,@130'IAV), par (intro) et (perm-ind) notamment
 
~ @o.@130,AV, par (back) et (perm-ind)
 
~ @130,AV, par agree
 
Ce qui complète la démonstration. ~ 
9.4 Logique de LÀ (sur des structures simples) 
Nous présentons maintenant une axiomatisation de la logique du langage LÀ 
interprété dans des structures simples. 
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Dans un premier temps, nous modifions les axiomes et règles de f s de la ma­
nière suivante: nous remplaçons toute occurrence de 'On' par une occurrence 
de 'Ox' où xE Varn+ll et nous remplaçons l'axiome (insto) par l'axiome 
(inst)J @~(Àx.<p B <p[x/0]) 
où 0 E Nomn+1 et x E Varn+l et où '<p[x/0] ' est la formule obtenue de '<p' en 
substituant cOx' pour 'O~' (uniformément). Dans un deuxième temps, nous 
ajoutons les axiomes et la règle inférentiel1e spécifiques à l'opération 
d'abstraction 'Àx.' suivants: soient ex, 0 E Nom et x, y E Var tels que x 7= y, 
nous posons 
(À-,) Àx.-,<p B -,Àx.<p 
(ÀI\) ÀX.(<p 1\ 'lj;) B Àx.<p 1\ ÀX.'lj; 
(À@) ÀX.@",<p B @o:Àx.<p, si r(x) 7= r(ex) 
(ÀO) ÀX.O~<p B O~Àx.<p, si r(0) 7= r(x) + 1 
ÀX.Dy<p B OyÀx.<p, si r(y) 7= r(x) + 1 
(ind\) Àx.<p B <p, si x ~ jv(<p) 
(Abs) Si f- <p, alors f- Àx.<p 
Dans l'axiome (indJ et la règle (Abs), puisque 'Àx.<p' doit être une formule, il 
est sous-entendu que x ~ bv(<p). 
Nous appellerons ce système logique f \S' La définition d'une dérivation 
reste la même à la différence près que nous rajoutons la règle (Abs) à la liste 
de règles dans (f-2). 
Proposition 9.4.1 
Les axiomes et les règles de f\s sont valides. 
PREUVE. La validité de (instJ et de (À-,) à (ÀO) a déjà été prouvée. En ce 
qui concerne (indJ, nous savons que, si xE Varm n'est pas libre dans <p, 
W, s If- <p ssi w, (s_x, w) If- <p, pour tout w E Wm 
Par conséquent, 
279 Chapitre 9 ~ Logique modale d'ordre supérieur II 
W, s If- \x.1fJ ssi w, (s_x, wm) If- lfJ
 
ssi (s_x, w) If- 1fJ, pour tout W E w'n
 
ssi s If- lfJ
 
Enfin, pour (Abs), soit lfJ tel que 
S If- lfJ 
M, w, s W \x.<p 
où M = < S, val >, W E W et s E Att(S). Mais 
M, w, s W \x.<p ssi M, w, s W \x.<p 
ssi M, w, (s_x' wm) W <p 
Ce qui contredit la validité de <p dans S. ~ 
Les définitions de E(o.) et du modèle canonique restent les mêmes. La preuve 
du lemme de Lindenbaum et celle du lemme d'existence sont identiques, ne 
dépendant pas de '\'. 
Proposition 9.4.2 (Lemme de vérité) 
Soit E un ensemble fÀs-maxcon nommé et collé, et soit ME = < N, A, val> le 
modèle canonique basé sur E. Pour toute formule <p E CFormÀ, nous avons 
ME' w If- <p ssi <p E E(o.) 
où 0. E Nom est tel que Icxml = W m , pour m 2: O. 
PREUVE. La seule étape de la preuve qu'il faut ajouter est celle concernant 
l'opérateur \. Supposons que <p est de la forme \x.'l/J, où 'l/J a au plus une va­
riable libre xE Varm. Puisque 
w If- \x.'l/J ssi w, s If- \x.'l/J
 
ssi w, s If- @(am)\x.'l/J
 
ssi w, s If- @(cxm)'l/J[x/aml
 
ssi w If- @(cxm)'l/J[x/cxml
 
ssi w If- 'l/J[x/cxml
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car 'Ax.'ljJ, 'ljJ[x/aml E CForm).. et \aml = Wm. Or, 'ljJ[x/aml a moins de connecteurs 
que <P, donc par l'hypothèse d'induction, 
w II- 'ljJ[x/aml ssi 'ljJ[x/aml E E(a) 
ssi @(an)'ljJ[x/aml E E 
où n est le rang de 'ljJ[x/am]. Mais une conséquence directe de (instJ est que 
1- @(an)('Ax.'ljJ B 'ljJ[x/amD 
donc, par (K@), @(an)'ljJ[x/aml E E ssi @(an)'Ax.'ljJ E E. D'où l'équivalence re­
cherchée. ~ 
Théorème 9.4.3 (Complétude) 
Si F est un ensemble f)..s-con de formules de CForm, Fest satisfaisable. 
9.5 Logique de L)., (sur des structures générales) 
Nous présentons maintenant une axiomatisation de la logique du langage L).. 
interprété dans des structures générales. 
D'une part, nous modifions les axiomes et règles de f : nous remplaçons toute 
occurrence de '0n+/ par une occurrence de 'Oz' où xE Varn+1, et nous rempla­
çons l'axiome (insto) par l'axiome 
(im;h) @(3('Ax.<p B <p[x/0D 
où 0 E Nomn+! et x E Varm et où '<p[x/01' est la formule obtenue de '<p' en 
substituant 'Oz' pour '0[3" D'autre part, nous ajoutons les axiomes et la règle 
inférentiel1e spécifiques à l'opération d'abstraction ''Ax.' suivants: soient a, 0 
E Nom et x, y E Var tels que x 7: y, nous posons 
('A-.) 'Ax.-.<p B -.'Ax.<p 
('A/\) 'Ax.(<p /\ 'ljJ) B 'Ax.<p /\ 'Ax.'ljJ 
('A@) 'Ax'@c.<P B @c.'Ax.<p, si r(x) 7: r(a) 
('AD) 'Ax.D(3<P B O(3'Ax.<p, si r(0) ~ r(x) 
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ÀX.Dy'P B DyÀx.'P, si r(y) ::; r(x) 
(indJ Àx.'P B 'P, si x tj. fv('P) 
(Abs) Si f- 'P, alors f- Àx.'P 
Dans l'axiome (indJ et la règle (Abs) , puisque 'Àx.'P' doit être une formule, il 
est sous-entendu que x tj. bv('P). 
Nous appellerons ce système logique f)... La définition d'une dérivation 
reste la même à la différence près que nous rajoutons la règle (Abs) à la liste 
de règles dans (f-2). 
Nous avons: 
Proposition 9.5.1 
Les axiomes et les règles de f).. sont valides.
 
Les définitions de E( a.) et du modèle canonique restent les mêmes. Les preu­

ves des trois lemmes cruciaux (Lindenbaum, existence et vérité) se démon­

trent aisément à partir de ce que nous savons déjà.
 
Théorème 9.5.2 (Complétude)
 
Si F est un ensemble f )..-con de formules de CForm, alors Fest satisfaisable.
 
9.6 La logique de L T (sur les structures simples) 
Pour adapter les résultats de complétude au langage L T il faudra d'une part 
traduire les axiomes du groupe II à IV dans le langage Lr, mais il faudra aussi 
ajouter quelques axiomes au groupe III, certains faisant partie de la logique de 
base et d'autres étant des ajouts potentiels. Ensuite, il faudra montrer qu'un 
modèle canonique pour la logique de base est un modèle simple et qu'un mo­
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dèle canonique pour la logique de base + Ax est un modèle ayant la propriété 
que définit Ax. 
Pour l'essentiel, les axiomes et les règles de la logique de L T (sur les structures 
simples) sont les axiomes et les règles de f s dans lesquels on a remplacé uni-
formemen' t 'D' par 'H' ou nH et '0., ' par 'H',ou 'G ' ' avec "1n+l n+l 'G' , E Nomn+1 
(ce qui signifie qu'on remplace '0n+1' par 'Pn+t' ou 'Fn+t' et '0,' par cP,' ou 
'F,'). Donc, l'axiome (Kn) dans LT devient 
(Km) H( <p ~ 'IjJ) ~ (H<p ~ H'IjJ) 
G(<p ~ 'IjJ) ~ (G<p ~ G'IjJ) 
'ou 'H' et 'G' 'ou 'G '. l'axiome (back) devient où 'H = 'Hn+l, = 'Gn+l., ,
 
(bacl<:) P@o.<P ~ @o..<P, où P = Pn+1 ou Pl' et r( o.) = n, rh) = n+1
 
F@o..<p ~ @o.<P, où F = Fn+1 ou F" et r(o.) = n, rh) = n+l 
et la règle (Neco) devient 
(Neco) Si r <p, alors r Hn+1<P et r Gn+l<p 
Les axiomes propres à la logique de base de LT sont (K n) et 
<p ~ GP<p 
<p ~ HF<p 
En plus des axiomes facultatifs (D n), (Tn), (B n), (4n) et (5n), nous avons les 
axiomes 
(arefn) 0. ~ -,Po. , où r(o.) = n 
(tot n ) Po. v 0. v Fo., où r(o.) = n 
(sbifn) PF<p ~ P<p v <p v F<p & FP<p ~ P<p v <p v F<p 
(begn ) PHl.. 
(end,J FGl.. 
(densen) P<p ~ PP<p & F<p ~ FF<p 
La logique de base de L T (ou toute extension de celle-ci) est dénotée par fT'. 
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Proposition 9.6.1 
Les axiomes et les règles de r Ts sont valides. 
PREUVE. Nous avons déjà démontré que les axiomes et les règles de base 
étaient valides dans les structures bidirectionnelles simples, et que les axiomes 
spécifiques étaient valides dans les structures de type correspondant. ~ 
Les démonstrations des lemmes de Lindenbaum, d'existence et de vérité sont 
presqu'identiques, de même que la démonstration du théorème complétude. 
Ainsi, 
Théorème 9.6.2 (Complétude) 
Si F est un ensemble r Ts-con de formules de FormT, alors Fest satisfaisable. 
Il nous reste à démontrer que les axiomes de r Ts sont canoniques pour les pro­
priétés qu'ils définissent. 
Proposition 9.6.3 
Si E est un ensemble r Ts-maxcon nommé et collé, si 1 E Nomm+1 et si a, ~ E 
Nomm, alors @C\P"j~ E E ssi @lJFp E E 
PREUVE. Supposons que @"P,0 E E mais que @lJF,a tI- E. Il s'ensuit que 
-'@lJFp E E et, puisque f- -'@lJFp ~ @[3-,Fp ~ @lJG"j-,a, que @r:lG"j-,a E E. 
Du fait que @c.P"j~ 1\ @lJG,-,a E E, nous en déduisons par (bridge) que 
@oP"jG,-,a E E, et donc -'@o:H..l"ja E E. Par ailleurs, par l'axiome (CV), 
(Nec@) et (K@), nous avons que f- @o:a ~ @o:H"jFp et donc @c.H,F,a E E, ce 
qui est contradictoire. L'autre direction se démontre en utilisant l'autre partie 
de (CV). ~ 
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Proposition 9.6.4 
Les axiomes de r Ts sont canoniques pour les propriétés qu'ils définissent. 
PREUVE. (aref). Soient a E Nomm et "( E Nom"'+ll nous voulons montrer que 
@o.Pp tJ. E. Or, nous savons que f--- @o.a par (ref) et f--- @eta -7 @o.,P1a par 
(arefm) et (Nec@), donc @o.,Pp E E, c'est-à-dire @o.Pp tJ. E. 
(tot). Soient a, ~ E Nom m et "( E Nom m+1 Nous avons que @o.PÎ~ V @o.~ v 
@etFf3 E E et donc p,(~, a) ou a ~m ~ ou p./a, ~). 
(sbif). Soient a, ~, v E Nom", et "( E Nom m+! tels que @vF'1a et @vF,~ E E. 
Il faut montrer que @o.PÎ~' @o.~ ou @~P'1a E E. Supposons le contraire : @o.P,~, 
@o.~ et @ç,P,a tJ. E. Nous avons donc que '@etP,~, ,@~ et ,@(;P,a E E. Par 
(dual) et le fait que @~P'1a E E ssi @o.F,~ E E, nous avons que @et,P,~ 1\ 
@o.-,~ 1\ @o.,F'1~ E E, ce qui revient à @o.,(P,~ v ~ V F,~) E E. Si nous mon­
trons que @o.P'1F,~ E E, nous aurons terminé (car cela entraînera que @o.(PI~ 
V ~ V F'1~) E Epar (sbif)). D'un côté, puisque @vF,a E E, nous avons que 
@o.P,v E E. Puisque @vF'1~ E E, nous avons @o.P'1F'1~ E E par (bridge). D'où le 
résultat. La preuve de l'autre direction est similaire (et utilise l'autre moitié 
de (sbif)). 
(beg). Soient a E Nom m et "( E Nom rn+1. Nous avons que f--- @oE,H'1.1, par 
(beg) et (Nec@), donc @oE'1H'1.1 E E. Puisque E est collé, il existe ~ E Nom m 
tel que @oEî~ E E et @~Hî.1 E E. Mais 
f--- @ç,Hî.1 -7 @~,P'1T
 
-7 @~'PÎv, pour tout v E Nom m
 
Donc, @~P'1v tJ. E, pour tout v E Nom",. 
(end). Preuve similaire à la précédente. 
(dense). Soient Ct, ~ E Nom m et "( E Nom",+! tels que @o.P'1~ E E. Il est une 
conséquence de (dense) et de (Nec~t) que @o:P,P1~ E E. Puisque E est collé, il 
existe v E Nom", tel que @etP'1v et @lIP,~ E E. Même preuve si @o.F.i~ E E. ~ 
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9.7 La logique de LT (sur les structures générales) 
r
La logique r T du langage LT sur les structures cumulatives est à la logique r Ys 
(du langage LTs sur les structures simples) ce que la logique r est à la logique 
s. Pour adapter les résultats de complétude il faut remplacer (back), (brid­
ge), (perm@o), (ind@), (aref), (tot) et (Paste) dans r Ts par les versions suivan­
tes. Soient a, f3 E Nomn et soient ex, ~ E Nom. Nous posons: 
(back) P@a<P ~ @a<P, 
F@a<P ~ @a<P 
(bridge) @aPI\f3 1\ @r3<P ~ @aP<P 
@aFI\f3 1\ @r3<P ~ @aF<p 
(perm@o) @o.Pn+l<P B Pn+1@o.'P & @o.Fn+1<P B Fn+1@a<P, si r(ex) > n+ 1 
@cv.P[3<P B P[3@cv.<P & @cv.F[3<P B F[3@o.'P, si r( ex) ::::: r(~) 
(ind@) @cv.<P B <P, si r(ex) ti rep(<p) 
(aref) I\a ~ --,Pl\a 
(tot) Pl\a v I\a v FI\O/. 
où (P, F) = (Pn+1, FMi) ou (P'i' F), et rh) = n+1. Et nous reformulons (Pas­
te) comme suit: si f3 n'apparaît ni dans <P ni dans e 
(Paste) Si f- @aP'1I\f3 1\ @r3'P ~ e, alors f- @aP'1<P ~ e 
Si f- @aF'1I\f3 1\ @r3<P ~ e, alors f- @aF'1<P ~ e 
Cette logique porte le nom de r y. Nous avons que 
Proposition 9.7.1 
Les axiomes et les règles de r T sont valides. 
PREUVE. Nous avons déjà démontré que les axiomes et les règles de base 
étaient valides dans les structures générales bidirectionnelles, et que les axio­
mes spécifiques étaient valides dans les structures de type correspondant. ~ 
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Les démonstrations des lemmes de Lindenbaum, d'existence et de vérité sont
 
presqu'identiques, de même que la démonstration du théorème complétude.
 
Ainsi,
 
Théorème 9.7.2 (Complétude)
 
Si F est un ensemble r y-con de formules de Form T , il existe un modèle qui
 
satisfait F.
 
Il nous reste à démontrer que les axiomes de r T sont canoniques pour les pro­

priétés qu'ils définissent.
 
Proposition 9.7.3 
Si E est un ensemble r y-maxcon nommé et collé, si 1 E Nomm+! et si o., P E
 
Nomm, alors @o:F'II\P E E ssi @I3F,l\o. E E
 
PREUVE. Supposons que @o:F'iI\P E E mais que @I3F,l\o. (j. E. Il s'ensuit que
 
---'@I3F,l\o. E E et, puisque f- ---'@I3F,l\o. B @13---,F,l\o. B @I3G,---,l\o., que
 
@I3G,---,l\o. E E. Du fait que @o:F,I\P 1\ @I3G,---,l\o. E E, nous en déduisons par
 
(bridge) que @o:F,G,---,l\o. E E, et donc ---,@o:H,F,l\o. E E. Par ailleurs, par
 
l'axiome (CV), (Nec@) et (K@), nous avons que f- @o:l\o. ~ @o:H,F,Ao. et donc
 
@o:H,F,l\o. E E, ce qui est contradictoire. L'autre direction se démontre en
 
utilisant l'autre partie de (CV). ~
 
Proposition 9.7.4
 
Les axiomes de r T sont canoniques pour les propriétés qu'ils définissent.
 
PREUVE. (aref} Soient 0. E Nomm et 1 E Nomm+/l nous voulons montrer que
 
@o:F,l\o. (j. E. Or, nous savons que f- @o:l\o., par (ref) et (perm-ind), et que f­
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@o.l\o. --j- @o.-'P"Il\o., par (arcf) , (Ncc@) et (perm-ind), donc @o.-,P00. E E, 
c'est-à-dire @o.P00. tf- E. 
(tot). Soient o., r3 E Nomm. Nous avons que @o.(PI\r3 v 1\r3 v FI\r3) E E, 
donc @o.PI\r3 ou @o.l\r3 ou @o.FI\r3 E E, c'est-à-dire p,(r3, o.) ou @o:l\r3 ou P'i(o., 
r3) . 
(sbif). Soient o., r3, v E Nomm et "1 E Nomm+1 tels que @vF,l\o. et @vF,I\r3 
E E. Il faut montrer que @o.YII\r3, @o:l\r3 ou @(3P,l\o. E E. Supposons le 
contraire: @o:P0r3, @o:l\r3 et @(3P''1.l\o. tf- E. Nous avons donc que -.@o:P,.I\r3, 
-.@o:l\r3 et -'@(3P,l\o. E E. Par (dual) et le fait que @(3P,l\o. E E ssi @o:F,I\r3 E 
E, nous avons que @o:-,P,.I\r3 1\ @o:-,l\r3 1\ @o:-,F"II\r3 E E, ce qui revient à 
@o:-.(P,.I\r3 v 1\r3 v F,I\r3) E E. Si nous montrons que @O:P"IF,I\r3 E E, nous au­
rons terminé (car cela entraînera que @",(P,I\r3 v 1\r3 v F,I\r3) E Epar (sbif)). 
D'un côté, puisque @vF"Il\o. E E, nous avons que @o:P0v E E. Puisque 
@vF0r3 E E, nous avons @o:P,F"II\r3 E E par (bridge). D'où le résultat. La 
preuve de l'autre direction est similaire (et utilise l'autre moitié de (sbif)). 
(beg). Soient 0. E Nomm et "1 E Nomm+l. Nous avons que f- @oE,H"I.l, par 
(beg) et (Nec@), donc @oE,H,.l E E. Puisque E est collé, il existe r3 E Nomm 
tel que @oE"Il\r3 E E et @(3H,l- E E. Mais 
f- @(3H,.l --j- @(3-.P,T
 
--j- @(3-,P'iI\V, pour tout v E Nomm
 
Donc, @(3P,I\V tf- E, pour tout v E Nomm· 
(end). Preuve similaire à la précédente. 
(dense). Soient o., r3 E Nomm et "1 E Nomm+l tels que @o:P,.I\r3 E E. Il est 
une conséquence de (dense) et de (Nec@) que @O:P'P"II\r3 E E. Puisque E est 
. collé, il existe v E Nomm tel que @o:P,I\V et @vP0r3 E E. Même preuve si 
@o:F,I\r3 E E. ~ 
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Il est aussi possible d'étendre au langage LT et aux sémantiques bidirection­
nelles la notion de portée modale. Les preuves des résultats correspondants 
sont immédiates. 
Chapitre 10 
Le temps du possible 
The future is something which everyone reaches at the rate of 
60 minutes an hour, whatever he does, whoever he is. 
C. S. Lewis 
Le thème principale derrière le formalisme développé aux chapitres précé­
dents, nous le rappelons, est que la modalité se comprend parfois non seule­
ment comme une quantification sur des mondes possibles mais aussi comme 
une quantification sur d'autres entités « possibles », notamment des relations 
d'accessibilité. Nous voulons illustrer dans ce chapitre comment cette idée est 
à l'œuvre dans un certain formalisme mis sur pied par Prior, et développé 
subséquemment par Burgess (1978), Kamp (1979), et Thomason (1984,2002). 
Prior propose ce formalisme dans le cadre d'une analyse sur le temps et le 
déterminisme (Prior 1967 : Ch. VII) qui met en évidence l'interaction entre 
les modalités de possibilité et de temporalité. Nous verrons comment cela 
nous mène naturellement aux structures relationnelles d'ordre supérieur et 
nous présenterons une manière de traduire les analyses de Burgess et de 
Thomason en termes de SROS. 
10.1 La possibilité temporalisée 
L'idée que la possibilité est intrinsèquement liée au temps est ancrée dans no­
tre conception courante de la temporalité. Nous concevons le passé comme 
inaltérable et le futur comme indéterminé et porteur de possibilités, 
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l'existence de la liberté ou du libre choix étant conditionnelle à l'existence non 
pas d'un seul futur mais de plusieurs. La possibilité - d'une chose, d'un évé­
nement ou d'une proposition - dépend toujours du temps, car ce qui est pos­
sible à un instant ne l'est plus forcément à l'instant suivant. 
Malgré le lien serré que la conception courante entretient entre temporali­
té et possibilité, la conception formelle de la possibilité, au moment où Prior 
écrit, est curieusement dénuée de toute référence au temps. La conception 
formelle en question est celle due à Kripke (1963), qui exprime la possibilité 
en termes de mondes possibles intemporelles et qui remonte vraisemblable­
ment à Leibniz: un énoncé 'p' est possible si et seulement si il existe un 
« monde possible» où 'p' est vrai (et il est nécessaire si et seulement si il est 
vraie à tous les mondes possibles). La conception kripkéenne/leibnizienne de 
la possibilité est clairement intemporelle en ce sens qu'elle s'applique exclusi­
vement à des énoncés intemporels, un énoncé temporel étant un énoncé dont 
la valeur de vérité ne dépend pas du moment de son évaluation. Malheureu­
sement (c'est-à-dire malheureusement pour la conception kripkéenne), la plu­
part des énoncés sont temporels soit parce qu'une expression indexicale tem­
porelle y figure soit parce qu'un temps est implicite à son énoncia­
tion/évaluation. Par exemple, les énoncés 
(1.1) übama gère une crise 
(1.2) übama est en réunion aujourd'hui 
sont tous les deux temporels: le deuxième pour des raisons évidentes (parce 
que l'expression « aujourd'hui» est temporellement indexicale), et le premier, 
par notre façon de comprendre la nature d'une action comme « gérer une cri­
se » (une crise étant un événement que l'on gère pendant un temps déterminé 
précisé par le contexte d'énonciation). Par contre, l'énoncé 
(1.3) Sarah Palin est la Présidente des USA en date du 22 avril 2010 
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est intemporel (et heureusement faux), non pas parce qu'aucune référence au 
temps n'y est faite, mais parce que sa valeur de vérité ne dépend pas du mo­
ment d'énonciation. 
L'approche de Kripke peut être modifiée pour hnterprétation des énoncés 
temporels, mais elle rencontre des difficultés importantes lorsque nous cher­
chons à l'adapter pour interpréter des énoncés qui sont à la fois temporels et 
aléthiques. Voyons pourquoi. Si nous nous limitons seulement aux énoncés 
temporels, nous pouvons concevoir les mondes possibles comme des mondes­
instants et la relation d'accessibilité comme une relation qui ordonne tempo­
rellement ces mondes-instants. De cette manière, des expressions modales 
temporelles comme « demain», « dans le passé», « prochainement», etc. 
pourront être comprises à la kripkéenne sans problèmes. Cependant, les énon­
cés suivants: 
(1.5) John McCain aurait pu être le Président des USA, ou 
(1.6) Les Républicains remporteront peut-être les élections de mi-mandat, 
dans lesquels figurent des expressions modales temporelles et aléthiques, ne 
pourront pas être interprétées de cette manière. Si nous interprétons ces ex­
pressions sur un ensemble commun de mondes possibles, nous nous retrouvons 
avec des « mondes» qui représentent à la fois des histoires complètes et à la 
fois des tranches (ou instances) d'histoires complètes, deux catégories d'entités 
complètement disjointes (une tranche temporelle d'histoire étant toujours une 
partie stricte d'une histoire). Par exemple, si nous rendons les modalités ex­
plicites dans (1.5) et si nous les interprétons de manière usuelle (par une 
quantification sur des mondes), nous obtenons 
(1. 7) À un certain moment du passé m-, il existe un monde possible w où 
John McCain est le Président des USA à un moment futur m+ 
Le problème vient donc du fait que m- et m+ soient conceptuellement des ins­
tants faisant partie de w, des entités dépendant de w, et non pas des mondes 
à part entière. Le monde w ne précise pas seulement les événements avoisi­
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nant l'instant où John McCain remporte l'élection, mais tous les événements 
présents, passés ou futurs; m- et m+ sont des moments passé et futur relati­
vement à w. Par conséquent, pour être à la hauteur de la tâche, une sémanti­
que relationnelle exprimée en termes de quantification sur des mondes devra, 
d'une part, distinguer le monde-instant du monde et, d'autre part, traduire la 
dépendance entre deux. C'est ce que la sémantique proposée par Prior permet, 
et que la sémantique kripkéenne ne permet pas. 
10.2 L'inaltérabilité du passé et le déterminisme 
Prior présente cette nouvelle sémantique comme étant l'aboutissement de
 
l'analyse d'une vieille énigme philosophique concernant l'inaltérabilité du pas­

sé et le déterminisme. On a depuis longtemps observé que l'inaltérabilité du
 
passé, le principe selon lequel
 
(RN) 'P ~ D'P, si 'P est un énoncé portant sur le passé (ou le présent),
 
qui à première vue est difficilement contestable, pouvait entraîner - sous cer­

taines hypothèses - le déterminisme, c'est-à-dire le principe:
 
(Dét) 'P ~ D<p, pour tout énoncé 'P.
 
Les arguments démontrant cette implication se ressemblent dans les grandes
 
lignes, et le premier que Prior expose et décortique est celui de Jonathan Ed­

wards (1764).
 
Edwards rencontre cette question dans le cadre d'une discussion sur la 
compatibilité du libre arbitre avec la prescience divine. Quatre prémisses peu­
vent être extirpées de son argument et elles ne concernent que quelques pro­
priétés élémentaires de la prescience divine et de la nécessité: 
(1) Premièrement, si un énoncé concernant le passé, ou le présent immé­
diat, est vrai (resp. faux) alors il est nécessairement vrai (resp. faux), autre­
ment dit (RN). 
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(II) Deuxièmement, Dieu connaît la valeur de vérité de tout énoncé - pré­
sent, passé ou futur - et ce, depuis toujours; en particulier, étant donné un 
énoncé concernant le futur, il sait si cet énoncé est vrai ou faux, actuellement 
comme dans le passé. 
(III) Troisièmement, et ce principe est de nature purement « modale», si 
une implication est nécessairement vraie, et si l'antécédent de cette implica­
tion est nécessairement vrai, alors le conséquent de cette implication est né­
cessairement vrai. 
(IV) Quatrièmement et dernièrement, il est nécessairement le cas que la 
connaissance implique la vérité. 
Ces prémisses sont mises à profit de la manière suivante. Soit p un énoncé 
temporel. La prescience divine entraîne que 
(2.1)
 Si p dans le futur, alors Dieu sait que p dans le futur; et si Dieu sait 
que (non-(p dans le futur)) alors Dieu sait que non-(p dans le futur). 
Mais la proposition (2.1) concerne le présent, car elle concerne la connaissance 
actuelle de Dieu (voire sa connaissance passée aussi), donc par la première 
prémisse, nous avons 
(2.2)
 Si Dieu sait que (p dans le futur), alors nécessairement-(Dieu sait que 
(p dans le futur)) i et si non-(p dans le futur), alors nécessairement­
(Dieu sait que non-(p dans le futur)) 
Par ailleurs, les troisième et quatrième prémisses impliquent: 
(2.3)
 Si nécessairement-(Dieu sait que p dans le futur), alors nécessaire­
ment-(p dans le futur); et si nécessairement-(Dieu sait que non-(p 
dans le futur)), alors nécessairement-(non-(p dans le futur)) 
En combinant (2.1), (2.2) et (2.3), nous arrivons à 
(2.4)
 Si p dans le futur, alors nécessairement-(p dans le futur); et si non-(p 
dans le futur), alors nécessairement-non-(p dans le futur) 
Puisque le tiers exclu s'applique à 'p dans le futur', nous avons 
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(2.5)
 nécessairement-(p dans le futur) ou nécessairement-non-(p dans le 
futur) 
L'énoncé p étant arbitraire, l'argument démontre que tout énoncé (temporel) 
est nécessairement vrai ou nécessairement faux. 
Abandonner l'hypothèse d'un Dieu omniscient ne nous permettra pas 
d'éviter la conclusion de l'argument; il se trouve en effet que la prescience 
divine n 'y figure pas de manière essentielle. En s'inspirant de Cicéron (cf. De 
fato) et de Pierre de Rivo (Baudry 1950), Prior remplace les deuxième et qua­
trième prémisses par les prémisses séculières suivantes: d'une part, la valeur 
de vérité de tout énoncé, concernant le présent, le passé ou le futur, est pré­
sentement déterminée; et d'autre part, il est nécessairement vrai que si 
l'énoncé 'lp' est vrai, alors lp. L'argument prend alors la forme suivante: si p 
est un énoncé temporel quelconque, la deuxième prémisse nous assure que 
(3.1) L'énoncé 'p dans le futur' est présentement vrai ou faux 
Puisque l'énoncé 'p dans le futur' est vrai ou faux présentement, nous avons 
par la première prémisse que 
(3.2)
 Si 'p dans le futur' est vrai (resp. faux), alors nécessairement-Cp dans 
le futur' est vrai (resp. faux)) 
Nous déduisons de (3.2), de la troisième prémisse et de nouvelle quatrième 
prémisse que 
(3.3)
 Si 'p dans le futur' est vrai, alors nécessairement-(p dans le futur); et 
si 'p dans le futur' est faux, alors nécessairement-non-(p dans le fu­
tur) 
Si la loi du tiers-exclu est valide pour le prédicat de vérité, nous obtenons: 
(3.4)
 Nécessairement-(p dans le futur) ou nécessairement-non-(p dans le 
futur) 
Et donc le futur est déterminé. 
La conclusion des arguments précédents n'est pas la faute d'une erreur de 
déduction, ils se traduisent aisément dans un langage formel. Si 'D'est la mo­
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(P2
dalité de nécessité métaphysique, et si 'K' est la modalité épistémique repré­

sentant la connaissance divine, alors les prémisses du premier argument pren­

nent la forme:
 
(Pl) rp ----* Drp, où rp est une proposition concernant le présent ou le passé
 
(P2) rp ----* Krp, pour toute proposition rp
 
(P3) D(rp ----* 1/J) ----* (Drp ----* D1/J), pour toutes propositions rp et 1/J
 
(P4) D(Krp ----* rp)
 
Par ailleurs, si 'TI" signifie « est vrai », alors les prémisses modifiées du
 
deuxième argument sont :
 
1) rp ----* Tr( rp)
 
(P4') D(Tr(rp) ----* rp)
 
L'argument d'Edwards se traduit par
 
l. Fp hypothèse 
2. KFp par (P2) (1) 
3. DKFp par (Pl) (1) 
4. DKrp ----* Drp par (P3) et (P4) (1) 
5. DFp par 3 et 4 (1) 
6. Fp ----* DFp par 1-5 
Quant à l'argument de de Rivo, il se traduit par: 
l. Fp hypothètie 
2. Tr(Fp) par (P2') (1) 
3. DTr(Fp) par (Pl) (1) 
4. DTr( rp) ----* Drp par (P3) et (P4') (1) 
5. DFp par 3 et 4 (1) 
6. Fp ----* DFp par 1-5 
Dans les deux cas, nous arrivons à la même conclusion, notamment que le 
futur est déterminé. 
Prior transcrit formellement un argument légèrement différent de ceux 
dont il discute et que nous venons d'exposer plus haut, un argument qui évite 
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soigneusement la connaissance providentielle ou le prédicat de vérité. Le lan­
gage qu'il choisit pour cette tâche est doté des modalités 'P(n)' et 'F(n)', pour 
tout n E N, qui ont les significations informelles suivantes: 
P(n)<p ssi <p il yan unités de temps 
F( n)<p ssi <p dans n unités de temps 
Si l'unité de temps est un jour, 'P(l)<p' et 'F(l)<p' signifient donc respective­
ment « demain, <p » et « hier, <p ». Au lieu de représenter (RN) par la pré­
misse (PI)58, comme nous l'avons fait plus haut, il choisit plutôt 
(Pl') P( m)<p ~ DP( m)<p, pour tout m 2: a et pour tout <p 
Dans (Pl'), toute instance est permise (et pas seulement des instances de for­
mules portant sur le passé). Son argument repose par ailleurs sur la troisième 
prémisse (P3), adaptée ce langage bien sûr, et sur les prémisses suivantes: 
(P5) F(n)<p ~ P(m)F(m+n)<p 
(P6) D(P(m)F(m+n)<p ~ F(n)<p) 
qui traduisent simplement le comportement des intervalles de temps (par 
exemple, le fait que le surlendemain d'hier est le demain d'aujourd'hui). Voici 
donc la façon dont Prior expose formellement la réduction de (RN) à (Dét) : 
1. P(m)F(m+ n)cp ~ DP(m)F(m+ n)<p par (Pl') 
2. F(n)<p ~ P(m)F(m+ n)<p par (P5) 
3. F( n)<p ~ DP(m)F( m + n)<p par l et 2 
4. D(P(m)F(m+n)<p~ F(n)<p) par (P6) 
5. DP(m)F(m+ n)<p ~ DF(n)<p par 4 et (P3) 
6. F(n)<p ~ DF(n)<p par 3 et 5 
L'idée derrière cette dérivation est simple: si <p dans n jours, alors présente­
ment <p dans n jours, et il y a m jours, <p dans m + n jours (remplacer 'cp' par 
un énoncé comme « Il pleuvra» ou « La fin du monde arrivera» par exem­
ple), toute vérité du futur devient ainsi ipso facto une vérité du passé. 
58 En remplaçant les modalités 'P' et 'F' par 'P(n)' et 'F(n)' bien sOr. 
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Une stratégie pour sortir de cette impasse, qui s'inspire de considérations 
de Guillaume d'Ockham, est décrite par Prior comme suit: 
the principle that what has been cannot now not have been only applies to 
past-tense propositions which are not equivalent to future-tense ones (in the 
way in which 'It was the case yesterday that it would be the case two days 
later that I-am-smoking is equivalent to 'H will be the case tomorrow that l 
am smoking') (Prior 1967 : 121) 
(RN), ou (Pl), ne doit être appliqué ni à des formules concernant le futur ni à 
des formules concernant le passé qui sont équivalentes à des formules concer­
nant le futur, notamment la formule 'P(m)F(m+n)<p' de l'argument de Prior 
qui concerne à première vue le passé mais qui est équivalente à la formule 
'F(n)<p' concernant le futur. Prior choisira de formuler cette contrainte comme 
suit: (RN), ou (Pl), est vrai pour toute formule <p dans laquelle ne figure au­
cune expression de la forme' F( n)'. 
C'est une chose de poser une contrainte et c'en est une autre de la rendre 
intelligible. Il est vrai que la contrainte n'est pas sans attrait intuitif. Les 
substitutions déterminantes dans (RN) pour obtenir (Dét) avaient toutes un 
air illégitime, en ce sens qu'elles contournaient subtilement la contrainte déjà 
présente sur (RN). Mais il y a une difficulté concernant la possibilité et la 
temporalité à laquelle cette contrainte ne semble pas répondre, et c'est de ren­
dre compatibles, d'une part, l'intuition de linéarité temporelle que présuppo­
sent les opérations « demain», « hier», « dans le futur», etc. (et que pré­
supposent a fortiori les modalités 'P(m)' et 'F(m)') et, d'autre part, l'intuition 
de bifurcation temporelle (vers le futur) que présuppose l'opération de possibi­
lité dans une conception non-déterministe du futur. La linéarité du temps ga­
rantit une valeur de vérité déterminée à un énoncé comme « La fusée décolle­
ra dans dix secondes », sans quoi il faudrait préciser par rapport à quel futur 
la fusée décollera dans dix secondes; tandis que la bifurcation (potentielle) du 
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cours du temps rend intelligible un énoncé comme « La fusée pourrait ne pas 
décoller à la fin du décompte (dans dix secondes) », sans quoi le décollage de 
la fU::iée dans dix secondes serait inéluctable. Cette difficulté est au cœur de la 
dérivation du paradoxe plus haut: la linéarité nécessaire à l'inaltérabilité du 
passé se transposait au futur entraînant le déterminisme. Un compromis devra 
être trouvé afin que puissent s'épanouir ces deux intuitions et ce compromis 
est le suivant: l'évaluation d'une formule se fait par rapport à un temps et 
une histoire, c'est-à-dire un parcours linéaire d'instants possibles. Les opéra­
tions « demain », « hier », « dans le futur », etc. seront évaluées à un ins­
tant et par rapport à une histoire donnée, et les opérations « possiblement» 
et « nécessairement » seront évaluées en quantifiant sur les histoires « acces­
sibles » depuis l'instant en question. 
Ce que nous décrivons dans les grandes lignes est l'idée derrière la séman­
tique de Prior basée sur la notion de modèle ockhamiste : 
we may define an ockhamist model as a line without a beginning or end 
which may break up into branches as it moves from left to right (i.e. from 
past ta future), though not the other way; sa that from any point on it there 
is only one route ta the left (into the past) but possibly a number of alterna­
tive routes ta the right (into the future). (Prior 1967 : 126) 
La structure sous-jacente à un modèle ockhamiste proposé par Prior est un 
arbre: la bifurcation à droite représente les possibilités à venir, et la non­
bifurcation à gauche représente le fait que le passé est inaltérable. Plus préci­
sément, un arbre T est défini comme un ensemble T muni d'une relation '---<' 
antiréflexive et transitive telle que, pour tout t E T, sa restriction aux prédé­
cesseurs de t est une relation linéaire, c'est-à-dire que l'ensemble 
{x ET: x <. t} 
est ordonné linéairement par '---<' pour tout t E T (la relation <. est définie 
comme: X <. y ssi x ---< y ou x = y). Dans un arbre, il n'y a qu'un seul chemin 
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pour aller de droite à gauche mais (en principe) une multitude de chemins 
pour aller de gauche à droite. Chaque chemin de gauche à droite représente 
un déroulement possible du temps, ce qui nous amène à définir plus précisé­
ment une histoire de T comme un chemin de longueur maximale, l'ensemble 
de toutes les histoires de T étant dénoté par H(T). Si h et 9 E H(T) sont des 
histoires, nous écrirons h ~t 9 quand elles partagent le même passé jusqu'à t, 
c'est-à-dire h ~t 9 ssi 
{s Eh: s ~ t} = {s E 9 : s ~ t} 
Cette relation nous aidera à interpréter la modalité métaphysique. 
Prior émet un certain nombre de prescriptions (1967: 126) concernant 
l'interprétation des formules temporelles et aléthiques dans ces modèles. Tout 
d'abord, un modèle M basé sur un arbre T est la donnée d'une paire < T, 
val> où val: Prop ~ p( T) est une fonction qui attribue un sous-ensemble de 
T à chaque variable propositionnelle, val(p) étant l'ensemble des points où p 
est vraie. Ensuite, l'évaluation d'une formule zp se fait à un point t E T et par 
rapport à une histoire h E H; en particulier, une modalité temporelle ne peut 
être comprise que dans le contexte d'une histoire. Enfin, les clauses sémanti­
ques pour les modalités sont données par: 
(t, h) If- Pzp ssi il existe s E h tel que s --< t et (s, h) If- zp 
(t, h) If- Fzp ssi il existe:; E h tel que t --< s et (s, h) If- zp 
(t, h) If- Dzp ssi (t, g) If- zp, pour toute histoire 9 E H telle que h ~t 9 
Autrement dit: 'Pzp' est vrai au point (t, h) si et seulement si zp à un instant 
antérieur à t selon h; 'Fzp' est vrai au point (t, h) si et seulement si zp à un 
instant ultérieur à t selon h; et 'Dzp' est vrai au point (t, h) si et seulement si 
zp à l'instant t selon toute histoire 9 accessible depuis h. 
Si zp est une form ule dans laquelle ne figure pas la modalité'F', nous nous 
attendons à ce que (RN) soit vrai de zp. Vérifions-le pour une variable propo­
sitionnelle 'p' : 
(t, h) If- DPp ssi Vg E H[ h ~t 9 ~ (t, g) If- Pp] 
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Figure 10.2.1 - Un modèle ockhamiste 
ssi 'II9 E H [ h ~t 9 =? 3s E 9 [ s -< t & (s, g) II- p] 
ssi 'IIg E H[ h ~t 9 =? 3s E 9 [s -< t & sE val(p)] 
Si (t, h) II- Pp, c'est qu'il existe s E h tel que s -< t et s E val(p). D'autre part, 
pour toute histoire 9 équivalente à h jusqu'à t, s E h ssi s E g. Ainsi, 
(t, h) II- Pp 
entraîne que (t, h) II- DPp. 
La figure 10.2.1 représente un arbre T. Les quadruplets 
hl = (tl ) 1;, YI' Zl) 
h2 = (tu 1;, Yu Z2) 
h3 = (tl' 1;, Yl' Z3) 
h4 = (tl' 1;, Yz, Z4) 
hs = (tl' 1;, Yz, zs) 
sont les branches de longueur maximale de T, et constituent donc les histoires 
de T. Les histoires ~ et hz ont des passés identiques jusqu'à Yll mais I~ et h4 
ont seulement des passés équivalents jusqu'à Xl' La valeur de vérité dépend à 
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la fois d'un instant et d'une histoire. Par exemple, si la proposition p est vraie 
seulement au point Z2' alors par les clauses sémantiques décrites ci-dessus 
(t l , 17,2) If- Fp, 
car il existe un instant ultérieur à t j dans l'histoire ~ où la proposition pest 
vraie. Par contre, 
(wj , hl) .fIL Fp, 
car le seul point où p est vraie n'est pas un instant ultérieur à t j selon 
l'histoire hl' Supposons que la proposition q est vraie seulement aux points Zl' 
Z2 et ZJ' Nous avons alors, encore par les clauses, que 
(Yj, hj) If- DFq 
car pour toute histoire h dont le passé est identique à celui de ~ jusqu'à Yl' 
(Yj, h) If- Fq. Toutefois, 
(Xl' ~) .fIL DFq 
car q n'est vraie dans aucun instant après xj selon h5 , et hs a un passé identi­
que à celui de ~ jusqu'à Xl' 
10.3 Les structures de Kamp et de Burgess 
Prior trace les grandes lignes d'une interprétation ockhamiste de la temporali­
té et de la possibilité, mais omet de poursuivre une analyse plus approfondie 
de celle-ci. Kamp (1968) propose une formalisation des idées de Prior en défi­
nissant ce que Thomason (1984) nommera un modèle de Kamp. Il propose une 
axiomatisation pour la notion de validité correspondante mais réalise plus 
tard qu'elle est incomplète. Thomason (1984) donne d'autres exemples de 
formules valides qui échappent à cette axiomatisation. Burgess (19'79) affirma 
que la notion de validité des structures de Kamp était essentiellement du 
premier ordre, donnant ainsi une indication à suivre pour son axiomatisation, 
mais cette affirmation fut remise en question par Kripke et Burgess n'a jamais 
fourni de justification supplémentaire pour la défendre. Zanardo (1985) donne, 
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pour la première fois, une preuve de complétude pour cette notion de validité. 
Par la suite, Gabbay (dans Gabbay, Hodkinson & Reynolds 1994) donne aussi 
une preuve de complétude se basant sur une règle d'irréflexivité, qu'il avait 
déjà introduite dans Gabbay (1981). Le but de cette section est d'exposer en 
détail les approches de Kamp et de Burgess, en s'inspirant notamment de Za­
nardo (1996). 
Commençons par l'approche de Burgess. Nous avons précisé plus haut 
qu'un arbre T est un ensemble T muni d'une relation -< c Tx T antiréflexive 
et transitive telle que, pour chaque t E T, la restriction de -< à l'ensemble des 
prédécesseurs de t (incluant t) est une relation linéaire, c'est-à-dire l'ensemble 
{x ET: x ~ t} 
est ordonné linéairement par '-<' pour tout t E T. Pour chaque t E T, une t­
branche est un sous-ensemble linéairement ordonné maximal de 
{XET:t~x}; 
une branche b est une t-branche pour un certain t E T; son point initial test 
dénoté par lb; et l'ensemble de toutes les branches sur l'arbre Test B(T). 
Comme auparavant, un sous-ensemble linéairement ordonné maximal de Test 
une histoire (un chemin de longueur maximale), et l'ensemble des histoires sur 
Test H(T). La linéarité à gauche de -< assure que toute branche b détermine 
une unique histoire hb = b U {x ET: x -< lb}' 
Le langage Lp que nous considérerons est constitué des modalités' P', 'F' 
et '0' et des variables propositionnelles p E Prop. Si valr : Prop ~ p(B(T)) 
est une valuation pour Prop, les clauses sémantiques sont données par: 
b II-- p ssi b E valr(p) 
b II-- -,<p ssi b J1L <p 
b II-- <p /\ 'ljJ ssi b II-- <p et b II-- 'ljJ 
b II-- P<p ssi :la E B(T) tel que b ç a & a II-- <p 
b II-- F<p ssi :la E B(T) tel que a ç b & a II-- <p 
b II-- O<p ssi :la E B(T) tel que {, = lb & a II-- <p 
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Ces clauses permettent d'attribuer un sous-ensemble de B(T) à toute formule 
de Lp . Étant donné qu'une branche b détermine une paire (lb' hb) E Tx H(T) 
de manière unique, et qu'une paire (t, 17,) E Tx H(T) détermine une branche 
de manière unique (la branche b = {x Eh: t :;< x}), nous pouvons définir la 
sémantique par rapport à ces paires. Les clauses sémantiques deviennent 
alors: 
(t, 17,) II- ?'P ssi ::ls E 17, tel que s --< t & (s, 17,) II- 'P 
(t, 17,) II- F'P ssi ::ls E 17, tel que t --< s & (s, 17,) II- 'P 
(t, 17,) II- O'P ssi ::lg E H(T) tel que t E 9 & (t, g) II- 'P 
Cette présentation a l'avantage de faire valoir la particularité de la modalité 
aléthique vis-à-vis les modalités temporelles: les dernières quantifient sur des 
moments appartenant à l'histoire 17, (qui est fiXée) et la première quantifie sur 
les histoires 9 qui partagent le même passé avec 17, (avant t inclusivement). 
On remarquera que B(T) comprend toutes les branches sur T, ce qui don­
ne à cette sémantique des allures de logique du deuxième ordre. Pour éviter 
les conséquences que cela pourrait comporter, Burgess s'inspire d'une stratégie 
introduite par Henkin pour traduire une partie de la logique du deuxième or­
dre dans la logique du premier ordre. Il définit un fagot (bundle en anglais) ou 
une structure de Burgess comme une paire < T, B >, où T est une structure 
arborescente et où B c B(T) satisfait les conditions 
(B 1) Si b E B et si a c b ou b c a, alors a E B 
(B2) Pour tout t E T, il existe une branche b E B passant par t 
La première condition est une condition de clôture sur les passés et les futurs: 
si a ç b, a est un passé par rapport à b, si b ç a, a est un futur par rapport à 
b. La deuxième condition garantie qu'aucun temps (ou qu'aucun instant) n'est 
historiquement isolé. La structure arborescente conventionnelle, ou pleine, est 
celle pour laquelle B = B(T), donc une structure de Burgess est clairement 
une généralisation de celle-ci. Un modèle de Burgess est une structure de Bur­
gess munie d'une valuation vain qui respecte la condition: 
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(B3) valn(p) C B
 
L'ensemble B précise donc les extensions admissibles pour les variables propo­

sitionnelles. Les clauses sémantiques pour les modalités doivent refléter ces
 
modifications :
 
b If- Pcp ssi 3a E B tel que b ç a & a If- cp
 
b 1f- Fcp ssi 3a E B tel que a ç b & a 1f- cp
 
b I~ Ocp ssi 3a E B tel que fa = f b & a If- cp
 
Si nous définissons l'ensemble des histoires de B par 
H(B) = {hE H(T): 3aE B tel que aC h}, 
les points d'évaluations peuvent être vus comme des couples (t, h) E TxH(B), 
et les clauses deviennent alors 
(t, h) If- Pcp ssi 3s E h tel que s -< t & (s, h) If- cp
 
(t, h) If- Fcp ssi 3s E h tel que t -< s & (s, h) If- cp
 
(t, h) If- Ocp ssi 3g E H(B) tel que t E 9 & (t, g) If- cp
 
Il est facile de voir que l'extension d'une formule est toujours un sous­
ensemble de B (ou de TxH(B)). 
La sémantique de Kamp diffère de celle de Burgess et s'apparente davan­
tage à celle de Prior. Thomason définit une structure de Kamp comme un tri­
plet K = < T, W, ~ > tel que: 
(Ki) Test une fonction sur W telle que 7(w) = < Ttu , -<tu >, où Tw est un 
ensemble ordonné par une relation linéaire stricte -<tu; 
et ~ est une relation sur l'ensemble 
{(w, v, t) E Wx Wx(UwEwTtu ) : tE Tw n Tv} 
satisfaisant 
(K2) ~t est une relation d'équivalence sur Wt = {w E W: tE Tw} 
(K3) Si w ~t v, alors {s E Tw : s -<tu t} = {s E Tv: s -<v t} 
(K4) Si w ~t v, alors w ~s v, pour tout S -<tu t 
On peut comprendre chaque élément de w E W comme une histoire, laquelle 
est précisée par la fonction T L'ensemble Wo pour tout t E T = UwnvTw, est 
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l'ensemble des histoires w passant par t. Si w ~t v, c'est que w et v passent 
tous les deux par l'instant t et, en vertu de (K3) et (K4), partagent la même 
histoire avant t. Dans ce qui suivra, T = UwEwTw' 
Si deux histoires w et v sont équivalentes à l'instant t, ceCI entraîne 
qu'elles sont isomorphes jusqu'à t : 
Proposition 10.3.1 
Si W ~t v, alors pour tous r, s ~w t 
r -<w s Ç:? r -<u S, 
PREUVE. Supposons le contraire: il existe s, Si ~w t tels que s -<w s' mais Si -<v 
s.
 Si s -<w Si, alors 
s'5i{rE Tw: r-<ws}, 
et si s' -<v s alors 
s'E {rE Tv: r-<vs}. 
Mais, par la condition (K4), puisque s ~w t, nous avons que w ~s v, ce qui 
implique, par (K3), que 
{rE Tw: r-<ws} = {rE Tv: r-<vs}. 
Contradiction. ~ 
Un modèle de Kamp est défini comme une structure de Kamp munie d'une
 
fonction de valuation valK : Prop ---+ p( Tx W) qui respecte la condition:
 
(K5) w ~t v=?l (t, w) E va4<,(p) ssi (t, v) E va4«p)]
 
L'évaluation d'une formule de Lp dans un modèle de Kamp se fait à une paire
 
(t, w), les clauses sémantiques principales sont adaptées comme suit:
 
(t, w) If- Pep ssi :Js E Tw tel que s -<w t & (s, w) If- ep
 
(t, w) If- Pep ssi:Js E Tw tel que t -<w s & (s, w) If- ep
 
(t, w) If- Ocp ssi :Jv E W tel que w ~t v & (t, v) If- ep
 
Toute formule reçoit donc une extension dans Tx W. 
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10.4 Relation entre les structures de Kamp et de Burgess 
Nous démontrons maintenant certaines ressemblances entre les structures de 
Kamp et de Burgess (dont certains sont énoncés dans Zanardo 1996). Toute 
structure de Burgess peut être convertie en une structure de Kamp, et la réci­
proque est vraie sous certaines conditions. Les deux classes de structures au­
ront donc sensiblement la même logique. 
Commençons par montrer qu'une structure de Kamp est transformable en 
structure de Burgess. Une structure de Kamp doit cependant satisfaire une 
certaine condition de maximalité pour que cette transformation soit possible. 
En effet, dans une structure de Kamp, rien n'empêche une histoire d'être le 
prolongement d'une autre: qu'il existe des histoires wet v telles que 
(i) Tw C Tv 
(ii) w ~s v, pour tout s E Tw 
(iii) ::Jt E Tv tel que s -<v t, pout tout s E Tw 
Cette situation est impossible dans une structure de Burgess simplement par 
la définition d'une histoire comme chemin de longueur maximale dans l'arbre 
(un chemin de longueur maximale ne peut pas être prolongé). Il faut donc se 
limiter aux structures de Kamp pour lesquelles il n'y a pas de tels prolonge­
ments. Cette contrainte peut se capturer comme suit: 
(Max) 'lit E Tw [w ~t v] ssi 'lit E Tv [w ~t v] 
Sous cette condition, il est possible de traduire la satisfaction dans un type de 
modèle en la satisfaction dans l'autre type. 
La transformation d'une structure de Kamp K = < T, W, ~ > en une 
structure de Burgess repose sur la définition d'une certaine relation 
d'équivalence. Posons d'abord 
D(K) = {(t, w) E Tx W: tE Tw}, 
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l'ensemble des couples (moment, histoire) « admissibles» de K, et définissons 
la relation sur les éléments de D(K)rv 
(s, v) (t, w) ssi s = t et v ~t w.rv 
(Rappelons au passage que T = UwEwTw)' Autrement dit, deux paires (s, v) et 
(t, w) de D(K) sont en relation selon ssi elles ont le même instant présentrv 
(s = t) et les passés selon w et v à partir de t (= s) sont équivalents. Il est 
assez clair que "-' est une relation d'équivalence. Posons alors T(K) = 
D(K)j"-,, l'ensemble des classes d'équivalences de D(K) modulo "-'. Nous vou­
lons faire de T(K) un arbre. Pour ce faire, nous définissons un ordre ----< sur 
T(K) induit par les ordres ----<w comme suit: 
I(s, v)1 ----< I(t, w)1 ssi v ~s w & s ----<w t 
Il faut montrer que cette relation est bien définie et qu'elle fait de T(K) un 
arbre. 
Proposition 10.4.1 
< T(K), ----< > est un arbre. 59 
PREUVE. Montrons que ----< est bien définie. Ceci découle du fait que les condi­
tions (K3) et (K4) nous assurent que les valeurs de vérités respectives des 
deux conjoints dans la définition de ----< ne dépendent pas des représentants de 
classes d'équivalence. 
Montrons maintenant que ----< est antiréflexive. Supposons par l'absurde 
que 1(t, w) 1 ----< 1(t, w) 1. Ceci impliquerait par définition que t ----<w t, contredisant 
l'anti-réflexivité de ----<w' 
G9 Pour être plus précis, il faudrait dire que T(K) est une forêt, où une forêt est une union 
disjointe d'arbres, car nous ne savons pas si K comporte plusieurs composantes connexes. Se 
restreindre aux structures de Kamp qui n'ont qu'une seule composante connexe ne pose au­
cun problème; cela n'affectera pas la logique, car le langage ne peut définir la notion de 
connexité. 
Chapitre 10 - Le temps du possible 308 
En ce qui concerne la transitivité J soient r, SJ t E T et u, v, w E W tels 
que l(rJ u)1 -< I(s, v)1 et I(s, v)1 -< I(t, w)l· Ceci veut dire que 
U';:::::,rv&r-<v s 
v ';:::::,s W & s -<w t 
Par la proposition 1O.3.1 J v ';:::::,s wet r -<v s entraînent que r -<w s. Par la tran­
sitivité de -<w' nous avons r -<w t. Enfin, par la condition (K4), v ';:::::,s w, U ';:::::" v 
et r -<w s entraînent que U ';:::::,r w. Nous avons donc que I(r, u)1 -< I(t, w)[. 
Montrons, pour terminer, que {1(sJ v)1 E T(K) : I(s, v)1 ~ l(tJ w)/} est 
ordonné linéairement. Soient I(r, u)I, I(s, v)\ tels que 
l(rJ u)1 ~ I(t, w)1 
I(s, v)1 ~ I(t, w)1 
Ceci signifie que 
u ';:::::,,. w & r ~w t 
v ';:::::,s w & s ~w t 
Puisque Twest linéairement ordonné par -<wJ le résultat s'ensuit. ~ 
La proposition précédente ne dépend pas de (Max) cependant; (Max) est né­
cessaire afin que chaque w E W puisse définir une histoire dans T(K). 
Proposition 10.4.2 
L'ensemble h(w) = {I(t, w)1 : tE Tw} est une histoire de T(K). 
PREUVE. Si h( w) n'est pas un chemin de longueur maximale J il existe 1(sJ v) 1 t/. 
h(w) tel que I(t, w)1 -< I(s, v)I, pour tout t E Tw' Par définition de '-<J, ceci 
signifie que w ';:::::,t V et t -<v s, pour tout t E Tw. Clairement J s t/. Twpar anti ­
réflexivité de -<v, Par ailleurs J non-( w ';:::::,s v) car, sinon, cela impliquerait que s 
E T par (K3). Nous avons donc 'lit E T [ w ';:::::,t V 1mais non-'IIt E Tv [w ';:::::,t v],w w 
ce qui contredit (Max). ~ 
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Nous verrons comment cette propriété sera importante pour bien traduire le 
problème de la satisfaction. Pour chaque 1 (t, w) 1 E T(K), nous définissons 
b(t, w) = {I(s, v)1 E h(w) : I(t, w)1 ~ I(s, v)I}· 
La notation 'b(t, w)' est bien définie car, si t' E Tet w' E W sont tels que 
b(t', w') = b(t, w), 
c'est que I(t, w)1 ~ l(t', w')1 et I(t', w')1 ~ I(t, w)l, et donc (t, w) (t', w').r-.J 
L'ensemble b( t, w) est une branche de T(K) car h( w) est maximal. Nous défi­
nissons par ailleurs l'ensemble 
B(K) = {b E B(T(K)) : b = b(t, w), pour un certain I(t, w)1 E T(K)}. 
Proposition 10.4.3 
B(K) est un fagot. 
PREUVE. Si b E B(K), c'est qu'il existe I(t, w)1 E T(K) tel que 
b = b(t, w) = {I(s, v)1 E h(w) : I(t, w)1 ~ I(s, v)l} 
Par ailleurs, si a E B(T(K)), c'est qu'il existe I(t', w')1 E T(K) tel que a est un 
sous-ensemble --<-linéaire maximal de 
{I(s, v)1 E T(K) : I(t', w')1 ~ I(s, v)l} 
Si a C b, nous avons donc que 
a =	 b n {I(s, v)1 E T(K) : I(t', w')1 ~ I(s, v)l}
 
= {I(s, v)1 E b: l(t', w')1 ~ I(s, v)l}
 
= {I(s, v)1 E h(w) : l(t', w')1 ~ I(s, v)1}
 
= {I(s, v)1 E h(w) : l(t', w)1 ~ I(s, v)l}
 
= b(t', w)
 
et donc a E B(K). Si b c a, 
a = {I(s, v)1 E T(K) : I(t', w')1 ~ I(s, v)1 ~ I(t, w)l} U b 
Par linéarité à gauche, nous avons que 
{I(s, v)1 E T(K) : l(t', w')1 ~ I(s, v)1 ~ I(t, w)l} c h(w) 
et donc a= b(t', w) E B(K). ~ 
310 Chapitre 10 - Le temps du possible 
Il nous reste à définir la valuation induite par val]( sur la structure de Burgess 
B(K) = < T(K), B(K) >. Soit va4J: Prop ~ p(B(K)) définie par 
b(t, w) E valn(p) ssi (t, w) E va4,(p) 
Puisque (t, w) n'est peut-être pas le seul couple à générer la branche b( t, w), il 
faut s'assurer que la définition de valn ne dépende pas de la manière dont cet­
te branche est présentée. 
Proposition 10.4.4 
La valuation valn est bien définie. 
PREUVE. Supposons que (t, w) et (t', w') sont tels que b( t', w') b( t, w), il 
faut montrer que 
(t, w) E val]«(p) => (t', w') E val]«(p). 
Nous savons que, si b(t', w') = b(t, w), I(t, w)1 = I(t', w')I. Donc, 
(t, w) (t', w'),"J 
par conséquent, t = t'et w ;::::jt w'. Par (K5), nous avons finalement que (t', w') 
E va4,(p)· ~ 
Nous sommes donc prêts à démontrer le résultat principal. 
Proposition 10.4.5 
Soit <p une formule de Lp . Pour tout (t, w) E D(K), nous avons que 
K, (t, w) If- <p ssi B(K), b(t, w) If- <p 
PREUVE. La preuve est par induction sur la complexité de <p. 
(i) Si <p est une variable propositionnelle p, alors il faut montrer que 
(t, w) E va4,(p) ssi b(t, w) E valn(p) 
Ceci est précisément la définition de valn' 
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(ii)
 Le cas booléen est immédiat. 
(iii)
 Si <p = P'ljJ, alors 
K, (t, w) If- P'ljJ ssi 3s E Tw tel que s --<w t & K, (s, w) If- 'ljJ 
ssi 3s E Twtel que s --<w t & B(K), b( s, w) If- 'ljJ, par (HI) 
=} 3b(s, w) E B(K) tel que b(s, w) ç b(t, w) & B(K), b(s, w) If- 'ljJ 
~~i B(K), b( t, w) If- P'ljJ 
Pour l'autre direction, 
B(K), b(t, w) If- P'ljJ ssi 3b E B(K) tel que b ç b(t, w) & B(K), b If- 'ljJ 
Si b E B(K) est tel que b ç b(t, w), c'est que b = b(s, w) pour un certain s E 
Twtel que s --<w t. 
(iv)
 Si <p = F'ljJ, alors 
K, (t, w) If- F'ljJ ssi 3s E Tw tel que t -<w s & K, (s, w) If- 'ljJ 
ssi 3s E Twtel que t --<w s & B(K), b( s, w) If- 'ljJ 
=} 3b( s, w) E B(K) tel que b( t, w) ç b( s, w) & B(K), b( s, w) If- 'ljJ 
ssi B(K), b( t, w) If- F'ljJ 
Pour l'autre direction, 
B(K), b(t, w) If- PIjJ ssi 3b E B(K) tel que b(t, w) ç b & B(K), b If- 'ljJ 
Si b E B(K) est tel que b( t, w) ç b, c'est que 
b =	 {I(s, v)1 E T(K) : I(t', w')1 ~ I(s, v)1 ~ I(t, w)l} U b(t, w)
 
= {I(s, v)1 E T(K) : l(t', w)1 ~ I(s, v)1 ~ I(t, w)l} U b(t, w)
 
= {I(s, v)J E h(w) : 1(t', w)1 ~ I(s, v)1}
 
= b(t', w)
 
où
 t' E Twest tel que t' --<w t. 
(v)
 Si <p = O'ljJ, alors 
K,
 (t, w) If- O'ljJ ssi 3v E Wtel que v ~t w & K, (t, v) If- 'ljJ
 
ssi 3h(v) E H(K) tel que v ~t w & (t, v) If- 'ljJ
 
ssi 3b(t, v) E B(K) tel que I(t, v)1 = I(t, w)1 & (t, v) If- 'ljJ
 
ssi 3b( t, v) E B(K) tel que [b(l, v) = [b(t, w) & b( t, v) If- 'ljJ
 
ssi B(K), b( t, w) If- O'ljJ
 
Chapitre 10 - Le temps du possible
 312 
Ce qui complète la démonstration. ~ 
Pour démontrer la réciproque de cette proposition, il faut maintenant montrer 
comment convertir une structure de Burgess en une structure de Kamp. Soit 
B = < T, H(T) > une structure de Burgess (donc T = < T, --< > est un ar­
bre), nous définissons K(B) la structure de Kamp < ~, WB' ~ > telle que: 
(i)
 WB = H(T). Les éléments Wn sont des chemins de longueur maximale 
dans T, donc en particulier des sous-ensembles de T. 
(ii)
 Pour W E H(T), ~(w) = < w, --<w >, où --<w = --< n (wxw). Ainsi, TB = 
U{w: w E WB} = T. ~(w) est linéaire sur w, d'où (KI). 
(iii) ~ C {(w, v, t) E WBx WBx TB : tE w n v} est définie par: w ~t v ssi Wrt 
= vftl où l'ensemble wr, = wn {s ET: s ~ t}. Il est facile de voir que 
cette relation satisfait les conditions (K2), (K3) et (K4). 
Cette fois-ci chaque branche b E H(T) correspond à un unique (tb, Wb) E 
TBx WB et réciproquement. Enfin, si vain est une valuation sur B, nous défi­
nissons va4<. pour K(B) par 
(tb,
 Wb) E va4< (p) ssi b E vain (p) 
Proposition 10.4.6 
Soit cp une formule de Lp . Pour tout b E H, nous avons 
B, b II- cp ssi K(B), (tb, Wb) II- cp 
PREUVE. La vérification est directe et ressemble à celle la proposition précé­
dente. ~ 
Les propositions 10.4.5 et 10.4.6 entraînent ensemble que la logique des struc­
tures de Burgess est la même que la logique des structures de Kamp satisfai­
sant (Max). En effet, soit ..en la logique des structures de Burgess et soit ..eI<mo.x 
la logique des structures de Kamp satisfaisant (Max). Nous avons: 
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Corollaire 10.4.7 
~I3 = ~I<max 
PREUVE. Supposons que <p E ~I3 mais que <p tf- ~J(max' Il existe donc un modèle 
de Kamp K (satisfaisant (Max)) et un couple (t, w) E D(K) tels que 
K, (t, w) If- '<p. 
Par la proposition 10.4.5, ceci entraîne que 
B(K), b( t, w) j.jL <p, 
contredisant le fait que <p E ~I3' L'autre direction se démontre de manière ana­
logue (en remarquant aussi que, si b E H, (tb, Wb) est une couple admissible de 
K(B)). ~ 
Pour terminer cette section sur la présentation des sémantiques d'inspiration 
priorienne, mentionnons que Zanardo (1996) définit une version encore plus 
générale de structure arborescente. Son analyse commence par l'observation 
que toute structure de Burgess < T, ~, H > peut être représentée comme une 
structure de Kripke < W, c, - > où W = H, 'c'est la relation d'inclusion 
inverse '~' et '=' est la relation binaire sur H définie par 
a = b ssi la = lb 
Les relations ainsi définies satisfont les conditions: 
(BS) 'c'est un ordre partiel sbif et '=' est une relation d'équivalence 
(Dis) w Cv=? non- [w =v] 
(PI) w =v =? ~f: {u E W: u C w} ~ {u E W: u C v} tel que (i) f pré­
serve C et (ii) pour tout u, u C w =? U = f( u) 
(vVDC) v c w & w = w* =? ~v* tel que v = v* & v* c w* 
(MB) v =w & v 7: W =? ~v* ::J v Vu ::J w non-[v* =u] 
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Celles-ci ne sont pas indépendantes, nous avons que (Dis+PI+MB) 
(PI+MB). 
À partir de ces conditions, Zanardo définit une classe très générale de 
structures dites « ockhamistes » : si K = < W, C, == > est une structure de 
Kripke, elle est ockhamiste si et seulement si elle satisfait (BS), (Dis), (PI), 
(WDC) & (MB). Dans une telle structure, une histoire est tout simplement 
un sous-ensemble C-connexe maximal de W. Zanardo démontre que toute 
structure de Kripke ockhamiste est en fait une structure de Burgess, ces der­
nières ont donc déjà toute la généralité souhaitée. 
10.5 SROS pré-ockhamistes, ockhamistes et kampiennes 
Nous aimerions maintenant utiliser « l'artillerie» des structures relationnelles 
d'ordre supérieur pour représenter les idées sémantiques de Prior. 
L'observateur attentif aura déjà remarqué la grande ressemblance qu'il y a 
entre une structure de Kamp et une structure relationnelle d'ordre supérieur 
de rang deux. Si K est la structure de Kamp < T, W, ~ >, alors T = UwEwTw 
se comporte comme l'ensemble des points de rang 0, et l'ensemble W comme 
l'ensemble des points de rang 1. La fonction Ta exactement le même rôle que 
la fonction <r> d'une SROS; notamment, elle attribue à chaque w E W une re­
lation binaire -<w sur TwC T. Enfin, la relation ~ n'est rien d'autre que la 
relation binaire R sur Tx W définie par 
(t, w)R( s, v) ssi t = s & w ~(. v 
Notre structure de Kamp ressemble donc à une sorte de structure relationnelle 
d'ordre supérieur fini (une SROF) S = < T, W, <D, R >. 
Il faut toutefois être prudent avant de conclure qu'une structure de Kamp 
(et a fortiori un modèle de Kamp) puisse être convertie aussi directement. Il y 
deux difficultés que nous rencontrons dans le passage d'un type de structure 
dans l'autre: premièrement, le problème de la traduction de la notion validité 
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dans un modèle de Kamp et, deuxièmement, le problème des instants histori­
quement isolés. Ces deux problèmes sont liés comme nous le verrons sous peu. 
Rappelons ce qu'est la validité dans une structure de Kamp : 
(*) K If- <p ssi K, (t, w) If- <p, pour tous t E Tet w E W tels que t E T w 
La condition de droite de (*) est très importante dans cette définition, elle 
impose la contrainte que t soit un instant dans l'histoire w. Par opposition, la 
définition de la validité d'une formule <p dans une SROr 5 = < T, W, CP, R > 
ne comporte pas de telles contraintes: 
(**) 5 If- <p ssi 5, (t, w) If- <p, pour tous tE Tet w E W 
Cette divergence sur le plan de la validité introduit des divergences importan­
tes entre les logiques. Notamment, pour t et w tels que t tJ- Tw' t se comporte­
ra comme un moment historiquement isolé, une histoire qui se résume à un 
instant, sans passé ni futur, et ceci a d'énormes conséquences sur la validité 
selon la définition (**). Par exemple, supposons que toute histoire w de K soit 
sans fin: pour chaque t E Tw il existerait toujours t' E Tw qui serait ultérieur 
à t selon w. Dans ce cas, la formule 'FT' est valide dans K (selon la validité 
(*) bien sûr). Mais si nous regardons du côté de la SROr correspondante 5, il 
est évident que cette formule ne pourra pas être valide de manière générale 
car, du moment qu'il existe un instant t n'appartenant pas une histoire w (ce 
qui semble a priori possible), nous aurons que 
5, (t, w) W FT, 
et ce, en dépit du fait que tout instant appartenant à l'histoire w possède un 
instant successeur lui aussi. Il y a donc de sérieux désaccords entre (*) et (**), 
et cet exemple montre, par ailleurs, que la validité que définit (**) n'est pas 
très intéressante. La question est donc de savoir comment traduire la validité 
de type (*) dans les SROS. 
Nous devons donc trouver un moyen d'exprimer la contrainte t E Twavec 
les ressources qui sont propres aux SROS. Une première idée serait de définir 
une notion de satisfaction 'If-I<' comme suit: 
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s, (t, w) II-K <p ssi S, (t, w) II- PT v FT -) <p 
à partir de laquelle nous pourrions définir une notion de validité correspon­
dante. Or, nous avons que S, (t, w) II- PT v FT 
S, (t, w) II- PT v FT ssi S, (t, w) II- PT ou S, (t, w) II- FT
 
ssi 3t' E T tel que t ---<w t ou t ---<w t'
' 
Mais le fait qu'un instant t soit ordonné par w n'est-il pas la marque caracté­
ristique de son appartenance à l'histoire w, c'est-à-dire à Tw? Si oui, on croi­
rait donc avoir trouver la manière de convertir, par un moyen simple, la 
« Kamp validité» dans les SROS. Mais ce n'est pas si simple, et ce qui vient 
jeter du sable dans l'engrenage est, encore une fois, les instants historique­
ment isolés. Voyons pourquoi. 
Une structure de Kamp ne précise rien sur la cardinalité des ensembles 
Tw' En particulier, rien n'empêche que Twsoit un singleton {t}, auquel cas ---<w 
est la relation vide (la relation vide sur un singleton est une relation linéaire 
antiréflexive). Si ---<west la relation vide, la condition 
3t' E T tel que t' ---<w t ou t ---<w t' 
n'est pas équivalente à t E Tw = {t}, ct donc le stratagème que nous avons 
déployé pour capturer la Kamp-validité ne pourra pas fonctionner. Par contre, 
si ---<west la clôture réflexive de ---<w dans Tw, c'est-à-dire si 
---<tu = ---<wU {(t, t): tE Tw}, 
et si (P*', (P' sont des modalités interprétées avec ---<tu comme suit: 
(t, w) II- P*<p ssi (s, w) II- <p, pour un certain sET tel que s ---<tu t 
(t, w) II- F*<p ssi (s, w) II- <p, pour un certain sET tel que t ---<1JI s 
alors 
t E Ttu ssi S, (t, w) II- P*T v F*T 
Si nous arrivions à traiter les modalités (p*' et (F*' dans le cadre de la logique 
modale d'ordre supérieur, nous aurons réussi. 
Pour ce faire, il nous faut commencer par introduire une structure multi ­
modale S de la forme < T, W, (<I>l, <I>2), R >, où <pl et <I>2 sont des fonctions 
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telles que 1>i( w), pour i = 1, 2, est une relation binaire sur T. Les relations 
1>l(W), w E W, serviront à l'interprétation de 'F' et 'G' et les relations 1>2(W) , 
W E W, à l'interprétation de 'FP et 'G*'. Dans ce qui suit, <T>l( w) = -<w et 
cp2( w) = -<w. Nous dirons que -<west la restriction antiréflexive de -<w ssi 
s -<w t ssi s -<w t et s :;z:::.t, 
c'est-à-dire -<w = -<w \{(t, t) : tE T}. Nous dirons que S est une structure pré­
ockhamiste si 
(PO) Pour tout w E W, -<west la restriction antiréflexive de -<w 
Nous démontrerons que (PO) est définissable. 
Avant de démontrer ceci, nous devons d'abord préciser le langage et la 
sémantique des structures pré-ockhamistes. Appelons Lo le langage dont nous 
venons de discuter, c'est-à-dire le langage généré par les clauses: 
avec 
x = H, G, Ho. ou Go. 
y = H*, G*, Ho.* ou Go.* 
et où p E Prop~l' w E Nomo et lX E Noml. Les modalités 'X' et 'Y' sont de 
rang 1 et la modalité (constante) 'D'est de rang 2. L'ensemble de toutes les 
formules de Lo est dénoté par Formo' Nous interprétons ce langage dans un 
modèle dit pré-ockhamiste. Un modèle pré-ockhamiste M est une paire < S, 
val>, où S = < T, W, (1)1, 1>2), R > est une structure pré-ockhamiste et val 
est une valuation pour Lo. Les clauses sémantiques de Lo sont dérivées de 
celles de LT~2 et de la discussion précédente, dont voici celles qui concernent 
les modalités: 
(t, w) If--- @w'P ssi (val(w), w) If--- 'P 
(t, w) If--- @o.'P ssi (t, val( lX)) If--- 'P 
(t, w) If--- H'P ssi (s, w) If--- 'P, pour tout sET tel que s -<w t 
(t, w) If--- Ho.'P ssi (s, w) If--- 'P, pour tout sET tel que s -<val(Q) t 
(t, w) If--- G'P ssi (s, w) If--- 'P, pour tout sET tel que t --<w s 
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(t, w) If- Gc/P ssi (s, w) If- <p, pour tout sET tel que t -<val(o:) s 
(t, w) If- H*<p ssi (s, w) If- <p, pour tout sET tel que s -<w t 
(t, w) If- Ho.*<p ssi (s, w) If- <p, pour tout sET tel que s -<val(Ci) t 
(t, w) If- G*<p ssi (s, w) If- <p, pour tout sET tel que t -<w s 
(t, w) If- Go.*<p ssi (s, w) If- <p, pour tout sET tel que t -<val(o.) s 
(t, w) If- [J<p ssi (s, v) If- <p, pour tout (s, v) E Tx W tel que (s, v) R( t, w) 
Ces clauses garantissent une extension dans Tx W à chaque formule de Lo. 
Nous prétendons que la condition définissante des structures pré­
ockhamistes (PO) est définissable par les schèmes suivants: 
(incl) H*<p ---., H<p 
(refl) P*<p /\ H-,<p ---., <p 
(aref) w ---., -,Pw 
Nous montrerons que le schème (incl) définit la condition -<w C -<w, le schème 
(refl) la condition que -<w se distingue de -<w seulement sur des points réflexifs, 
et le schème (aref) la condition que -<west antiréflexive. Il n'est pas difficile de 
montrer que des relations -<w et -<w satisfont ces trois conditions si et seule­
lIlent si -<west la restriction antiréflexive de -<w. 
Proposition 10.5.1 
Une structure S = < T, W, (1)1, 1>2), R > valide les schèmes (incl) , (refl) et
 
(aref) si et seulement si elle satisfait (PO).
 
PREUVE. Nous montrons que (incl) , (refl) et (aref) définissent les trois condi­

tions du paragraphe précédent respectivement.
 
(incl) Remarquons d'abord que (t, w) If- H*-,'ljJ ---., H-,'ljJ
 
ssi (t, w) If- P'ljJ ---., P*'ljJ
 
ssi (t, w) If- P'ljJ :::} (t, w) If- P*'ljJ
 
ssi ::1s [s -<w t & (s, w) If- 'ljJ] :::} ::1s [8 -<w t & (8, w) If- 'ljJ]
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Si -<w C -<w, cette implication est vraie. Supposons qu'une structure valide le 
schème (incl) mais que -<w ri- -<w, c'est-à-dire qu'il existe s, t tels que s -<w t 
mais non-[ s -<w t]. Posons 'ljJ = w(s). Par l'implication ci-dessus, nous obte­
nons que s -<w t. Contradiction. 
(refl) Nous avons que (t, w) If- P*<p /\ H-,<p ~ <p 
ssi (t, w) If- P*<p /\ H-,<p => (t, w) If- <p 
ssi [( t, w) If- P*<p & (t, w) If- H-,<p] => (t, w) If- <p 
ssi [:3s[s -<w t& (s, w) If- <pl & Vs[s -<w t => (s, w) JjL <pl] => (t, w) If- <p 
Si -<w ne se distingue de -<w que par des points réflexifs, cette implication est 
vraie. Supposons qu'il existe une structure qui valide (refl) mais pour laquelle 
-<w se distingue de -<w par plus que les points réflexifs. Il existe donc s, t tels 
que s 7: t et s -<W t mais non-[ s -<w t]. En posant <p = w( s) dans l'implication 
ci-dessus, nous obtenons 
s -<w t& non-[s -<w t] => t = s, 
ce qui contredit notre hypothèse de départ.
 
(aref) La preuve du résultat pour ces schèmes a déjà été donnée au chapitre 7,
 
section 7.5.
 
Ce qui complète la démonstration. ~ 
La conséquence de cette proposition est que la paire de fonctions (cpl, cp2) 
d'une structure pré-ockhamiste S = < T, W, (1)\ 1>2), R > est entièrement 
spécifiée par la deuxième composante 1>2, et donc nous représenterons S dé­
sormais par < T, W, 1>, R >, où 1> tiendra lieu de 1>2. 
Il est important maintenant de revenir à la notion de Kamp-validité. Si 
nous avons introduit les structures pré-ockhamistes, c'était pour définir la 
formule 
K = P*T v F*T 
qui est vraie à un point (t, w) si et seulement si t est un instant de l'histoire 
w. Cette formule nous permettra notamment de définir une notion de Kamp­
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satisfaction. Soient M un modèle pré-ockhamiste, E c Formo et cp E Formo. 
Nous définissons la Kamp satisfaction 'If-l(' comme suit: 
M, (t, w), E If-l( cp ssi M, (t, w), ri, If- E =? M, (t, w), ri, If- cp 
En particulier, si E = 0, nous avons: 
M, (t, w) If-J( cp ssi M, (t, w) If- ri, ---7 cp 
Nous définissons la Kamp validité et la Kamp conséquence, que ce soit dans 
un modèle, une structure ou une classe de structures, de la manière habituelle. 
On remarquera que la notion de Kamp-satisfaction comporte certains aspects 
surprenants: si t tJ. Tw' alors (t, w) If-I( ..1. Ceci exprime tout simplement le 
fait que la Kamp-satisfaction ne pose aucune contrainte lorsque t n'appartient 
pas à l'histoire w. Une classe de structures .R est dite Kamp-définissable s'il 
existe un ensemble E c Formo tel que S E .R ssi S If- E. Il est clair, donc, que 
si .R est Kamp-définissable alors .R est définissable tout court, en l'occurrence 
par l'ensemble {K, ---7 cp : cp E E}. 
Nous définissons maintenant une structure ockhamiste. Si S est la struc­
ture pré-ockhamiste < T, W, <P, R >, pour tE Tet w E W, posons: 
Tw = {t ET: :Js E T tel que t ---<w sou t ---<w s} 
Wt = {w E W: t E Tw} 
Nous dirons que S est une structure ockhamiste ssi : 
(01)
 Pour tout w E W, ---<"'est une relation antisymétrique, transitive, sans 
bifurcations et n'ayant qu'une seule composante connexe 
(02)
 Pour tous s, tE Tet w, v E W, (t, w)R(s, v) =? t = s 
(03)
 Pour tout tE T, Rt c Wtx Wt 
(04)
 Si Rt(w, v), alors {s E Tw : s ---<w t} = {s E TI!: s ---<v t} 
(05) Si RJ w, v), alors R,( w, v), pour tout s ---<w t 
La première condition stipule qu'une histoire est linéaire et unique; la 
deuxième que, si une paire instant-histoire est accessible depuis une autre, ils 
partagent le même instant; la troisième que la possibilité au temps t n'est dé­
finie que pour les histoires passant par t; la quatrième que, si une paire ins­
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tant-histoire est accessible depuis une autre au temps t, ils partagent la même 
histoire avant t; et la cinquième que, si une paire instant-histoire est accessi­
ble depuis une autre au temps t, elle l'était également à tous les instants pré­
cédents. 
Nous voulons montrer que ces conditions sont définissables; en fait, nous 
montrerons qu'elles sont Kamp-définissables. Nous prétendons que (01) est 
Kamp-définissable par 
(asym) (P*w Î\ F*w) ~ w, w E Nomo 
de même que les schèmes (4), (sbif) et 
(conx) @~K, @uK, ~ @f'(P*V v v v F*v), f.1, v E NomoÎ\ 
Nous prétendons ensuite que (02)-(05) sont Kamp-définissables par 
(ock2) Ow ~ w, w E Nomo 
(ock3) OK, 
(ock4) 00. ~ (Prp B P",rp) , a E Nom[ et rp E FCono 
(ock5) 00. ~ HOa, a E Nom1 
FCono est l'ensemble des formules constantes de La (des formules sans moda­
lités variables). 
Nous avons: 
Proposition 10.5.2 
(a)
 (asym), (4), (sbif) et (conx) Kamp-définissent (01) 
(b)
 (ock1)-(ock5) Kamp-définissent (02)-(05) respectivement 
PREUVE. Puisqu'il s'agit de Kamp-définissabilité, nous supposerons dans la 
suite que t E Tw' 
(a) (asym) Il suffit de remarquer que
 (t, w) If- (P*w Î\ F*w) ~ w 
ssi (t, w) If- P*w Î\ F*v :::} (t, w) If- w 
ssi t ---<w val(w) & val(w) ---<w t:::} t = val(w) 
Cette dernière condition est validée par et définie une relation antisymétrique. 
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(4) & (sbif) La preuve du résultat pour ces schèmes a déjà été donnée au cha­

pitre 7, section 7.5.
 
(conx) Soient r = val(\-L) et s = val(v).Nous avons que (t, w) If- (conx)
 
ssi (t, w) If- @ft"" 1\ @v"" =} (t, w) If- @11(P*V v v v F*v)
 
ssi [(r, w) If- "" & (r, w) If- K] =} (r, w) If- (P*v v v v F*v)
 
ssi [3r' [r' --<.W r ou r' --<.W r] & 3 s' [ s' --<.w s ou s --<.w s'] ]
 
=} [s --<.W r ou r = s ou r --<.W s] 
L'antécédent stipule que r et s appartiennent à des composantes connexes de 
--<.w, et le conséquent que r et s sont comparables selon --<.W. Le résultat découle 
de cette observation. 
(b) (ock2) Il suffit de remarquer que (t, w) If- OW ~ w 
ssi (t, w) If- OW =} (t, w) If- w 
ssi [3(s, v) tel que (t, w)R(s, v) & s = val(w)] =} [t = val(w)] 
Ce qui nous permet de constater que (ockz) est valide dans une structure sa­
tisfaisant (02). Par ailleurs, supposons qu'une structure valide (ock2) mais 
que non-[\I(s, v) [(t, w)R(s, v) =} t = s], alors il existerait (s, v) tel que 
(t, w)R(s, v) & S7= t 
Mais ceci impliquerait que s = val(w) = t. Contradiction. 
(ock3) Supposons que Rt( w, v), avec t E T bien sûr. Nous avons que w 
(t, w) If- 0"" ssi (t, v) If- "", pour tout v tel que Rt( w, v)
 
ssi (t, w) If- F*T v P*T, pour tout v tel que Rt( w, v)
 
ssi 3s [s --<.v t ou t --<.v s], pour tout v tel que Rt( w, v)
 
ssi v E Wt
 
(ock4) Montrons maintenant que la validité de 00. ~ (Pep f-+ Po.ep) dans S en­
traîne que, pour tous t E Tet w, v E W, 
Rt(w, v) =} Tw(t) = Tu(t) , 
où Tw(t) = {s E Tw : s --<'w t}. Supposons que Rt(w, v), et soit 0. = o.(v). Nous 
avons donc que (t, w) If- 00.. Puisque S valide (ock4), nous avons 
(t, w) If- 00. ~ (Pep f-+ Po.ep) 
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ssi (t, w) If- Hp B Po.!fJ
 
ssi [(t, w) If- P!fJ {:::> (t, w) If- Po.!fJ]
 
ssi:::ls E T[s ---<w t & (s, w) If- !fJ] {:::>:::l"" E T[s ---<v t & (s, w) 1f-!fJ]
 
Soit t' E T tel que t' ---<tu t, et posons !fJ = w(t'). Nous avons alors que 
:::ls E T[ s ---<w t & s = t'] {:::> :::ls E T[ s ---<v t & s = t']. 
De même, si t" E T est que t" --<v t et si !fJ = w( t"), alors 
:::ls E T[ s --<lU t & s = t"] <=? :::ls E T[ s ---<v t & s = t"]. 
Ce qui démontre Ttu( t) = Tu( t). Démontrer que (ock4) est valide dans une 
structure satisfaisant (04) est encore plus simple. 
(ocks) Montrons enfin que la validité de Oa ---., HOa dans S entraîne que, pour 
tous t E T et w, v E W, 
RJ w, v) =? Rs(w, v), si s --<w t 
Supposons que Rl w, v). Posons a = a(v). Nous avons que 
(t, w) If- Oa ---., HOa
 
ssi (t, w) If- HOa
 
ssi (s, w) If- Oa, pour tout s ---<lU t
 
ssi :::lu [Rs(w, u) & (s, u) If- a], pour tout s ---<w t
 
ssi R,( w, v), pour tout s ---<lU t
 
Démontrer que (ocks) est valide dans une structure satisfaisant (05) est en­
core plus simple. 
D'où le résultat. ~ 
Il reste cependant à déterminer si la condition (Max) est définissable. Nous
 
avions vu que cette condition n'est pas rencontrée en général par une struc­

ture de Kamp, mais qu'elle était une condition nécessaire à la conversion
 
d'une structure de Kamp en une structure de Burgess. Pour les structures
 
ockhamistes, elle s'énonce comme suit:
 
(lVIaxo) Vs [t --<lU s =? Rs(w, v)] ssi Vs [t ---<v s =? Rs(w, v)]
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L'écriture plus complexe s'explique par le fait que nous ne disposons plus des
 
ensembles Tw, d'où la nécessité d'employer l'expression 't --<x s =?'. Il se trouve
 
que cette condition est, elle aussi, définissable aussi clans le langage Lo' Po­

sons
 
(max) Oa ~ (GOa B Ge<Oa), a E Nom[
 
Nous avons:
 
Proposition 10.5.3 
Soit S une structure ockhamiste. Nous avons que S If-I( (max) ssi S satisfait la 
condition (Maxo)' 
PREUVE. Soit (t, w) E Tx W. Si non-Rt(w, val(a)), alors (t, w) If-- max(a) car 
(t, w) W Oa. Supposons donc que Rt(w, val(û.)). Nous avons que 
(t, w) If-- Oa ~ (GOa B Ge<Oa)
 
ssi (t, w) If-- GOa B Ge<Oa
 
ssi [( t, w) If-- GOa {:::> (t, w) If-- G(\Oa]
 
ssi [Vs [t --<w s =? Rs( w, v)] {:::> Vs [t --<v s =? Rs( w, v)]]
 
Cette observation nous permet de déduire le résultat. ~ 
Nous définissons un dernier type de structures, la structure dite kampienne.
 
Une structure kampienne est une structure ockhamiste S = < T, W, <P, R >
 
telle que
 
(OK) RI est une relation d'équivalence (sur Wt)
 
Un modèle kampien est un modèle ockhamiste basé sur une structure kam­

pienne. Nous savons que cette condition est (Kamp-)définissable par les schè­

mes:
 
(ok) Da ~ a, Da ~ LIDa & Oa ~ DOa, a E Nom[
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Ce sont les structures kampiennes qui peuvent être converties en structures de 
Kamp et vice versa. En effet, S peut être convertie en la structure de Kamp 
K(S) = < Tg, Ws, ~ > en posant 
Ts(w) = < Tw, --<10 > 
Ws = W 
w ~t v ssi RJ w, v) 
Il est clair que K(S) est une structure de Kamp. Par ailleurs, la structure de 
Kamp K = < T, W, ~ > peut être convertie en la structure kampienne S(K) 
= < TK , WK , 1>, R > en posant 
TK = T = U'lJEwTw 
WK = W 
1>( w) = la clôture réflexive de --<10 dans Tw 
Rt(w, v) ssi W ~t v 
On peut vérifier que S(K) est une structure kampienne sans difficultés. Nous 
avons également que S(K(S)) = S et que K(S(K)) = K. 
Nous avons le nécessaire pour montrer que la satisfaction dans une struc­
ture de Kamp est traduisible en satisfaction dans une structure kampicnnc. 
Pour ce faire, il faut mettre sur pied une certaine fonction de traduction Trad 
permettant de traduire les formules de Lp en formules de La. Soit '0 une fonc­
tion injective de Propp dans ProPl et soit Pp l'image de Propp par '0 dans 
Propo; '0 est donc une bijection entre ProPp et Pp. Nous définissons Trad: 
Formp ~ Forma de la manière suivante: 
Trad(p) = '0(p) 
Trad (.<p) = ---,Trad(<p) 
Trad(<p 1\ 'IjJ) = Trad(<p) 1\ Trad('IjJ) 
Trad(P<p) = PTrad(<p) 
Trad(F<p) = FTrad(<p) 
Trad(O<p) = OTrad(<p) 
Toute formule de Lp est donc associée, via Trad, à une formule de La. 
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Il reste à convertir une valuation de Lp en une valuation de Lü et nous se­
rons en mesure d'établir notre résultat. Soit K est une structure de Kamp. Si 
va4<: Propp --7 p( Tx W) est une valuation de Lp sur K, alors nous définissons 
vals(K) comme une valuation de Lü sur S(K) telle que 
(t, w) E vals(K/fJ(p)) ssi (t, w) E valK(p) , 
pour tout p E Propp (les valeurs de vals(K) sur les variables qui ne sont pas 
dans Pp importent peu pour la suite). Ici nous rencontrons un problème appa­
renté à celui de la Kamp-validité plus haut. Il y a une légère divergence entre 
la validité d'une formule dans une structure de Kamp, d'une part, et la validi­
té de cette même formule dans une structure kampienne, d'autre part. Cette 
différence tient à la présence d'une contrainte sur les valuations chez les mo­
dèles de Kamp (la condition (K5)) qui n'a pas sa contrepartie chez les modè­
les kampiens. Si M = < K, va4< > est un modèle de Kamp, (K5) eXIge que 
va4< satisfasse la condition: 
(t, w) E va4«p) & Rt(w, v) :::} (t, v) E va4«p) , 
ce qui n'est pas exigée de la valuation d'un modèle kampien. Si nous 
n'imposons pas de condition analogue sur les valuations d'un modèle kampien, 
nous n'obtiendrons pas le résultat de traduction recherché. Appelons la valua­
tion vals d'un modèle kampien N = < S, vals > normale si elle satisfait la 
condition: 
(KN) Rlw, v) :::} [(t, w) E vals(p) {:} (t, v) E vals(p)] 
Nous dirons que modèle kampien est normal si sa valuation est normale. Nous 
allons donc modifier notre notion de validité dans une structure kampienne en 
restreignant les valuations admissibles à la classe des valuations normales; 
autrement dit, une formule sera valide si 
< S, vals>, (t, w) IrK cp, pour toute valuation normale vals 
Cette nouvelle notion de validité serait sans intérêt si elle n'était pas définis­
sable. Or, il se trouve que la classe des modèles normaux est définissable par 
le schème 
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(kn) p ~ Op, P E ProPl 
Par ailleurs, toutes conditions dont nous avions discuté dans cette section 
sont définissables avec de::; valuations normales seulement. 
En
 effet, nous avons: 
Proposition 10.5.4 
(a)
 Les conditions de structures qui ont fait l'objet des propositions précéden­
tes sont définissables avec des valuations normales. 
(b)
 La classe des modèles kampiens normaux est définissable par (lm). 
(c)
 Si M = < K, va4< > est un modèle de Kamp, alors N = < S(K), valS(K) > 
est un modèle kampien normal. 
PREUVE. (a) Nous avons pu définir ces conditions avec des instances de schè­
mes dans lesquelles il n'y avait que des nominaux (ou) à la limite, des varia­
bles propositionnelles de ProPo) , donc ces preuves ne sont pas affectées par la 
restriction aux valuations normales. 
(b) Soit M = < S, val> un modèle kampien. Supposons que (t, w) E val(p). 
Nous avons donc que M,
 (t, w) If- p ~ Op 
ssi M, (t, w) If- Op 
ssi M, (t, v) If- p, pour tout v tel que Rt( w, v) 
ssi (t, v) E val(p), pour tout v tel que Rt( w, v) 
(c) Direct. ~ 
Nous avons donc: 
Proposition 10.5.5 
Soient M = < K, va4< > un modèle de Kamp. Pour tout (t, w) E Tx W tel 
que tE Tw ' nous avons: 
< K, va4< >, (t, w) If- tp ssi < S(K), valS(K) >, (t, w) If- Trad(tp) 
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PREUVE. La preuve se fait par induction sur la complexité des formules <p du 
langage Lp . Elle ne comporte aucune surprise. ~ 
Nous définissons la nouvelle notion de conséquence résultant de ces considéra­
tions : pour S une structure kampienne et pour E c Formo et <p E Formo , 
S, E If--[(N <p ssi < S, val >, E If-- l ( <p, pour toute valuation normale val 
En particulier, si E = 0, nous obtenons: 
S If--](N <p ssi < S, val> If--]( <p, pour toute valuation normale val 
Si K est une classe de structures kampiennes, 
K, E If--KN <p ssi S, E If--[(N <p, pour toute structure S E K 
Corollaire 10.5.6 
(a)
 Soit st une classe de structures de Kamp et soit 
S(st) = {S(K) : K E st} 
la classe correspondante de structures kampiennes. Nous avons alors que 
st, E If-- <p ssi S(st), E If-- KN Trad(<p) 
(b) La logique de Lp dans les structures de Kamp est la logique de Trad(Lp ) 
dans les structures kampiennes, c'est-à-dire	 
E If-- <p ssi E If--](N Trad( <p)
 
PREUVE. (a) Posons <pl = Trad(<p) et E' = Trad(E). Nous avons que 
st, E If-- <p q. S(st), E' If--J(N <p' 
ssi non-[st, Elf-- <pl q. non-[S(st), E'lf--](N <p'] 
D'une part, nous avons que non-[ st, E If-- <p] 
ssi::lM = < K, va4< > tel que K E st et non-lM, (t, w), Elf-- <pl 
ssi ::lM = < K, va4< > tel que K E st, M, (t, w) If-- E et M, (t, w) J,1L <p 
ssi ::lM = < K, va4< > tel que K E st, M, (t, w) If-- EU {'<p} 
Ici, t E Tw car il s'agit de la validité dans une structure de Kamp. Nous avons, 
d'autre part, que non-[ S(st) , E If--](N <pl] 
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ssi ::lN = < S, va~ > tel que N est normal, S E S(.R) et 
non-lN, (t, w), E' If--]< 'P'] 
Par ailleurs, non-[ N, (t, w), E' If-- K 'P'] 
ssi N, (t, w) If-- K E' et non-[ N, (t, w) If-- K 'P'] 
ssi N, (t, w) If-- K E' & N, (t, w) If-- K 1\ ''P' 
ssi tE Tw et N, (t, w) If-- E' U {''P'} 
Le résultat s'ensuit par la proposition précédente. 
(b) En posant .R = la classe de toutes les structures de Kamp, nous avons, par 
la partie (a), que 
E If-- 'P ssi S(.R), E If--KN Trad('P) 
Si nous montrons que S(.R) = la classe de toutes les structures kampiennes, 
nous aurons terminé. Soit S une structure kampienne quelconque. Nous sa­
vons que K(S) est une structure de Kamp et que S(K(S)) est une structure 
kampienne. Or, S(K(S)) = S et S(K(S)) E S(.R). ~ 
10.6 Axiomatisation et complétude 
Nous démontrons ici que les logiques des structures kampiennes et ockhamis­
tes sont axiomatisables. Il « suffit» de montrer que les nombreux schèmes de 
formules définissant les différentes propriétés de ces structures sont canoni­
ques pour ces propriétés. Nous montrerons d'abord que 
(incl) H*'P ~ H'P 
(ren) P*'P 1\ H,'P ~ 'P 
(aref) w ~ ,Pw 
sont canoniques pour les propriétés respectives qu'elles définissent (voir plus 
haut). Ensemble, celles-ci caractérisent les structures pré-ockhamistes. Nous 
montrerons ensuite que les schèmes 'K ~ X' où X est 
(asym) (P*w 1\ F*w) ~ w, W E Nomo 
(4), (sbif) et 
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(conx) @11"" /\ @v"" ~ @11(P*V v v v F*v), ~, v E Nomo 
sont canoniques pour l'antisymétrie, la transitivité, l'absence de bifurcations 
et la présence d'une seule composante connexe respectivement. Nous montre­
rons aussi que les schèmes '"" ~ X' où X est 
(ock2) Ow ~ W, w E Nomo 
(ock3) 0"" 
(ock4) Oa ~ (Hp B Po<p), a E Nom1 et <p E FCono 
(ock5) Oa ~ HOa, a E Nom1 
(max) Oa ~ (GOa B GoOa), a E Nom1 
sont canoniques pour les propriétés (02)-(05) et (Maxo) respectivement. En­
fin, nous montrerons que ("" ~ X' où X est 
(ok) Da ~ a, Da ~ []Da & Oa ~ DOO'., 0'. E Nom1 
(lm) p ~ Op, P E ProPl 
sont canoniques pour la propriété que Rt est une relation d'équivalence et la 
propriété d'une valuation normale. 
Proposition 10.6.1 
Les schèmes sont canoniques pour les conditions qu'ils définissent. 
PREUVE. Dans ce qui suit, E est un ensemble maximalement consistant de 
formules de Lo, celui à partir duquel nous construisons un modèle canonique. 
(incl) Soient w, ~ E Nomo et a E Nom1. Il faut montrer que 
@wPo~ E E =} @wPo*~ E E 
Or, f- H*-,~ ~ H-,~ par (incl) et donc f- @W@Q(H*-,~ ~ H-,~). !VIais 
f- @",@o(H*-'~L ~ H-,~) ~ @W@Q(P~ ~ P*~)
 
~ (@",@oP~ ~ @w@oP*~)
 
~ (@wPo~ ~ @WPQ*~)
 
D'où le résultat.
 
(ren) Soient w, ~ E Nomo et a E Nom l . Il faut montrer que
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@wPa*f.L E E & @wPaf.L tj. E =? @wf.L E E 
Or, f- (P*f.L /\ H,f.L) ~ f.L par (refl) et donc f- @w@a((P*f.L /\ H,f.L) ~ f.L). Mais 
f- @w@a(P*f.L /\ H,f.L) ~ f.L) ~ ((@w@aP*f.L /\ @w@aH,f.L) ~ @w@af.L)) 
~ ((@wPa*~l /\ '@wPaf.L) ~ @wf.L) 
D'où le résultat.
 
(aref) Nous savons déjà que ce schème est canonique.
 
Les axiomes qui suivent sont tous de la forme 'K, ~ X'. Nous écrirons 'f-" X'
 
pour signifier que f- K, ~ X. Si (w, a) est un couple tel que @w@aK, E E, alors
 
(*) f-" X=? @w@aX E E.
 
Nous supposons dans la suite que @w@aK, E E (car, sinon, il n'y a rien à dé­

montrer).
 
(asym) Soient w, f.L E Nomo et a E Nom1. Il faut montrer que
 
@wPa*f.L E E & @IJ.Pa*w E E =? @wf.L E E 
Or, f- K (P*f.L /\ F*f.L) ~ f.L, par (asym), et donc @w@a((P*f.L /\ F*f.L) ~ f.L) E E, 
par (*). Mais 
f- @w@a((P*f.L /\ F*f.L) ~ f.L) ~ ((@w@aP*f.L /\ @w@aF*f.L) ~ @w@af.L)
 
~ ((@wPc,*f.L /\ @IJ.Pa*w) ~ @wf.L)
 
D'où le résultat. 
(4) et (sbif) La preuve dans ce cas a déjà été donnée. 
(conx) Soient w, f.L E Nomo et a E Nom[. Il faut montrer que 
[@w@aK, E E & @1,@aK, E E) =? [@wPa*f.L ou @wf.L ou @wFo.*f.L E E) 
Or, f-" (@wK, /\ @IJ.K,) ~ @jP*f.L v f.L v F*f.L) par (conx) et donc 
@W@c.((@wK, /\ @IJ.K,) ~ @w(P*f.L v f.L v F*f.L)) E E 
Mais 
f- @W@c.((@wK, /\ @~,K,) ~ @JP*f.L v f.L v F*f.L))
 
~ ((@w@a((@wK, /\ @IJ.K,)) ~ @w@a(P*f.L V f.L v F*f.L))
 
~ ((@W@o.K, /\ @1J.@c.K,) ~ (@w@aP*f.L V @w@af.L v @w@aF*f.L))
 
~ ((@W@(\K, /\ @1J.@aK,) ~ (@wPa*f.L V @wf.L V @wFc.*~l))
 
D'où le résultat. 
Chapitre 10 - Le temps du possible
 332 
(ock2) Soient (w, a), (~, ~) E Nom1. Supposons que @w@"O(~ /\ ~) E E, il faut 
montrer que @w~ E E. Nous avons f-" O~ ----* ~ et donc @w@,,( O~ ----* ~) E E. Or, 
d'une part, nous avons 
et, d'autre part, 
f- @",@,,(O~ ----* ~) ----* (@w@"O~ ----* @W@(\~) 
----* (@w@"Oi-1 ----* @wi-1) 
Par conséquent, si @w@"O(i-1 /\ ~) E E, @wi-1 E E. 
(ock3) Soient (w, a) E Nom[ tel que @w@"K E E. Nous devons montrer que 
@",@"O~ E E =? @w@~K E E 
Nous avons f-" OK et donc @w@",OK E E. Puisque @w@",O~ E E, nous avons 
que @w@r;K E E. 
(ock1) Soient w, ~ E Nomo et a E Nom1. Il faut montrer que si @w@",O~ E E, 
alors les ensembles 
T"
 = {i-1 E Nomo: @",P"i-1 E E}	 
= {~ E Nomo: @wPI3i-1 E E}	T13 
sont égaux. Soit i-1 E Nomo, nous avons 
f- @w@",O~ /\ @w@,,(O~ ----* (P~ ~ Pr;~)) 
----* @w@,,(Pi-1 ~ P 13 i-1) 
----* @w@"(P",i-1 ~ Pyi-1) 
----* (@",@"P"i-1 ~ @w@"PrJi-1) 
----* (@w P"i-1 ~ @wPI3i-1) 
Donc, @wP,,~ E E ssi @wPI3~ E E, c'est-à-dire T" = T13 . 
(ock5) Soient w, i-1 E Nomo et a, ~ E Nom1 tels que @w@"O~, @wP",i-1 E E. Nous 
voulons montrer que @l'@,,O~ E E. Nous avons 
f- @w@",O~ /\ @w@",( O~ ----* HO~) 
----* @w@",HO~ 
----* @w@"H",O~ 
----* @wH"@"O~ 
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Donc, @wH('(@('(OB E E. De même, 
f- @wP('(f.L 1\ @wHo:@o: OB ~ @wPo:(f.L 1\ @o:OB) 
~ @wP('(@~@('(OB 
~ @w@~@o::OB 
~ @~@o:OB 
Donc, @~@o:OB E E. 
(max) Soient w, f.L E Nomo et a, B E Nom[. Nous voulons montrer que 
'v'f.L [@wF('(f.L E E => @~@('(00 E E] q 'v'f.L [@wF~f.L E E => @~@o:OB E E] 
Supposons que 
@wFnf.L => @~@o::OB E E, 
pour tout f.L E Nomo. Tout d'abord, 
@wFnf.L => @~@('(OB E E, pour tout f.L E Nomo,
 
ssi OB E E(I-1, a), pour tout 1-1 tel que Po::(w, 1-1)
 
ssi G",OB E E(w, a)
 
ssi @w@o:Go:OB E E
 
ssi @wGo::@('(OB E E
 
D'autre part, nous avons que 
f- @w@o:OB 1\ ~ @w@o:(OB ~ (GOB B G~OB))
 
~ @w@o::( G00 B G~OB)
 
~ @w@o::( GnOB B G~OB)
 
~ (@wGo:@o:OB B @wG~@o:OB)
 
Donc, @wG~@nOB E E. Mais ceci signifie que 
@wFBI-1 => @~@o:OB E E, pour tout 1-1 E Nomo· 
L'autre direction se démontre de manière symétrique. 
(ok) Ce résultat est connu. 
(kn) Il faut montrer que la valuation valE du modèle canonique est normale, 
c'est-à-dire que, pour p E ProPl' il faut montrer que 
@w@C\p E E & @w@('(OB E E => @w@r3P E E 
Nous savons que f- '" p ~ Op, et donc que @w@('«(p ~ Op) E E. Mais 
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f- @w@û(p ~ Op) ~ (@w@cJ7 ~ @w@ûDp) 
Par conséquent, @w@oOp E E. Puisque @w@û00 E E, il s'ensuit alors que 
@w@pP E E. ~ 
Théorème 10.6.2 
La logique des structures de Kamp est axiomatisable.
 
PREUVE. Conséquence de la proposition précédente et du corollaire 10.5.5 ~
 
Chapitre Il 
Paris en bouteille 
Si Adam avait été homosexuel, personne ne serait là pour le dire. 
Oscar Wilde 
Nous voulons faire ici pour la logique des conditionnelles contrefactuelles de 
Lewis (1973) ce que nous avons fait au chapitre précédent pour la logique 
temporelle et aléthique : montrer que la sémantique des sphères de Lewis est 
un cas particulier de la sémantique des structures relationnelles d'ordre supé­
rieur. Plus précisément, nous définirons une certaine classe de SROS qui cor­
respondra à la classe des systèmes de sphères de Lewis (les structures qu'il 
utilise pour définir la sémantique des conditionnelles contrefactuelles), et nous 
montrerons comment convertir la sémantique de Lewis en UIle sémantique sur 
ces SROS. Nous établirons donc un certain nombre de résultats de conversion 
de structures et de traduction de formules, et nous clôturerons l'analyse en 
montrant que les V-logiques des conditionnelles contrefactuelles (cf. Lewis 
1973 : Chap. 6) sont en fait des cas particuliers de logiques de SROS. Les 
SROS constituent un cadre prometteur pour explorer des généralisations de la 
sémantique de Lewis, notamment une sémantique de conditionnelles contre­
factuelles temporalisées (comme celle développée par Thomason & Gupta 
1981), ce que je n'ai malheureusement pas eu le temps de faire dans ce chapi­
tre. 
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11.1 Les conditionnelles contrefaetuelles de Lewis 
Pierre angulaire dans l'énonciation des lois universelles, des relations causales 
et des jugements hypothétiques, aucun connecteur n'a suscité autant de dé­
bats en philosophie que la conditionnelle « si ... alors», comme en témoigne 
d'ailleurs l'abondante littérature sur le sujet (cf. l'anthologie de Bennett 2003 
et la synthèse de Edgington 2006). La conditionnelle « si ... alors» comporte 
en réalité plusieurs sous-variétés, dont certaines sont plus problématiques que 
d'autres. Parmi les conditionnelles ayant généré le plus de difficultés, l'on re­
trouve sans conteste la conditionnelle dite contrefactuelle ou contraire aux 
faits, reconnaissable le plus souvent en français par l'usage du plus-que-parfait 
dans l'antécédent et du conditionnel passé dans le conséquent: 
(1) Si Obama avait choisi un autre colistier, il n'aurait pas été élu 
Ce qui rend la conditionnelle contrefactuelle problématique est le fait que son 
évaluation requiert des états de choses, ou des faits, non-actuels. 
Le problème consistant à trouver une formalisation convenable de la sé­
mantique des énoncés conditionnels (contrefactuels ou pas) existe depuis que 
la conditionnelle matérielle a vu le jour, car les conditions de vérité de cette 
dernière servent très mal notre compréhension intuitive de la conditionnelle en 
général. Celles-ci mènent à des conséquences contre-intuitives bien réperto­
riées, et bon nombre d'entre elles semblent découler de l'indépendance trop 
grande permise entre l'antécédent et le conséquent. Par exemple, la condi­
tionnelle 
(1.1) Si Harper est le Premier ministre du Canada (PMC), alors Obama 
est le Président des États-Unis (POTUS) 
est vraie selon les conditions de vérité de la conditionnelle matérielle 
(l'antécédent et le conséquent sont vrais) et, pourtant, nous pourrions légiti­
mement la considérer comme fausse (ou à tout le moins douteuse), en ce sens 
qu'il ne semble pas y avoir de lien de conséquence entre le fait que Stephen 
Harper soit PMC et le fait que Obama soit POTUS. Pour corriger ce pro­
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blème d'indépendance, on a proposé de représenter la conditionnelle logique­
ment comme une conditionnelle matérielle précédée d'une modalité de nécessi­
té. L'énoncé (1.1) s'écrirait alors comme 
(1.2) D(Harper est PMC ~ Obama est POTUS)
 
où 'D'est une modalité de nécessité et '~' est la conditionnelle matérielle.
 
Cette nouvelle conditionnelle, appelée conditionnelle stricte, évite la difficulté
 
précédente, car (1.2) est faux: en effet, il existe un monde possible où Ste­

phen Harper est toujours le PMC mais où John McCain est POTUS (donc
 
l'implication (1.1) est fausse dans ce monde et cela entraîne que (1.2) est faux
 
tout court). Mais la conditionnelle stricte n'est pas sans problèmes non plus.
 
Si nous comprenons
 
(1.3) Si Barack Obama est assassiné, Joe Biden deviendra le Président
 
comme la conditionnelle stricte
 
(1.4) D(Obama est assassiné ~ Biden devient Président)
 
alors (1.3) sera vraisemblablement fausse si 'D' traduit une notion de nécessi­

té suffisamment forte. Nous pourrions imaginer une situation possible où Oba­

ma et Biden sont tous les deux victimes d'un attentat, ce qui rendrait
 
l'antécédent de (l.4) vrai et son conséquent faux. Cependant, cette situation
 
est moins possible que d'autres où seulement Obama est assassiné, car le pré­

sident et le vice-président sont toujours censés voyager séparément. Suppo­

sons pour les besoins de la cause toutefois que la modalité de nécessité 'D'
 
rend (1.4) vrai, c'est-à-dire qu'elle inclut des possibilités où Obama est assas­

siné, mais seulement celles qui sont les plus rapprochées du monde actuel,
 
donc aucune où Obama et Biden sont assassinés. Considérons alors la condi­

tionnelle contrefactuelle
 
(1.5) Si Joe Biden et Obama sont assassinés, Sarah Palin ira sur la Lune
 
Si (1.5) se laisse traduire par la conditionnelle stricte
 
(1.6) D(Biden et Obama sont assassinés ~ Palin va sur la Lune) 
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alors (1.5) sera vraie en dépit du fait qu'elle est clairement (intuitivement) 
fausse. La conditionnelle (1.6) est vraie car nous avons supposé que la modali­
té 'D' n'était pas assez inclusive pour comprendre des possibilités où Biden et 
übama sont assassinés conjointement, donc (1.6) est vraie car l'antécédent de 
la conditionnelle matérielle est toujours faux. Mais (1.5) est clairement faux, 
car, dans les mondes les plus près du monde actuel où les deux sont assassi­
nés, Sarah Palin ne va pas ou n'ira pas sur la Lune; les possibilités où Palin 
va sur la Lune sont très éloignées de celles où übama et Biden sont assassi­
nés, encore plus éloignées du monde actuel que ces dernières ne le sont. 
Ces observations rendent clair le fait que la conditionnelle stricte n'est 
pas un bon candidat pour la traduction formelle de la conditionnelle contre­
factuelle. Elles nous montrent également que la conditionnelle contrefactuelle 
s'apparente davantage à une sorte de conditionnelle stricte variable. Pour que 
(1.4) ait les bonnes conditions de vérité, il faut que la modalité 'D' soit suffi­
samment inclusive pour comprendre des mondes où übama est assassiné mais 
assez restrictive pour exclure des mondes où übama et Biden sont assassinés; 
et pour que (1.6) ait les bonnes conditions de vérité, il faut que 'D' soit suffi­
samment inclusive pour comprendre des mondes où übama et Biden sont as­
si}ssinés mais assez restrictive pour exclure des mondes où Sarah Palin va sur 
la Lune. En somme, pour chaque conditionnelle, il faut que 'D' soit suffisam­
ment inclusive pour permettre à l'antécédent d'être vrai (si possible) mais 
guère plus. 
L'idée qu'une variation dans l'interprétation de 'D'influe sur les condi­
tions de vérité de la conditionnelle stricte 'D(<p ~ 'ljJ)' est illustrée par la fi­
gure ci-dessous. Si l'ensemble des mondes accessibles depuis w ne comprend 
pas de mondes où <p, comme c'est le cas pour (1), la conditionnelle sera trivia­
lement vraie. Si cet ensemble contient trop de mondes, comme c'est le cas 
pour (III), la conditionnelle stricte 'D(<p ~ 'ljJ)' sera falsifiée par des possibili­
tés très éloignées et impertinentes. Mais s'il contient seulement les mondes qui 
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sont suffisamment rapprochés, la conditionnelle stricte aura les mêmes condi­
tions de vérité que la conditionnelle contrefactuelle. 
5 / . 
2S1 ....... ."-'.
 
fwe we
 
.............
 
.. <p 
...........................
(1) 
(II) 
...........
 
S3 . 
we 
.\ 
.... ~. In 
......: . y 
.... .. 
............................................
 
(III) 
La valeur de vérité d'une conditionnelle à un monde w sera donc définie à 
l'aide d'un ensemble de voisinages emboîtés de plus en plus inclusifs autour de 
w, ce que Lewis appelle un système de sphères. Plus on monte dans la hiérar­
chie des sphères, plus les sphères englobent des mondes éloignés du monde 
actuel sur le plan métaphysique. Appelons un e-monde un monde possible où 
e. S'il existe une sphère S telle que tous les <p--mondes de S sont des 'l/J-mondes, 
alors le fait que les sphères soient emboîtées entraîne que toutes les sphères S' 
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(IV) (V) 
plus « proches» du monde actuel que 8 ont également cette propriété. En 
particulier, la sphère la plus rapprochée (si elle existe) contenant des <p­
mondes aura cette propriété. Nous arrivons donc ici une définition provisoire 
de la conditionnelle contrefactuelle : cette conditionnelle est vraie s'il existe 
une sphère contenant des mondes où l'antécédent '<p' est vrai et telle que tous 
les <p-mondes de cette sphère sont des mondes où le conséquent ''ljJ' est vrai. 
Le cas (IV) ci-dessus illustre une situation où une conditionnelle de cette for­
me est vraie, et le cas (V) une situation où elle est fausse. 
Nous transformons maintenant ces idées en définitions rigoureuses. Soit 
W un ensemble de mondes possibles. Un système de sphères sur West définie 
comme une fonction S : W ~ p(p( VV)) telle que 
(Sph) S(w) 7: 0 et < S(w), c > est un ordre total, 
pour tout w E W. Dans l'exposition philosophique des systèmes de sphères 
(1973 : 14), Lewis inclut également les conditions suivantes: 
(C) {w} E S(w), pour tout w E W, pour tout w E W 
(U) Si TC S(w), alors UT E S(w), pour tout w E W 
(n) Si T c S(w), alors nT E S(w), pour tout w E W 
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Nous dirons qu'un système de sphères S est centré ssi il satisfait (C), qu'il est 
fermé sous union ssi il satisfait (U), et qu'il est fermé sous intersection ssi il 
satisfait (n). Enfin, S est fermé tout court ssi il est fermé sous intersection et 
union. §w dénotera l'ensemble des systèmes de sphères sur W. Dans 
l'exposition formelle de ces idées (1973 : Ch. 6), les conditions (C), (U) et (n) 
ne font pas partie de la définition du système minimal. 
Les systèmes de sphères servent à exprimer la signification des formules 
d'un langage propositionnel LCD ayant pour connecteurs les conditionnelles 
'D~' et 'D:::}' de même que les connecteurs booléens habituels. Les clauses 
syntaxiques de LCD sont données par 
<p ::= -l 1 p 1 -,<p 1 <p ~ 'ljJ 1 <p D~ 'ljJ 1 <p D:::} 'ljJ 
où p est une variable propositionnelle de ProPCD' Un modèle M pour ce lan­
gage est une paire < S, val >, où S est un système de sphères et val est une 
valuation propositionnelle, c'est-à-dire val: ProPCD ~ p( VV). Les clauses sé­
mantiques pour les connecteurs booléens restent les mêmes, il suffit donc de 
préciser l'interprétation des conditionnelles dans M. Pour la première condi­
tionnelle : 
S, w If- <p D~ 'ljJ ssi 
(i) Aucune sphère de S(w) ne contient un <p-monde, ou 
(ii) Il existe une sphère 5 de S(w) qui contient un <p-monde et tout 
monde de 5 est un (<p ~ 'ljJ)-monde. 
Formellement, ces conditions se traduisent par 
(i) V5 E S(w)Vv E 5[ vW <pl 
(ii) :35 E S( w) [:3v E 5 [ v If- <p] & Vv E 5 [ v If- <p ~ 'ljJ] ] 
Pour la seconde conditionnelle: 
S, w If- <p O:::} 'ljJ ssi il existe une sphère 5 de S( w) qUI contient un <p­
monde et tout monde de 5 est un (<p ~ 'ljJ)-monde. 
Formellement, 
S, w If- <p D:::} 'ljJ ssi :35 E S(w) [:3v E 5[ v If- <p] & Vv E 5[ v If- <p ~ 'ljJ]] 
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Ces clauses déterminent la signification de toute formule de LeD' 
Lewis met à profit les connecteurs conditionnels 'D~' et 'D~' afin de 
donner une interprétation formelle à la conditionnelle « Si VJ, alors il se pour­
rait que 'IjJ » (pp. 21,25). Deux versions de cette conditionnelle sont offertes: 
VJ O~ 'IjJ =déf --.( VJ D~ --.'IjJ)
 
VJ O~ 'IjJ =déf --.( VJ D~ --.'IjJ)
 
et elles ont les conditions de vérité dérivées suivantes: 
S, w If- VJ O~ 'IjJ ssi 
(i) Il existe une sphère de S(w) qui contient un <p-monde, et 
(ii)
 Toute sphère S de S(w) qui contient un VJ-monde contient aussi 
un (<p /\ 'IjJ)-monde. 
S, w If- VJ O~ 'IjJ ssi toute sphère S de S(w) qUI contient un VJ-monde 
contient aussi un (VJ /\ 'IjJ)-monde. 
Ces deux nouvelles conditionnelles nous permettent notamment de définir 
'D~' en termes de 'D~' et vice versa: 
If- VJ O~ 'IjJ B (VJ O~ VJ ~ VJ O~ 'IjJ)
 
If- VJ D~ 'IjJ B (VJ D~ VJ ~ VJ D~ 'IjJ)
 
La liste initiale de nos connecteurs est donc redondante. 
Il est également possible de définir des notions de nécessité et de possibili­
té en termes de ces opérateurs (pp. 22, 30). Plus précisément, la nécessité et 
la possibilité externes sont définies comme suit: 
DVJ
 =déf --.VJ D~ 1.­
OVJ
 =déf --.D--.VJ (ou, de manière équivalente, VJ O~ T) 
La nécessité et la possibilité internes sont définies comme: 
• VJ =déf T D~ VJ (ou, de manière équivalente, OT /\ (T D~ VJ)) 
+<p =déf T O~ VJ (ou, de manière équivalente, OT ~ (T O~ VJ)) 
Il est facile de vérifier que : 
S, w If- DVJ ssi tout w E US( w) est un <p-monde 
S, w If- OVJ ssi il existe w E US( w) qui est un VJ-monde 
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s, w If- • cp ssi il existe SE S(w) non-vide ne contenant que des cp-mondes 
S, w If- +cp ssi tout SE S(w) non-vide contient un cp-monde 
Des connecteurs de possibilité comparée (~', '-<' et '~' peuvent également 
être interprétés dans les systèmes de sphères (p. 52) : 'cp ~ 'IjJ' signifie qu'il 
n'est pas moins possible que cp qu'il n'est possible que 'IjJ; 'cp -< 'IjJ' signifie qu'il 
est plus possible que cp qu'il ne l'est que 'IjJ; et 'cp ~ 'IjJ' signifie qu'il est aussi 
possible que cp qu'il l'est que 'IjJ. Dans le langage des sphères: 
S, w If- cp ~ 'IjJ ssi, pour toute sphère S de S(w), s'il existe un monde de S 
où 'IjJ est vrai, il existe un monde de S où cp est vrai. 
S, w If- cp -< 'IjJ ssi il existe une sphère S de S(w) qui contient un monde où 
cp est vrai mais aucun monde où 'IjJ est vrai. 
S, w If- cp ~ 'IjJ ssi, pour toute sphère S de S(w), il existe un monde de S où 
'IjJ est vrai si et seulement si il existe un monde de S où cp est vrai. 
Ce qui se traduit formellement par: 
S, w If- cp ~ 'IjJ ssi VS E S(w) [3v E S [v If- 'IjJ] :::} 3v E S [v If- cp]] 
S, w If- cp -< 'IjJ ssi 3S E S(w) [3v E S [v If- cp] & Vv E S [v j,jL 'IjJ ] ] 
S, w 1f- cp ~ 'IjJ ssi VS E S(w) [3v E S [ vif- 'IjJ ] <=> ::J v E S [ vif- cp ] ] 
Ici encore les connecteurs ne sont pas tous indépendants. Il se trouve que '~' 
et '-<' sont inter-définissables et le connecteur '~' peut-être défini en fonction 
de '~' ou de '-<'. En effet, une vérification simple nous donne que 
If- cp ~ 'IjJ H -.('IjJ -< cp) 
If- cp -< 'IjJ H -.('IjJ ~ cp) 
If- cp ~ 'IjJ H (cp ~ 'IjJ 1\ 'IjJ ~ cp) 
Par ailleurs, ces connecteurs sont suffisants expressifs pour définir les condi­
tionnelles contrefactuel1es plus haut. En effet, nous avons les équivalences sui­
vantes: 
If- cp D:::} 'IjJ H (cp 1\ 'IjJ) -< (cp 1\ -.'IjJ) 
If- cp D~ 'IjJ H Ocp ~ (cp D:::} 'IjJ) 
La réciproque est vraie aussi car: 
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If- rp ~ 'l/J B
 (rp v 'l/J) O=? rp 
If- rp --< 'l/J B (rp v 'l/J) D=? -,'l/J 
Lewis définira d'abord le système de dérivation pour la logique des condition­
nelles en termes du connecteur '~'. 
11.2 Caractérisation et axiomatisation 
Les conditionnelles peuvent prendre plusieurs formes selon les conditions qui 
sont imposées aux systèmes de sphères. Les conditions suivantes sont recen­
sées par Lewis (po 120) : 
(N) S est normal ssi 't/w E W{ US( w) :;é 0] 
(T) S est totalement réflexif ssi 't/w E W{ W E US( w) ] 
(W)
 S est faiblement centré ssi 
't/w E W[:JS E S(w) [S:;é 0] & 't/S E S(w) [S:;é 0 =? W E S]] 
(C) S est centré ssi 't/w E W [{w} E S( w) ] 
(L)
 S satisfait la condition limite ssi 
't/w E W't/rp E FormCD [[rp]1 US( w) =?0 
:JSE S(w) [[rp] . S&'t/TE S(w) [[rp] T=? Sc T]]]6D0 
(8)
 S satisfait la condition de Stalnaker ssi 
't/w E W't/rp E FormCD [[rp] . US( w) =? 
:3SE S(w) [:3VE W[Sn [rp] = {v}]] 
(U-)
 S est localement uniforme ssi 
't/w, v E W[ v E US(w) =? US(w) = US(v)] 
(U) S est uniforme ssi 't/w, v E W [US( w) = US( v) ]	 
(A-) S est localement absolu ssi 't/w, v E W[ v E US( w) =? S( w) = S( v) ]	 
(A) S est absolu ssi 't/w, v E W[ S( w) = S( v) ]	 
(UT) S est universel ssi 't/w E W [US( w) = W]
 
(WA) S est faiblement trivial ssi 't/w E W't/S E S( w) [S:;é 0 =? S = W]
 
GO X Y ssi X n Y += 00 
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(CA) S est trivialssi W= {w} & S(w) = {0, {w}} 
Il n'est pas très difficile de voir que 
(C) :::} (W) (A) :::} (A-) 
(W) :::} (T) (A) :::} (U) 
(T) :::} (N) (UT) Ç? (T) & (U) 
(8) :::} (L) (WA) Ç? (\IV) & (A) 
(8) & (W) :::} (C) (CA) :::} (WA) 
(U) :::} (U-) 
Les axiomes de LeD correspondant à ces conditions sont (p. 121) : 
Tableau 11.2.1 - Schèmes correspondant aux conditions 
CONDITION AXIOMES 
(N) N:T ...cl 
(T) T : O<p ~ <p 
(W) W : (O<p V • <p) ~ <p 
(C) C : +<p ~ <p 
(L) Rien 
(8) S : (<p 1\ 'l/J) ~ (<p 1\ ..'l/J) ~ ..O<p 
(U-), (U) U : O<p ~ OO<p & D<p ~ DD<p 
(A-), (A) A : <p ~ 'l/J ~ O(<p ~ 'l/J) & <p -< 'l/J ~ O(<p -< 'l/J) 
(UT) U&T 
(WA) W&A 
(CA) C&A 
Les conditions (U-) et (U) (resp. (A-) et (A)) sont axiomatisées par les mêmes 
axiomes parce que le langage LeD ne permet pas de les distinguer, la logique 
des structures satisfaisant (U-) est donc la logique des structures satisfaisant 
(U) et réciproquement (il en va de même pour (A-) et (A)). Par ailleurs, on 
remarquera l'absence d'axiomes pour caractériser les conditions (u) et (n). 
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Encore une fois, il se trouve que LeD est incapable de définir ces conditions et, 
par conséquent, ces conditions sont superfétatoires (p. 119, note en bas de 
page). 
Les systèmes de dérivation sont définis de la manière suivante : 
Axiomes. Il y quatre groupes d'axiomes, seuls ceux du quatrième groupe 
sont facultatifs: 
I. Toute instance de tautologie propositionnelle.
 
II. Les définitions des opérations: par exemple, de '0----7', 0=>', '0----7', 0=>',
 
'D', '.', '0', '+' '-<' et '~' en termes de '~'.
 
III. Les axiomes de transitivité et de connexité pour '~' :
 
(TR) ((<p ~ 'l/J) 1\ ('l/J ~ 8)) ----7 (<p ~ 8)
 
(CN1) (<p~'l/J)v('l/J~<p)
 
(CN2) (<p ~ (<p v 'l/J)) v ('l/J ~ (<p v 'l/J))
 
IV. Une sélection parmi les schèmes N, T, W, C, S, U et A.
 
Règles. Nous admettons les règles du modus ponens et de la possibilité 
comparée: 
(MP) Si f- <p et f- <p ----7 'l/J, alors f- 'l/J 
(PC) Si f- <p ----7 'l/J, alors f- 'l/J ~ <p 
Le système de dérivation de base A est celui qui n'a aucun schème du 
groupe IV; et si X est un ensemble de schèmes de IV, A + X désigne le sys­
tème de dérivation de base avec les schèmes de X. Si X est l'ensemble des 
conditions correspondant aux axiomes de X via le tableau 11.2.1, Lewis mon­
tre que A + X est un système de dérivation complet pour X. (Les règles et 
axiomes choisis sont ceux décrits dans la note en bas de page, p. 124, et non 
pas ceux de la p. 123.) 
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11.3 Structures relationnelles d'ordre supérieur de Lewis 
Notre tâche est maintenant de montrer que les systèmes de sphères sont des 
cas particuliers de SROS, et que le langage LCD est traduisible dans un frag­
ment de Lr. 
La tâche la plus difficile sera de faire ressortir le système de sphères S 
comme une collection de relations d'accessibilités binaires sur W. Soit n C 
Wx W une relation binaire sur W. Nous dirons que n est voisinage admissible 
pour S ssi 
n[w] = {v E W: n( w, v)} E S(w) 
pour tout w E W. Autrement dit, n est admissible si, pour tout w, le voisinage 
qu'il définit pour west une sphère de S(w). Il n'est pas difficile de montrer 
que de telles relations existent. Soit Ns l'ensemble de toutes les relations ad­
missibles pour S. Nous dirons que Ne Ns est un système de voisinages admis­
sibles pour S ssi, pour tout w E Wet pour tout S E S(w), il existe n E N tel 
que n[w] = S. Nous verrons plus loin qu'un système admissible existe toujours 
et que le choix de ce système n'a pas d'importance (pour peu qu'il soit admis­
sible pour S). Définissons SL comme étant la structure relationnelle d'ordre 
supérieur fini de rang deux < W, N, <1>, R > où : N est un système de voisina­
ges admissible pour S; <1> est la fonction identité sur N; et R est la relation 
binaire Wx N telle que 
(w, n)R(v, m) ssi w = v, 
Rw ( n, m) sera une abréviation de (w, n)R( w, m). 
Nous verrons que SL permet d'imiter l'évaluation des conditionnelles dans S. 
En effet, si w E W, les clauses sémantiques de LCD pour 'D::::}' stipulent 
que 
w If- 'P D::::} 'IjJ ssi 35 E S( w) tel que S contient un cp-monde et tout cp­
monde de S est un 'IjJ-monde 
Comment convertir cette clause en une clause qui s'évaluerait à des paires de 
Wx N? Il y a trois opérations saillantes dans celle-ci: (i) une quantification 
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existentielle sur les sphères de S( w), (ii) une quantification existentielle et 
universelle sur les mondes d'une certaine sphère, et (iii) une conditionnelle 
matérielle entre rp et 'l/J. Afin de représenter de façon modale ces quantifica­
tions dans le langage objet, nous introduisons une modalité de rang deux '\j' 
(avec son dual' l1 ') qui sera interprétée à l'aide de R et une modalité (varia­
ble) de rang 1 'D' (avec son dual '0') qui sera interprétée à J'aide des rela­
tions de N. Les clauses sémantiques de ces modalités sont: 
(w, n) If- \je ssi (w, m) If- e, pour tout m tel que Rw(n, m) 
(w, n) If- De ssi (w, n) If- e, pour tout v tel que n( w, v) 
Les clauses des autres connecteurs sont les mêmes. Étant que la relation Rw 
est la relation binaire totale N, nous pouvons tout simplement supprimer la 
condition supplémentaire « tel que R 1U ( n, m) ». Considérons maintenant la 
formule 'I1(Otp /\ D(rp --7 'l/J)'. Nous avons que (w, n) If- I1(Orp /\ D(rp --7 'l/J)) 
ssi :::lm E N[ (w, m) If- Orp & (w, m) If- D(rp --7 'l/J)] 
ssi :::lm E N[ [il existe v E m[w] t. q. (v, m) If- rp] 
& [pour tout v E m[w], si (v, m) If- rp alors (v, m) If- 'l/J] ] 
Observons deux choses. Premièrement, le fait que les variables propositionnel­
les de LeD aient des extensions dans W (et non dans Wx N) et le fait que R w 
soit la relation totale entraînent que l'extension d'une formule ne dépend pas 
de la deuxième coordonnée dans N, donc 
w If- essi (w, n) If- e (quelque soit n). 
Deuxièmement, puisque N est un système admissible pour S, l'existence d'une 
relation m telle que [ ... ] est équivalente à l'existence d'une sphère S E S( w) 
telle que [ ... }. Ces deux observations nous permettent d'établir que 
w 1f- l1 (Otp /\ D (rp --7 'l/J)) 
ssi :::lS E S( w) [ [il existe v ESt. q. v If- rp] 
& [pour tout v E S, si v If- rp alors v If- 'l/J] ] 
Donc les conditions de vérité de I1(Orp /\ D(rp --7 'l/J)) sont précisément celles 
de rp D:::} 'l/J. (Il est clair aussi que ces conditions de vérité ne dépendent pas 
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du choix de N) Nous nous emploierons dans ce qui suit à démontrer que cette 
transformation/traduction fonctionne en général et qu'elle a les propriétés 
désirées. 
Nous voulons préciser les conditions que devrait satisfaire une SRüF de 
rang deux S = < W, N, <P, R > pour qu'elle se comporte comme un système 
de sphères. En s'inspirant de la discussion ci-dessus, nous appellerons Sune 
structure de Lewis ssi 
(LI) (w, n)R(v, m) =? w = v 
(L2) Rw est linéaire 
(L3) Rw( n, m) =? <1>( n) [w] C <p( m) [w] 
La première condition nous est familière. Pour des questions de définissabilité, 
il sera important que Rw soit linéaire (et satisfasse (L3)), nous interpréterons 
alors les modalités' 6.' et '\l'avec la clôture réflexive et symétrique de Rw (la 
clôture réflexive et symétrique de Rw est la relation totale sur W). Pour Mc 
N un sous-ensemble N, nous définissons 
<I>(M)[w] = {E c W: E = <I>(n)[w] pour un certain nE M} 
Nous avons: 
Proposition 11.3.1 
Si S est une structure de Lewis, alors < <I>(N)[w], c > est un ordre total. 
PREUVE. Soit SI et S2 E <I>(N)[w], il faut montrer que 
SI C S2 ou SI = S2 ou S2 C SI' 
Si SI et S2 E <p(N)[w], c'est qu'il existe ni et ~ E N tels que Si = <I>(ni)[w]. 
Puisque Rw est une relation linéaire, elle est totale et donc 
Rw( nI> ~) ou ni = n2 ou Rw(~' ni) 
La condition (L3) entraîne la propriété recherchée. ~ 
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Une manière de reformuler cette proposition est qu'il existe un épimorphisme 
de < N, Rw > sur < <1>(N)[w], c >. 
On aura peut-être remarqué la ressemblance entre la proposition 11.3.1 et 
la condition (Sph). En effet, si nous posons 
Ss(w) = <1>(N)[w], 
pour tout w E W, cette proposition montre finalement que Ss est un système 
de sphères. Toute structure de Lewis S peut donc être convertie en un sys­
tème de sphères Ss. Nous avons également l'autre direction: 
Proposition 11.3.2 
Tout système de sphère S peut être transformé en une structure de Lewis 
SL = < W, N, <1>, R > 
telle que N est un système de voisinages admissibles pour S et 
INI = sup{IS(w)1 : w E W}. 
PREUVE. Soit S un système de sphères. Il nous faut définir la structure de Le­
wis SL = < W, N, <1>, R >. Le plus difficile sera de définir l'ensemble N de 
voisinages admissibles pour S. Posons So = S et Wo = W, et soit 
fo: W ~ U{So(w) : w E Wo} 
une fonction de choix pour la collection {So(w) : w E Wo}' Cette fonction exis­
te car S(w) 7= 0 par (Sph). Posons S[(w) = So(w)\{fo(w)} et W[ l'ensemble 
des w E Wtels que S[(w) 7= 0. Si W[ 7= 0, soit g[: W[ ~ U{S[(w): w E W[} 
la fonction de choix pour la collection {S[( w) : w E W l }. Nous définissons 
fI: W ~ U{S( w) : w E MI} 
la fonction telle que 
.Mw) = g[(w), si w E W[ 
fl(w) = fo(w), si w ri- W[ 
De manière générale, pour un cardinal successeur 1'\" nous posons 
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W
L'ensemble W" est défini comme l'ensemble des w E W tels que SJw) 7:- 0. Si 
K 7:- 0, la fonction g,,: W" ~ U{SJw) : W E WJ est la fonction de choix de 
la collection {S,,(w) : w E WJ, et 
fI': w~ U{S(w): w E W} 
est la fonction telle que 
f" (w) = gJw), si w E WK 
fI' (w) = K-l (w), si w tf- W". 
Si "" est un cardinal limite, nous posons 
S,,(w) = n{Sv(w) : v < ",,}, 
L'ensemble W" = n{Wv : v < ",,}. Si W" 7:- 0, g,,: W" ~ U{SJw) : w E WJ est 
la fonction de choix de la collection {S,,(w) : W E W,,}, et 
f,,: W ~ U{S(w) : w E W} 
est la fonction telle que 
fJ w) = gJw), si w E WK 
f,,(w) = nuv(w) : v < ",,}, si w tf- vv". 
Pour w tf- W,,' il n'est pas difficile de voir que flJ.( w) = fv( w), pour tous f.L, v < 
"". Nous voulons montrer maintenant qu'il existe un cardinal à partir duquel 
vv" = 0, de sorte que la définition de K se stabilise. 
Intuitivement, ceci n'est pas difficile à voir étant qu'une sphère est retirée 
de chaque SJw), pour tout w, à chaque étape du processus. En particulier, si 
"" < f.L, et. si w E WIJ. C W,,' alors SJw) :;2 SIJ.( w). Il existe donc un plus petit 
cardinal "" * tel que S,A w) = 0, pour tout w E W. Donc, Wv = 0 et .tv = K. 
pour tout v ~ ",,*. Il n'est pas difficile de voir que ",,* = sup{IS(w)1 : w E W}. 
Soit F = Uv: v ::::; ""*}. Pour tout f E F, nous définissons la relation bi­
naire nI sur W comme suit: 
niw, v) ssi v E f(w). 
Posons N = {nI: f E F} et <I> = Id N, la fonction identité sur N. Pour tout w E 
W, nous définissons la relation Rw comme suit: 
Rw( nI' ng) ssi f( w) ç g( w) 
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Il est clair que SL = < W, N, <I>, R > est une structure de Lewis. Par ailleurs, 
par construction, N est un système de voisinages admissibles pour S. ~ 
Nous pouvons donc convertir les conditions sur les systèmes de sphères énon­

cées à la section précédente en des conditions sur les structures de Lewis:
 
(N') S est normal ssi Vw E W[ U<I>(N) [w] 7: 0]
 
(T') S est totalement réflexifssi Vw E W[ w E U<I>(N)[w]]
 
(W') S est faiblement centré ssi
 
Vw E W[:::ln E N[ n[w] 7: 0] & Vn E N[n[w] 7: 0 =? W E n[w]]] 
(C') S est centré ssi Vw E W [:::ln E N [ m[w] = {w} ] ] 
(V)
 S satisfait la condition limite ssi 
Vw E WV<p E FormCD [[<p]1 . U<I>(N)[w] =? 
:::ln E N[ [<p] . n[w] & Vm E N[ [<p] . m[w] =? n[w] C m[w]]]] 
(8') S satisfait la condition de Stalnaker ssi 
Vw E WV<p E FormCD [[<p] . U<I>(N)[w] =? 
:::ln E N[:::lv E W[ n[w] n [<p]1 = {v} ]] 
(U'- ) S est localement uniforme ssi 
Vw, v E W[ v E U<I>(N)[w] =? U<I>(N)[w] = U<I>(N) [v] ] 
(U) S est uniforme ssi Vw, v E W[U<I>(N)[w] = U<I>(N) [v] ] 
(A'- ) S est localement absolu ssi 
Vw, v E W[ v E <I>(N)[w] =? <I>(N)[w] = <I>(l\0[v]] 
(A') S est absolu ssi Vw, v E W[ <I>(N)[w] = <I>(N)[v]] 
(UT') S est universel ssi Vw E W[U<I>(l\0[w] = W] 
(WA') S est faiblement trivial ssi Vw E WVn E N[ n[w] 7: 0 =? n[w] = W] 
(CA') S est trivial ssi W = {w} & <I>(N)[w] = {0, {w}} 
Dans ce qui suit, nous supposerons que si X est un ensemble de conditions sur 
les système de sphères (lesquelles sont formulées à la section 11.2), nous défi­
nissons l'ensemble XI comme étant l'ensemble des conditions correspondantes 
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(décrites ci-dessus) sur les structures de Lewis. Et réciproquement, si XI est 
un ensemble de conditions sur les structures de Lewis, alors X est l'ensemble 
correspondant de conditions sur les sphères de Lewis. 
Nous avons: 
Corollaire 11.3.3 
Si S est un système de sphères de type X, alors SL (sa conversion en structure 
de Lewis) est de type XI; et si S est une structure de Lewis de type XI, alors 
Ss (so.. conversion en système de sphères) est de type X. 
PREUVE. Conséquence immédiate de ce qui précède. ~. 
11.4 Définissabilité et axiomatisation des structures de Lewis 
Nous montrons que les structures de Lewis sont définissables et que leur logi­
que est axiomatisable. Pour ce faire, il faudrait spécifier le langage LL avec 
lequel nous comptons les définir, LI, est en quelque sorte un fragment de L T . 
La modalité de voisinage 'V' (resp. '6') sera définie avec les modalités (com­
plémentaires) de rang deux '[T]' et '[1]' (resp. '<T>' et '<1>'). Les modalités 
'[T]' et '[1]' se comporteront comme des modalités 'G2 ' et 'H2 ' de LT (et '<T>' 
et '<1>' comme 'F2' et 'P2')· Les clauses syntaxiques pour LL sont 
<p := p a 1 -.<p <p /\ 'ljJ 1 D<p DL\<p 1 [1]<p [T]<p1 w 1 1 1 1 
où P E Nom~;t, W E Nomo et a E Nom\, Les clauses sémantiques pour un mo­
dèle basé sur S = < W, N, <I>, R > sont donc: 
(w, n) If- D<p ssi (w, n) If- <p, pour tout v tel que <I>( n) (w, v) 
(w, n) If- DL\<p ssi (w, n) If- <p, pour tout v tel que <I>(a)(w, v) 
(w, n) If- [1]<p ssi (w, m) If- <p, pour tout m tel que Rw( m, n) 
(w, n) If- [T]<p ssi (w, m) If- <p, pour tout m tel que Rw( n, m) 
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La définissabilité des conditions (LI) et (L2) est facile à obtenir; en effet, les 
schèmes suivants conviennent à la tâche: 
(idk) <l>w ~ w & <T>w ~ w 
(aref) a. ~ -,<1>0. & cx ~ -,<T>cx 
(4t) [1]0. ~ [1][1]0. & [T]cx ~ [1][T]cx 
(tot) <l>cx v a. v <T>o. 
pour tous w E Nomo et a. E Nom1. Le premier schème définit la propriété 
(LI), et les trois autres définissent la linéarité de R w, c'est-à-dire (L2). Reste à 
définir la propriété (L3). Posons 
(sphl) O<p ~ [l]O<p 
(sphi) O<p ~ [1]O<p 
pour tout if E FConv 
Proposition 11.4.1 
Soit S une structure < W, N, 1>, R >. Nous avons que 
(a)
 '\J<p E FCondS If- (sphl)(<p)] ssi 
'\Jn, m E N[ Rw(m, n) =? 1>(m)[w] C 1>(n)[w]] 
(b)
 '\J<p E FCondS If- (sphi)(<p)] ssi 
'\Jn, mEN [Rw(m, n) =? 1>( m) [w] C <1>( n) [w] ] 
(c) '\J<p
 E FCond S If- (sphl)( <p) ] {:} '\J<p E FCond S If- (sphi)(<p)] 
PREUVE. (a) (=?) Soient m, nE Net w E W tels que Rw(m, n). Nous voulons 
montrer que <I>(m)[w] C <I>(n)[w]. Soit M le modèle basé sur S tel que val(p) = 
<I>(n) [w]. Nous avons que M, (w, n) if- Op, car 
(w, n) If- Op ssi (v, n) If- p, pour tout v E <I>(n) [w] 
ssi v E val(p), pour tout v E 1>(n)[w] 
Puisque (sphl) est valide dans S, nous avons que (w, n) if- [l]Op. Mais, 
(w, n) If- [l]Op ssi (w, x) If- Op, pour tout x tel que RJx, n) 
ssi '\Jx[Rw(x, n) =? '\Jv[<I>(x)(w, v) =? vE val(p)]] 
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ssi \:fx[Rw(x, n):::} \:fv[v E <p(x)[w]:::} v E <p(n)[w]]] 
ssi \:fx[Rw(x, n) :::} <p(x)[w] C <p(n)[w]] 
Puisque RJ m, n), le résultat s'ensuit. 
({:::) Soit cp E FConL , soit M un modèle basé sur S, et soient w E Wet n E N. 
Si (w, n) j,jL Dcp, il n'y a rien à démontrer. Supposons donc que (w, n) If-- Dcp, 
ce qui est équivalent à {n}x<P(n)[w] c [cp]l. Puisque cp E FConL , nous avons 
que [cp] = V<pxN, où VI" c W, et donc, {n}x<P(n)[w] C [cp] ssi <p(n)[w] C VI'" 
Dans ce cas, nous avons que 
(w, n) If-- Dcp ---7 [l]Dcp ssi \:fm E N[Rw(m, n) :::} <p(m)[w] C V<p] 
Par hypothèse, nous avons que <p(m)[w] C <p(n)[w] dès que Rw(m, n). D'où le 
résultat. 
(b) La preuve est analogue à (a). 
(c) Conséquence directe des parties précédentes. ~ 
La condition (L3) est donc définissable par (sphl) ou (sphi). 
Nous définissons la modalité ''J'à partir de '[1]' et 'li]' comme suit: 
'J cp = déf. [1] cp /\ cp /\ [l] cp 
Le dual' L' de ''J'est défini naturellement comme 
Lcp =d6f. -,'J-,cp (ce qui est équivalent à '<l>cp v cp v <i>cp') 
Nous avons 
Proposition 11.4.2 
(a) (w, n) If-- 'Jcp ssi (w, m) If-- cp, pour tout mEN 
(b) La modalité ''J' satisfait (K), (T), (4) et (5) 
PREUVE. (a) Nous avons que (w, n) If-- 'Jcp 
ssi (w, n) If-- [l]cp /\ cp /\ [i]cp 
ssi (w, n) If-- [JJCP & (w, n) If-- cp & (w, n) If-- [l]cp 
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ssi (w, m) If- <p, pour tout m tel que Rw(m, n) ou n = mou Rw(n, m) 
Puisque Rw est totale, le résultat s'ensuit. 
(b) Ceci découle de (a) et du fait qu'une modalité interprétée par une relation 
d'équivalence satisfait ces formules. ~ 
Nous définissons le système déductif de base f L comme étant le système dé­
ductif ayant les mêmes règles et axiomes que le système déductif de base fT 
(en omettant bien sûr tout ce qui s'applique aux rangs> 2) et qui possède en 
plus les axiomes (idk) , (aref), (4[), (tot), et (sphl) (ou (sphT)). Nous savons 
déjà que ces règles et axiomes sont valides dans les structures de Lewis. Mon­
trons qu'ils sont complets. 
Proposition 11.4.3 
La logique de base f L est complète par rapport aux structures de Lewis. 
PREUVE. Montrons que le modèle canonique ME basé sur E, un ensemble f c
 
maxcon nommé et collé, est une structure de Lewis. Nous t;avons déjà que
 
(idk), (aref) et (4[) sont canoniques pour les propriétés qu'ils définissent.
 
Montrons que (tot) et (sphl) le sont aussi.
 
(tot). Soient Ci, ~ E Nom[. Puisque (total) est un axiome, nous avons par
 
(Nec@) que @(\(<l>~ v ~ v <T>~) E E. Or,
 
f- @,,(<l>~ v ~ v <T>~) ~ (@,,<l>~ v @,,~ v @,,<T>~) 
donc @,,<l>~ E E ou @,,~ E E ou @,,<T>~ E Epar maximalité. 
(sphl). Nous devons montrer que, pour tous ~, v E Nomo et Ci, ~ E Nom[, si 
@,,<l>~ E E alors 
@Il00v E E =? @1J.0"v E E 
(On remarquera que @IJ.00v E E est équivalent à v E P0[~]') Supposons le 
contraire, que @,,<l>~, @IJ.Ol3v E E mais @I.O"V tf- E. Or, nous avons que 
@I.O"V tf- E =? -'@IJ.0"v E E, par maximalité 
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'* @~Oo:----'V E E 
'* @~@c<Oc<----'v E E, par (perm-ind) 
'* @"@,,,O----,v E E, par (inst[J) 
'* @~@o:[l]O----,v E E, par (sphl) 
'* @~@c<[l]----,Ov E E 
Par ailleurs, si @c«l>~ E E, alors @~@c«l>~ E E, par (ind(ljJ)' De même, 
@~O~v E E entraîne que@~@~Opv E E et donc @~@pOv E E. Par (bridge), nous 
avons donc 
@~@o:<l>Ov E E 
Mais ceci, avec le fait que @~@c<[l]----'Ov E E, entraîne une contradiction. Ce qui 
complète la démonstration. ~ 
Il nous restera à déterminer quels axiomes il faut ajouter à r L pour avoir la 
complétude par rapport aux conditions de structures énoncées à la fin de la 
section précédente. Pour nous faciliter la tâche ici, nous allons d'abord définir 
une traduction de LCD dans LL ayant toutes les propriétés désirées, et nous 
nous inspirerons ensuite des traductions des schèmes du tableau 11.2.1 pour 
trouver nos axiomes. 
11.5 Traduction de LeD dans LL 
Nous avons déjà esquissé une traduction des formules de LCD dans LL' il reste 
à nous assurer que tout se déroule tel qu'anticipé. D'abord la traduction. 
Nous nous donnons une certaine bijection '0 : ProPCD ~ P, où P C Propo, et 
nous définissons la fonction de traduction 
Trad: FormCD ~ FormL 
comme suit: 
Trad(p) = 'O(p), si p E ProPCD 
Trad(----,<p) = ----,Trad(<p) 
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Trad( <p b ?/J) = Trad( <p) b Trad(?/J), si b est un connecteur booléen binaire 
Trad(<p D~ ?/J) = L,()<p ~ 6(O<p 1\ D(<p ~ ?/J)) 
Trad(<p D=? ?/J) = 6(O<p 1\ D(<p ~ .t/J)) 
Un modèle M = < S, val> basé sur un système de sphères S est converti en 
un modèle ML = < SL' va~ > basé sur la structure de Lewis SL correspon­
dante : va40 est une valuation telle que 
va40('0(p)) = val(p) 
pour tout pEP. Il y a évidemment plusieurs valuations de cette sorte, car la 
condition ne contraint pas la valeur de valL sur ProPL\P (mais ce sera sans 
conséquences pour la suite.) 
Nous arrivons donc à : 
Proposition 11.5.1 
Soient <p, 1/J E FormCD' Pour tout 8 E FormCD ' écrivons 8' pour Trad(8). Nous 
avons que 
(w, n) If- (<p D~ ?/J)' ssi (w, n) If- 60<p' ~ 6(O<p' 1\ D(<p' ~ ?/J')) 
(w, n) If- (<p D=? ?/J)' ssi (w, n) If- 6(O<p' 1\ D(<p' ~ ?/J')) 
(w, n) If- (<p O~ ?/J)' ssi (w, n) If- 60<p' 1\ V(O<p' ~ O(<p' 1\ ?/J')) 
(w, n) If- (<p O=? ?/J)' ssi (w, n) If- V(O<p' ~ O(<p' 1\ ?/J')) 
(w, n) If- (D<p)' ssi (w, n) If- VD<p' 
(w, n) If- (O<p)' ssi (w, n) If- 60<p' 
(w, n) If- (.<p)'ssi (w, n) If- 6(OT 1\ D<p') 
(w, n) If- (+<p)' ssi (w, n) If- V(OT ~ O<p') 
(w, n) If- (<p ~ ?/J)'ssi (w, n) If- V(O?/J'~ O<p') 
(w, n) If- (<p --< ?/J)' ssi (w, n) If- 6(O<p' 1\ D--.?/J') 
(w, n) If- (<p ~ ?/J)' ssi (w, n) If- V(O<p' ~ O?/J') 
PREUVE. Les vérifications sont directes. ~ 
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Proposition 11.5.2 
Soit M = < S, val> un modèle basé sur le système de sphères S et soit ML = 
< SL' valL > un modèle de Lewis correspondant61 . Pour toute formule <p E 
LcD , nous avons 
M,	 w If- <p ssi ML, (w, n) If- <pl 
PREUVE. Dans ce qui suit B' dénotera Trad(B), pour tout B E FormCD ' Nous
 
démontrons le résultat par induction sur <p E FormCD '
 
Étape de base. Si <p = p, alors <pl = '0(p). L'équivalence tient par définition de
 
vat
 
Étape d'induction. (a) Si <p = -,'ljJ ou 'ljJ b B, avec b un connecteur booléen bi­

naire, le résultat est une conséquence directe de l'hypothèse d'induction.
 
(b)	 Si <p = 'ljJ D~ B, alors M, w If- 'ljJ D~ B 
ssi (i) \:f5 E S(w) \:fv E 5 [ v W 'ljJ ] ou 
(ii) 35 E S( w) [3v E 5 [ v If- 'ljJ] & \:fv E 5 [ v If- 'ljJ ~ B] ]
 
ssi (i) \:fm E N\:fv E m[w] [(v, m) j.jL 'ljJ'] ou
 
(ii) 3m E N[ 3v E m[w] [(v, m) If- 'l,b'] & \:fv E m[w] [(v, m) If- 'ljJ' ~ B']] 
ssi (i) (w, n) If- \7D-,'ljJ1 ou 
(ii) (w, n) If- !':l(0'ljJ1 Î\ D('ljJ1 ~ B'))
 
ssi (w, n) If- \7D-,'ljJ' v !':l(01/;1 Î\ D( 'ljJ1 ~ BI))
 
ssi (w, n) If- !':lO'ljJ' ~ !':l(0'ljJ' Î\ D('ljJ1 ~ B'))
 
(c)	 Si <p = 'ljJ D::::} B, alors M, w If- 'ljJ D::::} Bssi 
ssi 35 E S( w) 3v E 5 [ v If- 'ljJ] & \:fv E 5 [ v If- 'ljJ ~ B]] 
ssi 3m E N[ 3v E m[w] [( v, m) If- 'ljJ/] & \:fv E m[w] [( v, m) If- 'ljJ' ~ BI]] 
ssi (w, n) If- !':l(O'ljJ' Î\ D('ljJ' ~ B')) 
Ce qui démontre le résultat. ~ 
01 Il Y a plusieurs modèles de Lewis correspondant à un même système de sphères, mais cela 
ne présente pas de difficultés pour les résultats de traduction. 
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Corollaire 11.5.3 
Pour toute formule <p E FormCD ' 
H if-x <p ssi H' If-- x' <p' 
PREUVE. Nous avons que H If--x <p {::;> H' If--x' <p' 
ssi non-(H If-- x <p) {::;> non-(H' If-- x' <p') 
Or, non-(H If--x <p) 
ssi ::lM = < 8, val> et ::lw E W tels que 8 est de type X et 
M, w If-- H & M, w),IL <p 
ssi ::lML = < 8L, valL > et ::lw E W tels que 8L est de type XI et 
ML, (w, n) If-- H & ML, (w, n) ),IL <p 
ssi non-(H' If--x' <p'). 
Ce qui démontre le résultat. ~ 
Nous avons donc que la relation de conséquence sémantique 'If--x ' pour les 
sphères de Lewis de type X est équivalente à la relation de conséquence 'If--x" 
des structures de Lewis de type XI pour les traductions dans LL des formules 
de LeD' Nous allons montrer à présent que la logique des SROS induit une 
logique complète pour 'If--x" sur les structures de Lewis de type XI. 
Tout d'abord, nous montrons que les traductions des axiomes et de la rè­
gle spécifiques au système déductif de base A sont démontrables dans le sys­
tème de base f L . 
Proposition 11.5.4 
Nous avons que f-- Trad(TR), f-- Trad(CNl) et f-- Trad(CN2), et que 
f-- Trad( <p ~ 'l/J) =? f-- Trad( 'l/J ~ <p). 
PREUVE. L'axiome (TR), qui est donné par 
(( <p ~ 'l/J) 1\ ('l/J ~ e)) ~ (<p ~ e), 
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est traduit dans LL par 
(v(O'l/J' ~ Orp') 1\ v(OB' ~ O'l/J')) ~ V(OB' ~ Orp') 
où rp' = Trad(rp), 'l/J' = Trad('l/J) et B' = Trad(B). Or, nous avons que 
1- (v (O'l/J' ~ Orp') 1\ v(OB' ~ O'l/J')) ~ v ((O'l/J' ~ Orp') 1\ (OB' ~ O'l/J')) 
~ v(OB' ~ Orp') 
Ce qui démontre Trad(TR). 
L'axiome (CN1) est le schème de formule (rp ~ 'l/J) v ('l/J ~ rp). Sa traduc­
tion dans LL donne 
v (O'l/J' ~ Orp') V v(Orp' ~ O'l/J'). 
Autrement dit, il faut montrer que 
6(O'l/J' 1\ D-,rp') ~ V(Orp' ~ O'l/J') 
Nous rappelons que 6(O'l/J' 1\ D-,rp') est équivalent à 
«l>(O'l/J' 1\ O-,rp') V (O'l/J' 1\ O-,rp') v <T>(O'l/J' 1\ O-,rp')) 
Il faut donc montrer que chacun de ces disjoints implique v(Orp' ~ O'l/J'). 
Nous utiliserons les validités 
OB ~ [1]OB
 
OB ~ [T]OB
 
Or, nous avons que
 
1- <l>(O'l/J' 1\ D-.rp') ~ <l>(O'l/J' 1\ O'l/J' 1\ D-,rp') 
~ <l>(([T]O'l/J' 1\ O'l/J' 1\ [l]D-,rp') 
~ <1>([T](Orp' ~ O'l/J') 1\ (Orp' ~ 01/)') 1\ [J](Orp' ~ O'l/J')) 
~ <1>v(Orp' ~ O'l/J') 
~ 6V(Orp' ~ O'l/J') 
~ vV(Orp' ~ O'l/J') 
~ v(Orp' ~ O'l/J') 
et, par un argument analogue, que 
1- <T>(O'l/J' 1\ D-,rp') ~ <T>(O'l/J' 1\ O'l/J' 1\ D-,rp') 
~ v(Orp' ~ O'l/J') 
et enfin que 
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f- (O'ljJ' 1\ D--.cp') ~ (O'ljJ' 1\ O'ljJ' 1\ D--.cp')
 
~ [T]O'ljJ' 1\ O'ljJ' 1\ [l]D-,cp'
 
~ [T]( Ocp' ~ O'ljJ') 1\ (Ocp' ~ O'ljJ') 1\ [1](Ocp' ~ O'ljJ')
 
~ V (0 cp' ~ O'ljJ')
 
D'où le résultat. 
L'axiome (CN2) est le schème (cp ~ (cp v 'ljJ)) v ('ljJ ~ (cp v 'ljJ)) et se tra­
duit dans LL par 
V (0 (cp' v 'ljJ') ~ 0 cp') v V (0 (cp' v 'ljJ') ~ O'ljJ'). 
Or, 
f- (O(cp' V 'ljJ') ~ Ocp') ~ ((Ocp' ~ Ocp') 1\ (O'ljJ' ~ Ocp')) 
~ (O'ljJ' ~ Ocp') 
et donc f- v(O(cp' v 'ljJ') ~ Ocp') ~ V (O'ljJ' ~ Ocp'). Pareillement, 
f- (O(cp' v 'ljJ') ~ O'ljJ') ~ ((Ocp' ~ O'ljJ') 1\ (O'ljJ' ~ O'ljJ')) 
~ (Ocp' ~ O'ljJ') 
et donc f- v(O(cp' v 'ljJ') ~ O'ljJ') ~ v(Ocp' ~ O'ljJ'). Ainsi, 
f- Trad(CN2) ~ (v(Ocp' ~ O'ljJ') V V (O'ljJ' ~ Ocp')) 
~ f- Trad(CN1) 
Montrons enfin que la traduction de la règle (PC) est démontrable. Dans 
le langage LL' (PC) s'énonce comme suit: 
f- cp' ~ 'ljJ' => f- v(Ocp' ~ O'ljJ') 
où cp' = Trad( cp) et 'ljJ' = Trad( 'ljJ). Supposons que f- cp' ~ 'ljJ'. La règle (Neco) 
et l'axiome (Ko), avec un peu de manipulations propositionnelles, entraînent 
que 
f- Ocp' ~ O'ljJ' 
Ensuite, (Nec ll ) et (Kil) entraînent que f- v(Ocp' ~ O'ljJ'). ~ 
Nous cherchons maintenant les axiomes de LL qui correspondent aux axiomes 
de LeD du tableau 11.2.1 pour étendre le système déductif r L et obtenir un 
résultat de complétude pour des classes particulières de structures de Leyvis. 
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La traduction Trad nous fournit une manière simple de générer les aXIOmes 
recherchés, les détails sont donnés dans le tableau 11.5.3 ci-dessous: 
Tableau 11.5.5 - Schèmes d'axiomes pour les conditions 
AXIOME TRADUCTION 
N' .60T 
T' VD<p ~ <p 
W' (VD<p V 6(OT 1\ D<p)) ~ <p 
C' V(OT ~ O<p) ~ <p 
S' .60<p ~ .6(O<p 1\ (O'ljJ ~ D'ljJ)) 
U' .60<p ~ VD60<p 
V[]<p ~ VDVD<p 
A' v(O'ljJ ~ O<p) ~ VDv(O'ljJ ~ O<p) 
.6( O<p 1\ D----,'ljJ) ~ VD.6( O<p 1\ D----,'ljJ) 
Les instances de ces axiomes sont par des formules <fi E FConL . 
Dans ce qui suit, si X est un ensemble d'axiomes de LCD alors X' sera 
l'ensemble des traductions de ces axiomes dans LL' traductions qui sont don­
nées par le tableau 11.5.3. De même, si X' est un ensemble d'axiomes du ta­
bleau 11.5.3, X sera l'ensemble des axiomes de LCD correspondants. 
Nous étendons le résultat de correspondance, énoncé dans le tableau 
11.2.1, aux structures de Lewis. Nous montrerons que la logique des structures 
de type XI est axiomatisée par r L + X'. 
Proposition 11.5.6
 
Les axiomes XI définissent et sont canoniques pour les conditions XI.
 
PREUVE. Il suffit de faire la vérification pour chaque co"uple axiome - condi­

tion.
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(NI). Vérifions que 60T définit la condition (NI) pour w E W, c'est-à-dire 
U{ <I>( N) [w] : n E N} 7: 0 
Nous avons que (w, n) If- 60T 
ssi :lm E N tel que (w, n) If- 0 T 
ssi:lm E N:lv E <I>(m)[w] tel que (v, m) If- T 
ssi :lm E N:lv E <I>(m)[w] 
ssi U{<I>(n)[w]: nE N} 7: 0 
Par ailleurs, 60T est un axiome 
=? @w@,,60T E E 
=? @w@,,60T E E 
=? ::l~ tel que @w@G00T E E, car E est collé 
=? ::lu et :l~ tels que @w00u et @u@0T E E, car E est collé 
=? ::lu et ::l~ tels que @w00u E E 
Donc, U{PG[w] : ~ E NomJ 7: 0. 
(TI). Si <p = w( w), alors (w, n) If- \7D<p ~ <p 
ssi (w, n) If- <p ~ 60<p 
ssi (w, n) If- 60<p 
ssi ::lm E N tel que (w, m) If- O<p 
ssi ::lm E N tel que w E <I>(m)[w] 
~~i w E U{<I> (m) [w] : mEN} 
Nous avons que w ~ 60w est un axiome 
=? @w@(X(w ~ 60w) E E 
=? @w@(X60w E E 
=? ::l~ tel que @w@000w E E, car E est collé 
=? ::lu et ::l~ tels que @wOGu et @u@0w E E, car E est collé 
(W
Ce qui démontre que u E U{P0[w] : ~ E Nom)}. Mais @vw E E, donc w E 
U{P0[w] : ~ E Nom)}. 
1). Si <p = w(w), nous avons que (w, n) If- (\7D<p v 6(OT /\ D<p)) ~ <p 
ssi (w, n) If- <p ~ (60<p /\ \7(OT ~ O<p)) 
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ssi (w, n) If- <p ~ l'.Ow 1\ V(OT ~ O<p)
 
ssi (w, n) If- l'.0<p 1\ V(OT ~ O<p)
 
ssi (w, n) If- l'.0<p & (w, n) If- V(OT ~ O<p)
 
Il est facile de vérifier que 
(w, n) If- l'.Ow(w) ssi 3m E N tel que éI>(m)[w] 7: 0 
(w, n) If- v(OT ~ Ow(w)) ssi "v'm E N[ <.p(m)[w] 7: 0 ::::} w E éI>(m)[w]] 
Ainsi, 
3m E N tel que <.p(m)[w] 7: 0 et "v'm E N[ <.p(m)[w] 7: 0 ::::} w E <.p(m)[w]] 
Pour la canonicité, w ~ l'.Ow 1\ V(OT ~ Ow) est un axiome 
::::} @w@('«(w ~ l'.Ow 1\ V(OT ~ Ow)) E E 
::::} @w@('«(l'.Ow 1\ V(OT ~ Ow)) E E 
::::} @w@('(l'.Ow E E & @"'@('(V (0 T ~ Ow) E E 
La première condition est connue. Pour la deuxième, nous savons que 
@w@('(V(OT ~ Ow) E E ssi V(OT ~ Ow) E E(w, 0'.)
 
::::} OT ~ Ow E E(w, ~), pour tout ~ tel que @",@('(l'.~ E E
 
ssi @w@0( 0 13 T ~ OGw) E E, pour tout ~
 
ssi @.,(00T ~ Ol3w) E E, pour tout ~
 
::::} [@wOGT E E::::} @w00w E E], pour tout ~
 
La condition @wOI3T E E est équivalente à PI3[w] 7: 0; et la condition @w00w E 
E à w E P0[w]. 
(G). Si <p = w(w), nous avons que (w, n) If- V(OT ~ O<p) ~ <P 
ssi (w, n) If- <p ~ l'.(OT 1\ D<p)
 
ssi (w, n) If- w(w) ~ l'.(OT 1\ Dw(w))
 
ssi (w, n) If- l'.(OT 1\ Dw(w))
 
ssi 3m E N tel que (w, m) If- OT 1\ Dw(w)
 
ssi 3m E N tel que <.p(m)[w] 7: 0 et éI>(m)[w] c [w] = {w}
 
ssi 3m E Ntel que <I>(m)[w] = {w}
 
Pour la canonicité, w ~ l'.(OT 1\ Dw) est un axiome 
::::} @w@('«(w ~ l'.(OT 1\ Dw)) E E 
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=} @w@('(6(OT /\ Dw) E E
 
=} @w@I3(OiJT /\ D13w) E E, pour un certain ~ E Nom)
 
=} @wOI3T E E et @wDl3w E E, pour un certilin ~
 
La première condition dit que PI3[w] o;C 0 et la deuxième que 
piJ[w] C {v : @wv E E}, 
ce qui donne PiJ[w] = {v : @wv E E}. 
(S'). Supposons que (w, n) H- 60tp ----., 6(Otp /\ (0'ljJ ----., D'ljJ)). Nous savons que 
(w, a) If- 60tp est équivalent à l'antécédent de la condition précédente. Pour le 
conséquent, nous avons que 
(w, n) If- 6(Otp /\ (0'ljJ ----., D'ljJ))
 
ssi :::lm E N[ (w, m) If- Otp /\ (0'ljJ ----., D'ljJ)]
 
ssi :::lm E N[ <ï>(m)[w] . [tp]] & (w, m) If- 0'ljJ ----., D'ljJ]
 
Soit v tel que Ivl E <ï>(m)[w] n [tpl Posons tp = v. Nous avons que 
(w, m) If- Ov ----., Dv ssi (w, m) If- Dv
 
ssi (v, m) If- v, pour tout v E <ï>(m)[w]
 
ssi <ï>( m) [w] C {Ivl}
 
Ce qui montre que <ï>(m)[w] n [tp]J = {Ivl}. 
Pour la canonicité, 60tp ----., 6(Otp /\ (0'ljJ ----., D'ljJ)) est un axiome 
=} @w@Q(60tp----" 6(Otp/\ (0'ljJ----., D'ljJ))) E E 
=} [@,.,@a60tp E E =} @w@,,6(Otp /\ (0'ljJ ----., D'ljJ))) E E] 
L'antécédent de cette condition est équivalent à 
:::l~ tel que @w@130I3tp E E
 
ssi ::lv et ::l~ tels que @wOpv et @v@l3tp E E
 
ssi {v : @v@ptp E E} . U{pp[w] : ~ E Nom)}
 
Tandis que le conséquent est équivalent à 
:::l~ tel que @w@pOptp et @w@I3(OiJ'ljJ ----., Dr,'ljJ) E E 
Mais 
@w@l3( Op'ljJ ----., Dp'ljJ) E E 
:::} [@w@13013'ljJ E E:::} @w@pDp'ljJ E E] 
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Soit fL E {v : @v@(l<P E E} n U{P(l[w] : 0 E Nom]} et soit 0 tel que fL E p(l[w], 
Posons'ljJ = fL. Nous avons donc 
::::} [@wOf3fL E E::::} @wDf3fL E E] 
ssi @wDf3fL E E 
::::} @vfL E E, pour tout v tel que @wOrlV E E 
Par conséquent Pf3[w] = {v : @vfL E E}. 
Nous laissons les conditions (L'), (U) et (A') au lecteur. ~ 
Corollaire 11.5.7 
(a)
 Soient He FormL et <p E Formv Nous avons que 
H f- x' <p ssi H lf-x' <p 
(b)
 Soient He FormCD et <p E FormCD ' Nous avons que 
H f- x <p ssi H' f-x' <p' 
PREUVE. (a) La direction « ::::} » suit du fait que XI définit XI. La direction 
« {= » est une conséquence de la canonicité. En effet, 
H If-x' <p::::} Hf- x' <p ssi HY-x' <p::::} Hlf\. <p 
ssi HU {'<p} Y- x ' -.l ::::} 3M = < S, val> 3w E W[ S est de type XI & 
M, (w, n) If- H & M, (w, n) J,jL <p] 
La seule chose qui n'est pas démontrée par le résultat de complétude du cha­
pitre 9 (section 9.7) est le fai t que S soit cie type XI. 0 r, ceci est précisément 
une conséquence cie la proposition précédente (la partie sur la canonicité cles 
axiomes). 
(b) D'après le corollaire 11.5.3, H If-x <p ssi H' If-x' <p'. En utilisant la complé­
tude cie A + X sur les sphères de Lewis de type X et la partie (a) cie ce corol­
laire, nous obtenons le résultat. ~ 
Chapitre 12 
Calcul de tableaux 
Le présent chapitre a pour objectif la mise sur pied d'un calcul de tableaux 
pour la logique modale d'ordre supérieur simple. Il est sans doute possible de 
définir un calcul de tableaux pour des logiques plus spécifiques en modifiant 
les règles données plus bas, mais nous nous contenterons d'en exposer le sys­
tème le plus élémentaire. 
Un tel calcul est intéressant même si nous avons déjà prouvé la complé­
tude pour cette logique par des méthodes axiomatiques, car en plus de la 
complétude il nous fournit en général une procédure systématique pour cons­
truire un modèle satisfaisant une formule (si celle-ci est effectivement satisfai­
sable). En fait, un calcul de tableau peut être conçu comme étant essentielle­
ment un algorithme permettant d'identifier toute formule non-satisfaisable et 
d'attribuer à toute formule satisfaisable un modèle qui la satisfait. La complé­
tude faible découlera automatiquement de l'existence d'un tel algorithme, car 
il suffira alors de vérifier si ,cp est satisfaisable pour déterminer si cp est une 
validité. Par ailleurs, si chaque modèle que l'algorithme produit est fini, nous 
aurons un corollaire encore plus intéressant que la complétude: 
Propriété du modèle fini 
Si cp E FormL est satisfaisable, alors cp est satisfaisable dans un modèle fini. 
Dans la logique modale conventionnelle (cf. Blackburn et al. 2001 : 145), cette 
propriété peut se démontrer à l'aide de la méthode des filtrations. Malheureu­
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sement, une filtration n'a pas la structure en produit des SROS, donc cette 
méthode ne peut être utilisée. 
Nous commencerons par donner une description détaillée d'un calcul de 
tableaux pour une logique modale simple en s'inspirant de Fitting (1972), Fit ­
ting & Mendelsohn (1998), Goré (1999) et Massicci (2000). La partie la plus 
longue de la démonstration que je donne plus bas concerne l'algorithme. Je 
prouve minutieusement qu'il termine et génère un tableau fini pour toute 
formule. Il aurait été possible d'omettre certaines de ces preuves mais leur 
présence rend plus transparent le fait que l'algorithme correspondant pour la 
logique modale d'ordre supérieur termine et génère un tableau fini pour toute 
formule lui aussi. 
12.1 Tableaux pour la logique modale conventionnelle 
Le calcul de tableaux que nous présentons ici repose sur l'idée d'une formule
 
étiquetée (cf. Gabbay 1996). Les étiquettes sont la matière première avec la­

quelle nous construisons nos modèles. Nous définissons l'ensemble E des éti­

quettes récursivement par les règles :
 
(Étl) Pour tout nE N+, n E E
 
(Ét2) Si a E E et n E N+, alors a.n E E
 
Une relation d'ordre stricte -< C Ex E est définie sur cet ensemble comme
 
suit:
 
a -< T si et seulement si T = a. n, 
pour un certain n E N+. Il est clair que :E = < E, -< > est une structure rela­
tionnelle. 
Une furmule étiquetée est une expression de la forme a :: cp, où a E E et cp 
est une formule. L'étiquette 'a' joue informellement le rôle de l'opérateur '@a'. 
Si X est un ensemble de formules étiquetées, nous définissons 
Ét(;r') = {a E E : a :: cp E X, pour un certain cp E Form} 
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Nous dirons qu'un modèle M = < W, R, val> réalise X, un ensemble de for­

mules étiquetées, s'il existe une fonction f: Ét( X) ---+ W telle que
 
(RTl) a ---< T ~ j(a)Rj(T), pour toutes étiquettes a, T E Ét(X)
 
(RT2) a:: <p E X ~ M, j(a) If-- <p
 
Le calcul des tableaux qui sera présenté est une recette pour la construction
 
d'un ensemble de formules étiquetées X qui servira par la suite à la construc­

tion d'un modèle qui réalise X.
 
Si X est un ensemble de formules et a est une étiquette, l'ensemble a :: X 
est défini par 
{a :: <p : <p E X} 
Si X est ensemble fini formules, et si nous disposons d'un ordre linéaire (quel­
conque) sur les formules (il y a en a plusieurs, il suffit d'en choisir un et de le 
garder), nous définissons Bo(X) comme étant la branche obtenue en ordonnant 
chacune des formules étiquetées de l'ensemble 1 :: X. 
Nous définissons un tableau pour X comme étant un arbre de formules 
étiquetées généré par les clauses suivantes: 
(TB 1) Bo(X) est un tableau pour X 
(TB2) Si T est un tableau (pour X), si B est une branche de T, et si a :: <p 
est l'extrémité de B (autrement dit, la feuille de B), alors l'arbre ob­
tenu en prolongeant B suivant la règle de prolongation correspondant 
à <p est aussi un tableau (pour X). 
Les règles de prolongation sont décrites dans le tableau suivant: 
Tableau 12.1.1 Règles de prolongation 
NOM RÈGLE DE PROLONGATION 
Prolongez B avec la feuille a :: 1jJ 
Prolongez B avec la feuille a :: 1jJ, et prolongez cette nou­
velle branche avec la feuille a :: e 
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(v)	 Prolongez B avec les feuilles (J :: 'Ij; et (J :: e 
(D) D'Ij;	 Si (J.k E Ét(B), prolongez B avec la feuille (J.k :: 'Ij; 
(0)	 Si k est le plus petit entier tel que (J.k t/. Ét(B), alors pro­

longez B avec (J. k :: -,'Ij;
 
Lorsque (J :: c.p est de la forme :: -,-,'Ij; (resp. (J :: 'Ij; 1\ e, :: -,(1/) 1\ e), (J ::(J (J 
D'Ij; ou (J :: -,D'Ij;) , nous l'appellerons une (-,-,)-formule (resp. (1\)-, (v)-, (D)­
ou (O)-formule). 
Une branche B d'une tableau Test fermée s'il existe une formule étique­
tée (J :: c.p telle que (J :: c.p E B et (J :: -,c.p E B. Une branche est ouverte si elle 
n'est pas fermée. Un tableau T est fermé si toutes ses branches sont fermées, 
et ouvert s'il n'est pas fermé. Une branche est réalisable si l'ensemble des for­
mules étiquetées de B est réalisable. Un tableau est réalisable si une de ses 
branches est réalisable. 
Exemple 
Tableau pour l'ensemble X = {D-,(p 1\ -,q), Dp 1\ -,Dq} : 
1 :: D-,(p 1\ -,q) Règle initiale
 
1 :: Op 1\ -,Oq Règle initiale
 
1 :: Op (1\)
 
1 :: -,Dq (1\)
 
1.1 :: -,q	 (0) 
1.1 :: -,(p 1\ -,q) (D) 
1.1 :: p
 (D) 
1.1 :: -, p	 1.1 :: -,-, q (v) 
1- 1- Clôture 
Autrement dit, le tableau pour -,(D(c.p ~ 'Ij;) ~ (Dc.p ~ 1.J'Ij;)) est fermé. 
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Proposition 12.1.2 
Si Test réalisable, alors toute prolongation T+ de Test aussi réalisable. 
PREUVE. Soit Br la (ou une des) branche(s) de T qui est réalisable, soit B la 
branche qui sera prolongée, et soit B+ le résultat de cette prolongation (B+ est 
une branche sauf si la règle (v) est appliquée, auquel cas B+ sera un arbre 
avec deux branches). Si B 7: B" alors T restera réalisable quelque soit la ma­
nière de prolonger B, car Br sera toujours une de ses branches. Si B = B,., soit 
M = < W, R, val> le modèle qui réalise B via j, c'est-à-dire que 
(*) a --« T ::::} j(a)RJ(T) , pour tous a, T E Ét(B) 
(**) a :: cp E B ::::} M, J(a) II- cp 
Nous montrerons, selon la manière dont est obtenue B+ de B, que le modèle M 
réalise aussi B+ : 
(-,-,). B+ est obtenue en appliquant la règle (-,-,) à a :: -,-,cp E B. Nous avons 
déjà, par la condition (**), que 
M, j( a) II- -,-,cp 
Mais ceci signifie que 
M,j(a) II- cp 
Donc, M réalise aussi B+. 
(A). B+ est obtenue en appliquant la règle (A) à a :: cp A '!/J E B. Nous avons 
que 
M,j(a) II- cpA '!/J 
par (**), ce qui veut dire que M, J(a) II- cp et M, J(a) II- '!/J. Autrement dit, M 
réalise B+. 
(v). B+ est obtenue en appliquant la règle (v) à a :: -,( cp A '!/J) E B. Encore 
une fois, 
M, j(a) II- -,(cp A '!/J) 
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par (**), mais ceci implique que M, f(Œ) I~ ----,<p ou M, f(Œ) I~ ----,1/J. Si c'est le 
premier cas, alors M réalise la branche de B+ qui a Œ :: ----,<p comme feuille. Si 
c'est le deuxième cas, M réalise la branche de B+ qui a Œ :: ----,7/) comme feuille. 
(D) B+ est obtenue en appliquant la règle (0) à Œ :: D<p E B. Nous avons que 
M, f(Œ) I~ D<p 
Ainsi, M, v I~ <p, pour tout v tel que wRv. En particulier, par la condition (*), 
nous savons que J(Œ)Rf(Œ.k), pour tout k tel que Œ.k E Ét(B), donc 
M, f(Œ.k) I~ <p 
pour tout Œ.k E Ét(B). Ce qui démontre que B+ est réalisable par M. 
(» B+ est obtenue en appliquant la règle (» à Œ :: ----,D<p E B. Puisque M ré­
alise B, nous avons 
M, f(Œ) I~ ----,O<p 
ce qui veut dire que M, v I~ ----,<p, pour un certain v tel que wRv. Soit k E N+ le 
plus petit entier tel que Œ.k tj. Ét(B); B+ est la prolongation de B par Œ.k:: <p. 
Définissons f: Ét(B+) ~ W, la fonction qui est égale à la fonction f sur Ét(B) 
et qui envoie Œ.k sur v (c.-à-d. f(Œ.k) = v). Or, M réalise B+ (via f). En effet, 
les conditions (*) et (**) se vérifient aisément. 
Ce qui démontre le résultat. ~ 
Proposition 12.1.3 
Un tableau fermé n'est pas réalisable. 
PREUVE. Soit T un tableau fermé et B une branche quelconque de ce tableau. 
Supposons que B est réalisable. Il existerait un modèle M = < W, R, val> et 
une fonction f: Ét(B) ~ W qui satisfont les conditions (RTl) et (RT2). Puis­
que B est fermée, il existe une formule <p et une étiquette Œ telles que Œ :: <p E 
B et Œ :: ----,<p E B. Puisque M réalise B (via 1), par (RT2), nous avons que M, 
f( Œ) I~ <p et M, f( Œ) I~ ----'<p, ce qui est contradictoire. ~ 
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Un calcul de tableau est, en particulier, un système de dérivation. Nous dé­

montrons qu'une formule '<p' est un théorème dans ce calcul en montrant que
 
la formule "<p' admet un tableau fermé (c'est-à-dire qu'il existe un tableau
 
fermé pour l'ensemble {'<p}). Le théorème suivant montre que ce calcul est
 
« sound», qu'il préserve la validité:
 
Théorème 12.1.4
 
Si "<p' admet un tableau fermé, alors '<p' est valide.
 
PREUVE. Supposons qu'il existe un tableau fermé T pour la formule "<p' mais
 
que '<p' n'est pas valide. Il existe donc un modèle M = < W, R, val> et un
 
point W E W tels que
 
M, W If- ,<p. 
Si nous montrons que M doit alors réaliser T, nous obtiendrons une contradic­
tion par la proposition 12.1.3. 
Soient ~ le tableau obtenu à la n-ième étape de la construction de T. 
Nous avons que To = {1 :: '<p} et que TN = T, pour un certain N. Il est clair 
que M réalise Ta. Par la proposition 12.1.2, M réalise donc tous les tableaux ~ 
jusqu'à ~v = T. D'où le résultat. ~ 
Nous savons maintenant que notre calcul démontre des validités, mais il devra 
en faire plus pour être complet, il faudra que toute validité y soit démontra­
ble, ce qui reviendra, nous le verrons, à montrer que tout tableau ouvert 
d'une certaine sorte est satisfaisable. Cette partie est définitivement la plus 
compliquée. Nous devrons d'abord montrer comment extraire un modèle d'un 
tableau ouvert (d'une certaine sorte), et nous devrons ensuite définir un algo­
rithme permettant de générer ces tableaux (quand ceux-ci existent). 
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Afin de réaliser la première partie de cette tâche, nous utiliserons la no­
tion d'ensemble saturé. Si X est un ensemble de formules étiquetées, alors X 
est dit saturé s'il satisfait les conditions énumérées dans le tableau 12.1.5. 
Tableau 12.1.5 Conditions de saturation 
NOM CONDITION 
(S1-) Non-(cy :: rp E X et CY :: -,rp E X), pour tous CY et rp 
(S-,-,) Si CY :: -,-,rp E X, alors CY :: rp E X 
(SI\) Si CY :: rp 1\ 'ljJ E X, alors CY :: rp, CY :: 'ljJ E X 
(Sv) Si CY :: -,( rp 1\ 'ljJ) E X, alors CY :: -,rp E X ou CY :: -,'ljJ E X 
(SO) Si CY :: Orp E X, alors CY.n:: rp E X, pour tout CY.n E Ét(X) 
(SO) Si CY :: -'Orp E X, alors CY. n :: rp E X, pour un certain n E N+ 
Un ensemble (de formules étiquetées) saturé a une propriété remarquable: 
Proposition 12.1.6 
Si X est un ensemble saturé, alors X est réalisable. 
PREUVE. Nous construisons le modèle M à partir l'ensemble X lui-même. Ce 
modèle a pour ensemble de base Ét(X), pour relation d'accessibilité -< et pour 
valuation 
val(p) = {CY E I; : CY :: p E Ét( X) }. 
Montrons que M réalise X (via la fonction identité). Les conditions (RTl) et 
(RT2) doivent être vérifiées. La première est immédiate, car f est la fonction 
identité. Nous démontrerons la seconde en prouvant, par induction, que 
(*) CY :: rp EX=? M, CY If- rp 
(**) CY :: -,rp EX=? M, CY W rp 
Étape de base. Si rp est la variable propositionnelle p et CY :: p E X, alors la 
définition de val nous assure que M, CY If- p, donc (*). Si CY :: -,p E X, alors 
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CJ :: p tj. X, par (S-1) , et CJ tj. val(p), par définition de val. Ainsi, M, CJ J.!L p, et 
donc (**). 
Étape d'induction. Il faut considérer chaque cas séparément. 
(---.). Supposons que <p = ---.'ljJ. Si CJ :: ---.'ljJ E X, alors M, CJ If- ---.'ljJ par la partie 
(**) de l'hypothèse d'induction appliquée à 'ljJ, et donc (*) pour <p. Si CJ :: ---.---.'ljJ 
E X, alors CJ :: 'ljJ E X, par (S---.---.), et M, CJ If- 'ljJ, par la partie (*) de l'HI appli ­
quée à 'ljJ, et donc (**) pour <p. 
(1\). Supposons que <p = 'ljJ 1\ e. Si CJ :: 'ljJ 1\ e E X, alors CJ :: 'ljJ E X et CJ :: e E 
X, par (SI\). Par la partie (*) de l'HI appliquée à'ljJ et e, nous avons M, CJ If- 'ljJ 
et M, CJ If- e, d'où M, CJ If- 'ljJ 1\ e, et donc (*) pour <p. Si CJ :: ---.('ljJ 1\ e) E X, al­
ors CJ :: ---.'ljJ E X ou CJ :: ---.e E X, par (Sv). Supposons que CJ :: ---.'ljJ E X. Par la 
partie (**) de l'HI appliquée à 'ljJ, nous avons M, CJ J.!L 'ljJ, d'où M, CJ If- ---.'ljJ, ce 
qui entraîne M, CJ If- ---.( 'ljJ 1\ e), et donc (**) pour <p. 
(0). Supposons que <p = 0'ljJ. Si CJ :: 0'ljJ E X, alors CJ.n :: 'ljJ E X pour tout CJ.n 
E Ét(X) , par (SO). Par la partie (*) de l'HI appliquée à chaque CJ.n :: 'ljJ E X, 
nous avons M, CJ.n If- 'ljJ. Autrement dit: M, CJ.n If- 'ljJ pour tout CJ.n E Ét(X) , 
c'est-à-dire M, CJ If- 0'ljJ, et donc (*) pour <p. Si CJ :: ---.0'ljJ E X, alors CJ.n :: ---,'ljJ 
E X pour un certain n E N+. Par la partie (**) de l'HI appliquée à 'ljJ, M, 
CJ.nJ.!L 'ljJ, c'est-à-dire M, CJ.n If- ---,'ljJ, et donc (**) pour <p. 
Ce qui complète la preuve. ~~ 
Nous sommes maintenant prêts pour la deuxième tâche. Nous allons donner 
un algorithme pour générer un tableau pour X ayant la propriété suivante: 
ou bien ce tableau est fermé ou bien ce tableau possède une branche saturée. 
Si le tableau est fermé, X n'est pas satisfaisable; et si le tableau possède une 
branche saturée, nous pourrons, d'après la proposition précédente, construire 
une modèle qui satisfait X. 
Dans ce qui suivra, nous supposerons qu'il existe un ordre strict sur les 
formules du langage et sur les branches du tableau de sorte que l'expression 
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« la première formule ayant la propriété P dans le tableau» ait un sens (ici, 
la propriété P est quelconque). La nature précise de J'ordre importe peu; seul 
importe qu'il y en ait un. 
Une formule étiquetée portant la marque active, inactive ou terminée sera 
appelée une formule étiquetée marquée. Chaque étape de l'algorithme produi­
ra un arbre de formules étiquetées marquées. (Nous verrons l'importance des 
marques plus tard.) 
Le tableau 12.1.7 ci-dessous décrit dans le détail l'algorithme pour pro­
duire un tableau pour X, où X est un ensemble (fini) de formules quelconque. 
Tableau 12.1.7 Algorithme
 
ÉTAPE INITIALE
 
Le tableau initial est la branche l3o(X) et toutes les formules étiquetées sont marquées
 
comme étant actives.
 
ÉTAPE D'ITÉRATION
 
Pendant que T est ouvert et qu'il existe des formules actives, effectuez:
 
(AP) Pendant que T est ouvert et qu'il existe un littéral actif dans T, choisissez le
 
premier littéral actif et marquez-le comme étant terminé. 
(A-,-,)	 Pendant que T est ouvert et qu'il existe des (-,-,)-formules actives dans T, 
choisissez la première (-,-,)-formule active (J :: -,-,<p et prolongez toute bran­
che passant par (J :: -,-,<p avec la (-,-,)-règle. Marquez (J :: -,-,<p comme étant 
terminée et (J :: <p comme active. 
(AI\)
 Pendant que Test ouvert et qu'il existe des (I\)-formules actives dans T, choi­
sissez la première (I\)-formule active (J :: <p 1\ 'ljJ, et prolongez toute branche 
passant par (J :: <p 1\ 'ljJ avec la (I\)-règle. Marquez (J :: <p 1\ 'ljJ comme terminée, 
(J ::	 ::<p et (J 'ljJ comme actives. 
(AO) Pendant que Test ouvert et qu'il existe des (O)-formules actives dans T, choi­
(Jsissez la première (O)-formule active :: -,D<p, et prolongez toute branche 
passant par (J :: -,D<p avec la (O)-règle. Marquez :: -,D<p comme terminée, (J 
marquez toute formule (J.k:: -,<p ajoutée par la (O)-règle comme active, et 
marquez toute formule de la forme (J :: D'ljJ dans T comme active. 
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(AD) Pendant que T est ouvert et qu'il existe des (D)-formules actives dans T, 
choisissez la première (D)-formule active Œ :: D<p, et prolongez toute branche 
passant par Œ :: D<p avec la (D)-règle. Marquez Œ :: D<p comme inactive et 
toute formule Œ.k :: <p ajoutée par la (D)-règle comme active. 
(Av) Pendant que Test ouvert et qu'il existe de (v)-formules actives dans T, choi­
sissez la première (v)-formule active Œ :: -,( <p Î\ 'ljJ), et prolongez toute bran­
che passant Œ :: -,(<p 'ljJ) avec la (v)-règle. Marquez -,(<p commeÎ\ Œ :: 'ljJ)Î\ 
terminée, Œ :: -,<p et Œ :: -,'ljJ comme actives. 
Nous devons montrer que l'algorithme fait ce qu'on demande de lui. Dans le 
contexte de la discussion sur l'algorithme, nous resserrerons notre définition 
d'un tableau pour X. Un tableau pour X sera un tableau obtenu à l'une des 
étapes de cet algorithme. L'ensemble de tous les tableaux pour X, dans ce 
sens restreint, est dénoté par 7(X). Nous appellerons l)action de a:: <p 
l'ensemble des opérations de prolongation et de marquage que la formule a :: 
<p entraîne dans l'algorithme. Dans la discussion, To sera le tableau dans son 
état initial avec les marques et, si 7" est un état subséquent de l'algorithme, 
~+1 représentera le tableau avec les marques obtenu de 7" par l'action de la 
prochaine formule visitée par l'algorithme. 
Proposition 12.1.8 
L'algorithme est déterminé et complète toujours la transition de ~ à 7,>+1' 
PREUVE. L'algorithme est déterminé parce qu'aucun choix n'existe dans son 
exécution (c'est notamment parce que nous avons mis un ordre sur les formu­
les et les branches). 
Montrons maintenant la deuxième affirmation. Commençons par montrer 
que si ~ a un nombre fini de branches et un nombre fini de formules, alors 
l'action de cr :: <p ajoute à ~ au plus deux branches et au plus un nombre fini 
de formules. Il suffit de considérer chaque boucle séparément, c'est-à-dire la 
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forme de la formule <p. Si l'algorithme est dans (AP), (A--,--,) , (AI\) , (Av) et 
(AO), au plus deux branches et au plus deux formules seront ajoutées à 7" 
pour compléter l'action de (J :: <p. Vu que le nombre de bmnches et le nombre 
de formules ajoutées est fini, l'algorithme pourra compléter l'action de (J :: <p. 
Si l'algorithme est dans la boucle (AD), c'est-à-dire si <p = D1P, alors l'action 
de (J :: <p consistera à ajouter toutes les formules (J.k :: 1P, avec (J.k E Ét(7,,) , à 
toutes les branches passant par (J :: <p. Par hypothèse, 7" n'a qu'un nombre 
fini de branches et un nombre fini de formules sur chacune de celles-ci, donc 
un nombre fini (peut-être nul) de formules de la forme (J.k :: 1P seront ajoutées 
à 7" pour compléter l'action de (J :: <p. 
Puisque l'état initial n'a qu'une branche et qu'un nombre fini de formu­
les, nous avons montré que l'action de (J :: <p sur 7" peut toujours être complé­
tée et que l'algorithme pourra toujours passer de l'état 7" à l'état 7,,+[. ~ 
Pour X un ensemble fini de formules, définissons Tab(X) comme étant 
l'ensemble des formules pouvant apparaître dans un tableau pour X, autre­
ment dit 
Tab(X) = {cp E Form: 3TE T(X), 3(J E ~ tels que (J:: <p ET} 
Toujours pour X, définissons l'ensemble SF(X) comme étant l'ensemble des 
formules qui sont ou hien des sous-formules de formules de X ou bien des né­
gations de sous-formules de formules de X. 
Proposition 12.1.9 
Soient X un ensemble fini de formules, TE T(X) un tableau pour X quel­
conque, et (J E ~ une étiquette. Alors, 
(a) Tab(X) C SF(X) 
(b) Tab( X) est fini 
(c) Le nombre de formules étiquetées avec (J dans T :::; 1 Tab(X) 1 
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PREUVE. (i) Évident, d'après les règles de formation d'un tableau pour X. (ii) 
Découle du fait que SF(X) est fini. (iii) Conséquence immédiate de (ii). ~ 
Nous avons donc une borne supérieure uniforme sur le nombre de formules 
pouvant être précédées d'une étiquette donnée dans un tableau pour X. 
Définissons la longueur d'une étiquette cr E L; par induction comme suit: 
(LÉl) long(k) = °
 
(LÉ2) long(cr.k) = long(cr) + 1
 
Autrement dit, la longueur d'une étiquette est le nombre de points'.' dans la
 
l'étiquette.
 
Définissons aussi la pTOfondeur modale de X, prof(X), comme étant le 
maximum des profondeurs des formules dans X. (La profondeur' modale d'une 
formule est définie récursivement comme: prof(p) = 0, si 'p' est une variable 
propositionnelle; prof(---,cp) = prof(cp); prof(cp /\ 'ljJ) = max(prof(cp), prof('ljJ)); et 
prof(Dcp) = prof( cp) + 1.) 
Proposition 12.1.10 
Si TE 7(X) un tableau pour X et cr E L; une étiquette sur T, alors 
long(cr) ::; prof( X). 
PREUVE. Montrons d'abord que la quantité 
1-1(T, cr) = max{prof(cp) : cr :: cp E T} 
est strictement décroissante en fonction de la longueur de cr. En effet, soient cr 
et cr.k des étiquettes, et soit cr.k :: cp une formule sur le tableau T. 
Si cr.k:: cp est la première formule sur T étiquetée par cr.k, alors elle ré­
sulte de l'application de la (0)-règle, et forcément la formule cr :: -,D'ljJ se 
trouve également sur T, où 'ljJ est de même profondeur que cp (en fait, cp = 
-,'ljJ) . 
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Si a.k :: rp n'est pas la première formule, elle est ou bien le résultat d'une 
prolongation par la (D)-règle, ou bien le résultat d'une prolongation par les 
règles (--.--.) , (1\) ou (v). Si c'est le premier cas, il existe une formule sur le 
tableau de la forme a :: Drp. 
Si c'est le deuxième cas, a.k :: rp a été ajoutée suite à une ou plusieurs ap­
plications des règles (-,-,) , (1\) ou (v). Soit a.k:: ?jJ la première formule sur 
l'arbre de cette suite de prolongations. Cette formule a été ajoutée ou bien par 
la (D)-règle ou bien par la (O)-règle, nous avons donc a :: D?jJ ou bien a :: 
---no sur le tableau, 0 est de la même profondeur que ?jJ (en fait, ?jJ = -,0), et ?jJ 
est de la même profondeur que rp (car les règles booléennes ne modifient pas 
la profondeur d'une formule). 
Il en résulte donc que, pour toute formule du tableau étiquetée avec a.k, 
il en existe une de profondeur supérieur étiquetée par a. La fonction ~('T, a) 
est donc strictement décroissante en fonction de la longueur de a. 
La conséquence de cette observation est que la longueur d'une étiquette 
çl'un tableau pour X est bornée par le nombre prof(X). En effet, chaque pro­
longement de la longueur d'une étiquette diminue la profondeur maximale des 
formules (avec cette étiquette). Une fois rendu aux formules précédées d'une 
étiquette de longueur prof(X) , il ne restera plus de modalités (ces formules 
seront de profondeur nulle), et aucune augmentation de longueur ne sera pos­
sible. ~ 
Définissons la hauteur d'une étiq'uette a comme 
haut(a) = max{k: ::Jau a2 E I; tels que a = a j .k.a2} 
Si X est un ensemble de formules étiquetées, haut(X) désignera le maximum 
des hauteurs des étiquettes présentes dans X. 
Proposition 12.1.11 
Si TE 7(X) un tableau pour X, alors haut(T) S 1 Tab(x)I· 
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PREUVE. Soit <J = G t .k.<J2 une étiquette de T Si G est sur T, alors Gt.k se trou­
ve sur T L'algorithme ajoute une nouvelle étiquette de la forme Gt.k à chaque 
fois, et seulement à chaque fois, qu'il visite une formule active de la forme 
G 1 :: -,D<p. L'ensemble des formules étiquetées par G t et pouvant se trouver 
sur Test contenu dans Tab(X) , donc il y a au plus un nombre fini de formules 
étiquetées de cette forme sur T (d'après la proposition 12.1.9). Par ailleurs, 
lorsque l'algorithme complète l'action de G :: -,D<p, il marque cette formule 
comme étant terminée et ne la revisite plus jamais. Nous avons donc que k < 
1 Tab(X)I· Puisque l'étiquette G = G t ·k.G2 était quelconque, le résultat tient. ~ 
Pour X un ensemble fini de formules, définissons C(X) comme étant le nom­
bre d'occurrences de '1\' dans les formules de X. 
Proposition 12.1.12 
Soit TE 7(X) un tableau pour X. Alors, le nombre de branches dans Test 
borné par 2C(X). 
PREUVE. Tout tableau TE 7(X) peut être prolongé en un tableau 7,. (un ta­
bleau où l'action d'une formule est totalement complétée), et le nombre de 
branches sur T est au plus le nombre qui se trouve sur 7". Nous aurons donc 
démontré le résultat si nous le démontrons pour les tableaux 7,.. 
La seule règle pouvant créer de nouvelles branches est la (v)-règle, et son 
application à une branche génère précisément deux branches. Si l'algorithme 
entre dans la boucle (Av) dans l'état 7,. et si G :: -,(<p 1\ 'l/J) est sur 7,., le ta­
bleau 7,.+l résultant de l'action de cette formule sur 7,. aura 2k branches où k 
est le nombre de branches passant par G :: -,( <p 1\ 'l/J) dans 7,.. Tous les ta­
bleaux intermédiaires, dont T, en auront moins. Ainsi, chaque occurrence de 
'1\' peut au plus doubler le nombre de branches, et chaque occurrence ne peut 
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le faire qu'une seule fois, car la formule sera marquée comme étant terminée 
une fois que l'algorithme l'aura visitée. Au total, ceci nous donnera un maxi­
mum de 2C(X) branches pour un tableau pour X. ~ 
Proposition 12.1.13 
7{X) est fini. 
PREUV~. D'après les propositions 12.1.10 et 12.1.11, le nombre total 
d'étiquettes figurant dans les tableaux de 7{X) est fini. Ceci entraîne avec la 
proposition 12.1.9 que le nombre total de formules étiquetées figurant dans 
des tableaux de 7{X) est fini. Mais puisque le nombre total de branches d'un 
tableau de 7{X) est borné uniformément par la proposition 12.1.12, ceci ne 
peut qu'entraîner que le nombre de tableaux dans 7{X) est fini. ~ 
Proposition 12.1.14 
Une formule n'est visitée qu'un nombre fini de fois. 
PREUVE. Toute formule qui n'est pas de la forme cy :: D~ n'est visitée qu'une 
seule fois (car elles sont marquées comme étant terminées par la suite). Il suf­
fit donc montrer que les formules de la forme cy :: D~ sont réactivées au plus 
un nombre fini de fois (avant d'être désactivées). 
La réactivation d'une formule de la forme cy :: D~ ne peut être fait que 
par les formules de la forme cy :: -,ocp (avec la même étiquette). Puisqu'il y a 
au plus Tab(X) 1 de ces formules et que 1 Tab(X) 1 < 00, il ne peut y avoir1 
qu'un nombre fini de formules étiquetées de la forme cy :: -,Dcp dans le ta­
bleau. Or, chacune de ces formules ne peut réactiver une formule cy :: D~ 
qu'une seule fois, d'où le résultat. ~ 
Proposition 12.1.15 
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L'algorithme termine. 
PREUVE. Par la proposition 12.1.12, 7(X) est fini, donc il existe un rang 110 à 
partir duquel les tableaux correspondant aux états ~, pour n > 110, seront 
identiques. La différence entre ces états ne peut tenir qu'aux marquages des 
formules. Or, puisque les formules ne sont visitées qu'un nombre fini de fois 
(d'après 12.1.14) et que le nombre de formules à visiter est fini (conséquence 
de 12.1.12), il existe un rang n j à partir duquel les états de l'algorithme seront 
identiques. Autrement dit, l'algorithme atteindra un état où toutes les bran­
ches ouvertes n'auront que des formules terminées ou inactives. ~ 
Pour un ensemble X de formules, 7(X) dénotera le tableau pour X que 
l'algorithme aura produit après complétion. Cette notation est cohérente 
d'après 12.1.8 et 12.1.15. 
Proposition 12.1.16 
Si 7(X) est ouvert et si B est une branche ouverte de 7(X), alors B est un en­
semble saturé. 
PREUVE. Il faut montrer que B remplit les conditions (S-.1), (S-,-,), (SI\), 
(Sv), (S(») et (SD). Ceci se vérifie sans difficultés en utilisant la définition de 
l'algorithme. ~~ 
Théorème 12.1.17 
(a)
 Complétude faible: Pour toute formule tp, 
If-- tp ssi 7( ,tp) est fermé. 
(b)
 Propriété du modèle fini: Si tp est satisfaisable, tp est satisfaisable dans 
un modèle fini. 
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PREUVE. (a) La direction « {= » est le théorème 12.1.4. Pour l'autre direc­
tion, II- cp =? 7( -,cp) est fermé 
ssi [non- [7( -,cp) est fermé] =? non- [II- cp] ] 
ssi [7( -,cp) est ouvert =? -'Cp est satisfaisable] 
Si 7(-,cp) est ouvert, c'est qu'il contient une branche ouverte B. Or, d'après la 
proposition précédente, B est un ensemble saturé. Par la proposition 12.1.6, 
cet ensemble est réalisable. Il existe donc un modèle M qui réalise B. Mais si 
M réalise B, M satisfait -,cp (à un certain point). 
(b) Soit cp une formule satisfaisable. Si 7(cp) était fermé, -,cp serait valide 
d'après le théorème 12.1.4; donc 7(cp) est ouvert. D'après la proposition pré­
cédente, 7(cp) contient une branche B ouverte et saturée. Suivant la construc­
tion de la proposition 12.1.6, nous pouvons construire un modèle de cp dont le 
domaine est Ét(B) , l'ensemble des étiquettes de B. Or, puisque B est fini, 
Ét(B) est fini et donc ce modèle de cp est fini. ~ 
12.2 Calcul pour les SROS simples 
Il faut à présent généraliser la construction de la section précédente pour ac­
commoder le langage et la sémantique des SROS. Nous supposerons, pour 
simplifier, que le langage ne comporte ni nominaux ni modalité constante ni 
modalité hybride. 
Tout d'abord, il nous faudra un autre système d'étiquetage. Il s'agira de 
décupler celui que nous avions auparavant. Nous posons L: n = L: (l'ensemble 
des étiquettes de la section précédente) et, pour m tel que 0 :S m < n, nous 
définissons l'ensemble L:m par les clauses: 
(Étl m) k E N+ =? k E L:m 
(Ét2m) kEN+, am E L:m et am+l E ~m+l =? am·k( a m+ l ) E ~m 
Pour f.1 E ~m+l> avec 1 :S m < n, nous définissons Am+1(f.1) C L:mx L: m comme la 
relation: 
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Am+1(f.-l)(CJ, T) ssi T = CJ.k(f.-l), pour un certain k E N+ 
Posons ~n = L:OxL:1 .. ·xL:n · Nous définissons les relations -<m et -;:::jm sur ~n 
comme 
cr -;:::jm T si et seulement si CJ k = T k, pour tout k 7'::- m 
cr -<m T si et seulement si cr -;:::jm Tet Am+l(CJm+l)(CJm, Tm) 
La structure < ~n' A5,n' -< > forme une structure simple finie de rang n (où -< 
est la relation sur L: = L:n de la section précédente). Nous écrirons souvent 
CJ,,/CJn_1/ .. ./CJO 
pour décrire l'étiquette cr = (CJo, CJ il ... , on)' 
Une formule étiquetée (de rang au plus n) est une expression de la forme 
cr :: <p, où cr E ~n et <p est une formule de Form5,n' Si X est un ensemble de 
formules étiquetées, nous définissons 
Ét(X) = {cr E ~n : cr :: <p E X, pour un certain <p} 
De même, pour 0 ~ m ~ n, nous définissons 
Étm(X) = {CJ E I:m : 3cr E Ét(X) tel que CJm= CJ} 
Soit X un ensemble de formules étiquetées. Nous dirons qu'un modèle simple 
fini M = < W n' <P 5,,,, R, val> de rang n réalise X s'il existe f = (f"Jo'5.m5,n où 
fm : Étm(X) ~ Wmsont des fonctions telles que 
(RTl) Pour m tel que 1 ~ m ~ n, et tous CJ, T E Étm-Jx) et f.-l E Étm(X) , 
/~m(f.-l)(CJ, T) =} <P<:n(fm(f.-l))(fm-l(CJ), fm-l(T)), 
et pour tous CJ, T E Étn(X) , 
CJ -< T =} R(fn(CJ), fn(T)) 
(RT2) Si cr :: <p E X, alors M, f(cr) If- <p, où f(cr) = (1o(CJo), fl(CJ 1),···, fn(CJ n)) 
Le calcul des tableaux pour la logique des structures simples est une adapta­
tion de celui présenté à la section précédente. En gros, il s'agit d'une recette 
pour la construction d'un ensemble de formules étiquetées X qui servira par la 
suite à la construction d'un modèle qui réalise X. 
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Si X est un ensemble de formules et (J" est une étiquette, l'ensemble (J" :: X 
est défini par {(J" :: <p : <p E X}. Si X est ensemble fini formules, et si nous dis­
posons d'un ordre linéaire (quelconque) sur les formules (il y a en a plusieurs, 
il suffit d'en choisir un et de le garder), nous définissons Bo(X) comme étant 
la branche obtenue en ordonnant chacune des formules étiquetées de 
l'ensemble 1 :: X, où 1 = l/l/. ../l. 
Si X est un ensemble fini de formules, nous définissons un tableau pour X 
comme étant un arbre de formules étiquetées généré par les clauses suivantes: 
(TB1) Bo(X) est un tableau pour X 
(TB2) Si T est un tableau (pour X), si B est une branche de T, et si (J" :: <p 
est l'extrémité de B (autrement dit, la feuille de B) alors l'arbre ob­
tenu en prolongeant B suivant la règle de prolongation correspondant 
à <p est aussi un tableau (pour X). 
Les règles de prolongation sont décrites dans le tableau 12.2.1 : 
Tableau 12.2.1 Règles de prolongation 
NOM <p
 RÈGLE DE PROLONGATION 
(-,-,) -,-,'l/J Prolongez B avec la feuille (J" :: 'l/J 
(1\) 'l/Jl\e Prolongez B avec la feuille (J" :: 'l/J, et prolongez cette nou­
velle branche avec la feuille (J" :: e 
(v) -,('l/J 1\ e)
 Prolongez B avec les feuilles (J" :: 'l/J et (J" :: e 
(Om) Dm'l/J
 1 ::; m ::; n: Si Om_l.k(Om) E Étm(B) , prolongez B avec la 
feuille (J"-(m_l)/o(m_l)·k(om) :: 'l/J 
m = n + 1 : Si 0n.k E Étn(B) , prolongez B avec la feuille 
(J"_n/on· k :: 'l/J 
(Om)
 -,Om'l/J 1::; m::; n: Si k est le plus petit entier tel que Om_l·k(O,J rt 
Étm_1(B), alors prolongez B avec (J"-(m-l/o(m_l)·k(om) :: -,'l/J; 
m = n + 1 : Si k est le plus petit entier tel que 0n· k rt 
Ét(B), alors prolongez B avec (J"_n/on. k :: -,'l/J 
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Dans le tableau précédent, (j_(m_j/(Jm_j.k((Jm) dénote l'étiquette obtenue de (j 
en remplaçant la (m-1)-ième composante par (Jm_j.k((J771)' Lorsque (j :: <p est 
de la forme (j :: ---.---.'IjJ (resp. (j :: 'IjJ 1\ e, (j :: ---.('IjJ 1\ e), (j :: 0m'IjJ ou (j :: ---.0m'IjJ), 
nous l'appellerons une (---.---.)-formule (resp. (1\)-, (v)-, (Om)- ou (Om)-formule). 
Une branche B d'un tableau Test fermée s'il existe des étiquettes (j, T E 
~n avec (J k = T k et une variable propositionnelle p E ProPk telles que (j :: p E 
B et T :: ---.p E B (on remarquera la différence dans la manière de définir une 
branche fermée dans ce contexte). Une branche est ouverte si elle n'est pas 
fermée. Un tableau T est fermé si toutes ses branches sont fermées et ouvert 
s'il n'est pas fermé. Une branche est réalisable si l'ensemble des formules éti­
quetées de B est réalisable. Un tableau est réalisable si une de ses branches est 
réalisable. 
Exemple 
Élaborons un tableau pour l'ensemble 
X = {0403020j---'(P 1\ ---.q), ,0403[]20j'P, 1=:J40 3D20 j,q}, 
où P, q E Propo, composé de formules de L5.3' 
1/1/1/1 :: 0403020j---'(P 1\ ---.q) Base 
1/1/1/1 :: ,04030201'P Base 
1/1/1/1 :: 0 4°3°20 j'q Base 
1.1/1/1/1 :: ,03020j'P (04) 
1.1/1/1/1 :: 03020j---'(P 1\ ---.q) (04) 
1.1/1/1/1 :: 03020j,q (04) 
1.1/1.1(1.1)/1/1 :: ,020j'P ( ( 3) 
1.1/1.1(1.1)/1/1 :: 020j---'(P 1\ ---.q) (03) 
1.1/1.1(1.1)/1/1 :: 020j---.q (03) 
1.1/1.1(1.1)/1.1(1.1(1.1))/1 :: ,Oj'P ( ( 2) 
1.1/1.1(1.1)/1.1(1.1(1.1))/1 :: Oj---'(p 1\ ---.q) (02) 
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1.1/1.1(1.1)/1.1(1.1(1.1))/1 :: O\--.q (02) 
1.1/1.1(1.1)/1.1(1.1(1.1))/1.1(1.1(1.1(1.1))) :: -,-,p (0\) 
1.1/1.1(1.1)/1.1(1.1(1.1))/1.1(1.1(1.1(1.1))) :: --.(p /\ --.q) (0)) 
1.1/1.1(1.1)/1.1(1.1(1.1))/1.1(1.1(1.1(1.1))) :: -,q (0)) 
cr :: ---.p (v) 
cr :: p cr :: q (-,-,) 
où cr = 1.1/1.1(1.1)/1.1(1.1(1.1))/1.1(1.1(1.1(1.1))). Autrement dit, le .tableau 
pour la négation de la formule 
(040 30 20 )(P --t q) /\ 0403020)P) --t 040:3020)q 
est fermé. Ce tableau, disons T, comporte deux branches, chacune avec les 
mêmes étiquettes. Pour chacune des branches B, nous avons: 
Éta(B) = {1, 1.1(1.1(1.1(1.1)))} 
Ét) (B) = {1, 1.1 (1.1 (1.1) )} 
É~ (B) = {l, 1.1 (1.1)} 
Ét3 (B) = {1, 1.1} 
Proposition 12.2.2 
Si Test réalisable, alors toute prolongation T+ de Test aussi réalisable. 
PREUVE. Soit Br la (ou une des) branche(s) de T qui est réalisable, soit B la 
branche qui sera prolongée, et soit B+ le résultat de cette prolongation (B+ est 
une branche sauf si la règle (v) est appliquée, auquel cas B+ sera un arbre 
avec deux branches). Si B 7= Br) alors T restera réalisable quelque soit la ma­
nière de prolonger B, car B,. sera toujours une de ses branches. Si B = B,., soit 
M = < W n' cp sn' R, val> de rang n qui réalise B via f, c'est-à-dire: 
(RTl) Pour m tel que 1 :::; m :::; n, cr, T E Étm_)(X) et IL E Étm(X) , 
Âm(lL)(cr, T) =? CPsn(Jm(IL))(Jm-l(cr), fm_)(T)), 
et pour tous cr, T E Étn( X), 
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cr -< T =} R(Jn(cr) , j,,(T)) 
(RT2) Si cr :: <P E X, alors M, f(cr) II- <p, où f(cr) = (Jo (cro), fl(crJ, ... , j~(crn)) 
Nous montrerons, cas par cas, que le modèle M réalise aussi B+. 
(-,-,). B+ est obtenue en appliquant la règle (-,-,) à cr :: -,-,<p E B. Nous avons 
déjà, par la partie condition (RT2), que 
M, f( cr) II- -,-,<p 
Mais ceci signifie que 
M, f( cr) II- <p 
Donc, M réalise aussi B+. 
(1\). B+ est obtenue en appliquant la règle (1\) à cr :: <p 1\ ?/J E B. NOLIs avons 
que 
M, f( cr) II- <p 1\ 't/J 
par (RT2) , ce qui veut dire que M, f(cr) II- <p et M, f(cr) II- ?/J. Autrement dit, 
M réalise B+. 
(v). B+ est obtenue en appliquant la règle (v) à cr :: -,( <p 1\ ?/J) E B. Encore 
une fois, 
M, f(cr) II- -,(<p I\?/J) 
par (RT2), mais ceci implique que M, f(cr) II- -,<p ou M, f(cr) II- -,?/J. Si c'est le 
premier cas, alors M réalise la branche de B+ qui a cr :: -,<p comme feuille. Si 
c'est le deuxième cas, M réalise la branche de B+ qui a cr :: -,?/J comme feuille. 
(Dm)' B+ est obtenue en appliquant la règle (Dm) à cr :: Dm<p E B. Supposons 
que 1 ::: m ::: n (il restera alors le cas m = n + 1). Puisque M réalise B, nous 
avons que 
M, f( cr) II- Dm<p 
Ainsi, M, v II- <p, pour tout v tel que w{m}v. En particulier, par la condition 
(RTl), nous savons que 
f( cr) {m} f( cr-(m-I)/crm-I' k( cr m)), 
pour tout k tel que crm_l.k(crm) E Étm_I(B), donc 
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M, f(a_(m_l)/CJm_1.k(CJ m)) If- cp 
pour tout CJm_1.k(CJm) E Étrn_1(B). Ce qui démontre que B+ est réalisé par M 
dans ce cas. Si m = n + l, la démonstration est encore plus simple. 
(Orn)' B+ est obtenue en appliquant la règle (0",) à a:: ----,Dmcp E B. Supposons 
que 1 :::; m :::; n (il restera alors le cas m = n + 1). Puisque M réalise B, nous 
avons que 
M, f( a) If- ----,Dmcp 
ce qui veut dire que M, v If- ----'cP, pour un certain v tel que w{ m}v. Soit k E N+ 
le plus petit entier tel que CJm_1.k(CJ m) ri Étm_1(B); B+ est la prolongation de B 
par a-(rn_l)/CJrn_1.k(CJm) :: cp. Définissons gm-l : Étrn_1(B+) ---7 Wm-1 comme étant 
la fonction égale à fm-l sur Étm_1(B) qui envoie CJm_1.k(CJm) sur v. Si g est obte­
nue de f en remplaçant fm-l par grn-l' il facile de montrer que M réalise B+ via 
la fonction g. La démonstration du cas m = n+ 1 est encore plus simple. 
Ce qui démontre le résultat. ~ 
Proposition 12.2.3 
Un tableau fermé n'est pas réalisable. 
PREUVE. Soit T un tableau fermé et B une branche quelconque de ce tableau. 
Supposons que B est réalisable. Il existerait un modèle M = < Wn' <D:5n' R, 
val> et une suite de fonctions f qui satisfont les conditions (RTl) et (RT2). 
Puisque B est fermée, il existe des étiquettes a, T E :En avec CJ k = T k et une 
variable propositionnelle p E ProPk telles que a :: p E B et T :: ----,p E B. Puis­
que M réalise B (via f), nous avons que M, f(a) If- p et M, f(T) If- ----,p, par 
(RT2). Mais, M, f(a) If- p entraîne que ÜCJk) E val(p) , et M, f(T) If- ----,p en­
traîne que MTk) = MCJ k) ri val(p), ce qui est contradictoire. ~ 
Un calcul de tableau est, en particulier, un système de dérivation. Nous dé­
montrons qu'une formule 'cp' est un théorème dans ce calcul en montrant que 
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la formule "<p' admet un tableau fermé (c'est-à-dire qu'il existe un tableau
 
fermé pour l'ensemble {'<p}). Le théorème suivant montre que ce calcul est
 
« sound », qu'il préserve la validité:
 
Théorème 12.2.4
 
Si "<p' admet un tableau fermé, alors '<p' est valide.
 
PREUVE. Supposons qu'il existe un tableau fermé I pour la formule "<p' mais
 
que '<p' n'est pas valide. Il existe donc un modèle M = < W,,, CI> s; n' R, val> et
 
un point W E W tels que
 
M, w If-- ,<p. 
Si nous montrons que M doit alors réaliser T, nom; obtiendrons une contradic­
tion par la proposition 12.2.3. 
Soient ~ le tableau obtenu à la n-ième étape de la construction de T 
Nous avons que Ta = {1 :: '<p} et que ~v = T, pour un certain N. Il est clair 
que M réalise Ta. Par la proposition 12.2.2, M réalise donc tous les tableaux ~ 
jusqu'à IN = T D'où le résultat. ~ 
Nous savons maintenant que notre calcul démontre des validités, mais il devra 
en faire plus pour être complet, il faudra que toute validité y soit démontra­
ble, ce qui reviendra, nous le verrons, à montrer que tout tableau ouvert 
d'une certaine sorte est satisfaisable. Cette partie est définitivement la plus 
compliquée. Nous devrons d'abord montrer comment extraire un modèle d'un 
tableau ouvert (d'une certaine sorte), et nous devrons ensuite définir un algo­
rithme permettant de générer ces tableaux (quand ceux-ci existent). 
Afin de réaliser la première partie de cette tâche, nous utiliserons la no­
tion d'ensemble saturé. Si X est un ensemble de formules étiquetées, alors X 
est dit saturé s'il satisfait les conditions énumérées dans le tableau 12.2.5. 
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Tableau 12.2.5 Conditions de saturation 
NOM CONDITION 
(S1-) Non-(CT :: p E X et T :: -,p E X), pour tous P E ProPk et CT, T E :En 
avec Œk = T k 
(S-,-, ) Si CT :: -'-'cP E X, alors a :: cp E X 
(SI\) Si CT :: cp 1\ 1/J E X, alors CT :: cp, CT :: 1/J E X 
(SV) Si CT :: -,(cp 1\ 1/J) E X, alors CT :: -'CP E X ou a :: -,1/J E X 
(SOm) 1 :::; m :::; n: Si a :: OmCP EX, alors a_(rn_q/0m_l.k(Om) :: cp E X, pour 
tout k E N+ tel que Œm_1.k(Œm) E Étm_JX) 
m = n + 1 : Si CT :: O"+ICP E X, alors CT _n/Œ".k :: cp E X, pour tout k E 
N+ tel que Œ".k E Étn(X) 
1 :::; m :::; n: Si a:: --.omCP E X, alors il existe k E N+ tel que 
a_(m_l)/Om_l.k(Œm) :: -cp E X 
m = n + 1 : Si CT:: -On+1CP E X, alors il existe k E N+ tel que 
a_n/Œn.k:: -cp EX 
Un ensemble saturé a la propriété remarquable suivante: 
Proposition 12.2.6 
Si X est un ensemble saturé, alors X est réalisable. 
PREUVE. Nous construisons le modèle M = < W", <1>::;", R, val> à partir 
l'ensemble X lui-même. Pour k tel que 0 :::; k :::; net p E ProPk' posons 
Wk = {Œ E L:k : 3CT E Ét(X) tel que Ok = Œ} 
val(p) = {Œ E L:k::::la:: p E Xtel que Ok = o} 
Pour m tel que 1 :::; m :::; n, posons 
<1>m = Am 
R=-< 
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:tvIontrons que M réalise X (via la fonction identité). Les conditions (RTl) et 
(RT2) doivent être vérifiées. La première est immédiate, car f est la fonction 
identité. Nous démontrerons la seconde en prouvant, par induction, que 
(*) cr :: cp EX=} M, cr If- cp 
(**) cr :: ----,cp EX=} M, cr W cp 
Étape de base. Supposons que cp est la variable propositionnelle p E ProPm' Si 
cr :: p E X, alors la définition de val nous assure M, cr If- p, donc (*) pour cp. Si 
cr :: ----,p E X, alors T :: p rt X pour tout T tel que am = Tm par (S-1), et donc 
am rt val(p) par définition de val. Ainsi, M, cr w: p, et donc (**) pour cp. 
Étape d'induction. Il faut considérer chaque cas séparément. 
(----,). Supposons que cp = ----,'lj;. Si a :: ----,'lj; E X, alors M, cr If- ----,'lj; par la partie 
(**) de l'hypothèse d'induction appliquée à 'lj;, et doric (*) pour cp. Si cr :: ----,----,'lj; 
E X, alors cr :: 'lj; E X, par (S----,----,) , et M, cr If- 'lj;, par la partie (*) de l'HI ap­
pliquée à 'lj;, et donc (**) pour cp. 
(1\). Supposons que cp = 'lj; 1\ e. Si cr :: 'lj; 1\ eE X, alors cr :: 'lj; E X et cr :: eE 
X, par (SI\). Par la partie (*) de l'HI appliquée à'lj; et e, nous avons M, cr If- 'lj; 
et M, cr If- e, d'où M, cr If- 'lj; 1\ e, et donc (*) pour cp. Si cr :: ----,('lj; 1\ e) E X, 
alors cr :: ----,'lj; E X ou cr :: ----,e E X, par (Sv). Supposons que cr :: ----,'lj; E X. Par 
la partie (**) de l'HI appliquée à 'lj;, nous avons M, cr W 'lj;, d'où M, cr If- ----,'lj;, 
ce qui entraîne M, cr If- ----,('lj; 1\ e), ct donc (**) pour cp. 
(Dm). Supposons que cp = Dm'lj;. Si cr :: Dm'lj; E X, alors (J_(m_q/am_1.k(a rr.) :: 'lj; 
E X pour tout am_1.k(am) E Étm_JX) , par (SOm)' Par la partie (*) de l'HI ap­
pliquée à chaque cr_(m_l)/am_1.k(am) :: 'lj; E X, nous avons que 
M, cr_(m_q/am_l.k(am) If- 'lj;. 
pour tout (Jm-l.k(Œm) E Étm-1(X), c'est-à-dire, par la définition de {m}, M, cr If­
Dm'lj;, et donc (*) pour cp. Si cr :: ----,0m'l/} E X, alors cr_(m_l)/am_l.k(am) :: ----,'lj; E X 
pour un certain k E N+. Par la partie (**) de l'HI appliquée à 'lj;, 
M, cr-(m-l)/am-1.k(am) W 'lj;, 
c'est-à-dire M, cr_(m_l)/am_1.k(am ) If- ----,'lj;, et donc (**) pour cp. 
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Ce qui complète la preuve. ~:B 
Nous définissons maintenant notre algorithme pour générer un tableau pour X 
ayant la propriété suivante: ou bien ce tableau est fermé ou bien ce tableau 
possède une branche saturée. Si le tableau est fermé, X n'est pas satisfaisable; 
et si le tableau possède une branche saturée, nous pourrons, d'après la propo­
sition précédente, construire une modèle qui satisfait X. 
Nous supposerons qu'il existe un ordre strict sur les formules du langage 
et sur les branches du tableau de tlorte que l'expression « la première formule 
ayant la propriété P dans le tableau» soit signifiante (ici, la propriété Pest 
quelconque). La nature précise de l'ordre importe peu; seul importe qu'il y en 
ait un. 
Une formule étiquetée portant la marque active, inactive ou terminée sera 
appelée une formule étiquetée marquée. Chaque étape de l'algorithme produi­
ra un arbre de formules étiquetées marquées. 
Pour X un ensemble fini de formules, nous définissons l'algorithme de 
construction d'un tableau pour X de la manière suivante: 
Tableau 12.2.7 Algorithme
 
ÉTAPE INITIALE
 
Le tableau initial est la branche Bo(J() et toutes les formules étiquetées sont marquées
 
comme étant actives.
 
ÉTAPE D'ITÉRATION
 
Pendant que T est ouvert et qu'il existe des formules actives, effectuez:
 
(AP) Pendant que T est ouvert et qu'il existe un littéral actif dans T, choisissez le
 
premier littéral actif et marquez-le terminé. 
(A-,-,)	 Pendant que T est ouvert et qu'il existe des (-,-,)-formules actives dans T, 
choisissez la première (-,-,)-formule active (J' :: -,-,<p et prolongez toute bran­
che passant par (J' :: -,-,<p avec la (-,-,)-règle. Marquez (J' :: -,-,<p comme étant 
terminée et (J' :: <p comme active. 
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Pendant que Test ouvert et qu'il existe des (/\)-formules actives dans T, choi­

sissez la première (/\)-formule active cr :: 'P /\ 'ljJ, et prolongez toute branche
 
passant par cr :: 'P /\ 'ljJ avec la (/\)-règle. Marquez cr :: 'P /\ 'Ij; comme termi­

née, cr :: 'P et cr :: "if; comme actives.
 
Pour chaque mE {l, ... , n}, en ordre décroissant:
 
Pendant que T est ouvert et qu'il existe des (Om)-formules actives dans T,	 
choisissez la première (Om)-formule active cr:: -,om'P, et prolongez toute
 
branche passant par cr :: -,om'P avec la (Om)-règle. Marquez cr :: -,om'P com­

me terminée, marquez toute formule cr_(m-l)/Œ"'_I·k(Œm ) :: -''P ajoutée par la
 
(O",)-règle comme active, et marquez toute formule de la forme cr :: Dm?,b dans
 
T comme active.
 
(ADm)
 Pour chaque mE {l, ... , n}, en ordre décroissant: 
Pendant que T est ouvert et qu'il existe des (Dm)-formules actives dans T, 
choisissez la première (O",)-formule active cr :: Dm'P, et prolongez toute bran­
che passant par cr :: Dm'P avec la (Dm)-règle. Marquez cr :: D",'P comme inac­
tive et toute formule (J'_(m_J)/Œm_l.k(Œ m) :: 'P ajoutée par la (Dm)-règle comme 
active. 
(Av)
 Pendant que Test ouvert et qu'il existe de (v)-formules actives dans T, choi­
sissez la première (v)-formule active CT :: -,( 'P /\ 'ljJ), ct prolongez toute bran­
che passant cr :: -'('P /\ 'ljJ) avec la (v)-règle. Marquez cr :: -'('P /\ 'ljJ) comme 
terminée, cr :: -''P et cr :: -,'ljJ comme actives. 
Dans le contexte de la discussion sur l'algorithme, nous resserrerons notre dé­
finition d'un tableau pour X. Un tableau pour X, dans le contexte de cette 
discussion, sera un tableau obtenu à l'une des étapes de cet algorithme. 
L'ensemble de tous les tableaux pour X, dans ce sens restreint, est dénoté par 
71X). Nous appellerons l'action de (J' :: tp l'ensemble des opérations de prolon­
gation et de marquage que la formule (J' :: tp entraîne dans l'algorithme. Dans 
la discussion, Ta sera le tableau dans son état initial avec les marques, et si ~ 
est un état subséquent de l'algorithme, ~+l représentera le tableau avec les 
marques obtenu de 7" par l'action de la prochaine formule visitée par 
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l'algorithme. 7(X) désignera le tableau produit par l'algorithme appliqué à 
l'ensemble X (la proposition suivante montre que cette notion est bien défi­
nie). 
Proposition 12.2.8 
(a)
 L'algorithme est déterminé et la transition de T" à T,'+l peut toujours être 
complétée. 
(b)
 Tout TE 7(X) est fini et 7(X) lui-même est fini. 
(c)
 Toute formule n'est visitée qu'un nombre fini de fois. 
(d)
 L'algorithme termine. 
(e)
 Toute branche ouverte de 7(X) est saturée. 
PREUVE. Les preuves de ces résultats sont tout-à-fait analogues à celles de la 
section précédente. Il suffit d'appliquer les mêmes arguments pour les n+ 1 
composantes. ~ 
Nous arrivons enfin à : 
Théorème 12.2.9 
(a)
 Complétude faible: Pour toute formule <p E FormL , 
1 f- <p ssi 7( '<p) est fermé. 
(b)
 Propriété du modèle fini: Si <p est satisfaisable, <p est satisfaisable dans 
un modèle fini. 
PREUVE. (a) La direction « {::: » est le théorème 12.2.4. Pour l'autre direc­
tion, If-
 <p =} 7( '<p) est fermé 
ssi [non-[7(,<p) est fermé] =} non-[If- <pl] 
ssi
 [7( '<p) est ouvert =} ,<p est satisfaisable] 
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Si 7(.<p) est ouvert, c'est qu'il contient une branche ouverte B. Or, d'après la 
proposition précédente, B est un ensemble saturé. Par la proposition 12.2.6, 
cet ensemble est réalisable. Il existe donc un modèle M qui réalise B. Mais si 
M réalise B, M satisfait '<p (à un certain point). 
(b) Soit <p une formule satisfaisable. Si 7(<p) était fermé, '<p serait valide 
d'après le théorème 12.2.4; donc 7(<p) est ouvert. D'après la proposition pré­
cédente, 7( ((J) contient une branche B ouverte et saturée. Suivant la construc­
tion de la proposition 12.2.6, nous pouvons construire un modèle de <p dont le 
domaine est Ét(B) , l'ensemble des étiquettes de B. Or, puisque B est fini, 
Ét(B) est fini et donc ce modèle de <p est fini. ~ 
ApPENDICE : Connaissance et modalité 
Nous examinons dans cet appendice la manière dont nous pouvons traduire la 
modalité épistémique (K' dans le langage de la modalité d'ordre supérieur de 
sorte à refléter les subtilités que nous avons identifiées aux chapitres 2 & 3, 
notamment celles qui concernent les interprétations agrippéennes et transpa­
rentistes. En particulier, nous cherchons à déterminer la formulation appro­
priée de la clause pour la modalité 'K' lorsque celle-ci est précédée par 
d'autres modalités. Nous allons développer une règle de traduction pour in­
terpréter 'K' qui dépendra du rang de la formule connue et de la conception 
de la connaissance d'ordre supérieur adoptée. Nous considérons ensuite com­
ment ces notions peuvent être développées dans un contexte multi-agent. 
La conna~ssance de so~ 
Pour cp' une proposition de rang 0 et 'q' une proposition rang 1, nous avions 
vu que les conditions de vérité de 'Kp' et (Kq' sont correctement rendues si 
Kp = 0lP et 
Kq = 02q, 
Par ailleurs, il n'est pas difficile de voir que les interprétations transparentiste 
et agrippéenne de 'KKp' sont données par les traductions suivantes: 
KKp = 0tOlP 
KKp = 020tP (ou 020tOtP, nous verrons pourquoi) 
Mais comment établir une règle générale de traduction qui donnera les condi­
tions de vérité appropriées pour une formule quelconque (du langage LE, di­
sons)? Nous cherchons donc une certaine fonction de traduction Trad de 
l'ensemble des formules de LE à l'ensemble des formules de L (le langage de la 
modalité d'ordre supérieur) et, afin d'en faciliter la définition, nous devons 
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tout d'abord généraliser la notion de rang aux formules de LE' Définissons les 
fonctions d'ordre ordr et ordAde la manière suivante: 
ord(p) = rang de 'p' 
ord( '<p) = ord( <p) 
ord(<p 1\ 'lj;) = max(ord(<p),ord('lj;)) 
pour ord = ordr ou ordA, et 
ordr(K<p) = ordr( <p) 
ordA(K<p) = ordA(<p) + 1 
La fonction ordr nous aidera à définir une traduction TradT d'inspiration 
transparentiste, et la fonction ordA une traduction TradA d'inspiration agrip­
péenne. Nous posons : pour X = T ou A, 
Tradx(p) = p
 
Tradx('<p) = Tradx(<p)
 
Tradx(<p 1\ 'lj;) = Tradx(<p) 1\ Tradx('lj;)
 
Tradx(K<p) = °n+I!Trad(<p), si ordx(<p) = n .
 
où '0n+I!' = 'On+IOn'" 01" 
Considérons quelques exemples pour contraster la différence entre les 
deux traductions. Tout d'abord, 
TradT(KKp) = DIDIP 
TradA(KKp) = °20 tO tP 
On remarquera une légère différence entre TradA(KKp) et ce que nous avons 
nommé la traduction agrippéenne plus haut. En réalité, TradA(KKp) est plus 
appropriée pour des raisons que nous comprendrons sous peu. Considérons, en 
effet, la formule 'K(q 1\ Kp)'. Nous aurions donc 
TradT(K(p 1\ Kq)) = 0201(P 1\ 02Dlq) et 
TradA(K(p 1\ Kq)) = D3D20 1(P 1\ D20 l q), 
alors que notre traduction esquissée plus haut aurait donné '02(P 1\ 0 20 1qr 
pour TradT(K(p 1\ Kq)) et 'D3(p 1\ D2D l q)' pour TradA(K(p 1\ Kq)). Si les lo­
cutions modales '020 1' et '°30201' sont préférables à '02' et '0/, c'est parce 
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qu'elles expriment tous les niveaux d'incertitude (du plus grand ordre repré­
senté au plus petit) et non seulement le dernier, le plus haut. 
La modalité' K' dans son interprétation agrippéenne cesse d'être une mo­
dalité normale. La normalité est logiquement équivalente (en utilisant seule­
ment la règle de nécessitation et des tautologies propositionnelles) à la condi­
tion 
K(<p 1\ 'IjJ) ~ (K<p 1\ K'IjJ) 
Posons <p = p et 'IjJ = K(p ---+ p), nous avons que 
TradA(K(p 1\ Kp)) = D2DJp 1\ Dj(p ---+ p)) et 
TradA(Kp 1\ KKp) = D1P 1\ D2DtDt(p ---+ p), 
malS 
If- D2Dt(p 1\ DJp ---+ p)) ~ D2D1P 
If- (D1P 1\ DzD1DL(p ---+ p)) ~ D1P 
Or, le modèle que nous avons construit à partir de Sn et de l'ignorance de son 
daltonisme satisfait 'DtPn' mais pas 'D2D1ps' au point (w, c, d). Cette consé­
quence était toutefois anticipée. 
La conna'lssance des autres 
Dans l'analyse que nous avons faite de la connaissance d'ordre supérieur jus­
qu'à présent, il était principalement - sinon exclusivement - question de la 
connaissance qu'un agent a de ses propres états épistémiques. Intéressante sur 
le plan philosophique, elle l'est peut-être moins pour d'autres disciplines. La 
connaissance d'ordre supérieur devient surtout intéressante pour ces dernières 
lorsqu'elle concerne plusieurs agents à la fois; la connaissance qu'un agent 
peut avoir des situations épistémiques des autres agents a des conséquences 
sur son comportement stratégique et, par conséquent, intéresse de près la 
théorie de la décision et la théorie des jeux. Il revient à Lewis (1969) d'avoir 
souligné l'importance de la connaissance commune, une connaissance d'ordre 
supérieur bien particulière, pour la stratégie d'un joueur. 
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Dans le chapitre 3, nous avons discuté le cas d'un agent ignorant son 
propre daltonisme, Considérons maintenant les cas de deux daltoniens Sa et Sb 
tels que 
Sa est un daltonien rouge-vert, 
Sb est un daltonien bleu-jaune, 
Sa sait qu'il est daltonien rouge-vert, 
Sb sait qu'il est un daltonien bleu-jaune, 
Sa ne sait pas si Sb est daltonien bleu-jaune ou daltonien rouge-vert 
Sb sait que Sa est daltonien rouge-vert 
Il n'est pas évident de représenter ce type de situation épistémique dans la 
sémantique des mondes possibles. Il faudrait que la même relation 
d'accessibilité serve à exprimer à la fois la connaissance de base (du premier 
ordre) de l'agent, en l'occurrence de son propre daltonisme, et la connaissance 
« épistémique » de l'agent (du deuxième ordre), l'ignorance ou la connais­
sance qu'il a du daltonisme de son compatriote. Illustrons en quoi la représen­
tation de ces faits n'est pas évidente. 
Si une relation d'accessibilité ne fait pas de distinction entre les niveaux 
de connaissance, il a fort à parier que nous rencontrerons les mêmes difficultés 
ici que nous avons rencontrées précédemment, Supposons, afin d'explorer 
l'hypothèse, qu'une relation sur W suffise à exprimer ces faits, quitte à ajouter 
des mondes supplémentaires à W au 
besoin, Je m'explique. Supposons que 
l'univers des agents Sa et Sb est très limi­
w • 
a 
• y 
té : il comprend seulement deux objets 
0 1 et O2 , le premier pouvant être rouge b b 
ou vert et le second bleu ou jaune, Les 
mondes w, x, y et z de cet univers alé­ x •.--------- ­ ... z 
thique simplifié se laissent décrire par les a 
quatre couples suivants: w = (l', b), x = 
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(r, j), y = (v, b) et z = (v, j), où les première et deuxième positions spécifient 
les couleurs qu'exemplifient les objets ° 1 et 02 respectivement (r = rouge, b = 
bleu, j = jaune et v = vert). Étant donnés ces mondes, il est facile de déter­
miner à quoi ressembleront les relations d'accessibilité RDRV et RDUJ de Sa et de 
Sb respectivement: 
RDRV = clôture réflexive, symétrique et transitive de {(w, y), (x, z)} 
RDf3J = clôture réflexive, symétrique et transitive de {(w, x), (y, z)} 
Toutefois, nous rencontrons déjà une difficulté ici car la relation RDRV ne per­
met de représenter l'ignorance que Sa a de la connaissance de Sb' En effet, si 
'PI' est l'énoncé « L'objet °1 est rouge» et 'Qi' est l'énoncé « L'objet 01 est 
vert », alors l'énoncé '(PI ----t KbPi) 1\ (ql ----t Kbql) , sera connu par Sa partout. 
Mais si Sa sait que (PI ----t KbPI) 1\ (ql ----t Kbql), c'est-à-dire si 
KJ (Pi ----t KbpJ 1\ (ql ----t Kbql)) 
est vrai (partout), alors Sa sait que Sb n'est pas daltonien rouge-vert, contrai­
rement à ce que nous voulions. 62 
Nous pourrions éviter cette difficulté en employant un stratagème: dé­
doubler l'ensemble des mondes possibles W de sorte qu'une copie ait les rela­
tions d'accessibilités RDRV et RDBJ pour Sa et Sb (respectivement), et que 
l'autre copie ait RDRV pour les deux agents, en prenant soin de raccorder ces 
deux copies de manière appropriée. Le nouvel univers W+ serait l'union de W 
et de W' = {W', x', y', Zl}, où les quatre mondes W', x', yi et z' se comportent 
de manière identique à w, x, y et z sur les plan des faits du premier ordre (par 
exemple, ° 1 est rouge dans w ssi 0i est rouge dans w', etc.). La nouvelle rela­
tion d'accessibilité Rb sur W+ de l'agent Sb est définie de la manière suivante: 
Rb = RDBJ U (RDRV ) 1 
où (RDRV ) 1 est définie comme RDRV mais sur les mondes de W' au lieu des 
mondes de W. La relation d'accessibilité Ra sur W+ de Sa n'est pas définie 
aussi simplement; nous ne pouvons pas la définir comme 
62 Cette discussion suit de très près la présentation du chapitre 1. 
x 
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Ra = RDRv U (Rul-tV) " 
car sinon Sa saurait que Sb est daltonien bleu-jaune aux mondes de W et sau­
rait que Sb est daltonien rouge-vert aux mondes de W'. Il faudrait pour réta­
blir son ignorance que nous ajoutions des couples dans la relation Ra, no­
tamment les couples (w, w'), (x, x'), (y, y') et (z, Zl), et que nous ajoutions 
aussi le nécessaire pour que cette nouvelle relation soit réflexive, symétrique et 
transitive. Si nous faisons cela, nous aurons une première approximation satis­
faisante de la connaissance qu'ont ces agents l'un de l'autre. 
.............................................
 
w 
y' 
..........................................
 
. .. z' 
a b 
Sans entrer dans l'analyse d'exemples qui pourraient compromettre cette 
méthode de duplication, au sens où un énoncé aurait une valeur de vérité 
inattendue, j'aimerais souligner combien cette méthode s'apparente davantage 
à un rafistolage ad hoc qu'une représentation fidèle de la connaissance d'ordre 
supérieur, le caractère ad hoc étant principalement dO au fait que nous ayons 
à rajouter des « épi-mondes» (ceux de W'). Il y a aussi un problème de taille 
(littéralement) que rencontre cette méthode: il y a un potentiel de croissance 
exponentielle de ces « épi-mondes» plus les profils épistémiques d'ordre supé­
rieur de nos agents sont complexes. Dans l'exemple ci-dessus, il n'y a cu qu'un 
simple dédoublement, ce qui reste contrôlable, mais si, d'une part, l'agent Sa 
hésitait entre trois profils épistémiques pour Sb et si, d'autre part, Sb hésitait 
entre deux profils épistémiques pour Sa' alors il faudrait sextupler l'univers de 
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base. Avec plus d'agents et plus d'ignorance de la part des agents à propos 
des profils épistémiques de leurs voisins, la situation devient vite incontrôla­
ble : avec n agents daltoniens d'une certaine sorte, chacun ne sachant pas si 
leurs voisins sont daltoniens rouge-vert ou daltoniens bleu-jaune, vous devrez 
disposer de 2n(n-l) copies de l'univers de base. 
Cette prolifération ne serait pas pathologique si ce n'était du caractère 
bigarré des relations d'accessibilité; en essayant de simuler deux niveaux de 
connaissance en un, il finit par y avoir deux types de liens entre les mondes: 
d'une part, les liens provenant de la relation d'accessibilité d'ordre un, et 
d'autre part, des liens qui font le pont entre deux relations d'accessibilité. 
Dans la relation Ra, le lien entre wet x provient de la relation RDRV mais celui 
entre w et w' est là pour établir un pont entre les deux profils de Sb que Sa ne 
distingue pas. Au final, il s'agit d'une quantification sur des relations 
d'accessibilité qui se dissimule sous les apparences d'une quantification sur les 
mondes. Il n'y a rien de mal à la dissimulation, mais elle n'est d'aucun avan­
tage si elle crée de telles complications. 
Comment adapter les structures et le langage des sections précédentes 
afin d'appliquer le même genre de solution? D'abord, donnons-nous un lan­
gage modale avec les modalités '[a]n+/ et '[b]n+l" pour chaque n 2: O. Les 
structures seront définies sur W = Wox W1x,,,) mais la fonction <P n+1 attri ­
buera une paire (R a( w), Rb( w)) de relations d'accessibilité sur W", une pour 
chaque agent, au lieu d'attribuer une seule relation d'accessibilité sur Wn à 
chaque point de w E W"+l' Pour x = a ou b, nous définissons la relation 
w{n+lLv ssi (i) W k = vk, pour k 7: n, et (ii) R/wn+1)(wn , v,.), 
ce qui donne la clause sémantique suivante pour les modalités: 
w If- [X]"+l<P ssi v If- <P, pour tout v E W tel que w{ n+ 1Lv 
Il nous faut ensuite trouver une traduction adéquate Trad dans ce langage des 
formules composées des modalités Ka et Kb• Encore une fois, la notion d'ordre 
d'une formule sera centrale, et nous Ile définirons que la version transparen­
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tistc du rang de même que version transparentiste de la fonction de traduc­
tion. Pour x = a ou b, posons 
ord/p) = rang de 'p' 
ord"l-'r.p) = ordx(r.p) 
ordx(r.p 1\ 'ljJ) = max( ordx(r.p), ord/'ljJ)) 
ordx(Kyr.p) = ordi r.p), si x = y 
ordx(Kyr.p) = ordy(r.p) + 1, si x :;z= y 
L'idée est qu'une modalité épistémique fait augmenter le rang de x seulement 
si celle-ci n'est pas la sienne. Pour la traduction, nous posons: 
Trad(p) = p 
Trad( -,r.p) = Trad(r.p) 
Trad(r.p 1\ 'ljJ) = Trad(r.p) 1\ Trad('ljJ) 
Trad(Kxr.p) = [x]n+l!Trad(r.p) , si ordx(r.p) = n 
où '[X]n+I!' = '[x]n+t[x]n· .. [X]l'· Par exemple, si ord(p) = 0, alors 
Trad(KaP) = [aJtp 
Trad(KaKaP) = [aJt[a]lP 
Trad(KbKaP) = [b]z[bL[aLp 
Trad(KbKaKaPI) = [b]z[bL[a]][aLp 
Trad(KaKbKbKaKaPl) = [a]3[ a]z[a]l[b]z[bL[bL[b]l[ aL[ aLp 
et ainsi de sui te. 
Nous voulons montrer qu'il existe un modèle qui satisfait les formules 
épistémiques décrivant la situation de nos daltoniens Sa et Sb' Notamment, si 
p] = L'objet 0] est rouge 
ql = L'objet 0 1 est vert 
Pz = L'objet Oz est bleu 
q2 = L'objet Oz est jaune 
nous voulons que le modèle satisfasse les traductions de formules suivantes: 
(p] ~ KbP]) 1\ (q] ~ Kbq])
 
(Pz ~ KaP2) 1\ (q2 ~ Kaq2)
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-,Ka( (PI ~ KbPI) 1\ (ql ~ Kbql)) 
Pour construire un tel modèle, il suffit de poser 
Wo = W = {w, x, y, z} 
W I = {e, j} 
W2 = {g} 
avec 
(Ra(e), Rb(e)) = (RORY , RonJ ) 
(Ra(f), Rb(f)) = (RDRy , RORY ) 
(Ra(g), Rb(g)) = ({e, j}x{e, f}, {(e, e), (f, f)}) 
Autrement dit: e est le profil épistémique du premier ordre actuel et f est 
l'autre profil épistémique du premier ordre non-éliminé pas Sa; 9 est le profil 
épistémique du deuxième ordre actuel stipulant que Sb sait que Sa est dalto­
nien rouge-vert et qu'il est lui-même daltonien bleu-jaune. On peut vérifier 
aisément que 
(w, e, g) II- Trad( (Pl ~ KbPl) 1\ (ql ~ Kbql)) 
(w, e, g) II- Trad( (P2 ~ KaP2) 1\ (q2 ~ Kaq2)) 
(w, e, g) II- Trad( -,Ka( (Pl ~ KbPI) 1\ (ql ~ Kbql))) 
Si nous voulons changer la connaissance d'ordre supérieure de Sb' il suffira de 
modifier la relation qui lui est attribuée à g, il ne sera pas nécessaire de modi­
fier l'ensemble Wo' 
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