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The encoding of odors by spatiotemporal patterns of
mitral/tufted (M/T) cells in the vertebrate olfactory
bulb has been discussed controversially. Motivated
by temporal constraints from behavioral studies,
we investigated the information contained in odor-
evoked first-spike latencies. Using simultaneous re-
cordings of dozens of M/T cells with a high temporal
resolution and quantitative ensemble correlation
techniques, we show that latency patterns, and in
particular latency rank patterns, are highly odor
specific and reproducible. They reliably predict the
odor identity as well as the odor concentration on
a single-trial basis and on short timescales—in fact,
more reliably than patterns of firing rates. Further-
more, we show that latency ranks exhibit a better
reproducibility at the level of M/T cells than in olfac-
tory receptor neurons. Our results suggest that the
latency patterns of M/T cells contain all the informa-
tion higher brain centers need to identify odors and
their concentrations.
INTRODUCTION
At the level of the olfactory bulb (OB) odor information is con-
tained in the spike patterns of mitral/tufted (M/T) cells. Today it
is generally assumed that in addition to the identity of the acti-
vated M/T cells, the temporal patterns of their responses are
important for olfactory coding (Friedrich and Laurent, 2001;
Laurent et al., 2001; Schaefer and Margrie, 2007). However, it is
still unclear as to which aspects of these spatiotemporal patterns
contain the odor-specific information that is subsequently de-
coded by the OB’s target areas. M/T cell activities were reported
to be dynamically modulated over a timespan of seconds, which
has motivated models that are based on transient correlations
among M/T cells (Friedrich and Laurent, 2001). On the other872 Neuron 67, 872–884, September 9, 2010 ª2010 Elsevier Inc.hand, behavioral studies in vertebrates show that odor discrimi-
nation and recognition can be accomplished within 500 ms or
even less depending on the task and the species (Abraham
et al., 2004; Laing, 1986; Rinberg et al., 2006; Slotnick, 2007;
Uchida and Mainen, 2003; Wesson et al., 2008). Attention has
thusbeendirected towardactivity featuresonshorter timescales,
such as instantaneous firing rates, the average firing phase, and
response latencies (Bathellier et al., 2008; Lehmkuhle et al., 2006;
Schaefer and Margrie, 2007). The latter have been shown to be
important coding parameters in the visual (Burr and Ross,
1979; Gawne et al., 1996; Gollisch and Meister, 2008), the
somatosensory (Johansson and Birznieks, 2004; Panzeri et al.,
2001; Petersen et al., 2002), and the auditory (Carr and Konishi,
1990; Heil, 1997) system. In the olfactory system, odor- and
concentration-dependent latencies have been described at the
level of both olfactory receptor neurons (ORNs) (Carey et al.,
2009; Getchell and Shepherd, 1978; Gomez and Atema, 1996;
Spors et al., 2006; Verhagen et al., 2007) andM/T cells (Bathellier
et al., 2008; Cang and Isaacson, 2003; Hopfield, 1995; Kauer and
Shepherd, 1977;Margrie and Schaefer, 2003; Scott, 2006; Spors
and Grinvald, 2002; Wellis et al., 1989). However, a potential role
for odor coding has been discussed controversially (Bathellier
et al., 2008; Schaefer and Margrie, 2007).
In order to elucidate the specificity and reproducibility of odor
response latencies, one has tomeet two crucial requirements: (1)
M/T cell responses need to be measured at a sufficiently high
temporal resolution and simultaneously, since only simultaneous
recordings can reveal the relative response latencies that may
contain the odor-specific information. (2) The similarity of the
latency patterns of the M/T cell population under investigation
has to be quantified in order to assess the patterns’ reproduc-
ibility and specificity under different experimental conditions.
Since studies satisfying both requirements are lacking, the role
of response latencies in olfactory coding has remained unclear
thus far.
We solve this issue here by using a fast confocal line illumina-
tion microscope (Junek et al., 2009) and ensemble correlation
techniques. The resulting evidence reveals that latency vectors
of M/T cells are reproducible and odor specific. They accurately
predict the odor identity on a single-trial basis and on short
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tion higher brain centers would need to identify odors and their
concentrations.
RESULTS
M/T Cells Show Odor-Dependent Response Latencies
We recorded the odor-evoked M/T cell activities in nose-brain
preparations (Czesnik et al., 2003) of larval Xenopus laevis using
the cell-permeable calcium-sensitive dye fluo-4 AM. Using
a custom-built confocal line-illumination microscope (Junek
et al., 2009; Figure S1A), we were able to simultaneously record
the activities of dozens of OB neurons at a rate of 100 Hz
(Figures 1 and S1B). Amino acids were used as stimuli, as they
have been shown to be behaviorally relevant odors for tadpoles
(Kiseleva, 1995). Odorants were applied to the nose through
a funnel applicator using an electrical pipette triggered to the
beginning of the fast acquisition period (Figures 1A and S1B).
From the fluorescence time course of each responsive M/T
cell, we determined the time point of its response latency, i.e.,
the time point of the first odor-evoked spike relative to the trigger
of the application system (Figures 1B and 1C).
Figure 1E shows exemplary responses of four M/T cells to
repeated applications of the amino acid arginine (50 mM). The
response latencies of the neurons (indicated by vertical lines)
are similar for the three applications. Furthermore, the order in
which the neurons start to respond to the stimulus, i.e., the
latency order, is unchanged. In Figure 1F, the regions of interest
(ROIs) assigned to 20 M/T cells from the same slice preparation
are superimposed on the raw fluorescence image and color
coded for their response latencies in the trials used for
Figure 1E. The response latencies of the neurons are very repro-
ducible. Figures 1G and 1H show the response latencies of the
same neurons to stimulations with the amino acid methionine
(50 mM). While the latencies are also reproducible for repeated
applications of methionine, they differ markedly from the laten-
cies observed during the application of arginine. This suggests
that M/T cells respond reproducibly with latencies that are
specific for the applied odor. In the following, we quantify the
specificity and reproducibility of the M/T cell latency patterns.
Simultaneous Recordings Are Required for Obtaining
Odor-Specific Patterns
In order to choose an appropriate analysis approach, we wanted
to know whether the simultaneously acquired across-neuron
latencies capture information that cannot be assessed by pooling
successive recordings from individual neurons. Figure 2A shows
39 latenciesL(s,a,c) recorded in13cells (c=1,2,., 13) upon three
applications (a=1, 2, 3) of the stimulusmethionine (s=met). There
are two fundamentally differentways of lookingat these latencies.
First, the ensemble statistics view, where simultaneously re-
corded latencies are viewed as ensembles (blue, green, and red
curve in Figure 2A), i.e., as latency vectors Lmet,a(c) (see Experi-
mental Procedures for nomenclature). Alternatively, the trial
statistics view, where we have sequences of three latencies
Lmet,c(a) for each cell (i.e., columns of data points in Figure 2A).
Obviously, a stimulus response as a whole does not occur at
a predefined, fixed time. It rather includes a certain trial-depen-dent shift (in agreement with odor-evoked responses recorded in
the turtle OB; Lam et al., 2003), which appears to be similar in
different cells. It comprises the odor delivery (see Figure 1A) as
well as a network component. In fact, in the trial statistics view,
the latencies of successive trials using the same stimulus s of
the mth cell, Ls;cm ðaÞ, tend to be highly correlated to the corre-
sponding latencies of the nth cell, Ls;cn ðaÞ (Figure 2B).
The trial-dependent shift of an odor response can easily be
described, in the ensemble statistics view, as the trial’s latency
ensemble mean,
LmetðaÞ=

Lmet;aðcÞ

c
=
1
13
X13
c= 1
Lmet;aðcÞ
(horizontal lines in Figure 2A). As every latency comprises an
odor-specific latency and the trial’s ensemble mean, the latter
has to be known (measured) for each trial and subtracted to yield
the odor-specific information (Figure 2C). This is obviously
a rather crucial point for the design of experiments on odor
coding. For example, as the trials’ ensemble means are intrinsi-
cally unknown in measurements carried out sequentially over
trials cell after cell, it is impossible to derive reliable odor-specific
patterns from such measurements.
Quantification of Latency Vector Similarity
We thusdecided toquantify the similarity of latency vectors (rather
than the latencies of individual neurons), on a single-trial basis and
independentof anexternal time frame.A ‘‘latencyvector’’ consists
thereby of the (simultaneously recorded) latencies after which
each M/T cell fired its first spike upon stimulus application. Two
measures were used for this quantification: the correlation coeffi-
cient (CC), which measures the degree to which two latency
vectors are linearly related to each other (Figure S2, left column),
and Kendall’s rank correlation coefficient (RCC, Kendall and
Gibbons, 1990), which assesses the similarity of the order of the
neurons’ latencies (Figure S2, right column).
The left panel of Figure 2D shows the distribution of CCs using
pairs of latency vectors in response to eight applications
of methionine (response latencies of the 20 neurons shown in
Figure 1D). The distribution has a peak at 0.9, the lowest
values being 0.75. Randomizing the application order for each
neuron—thereby simulating recordings of individual cells pooled
from successive trials—shifts the distribution toward smaller
values, with a peak at 0.6 (left panel of Figure 2E). To further illus-
trate the strong reproducibility of the measured latency patterns,
we simulated a system in which latencies do not contain any
stimulus-related information by artificially creating random
sequences of ‘‘latencies.’’ The left panel of Figure 2F shows
the distribution of the CCs for these sequences, which is
symmetric around 0. The right panels of Figures 2D–2F show
the corresponding distributions of the RCC, which exhibit
a similar sensitivity to a randomization of the application order
(Figure 2E). Both measures thus capture the information con-
tained in the timing of the parallel M/T cell output.
Latency Vectors Are Highly Reproducible and Depend
on Odor Identity
Using these tools, we investigated the reproducibility and
odor specificity of M/T cell latency vectors by stimulating theNeuron 67, 872–884, September 9, 2010 ª2010 Elsevier Inc. 873
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Figure 1. Investigation of Odor-Evoked Response Latencies in M/T Cell Ensembles by Fast Confocal [Ca2+]i Imaging
(A) The fast image acquisition (100 Hz) was flanked by slower acquisition (2 Hz) to monitor levels of spontaneous activity and the late phase of the response (top).
A trigger (middle, blue trace) started the odor application, which was very reproducible as quantified using fluorescein as ‘‘odor’’ and an acquisition frequency of
400 Hz (middle, green traces, ten applications, standard deviation at 50% of maximum intensity 19 ms). In comparison, the across-trial variability of neuronal
response latencies had a median of 84 ms in our experiments. Exemplary response of a M/T cell (bottom).
(B) The determination of the response latency from the Ca2+ trace consists of three steps (see Experimental Procedures for details). 1, smoothing (top panel, dark
blue line); 2, estimating the latency from a global fit (top panel, green line); 3, determination of the precise latency based on a local linear regression (bottom panel,
red line; vertical red bars indicate linear prediction intervals).
(C) Simultaneously to the Ca2+ trace shown in (B), the electrical activity of the cell was recorded (on-cell voltage clamp; blue, current trace; green vertical lines,
extracted spike train). The difference between the Ca2+ latency tCa and the first spike latency tspike1 was 18.4 ± 8.3 ms (ten traces from three neurons). While the
mean is not relevant to our analysis (it represents a general temporal offset for all neurons), the standard deviation indicates the maximum accuracy expected for
an interframe interval of 10 ms. In all cases (10/10) tCa was larger than tspike1, and in 9/10 cases tCa was smaller than the time point of the second spike. Therefore,
in no case did we encounter a false early detection, and in almost all cases was the detected rise in the Ca2+ trace unambiguously the result of a single action
potential. Therefore, the term ‘‘response latency’’ (as detected from the Ca2+ trace using our algorithm) can be used synonymously with the term ‘‘first spike
latency.’’
(D) Mean projection over time (left) and ‘‘autocorrelation map’’ (right) of a fluo4-stained OB slice preparation. The autocorrelation map facilitated the selection of
somata that responded reproducibly to certain odors (correlation coefficients as gray scale colormap). Indicated are 20 somata responding to the amino acids
arginine and methionine. Scale bar, 50 mm.
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Figure 2. Simultaneous Recordings Are
Required to Obtain Odor-Specific Patterns
(A) Response latencies of 13 neurons during three
applications of methionine. The across-trial laten-
cies of each neuron vary significantly, but this
variability appears to be very similar for all the
(simultaneously recorded) cells. The latencies
can thus be decomposed into a trial-specific shift
common to the complete network, which can be
described by the ensemble’s mean latency (hori-
zontal lines), and a cell-specific latency that varies
only slightly across trials (see also C).
(B) Correlation of response latencies for pairs of
cells across applications of a given stimulus. For
each stimulus S and each cell pair ðcm; cnÞ the
correlation coefficient of the latency vectors
Ls;cm ðaÞ and Ls;cn ðaÞ across applications a of this
stimulus was computed (247 neurons in 14 slices,
various stimuli). The distribution of these coeffi-
cients shows a strong correlation between the
response latencies of the M/T cells within a slice,
indicating that the neurons’ latencies covary
across trials. Colors indicate number of trials.
(C) Subtracting the ensemble’s mean latency for
each trial removes the trial-dependent shift and
extracts the odor-specific latency pattern (same
data as A). These patterns are highly reproducible
for successive applications of the same stimulus.
The gray line shows the neurons’ latencies in
response to an application of arginine, thereby
demonstrating the odor-specificity of the neurons’
latencies.
(D) Distribution of CCs and RCCs (left and right panel, respectively) of latency vectors LS;Ai ðcÞ,LS;Aj ðcÞ for all application pairs (Ai,Aj) of eight applications of methi-
onine (same preparation as shown in Figure 1). The distributions are centered at 0.9 and 0.7, respectively, thereby indicating a high degree of reproducibility.
Different colors represent different numbers of neurons underlying the calculated CC or RCC (see color bar).
(E) When randomizing the application order prior to calculating the CCs (left) and RCCs (right), the resulting distributions are significantly shifted to smaller values.
(F) Distribution of CCs (left) and RCCs (right) for artificial randomly generated ‘‘latency sequences’’ (using the same lengths of latency vectors as in E). These
distributions are centered at 0, thereby emphasizing the high degree of reproducibility of the measured latency (rank) vectors used for E.
See also Figure S3.
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onine, and phenylalanine, each 50 mM). These amino acids are
known to activate highly overlapping populations of M/T cells
(Manzini et al., 2007) and form therefore, despite their small
number, a suitable set of odors to investigate olfactory coding
based on temporal structures of response patterns. For a given
slice preparation we calculated the CCs of latency vectors
LSi ;AmðcÞ and LSj ;An ðcÞ for all possible pairs of trials ((Si, Am),
(Sj, An)) and sorted them with respect to stimulus pairs Si/Sj
(i.e., Arg/Arg, Arg/Met, etc.; see Experimental Procedures for
nomenclature). The distributions of CCs for each stimulus pair
are shown in Figure 3A. Comparing different applications of
the same odor (histograms on the diagonal) yields distributions
in the range of 0.7 to 0.9. This shows that the latency vectors(E) Responses and response latencies (vertical lines) of four somata (indicated b
(F) Response latencies of the 20 neurons shown in (D) in the three arginine trials us
color bar).
(G) Responses of the four somata indicated in color in (D) to three applications of
(H) Response latencies of the 20 neurons shown in (D) in the three methionine trial
(same colorbar as F).
See also Figure S1.are highly reproducible for all stimuli. Comparing, on the other
hand, responses to different odors yields distributions centered
on smaller values (the off-diagonal distributions in Figure 3A).
The distributions are approximately Gaussian-shaped with an
odor-pair-specific mean value which varied only slightly from
slice to slice, i.e., CCs pooled from various slices (n = 6) give
similar distributions (Figure S3A). To facilitate the evaluation
of pattern similarity for trials using either identical or different
stimuli, the CCs from six slices were sorted and pooled, and
bootstrap analyses were performed (Figure 3B). The distribu-
tions of CCs from pairs of trials using either identical or dispa-
rate stimuli are distributed around 0.7 and 0.35, respectively.
Similar results were obtained when quantifying latency vector
similarities using the RCC (Figures S3C and S3D). Hence,y the same colors as in D) to three applications (‘‘trials’’) of arginine.
ed for (E) depicted as color-coded overlay over the fluorescenceOB image (see
methionine and their response latencies, which differ from those shown in (E).
s used for (G) depicted as color-coded overlay over the fluorescence OB image
Neuron 67, 872–884, September 9, 2010 ª2010 Elsevier Inc. 875
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Figure 3. Latency Patterns of M/T Cells Are Highly Reproducible, Odor Specific, and Depend Only Weakly on Odor Concentration
(A) Distributions of CCs for odor stimulation with different amino acids. Shown is a symmetrical ‘‘matrix’’ of CC distributions, one panel for each pairing of stimuli
(data from a single slice). Different colors represent different numbers of neurons underlying the calculated CC (see color bar). The histograms along the diagonal
are distributed close to one. This indicates a high degree of reproducibility of latency vectors during repeated applications of the same stimulus. The off-diagonal
histograms represent the latency vectors’ odor specificity. Compared to the distributions on the diagonal, they are strongly shifted toward lower values. This shift
appears to be odor-pair specific. The white lines indicate the positions of the weighted mean, the light gray and gray bars the width of the weighted standard
deviation and standard error of the mean, respectively.
(B) CCs of six slice preparations were pooled and sorted into two categories (comparing identical or different odors). The displayed distributions are the result of
bootstrap analyses and confirm that the latency vectors are highly reproducible and odor specific.
(C) Distributions of CCs for stimulations with different concentrations of the same odor (arginine). In all histograms the distributions are close to one, with only
minor differences between the on- and off-diagonal histograms.
(D) Bootstrap analyses performed on results pooled from eight slice preparations show a small dependence of latency vectors on the odor’s concentration. This
dependence is however much smaller than the dependence on the odor identity shown in (B).
See also Figure S3.
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highly reproducible. This is not only true for individual odorants
(such as amino acids), it also holds for complex mixtures of
odorants (Figures S3G and S3H).
Latency Vectors Depend Only Weakly
on Odor Concentration
Given the odor specificity of latency vectors, it was necessary to
consider a possible interference by odor concentration. To test
the concentration dependence of latency vectors, we quantified
the similarity of the M/T cell latency vectors for applications of
arginine at different concentrations (5 mM, 25 mM, 125 mM). The
concentrations used cover the dynamic range of effective stimuli
(Czesnik et al., 2003). Figure 3C shows the distributions of CCs of
latency vectors for all pairs of stimulus concentrations.
In contrast to Figure 3A, both the diagonal and the off-diagonal
distributions are roughly in the same range (0.7–0.9), thereby
showing that latency vectors are largely independent of the
odor’s concentration. To obtain a more accurate assessment876 Neuron 67, 872–884, September 9, 2010 ª2010 Elsevier Inc.of the concentration dependence, we performed a bootstrap
analysis on the results pooled from eight slice preparations
(Figure 3D). The resulting distributions are significantly closer
than those shown in Figure 3B. The small—yet systematic—
dependence of latency vectors on odor concentration (which is
also apparent when using the RCC; Figures S3C and S3D)
thus does not appear to compromise the potential role of latency
vectors in coding odor identity.
Latency Vectors Reliably Predict Odor Identity
and Odor Concentration
Howaccurately can a stimulus be predicted based on the latency
vector of a single trial? Toaddress thisquestion,weassumed that
the brain tries to match latency vectors against template vectors
formed during previous exposures. Here we constructed such a
template LtemplS ðcÞ from the latency vectors LS;A1 ðcÞ; LS;A2ðcÞ;.
from all applications Ai of stimulus S (see Experimental
Procedures). Every recorded latency vector LStrial ;AðcÞ was then
assigned to its most similar template LtemplSpredict ðcÞ, and the
A B
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Figure 4. Latency Vectors Predict Odor
Identity and Odor Concentration Fast and
Reliably
(A) Accuracy of odor prediction based on latency
vectors using the CC and the RCC (mean ± SEM,
from six slice preparations, same data as
Figure 3B; x axis: minimum length of latency
vectors considered). The RCC is a better predictor
for odor identity than the CC. The accuracy rea-
ches 100%, if the latencies of more than ten
neurons are known. The CC only reaches accura-
cies of about 90% even for long latency vectors.
The chance level is 33%.
(B) Accuracy of prediction of odor concentration
using theCCand theRCC (mean±SEM, fromeight
slice preparations, same data as Figure 3D).
Despite the weak concentration dependence of
the latency vector, the concentration can be pre-
dicted with an accuracy of almost 80%. RCC and
CC perform comparably well.
(C) Distribution of mean response latencies of
247 cells in 14 slices using a variety of stimuli (aver-
aged for each cell across applications of the same
stimulus). The shortest latency of 0.62 s (measured
relative to the stimulus trigger) is used as the t0 = 0 s
for the time-resolvedclassification test shown in (D).
(D) The accuracy of odor prediction based on
latency vectors was determined for time windows
ranging from 0.1 to 1.4 s. While the accuracy
strongly depends on the number of neurons, it is
virtually independent of the time window’s width.
Already for time windows as short as 400 ms an
accuracy of about 80% is possible with sufficiently
long latency vectors.
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trial) was matched against the trial’s actual stimulus Strial. We
were thus able to evaluate whether latency vectors contain suffi-
cient information to reliably identify the applied odor. Figure 4A
shows the success rate of this classification test as a function
of the vector’s length (i.e., the number of cells) for experiments
using different amino acids (top panel, same data as Figure 3B).
The RCC proved to be an excellent predictor of odor identity
and consistently yielded a success rate of 100% if latencies of
more than ten neurons were available, while the CC did not
exceed an accuracy of 90% even for patterns consisting of up
to 15 neurons. This demonstrates that the order of latencies is
a slightly better predictor for the odor’s identity than the actual
time differences between the neurons’ latencies. Next, we per-
formed the classification test on the data using different concen-
trations of the same amino acid (Figure 4B, same data as
Figure 3D). Despite the strong similarity of latency vectors
(Figures 3C and 3D), the predictions using either the CC or the
RCC still reached an accuracy of about 80% at a 33% chance
level. Notably, the majority of false predictions (84%) resulted
from mistaking ‘‘neighboring’’ concentrations, thus demon-
strating that only rather dissimilar concentrations can be distin-
guished on the basis of latency vectors. The classification tests
thus show that the pattern of response latencies is a very reliable
indicator of odor identity and can even predict odor concentra-
tion with a certain accuracy.Latency Vectors Reliably Predict Odor Identity
on Short Timescales
The results shown in Figures 4A and 4B are based on latencies
observed in a 2 s recording period. As we were particularly inter-
ested in odor coding on short timescales, we analyzed the
prediction accuracy for shorter time windows. Since it was not
possible to precisely determine the time the odor reached the
receptor neurons, we estimated this time by the shortest M/T
cell latency measured in any slice preparation (Figure 4C). Start-
ing from this time point, we performed the classification test on
time windows ranging from 0.1 to 1.4 s. As the RCC proved to
be a better predictor of odor identity than the CC (Figure 4A),
we performed this analysis using the RCC. The prediction accu-
racy as a function of the time window’s width is shown in
Figure 4D as a series of curves, the different colors indicating
the length of the latency vector (i.e., the number of latencies
considered). Interestingly, while the accuracy strongly depends
on the vector length (as observed already in Figure 4A), it is
almost completely independent of the time window’s length
(all plots are approximately parallel to the abscissa). For time
windows of 300–400ms the odor can be predicted with an accu-
racy of about 70%–80%, while for time windows of 500 ms
a prediction accuracy of 95% can be achieved when the laten-
cies of at least nine neurons are known. This demonstrates
that even on short time scales, latency vectors provide a reliable
indicator of odor identity.Neuron 67, 872–884, September 9, 2010 ª2010 Elsevier Inc. 877
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Figure 5. Patterns of Firing Rates Predict Odor Identity Less Accurately than Latency Vectors
(A) Shown are the firing rate vectors computed from the recordings used for the latency vectors shown in Figure 2C (three trials of methionine application and one
trial of arginine application). Cells are sorted according to the trial-averaged firing rates (only methionine trials). The corresponding cell index of Figure 2 is indi-
cated by labels along the x axis. Cells 4 and 6 are not responding to arginine. Compared to the latency vectors, the firing rate vectors exhibit a lower degree of
reproducibility and odor specificity.
(B) Accuracy of odor prediction based on vectors of instantaneous mean firing rates for various vector lengths and time windows (same data as used for
Figure 4D). The prediction accuracy is significantly lower compared to the use of latency vectors and does not reach 100%, not even for long vectors and
long time windows.
(C) Distribution of correlation coefficients between latencies and instantaneous firing rates (based on a total of 2635 value pairs from 14 slice preparations using
a variety of odors and concentrations). Latencies and firing rates are largely uncorrelated with a slight bias toward negative values (red line indicates mean value
of 0.12).
See also Figure S4.
Neuron
Coding with Latency PatternsFiring Rate Vectors Predict Odor Identity Less
Accurately than Latency Vectors
Firing rates have often been suggested as a means of coding
olfactory information in the OB (Bathellier et al., 2008; Friedrich
and Laurent, 2001; Lehmkuhle et al., 2006). Recently, there
have been successful attempts to determine changes in firing
rates from the intensity fluctuations of calcium-sensitive dyes
(Lin et al., 2007;Moreaux and Laurent, 2008; Yaksi and Friedrich,
2006). Using the method by Yaksi and Friedrich, we could show
that the reconstruction efficiency of M/T cell firing rates is in our
model system as high as in the original publication (Figure S4A).
Vectors of odor-evoked instantaneous firing rates showed
a strongly reduced reproducibility and specificity when
compared to latency vectors (Figure 5A, based on the same
data as Figure 2C). In order to quantitatively evaluate a potential
role of firing rate vectors for predictive coding, we performed the
time-resolved classification test (as used for latency vectors, see
Figure 4D) on patterns of instantaneous M/T cell firing rates
(Figure 5B). Similarly to the predictions based on latency vectors,
the prediction accuracy of firing rates strongly depends on the
number of cells, whereas it depends only weakly on the length
of the time window. However, vectors of firing rates are consis-
tently less accurate predictors of odor identity than latencies
vectors. They never reach 100% accuracy, not even for long
time windows and long vectors. For the prediction of odor
concentration, a similar discrepancy between accuracies based
on latencies or firing rates was found for time windows longer
than 0.7 s (Figures S4B and S4C). These observations raise the
question whether firing rates carry information independent
from latencies, or whether firing rates contain redundant albeit
less reliable information. Figure 5C shows that firing rates and
latencies are essentially uncorrelated, thus indicating that laten-878 Neuron 67, 872–884, September 9, 2010 ª2010 Elsevier Inc.cies and firing rates might carry independent information. This is
in line with previous reports both for glomerular (Spors et al.,
2006) and M/T cell (Margrie and Schaefer, 2003) responses.
Latency Vectors in Olfactory Receptor Neurons
The existence of odor-specific latencies at the level of M/T cells
raises the question of their origin. While odor-specific latency
vectors have been qualitatively described at the level of ORNs
(Spors et al., 2006), we quantitatively compared properties of
latency vectors of ORNs and M/T cells. By electroporating
ORNs with fluo-4 dextran, we were able to selectively record
from the axon terminals of ORNs in olfactory glomeruli (Figures
6A, 6B, and S5). Figure 6C shows 14 ROIs superimposed on
a cluster of amino-acid-sensitive glomeruli, with the colors of
the ROI center and circumference indicating the latencies upon
arginine and methionine application, respectively (averaged
over eight trials each). These averaged latencies constitute the
first rough confirmation of odor-specific latencies in Xenopus
ORNs. In order to quantify the specificity and reproducibility of
these patterns, we calculated the CCs for eight applications of
each arginine, methionine, and phenylalanine (Figure 6D). Simi-
larly to the results obtained for M/T cells, the distributions along
the diagonal are significantly shifted toward larger values when
compared to the off-diagonal histograms. This was confirmed
by pooling the results of four slice preparations and sorting the
CCs according to comparisons of identical versus different
odors (Figure 6E).
In order to compare the reproducibility of latency vectors
in ORNs and M/T cells, we performed bootstrap analyses on
the results from four slice preparations using both the CC and
the RCC as similarity measures (Figure 6F). Interestingly, the
similarity of latency vectors during repeated applications of the
A B C
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Figure 6. Rank Latency Vectors of ORNs Are Odor Specific but Less Reproducible than Those of M/T Cells
(A) Staining of presynaptic terminals of olfactory glomeruli allows to measure response latencies of ORNs. The red rectangle indicates a cluster of amino acid
sensitive glomeruli that was imaged during odor application (see B). Scale bar, 50 mm.
(B) Mean projection over time of the amino acid-sensitive cluster, superimposed are 14 ROIs indicating glomeruli that responded reproducibly to the amino acids
arginine and methionine. Scale bar, 50 mm.
(C) Similar display as in (B), with the color of the circumference and the center of the ROIs indicating the response latencies averaged over eight applications of
arginine and methionine, respectively (see color bar). The averaged latencies indicate the existence of odor-specific latency vectors at the level of ORNs.
(D) Quantification of the odor specificity and reproducibility of latency vectors from the slice shown in (A)–(C) using the CC. The diagonal histograms are distrib-
uted around 0.7–0.9, while the off-diagonal distributions are shifted toward 0.
(E) Pooled results of four slice preparation, sorted into two categories (identical versus different stimuli).
(F) Bootstrap analyses performed on ORN and M/T cell latency vectors (green and red, respectively) using the CC and RCC (left and right panel, respectively).
While the distributions of CCs are highly overlapping, the RCCs of M/T cells are shifted toward larger values compared to those of ORNs, indicating a higher
degree of reproducibility of latency rank vectors at the level of M/T cells.
See also Figure S5.
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the ORN and the M/T cell level (overlapping distributions), while
RCCs show a higher degree of reproducibility in M/T cells than in
ORNs.
DISCUSSION
Ensemble Coding of Olfactory Information
Today it is generally agreed that odors are encoded by activity
patterns of M/T cell populations. By analyzing synchronously
acquired activities of M/T cell ensembles, we were able to
show that latency vectors are odor specific and highly reproduc-
ible. Most previous studies investigating spatiotemporal activity
patterns, however, obtained such patterns by pooling recordings
from different trials and animals (Bathellier et al., 2008; Friedrich
and Laurent, 2001; Khan et al., 2008). However, this approachignores the fact that trial-to-trial fluctuations in odor responses
can be correlated across neurons, and these correlations
contribute to the information content of the pattern. This might
explain why a previous study concluded that mitral cell firing
rates are a better predictor of odor identity than response laten-
cies (Bathellier et al., 2008). In this study, we were able to record
from a large number of neurons simultaneously, and this likely
explains why we find that latencies are a better predictor of
odor identity than firing rates. We found that latencies in different
cells were indeed correlated across trials, which explains why
latencies can form the basis of a robust odor code which is rela-
tively insensitive to trial-to-trial variability. When we performed
odor classification on the basis of firing rates using the approach
of Bathellier et al. (2008), we obtained results similar to that of
Bathellier et al. (Figure S5D), implying that our firing rates are
not less informative than those in that study.Neuron 67, 872–884, September 9, 2010 ª2010 Elsevier Inc. 879
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firing rates is paralleled by studies in the visual system (Gollisch
andMeister, 2008) and is supported by studies showing that M/T
cell latencies, in contrast to firing rates, vary strongly with stim-
ulus intensity (Cang and Isaacson, 2003; Margrie and Schaefer,
2003). The presented results are further supported by previous
studies based on synchronous recordings of ORN (Spors
et al., 2006) and M/T cell (Spors and Grinvald, 2002) activity,
which reported odor-specific and reproducible latency vectors,
but lacked any quantification or classification tests.
The interpretation of our comparison between ORN and M/T
cells (Figure 6F) is presently not complete, mainly because little
is known about the OB’s targets. Our results suggest that the
sequence of events (rather than their exact timing) ismore impor-
tant for the receivers of the OB, whereas in the case of the
primary afferents, the precise timing is more important.
Fast Odor Discrimination Requires Fast Odor Encoding
While the notion of the sense of smell as a slow sense is still
correct, behavioral studies have provided quantification as to
just how slow it really is. Different discrimination tasks in various
species showed that around 500 ms or less are sufficient for
odor recognition (Abraham et al., 2004; Laing, 1986; Rinberg
et al., 2006; Slotnick, 2007; Uchida and Mainen, 2003; Wesson
et al., 2008). While being much slower than the signal processing
in the auditory or visual system, this is indeed much faster than
previously assumed for the olfactory system. Odor coding thus
needs a re-evaluation which has to comply with this timescale.
The relative response latencies and the odor prediction times we
observed in our experiments were in the range of a few hundred
milliseconds, coinciding perfectly with the timescale reported in
the discrimination studies. While the behavioral relevance of
smelling amino acids is well established for tadpoles, there are
no studies concerning time scales for odor discrimination in these
animals. Our study provides a time frame for aminimum interval in
which sufficient latency information for a reliable discrimination is
contained. Additionally, our classification analysis supports the
idea that a latency code is more robust than a rate code.
In agreement with our study, odor- and concentration-depen-
dent latencies have also been observed in the olfactory bulb of
breathing vertebrates (Bathellier et al., 2008; Cang and Isaacson,
2003; Margrie and Schaefer, 2003; Spors and Grinvald, 2002).
Some of these species show response times significantly shorter
than 500 ms (Abraham et al., 2004; Uchida and Mainen, 2003),
which might be related to their ability to increase odor flux and
thereby accelerate the accumulation of odor in the mucosae
by sniffing. A potential link between the sniff duration and
discrimination time of different species was already suggested
earlier (Laing, 1986) and is supported by data obtained since
(Abraham et al., 2004; Uchida and Mainen, 2003). More strik-
ingly, it was shown in rats that response latencies strongly vary
with sniff rate (Wesson et al., 2009) and flow rate (Scott, 2006).
Based on this hypothesis aquatic animals would be expected
to show longer discrimination times than animals that sniff air.
Interpretation of the Classification Tests
In order to capture simultaneous recordings at a high temporal
resolution and in a reasonable number of trials, we used three880 Neuron 67, 872–884, September 9, 2010 ª2010 Elsevier Inc.chemically similar odorants with highly overlapping populations
of activated M/T cells. The task of predicting one of these odors
against the other two was relatively easy compared to real world
situations. The difference in performance between firing rate
patterns on the one hand and latency vectors on the other is
nonetheless striking: the recognition accuracy by latency
vectors ‘‘saturates’’ at 100% already for short time windows
and short latency vectors. Latency vectors thus contain more
than sufficient information for this three-odor classification test
and have the potential to provide accurate information in more
demanding situations. On the other hand, firing patterns
produced errors even for long time windows and long vectors,
and their performance would presumably worsen in more
demanding situations.
We showed that if a fixed number of latencies are considered,
the prediction accuracy does not depend on the time window’s
width. This means that early and late first spike latencies are
about equally informative. In practice, of course, an observer
considering a fixed number of cells will see more latencies in
a long window than in a short window, and thus a long window
will yield higher accuracy. It should also be noted that the OB
contains significantly more M/T cells than we were able to
observe in a single z-plane in our high-speed image acquisition
experiments. The olfactory system can thus exploit much longer
latency vectors than our algorithm, which thus provides a lower
limit for the prediction accuracy. As the prediction accuracy was
shown to depend strongly on the pattern’s length while being
virtually independent of the time window, even shorter times
are likely to yield high prediction accuracies if long latency
vectors were involved.
Effect of Odor Concentration
One of the surprising results of this study was the unexpectedly
high prediction accuracy (up to 80%) for odor concentration.
However, it is known that the perception of an odor can indeed
depend on its concentration, as long as sufficiently different
concentrations are used. Typically, the odor concentration has
to be changed by one to two orders ofmagnitude in order to elicit
a sensation of a different odor quality (Gross-Isseroff and Lancet,
1988; Laing et al., 2003; Wright et al., 2005), which is the range
covered in our experiments. In fact, we showed that the majority
of the false predictions of the odor concentration resulted from
the misclassification of adjacent concentrations. Latency
vectors can thus account for an odor perception that is insensi-
tive to small yet sensitive to large changes in odor concentration.
The Role of Response Latencies in the Olfactory
and Other Sensory Systems
Further support for the latency coding hypothesis comes from
behavioral studies in humans (Laing et al., 1994). Individual
components of odor mixtures are often detected with a slight
delay, with the ‘‘faster’’ component frequently masking the
‘‘slower’’ one. By introducing a small delay in the presentation
of the components, both the recognition order and the masking
effect can be reversed. These phenomena can readily be
explained by the latency vector coding paradigm.
Response latencies, in particular first-spike latencies, have
been implicated in coding strategies in various sensory systems
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1996; Gollisch and Meister, 2008), the somatosensory system
(Johansson and Birznieks, 2004; Panzeri et al., 2001; Petersen
et al., 2002), and the auditory system (Carr and Konishi, 1990;
Heil, 1997). Specifically, latencies were suggested to play
a role in the fast processing of sensory information. These results
are further supported by theoretical considerations showing that
rate codes are significantly less efficient and slower than codes
based on spike times (Thorpe et al., 2001). All these reports are in
line with our observation that latency vectors are a more reliable
and faster predictor of odor identity than firing rate patterns.Rank Order Coding Using Vectors
of Response Latencies
While the results using the CC or the RCC were similar in many
respects, we demonstrated that the rank of the latencies is
a better predictor for odor identity than the actual latency times
in our system. Furthermore, the RCC appears to display a better
reproducibility at the M/T cell level than the CC, which might
result from processing in the OB. Rank order coding based on
response latencies has previously been used to interpret biolog-
ical data (Johansson and Birznieks, 2004) and has been the
subject of theoretical studies (Delorme, 2003; Van Rullen and
Thorpe, 2001; Thorpe et al., 2001; Thorpe and Gautrais, 1998).Decoding of Response Latencies
The proposition of a coding scheme immediately raises the
question about potential read-out mechanisms that might be
employed by higher brain areas. Many of the previously
proposed olfactory coding schemes use a global reference
signal, the information being contained in the spike times relative
to this reference (Hopfield, 1995; Laurent et al., 2001; Margrie
and Schaefer, 2003). However, patterns of spike times can carry
information autonomously, without relying on a global reference
(Margrie and Schaefer, 2003; Schaefer and Margrie, 2007).
Hopfield was one of the first to note that the piriform cortex,
one of the targets of OB output, is a suitable structure for learning
and decoding interneuronal time delays (Hopfield, 1995).
Another biologically plausible mechanism for decoding spatio-
temporal spike patterns was recently introduced as the Tempo-
tron (Gu¨tig and Sompolinsky, 2006). Most notably however,
a simple feed-forward shunting inhibition mechanism was
proposed as an efficient, flexible and robust realization for
decoding latency ranks (Delorme, 2003; Thorpe et al., 2001).
Clearly, fast odor discrimination based on latency vectors by
no means precludes additional coding mechanisms acting on
slower timescales. Temporal response patterns over seconds
might enable the sommelier to distinguish the scents of similar
wines, while latency vectors might enable the antelope to recog-
nize the predator just in time.EXPERIMENTAL PROCEDURES
Slice Preparation and Staining of Tissue
Tadpoles of Xenopus laevis (stage 51–54; Nieuwkoop and Faber, 1967) were
chilled in a mixture of ice and water and decapitated, as approved by the
Go¨ttingen University Committee for Ethics in Animal Experimentation. Tissue
slices containing the olfactory mucosae, the olfactory nerves and the anteriortwo-thirds of the brain were prepared as described earlier (Manzini et al.,
2002).
To stain M/T cells via bath incubation, fluo-4/AM (Molecular Probes,
Karlsruhe, Germany) was dissolved in 20% Pluronic F-127 in DMSO, and
then diluted in the bath solution to the final concentration (2–5 mM).
Transporter-mediated destaining was avoided by adding MK571 (50 mM;
Alexis Biochemicals, Lo¨rrach, Germany) to the staining solution (Manzini
et al., 2008). The sliceswere incubated for 30min, followedby a postincubation
period of 30 min in Ringer solution with MK571 (50 mM).
For the presynaptic glomerular imaging, ORNswere stained via electropora-
tion as follows. The animal was anesthetized with MS-222 (0.02%, Sigma,
Deisenhofen, Germany), placed on a preparation dish covered with silicon,
and the caudal part of the tadpole was covered with wet cellulose tissue. Small
crystals (1–10 mg) of fluo-4-dextran (Invitrogen, Karlsruhe, Germany) were
placed in both nasal cavities. After the crystals dissolved, two platinum elec-
trodes were inserted into the nasal cavities. The dye was transferred into the
cells by electroporation (six pulses of 20 V and 20 ms duration). After 5 min
the animal was placed back into the water. Experiments were carried out
1–2 days later.
Microscopy
Calcium imaging was carried out on a custom-built confocal line-illumination
microscope described earlier (Junek et al., 2009; Figure S1A). The standard
scan protocol used for investigating M/T cell responses consisted of three
phases (Figure 1A): 5 s at a frame rate of 2 Hz, 2 s at 100 Hz, 5 s at 2 Hz.
Synchronized to the start of the fast acquisition period, a trigger was sent to
the odor application system. For the fast imaging of olfactory glomeruli, the
acquisition rate was 50 Hz. The following objectives were used: 25 3 LD LCI
Plan-Apochromat 0.8 W and 40 3 Achroplan 0.8 W (both from Zeiss, Jena,
Germany). To increase the field of view without compromising temporal reso-
lution, the images were sampled anisotropically (pixel dimensions 0.8 mm 3
1.9 mm and 0.54 mm3 1.08 mm for the 253 and 403 objective, respectively).
‘‘Dark images’’ for background estimation were acquired for each experiment
by closing the laser shutter and otherwise identical acquisition parameters.
Stimuli and Odor Application System
The olfactory system was stimulated with solutions containing amino acids or
an extract of amphibia food (Mikrozell, Dohse Aquaristik, Bonn, Germany).
The amino acids (Sigma, Deisenhofen, Germany) were dissolved in bath solu-
tion (10 mM stock) and diluted prior to the experiment to the concentrations
indicated in the text. They were applied individually or as a mixture of 15 amino
acids. For the solution containing food extract, 0.5 g of Spirulina algae was dis-
solved in 100ml bath solution and filtered (0.5 mmpore size, Minisart, Sartorius
AG, Go¨ttingen, Germany). Odors were applied in a randomized order (six to
eight applications per odor), with a minimum interstimulus interval of 1.5 min.
Bath solution served as a negative control (three applications per slice).
For odor application experiments, a perfusion system described earlier was
used (Manzini et al., 2002; Figure S1B). The odors were applied into the funnel
without stopping the flow of the bath solution using an electronic pipette
(HandyStep electronic, Brand, Wertheim, Germany) modified in order to con-
trol the outflow with an external trigger signal. The timing and reproducibility
of the stimulus application was measured by adding fluorescent dye (1 mM
fluorescein, Sigma, Deisenhofen, Germany) to the stimulus solution, and
imaging the outflow from the tip of the applicator with a 103 objective (Zeiss,
Jena, Germany) at 400 Hz. The delay was measured to be (436 ± 19) ms for
50% of the maximum concentration (n = 10 applications, mean ± SD; see
Figure 1A).
Electrophysiology
Spike trains ofM/T cells were recorded by on-cell voltage clamp using pipettes
(8–10 MU input resistance) filled with Ringer solution. Traces were recorded
with an EPC7 plus amplifier (Heka, Germany) using custom software for output
to the amplifier and data acquisition.
Data Analysis
All data analysis was performed using custom software written in MATLAB
(The MathWorks, USA).Neuron 67, 872–884, September 9, 2010 ª2010 Elsevier Inc. 881
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The image data recorded by the CCD camera were transformed into
DF=F0 =
FðtÞ  F0
F0
values after subtraction of the background. F0 was determined pixel-wise as
the mean of the intensity values of the first ten data points.
Selection of Regions of Interest
To facilitate the identification of neurons that responded to a given stimulus
reproducibly, an ‘‘autocorrelation map’’ was calculated. For each pixel the
time traces Ia(t) (t = 1,.,T) of all applications a ˛ {1,., Na} of a given stimulus
were concatenated into a single vector I* (t) (t = 1,., NaT). Autocorrelation
vectors C were then calculated using time shifts that were multiples of one
application period T:
CðnÞ=
PNaT
t = 1

I

t + nTmod NaT
 IÞðIðtÞ  IÞPNaT
t =1ðI  IÞ2
for n = 1,., (Na – 1) and averaged. The result is a map that indicates posi-
tions which exhibited similar time courses during the repeated applications
of the stimulus.
Determination of the Response Latencies
1. Smoothing. The Ca2+ trace (light blue in top panel of Figure 1B) is
smoothed using the edge preserving Kuwahara filter (Kuwahara et al.,
1976) with a width of 30 ms (dark blue line).
2. Approximation of latency by fitting. A function ffit, consisting of a linear
‘‘baseline’’ followed by a double-exponential function, was fitted to the
trace (green line):
ffitðtÞ=

alin$t + f0
alin$t
fit
on + f0 + aexp$e
ðttfitonÞ=tdecay $ð1 eðttfitonÞ=trise Þ
; t<tfiton
; tRtfiton

alin; aexp; f0 = fðt = 0Þ; trise; tdecay; and tfiton½green broken line
are fitting parameters:

3. Linear regression. The onset was characterized as a significant devia-
tion from a linear baseline in a time window ± 100 ms (gray area in Fig-
ure 1B, bottom panel) around tfiton. To this end, the linear regression
fregr (red line) in a moving time window of 300 ms was used to calculate
linear prediction intervals (red error bars) for later time points
(fregrðtnÞ= aregr$t +b+ 3, assuming a normal distribution of the residuals
3=Nð0; s2Þ, Beichelt and Montgomery, 2003). The time window was
moved from early toward later times (starting at tM+1 = t
fit
on  100 ms),
until 20 consecutive data points are found outside of the prediction
intervals. (The analysis was found to be insensitive to the exact number
of time points.) The first of these time points was taken as the response
latency (red broken line).
Traces for which the signal-to-noise ratio was too small to determine
the latency were not included in the subsequent analysis, neither were
neurons that showed consistently high levels of spontaneous activity.Response Latencies and Latency Vectors
Each slice preparation was stimulated with Ns different odors, each being pre-
sented Na times (in randomized order). For each selected cell c˛ {1,.,Nc} the
response latencies were determined for each trial a ˛ {1,., Na} and stimulus
s ˛ {1,., Ns}, resulting in a 3D matrix L(s,a,c) of response latencies. Due to
missing values in this matrix (cell not responding or latency not accessible)
latency vectors can have different lengths. This parameter was taken into
account by using color-coded histograms and weighted means and standard
deviations. The following notations are used to refer to subsets of this matrix:
d LSða;cÞhLðs; a; cÞjshS are the latencies of all cells and trials for stimulus
S.
d LS;CðaÞhLðs; a; cÞjshS;chC are the latencies of all trials for cell C and
stimulus S.882 Neuron 67, 872–884, September 9, 2010 ª2010 Elsevier Inc.d LS;AðcÞhLðs; a;cÞjshS;ahA are the latencies of all cells for theAth applica-
tion of the stimulus S. A vector of this type is also referred to as ‘‘latency
vector,’’ as it contains the (simultaneously recorded) latencies of a pop-
ulation of M/T cells upon odor application.Correlation Coefficient and Rank Correlation Coefficient
The correlation coefficient cc(i,m),(j,n) of a pair of latency vectors LSi ;Am ðcÞ and
LSj ;An ðcÞ (see for example Figure 2D) is given by
ccði;mÞ;ðj;nÞ =
1
Nc
PNc
c= 1

LSi ;Am ðcÞ  LSi ;Am

$

LSj ;An ðcÞ  LSj ;An

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1
Nc
PNc
c= 1

LSi ;Am ðcÞ  LSi ;Am
2
$

LSj ;An ðcÞ  LSj ;An
2s :
When calculating weighted average values c~c, the vector’s length Nc was
used as a weight:
c~c=
P
m;n ccði;mÞ;ðj;nÞ$N

cðði;mÞ; ðj; nÞÞP
m;n N

cðði;mÞ; ðj; nÞÞ
;
and correspondingly for the weighted standard deviation ~scc of the CC.
To calculate the RCC the neurons of a slice are assigned an (arbitrary) index.
For each application, the indices of the responding neurons are sorted in the
order of increasing latencies, resulting in a rank latency vector (see Figure S2).
The RCC tði;mÞ;ðj;nÞ for a pair of rank latency vectors is then defined as
tði;mÞ;ðj;nÞ =1 2$
NInvði;mÞ;ðj;nÞ
NInvmax

Nc
;
with NInv being the number of inversions (Weisstein, 2002) between the two
rank latency vectors and NInvmaxðNcÞ=Nc$ðNc  1Þ=2 being the maximum
number of inversions for a sequence of length Nc. The normalization yields
a range independent of the vector’s length and identical to the range of the
regular correlation coefficient. The weight factor was chosen to be the
maximum number of inversionsNInvmax:
~tði;mÞ;ðj;nÞ = 1
P
m;n N
Inv
ði;mÞ;ðj;nÞP
m;n N
Inv
max

Ncðði;mÞ; ðj; nÞÞ
;
which is consistent with the definition of t in that (1) ~t˛½1; 1 and (2) if all
sequences have the same length NchNc, ~t is the regular average of the
RCC ~t = t. Similarly, a weighted standard deviation ~st is defined according to
~st =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃP
m;n

tði;mÞ;ðj;nÞ  ~t
	2
$NInvmax

Ncðði;mÞ; ðj; nÞÞ

P
m;n N
Inv
max

Ncðði;mÞ; ðj; nÞÞ

vuuut :
Bootstrap Sampling
Thismethod is based on resampling the data by drawing independent samples
with replacement from a given dataset. After each round of sampling, the
weightedmean of the sampled set is computed, and the procedure is repeated
1000 times. The resulting values are represented as histograms.
Reconstruction of Firing Rates and Quantification
of Reconstruction Efficiency
Firing rates of M/T cells were reconstructed from the intensity fluctuations of
the calcium indicator dye fluo-4 using themethod by Yaksi and Friedrich (Yaksi
and Friedrich, 2006). The data were resampled at 40 ms to achieve optimal
reconstruction while retaining a good temporal resolution (Dt = 128 ms) for
most data in the original publication). The reconstruction parameters were
adjusted to achieve optimal results in our preparation (t = 1 s, width of butter-
worth-filter: 0.5). The average of the first three data points upon response
onset was then used as the instantaneous firing rate.
For the quantification of firing rate efficiency, the reconstructed firing rates
(as well as the smoothened firing rate based on the simultaneously recorded
spike train) were first filtered with a Gaussian with a width of 100 ms (thereby
mimicking the averaging used for the instantaneous firing rate). Following the
Neuron
Coding with Latency Patternsoriginal publication, the correlation coefficient between both traces was then
calculated as a measure for reconstruction efficiency.
Classification Tests
To test whether an odor can be predicted based on the latency vector of
a single trial we used a template matching algorithm.We selected one test trial
at a time, and created template vectors for each stimulus from the remaining
trials. The predicted stimulus, i.e., the stimulus of the template most similar
to the test trial, was compared to the actual stimulus of the test trial, thus
yielding a true or false prediction. The indicated vector length (see e.g.,
x axis in Figure 4A) is derived from the intersection of responding neurons in
the test trial and the selected template.
Generating Template Vectors Using the CC
For each trial A, the latency vector Ls,a(c) was linearly mapped into the interval
[0,1] and the weighted mean position of each cell computed across all trials of
stimulus S (with the length of the latency vector used as the weight).
Generating Template Vectors Using the RCC
For the classification tests using the RCC, the procedure for the CC was modi-
fied in that the latency order was mapped into the interval [0,1] (i.e., the
neurons were distributed equidistantly in this interval).
Distance Measure to Select the Most Similar Template
Themost similar template for each trial was selected by calculating the CC and
RCC (for use with the CC and RCC data, respectively) between the trial and
each template, and the stimulus corresponding to the template with the high-
est CC or RCC was chosen as the predicted stimulus. All results are based on
at least 10 and 12 predictions for data from a single slice or pooled across sli-
ces, respectively. For the time-resolved classification test, only neurons with
latencies in the specified time window were considered.
Classification Using Vectors of Firing Rates
For the classification tests using instantaneous firing rates, the mean rate
during the first 100 ms after response onset were determined for each neuron
from the reconstructed firing rates (changing the length of this interval had
virtually no effect on the presented results). Since the results regarding firing
rates were compared to those regarding latency vectors using the RCC, we
used the same methods for the creation of templates and the selection of
the nearest template.
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