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Abstract
We give criteria for the escaping set and the Julia set of an entire
function to have positive measure. The results are applied to Poincaré
functions of semihyperbolic polynomials and to the Weierstraß σ-func-
tion.
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1 Introduction and results
Let f be a non-linear entire function and let fn denote the n-th iterate of f .
The Fatou set F (f) is the set of all z ∈ C where the fn form a normal
family; its complement J(f) is the Julia set. The escaping set I(f) is the set
of all z ∈ C such that fn(z) → ∞. By a result of Eremenko [17] we have
J(f) = ∂I(f). These sets play a key role in complex dynamics; see [5] and [32]
for an introduction to the dynamics of transcendental entire functions.
A result of McMullen [26, Theorem 1.1] says that J(sin(αz+β)) has pos-
itive Lebesgue measure for all α, β ∈ C with α 6= 0. In his proof McMullen
actually showed that I(sin(αz + β)) has positive measure and then noted
that I(f) ⊂ J(f) for f(z) = sin(αz + β). It was later shown by Eremenko
and Lyubich [18, Theorem 1] that I(f) ⊂ J(f) holds more generally for all
transcendental entire functions f for which the set of critical and asymptotic
values is bounded. The class of functions with the latter property, denoted
by B, is now called the Eremenko-Lyubich class and has received much at-
tention in transcendental dynamics.
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McMullen’s result on the measure of J(sin(αz + β)) has been extended
to various classes of functions in [2, 7, 34]. In this paper we give another
criterion for the Julia set or escaping set of an entire function to have positive
measure. Perhaps more importantly, we do so by a method different from
those employed in the papers mentioned. Here we only note that distortion
estimates, coming from Koebe’s theorem or related results, do not occur in
the proofs of our main results.
The order ρ(f) of an entire function f is defined by
ρ(f) = lim sup
r→∞
log logM(r, f)
log r
,
where M(r, f) = max|z|=r |f(z)| denotes the maximum modulus of f . The
area (i.e., the two-dimensional Lebesgue measure) of a measurable subset A
of C is denoted by areaA. The logarithmic area of A is defined by
logareaA =
∫
A
dx dy
|z|2 .
The logarithmic area occurs in transcendental dynamics in [13, p. 34] and
[16, p. 575]; in the latter paper the term cylindrical area is used.
We are interested in the behavior near ∞ and thus instead of the loga-
rithmic area of a set A we will usually consider the logarithmic area of A∩∆
where ∆ = {z : |z| ≥ 1}.
Theorem 1.1. Let f be an entire function of finite order. Let ε > 0 and
suppose that
logarea
{
z ∈ ∆:
∣∣∣∣zf ′(z)f(z)
∣∣∣∣ < |z|ρ(f)/2+ε or |f(z)| < (1 + ε)|z|} <∞. (1.1)
Then
logarea(∆\I(f)) <∞. (1.2)
In particular, area I(f) > 0.
If, in addition, F (f) does not have a multiply connected component, then
logarea(∆\(I(f) ∩ J(f))) <∞ (1.3)
and thus area(I(f) ∩ J(f)) > 0.
We consider the example f(z) = sin z. Then ρ(f) = 1,
|f(z)| ≥ 1
2
(
e| Im z| − 1) ≥ 2|z| if | Im z| ≥ log(4|z|+ 1)
2
and ∣∣∣∣zf ′(z)f(z)
∣∣∣∣ = |z cot z| ≥ 12 |z| ≥ |z|3/4 if | Im z| ≥ 1 and |z| ≥ 16.
It is easy to see that the set
{z ∈ ∆: | Im z| < log(4|z|+ 1)}
has finite logarithmic area. Thus Theorem 1.1 yields that I(sin z) has positive
measure. Also, a result of Baker [3, p. 565] says that F (f) does not have
multiply connected components if f is bounded on a curve tending to ∞.
Thus we also find that J(sin z) has positive measure.
With the same method we could also treat the functions sin(αz + β)
considered by McMullen and thus obtain another proof of his result that
the Julia set of these functions has positive measure. More generally, the
hypothesis of Theorem 1.1 is satisfied for example if f(z) = P (z) sin(αz+β)
with a polynomial P . Moreover, the result of Baker just mentioned holds
more generally if log |f(z)| = O(log |z|) for z on some curve tending to ∞;
see [5, Theorem 10]. We thus find that J(f) has positive area for such f .
Note that f is not in the Eremenko-Lyubich class if P is non-constant.
Theorem 1.1 also applies to the functions
f(z) =
n∑
k=0
ak exp(bkz) (1.4)
considered in [7, 34]. Here the ak and bk are non-zero constants satisfying
arg bk < arg bk+1 ≤ arg bk +pi for 0 ≤ k ≤ n− 1 and arg b0 ≤ arg bn−pi, with
arguments chosen in [0, 2pi). More generally, one can assume that the ak are
polynomials that do not vanish identically.
A subset A(f) of I(f) called the fast escaping set was introduced in [8].
It also plays an important role in transcendental dynamics; see, e.g., [30, 31].
In order to define it, let Mn(r, f) denote the n-th iterate of M(r, f) with
respect to the first variable; that is,
M1(r, f) = M(r, f) and Mn(r, f) = M(Mn−1(r, f), f) for n ≥ 2.
We note that there exists R > 0 such that M(r, f) > r for r ≥ R. With such
a value of R the fast escaping set A(f) is defined as the set of all z ∈ C for
which there exists L ∈ N such that |fn(z)| ≥ Mn−L(R, f) for n > L. The
definition is independent of the value of R.
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Theorem 1.2. Let f be an entire function of finite order. Let ε > 0 and
suppose that
logarea
{
z ∈ ∆:
∣∣∣∣zf ′(z)f(z)
∣∣∣∣ < |z|ρ(f)/2+ε or |f(z)| < exp(|z|ε)} <∞. (1.5)
Then the conclusion of Theorem 1.1 holds with I(f) replaced by A(f).
The arguments used to show that the hypotheses of Theorem 1.1 are
satisfied for f(z) = sin z or, more generally, for f(z) = P (z) sin(αz+β) with
a polynomial P and the functions given by (1.4), can easily be modified to
show that the hypotheses of Theorem 1.2 hold for these functions as well.
We will deduce the above theorems from a more general result which does
not involve the order. To state this result, denote for an entire function f
and a ∈ C by n(r, a) the number of a-points of f in {z : |z| ≤ r}. Put
n(r) = max
a∈C
n(r, a).
Theorem 1.3. Let f be a transcendental entire function satisfying
logarea
{
z ∈ ∆:
∣∣∣∣zf ′(z)f(z)
∣∣∣∣ < n(|z|)1/2+ε or |f(z)| < (1 + ε)|z|} <∞ (1.6)
for some ε > 0. Then (1.2) holds. In particular, area I(f) > 0.
If, in addition, F (f) does not have a multiply connected component,
then (1.3) also holds and thus area(I(f) ∩ J(f)) > 0.
In the results above the hypotheses concern both |f(z)| and |zf ′(z)/f(z)|.
If f ∈ B, then |zf ′(z)/f(z)| can be bounded in terms of |f(z)|. In fact, we
have the following result which follows directly from [18, Lemma 1]; see [6,
Lemma 2].
Proposition 1.1. Let f ∈ B. Then there exists R > 0 such that∣∣∣∣zf ′(z)f(z)
∣∣∣∣ ≥ 14pi log |f(z)|R
for all z ∈ C with f(z) 6= 0.
The following result is a simple consequence of Theorem 1.2 and Propo-
sition 1.1.
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Theorem 1.4. Let f ∈ B be of finite order. Suppose that
logarea
{
z ∈ ∆: |f(z)| < exp(|z|ρ(f)/2+ε)} <∞. (1.7)
for some ε > 0. Then
logarea(∆\A(f)) <∞.
We recall that by the result of Eremenko and Lyubich already mentioned
we have A(f) ⊂ I(f) ⊂ J(f) for f ∈ B. Under the hypotheses of Theorem 1.4
we thus have, in particular, logarea(∆\J(f)) <∞ and hence area J(f) > 0.
As an example where Theorems 1.2 and 1.4 apply to we consider certain
Poincaré functions. We recall the definition of these functions: let p be a
polynomial of degree d ≥ 2 and let z0 be a repelling fixed point of p; that
is, p(z0) = z0 and λ := p′(z0) satisfies |λ| > 1. Then Schröder’s functional
equation
f(λz) = p(f(z)) (1.8)
has a solution f which is holomorphic in a neighborhood of 0 and satisfies
f(0) = z0; see [27, Theorem 8.2]. It can be normalized to satisfy f ′(0) = 1.
This solution f actually extends to a transcendental entire function which
is called the Poincaré function of p at z0; see [27, Corollary 8.1]. It is well-
known [36, Chapter II, Section III.8] that ρ(f) = log d/ log |λ|. We note
that the trigonometric functions arise as Poincaré functions of Chebychev
polynomials.
The dynamics of Poincaré functions have been studied in [16, Section 3]
and [25]. It is known that f ∈ B if and only if the orbit {pn(c) : n ∈ N} is
bounded for every critical point c of p; see [25, Proposition 4.2] or [16, Sec-
tion 3.1]. The latter condition is satisfied if and only if J(p) is connected [27,
Theorem 9.5].
A polynomial p is called semihyperbolic if there exist ε > 0 and N ∈ N
such that if z ∈ J(f), n ∈ N and V is a component of p−n(D(z, ε)), then
the degree of the proper map pn : V → D(z, ε) is at most N . Here D(z, ε)
denotes the open disk of radius ε around z. The concept of semihyperbol-
icity was introduced by Carleson, Jones and Yoccoz [14], who gave various
characterizations of it.
Theorem 1.5. Let p be a semihyperbolic polynomial without attracting peri-
odic points and let f be a Poincaré function of p. Then
logarea(∆\(A(f) ∩ J(f))) <∞.
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In particular, area(A(f) ∩ J(f)) > 0.
The filled Julia set K(p) of a polynomial p is defined by
K(p) = {z : pn(z) 6→ ∞}.
We always have J(p) ⊂ K(p). Semihyperbolic polynomials have no para-
bolic points and no Siegel disks. The hypothesis in Theorem 1.5 that p
has no attracting periodic points is thus equivalent to J(p) = K(p). The
following result shows that if J(p) is connected, then this hypothesis is also
necessary.
Theorem 1.6. Let p be a polynomial with connected Julia set and and let f
be a Poincaré function of p. If areaK(p) > 0, then area I(f) = 0.
Buff and Chéritat [12] have shown that there exist polynomials p with
Julia sets of positive measure. These polynomials p may be chosen to satisfy
J(p) = K(p). Theorem 1.6 thus also shows that the hypothesis that p be
semihyperbolic cannot be omitted in Theorem 1.5.
Theorem 1.6 is a simple consequence of a result of Eremenko and Lyu-
bich [18, Theorem 7], using the fact noted above that f ∈ B if J(p) is
connected. This fact also simplifies the proof of Theorem 1.5 considerably if
J(p) is connected. We will thus deal with this special case first and after-
wards provide the additional arguments that have to be made in the general
case.
As a second example where our results apply we consider the Weierstraß
σ-function. We recall the definition, using the terminology as in [1, 23]. For
ω1, ω2 ∈ C\{0} with ω2/ω1 /∈ R we consider the lattice
Ω = {mω1 + nω2 : m,n ∈ Z}.
Then
σ(z) = σ(z|ω1, ω2) := z
∏
w∈Ω\{0}
(
1− z
w
)
exp
(
z
w
+
1
2
( z
w
)2)
. (1.9)
The Weierstraß ζ-function and ℘-function are defined by
ζ(z) =
σ′(z)
σ(z)
and ℘(z) = −ζ ′(z).
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Moreover, η1 := 2ζ(ω1/2).
It can be assumed without loss of generality that τ := ω2/ω1 satisfies
Im τ > 0. Since σ(cz|cω1, cω2) = c σ(z|ω1, ω2) for every c ∈ C\{0} it suffices
to consider the case that ω1 = 1 and thus τ = ω2.
The Nevanlinna deficiency δ(0, σ) was studied by Gol’dberg [19] and Ko-
renkov [24]; see [20, 21] as a reference for Nevanlinna theory. The result of
the latter paper says that δ(0, σ) = 0 if and only if
Re
(
1
η1
)
≥ Im τ
2pi
. (1.10)
We note that the terminology used in [19, 24] is different, with η1 = ζ(1/2),
but we have converted the result to the terminology of [1, 23] introduced
above.
The set of all τ satisfying (1.10) is shown in Figure 1. Since [37, p. 8]
η1 = pi
2
(
1
3
− 2
∞∑
n=1
1
sin2 npiτ
)
=
pi2
3
(
1− 24e−2piτ +O(e−4pi Im τ ))
as Im τ →∞ the upper boundary of this set is very close (but not equal) to
the line given by Im τ = 6/pi. Consequently, the other boundary components,
1−1
1
2
Figure 1: The set of τ satisfying (1.10).
which are images of the upper boundary under the modular group, are close
to circles.
7
Theorem 1.7. Suppose that (1.10) holds. Then area(J(σ) ∩ A(σ)) > 0.
The results in [19, 24] actually show that if (1.10) is not satisfied, then
σ(z) tends to 0 as z → ∞ in some sector. This suggests that area I(σ) = 0
in this case.
2 Proofs of Theorems 1.1–1.4
Proof of Theorem 1.3. Put
X =
{
z :
∣∣∣∣zf ′(z)f(z)
∣∣∣∣ ≥ n(|z|)1/2+ε} , Y = {z : |f(z)| ≥ (1 + ε)|z|} ,
and W = ∆\(X ∩ Y ). Then (1.6) takes the form
logareaW <∞. (2.1)
Note that points in C\{0} which stay in X ∩ Y under iteration of f are
contained in I(f). In order to study the set of such points we consider, for
k ∈ N, the sets
Ak = {z : 2k ≤ n(|z|) < 2k+1}.
For a measurable subset P of C we then find that
logarea(P ∩X ∩ Ak) =
∫
P∩X∩Ak
dx dy
|z|2
≤
∫
P∩X∩Ak
|f ′(z)|2
n(|z|)1+2ε|f(z)|2dx dy
≤ 1
2(1+2ε)k
∫
P∩X∩Ak
|f ′(z)|2
|f(z)|2 dx dy,
provided the integral on the right hand side exists. Taking P = f−1(S) for a
subset S of C of finite logarithmic area we find that
logarea
(
f−1(S) ∩X ∩ Ak
) ≤ 1
2(1+2ε)k
∫
S
card
(
f−1(w) ∩X ∩ Ak
) du dv
|w|2
≤ 2
k+1
2(1+2ε)k
logareaS =
2
22εk
logareaS.
8
Let R > 1 be large and choose K ∈ N such that 2K ≤ n(R). We deduce that
logarea
(
f−1(S) ∩X ∩ {z : |z| ≥ R}) ≤ ∞∑
k=K
logarea
(
f−1(S) ∩X ∩ Ak
)
≤ 2 logareaS
∞∑
k=K
1
22εk
=
21−2εK
1− 2−2ε logareaS
and thus
logarea
(
f−1(S) ∩X ∩ {z : |z| ≥ R}) ≤ 1
2
logareaS (2.2)
if K is sufficiently large, which can be achieved by choosing R large.
Put S0 = W ∪ {z : |z| < R} and Sk = f−1(Sk−1) ∩X ∩ {z : |z| ≥ R} for
k ≥ 1. Then
logareaSk ≤ 1
2
logareaSk−1 (2.3)
for k ≥ 2 by (2.2) and for large R we also have
logareaS1 ≤ 1
2
logarea(S0 ∩∆). (2.4)
Note that
logarea(S0 ∩∆) ≤ logareaW + logarea(D(0, R) ∩∆)
= logareaW + logR <∞
by (2.1). It follows from (2.3) and (2.4) that
logarea
( ∞⋃
k=0
Sk ∩∆
)
≤ 2 logarea(S0 ∩∆) <∞. (2.5)
Let now
T =
{
z : fk(z) ∈ X ∩ Y and ∣∣fk(z)∣∣ ≥ R for all k ≥ 0} .
Here, as usual, f 0(z) = z so that if z ∈ T , then in particular z ∈ X ∩ Y and
|z| ≥ R.
Suppose that z ∈ C\T . Then there exists k ≥ 0 such that fk(z) /∈ X ∩Y
or |fk(z)| < R. Thus fk(z) ∈ S0. Assuming k to be minimal we have
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f j(z) ∈ X ∩ Y and |f j(z)| ≥ R for 0 ≤ j ≤ k − 1. We conclude that
fk−1(z) ∈ S1. Inductively we see that fk−j(z) ∈ Sj. In particular, z ∈ Sk.
This implies that
C\T ⊂
∞⋃
k=0
Sk. (2.6)
On the other hand, for z ∈ T and k ≥ 0 we have
|fk(z)| ≥ (1 + ε)k|z| ≥ (1 + ε)kR, (2.7)
by the definition of T and Y . Hence T ⊂ I(f) and thus C\I(f) ⊂ C\T .
Together with (2.5) and (2.6) this yields (1.2).
To prove the second claim we only have to show that if T ∩ F (f) 6= ∅,
then F (f) has a multiply connected component. Our arguments for this are
similar to those in [34, Theorem 3.1].
So let z ∈ T ∩ F (f). Choose δ > 0 such that D(z, δ) ⊂ F (f). Since
fn(z)→∞ as n→∞ we may assume that fn(ζ) 6= 0 for all ζ ∈ D(z, δ) and
n ∈ N. We consider the functions gn : D(z, δ) → C, gn(ζ) = fn(ζ)/fn(z).
Then gn(z) = 1 and, since f j(z) ∈ X for 0 ≤ j ≤ n− 1, we have
|g′n(z)| =
∣∣∣∣(fn)′(z)fn(z)
∣∣∣∣ = 1|fn(z)|
n−1∏
j=0
|f ′(f j(z))|
≥ 1|fn(z)|
n−1∏
j=0
n(|f j(z)|)1/2+ε|f(f j(z))|
|f j(z)| =
1
|z|
n−1∏
j=0
n(|f j(z)|)1/2+ε.
Thus |g′n(z)| → ∞ as n → ∞. Hence the gn do not form a normal family.
It now follows easily from Montel’s theorem that there exist arbitrarily large
n such that ∂D(0, 1) ⊂ gn(D(z, δ)) or ∂D(0, 2) ⊂ gn(D(z, δ)). In fact, this
holds for all large n. Thus we have ∂D(0, |fn(z)|) ⊂ fn(D(z, δ)) ⊂ F (f) or
∂D(0, 2|fn(z)|) ⊂ fn(D(z, δ)) ⊂ F (f). Since fn(z) → ∞ this implies that
F (f) has a multiply connected component.
Proof of Theorem 1.1. Upper bounds for n(r) have been given by Hayman
and Stewart [22, Theorem 5], and we follow the reasoning there. Nevanlinna’s
first fundamental theorem implies that there exists a constant C such that∫ r
1
n(t, a)
t
dt ≤ T (r, f) + C
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for all a ∈ C and r > 1, with the Nevanlinna (or Ahlfors-Shimizu) charac-
teristic T (r, f). Thus
n(r, a) = n(r, a)
∫ er
r
dt
t
≤
∫ er
r
n(t, a)
t
dt ≤ T (er, f) + C ≤ logM(er, f) + C
for all a ∈ C and r > 1. Given δ > 0 we thus have
n(r) ≤ logM(er, f) + C ≤ rρ(f)+δ
for large r. And for a given ε > 0 we may choose δ ∈ (0, ε] such that
n(r)1/2+δ ≤ r(ρ(f)+δ)(1/2+δ) ≤ rρ(f)/2+ε.
We thus deduce from (1.1) that (1.6) holds with ε replaced by δ. The con-
clusion now follows from Theorem 1.3.
In order to prove Theorem 1.2 we consider, for α > 0, the function
Eα : [0,∞)→ [0,∞), Eα(x) = exp(xα),
and note that there exists xα ≥ 0 such that Eα(x) > x for x > xα and thus
Ekα(x) → ∞ as k → ∞ if x > xα. We shall use the following lemma which
can be deduced from the arguments in [15, Proof of Lemma 3.7], but for
completeness we include the proof, following the reasoning in [15].
Lemma 2.1. Let β > α > 0. Then there exists x0 > 0 such that
Ekα(x) ≥ Ek−2β (x)
for k ≥ 4 and x ≥ x0.
Proof. Let Fα(x) = αex. Then
Eα(exp expx) = exp expFα(x)
and thus
Ekα(x) = exp expF
k
α(log log x) = exp expF
k−2
α (αx
α) (2.8)
for k ≥ 2. Put c = log(2β/α). For large x we have
Fα(x+ c) = αe
x+c = αecex = 2Fβ(x) ≥ Fβ(x) + c
11
and thus
F kα(x+ c) ≥ F kβ (x) + c. (2.9)
For large x we also have
Fα(αx
α) ≥ x+ c and Fβ(x) ≥ βxβ. (2.10)
Combining (2.8), (2.9) and (2.10) we obtain
Ekα(x) = exp exp(F
k−3
α (Fα(αx
α))) ≥ exp exp(F k−3α (x+ c))
≥ exp exp(F k−3β (x) + c) ≥ exp exp(F k−3β (x))
= exp exp(F k−4β (Fβ(x))) ≥ exp exp(F k−4β (βxβ)) = Ek−2β (x)
for k ≥ 4 and large x.
Proof of Theorem 1.2. Let Eε(x) = exp(xε) and, for some large R > 0, let
B(f) be the set of all z ∈ C such that
|fk(z)| ≥ Ekε (R) (2.11)
for all k ≥ 0. We proceed as in the proofs of Theorems 1.3 and 1.1, with the
definition of Y changed to
Y = {z : |f(z)| ≥ Eε(|z|)} ,
however. Instead of (2.7) we now obtain (2.11) for z ∈ T and k ≥ 0. We
deduce that (1.2), and if f has no multiply connected wandering domains
also (1.3), hold with I(f) replaced by B(f). Thus we only have to show that
B(f) ⊂ A(f).
In order to do so we use the hypothesis that f has finite order. It yields
that if µ > ρ(f) and R is sufficiently large, then |f(z)| ≤ exp(|z|µ) for
|z| ≥ R. With Eµ(x) = exp(xµ) we thus have
Mk(R, f) ≤ Ekµ(R) (2.12)
for all k ≥ 0.
Applying Lemma 2.1 with α = ε and β = µ we deduce from (2.11)
and (2.12) that if z ∈ B(f), then |fk(z)| ≥ Mk−2(R, f) for all k ≥ 4,
provided R has been chosen sufficiently large. It follows that z ∈ A(f) and
hence B(f) ⊂ A(f).
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Proof of Theorem 1.4. Let 0 < δ < ε. It follows from Proposition 1.1 that if∣∣∣∣zf ′(z)f(z)
∣∣∣∣ < |z|ρ(f)/2+δ,
then
|f(z)| < R exp(4pi|z|ρ(f)/2+δ) ≤ exp(|z|ρ(f)/2+ε) ,
if |z| is sufficiently large. We conclude that if z is in the set occurring on the
left hand side of (1.5), with ε replaced by δ, and if |z| is sufficiently large,
then z is also in the set occurring on the left hand side of (1.7). Thus (1.5),
with ε replaced by δ, follows from (1.7).
It now follows from Theorem 1.2 that the conclusion of Theorem 1.1 holds
with I(f) replaced by A(f). Moreover, since f ∈ B, we deduce from the
result of Baker [3, p. 565] already used after Theorem 1.1 that F (f) has no
multiply connected component. (To rule out multiply connected components
of F (f), we could alternatively use the result of Eremenko and Lyubich [18,
Theorem 1] that if f ∈ B, then I(f) ⊂ J(f), together with the well-known
fact that multiply connected components of F (f) are in I(f).) We thus
conclude that (1.3) holds with I(f) replaced by A(f), as claimed.
3 Proofs of Theorems 1.5 and 1.6
For the proof of Theorem 1.5 we shall use the following result of Peters and
Smit [28, Proposition 10].
Lemma 3.1. Let p be a semihyperbolic polynomial. Let A be an open set
containing all attracting periodic points such that p(A) ⊂ A ⊂ F (f) and let
R > 0 be such that |p(z)| > 2R for |z| > R. Let U0 = {z : |z| > R} ∪ A and,
for n ∈ N, put Un = f−n(U0) and Vn = C\Un. Then there exist c0 > 0 and
θ ∈ (0, 1) such that
areaVn ≤ c0θn
for all n ∈ N.
The proof of Theorem 1.5 is easier if J(p) is connected, because – as noted
already – this is equivalent to f ∈ B so that Theorem 1.4 can be applied.
Therefore we consider this special case first, and add the arguments required
for the general case afterwards.
13
Proof of Theorem 1.5 if J(p) is connected. Let R, A, Un and Vn be as in
Lemma 3.1. Since p does not have attracting periodic points we can take
A = ∅. Hence U0 = {z : |z| > R} and thus
Vn = {z : |pn(z)| ≤ R}. (3.1)
Note that if z ∈ Vn, then also |pk(z)| ≤ R for 1 ≤ k ≤ n.
We may assume that R > 1. Denote by d the degree of p. It is easy
to see that there exists a positive constant c1 such that if |z| > R, then
|pn(z)| > exp(c1dn). For example, this follows from Böttcher’s theorem [27,
Theorem 9.1] which says that p is conjugate to z 7→ zd in some neighborhood
of ∞.
Let ε > 0. For n ∈ N we put m = dεne and Wn = Vm. With c0 and θ as
in Lemma 3.1 and γ = θε we then have
areaWn ≤ c0θm ≤ c0θεn = c0γn. (3.2)
If z /∈ Wn, then |pm(z)| > R and thus
|pn(z)| = ∣∣pn−m (pm(z))∣∣ ≥ exp(c1dn−m) = exp(c1db(1−ε)nc) .
With c2 = c1/d we thus have
|pn(z)| ≥ exp(c2d(1−ε)n) for z /∈ Wn. (3.3)
Let now λ ∈ C with |λ| > 1 be such that Schröder’s functional equa-
tion (1.8) holds. As noted before Theorem 1.5, our hypotheses imply that
f ∈ B.
Choosing r0 ∈ (0, 1] sufficiently small we may achieve that f is univalent
in D(0, 2r0). In particular, f ′(z) 6= 0 for z ∈ A := {ζ : r0/|λ| ≤ |ζ| ≤ r0}.
With
Sn := f
−1(Wn) ∩ A (3.4)
and
c3 :=
1
min
z∈A
|f ′(z)|2 (3.5)
we then have
areaSn ≤ c3 areaWn. (3.6)
For n ∈ N we put
An := λ
nA = {z : |λ|n−1r0 ≤ |z| ≤ |λ|nr0} and Tn := λnSn.
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For |z| ≥ r0 we now choose n ∈ N such that z ∈ An. Then z has the form
z = λnζ with ζ ∈ A. If z ∈ An\Tn, then ζ ∈ A\Sn and thus f(ζ) /∈ Wn.
Thus (3.3) yields that
|f(z)| = |f(λnζ)| = |pn(f(ζ))| ≥ exp(c2d(1−ε)n) for z ∈ An\Tn.
As already mentioned before Theorem 1.5 we have ρ(f) = log d/ log |λ| so
that d = |λ|ρ(f). Noting that |λ|n ≥ |z|/r0 ≥ |z| for z ∈ An we thus find that
d(1−ε)n = |λ|(1−ε)ρ(f)n ≥ |z|(1−ε)ρ(f) for z ∈ An. (3.7)
Combining the last two inequalities we thus find that
|f(z)| ≥ exp(c2|z|(1−ε)ρ(f)) for z ∈ An\Tn. (3.8)
Now
areaTn = |λ|2n areaSn ≤ c0c3|λ|2nγn
by (3.2) and (3.6) and thus
logareaTn =
∫
Tn
dx dy
|z|2 ≤
1
(|λ|n−1r0)2 areaTn ≤
|λ|2c0c3
r20
γn.
We conclude that
T :=
∞⋃
n=1
Tn (3.9)
satisfies
logareaT <∞. (3.10)
On the other hand, we have{
z : |z| ≥ r0 and |f(z)| < exp
(
c2|z|(1−ε)ρ(f)
)} ⊂ T (3.11)
by (3.8). Thus (1.7) holds if ε is chosen such that (1− ε)ρ(f) > ρ(f)/2 + ε.
Note that we have not used yet that J(p) is connected. But since we
assume that this is the case, we have f ∈ B. Thus (1.7) yields the conclusion
in view of Theorem 1.4.
To deal with the general case, we use the following result of Carleson,
Jones and Yoccoz [14, Theorem 2.1], which was also crucial in the proof of
Lemma 3.1 in [28]. Here diamA denotes the (Euclidean) diameter of a subset
A of C.
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Lemma 3.2. Let p be a semihyperbolic polynomial. Then there exist η > 0,
K0 > 0 and τ ∈ (0, 1) such that if z ∈ J(f), n ∈ N and V is a component of
f−n(D(z, η)), then
diamV ≤ K0τn.
In order to rule out multiply connected wandering domains, we will use
the following result of Zheng [39].
Lemma 3.3. Let f be a transcendental entire function with a multiply con-
nected wandering domain U . Then there exist sequences (rn) and (Rn) sat-
isfying rn →∞ and Rn/rn →∞ such that
{z : rn ≤ |z| ≤ Rn} ⊂ fn(U) ⊂ {z : Rn−1 ≤ |z| ≤ rn+1}
for large n.
The conclusion that Rn/rn →∞ was strengthened to Rn ≥ r1+εn for some
ε > 0 in [11, Theorem 1.2], but we do not need this result here.
Proof of Theorem 1.5 in the general case. We will use the notation and re-
sults of the proof given above for the special case that J(p) is connected. In
particular, the set T defined by (3.9) satisfies (3.10) and (3.11). In order to
apply Theorem 1.2 it remains to find an upper bound for the size of the set
where |zf ′(z)/f(z)| < |z|ρ(f)/2+ε.
To estimate |f ′(z)| we note that
λnf ′(λnζ) = (pn)′(f(ζ))f ′(ζ) (3.12)
by (1.8). We are thus looking for an estimate of |(pn)′(z)| for z ∈ C\Wn.
Here, as before, Wn = Vm where m = dεne and Vm is defined by (3.1). As
before we write pn(z) = pn−k(pk(z)) so that
(pn)′(z) = (pn−k)′(pk(z))(pk)′(z). (3.13)
We will then estimate |(pk)′(z)| for z ∈ C\Vm, where k is chosen such that
pk(z) ∈ C\V0 = {w : |w| > R}, together with an estimate of |(pn−k)′(w)| for
|w| > R.
We may assume that R in (3.1) is chosen so large that |p′(z)| > 1 for
|z| > R. In particular, this implies that all critical points of p are contained
in V0 = D(0, R). Let η be as in Lemma 3.2. We may assume that η is chosen
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so small that if c is a critical point of p which is not contained in J(p), then
dist(pk(c), J(p)) > η for all k ≥ 0, where dist(·, ·) denotes the (Euclidean)
distance. This assumption can be made since pk(c) → ∞ for every critical
point c /∈ J(p).
There exists M ∈ N such that
VM−1 ⊂
{
ζ : dist(ζ, J(p)) ≤ 1
2
η
}
.
By the choice of η the only critical points of p that are contained in VM−1
are those that are already contained in J(p). Together with the choice of R
we thus see that the critical points of p that are not contained in J(p) are
contained in V0\VM−1.
Now d0 := dist(VM−1\VM , J(p)) satisfies 0 < d0 < η/2. We conclude that
if w ∈ VM−1\VM , then D(w, d0) ∩ J(p) = ∅. For ξ ∈ J(p) we then have
D(w, d0) ⊂ D(ξ, η).
Let now k > M and z ∈ Vk−1\Vk. Then w = pk−M(z) ∈ VM−1\VM .
Denote by U the component of p−(k−M)(D(w, d0)) that contains z. Then,
as just noted, U is contained in a component of p−(k−M)(D(ξ, η)) for some
ξ ∈ J(p) and thus Lemma 3.2 implies that
diamU ≤ K0τ k−M . (3.14)
Since our choice of η implies that D(w, d0) does not intersect the orbit of any
critical point, pk−M : U → D(w, d0) is biholomorphic. Koebe’s one quarter
theorem, applied to the inverse ϕ : D(w, d0) → U of pk−M : U → D(w, d0),
thus yields that
U = ϕ(D(w, d0)) ⊃ D
(
ϕ(w),
1
4
|ϕ′(w)|d0
)
= D
(
z,
d0
4|(pk−M)′(z)|
)
.
Hence we can deduce from (3.14) that if k ≥M , then
|(pk−M)′(z)| ≥ c4
τ k−M
for z ∈ Vk−1\Vk. (3.15)
with c4 = d0/(2K0).
Next we note that there exists c5, K > 0 such that if t > 0 and |z− c| > t
for every critical point c of p, then |p′(z)| ≥ c5tK . It follows that there exists
c6, L > 0 such that if 1 ≤ k ≤M and δ > 0, then
area
{
z ∈ Vk−1\Vk :
∣∣(pM)′(z)∣∣ ≤ δ} ≤ c6δL. (3.16)
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In particular, this holds for k = M , which together with (3.15) yields that
area
{
z ∈ Vk−1\Vk :
∣∣(pk)′(z)∣∣ ≤ c4δ
τ k−M
}
≤ dk−M
(
τ k−M
c4
)2
c6δ
L
for k > M . Since τ < 1 we thus have
area
{
z ∈ Vk−1\Vk :
∣∣(pk)′(z)∣∣ ≤ c4δ} ≤ c7dkδL (3.17)
for k > M , with c7 = c6/c24. We may assume that c4 ≤ 1 so that (3.17) also
holds for 1 ≤ k ≤M by (3.16).
Next, as explained after (3.13), we want to estimate |(pj)′(w)| for |w| > R.
In order to do so, let g be the Green function of the (super)attracting basin
of ∞. Then
g(p(z)) = dg(z).
This implies that g(pj(z)) = djg(p(z)) and thus
|∇g(pj(z))| · |(pj)′(z)| = dj|∇g(z)|.
We have g(z) = log |z| + c + o(1) as z → ∞ for some constant c. It is not
difficult to show that this implies that
|∇g(z)| ∼ 1|z| (3.18)
as z →∞. Hence ∣∣∣∣(pj)′(z)pj(z)
∣∣∣∣ ∼ dj|∇g(z)|
as j →∞. Using (3.18) again we deduce that there exists a positive constant
c8 such that ∣∣∣∣(pj)′(w)pj(w)
∣∣∣∣ ≥ c8|w|dj for |w| ≥ R. (3.19)
Recall from the proof for the special case that J(p) is connected that for
n ∈ N we put m = dεne and Wn = Vm. With α = d−2ε/L we now put
W ′n =
m⋃
k=1
{
z ∈ Vk−1\Vk :
∣∣(pk)′(z)∣∣ ≤ c4αn} .
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and deduce from (3.17) that
areaW ′n ≤ c7αLn
m∑
k=1
dk ≤ c7d
d− 1α
Lndm ≤ c9αLndεn = c9d−εn (3.20)
with c9 = c7d2/(d− 1).
Let now z ∈ D(0, R)\(Wn ∪W ′n) = V0\(Vm ∪W ′n). Then z ∈ Vk−1\Vk for
some k ∈ {1, . . . ,m}. Since z /∈ W ′n we have
∣∣(pk)′(z)∣∣ > c4αn. Moreover,
w := pk(z) satisfies R < |w| ≤ M(R, p). Together with (3.19) we thus find
with c10 = c4c8/(M(R, p)d) that∣∣∣∣(pn)′(z)pn(z)
∣∣∣∣ = ∣∣∣∣(pn−k)′(w)pn−k(w) (pk)′(z)
∣∣∣∣ > c8|w|dn−kc4αn
≥ c4c8
M(R, p)
dn−mαn ≥ c10d(1−ε)nαn = c10d(1−ε−2ε/L)n.
With ε′ = ε+ 2ε/L we thus have∣∣∣∣(pn)′(z)pn(z)
∣∣∣∣ ≥ c10d(1−ε′)n for z ∈ D(0, R)\(Wn ∪W ′n). (3.21)
Similarly as in (3.4) we consider
S ′n := f
−1(Wn ∪W ′n) ∩ A
and deduce, analogously to (3.6), that
areaS ′n ≤ c3(areaWn + areaW ′n). (3.22)
In analogy to the previous arguments we put T ′n = λnS ′n. Writing z ∈ An in
the form z = λnζ with ζ ∈ A we have
zf ′(z)
f(z)
=
λnζf ′(λnζ)
f(λnζ)
=
(pn)′(f(ζ))ζf ′(ζ)
pn(f(ζ))
by (3.12). Using (3.5) and (3.21) we deduce that∣∣∣∣zf ′(z)f(z)
∣∣∣∣ ≥ c11d(1−ε′)n for z ∈ An\T ′n
with c11 = c10r0/(|λ|√c3). It thus follows from (3.7) that∣∣∣∣zf ′(z)f(z)
∣∣∣∣ ≥ c11|z|(1−ε′)ρ(f) for z ∈ An\T ′n.
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In analogy to (3.9), (3.10) and (3.11) we now deduce from (3.22), (3.20)
and (3.2) that the set T ′ defined by
T ′ :=
∞⋃
n=1
T ′n
satisfies
logareaT ′ <∞ (3.23)
and {
z : |z| ≥ r0 and
∣∣∣∣zf ′(z)f(z)
∣∣∣∣ < c10|z|(1−ε′)ρ(f)} ⊂ T ′. (3.24)
It follows from (3.23) and (3.24), together with (3.10) and (3.11), that (1.5)
holds if ε and hence ε′ are sufficiently small. The conclusion will thus follow
from Theorem 1.2 if we can show that f does not have multiply connected
wandering domains.
In order to do so, let u0 ∈ C such that v0 := f(u0) ∈ J(p). It follows
from (1.8) that
f(λnu0) = p
n(f(u0)) = p
n(v0) ∈ J(p)
and thus |f(λnu0)| ≤ R for all n ∈ N. Lemma 3.3 now implies that f does
not have multiply connected wandering domains.
The result of Eremenko and Lyubich [18, Theorem 7] already mentioned
in the introduction that we will use is the following.
Lemma 3.4. Let f ∈ B and suppose that there exists R > 0 such that
lim inf
r→∞
logarea(f−1(D(0, R)) ∩D(0, r) ∩∆)
log r
> 0. (3.25)
Then area I(f) = 0.
Proof of Theorem 1.6. Assume that (1.8) holds and that areaK(p) > 0. Put
L = f−1(K(p)) and choose R > 0 such that K(p) ⊂ D(0, R). It follows
that L ⊂ f−1(D(0, R)) and areaL > 0. Since K(p) is invariant under p,
we can deduce from (1.8) that L is invariant under the map z 7→ λz. Thus
also A := area(L ∩ {z : 1 ≤ |z| ≤ |λ}) > 0. For r > 1 we choose n ∈ N with
|λ|n−1 ≤ r < |λ|n. Hence
logarea(L ∩D(0, r) ∩∆) ≥ logarea(L ∩D(0, |λ|n−1) ∩∆)
= (n− 1) logarea(L ∩D(0, |λ|) ∩∆)
≥ (n− 1) A|λ|2 ≥
n− 1
n
A
|λ|2 log |λ| log r.
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Since L ⊂ f−1(D(0, R)) and since n tends to ∞ with r we deduce that the
lower limit on the left hand side of (3.25) is at least A/(|λ|2 log |λ|). The
conclusion now follows from Lemma 3.4.
4 Proof of Theorem 1.7
It is well-known that ρ(σ) = 2. This is also an immediate consequence of the
following lemma, which is a special case of the asymptotics of σ and ζ that
were obtained in [38]. Here we put wmn = mω1 + nω2 for m,n ∈ Z.
Lemma 4.1. Let
E =
⋃
m,n∈Z
D
(
wm,n, e
−|wn,m|)
and
F =
⋃
m,n∈Z
D
(
wm,n,
1√|wn,m|
)
.
Then
log |σ(z)| = V (z) +O(|z|) as |z| → ∞, z /∈ E, (4.1)
where
V (z) =
pi
2 Im τ
|z|2 + Re
((η1
2
− pi
2 Im τ
)
z2
)
, (4.2)
and
ζ(z) = η1z − 2pii
Im τ
Im z +O
(√
|z|
)
as |z| → ∞, z /∈ F. (4.3)
Proof of Theorem 1.7. First we note that the condition (1.9) is equivalent to∣∣∣η1 − pi
Im τ
∣∣∣ ≤ pi
Im τ
.
This means that the second term on the right hand side of (4.2) is not bigger
than the first term.
Put B = pi/ Im τ . The last inequality says that there exist A ∈ [0, B] and
α ∈ (−pi, pi] such that η1 − B = Aeiα. With these abbreviations (4.2) takes
the form
V (z) =
1
2
(B|z|2 + Re(Aeiαz2)) (4.4)
which we may also write as
V (reiθ) =
1
2
(B + A cos(α + 2θ))r2.
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Put θ± = (±pi − α)/2 and
G = {reiθ : |θ − θ+| ≤ r−1/4 or |θ − θ−| ≤ r−1/4}.
Then
V (reiθ) ≥ 1
2
(B + A cos(pi + r−1/4))r2 ≥ B
2
(1− cos(r−1/4))r2
= (1 + o(1)
B
4
r3/2 as r →∞, reiθ /∈ G.
(4.5)
It thus follows from (4.1) that there exists a positive constant c1 such that
log |σ(z)| ≥ c1|z|3/2 for z ∈ ∆\(E ∪G). (4.6)
To estimate zσ′(z)/σ(z) = zζ ′(z) we note that
η1z − 2pii
Im τ
Im z = (B + Aeiα)z − 2iB Im z = Bz + Aeiαz
and hence
z
(
η1z − 2pii
Im τ
Im z
)
= B|z|2 + Aeiαz2.
Combining this with (4.4) we see that∣∣∣∣z(η1z − 2piiIm τ Im z
)∣∣∣∣ ≥ Re(z(η1z − 2piiIm τ Im z
))
= B|z|2 + ARe(eiαz2) = 2V (z). (4.7)
Together with (4.3) and (4.5) this implies that there exists a constant c2 such
that ∣∣∣∣zσ′(z)σ(z)
∣∣∣∣ = |zζ(z)| ≥ c2|z|3/2 for z ∈ ∆\(F ∪G). (4.8)
It is easy to see that logarea(∆ ∩ (E ∪ F ∪G)) <∞. Hence (4.6) and (4.8)
say that (1.5) holds for f = σ if 0 < ε < 1
2
. Since Lemma 3.3 implies that
f has no multiply connected wandering domains, the conclusion now follows
from Theorem 1.2.
5 Remarks
Remark 5.1. The main tool used by Eremenko and Lyubich [18] in their
proof of Proposition 1.1 is a logarithmic change of variable which consists of
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considering the function F (ζ) = log f(eζ) in certain domains. With z = eζ
we have F ′(ζ) = zf ′(z)/f(z). In our results we also use the expression
zf ′(z)/f(z), even though we do not assume that f ∈ B anymore.
We mention that the quantity zf ′(z)/f(z) also appears in [7] and in [34].
The result in [7, Theorem 1.4] required lower bounds for Re(zf ′(z)/f(z))
while our results only assume bounds for |zf ′(z)/f(z)|. We note, however,
that (4.7) also yields lower bounds for Re(zσ′(z)/σ(z)).
Remark 5.2. Besides the Lebesgue measure of J(sin(αz+β)), McMullen [26,
Theorem 1.2] also considered the Hausdorff dimension of J(λez). This result
and the techniques used in its proof have been the starting point of many
results on the Hausdorff dimension of Julia sets; see [35] for a survey and,
e.g., [4, 9, 10, 29, 33] for some more recent results.
The methods in [9, 33] also use estimates of zf ′(z)/f(z), but otherwise
they are quite different from the ones employed here.
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