Abstract-This paper proposes the Runge-Kutta neural networks (RKNN's) for identification of unknown dynamical systems described by ordinary differential equations (i.e., ordinary differential equation or ODE systems) in high accuracy. These networks are constructed according to the Runge-Kutta approximation method. The main attraction of the RKNN's is that they precisely estimate the changing rates of system states (i.e., the right-hand side of the ODE _ x = f (x)) directly in their subnetworks based on the space-domain interpolation within one sampling interval such that they can do long-term prediction of system state trajectories. We show theoretically the superior generalization and long-term prediction capability of the RKNN's over the normal neural networks. Two types of learning algorithms are investigated for the RKNN's, gradientand nonlinear recursive least-squares-based algorithms. Convergence analysis of the learning algorithms is done theoretically. Computer simulations demonstrate the proved properties of the RKNN's.
I. INTRODUCTION
N EURAL networks have been used widely for identification of dynamical systems [1] , [2] ; including feedforward networks [3] , [4] and recurrent networks [5] - [9] . For both kinds, the identified systems are usually considered as discretetime or first-order discretized systems described by ordinary difference equations. There are several problems in using such kinds of models for long-term prediction of the states of unknown dynamical systems which can be described by ordinary differential equations (ODE's). First, the accuracy of long-term prediction is usually not good, especially for parallel-model prediction where the past predicted values instead of real system outputs are referred by the networks for future prediction. This is majorly because the network learns the system states, instead of the changing rates of system states (i.e., the right-hand side of ODE), through the input-output training pairs, and thus cannot catch the long-term behavior of the identified systems well. Second, larger approximation errors are introduced in first-order discretizing the continuous relationships of practical systems. Third, the proper order of the neural identifier for identifying an ODE system is not easy to know. Furthermore, the existing neural identifier can only predict the system behavior well at fixed time interval (using fixed regular sampling rate). This is not the nature of an ODE system. Although a high-order discretization is more accurate than the first-order discretization, the resulting ordinary difference equations of the former are usually complex and intractable.
In this paper, we present a class of feedforward neural networks called Runge-Kutta neural networks (RKNN's) for precisely modeling an ODE system in the form of with an unknown , where the state vector is assumed to be measured noise-free. The neural approximation of is used in the well-known Runge-Kutta integration formulas [10] to obtain an approximation of . With the designed network structure and proposed learning schemes, the RKNN's perform high-order discretization of unknown ODE systems implicitly (i.e., internally in the network) without the aforementioned complexity and intractability problems. The main attraction of the RKNN's is that they can precisely estimate the changing rates of system states (i.e., the right-hand side of ODE) directly in their subnetworks based on the space-domain interpolation within one sampling interval such that they can do long-term prediction of system state trajectories and are good at parallel-model prediction. Also, since the RKNN models the right-hand side of ODE in its subnetworks directly, some known continuous relationships (physical laws) of the identified system can be incorporated into the RKNN directly to speed up its learning. Such kind of a priori knowledge is not easy to be used directly in normal neural identifiers. Another important feature of the RKNN is that it can predict the system behavior at any time instant, not limited by fixed time step (fixed sampling time) as the case in normal neural modeling.
An -order RKNN consists of identical subnetworks (each with identical network structure and weights) connected in the way realizing an -order Runge-Kutta algorithm. The subnetwork is a normal neural network such as multilayer perceptron network or radial basis function network. Each subnetwork models the right-hand side of ODE directly, and thus the RKNN can approximate an ODE system in high-order accuracy. We verify theoretically the superior generalization and long-term prediction ability of the RKNN's over the normal neural networks by providing some quantitative measures of the errors involved in the RKNN modeling. Associated with the RKNN's are two classes of learning algorithms derived by the gradient-descent method and recursive least-square (RLS) method, respectively. Especially, a class of RLS algorithms, called nonlinear recursive least-square (NRLS) learning algorithms, are derived to increase the learning rate and prediction accuracy of the RKNN's. The NRLS generalizes the original RLS to nonlinear cases such that it can tune the parameters in the hidden layers of the RKNN's (such as the centers and variances of the radial basis function networks). Several kinds of NRLS algorithms with different orders of prediction accuracy are developed. The convergence property of the NRLS algorithms applied to the RKNN's is also studied theoretically.
The rest of this paper is organized as follows. Section II presents the structure of the proposed RKNN. In this section, we also analyze the approximation and prediction accuracy of the RKNN quantitatively in the training and generalization phases, respectively. Section III derives the gradient learning algorithms and the nonlinear recursive least-square learning algorithms with different orders of prediction accuracy for the RKNN's. The convergence properties of these algorithms are also analyzed theoretically in this section. Finally, the long-term prediction capability of the proposed RKNN's is demonstrated on two application examples through extensive computer simulations.
II. RUNGE-KUTTA NEURAL NETWORK (RKNN)

A. Problem Statement
Consider a nonlinear system described by the following ODE: (1) with initial condition where the state vector and time . Our objective is to develop a neural network that can model an ODE system precisely whose right-hand-side function is unknown such that it can do long-term prediction of the state trajectory of the system described in (1). More notably, the proposed network is expected to be a parallel-model predictor; i.e., it uses only the initial system state, , to yield long-term output, , which is highly accurate prediction of the state over by feeding the past outputs of the identifier back to itself recursively.
For further development, the following assumptions are made. , where we assume the state vector is measurable with no-noise at each time step . 4) The continuous system in (1) is time-invariant. To predict the state trajectory of the unknown system described by (1), a conventional and popular neural-networkbased approach [1] , [3] is to construct a neural network, say , that directly learns the system state trajectory, i.e.,
. We denote such a network as a direct-mapping neural network (DMNN). This could be interpreted as a first-order discretization of the ODE system in (1) . Using the DMNN to do multistep prediction (i.e., long-term prediction) of the system state trajectories has some drawbacks. First, it cannot directly obtain the function behavior of . Second, it is usually not easy to obtain high accuracy for the multistep prediction of state trajectories. Third, it cannot perform the prediction with variable step size; i.e., the time step must be a constant value used in the training phase. The last point may cause inconvenience for using the neural identifier in practical applications sometimes.
In the next section, we shall propose a class of neural networks, called RKNN's, to attack the drawbacks of the DMNN's. We shall also develop learning algorithms for the RKNN such that the function in (1) can be directly approximated by the neural network, , and then the state trajectory can be predicted by the solution of with the same initial point, , where .
B. Structure of the RKNN
Before propose the RKNN, we first see a universal approximation property of neural networks; for any system described by (1) satisfying Assumptions 1)-4), there exists a neural network such that the identification model described by can do long-term prediction of the state trajectory to any degree of accuracy. By the universal approximation theory of neural networks [12] , [13] and the theory of ODE's [14] , [15] , or according to the result in [16] , we have the following lemma.
Lemma 1: Given any solution trajectory of the system described in (1) with , and a function satisfying Assumption 2, for any there exits a neural network such that the trajectory corresponding to the system , satisfies , for all . The above Lemma shows the existence of a neural network that meets the required property, but it dose not indicate how such a network can be obtained. We shall then try to construct a neural network, RKNN, that fits Lemma 1. The RKNN is motivated by the Runge-Kutta algorithm [10] . We construct an -order RKNN to realize the computation flow of anorder Runge-Kutta algorithm. For example, the structure of a fourth-order RKNN is shown in Fig. 1 , where the neural network plays the role of the unknown function, , in Lemma 1. The input-output relationship of the fourth-order RKNN is described by (2) where Fig. 1 . Structure of the fourth-order RKNN constructed by the N f (1) neural networks.
where the neural network , with input and weights , can be the multilayer perceptron network or the radial basis function network. It is noted that the four 's in Fig. 1 are identical, meaning that they have the same structure and use the same corresponding weights. Since the subnetworks of an -order RKNN are identical, only one subnetwork needs to be realized in either software or hardware implementation. Hence, the real network size of an -order RKNN is the same as that of its constituent subnetwork.
With the supervised learning algorithms developed in the next section, we can tune the weights, , of by training the corresponding RKNN on the training trajectories obtained from the identified system described in (1) . When the total prediction error is sufficiently small or the weight vector converges to , we can obtain a RKNN, , which approximates the continuous function of the system in (1) accurately. It can be expected that the RKNN's have higher prediction accuracy than the DMNN's according to the property of Runge-Kutta algorithm [17] , [18] . In the followings, we shall show the degree of accuracy theoretically.
We now show quantitatively that the RKNN has higher prediction accuracy and better generalization capability than the conventional DMNN that uses a single in Fig. 1 . In the following analysis, we assume that is a -times continuously differentiable function (i.e., ). To simplify the accuracy analysis of the RKNN in the training phase and generalization phase, we shall focus on the secondorder RKNN and consider one-dimensional input . The following notation will be used frequently in the analysis: as which means that there exists a positive constant such that as sufficiently close to zero. Lemma 2: Consider one-step prediction of the system at using a second-order RKNN Suppose for all . Then can approximate to the following accuracy:
Proof: The output of the system in (1) with initial condition is
The output of the second-order RKNN with input is
The magnitude of the difference of the above two output values is (5) From the assumption that for all , we have and thus
This completes our proof.
Remark 1:
For the DMNN , suppose we obtain the network output accuracy to the third order (i.e.,
. This accuracy order is the same as that of in the RKNN assumed in Lemma 2. Since we usually estimate the continuous function simply by a causal one-step prediction method, , we can only achieve the first-order approximation accuracy in predicting the continuous function using the DMNN, i.e., . Remark 2: Under the same assumptions made in Lemma 2, if and do not grow rapidly and is sufficiently small, we can have . Hence the one-step prediction accuracy of the second-order RKNN is better than that of the DMNN.
Lemma 3: Suppose the DMNN and second-order RKNN reach perfect approximation in the training phase, i.e., and for all , where are input-output training pairs obtained from the system described in (1) . Then in the generalization phase, if we apply to the inputs of the DMNN and second-order RKNN, the output prediction errors of these two networks to the first-order in and are, respectively, and Proof: The solution of the system described in (1) can be written as (6) In generalization phase, we have for . The last equality comes from (6) . By the assumption that , the DMNN's output with input is Hence the DMNN's prediction error to the first order in and is
By the assumption that , the output of the second-order RKNN is Hence the second-order RKNN's prediction error to the first order in and is (7) This completes our proof. Remark 3: From Lemma 3 and in the situation that and fit to the same order of accuracy, it is clear that the second-order RKNN has better generalization capability than the DMNN and we can expect that this is even true for the higher order RKNN's.
III. LEARNING ALGORITHMS FOR THE RKNN
In this section, we shall develop learning algorithms for the RKNN. Consider an initial state and a trajectory which is the solution of system corresponding to the initial state . At each time step , we get the sampling data, , where is sufficiently small. We collect for several different initial states (i.e., several different trajectories) as training data of the RKNN. By the learning algorithms developed in this section, the weights of in the RKNN are tuned such that the outputs of the identified system , can approximate the solution of , for all in some fixed interval .
A. Gradient Learning Algorithms
The generalized gradient descent (backpropagation) rule can be used to derive learning algorithms for the RKNN with each subnetwork being the multilayer perceptron, radial basis function network or other proper neural networks. In this section, we shall develop gradient learning algorithms for the fourth-order RKNN. The output of the fourth-order RKNN with input is described in (2) . The derivation of gradient learning algorithms for other order RKNN's can be done in a similar way.
The derived gradient learning algorithm can propagate the error gradients backward in the RKNN to minimize the squared error, , at time step . A recursive update rule is expressed as follows. We consider as a function of and , and denote and , where is the input state vector at time step and is the th component of . Differentiating (2) with respect to the weight , we have (8) where Hence
We shall next derive and in the case that is a radial basis function network (called the radial-basis-type RKNN). With these derivatives, we can apply the formulas, (8) and (9), to find the error gradient directions in the weight space to update the weights. The same procedure can also be used to derive the gradient learning algorithm for the RKNN with the subnetwork being a multilayer perceptron. In a radial-basis-type RKNN, the constituent subnetwork is a radial basis function network (10) where is the input vector, indicates the th output of is the total number of radial basis functions in is the th element of the weight matrix representing the connection weight from the th radial-basisfunction node to the th output node, and is the radial basis function defined by where is the center of a radial basis function, and is the inverse of variance matrix of the th radial basis function.
Differentiating with respect to weights , we obtain as follows:
Similarly, differentiating with respect to the state , we obtain . . .
Substituting (11) and (12) to (8) and (9) recursively, we can obtain the gradient directions of . Hence (8) can be used to update the weights (including of the radial basis function network in the RKNN.
B. Nonlinear Recursive least-square Learning Algorithms
Because the gradient update rule in (9) for the RKNN's is not a batch update method and it is difficult to choose a proper learning constant, the total error's convergent rate of the gradient learning algorithms developed in the last section is quite small. In this section, we shall develop faster learning algorithms, the nonlinear recursive least-square (NRLS) algorithms, for the RKNN's. Like the nonlinear least-square method discussed in [19] , the NRLS algorithms generalize the conventional recursive least-square (RLS) algorithms to nonlinear cases. The property comparison between the gradient algorithms (i.e., the steepest descent method) and RLS algorithms can be found in [20] and [21] . To minimize the square error function , the steepest descent method finds and follows the gradient vector to improve the approximation accuracy as iteration number increasing. On the other hand, the RLS method directly solves the roots of equation
. Again, we focus on the radial-basis-type RKNN's in the following derivation.
1) Zero-Order NRLS Learning Algorithm When proper radial basis functions of in the RKNN have been chosen (i.e., the centers and inverse variance matrices have been decided and fixed), we only need to tune the weights on the links connecting the radial-basis-functions nodes to the output layer of . In this section, we shall develop the first NRLS algorithm of the RKNN, called the zero-order NRLS learning algorithm, for this learning task. Assume we are given training trajectories from the system with . From (10), we define (13) where is the output of the RKNN. According to (10) and the RKNN structure described in (2), the output of the RKNN with input at time step can be written as (14) where is the th radial basis function, is the connection weight between the node to the output node of , and are the outputs of the subnetworks in the RKNN defined by (2) . In Appendix, we derive the regression form of in (14) such that we can solve the connection weights 's using the nonlinear least-square method in [19] .
With the regression form, , of derived in Appendix and according to the RLS method, we find that minimization of (13) 
If we let then (15) can be expressed as . Notice that the problem of solving (15) is a nonlinear least-square problem, because the regression matrix is a function of parameter . Analogous to the derivation of the nonlinear least-square method in [19] , we combine the fixed point method in [22] and the RLS algorithm to find the solution of (15) in the least-square sense. We denote this method as the zero-order NRLS algorithm for the RKNN's. This algorithm is listed as follows.
Step 1) Choose initial weights and set .
Step 2) Substitute into the regression matrix to get . Step 3) Use RLS algorithm to solve to get the solution .
Step 4) Let .
Step 5) If the sequence converges, then stop; otherwise, set and go to
Step 2). The sufficient conditions for the convergence of the nonlinear least-square method are given in [19] . We shall now study the convergence property of the above zero-order NRLS learning algorithm by showing that the radial-basis-type RKNN's own the required sufficient conditions in [19] . First, let us see some definitions and lemma that will be used in our proof [22] . (17) is a contraction mapping for sufficiently small . Again, by Lemma 4 it is sure that will converge to a fixed point . Although the convergence property of Lemma 5 is proved for the second-order RKNN's, it can be expanded to the fourth-order RKNN's or even higher order RKNN's directly.
2) First-Order NRLS Learning Algorithm Due to the nonlinearity of the radial basis function network with respective to the center vector and inverse variance matrix , it cannot put into the regression form such as (15) with respective to and . Hence the zero-order NRLS algorithm derived in the (19) above section cannot be applied directly to tune the center and variance of the radial basis function subnetwork in the RKNN. In this section, we shall derive another NRLS algorithm that can update output weights, centers, and variances of the radial basis functions simultaneously. This algorithm is called the first-order NRLS learning algorithm. The key point is to let the problem of minimizing be approximated by minimizing , which is the square error between the desired output and the output of linearly approximated neural network at the weight parameters at time step , where is a radial-basistype RKNN. If we let be the first-order approximation of then we have (21) where denotes the parameters (including the output weights, center vectors, and variances) of the radial basis functions.
By using the similar techniques in Section III-B1, we can solve the following equation to minimize (21) (23) where is the least-square solution of (22) . To compute the term in (22), we need to use the recurrent algorithm described in (8) to obtain the regression form of (22) . When converges to a vector is an approximated solution which minimizes , where is the approximated square error of (13).
3) Second-Order NRLS Learning Algorithm Similar to the concept in Section III-B2, let be the second-order approximation of described by (13) . Its accuracy will be better than the accuracy of which is the first-order approximation of (13) . With , we can derive a second-order NRLS learning algorithm that can also tune the output weights, centers, and variances of the radial-basis-type RKNN's simultaneously.
The second-order approximation of is (24) The regression form of (24) 
The solution of (25) can be obtained by repeatedly using the fixed point method described in Section III-B1. Let denote a solution of (25) in the least-square sense at the th time step, and then update in the next time step by If converges to , then is the least-square solution of (13) . Notice that in (24) can be the output weights, centers, or variances of a radial basis function subnetwork . The use of the second-order NRLS learning algorithm for training the RKNN has some computation problems. If we want to obtain the second-order derivative of , we need to compute the coupled term and the second derivative for ; i.e., . This will increase the computation complexity and loading. In the simulations of the next section, we shall neglect the coupled terms. We shall also compare the approximation accuracy of the first and second-order NRLS learning algorithms by the simulations.
IV. SIMULATIONS
In this section, we shall apply the RKNN's to model two ODE systems with unknown structures. From the simulations, we shall demonstrate some good properties of the RKNN including its high accuracy in long-term prediction, and good prediction power even for adaptively changing time step. In modeling ODE systems, a priori knowledge about the structure of the modeled systems, if available, can be incorporated into the RKNN to speed up the learning and simplify the network structure (e.g., small node number). Such knowledge can be possibly obtained from nature's physical law. The learning algorithms developed in Section III will be used to train the RKNN's in the following two examples. The subnetwork of the RKNN's in the following simulations will be the radial basis function network. The initial centers of the radial basis functions are chosen to be uniformly distributed in the input space, and the variances are decided by equally overlapping principal. where . Assume that we do not know the structure (equation) of this system, but we can measure the position and velocity noiselessly at each time step , where second. Let denote a solution of (26) at time step , where . Let be the set of collected trajectories, whose initial states are uniformly distributed in the region of space. Using as a training set to train the parameters of , four of which constitute the RKNN, we can obtain a RKNN that approximates Vander Pol's system described by (26) for any initial condition belongs to .
For representation clarity, let be denoted by and by , then . Here the network can be considered as a mapping from to , and network will identify the variable , where is the weighted sum of radial basis functions 's.
In the simulations, the training set contains 41 training trajectories whose initial states are uniformly distributed in a square region . In the training phase, we first use the gradient learning algorithm to tune the parameters , , , , until the error between training trajectories and the RKNN output trajectories cannot be further reduced. We then fix 's and 's, and use the zero-order NRLS algorithm to tune the weights to converge to the solution,
. The use of NRLS algorithm can further reduce the errors between the desired values and RKNN outputs over the whole training set .
To compare the prediction accuracy of the RKNN and DMNN, we use a DMNN, , to do the same modeling task. The used is also a radial basis function network, which has the same number of nodes as the of the RKNN in the above simulations. After training the using the same procedure for training the RKNN (i.e., gradient learning followed by zero-order least-square learning), we test the long-term parallel-model prediction capability of the trained RKNN and DMNN in the generalization phase. In this phase, the two networks are test on a collection of different initial states distributed in . Table I lists the average root-mean-square (rms) errors of longterm prediction over 100 time steps under the test initial states. The results indicate that the RKNN has much better longterm prediction capability than the DMNN. Fig. 2 shows the predicted trajectories of the RKNN using time step in the generalization phase, instead of used in the training phase. As shown in Fig. 3 , the trained DMNN cannot correctly predict the trajectories with time step . This illustrates that the RKNN can perform the prediction well even with variable time-step size.
Example 2: In this example, we apply the RKNN to model the trajectory of a vertically falling body. Assume a radar had tracked and recorded two different scenarios trajectories, , of a falling body starting at two different initial conditions, where the trajectory indicates the falling body's altitude position and vertical velocity at time ; i.e., is a trajectory in the space. These variables are defined in Fig. 4 . In the simulations, we assume that the trajectory data are governed by the following system equations: (27) where (drag coefficient), (air density), with two initial conditions as ft ft/s) and ( ft ft/s). Under the assumption that the knowledge about (27) is unknown, the problem is to design an RKNN, , where , which can be used to approximate the system described in (27) and predict the long-term behaviors of falling trajectories with different initial conditions. In this example, we shall demonstrate two RKNN's constructed by two neural networks, and , respectively. The network is constructed according to the physical law of falling body; that is, the drag force is proportion to the square of velocity. Its structure is shown in Fig. 5(a) . The second network is a normal radial basis function network shown in Fig. 5(b) . We use the first-order and second-order NRLS learning algorithms developed in Section III to tune the weights and variances of radial basis functions simultaneously until the outputs of the RKNN converge to the training trajectories . To compare the prediction accuracy of the RKNN and DMNN, we use a DMNN as shown in Fig. 5(c) to do the same learning task. The DMNN has the same structure as . In the prediction tests, we test the three trained networks, two RKNN's and one normal radial basis function network, on three different initial conditions around the region of training trajectories . Using the same training data and same training method (the zero-order NRLS algorithm), the rms of prediction errors on each case is listed in Table III , in which we compare the long-term prediction accuracy of different learning algorithms for the RKNN with , including gradient learning algorithm, zero-order NRLS, first-order NRLS, and second-order NRLS learning algorithms. As compared to Table II , we find that the higherorder NRLS schemes improve the prediction power of the RKNN greatly, especially in the divergence case with initial condition ft, ft/s). In this case, the RKNN constructed by and trained by the zero-order NRLS algorithm cannot predict the trajectory successfully. Figs. 6 and 7 show the long-term predicted trajectories of the RKNN with trained by the first and second-order NRLS learning algorithms, respectively. Fig. 8 shows the prediction capability of the RKNN with trained by the zero-order NRLS algorithm. It is observed that due to the a priori knowledge incorporated in the RKNN with , the RKNN can predict well even using the simple gradient learning algorithm followed by the zero-order NRLS learning algorithm.
V. CONCLUSION
In this paper, we constructed an RKNN for identification of ODE systems with unknown right-hand-side functions. We also derived two classes of learning algorithms for training the RKNNs; gradient learning algorithms and NRLS learning algorithms. The NRLS is a generalization of the recursive least-square algorithm to nonlinear cases such that it can tune the parameters in the hidden layers of the RKNN's (such as the centers and variances of the radial-basis-type RKNN) fastly. The convergence property of the proposed NRLS algorithms applied to the RKNN's was studied theoretically. The RKNN's have several good properties. 1) Since the RKNN estimates the derivative (changing rate) of system states (i.e., the right-hand side of ODE's) directly in their subnetworks based on spacedomain interpolation instead of time-domain interpolation, it can do long-term prediction of the identified system behavior well and is good at parallel-model prediction. 2) With the designed structure and proposed learning schemes, the RKNN's perform high-order discretization of ODE systems with unknown right-hand-side functions implicitly (i.e., internally in the network) while keeping the simplicity and tractability of the first-order discretization scheme.
3) The RKNN is shown theoretically and experimentally to be superior to normal neural networks in generalization and long-term prediction capability for the same network size and training procedure.
4) The RKNN needs no tapped delay line or internal memory for identifying memoryless systems, and thus without the problems of deciding the length or size of the tapped delay line or internal memory existent in normal neural identifier. 5) Since the RKNN models the right-hand side of ODE in its subnetworks directly, some known continuous relationship (physical laws) of the identified system can be incorporated into the RKNN to cut down the network size, speed up its learning, and enhance its long-term prediction capability. 6) The RKNN can predict the system behavior at any time instant, not limited by fixed time step (fixed sampling time) as the case in normal neural modeling. Although the algorithm derivation and theory proof focused on the fourth-order or second-order RKNN's in this paper, they can be generalized to any -order RKNN's directly. In future works, we shall focus on the real parameter aggregates instead of the unstructured parameter set . From this point of view and because of some of the parameters have matrix form, it would be interesting to use Kronecker products (tensor products) and matrix calculus in the developments in order to get a more compact notation [23] .
APPENDIX
This appendix derives the regression form of in (14) . Equation (14) can be written as
Hence we obtain the nonlinear regression form, , of expanded by radial basis functions as where
