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WERNER KUICH 
IBM Laboratory Vienna, Austria 
The information theoretical concept of the entropy (channel capacity) of 
context-free languages and its relation to the structure generating function 
is investigated in the first part of this paper. The achieved results are applied 
to the family of pseudolinear g ammars. In the second part, relations between 
context-free grammars, infinite labelled digraphs and infinite nonnegative 
matrices are exhibited. Theorems on the convergence parameter of infinite 
matrices are proved and applied to the evaluation of the entropy of certain 
context-free languages. Finally, a stochastic process is associated with any 
context-free language generated by a deterministic labelled igraph, such that 
the stochastic process is equivalent to the language in the sense that both have 
the same entropy. 
1. INTRODUCTION 
In this paper, we study an information theoretical aspect of context-flee 
languages, namely the generative capacity of their underlying grammars. 
This capacity is measured by a quantity called entropy or channel capacity 
(Shannon [14]). The entropy depends directly on the number of words 
generated by the grammar. It may be looked at as a measure for the amount 
of information that must be provided on the average in order to 
specify a particular symbol of any word generated by the grammar. An 
other point of view is to consider this quantity as a measure of the 
uncertainty existing about a symbol in a word before its generation by the 
grammar. 
Up to now the only results known in this field are concerned with the 
entropy of finite-state languages: Shannon [14], Chomsky-Mil ler [3], Walk 
[17]; and of context-free languages generated by so-called bounded grammars 
and having the same generative capacity as finite-state grammars: Banerji [2]. 
In this paper, we perform the more general approach to deal with the 
entropy of any given unambiguous context-flee grammar. To achieve this 
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goal, we associate with each language (grammar) the structure generating 
function. Let u(n) be the number of distinct words of length n contained 
in the language L, and call the function u(n) the structure function of L 
(Mandelbrot [9]). Then the structure generating function of L is defined 
to be a function of a complex variable, z, which expanded into a power 
series has u(n) as coefficient of z n. The entropy of a language (or grammar) 
depends directly on the structure function and, hence, on the structure 
generating function. This relates the concept of entropy to the theory of 
functions of a complex variable and brings this powerful theory into 
play. 
In Section 2 we define the entropy and introduce the structure generating 
function mentioned above. Several results are derived, one of them relating 
the entropy to that singular point of the structure generating function that 
has minimum modulus. 
Section 3 delivers the main theorem of this paper. It states that the 
structure generating function of a grammar is the solution of a system of 
equations. This theorem, of course, gives rise to statements on the entropy. 
An example shows the application of the results. 
Section 4 deals with the structure generating function and the entropy 
of the closure of context-free languages. 
In Section 5 we investigate the structure generating function and entropy 
of grammars belonging to the family of pseudolinear grammars, a family 
which is equivalent o the bounded and simple unbounded grammars in 
the sense of Banerji [2] and Altman-Banerji [1]. These pseudolinear g ammars 
allow rational structure generating functions which are easily computed by 
an algorithm given in this section. 
In Section 6 basic relations between context-free grammars, infinite 
labelled digraphs, and infinite matrices are exhibited. Associated with each 
context-free grammar is a labelled digraph (finite or infinite) such that the 
sets of words generated by both devices are equal. If the adjacency matrix 
of that digraph has a certain structure, its convergence parameter can simply 
be determined by counting line-sequences in an acyclic digraph and looking 
for the zeros of a function defined by the number of these line-sequences. 
The results are applied to acyclic grammars and offer a new approach to 
the problems dealt with in Section 4. 
In the last section, a stochastic process is associated with a context-free 
language that is generated by a deterministic labelled digraph by assigning 
probability values to the lines of the labelled digraph. This stochastic process 
is equivalent to the context-free language it is associated with in the sense 
that it has the same entropy as the language. 
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2. BASIC CONCEPTS 
It is assumed that the reader is familiar with the basic definitions concerning 
context-free grammars and languages as stated in Ginsburg [5]. Additional 
definitions will be given whenever needed. In this paper, unless stated 
otherwise, by "grammar" we shall mean E-free, reduced, context-free 
grammar and by "language" context-free language not containing the 
empty word e. 
The fundamental concept in this investigation of the entropy of grammars 
and languages i  that of the structure generating function. 
Let L be a language and let u(n) be the structure function ofL (Mandelbrot 
[9]), i.e., u(n) is the number of distinct words of length n contained in L. 
Then the function f(z) of the complex variable z 
f(z) = ~ u(n)z ~ (2.1) 
n=l 
is called the structure generating function of L. Synonymously, we call f(z) 
the structure generating function of the grammar G, if G generates L, i.e., 
L = L (a ) .  
The power series defined in (2.1) converges absolutely in the disk [ z [ < R, 
where R is the radius of convergence and is given by the Cauchy-Hadamard 
theorem as 
1 
R = ~-,  where A = ,~lim ~/u(n) (2.2) 
(with obvious modifications if either A = 0 or oo). 
A quantity associated with a language L (and, hence, with the grammar 
generating L) is the entropy H, defined by 
H = log A, (2.3) 
where A is given by (2.2). 
This is a slight modification of the definition of the channel capacity as 
introduced by Shannon [14] and applied to language theory by Chomsky- 
Miller [3]. Shannon [14] defines the channel capacity to be the quantity 
lim log N(T) (2.4) 
T-~ T ' 
where N(T) is the number of allowed signals of duration T transmitted 
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by a discrete channel. Since this limit is not always existent, we replace it 
by the limit superior. Transformation of (2.3) yields 
H = log lim ~/u~) = lim log u(n) , (2.5) 
tt~o~ ~co  n 
an expression similar to (2.4) and, in fact, equal to (2.4) if it exists. 
In the sequel, we need some basic lemmas. Let L 1 and L, be two languages. 
Let R1, R~ be the radii of convergence of the power series representing 
the structure generating function of L 1 and L 2 , and let H 1 , H2 be the 
entropies of L 1 and L 2 , respectively. 
LEMMA 1. I f  
then 
L 1 C L 2 
R1 >~ R2 and H 1 ~ H~. 
Proof. The lemma is a direct consequence of the fact that ul(n ) ~ u2(n ), 
where us and u s are the structure functions of L I and L2, respectively. 
LEMMA 2. Let L be an infinite language over the alphabet 27 (with cardinal 
1 27 ]). Let R be the radius of convergence of the power series representing the 
structure generating function of L and let H be the entropy of L. Then 
and 
1 
IX  I ~R~I  
log [Z]  >~ H "-- O. 
Proof. Since L is infinite, there exist infinitely many n such that u(n) ~ 1. 
Hence, R ~ 1 and H ~ 0. The second half of the lemma is proved by 
the fact that each language over an alphabet Z is subset of z~*, which contains 
exactly 1 27 [• words of length n. 
According to Pringsheim's theorem, each power series with center z ~ 0 
and with nonnegative coefficients and radius of convergence, R, represents 
a function which has a singular point at z = R. 
COROLLARY 1. Let f (z)  be the structure generating function of an infinite 
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language over the alphabet Z. Then it has a singular point z = R, R positive, 
such that 
(i) there exists no singularity zo o f f (z )  with ] Zo ] < R 
(ii) I / [Z ]  ~R~< 1. 
R is the radius of convergence of the power series (2.1). 
THEOREM 1. Let L be an infinite language and f ( z )  its structure generating 
function. Let z = R be that singular point of f ( z )  on the positive real axis 
which is nearest o the origin. Then H, the entropy of L, equals 
H = --log R. 
Let G = (V, X, P, ~). Then ~ is said to depend on v, f, v in V - -  27, 
if ~ * uvv for some u and v in V*. For each ~ in V --  Z, let O e ---- (V, Z, P, {:) 
and let G e = ( Ve , Z, Pc, ~) be the reduced grammar such that L( G e) =L(Ge),  
V e C_ V and Pe C P (see Lemma 1.4.4 of Ginsburg [5]). Then we can prove 
LEMMA 3. Let G = (V, Z, P, a). Let L e = L(Ge) and L, --= L(G~) and 
let ~ depend on u. Then 
R e <~ R; and H e >1- H . ,  
where R e and R~ are the radii of convergence of the power series representing 
the structure generating functions of L e and L~ , and H e and Hv are the entropies 
of Le and L, , respectively. 
Proof. By Lemma 1.4.5 of Ginsburg [5], there exist words y and z in Z* 
such that yL~z C L e . Let l 1 and l 2 be the length of y and z, respectively. 
Then ue(n + 11 + l~) >~ u,(n), where ue and uv denote the structure functions 
of L e and L~, respectively. But this implies 
H e = lim log ue(n + 11 + l~) 
.~  n+h+12 
/> lim logu,(n) --  H , .  
R e ~ R~ follows by (2.3) and (2.2). 
Since all grammars we deal with are reduced, we get 
COROLLARY 2. Let G = (V, Z, P, ~). Then R = Ro <~ R v and H = 
H~ >/ H~ for all v in V - -  Z. 
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3. THE STRUCTURE GENERATING FUNCTION 
Given a grammar G = (V, Z', P, ~), it is desirable to compute the structure 
generating function of G. To achieve this goal, we proceed in a similar 
manner as Chomsky-Schtitzenberger [4] did (see also Shamir [13]) and 
describe first their procedure. Chomsky-Sehfitzenberger [4] define a map- 
ping r, which assigns to each word w in X* a certain integer (r, w). This 
mapping can be represented by a formal power series (denoted also by r) 
in the noncommutative ariables x of 2L Symbolically this is written as 
r = ~ (r ,w} w (3.1) 
summed over all possible words in Z'*. Defining r 1 + r 2 and r 1 . r  2 as the 
formal power series having coefficients (r 1 + r2, w) = ( r l ,  w} + (r2, w} 
and ( r  1 • r~ , w}  = Zwi~j= ~ ( r l  , w i ) ( r~ , w j} ,  respectively, the set of formal 
power series forms a ring. 
A formal power series r (G)  is associated with each grammar G. The 
coefficients (r(G), w} are nonnegative and express the degree of structural 
ambiguity of w with respect o G, i.e., (r(G), w} is equal to the number 
of different left-most derivations of the word w in G. 
Assuming that the c-free, reduced grammar G = (V, Z, P, ~) with non- 
terminals V --  Z' = {Vx, v 2 ,..., vk}, (r = vl, and terminals 2J = {x 1 ,..., xt}, 
contains no productions of the form v i -~  vj (this is no loss of generality 
by Theorem 1.8.2 of Ginsburg [5]), it is possible to construct he formal 
power series r (G)  by an iterative procedure. 
Let ¢i,1 ,..., ~¢,~, be all the elements of V* such that vi -~  ¢i,~ (1 ~ j ~ mi)  
is an element of P, and write 
Vi = ~i ,1  @ "'" + ~ i ,m i • 
Replacement of each occurrence of v~ by the formal power series rj (and 
concatenation by multiplication) yields a system of equations 
r i = F i ( r  1 ,..., r~ ; x 1 ... . .  xt )  (1 ~ i ~ k). (3.2) 
Let ro. ~ - -  - -  to. k = 0, i.e., the power series with coefficients all zero, 
and let 
r j , i  = F i ( r~- l .1  ,..., rj-l.k ; xl .... , xt) (j = 1, 2,..; 1 ~ i ~ k). (3.3) 
Then the limit roo.¢ of the infinite sequence 
r l . i ,  r2.i .... , r~. i , . . .  (3.4) 
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is well-defined and ri = r~,i (1 ~< i <~ k) is the only solution of the system 
of equations (3.2). Further, 
4a)  = ~,~.  
The power series r~,i (2 ~< i ~< k) are associated with the grammars G~, 
i.e., 
r(G,,) = r~., (2 ~ i ~ k). 
(Compare the ALGOL-like languages of Ginsburg [5].) 
Let G ~ (V, 27, P, ~) be a grammar estricted as above and, in addition, 
let G be unambiguous. Then all the coefficients of r(G) are either 0 or 1, 
i.e., (r( G), w) = 0 iff w 6 L( G) and (r( G), w> = 1 iff w ~ L( G). Summing up 
these coefficients for all words w of length n (denoted by ]w[ = n) yields 
the number of distinct words of length n in L(G) and, hence, the value of 
the structure function at n, i.e., 
u(n) = E <~(a),w>. 
Iw[=n 
We define a mapping ~ by 
q~(w) = zl~l w ~ Z* 
which is easily seen to be a homomorphism. This mapping 9~ has by linearity 
a unique extension to a mapping (also denoted by q~) from the ring of formal 
power series into the ring of power series of a complex variable with integer 
coefficients. Since 
~o maps the formal power series r(G) of an unambiguous grammar G on 
the power series of a complex variable z, representing the structure generating 
function of G. 
Application of cp to the system of equations (3.2) yields 
~o(ri) = ~[F i ( r  I . . . .  , rk  ; Xl , . . . ,  x t ) ]  
= FiEf(r1) , . . . ,  ~o(rk); z, . . . ,  z] 
= Mi[~o(~l),..., ~(~k); z]. 
Writing Yi instead of ~(ri) yields 
Y~ = M~(yl .... ,YT~ ;z) (t ~< i ~< k). (3.5) 
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An iterative procedure, analogous to that given by Chomsky- 
Schtitzenberger [4], but modified to complex power series, yields a solution 
of the system (3.5) 
y~ = f~(z),..., y~ = f~(z), (3.6) 
such that fi(z) is the structure generating function of the grammar G~. 
In particular, f l(z) is the structure generating function of G. 
Write (3.5) in the form 
Mi(y  ~ ..... y~ ;z)  --Yi = 0 (1 ~< i ~< k). (3.7) 
The Jacobian determinant of this system 
J(y~ ,..., y,~ ;z)  = ~ --  1 " "~Z 
~M~ ~M~ 1 
gYl gYk 
does not vanish at Y l - -  --Yk ~0 and z =0 and has the value 
J(0,..., 0; 0) = (--1) ~. 
Hence, the solution, given in (3.6), which satisfies f~(0) -- --fk(0) = 0 
is the only solution of the system (3.5). 
This proves 
THEOREM 2. Let G = (V, X, P, ~) be an E-free, reduced, unambiguous 
grammar which contains no productions vi --> vj , vi , va in V -- Z. Let 
Yi = Mi(y l  ,...,y~ ; z) (1 ~ i ~ k) 
be the system of equations as defined in (3.5). Then this system has a unique 
analytical solution 
Yi ~- fdz),  fi(O) = O (1 ~ i~k)  
in a disk with center z = O, and the functions fi(z) (1 ~ i ~ k) are the structure 
generating functions of the grammars G,,, vi in V -- X. In particular, fa(z) 
is the structure generating function of G. 
Note. The condition that G contains no production vi ~ vs, vi, va in 
V --  27, can be replaced by the weaker condition of Shamir [13]: If 27aijyj is 
the linear part of (3.7), then the matrix (aia) is to be nonsingular. This 
condition is easily seen to be sufficient, since in this case J(0,..., 0; 0) = 
det(alj) :/: 0. 
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LEMMA 4. Let G = (V, Z, P, ~) be an unambiguous grammar generating 
an infinite language. Let f i(z), v i in V --  ~, be the structure generating functions 
of Gv . Let z = R; Yi = fi(R); v~ hz V --  Z, be the only solution of the system 
(3.5) with 
1 
12 ~ ~< R ~< 1 (i) 
J(f~(R) ..... f~(R); R) = O. (ii) 
Then R is the radius of convergence of the power series representing the structure 
generating function of G and 
H = --log R, 
where H is the entropy of G. 
Proof. By Corollary 1, the structure generating function has a singular 
point in the annulus 1/[ 21 ~<lz l  ~< 1. Since singular points are only 
possible when the Jacobian determinant vanishes, z = R is the only possible 
singular point in the annulus. Hence, R is the radius of convergence of (2.1) 
and by Theorem 1, H = --log R is the entropy of G. 
EXAMPLE J[. Let G~ = (V, Z, P~, e), r ~ 2, with V -- Z = {a}, Z = {a, b}, 
P,. = {~ --~ ae", ~ -~ b}. 
The associated system of equations. (3.7) is 
with 
M(y;  z) --  y = zy r + z - y =0 
j (y ;  z) = rzy ~-1 -- 1. 
(3.8) 
(3.9) 
Critical points are those, where (3.8) and (3.9) vanish, i.e., only 
( r - -  1) (r-1)/r 
z o = with Yo=(r - -1 ) - l / L  
r 
Hence, by Lemma 4, the entropy H~ of G r is equal to 
r ~/ r - -  1 
H~ = log 
r - -1  
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Raney [11] computed the coefficients of the power series of the solution 
of (3.8) and, hence, the structure function u~ of G r to be 
l :  (rn)! 
u~(h) = ![(r - -  ~n  + 1]I 
(h -~ rn + l; n = O, 1,2,..) 
otherwise. 
In the case of r = 2, it is possible to express the structure generating 
function explicitly by solving the quadratic equation (3.8) and taking that 
solution which vanishes at the origin. 
That yields the structure generating function f2 of G 2 
1 - -  ~/1  - -  4z 2 
A(z) = 2z 
4. THE ENTROPY OF THE CLOSURE OF A LANGUAGE 
Let L(G) be the language generated by the grammar G = (V, 2, P, a). 
Then L*(G), the set containing all possible concatenations of words in L(G) 
is called the closure of L(G). Symbolically, this is expressed by 
00 
L*(G) = [,J L'~(G), (4.1) 
n=O 
where 
L°(G) = {e} and Ln(G) = L"-I(G) "L(G). (4.2) 
L~(G) contains all possible concatenations of exactly n words of L(G). 
Since we have defined the structure generating function only for languages 
not containing the empty word, we will consider the language L+(G) = 
L*(G) -- {e} in the following. 
The grammar G + = (V u {r}, Z, P+, r), r not in V, generates L+(G), 
with P+ = P w {r ~ ~rr} W {r --~ a}. 
Let G and G + be unambiguous grammars. Let f (z)  and g(z) be the structure 
generating functions of G and G +, respectively. Then G + induces the 
following system of equations [compare (3.5)]: 
Y = YlY + Yl (4.3) 
y~ = Mi(y~ ,..., Yk ;z) (1 ~< i ~< k). 
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This system in the form (3.7) has the Jacobian determinant 
](Y, Yl ,...,Yk ; z) = (Yl --  1) J(ya ,...,yT~ ; z), 
with J(0, 0,..., 0; 0) = - J (0  ..... 0; 0) # 0. 
This makes sure that (4.3) has a unique solution in a disk around the 
origin (see note to Theorem 2). Solving (4.3) yields the structure generating 
function of G + to be 
g(z) = f(z)/1 -- f (z) .  (4.4) 
Since f ( z )  is monotonic for positive values of z (as long as it is analytic), 
g(z) is analytic as long as f ( z )  < 1 and f ( z )  is analytic. 
Since L+(G)~_ L, there are exactly two possibilities for the singular point 
z = r of g(z) given by Corollary 1. 
(i) This singular point z ----- r of g(z) is closer to the origin than the 
singular points of f (z) .  Then z = r is the unique positive solution of the 
equation 1 --  f ( z )  = O. 
(ii) z ---- r is singular point of g(z) and f (z) .  z -= r may or may not 
be a solution of 1 - - f ( z )  = O. 
This proves 
THEOREM 3. Let f ( z )  and g(z) be the structure generating functions of the 
unambiguous grammars G and G +, respectively. Then 
I f  z = r is a solution of 
g(z) = f(z)/1 --  f (z) .  
1 - - f ( z )  = O, 
and if O < r < R, where z --- R is the singularity of f (z)g iven by Corollary 1, 
then the radius of  convergence of the power series representing g(z) is equal to r; 
otherwise, it equals R. The entropy H + of the closure is either 
H + ---- -- log r 
or equals the entropy of the language itself. 
EXA.X~PLE 2. Let G~ = (V, Z 2 'P2 ,  a) be defined as in Example 1, and 
let G = ( V, Z, P, a) be defined by  V - -Z={a},  Z={a, (  , ),b}, 
6431x6/2-6 
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P = {a --~ (aaa), a --+ b}. G~ generates the set of well-formed formulas of 
the implicational calculus with one variable in Polish parenthesis-free 
notation, while G does the same in parenthesis notation. 
The structure generating functions of G~ and G are 
f~(z )= 1 - -V ' l - -4z  ~ = (2n)l z2~+ 1 for I z ]< 
2z n!(n + 1)! 
n=0 
and 
f ( z ) :  1 --  X/1 - -4z  4 (2n)! z4n+ 1 for [z [  < 2 
2z 3 n!(n + 1)l ' 
n=0 
respectively. 
The structure generating functions of the respective closures are 
1 (--1 -i- 
g2(z) = 2 1 --  2z / ~=o 
and 
1[ --1 +2z  %/1 - -4z  4 
g(z )=~kl__z__z  3 + 1 - -z - - z  3] 
1 for i l< 2 
for ]z [  <R,  
where R is the minimal root of z 3 + z --  1 = 0. Note that R < ~/2/2. 
Hence, the entropy does not increase by forming the closure L+(G2) 
from L(G~), since both languages have H = log 2. L(G) has entropy 
H = ½log2 and L(G +) has entropy H + =- - logR > H. Hence, the 
entropy of the closure is larger than the entropy of the language and this 
is the second case possible due to Theorem 3. 
ExAMPLE 3. Le t G~ be defined as in Example 1. Then the structure 
generating functi0n fr  of G r satisfies the equation 
zf~(z) + z --ft.(z) = O. 
Hence, f~(1/2) = 1 and by Theorem 3 and Lemma 2 
H~ + = log 2, 
where H~- is the entropy of the closure L+(G~.). 
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5. THE ENTROPY OF PSEUDOLINEAR LANGUAGES 
Banerji [2] and Altman and Banerji [1] define two families of grammars, 
called bounded and simple unbounded grammars. Banerji [2] calculates the 
entropy of an unambiguous bounded grammar by associating with it a 
certain finite-state grammar, such that the entropies of both grammars 
coincide. Altman and Banerji [1] "believe that the same statement 
can be made about all languages having simple unbounded grammars" 
(pl 262). In this section, we will show that this statement actually is 
true. 
Let G = (V, X, P, ~). Then G is called pseudoli'near if it is never the case 
• • . . 
that for any nonterminal v in V - -  22, v =~ ¢lv¢2vCa , w~th ¢1, ¢2, ~ in V . 
The grammars Gr,  given in Example 1, are examples of grammars which 
are not pseudolinear. 
In the sequel, we give an algorithm which yields the structure generating 
function and, consequently, the entropy of an unambiguous pseudolinear 
grammar. 
A concept we will need is that of the dependency-digraph. Let 
G ~ (V, 27, P, a). Then the digraph D(G) with point-set V -  27 is said 
to be the dependency-digraph of G, if (~:, v), ~: :/= v, is in the line-set of D(G), 
whenever ~ --~ uvv is a production in P, u, v in V*. 
For the following definitions and theorems, we refer to Harary, Norman, 
and Cartright [6], Chap. 3. 
A digraph, D, is strongly connected if every two points are mutually 
reachable. A subgraph of a digraph, D, is a digraph whose points and lines 
are points and lines of D. A strongly connected subgraph of D is called 
strong component of D, if no larger strongly connected subgraph of D 
contains it as a subgraph. A condensation f a digraph D (with respect o 
strong components) is itself a digraph whose points are the strong components 
of D and whose lines are determinedby the following rule: There is a line 
from point Si to point S~. in the new digraph iff, in D, there is at least one 
line from a point of the strong component S i to one of the strong com- 
ponent S~.. Since the condensation of a digraph is acyclic (Theorem 3.6), 
i.e., has no cycles, it has at least one point of outdegree zero and at least 
one point of indegree zero (Theorem 3.8). In the following, we give some 
connections between properties of grammars and associated ependency- 
digraphs. 
Obviously, v is reachable from ~ in D(G), iff the nonterminal ~: depends 
on the nonterminal v. Hence, each point v in D(G) is reachable from ~. 
I f  C(G) is the condensation of D(G), then Sj is reachable from Si in C(G), 
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iff all nonterminals in S~ depend on all nonterminals in S~.. Consequently, 
each point of C(G) is reachable from So, where S o contains or. 
Let G = (V, Z', P, a) be unambiguous and pseudolinear nd let V -- 27 
be partitioned according to the strong components of the condensation C(G) 
of the dependency-digraph. Let S = {~1 ,..., ~m} be a point of C(G) with 
outdegree zero (which always exists by Theorems 3.6 and 3.8 of Harary, 
Norman, and Cartwright [6]). Then all the nonterminals of S depend 
only on themselves. 
We show that all productions with ~i (1 ~ i ~ m) on the left-hand side 
have only linear productions in the {:i • For proof (by contradiction) assume 
that for some i
6 --~ ~1{:J4~:~43, 1 ~ i, j, k ~ m, 41,42,4a in V*. 
Since all elements of S depend on each other, there exist derivations 
~ * ~6~, ,  ~,  ~,  ~,  ~ in v*.  
But these imply 
6 * 41¢1¢##2¢~¢##~, 
in contradiction to G being pseudolinear. 
Hence, the system of equations (3.5) induced by Gex = (Vex , 27, PG'  ~1) 
Y, = Mi(yl ..... Ym ; z) (5.1) 
is linear in theyi ,  where theyi correspond to the ~ (1 ~ i ~ m). (5.1) may 
be written in matrix notation 
= + b(z), (5.2) 
where A(z) and b(z) are matrices, whose elements are rational functions of z 
(in the first step of a procedure to be described below, they are polynomials). 
The solution of such a system reads 
( Yy[ ) = [Im -- A(z)]-l b(z), (5.3) 
where Im is the m × m identity matrix. This solution is valid as long as 
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the determinant of Jim -- A(z)] does not vanish, which is true for z inside 
some disk with center 0, since A(0) = 0. Hence, (5.3) yields the structure 
generating functions Yi =f i ( z )  of the grammars Ge~ (1 ~ i ~ m), where 
the f i(z) are rational functions. 
Complete this procedure for all points of C(G) of outdegree zero. 
The next step is to remove from C(G) all points of outdegree zeros 
together with the incident lines. Take in this new digraph a point T of 
outdegree zero. The nonterminals of T, say v 1 ,..., v~, depend only on the 
nonterminals of T and on the nonterminals contained in the removed points. 
Hence, the system (3.5) induced by Gv~ = (V,~, Z', P,~, Pl) has the form 
U i = K i (u  1 . . . .  , un ;Y l  , . . . ,  Y~ ,...; z) 
yj = Mj (y l  ,...,Ym ,..-; z) 
(1 <~i<n)  
(5.4) 
(j ---- 1,..., m,...) 
where the ui correspond to the nonterminals v i in T, and the y~ correspond 
to the nonterminals contained in the removed points of C(G). 
Since the system of the yj (j ~ 1,..., m,...) is already solved by (5.3), we 
can substitute these solutions yj = fj(z) into the first n equations of (5.4). 
This is allowed, since by Lemma 3, the functions f j(z) are analytic in at 
least the same disk around the origin as the structure generating functions of 
Gv 1 ..... Gv~, which are the solutions of the first n equations of system (5.4). 
Hence, we get the system 
ui = I~i(ul ..... u~ ; z) (1 ~ i ~ n) (5.5) 
which again is linear in the ui and has coefficients which are rational functions. 
We proceed as before by solving a matrix equation similar to (5.2). That 
yields the solutions ui = gi(z) (1 ~ i ~< n), where the gi(z) are rational 
functions and are the structure generating functions of grammars Gv~ • 
Performing this procedure, described above, step by step, it finally comes 
to an end, since C(G) has only finitely many points. 
This proves 
THEOREM 4. The structure generating function of an unambiguous pseudo- 
linear grammar is a rational function. 
The theorem implies, for example, that the languages L(G~) (Example 1)~ 
as well as the set of well-formed formulas of the implicational calculus with 
one variable in parenthesis notation (Example 2), are not to be generated 
by any unambiguous pseudolinear grammar. This proves the conjecture of 
Altman and Banerji [1] "that the capacities of languages generated by 
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nonsimple-bounded grammars may not be amenable to calculatiOn through 
the finite representability concept" (p. 263). 
It would be nice to have a complement of Theorem 4, i.e., a statement 
that the structure generating function of an unambiguous language, which 
cannot be generated by a pseudolinear grammar, is not rational; but, the 
author has not succeeded in proving such a theorem. 
By Theorem 4 it is easy to calculate the entropy of an unambiguous 
pseudolinear g ammar G. 
THEOREM 5. Let G be an unambiguous pseudolinear grammar and let 
f (z)  : p(z)/q(z) (p, q polynomials without common factors) be the structure 
generating function of G. Let R be the positive root of minimum modulus of q(z). 
Then the entropy H of G is given by 
H : --log R. 
Finally, note that the pseudolinear grammars contain the simple un- 
bounded, bounded, metalinear, linear, and finite-state grammars. Hence, 
the results achieved above are generalizations of the results found by 
,Shannon [!4] for finite-state grammars and by Banerji [2] for bounded 
grammars. 
EXAMPLE 4 (from Ahman and Banerji [1]). 
G = (V, ~, P,  .~) 
V - Z = {0.1,0.3,0.3,0. , ,  0.5,0.6} 
= {a, b, c, d , f ,g ,  h} 
P = {0.1 -~ 0.10.~0.5,0.3 -~  b0.2b, 0.3 - -~ 0'30"6 ' 0.3 ~ 0.50.4 ' 0.4 "-~ 0.3(76 ~* 
0.5 "-> f0.5f ,  0.6 "->" d%d,  0.5 -~ g, 0.6 --~ h, 0.3 ~ C, 0.1 ~ a}, 
s ,  = {0.~} s~ = {0.~} s~ = {0.~, 0.,} 
$5 = {0.5} & = {0.~}. 
The points of outdegree zero are S 5 and S 6 . Hence, Y5 = z~Y5 + z yields 
fs(Z) = z/1 --  z ~ and Y6 = z~Y6 + z yields fe(z) = z/1 --  z ~, both analytic 
in [z l  <1 .  
Removing S 5 and S 6 from C(G) causes S a to have outdegree zero. 
l y~ = fs (z )  y~ + z 
Y4 = f6(z) Ya, 
i.e., 
Hence, 
FIG. 2. 
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0- 3 
FXG. I .  The dependency-digraph D(G) of G. 
S ~ ~ S  5 
The condensation C(G) of the depency-digraph of (7. 
o .) (;) 
A(z )  1 - z 2 = and b(z )  = . 
3 
' ~ 0 
1 z 2 
(1 - -  z2 )  2 1 1 - -  z - - - - T  
[12 - A (z ) ] -x  = 1 - -  3z  2 + z 4" z 
1 - -  z 2 1 
for I~1 <~/3 - C3 2 
f~(z )  - 1 - 3z  ~ + z ~ 
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(I - -  z 2) z 2 
f4(z) = 1 " 3z 2 q- z 4 " 
By removing $3,  the point S 2 gets outdegree zero. The equation 
y~ = z2ya + f3(z) f6(~) • 
has the solution 
f2(z) = z2/1 - -  3z ~ + z 4. 
The last step is to remove $2, yielding a graph consisting only of point S 1 . 
The equation 
Yl = f2(z) fs (z )  Yl  "~- ~' 
has the solution 
z(1 --  z2)(1 --  3z 2 + z 4) 
f l ( z )= 1 - -4z  2 -z3+4z  4 -z  6 
withf l(z ) being the structure generating functio n of G. Let R be the positive 
root of minimum modulus of 1 - -4z2-  z 3 + 4z 4 - - z  6, then G has the 
entropy 
H = --log R. 
6. INFINITE DIGRAPHS AND INFINITE MATRICES 
In Kuich [7], the author has shown how to associate a set of labelled 
digraphs (/-digraphs) with a given E-free context-free grammar G. Let 
G = (V, 2;, P, ~1), where P is the set of productions 
t i i i ~g ~ WlIV12 "'" ~)lt 1 ~.i n V-- 2, 
• v~- in V (6.1) 
( ~i vn~tvn~2 "'" v~% . 
Then to each nonterminal ~:~ in V -  2~, there corresponds an/-digraph Di 
as in Fig. 3. 
q0 and qi F are called the initial point and final point, respectively. The 
denote labels, the p~j points of Di A line labelled by v~j is also called Vkj 
a v~fline. 
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V4[• 
p~ 
P~d 
, i. L VZ2 tVnL2 
P~ P~Z 
v:~"'-~ -"' v ~ ~.~.  4~'1 ~ Vn)J:n!" 
FIG. 3. Digraph D~. 
By help of the so-called "Transformations" of Kuich [7], the set of 
/-digraphs constructed according to Fig. 3 may be transformed to a more 
compact and deterministic form. These transformations may yield/-digraphs. 
with cycles and With more than one final point. During the rest of this 
section, D i will denote the/-digraph as given in Fig. 3 or any transformation 
of it. 
It is easy to construct an infinite/-digraph D from the set of / -d igraphs 
described above. Starting with the /-digraph D~, we replace each ~:~-line 
(p, q) by the whole/-digraph Di such that the points p, q coincide with qi °' 
and q F, respectively. For further details and in case Di has more than one 
final point, compare Transformation 6 of Kuich [7]. 
In the simple case this replacement is expressed by Fig. 4. 
Continuation of this replacement for each nonterminal-line ventually 
yields an infinite/-digraph D labelled only by terminals. A word w = x 1 ... x~, 
xi in 27, (1 ~ i ~< k), is in L(G), the language generated by G iff there are 
points p~ = q0, P2 ,--., Pk+l in D such that there exists an xi-line (Pi, Pi+~),. 
(1 ~< i ~ k) and pk+l is a final point. 
An /-digraph is called deterministic, if it is never the case that two lines 
rooted in the same point are labelled alike. The out (in) degree of a point u 
of an/-digraph is the number of lines rooted in (leading to) v. I f  the out (in) 
degrees of all points are finite, the /-digraph is called out (in) degree-finite. 
I f  the deterministic/-digraph D generates the language L over the alphabet Z', 
then the outdegree of each point is at most ] 27 1 (the cardinal of 27) and, 
hence, D is outdegree-finite. 
643/t6/a-7 
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\ 
P 
t ~ t. 
Fro. 4. Replacement. 
An/-digraph is called acyclic, if it contains no cycles. Let G = (V, Z', P, cr) 
be an e-free context-free grammar. G is called an acyclic grammar if the right- 
hand sides of all productions ofP begin and end with terminals. By inspection, 
the associated/-digraph D is acyclic, out- and indegree-finite. Furthermore, 
if each production of P is uniquely identified by its left-hand side and the first 
(terminal) symbol of its right-hand side, then D is deterministic and has 
exactly one final point. We will need this type of grammar and/-digraph at the 
end of this section. 
Let D be an /-digraph generating the context-free language L over the 
alphabet 27. Suppose the point set of D is given by {vi] i ~ 0} with initial 
point v0, and final points {v~[ 1 ~ i ~ k}. 
Define the adjacency matrix A = (ai~), i, j ~ O, to have entries ai~ equal 
to the number of lines rooted in point v, and leading to point v~. If D is 
outdegree-finite, hen A n ._(n)~ (u~j j exists and a~ ) is the number of distinct 
sequences of length n in D from point v, to point %. 
Let D be deterministic. Then ~=1 a~ ) is the number of words of length n 
contained in the language L. Hence, ~i=1 ato~ is the structure function of L. 
The structure generating function f (z)  of L is given by 
oo k 
f (z)  = E ~, ato~)z"" (6.2) 
~=i  i= I  
For the rest of this paper let A -~-(ai~), i , j  ~ O, be a matrix with 
nonnegative entries such that A n --~ (a(n.)~ exists for all positive integers n. 
\ ~,7 ,' 
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A is called irreducible if for every i, j >~ 0 there exists an n > 0 such that 
a12~ > 0. 
The generating functions Aij(z ) are defined by 
'n=O 
(o) • (o) aij = 0 for i =/: j and a~j = 1 for i = j). (6.3) 
It is easily shown that all the power series (6.3) of an irreducible matrix A 
have a common radius, R, of convergence. R is called the convergence 
parameter of A. 
Some more definitions concerning digraphs are needed. I f  every point of 
a digraph is reachable from a single point, this point is called a source. I f  it 
is the only point with this property it is called the unique source. A transmitter 
(receiver) is a point whose outdegree is positive (zero) and whose indegree 
is zero (positive). 
A flow-digraph F is a digraph which 
(i) has exactly one transmitter, that is, a source; 
(ii) has at least one and at most finitely many receivers; 
(iii) is acyclic. 
Note that actually the transmitter Of F is a unique source. 
The closure F* of a flow-digraph F is obtained by contracting the source 
and receivers of F to one point. 
The following theorem, due to Sachs [12], is needed to prove Lemma 5. 
Let 
e(z) =zm+alz~- l+ "" +am 
be the characteristic polynomial of the adjacency matrix of a finite digraph D. 
Then 
a, = E (--1) ~(L'), (6.4) 
L icD , 
summed over all linear subgraphs L~ of D (i.e., subgraphs whose points 
have in- and outdegree qual to one) which contain exactly i points, n(Li). 
denotes the number of components of L i ,  i.e., the number of cycles L~ is 
decomposed into. 
LEMMA 5. Suppose that F is a finite flow-digraph. Let u(n) be the number 
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of distinct sequences of length n from the transmitter to all the receivers. Then 
the closure F* o fF  has an adjacency matrix with the characteristic polynomial 
c(z) = z m --  u(l) z m-1 . . . . .  u(m), 
where m is the number of points of F*. 
Proof. Since F is aeyclic, all the cycles of F* contain that point, that 
was the transmitter in F. Hence, all the linear subgraphs L ofF*  are strongly 
connected and are cycles. This implies n(L) = 1. Hence, ai of (6.4) is equal 
to the negative of the number of cycles of length i in F*. But that number 
is equal to the number of sequences in F which start at the transmitter 
and end in one of the receivers. 
THEOP.EM 6. Suppose that F is an infinite flow-digraph. Let u(n) be the 
number of distinct sequences of length n from the transmitter to all the receivers. 
if 
d(z) = 1 -- ~ u(n) z" (6.5) 
~=1 
has a zero in the disk I z ] < R, where R is the radius of convergence of the 
power series (6.5), then the minimal positive zero of d(z) is the convergence 
parameter of the adjacency matrix A of the closure F* of F. 
Proof. Let F~ (i = 1, 2, 3,...) be that subgraph of F* whose point-set 
contains exactly all points which are contained in cycles of length k, 
{1 ~ k ~ i), and which is generated by this point-set. Since each point 
of F* is contained in at least one cycle, the subgraphs F, are strongly 
.connected and their point-sets exhaust he point-set o f f  as i tends to infinity. 
Denote by c~(z) the characteristic polynomial of the adjacency matrix of Fi 
and by d~(z) the modified characteristic polynomial 
ddz ) = z'cg(1/z), (6.6) 
whereF  i contains n~ points. By Lemma 5, di(z ) = 1 - -  u(1) z . . . . .  u(n~) z~. 
Hence, the di(z) converge uniformly to (6.5) in the disk ] z ] < R. Applying 
Theorem 3 of Kuich [8] proves the theorem. 
A similar theorem is valid for more general nonnegative infinite matrices. 
Each matrix B = (bij), i , j  ~ O, defines a digraph with point-set 
V = {v~/i >~ 0) and line-set E = {(v~, vj) [ b~j • 0}. The line (v~, vj) has 
the weight bij . I f  there exists a sequence (vi , vq), (vii, vi~) ..... (vi , vj), then 
the weight of the sequence is given by b~ibili~ ... b~j. 
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THEOREM 7. Let B = (bij) be an irreducible nonnegative infinite matrix 
with associated igraph F*. Suppose that all the cycles o fF  contain a point v o . 
Let F be the digraph with point-set V = V* t_) {v} and line-set 
E = E* w {(vi, v) ] (vi, Vo) in E*} --  {(vi, Vo) [i ~ 0), 
where V* and E* are the point-set and line-set of F*, respectively. Assign the 
weights bio to the lines (vi , v), i >~ O, and let u(n) be the sum of the weights 
of all sequences of length n from v o to v. I f  d(z) ~ I --  ~,~=1 u(n) z ~ has a 
zero in the disk [ z ] < R, where R is the radius of convergence of the power 
series, then the minimal positive zero of d(z) is the convergence parameter of B. 
Note. A necessary condition that the modified characteristic polynomials 
di(z) of the adjacency matrices of a sequence of subgraphs, F i ,  of a digraph, 
F, converge uniformly to some function d(z) is that F has only finitely many 
cycles of length k for each positive integer k. 
We now apply the results of this section to an acyclic grammar G, whose 
productions are uniquely identified by their left-hand side and the first symbol 
of their right-hand side. The associated/-digraph F is a deterministic labelled 
flow-digraph with transmitter v 0 and exactly one receiver v1 . The transmitter 
is initial point while the receiver is final point. Let v 0 be that point of the 
closure F* that is formed by contracting transmitter and receiver of F. 
The lines (v~, v0) o fF*  get the labels of the lines (%., vl) ofF.  All the other 
labels remain unchanged. 
Define v 0 ofF*  to be both, the initial and (only) final point ofF*.  Clearly, 
the deterministic/-digraph F* generates the closure L*(G) of the language 
L(G). 
Let f ( z )= ~¢°_ 1 u(n)z ~ be the structure generating function of L(G) 
with radius of convergence R and define d(z) ~ 1 - - f ( z ) .  Then there are 
two cases possible. Either d(z) has a positive zero r in the disk ]z]  < R, 
then H* = --log r is the entropy of L* (by Theorem 6); or there exist 
no such zero, then H* = --log R, i.e., H* equals the entropy H of L. 
This is a special case of Theorem 3, however, interesting in this context again. 
7. THE EQUIVALENT STOCHASTIC PROCESS 
To increase readability, we mention some facts of the theory of infinite 
nonnegative matrices. 
A nonnegative matrix A is called R-transitive or R-recursive according 
to whether the series x~° ,,(n)pn are convergent or divergent. An R-recursive 
196 KUICH 
matrix is called R-null or R-positive according to whether all or none of 
the sequences t~) n {air R } tend to zero. 
Let 
f(q) l (°) = 0 
and (7.1) 
Then, we define recursively 
~!1) =/9)  
. t~  "z9 = aig • 
f(n+l) ~c (n) it ~ 2 ai~jkt 
k#j  
l(n+l) 7(n)~ ~-, i j  = /~ • t i k  ~kt  
k#i  
(n = 1, 2, . . . )  (7.2) 
The generating functions of (7.2) are 
Fit(z) ~ (n)_n f i ;  z 
~o 
l(n) Lij(z) = ~it ~ • 
n=0 
(7.3) 
If A is an R-positive matrix, {FIko(R)} and {L,d(R)} , k o fixed, constitute the 
only (up to a multiplicative constant) right- and left-eigenvector f A to 
the eigenvalue 1/R, respectively (see Vere-Jones [15], Theorem 4.1). 
According to Walk [17] we call a stochastic process equivalent o L, if 
the entropy of the stochastic process equals that of the language. We define 
the stochastic process by specifying probability values for the lines of D. 
The quantity %-(s); s in 2J, is zero or one according to whether there 
exists an s-line between the points vi and vj of D. Provided aij(s) = 1, we 
relate the probability pit(s) of choosing a symbol s in point v~ and going 
to point v~. with the number of sequences that exist from point v t to the 
final points v I (1 ~ l ~< k). Hence, pij(s) depends on the number of words 
that are generated by sequences including the s-line (v~, vt). I f  aij(s) = 0, 
the probability pi~(s) vanishes, too. 
Hence, 
(n) ~ (~) air(s) E~=I at~ aij(s) EZ=l a~-~ 
pij(s) = n~lim v~ v a ts~ X'k a(n) = lim a(~+l) (7.4) 
z.-,j=oz-.,s~ iJ~Jz-.i=l jz n--,~ ~Z~l i~ 
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since 
Z a,Xs) = a~. (7.5) 
S~Z' 
Let A be R-positive, then by Vere-Jones [15], relation (17) 
RFj~o(R) 
pi~(s) = %(s) F~,~o(R) (7.6) 
for an arbitrary, but fixed k 0 >~ 0 [compare Vere-Jones [16], relation (8)]. 
The entropy H~ of the stochastic process is defined by 
H~ = - -~ qi ~, Z p~j(s) log pij(s), (7.7) 
i=0  j=0 s~Z 
where q~ is the probability that the process is in point v~ (compare Shannon 
[14], Appendix 4). 
THEOREM 8, Each context-free language that is generated by a deterministic 
l-digraph which has an R-positive (irreducible) adjacency matrix allows an 
equivalent stochastic process. 
Proof. The probabilities qi satisfy the equations 
Qo 
q, = Z Z qjp~.,(s). 
j=0  s~z  
By the very definition (7.6) of the Psi(s), this yields 
oo 
qi ~oq~ F~k0(R) = R a~i. 
Hence, {qi/F%(R)} constitutes the only (up to a multiplicative constant) 
oo 
left-eigenvector to the eigenvalue l/R, which together with ~i=oq~ = 1 
implies 
L~o,(R) F, ko(R) 
(7.8) 
qi = 5-,~o=0 L~¢( R) F~o( R ) " 
Note that qi may also be obtained by 
= p~-~ (s)  
s~Z 
for each ]. 
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Substitution of (7.6) and (7.8) in (7.7), together with (7.5) and 
RaijF~ko(R) RaijLkoi(R) 
Fiko(R ) -- ~ Lkd(R) --1 
1=0 4=0 
proves the theorem. 
Note that this stochastic process is in fact an ordinary Markov process 
whose set of states is a subset of V × 27 (g  point-set of D). The transition 
probability from state (v~, a) to state (vj, b) is given by p~j(b) and 
® i RFj~°(R) 
Z Z p,,(s)= Fiko(R ~ Z a~,(s)= 1. 
j=O seZ" j=O s~27 
This equalky of the entropies of a language and its associated stochastic 
process is a result that generalizes Theorem 8 of Shannon [14]. The 
probabilities defined by (7.6) may be used for the evaluation of error 
probabilities as done in the finke case by Walk [17]. 
EXAMPLE 5. Let G be the acyclic grammar 
G = (if1, a, b, c), {a, b, c}, {~1 ~ a~lb, ~ -*  c), ~1). 
The/-digraph generating the closure of L(G) is given in Fig. 5. 
o. vz a v,., a V6 a 
o F 
vo= c c c 
< < < 
v3 b vs b v~ b 
FIG. 5. C losure  o f  an / -d ig raph .  
Let B = (bij) be the adjacency matrix of this /-digraph. Then B has 
convergence parameter 
-1  + V3  
R- -  
2 ' 
and B is R-positive. 
Foo(R ) = Loo(R ) = f(R) = 1 
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and straightforward computation yields 
Fe,~,o(R ) = F2.+x,o(R ) = R,~ 
and 
(n >~ I) 
Lon(R ) = F~o(R ) (n ~ 2). 
The nonzero probability values assigned to the lines of the /-digraph 
of Fig. 5 are given by 
poo(C) = R, Po2(a) = R 2 pso(b) = 1 
p~.,z.+a(c) = R, P2n,2n+~(a) = R 2, P2.+a,2.+l(b) = 1 (n >/ 1). 
Finally, the probabilities assigned to the nodes are 
1 
q0 2R + 1 
R2n 
qzn = q2~+1 - -  2R + 1 (n >~ 1). 
RECEIVED: October 15, 1969 
REFERENCES 
1. E. ALTMAN AND R. BANERJI, Some problems of finite representability, Information 
and Control 8 (1965), 251-263. 
2. R. BANERJI, Phrase Structure Languages, Finite Machines and Channel Capacity, 
Information and Control 6 (1963), 153-162. 
3. N. CHOMSKY AND G. A. MILLER, Finite state languages, Information and Control' 
1 (1958), 91-112. 
4. N. CHOMSKY AND M.P.  SCHUTZENBERGER, The Algebraic Theory of Context-free 
Languages, In "Computer Programming and Formal Systems," P. Braffort and 
D. Hirschberg (Eds.), 118-161, North-Holland, Amsterdam, 1963. 
5. S. GINSBURG, "The Mathematical Theory of Context-free Languages," McGraw- 
Hill, New York, 1966. 
6. F. HARARY, R. Z. NORMAN, AND D. CARTWRIGHT, "Structural Models," Wiley, 
New York, 1965. 
7. W. KUICH, Systems of Pushdown Acceptors and Context-free Grammars, IBM 
Laboratory Vienna, Techn. Rep. TR 25.077 (1967) (to appear in EIK 6). 
8. W. KUICH, On the convergence norm of infinite nonnegative matrices (1968) 
(to appear in Monatshefte ffir Mathematik). 
9. B. MANDELBROT, On Recurrent Noise Limiting Coding, Proc. Symp. on Inf. 
Networks, Polytechn. Inst. of Brooklyn, 205-221, 1954. 
200 KUICH 
10. A. I. MARKUSHEVICH, "Theory of Functions of a Complex Variable I, II, III," 
Prentice-Hall Inc., Englewood Cliffs, 1965. 
11. G. N. RANEY, Functional composition patterns and power series reversion, 
Trans. Amer. Math. Soc. 94 (1960), 441-451. 
12. H. SACHS, Beziehungen zwischen den in einem Graphen enthaltenen Kreisen 
und seinem charakteristischen Polynom, Publ. Math. Debrecen 11 (1964), 119-143. 
13. E. SHAMIR, Algebraic, Rational, and Context-free Power Series in Noncommuting 
Variables, in "Algebraic Theory of Machines, Languages, and Semigroups," 
(M. A. Arbib, Ed.), pp. 329-349. Academic Press, New York, 1968. 
14. C. E. SHANNON, A mathematical theory of communication, Bell Syst.  Tech. J .  27 
(1948), 379-423. 
15. D. VERE-JONES, Ergodic properties of nonnegative matrices I, Pac. J. Math. 22 
(1967), 361-386. 
16. D. WERE-JONES, Ergodic properties of nonnegative matrices II. Pac. J. Math. 26 
(1968), 601-620. 
17. K. WALK, Entropy and Testability of Context-free Languages, in "Formal 
Languages Description Languages for Computer Programming," (T. B. Steel, Jr., 
Ed.), pp. 105-123, North-Holland, Amsterdam, 1966. 
