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Abstract In this paper, we depart from the fact that
Simultaneous Localization and Mapping (SLAM) is a sub-case
of the general kinematic problem, and, thus, all techniques
used in kinematics are potentially applicable to SLAM. We
describe how to formalize a SLAM problem as a typical
kinematic problem and we propose a simple SLAM algorithm
based on an interval-based kinematic method called Cuik
previously developed in our group. This new algorithm solves
the SLAM problem taking advantage of the structure imposed
in the SLAM problem by the motion and sensing capabilities
of the autonomous robots. However, since we use a kinematic
approach instead of a probabilistic one (the usual approach
for SLAM) we can perfectly model the constraints between
robot poses and between robot poses and landmarks, includ-
ing the nonlinearities, and we can ensure those constraints
to be fullled at any time during the map construction and
renement. The viability of the new algorithm is shown with
a small test.
Index Terms SLAM, Kinematics, Interval-based methods.
I. INTRODUCTION
The objective of kinematics is to find all the possible
placement of a set of objects that fulfill a given set of
kinematic constraints [1]. For instance, in a robot arm the
constraints define the valid range of movements of each
motor, and the desired pose for the robot’s gripper. In
this case, the objective is to find all the possible positions
for the motors so that the desired pose for the gripper
is achieved. However, the generality of the kinematics’s
objectives makes kinematics’s methods valid not only for
robotics [2] but also for disciplines such as computer
graphics, CAD [3] or even molecular biology [4].
In the recent years, the robotic community has payed
large attention to the so called Simultaneous Localization
and Mapping (SLAM) problem [5]. An autonomous robot
performing SLAM must define a map of its surroundings
from its sensor readings and simultaneously use this under-
construction map to find out its position in the environment.
In the most popular approach to SLAM, the map built
by the robot includes a set of landmarks, i.e., distinctive
sensor readings that the robot can detect and re-identify
in different moments. Usually SLAM algorithms define an
absolute map [6] where landmarks poses are defined with
respect to a pre-defined frame of reference (most usually,
the initial pose of the robot). Since the external frame of
reference can be arbitrarily changed, the real information
contained in the map is basically the relative position
between landmarks, i.e., a relative map [6]. Moreover,
the position of the robot at a given time can be readily
determined if we know its relative pose with respect to
a sub-set of the landmarks in the map. In other words,
the objective of SLAM can be seen as that of finding the
possible relative placements between a set of objects (i.e.,
the robot and the landmarks). With this reformulation, it
is clear that SLAM is a sub-case of the more general
kinematic problem.
Despite this clear parallelism, methods used to solve
the SLAM problem largely differ from those used in
kinematics.
Classical SLAM methods [7] rapidly converge to one
solution, i.e., the most likely distribution of landmarks and
robot poses according to the observations made by the
robot. When sampling techniques are used [8] the number
of samples must be large if we want to ensure that valid
solutions are not discarded and large sample sets make
these methods computationally expensive. In any case,
using probabilistic techniques there is a chance that maps
and robot’s poses with low likelihood, although possible,
are discarded. This is in contrast with the objective of kine-
matic methods that is to isolate all the possible solutions
for a given set of kinematic constraints. In many cases,
especially when little information is available about the
pose of a given object, more than one solution exists and
picking one of them, even if it is the most likely one, can be
a rather arbitrary and a source of problems in later stages
of the mapping process [9].
Additionally, in the probabilistic approach the uncer-
tainty in the placements between two objects is usually
represented using simple functions such as Gaussians
defined in the physical space where the robot moves.
However, in general, the restriction between two objects
(robot poses, landmarks, etc.) define more complex shapes.
Therefore, since the assumed probability distributions are
just approximations, the single solution obtained via prob-
abilistic methods is just an approximation to the actual
most likely solution. In many cases, the approximation
found via probabilistic methods does not even fulfill the
kinematic constraints (i.e., it is not included in the set of
valid poses between two objects) and special correction
procedures must be devised [6]. In kinematics, this problem
is avoided by working in the conguration space (the space
of the degrees of freedom between objects). In this space,
the valid relative poses between objects are represented
as simple axis-aligned n-dimensional boxes and, therefore,
no approximation is necessary. Some SLAM methods also
work in the configuration space [10], [11]. These tech-
niques use optimization processes to find the solution to
the mapping problem that maximizes a given likelihood
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(or energy) function. These SLAM methods always find
a valid solution, i.e., a solution that fulfills the kinematic
constraints, but this solution is not guaranteed to be the
global optimal one since, due to the non-linearities in the
constraints, they can easily get trapped at local minima.
Finally, usual SLAM algorithms do not explicitly exploit
the structure of the mapping problem (connections between
the poses of the robot, and between robot’s poses and
landmarks, etc.). For instance, the covariance matrix used
in the popular Kalman approach to SLAM includes infor-
mation about the pose correlation between all elements in
the scene, including the robot. Some of the pioneer works
in SLAM [6], [12] and also some recent works [10], [13],
however, propose to exploit the structure of the mapping
problem as a key issue to obtain efficient solutions to the
SLAM problem. The idea of exploiting the connection
between elements in the problem is in the kernel of
kinematics.
In this paper, we go a bit further in the line of applying
typical kinematic principles and methods to SLAM, in
particular, interval-based methods. The advantage is that,
using interval-based methods, all valid solutions to the
SLAM problem are isolated and we avoid the problem of
local minima that affect optimization-based techniques.
In Section II, we formulate the SLAM problem as a
set of kinematic constraints. Departing from this result,
any general kinematic solver can be applied to the SLAM
problem. In Section III, we apply Cuik, an interval-based
kinematic solver previously developed in our group, to the
SLAM problem. Interval methods have been previously
applied to robot localization [14] and to SLAM [15] with
the objective of defining absolute maps. In our approach
we take a kinematic approach and, thus, we define relative
maps by working in the configuration space. The advan-
tages of doing so in terms of memory usage and map update
time have been outlined by several authors before [12]. In
Section IV, we validate the CuikSLAM algorithm with a
simple example and, in Section V, we summarize our work
and we point to lines for further interchange of ideas and
methods between kinematics and SLAM.
II. SLAM AS A KINEMATIC PROBLEM
In kinematics, the relative pose of one object with
respect to another is modeled as a kinematic link. In an
Euclidean 3D space, a general kinematic link between
objects A and B has must include 6 degrees of freedom
(3 translations and 3 rotations). So, a general link can be,
for instance,
LA,B =Tx(xA,B)Ty(yA,B)Tz(zA,B)
Rx(θA,B)Ry(φA,B)Rz(ψA,B),
with Ti a translations along axis i, Ri a rotation about
axis i, and (xA,B , yA,B , zA,B , θA,B , φA,B , ψA,B) a set of
parameters for the transforms. A typical way to represent
these transforms is using 4 × 4 homogeneous matrices.
Some of the parameters of the link are fixed, but others are
variables with valid values in given ranges. A set of objects
and the kinematic links between them define a kinematic
graph [16]. In general, a graph includes cycles composed
by a sub-set of objects sequentially connected by kinematic
links. Each cycle in a kinematic graph define a kinematic
equation
L1,2L2,3L3,4 . . . LN,1 = I
with I the 4× 4 identity matrix. The number of cycles in
a graph can be rather large, but it is enough to work with
a base of the cycles of the graph since the rest of cycles
define equations that are linear combinations of those in the
base. A solution to the kinematic problem is an assignment
of variables to values so that all kinematic equations are
fulfilled.
The relation between two consecutive poses of an au-
tonomous robot moving on a planar surface can be modeled
as a kinematic link with three parameters
Lst,st+1 = Tx(xA,B)Ty(yA,B)Tz(0)Rx(0)Ry(0)Rz(ψA,B).
The valid ranges for the parameters (xA,B , yA,B , ψA,B) can
be inferred from odometry and the motion error model.
Since we only have translations along x and y and rotation
about z, we can just use 3 × 3 homogeneous matrices to
represent the transforms. Thus, the above equation reads to
Lst,st+1 =
0
@
1 0 xA,B
0 1 0
0 0 1
1
A
0
@
1 0 0
0 1 yA,B
0 0 1
1
A
×
0
@
cosψA,B − sinψA,B 0
sinψA,B cosψA,B 0
0 0 1
1
A
As the robot moves, it detects landmarks. The relation
between the robot and a landmark observed at a given time
can also be modeled as a kinematic link with parameters
inferred from the sensor readings and the observation error
model. Therefore, at a given time slice we can add to
a pre-defined kinematic graph one node representing the
current robot’s pose, a link from this node to the node
representing the previous pose and a different link from
the new node to each one of the landmarks detected from
this pose (some of the landmarks will be new nodes and
others could be nodes already in the graph). This simple
incremental procedure allows us to maintain an up-to date
kinematic graph representing the SLAM problem at hand.
This approach is very close to that already presented
in [6]. The main difference of our approach w.r.t. the work
presented in [6] is the specific technique used to process
the graph in order to determine the map and the robot’s
location.
Using a kinematic graph, the pose of a given object A
(the robot at time t, a landmark, etc.) with respect to the
initial pose of the robot, n1 (that we take as the global
reference frame) can be computed as
PA = Ln1,n2 . . . Lnk,A.
Observe that, in general, there exist more than one path
from n1 to A. To find PA as accurately as possible, we
should select the shortest path (shortest in the sense of less
error and not of less number of kinematic links).
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The possible values of the variables in the links encode
all the valid maps and robot locations according to the
information collected by the robot up to a given moment.
Ideally we would like to determine a single map and robot
location, that is, to reduce the valid ranges for the variables
to single values.
As mentioned, the cycles in kinematic graph define a set
of kinematic equations. For instance, a landmark observed
from two consecutive poses define a cycle including the
landmark and the two robot’s poses from which the land-
mark was observed. This loop defines a kinematic equation
that can be used to reduce the ranges of the variables in the
loop removing those values for which the cycle equation
is not fulfilled (i.e., to remove from the space of possible
maps and robot’s poses encoded in the kinematic graph
those that are not longer valid). Exactly in the same way,
when the robot’s revisits an area, its path forms a loop and a
cycle equation is established that can be used to reduce the
ranges of the variables of the links that define the robot’s
path. Thus, landmarks and robot’s path loops can be treated
in a unified way since they both define kinematic equations.
Notice that the presence of landmarks is optional, since
we can also reduce the error in robot’s pose just using the
equations derived from the cycles in the robot’s path. In this
way, the kinematic-based approach unifies the landmark-
based SLAM with the map construction techniques based
on consistent pose estimation [11]. Note, however, that the
detection of landmarks define cycles in the kinematic graph
before the robot closes a loop. This landmark-based cycles
allow us to keep a low uncertainty on the robot’s pose.
Additionally, loops formed by the landmarks are likely to
be short since landmarks are likely to be detected from
close poses and, in general, the shorter the loops, the
stronger the constraints and the larger the reduction of the
link variables involved in the loop equation.
III. CUIKSLAM
Several approaches have been followed in an attempt
to solve the general kinematic problem. Actually, since
kinematic problem can be posed as a set of equations, any
method to find the solutions to a general set equations can
be, in principle, used.
While all kinematic methods should be complete (they
should be able to find all solutions) and general (they
should be able to tackle any system of multivariate
polynomial equations), typical kinematic method such as
algebraic-geometric methods [17], [18] or continuation
methods [19], [20] present some limitations in practice.
Probably the most important one is that neither of these
approaches is able to obtain the solution variety, or at
least characterize it to some extent, if its dimension is
greater than zero as it happens, for instance, in redundant
mechanisms (and most likely in many SLAM problems).
Interval-based [21]–[23] and subdivision [24], [25] tech-
niques are numerical methods that can discretize the solu-
tion variety for an arbitrary mechanism, even if this va-
riety is multidimensional. Additionally, these methods are
numerically stable and rather easy to implement. Finally,
they can deal with the equations in their input form, thus
avoiding the need of intuition-guided symbolic reductions.
This is a critical point when applying kinematic methods
to SLAM since in SLAM the kinematic graph (and, thus,
the kinematic equation set) is on-line extended requiring
the solver to be completely autonomous.
Cuik-0 is the first interval-based general kinematic solver
developed in our group some years ago [23]. This algorithm
has two steps. In the first one, we identify the cycles in
the kinematic graph. In the second one, we process the
equations derived from each loop with the objective of
reducing as much as possible the ranges of the involved
variables. Next we describe these two procedures.
To derive the kinematic equations from the kinematic
graph representing the SLAM problem at hand, we have
to find a base of the cycles of the graph. This can be done
using a width-first expansion three of the graph, that can
be initialized with just the root node (the initial pose of
the robot) an extended as the robot moves using Prim’s
algorithm.
The expansion tree only includes a sub-set of all graph
edges. Each graph edge not included in the expansion three
closes a cycle that belongs to the base of cycles we are
seeking for. The cycle established by an edge between
leaves of the expanding tree a and b, includes all the nodes
in the tree from node c to both a and b (including c), where
c is the deepest node in the tree common to the paths from
the root to a and b.
As the kinematic graph corresponding to a given SLAM
problem can be built on-line, so can be the expansion three
and the basis of cycles to be considered by Cuik.
In general, we prefer short cycles to longer ones since,
as mentioned, short cycles tend to be more restrictive.
The detection of cycles using a width-first expansion tree
generates short cycles but, to ensure that we detect the cycle
base with the shortest longest cycle, a more sophisticated
algorithm should be used [26].
The second phase of the Cuik algorithm is to process
each one of the kinematic equations derived from the cycles
established by the graph edges added at the current time
slice. The version of Cuik we use here is based on interval
arithmetics that is an extension of real arithmetics where
operations are defined on intervals and not on scalars. For
instance, for a couple of intervals a = [a, a] and b = [b, b]
we have that
a+ b = [a+ b, a+ b].
In a similar way we can define all operations that appear in
kinematic equations, including the trigonometric functions.
Using interval arithmetics, a given kinematic equation
with ranges for the variables can be directly evaluated
yielding an interval matrix. This interval matrix must
include the identity since, otherwise, the loop can not be
closed meaning that there is no solution in the given vari-
able ranges. However, in the SLAM process, the kinematic
equation must have at least one solution provided the action
and sensor errors are correctly modeled. We could analyze
sub-ranges of each variable range discarding those that do
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not fulfill the above condition. However, more sophisticated
ways to reduce the variable ranges can be devised.
A kinematic equation can be divided in its rotation
part and it translation one. The rotation equation includes
only the rotation transforms that appear in the kinematic
equation. The meaning of this equation is just that the final
orientation of the loop must be the same as that at the initial
element. Thus, the rotation equation can be see as∑
θi = 0
for θi the rotation variables included in the kinematic
equation. Therefore, for a given interval θj we can possibly
reduce its range using the following update rule
θj ← θj ∩
[
−
∑
i6=j
θi
]
,
that can be applied for all rotational variables in the
equation.
The translation part of the kinematic equation is not as
simple as the rotational one since it includes both transla-
tional and rotational variables. For a given translation along
X we can see the kinematic equation as
M1 . . .︸ ︷︷ ︸ Tx(x) . . .Mn︸ ︷︷ ︸ = I
A Tx(x) B = I
(1)
with Mi an interval homogeneous transforms correspond-
ing to an individual degree of freedom and A and B interval
homogeneous transforms that represent poses in a plane.
The above equation can be made explicit(
ac −as ax
as ac ay
0 0 1
)(
1 0 x
0 1 0
0 0 1
)(
bc −bs bx
bs bc by
0 0 1
)
= I
From this, we can define two equation involving x
acbx − asby + acx+ ax = 0
asbx + acby + asx+ ay = 0,
and we have the following update rule for the range of x
x← x ∩
−acbx + asby − ax
ac
∩
−asbx − acby − ay
as
.
With a similar reasoning, the update rule for ranges of
variables associated with translations along Y is
y ← y ∩
acbx − asby − ax
as
∩
−asbx − acby − ay
ac
.
Since the translation equation also involves rotational
variables, a similar process can be followed to use the
translation equation to reduce rotation variable ranges. The
update rule in this case is
θ ← θ ∩ arctan
−asbc − acbs
acbc − asbs
∩ arctan
ac(bxax + ayby) + as(aybx − byax)
as(bxax + ayby)− ac(aybx − byax)
.
In a kinematic equation, the initial frame of reference can
be arbitrarily attached to any of the objects in the kinematic
cycle. Thus, for a cycle with N links we can define N
equations and each one of them produces a different A
and B matrices (see Eq. 1) and, thus, a different update
rule for each variable.
All of the above update rules can be used for a given
kinematic equation as long as there is a variable that
shrinks. If not variable range can be reduced, we proceed
with the another equation. If, in this process, we manage
to reduce the ranges for variables of a edge shared with
another cycle, then this cycle equation has to be added
to the list of equations to be processed. In this way, we
can back-propagate the information obtained at a given
time to previous robot and landmarks poses. The process
stops when no variable can be reduced with any kinematic
equation.
In the original Cuik algorithm, if the ranges for the
variables can not be reduced any more, bisection of one of
the variables is used to produce two sub-problems that are
recursively processed using the procedure just described.
Bisection allows us to discretize the solution varieties with
an arbitrary resolution and to detect separate solutions.
However, we assume the SLAM problem to have a single
solution in the limit (i.e., when enough information is
available) and, thus, we do not use bisection in CuikSLAM.
A problem of interval arithmetics is that, in many cases,
operations produce an overestimation of the final result.
This happens when we evaluate an expression that includes
correlated sub-expression. For instance, the evaluation of
10x − 8x for x = [1, 5] should result in the interval
[2, 10] but, using simple interval arithmetics, the result is
[−30, 42], since the two x in the expression are assumed
as independent variables when they are not. The tighter
the evaluation of matrices A and B in Eq. 1 the larger
the reduction produced by the above update rules and,
thus, it is desirable to minimize this overestimation as
much as possible. One possibility to reduce this effect is
to use affine arithmetics [27] that automatically takes into
account some of the the relations between sub-expressions.
However its implementation is not as simple as that of
plain interval arithmetics. In the version of Cuik we are
using here, we introduced a couple of special operations
to minimize the overestimation. First, while a sequence of
interval matrix products is evaluated, we have to ensure that
any intermediate resulting matrix M fulfills the following
conditions
M1,1,M1,2,M2,1,M2,2 ∈ [−1, 1]
M1,1 = M2,2
M1,2 = −M2,1
M1,1
2 +M2
2,1 = 1
with Mi,j the i, j-th element of matrix M . The application
of these rules reduces overestimation while interval matrix
products are evaluated, reducing the final overestimation.
Another special operation introduced by Castellet [28] is
the tight evaluation of expressions such as
m cos θ + n sin θ
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Fig. 1. Map of the test environment. Solid arrow indicate the path of the
robot and dashed ones are the visible landmarks from each robot’s pose.
with m, n and θ intervals. A careful analysis of this
particular expression, that is frequent in homogeneous
matrix product, allows us to cancel the overestimation that
otherwise would be produced by the double use of θ in the
expressions.
IV. EXAMPLE
To test the feasibility of the proposed kinematic-based
SLAM algorithm, we conducted a simple simulated test.
In this test (see Fig. 1), the robot moves on a 20 meters
diameter circle on a 30 × 30 meters lobby. The robot is
equipped with a ring of sonars from which it can detect
large openings in the walls like corridors of doors. Those
openings are used as landmarks with a frame of reference
attached to the center of the initial and final points of the
opening. The path of the robot is loop composed by 8
different poses departing from pose 1 that is the root of the
expansion tree and whose frame of reference is taken the
global one. From each pose only the closest doors/corridors
can be perceived. The set of visible landmarks from each
pose is depicted in Fig. 1.
In the displacement from one robot’s pose to another,
robot odometry is affected by a maximum noise of ±25
cm. in X and Y and ±5 degrees. The error in the sensor
readings is 10 times smaller than the error in odometry.
These odometry error values correspond to those obtained
with a Nomad Scout robot.
The final kinematic graph and the kinematic cycles
associated with this example are depicted in Fig. 2.
Fig. 3 shows the X-Y error when only odometry is
used to estimate the robot’s pose (red rectangles centered
on the dotted circle that represents the path of the robot)
and the landmarks poses (blue rectangles not centered
on the circle). Rectangles in solid line correspond to the
estimation using plain interval arithmetics and rectangles
in dashed line to the result of using the overestimation
reduction procedures described at the end of Section III.
These special procedures reduce the uncertainty of the
6
Corridor2 7
5Door1
4
3Corridor1
2Door2
8
1
Fig. 2. Expansion tree corresponding to the kinematic graph derived
from the example in Fig. 1. Solid arrow are edges in the expansion tree,
dashed arrows are edges that establish a cycles and dotted lines indicate
the cycles.
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Fig. 3. Poses of the robot (red) and landmarks (blue) estimated using
odometry. Units are centimeters.
robots and landmarks poses. This error reduction effect is
specially noticeable in robot’s pose 8 and it would be larger
for longer chains of links (i.e., for longer robot paths).
Fig. 4 shows the error reduction achieved when the
robot closes its path (i.e., re-detects landmark Door2). Solid
and dashed lines are the poses estimated before and after
closing the loop, respectively. The effect of closing the
robot’s path is a large reduction of the error of robot’s
poses 6, 7 and 8. This reduction is caused by two effects.
The first one is a small reduction in the variables of the
links representing the robot path achieved by processing
the kinematic equation established when the robot path is
closed. The second and more significant error reduction
is achieved by the possibility of computing the poses for
points 6, 7 and 8 using the path {1, Door2, 8, 7, 6} that is
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Fig. 4. Effect on the robot and landmarks pose estimations when closing
the robot path.
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Fig. 5. Robot and landmarks pose estimations using landmarks in an
open path.
shorter (in the sense of less error) than the path from 1 to 8
that was the only available path before closing the loop.
Fig. 5 shows the pose estimation error taking advantage
of the landmarks when the robot follows a path from 1 to
8 without re-detecting Door2 from 8. Landmarks observed
as the robot moves form local kinematic cycles (see Fig. 2)
that are used to reduce the variables in the kinematic links.
This on-line reduction allows to get an estimation of the
final pose of the robot (the pose at point 8) with much less
error than that obtained using only odometry (the solid
rectangles in the figure).
Finally, Fig. 6 shows the combined effect of using
the local cycles established by the robot’s path and the
landmarks and the global cycle established when the robot
re-detects Door2. In this case, the larger error is at point 5
that is below 1 meter. This is quite small compared with the
size of the environment and with the 4-meter error obtained
when using only odometry (see Fig. 3). The poses of
passing points and landmarks close to the initial pose of the
robot can be determined with high accuracy: below 15 cm
for point 8. The error for this point pose estimation when
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Fig. 6. Robot and landmarks pose estimations using landmarks in a
closed path.
using only odometry and not closing any loop was above 7
meters. Thus, even though its simplicity, CuikSLAM allow
for a significant error reduction for the landmarks poses
(i.e., the map) and for the robot’s location.
V. CONCLUSIONS
In this paper, we outlined the close relation between
kinematics and SLAM by posing SLAM as a particular
case of the general kinematic problem. The consequence
is that we can readily apply typical kinematic methods to
SLAM. These methods take advantage of the underlying
structure of the SLAM problem, as it is also done some of
the existing SLAM algorithms [6], [9], [10], [12], [13]. In
this line, we introduced CuikSLAM, the use of a general
interval-based kinematic solver to SLAM. CuikSLAM is a
conservative algorithm in the sense that it never discards
any valid solution for the problem at hand. Thus, our
SLAM method does not suffer from the problem derived
from selecting just one of all the possible solutions (not
always the global optimal one) that affects many of the
existing methods. The main inconvenient of interval-based
methods is the overestimation effect. This effect makes
our solver to consider as solutions some points that are
actually not valid solutions. To avoid the overestimation we
have to use more sophisticated (and slower) interval-based
solvers [25]. However, the overestimation reduction rules
introduced in this paper are a good trade off since they
represent a small computation overhead, but they largely
reduce overestimation.
The parallelism between SLAM and kinematics is com-
plete: any planar multi-loop mechanism can be seen as the
path of a robot on a planar surface (possibly with land-
mark observations) and, the other way around, any SLAM
problem can be seen as a mechanism. The advantage of
this parallelism is that methods from kinematics can be
directly translated to SLAM (as done in this paper) and,
the other way around, SLAM methods could potentially
be used in kinematics. The bad news is that the general
kinematic problem is NP-complete and, consequently, so
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is the general SLAM problem (however, this is not the
case when simplifying assumptions such as the Markov
property are taken in SLAM).
In this paper, we introduced a new SLAM approach
and proved the feasibility of the concept. However much
work must be done to implement the ideas introduced here
in a real robot. For instance, in this paper we assumed
the data association problem (recognition of landmarks) as
solved. Alternative associations produce different kinematic
graphs, but only the correct association would produce a
consistent graph (a graph with solutions). Therefore, one
possibility to deal with the data association problem is to
track all possible graphs (i.e., all possible data associations)
and to eliminate the ones that, at a given moment, are
proved to be inconsistent.
Several other lines for further work should be considered.
For instance, it would be interesting to apply to SLAM
distance geometry solvers [29], [30] specially aimed to deal
with large kinematic problems such as those that appear
in hyper-redundant robots [31] or in protein folding [32].
Rigidity theory [33] can be used to determine which edges
to be added to the graph to reduce the mobility of the
mechanism or, in other words, to determine which robot
movements to be executed to reduce the number of possible
maps and robot poses.
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