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ABSTRACT
Compressive sensing (CS) can acquire and reconstruct a signal or image in an
under-determined system which requires much less measurement data than conven-
tional methods. But CS suffers from two problems, the first one is that the recon-
struction performance is poor when the sensing rate is low, and the second issue is
the high computational complexity of the reconstruction with large datasets. In block
based compressive sensing, a small block incurs low computational complexity while
the quality of recovery at the same bit rate is known to be better with a large block.
In order to address the above issues, we propose a Hierarchical Block based Com-
pressive Sensing(HBCS) with Hadoop implementation of the reconstruction process.
HBCS can significantly reduce the reconstruction distortion with a low sensing rate
by applying multiple level CS on smaller blocks. A Hadoop implementation speeds up
the process for large images by executing the block reconstruction process in parallel.
viii
Chapter 1
Introduction
Compressive Sensing(CS) theory asserts that a signal can be recovered from much
fewer measurements than the Shannon-Nyquist sampling theory, a conventional sam-
pling method suggested. It is a fast growing technique in the field of signal process-
ing [1]. The traditional approach, such as Joint Photographic Experts Group(JPEG),
has two steps to do signal or image compression. The first step is to acquire enough
data to fulfill the Shannon-Nyquist sampling theorem requirement, which claims that
the sampling rate must be at least twice the highest frequency of the signal. Then
the second step is to discard most of the sampling data which is not important for
recovering the signal or image. CS bypasses this redundant process by providing a
more efficient way that only collects the data which are necessary to reconstruct the
signal or image.
In this thesis, we focus on two issues related to Compressive Sensing. The first
one is to improve the recovered signal quality with low sampling rate. The second
one is to reduce the computational time by applying CS on a parallel programming
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platform. To address the storage and bandwidth challenges involved in dealing with
high-dimensional data, we often depend on compression, which aims at finding a con-
cise representation of a signal that is able to have an acceptable recovery distortion.
For the purpose of storage and bandwidth saving or in some certain areas, we need
the sampling rate to be as low as possible. A typical case would be magnetic res-
onance imaging(MRI). It is critical to reduce the exposure time of patients in the
electromagnetic radiation. But obviously, with less measurement data, the recovered
signal quality is always poorer [2] since more information is lost in the compression
process as increasingly higher compression is applied. For the second issue, when
CS is applied to images, it requires high computing time and large memory for most
recovery algorithms such as L1-minimization [3] and Orthogonal Matching Pursuit
(OMP) [4]. Block based CS [2, 5, 6] has been studied to reduce the computational
complexity and memory requirement for large images. Block based CS divides the
image into small blocks, then CS compression and recovery process is applied to each
block. However, this block based CS reconstruction process is still time consuming
because each block recovery is being processed serially one after another.
In this research, we propose a hierarchical block based CS that significantly reduce
the recovered signal distortion for low sampling rate and a Hadoop implementation of
CS to reduce the computational time. According to previous studies [3], using small
block size requires less memory and has faster implementation, while using large
block size achieves better rate-distortion performance, hence there exists a trade-off
between complexity and reconstructed signal quality. Our hierarchical block based
CS is trying to find the best trade-off to reduce the recovered signal distortion while
not increasing the computational complexity. The Hadoop implementation provides
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a parallel processing environment for CS that can significantly reduce the executing
time for large images.
The rest of the thesis is organized as follows: Chapter 2 introduces some back-
ground knowledge of Compressive Sensing and Hadoop MapReduce. Chapter 3
presents hierarchical block based CS, and a Hadoop implementation of two-level block
based CS. Simulation results are also shown in this chapter. Chapter 4 summarizes
the thesis and discusses future works.
3
Chapter 2
Backgrounds
In this chapter, we introduce some basic knowledge of Compressive Sensing and
Hadoop. In Compressive Sensing, we introduce three basic concepts: sparsity, in-
coherence and reconstruction algorithm. Hadoop MapReduce, which serves as an
implementation platform of our hierarchical block based CS, will also be introduced
in this chapter.
2.1 Compressive Sensing
2.1.1 Compressive Sensing Forward Transformation
Compressive Sensing, also known as Compressive Sampling or CS, asserts that one can
recover certain signals or images from far fewer samples than conventional sampling
methods use. This assertion relies on two principles: sparsity and incoherence [5].
Many natural signals considered sparse or compressible are not themselves sparse, but
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admit a concise representation in some representation basis Ψ (e.g, Fourier, wavelet,
or DCT). For a K-sparse signal x, the N -sample signal projected on a certain basis
Ψ contains only K nonzero coefficients. Sparsity is an important feature in signal
compression. Incoherence between the sensing basis Φ and the representation basis Ψ
decides the number of required measurement data for perfect signal reconstruction.
Lower incoherence between Φ and Ψ results in smaller number of required samples.
The sensing basis Φ is used for sensing the signal.
y = Φx (2.1)
where Φ is an M ×N sensing matrix, N is generally large and M is typically much
smaller than N , M  N . x in (2.1) has a sparse representation on Ψ. y in (2.1) can
be seen as the liner projection of the original signal x. To reconstruct x from y and
Φ, Φ and Ψ have to satisfy the Restricted Isometry Property (RIP) [1]. In particular,
it has been shown that with high probability, random Gaussian, Bernoulli matrices
and partial Fourier matrix satisfy RIP. It has been proved that when Φ and Ψ are
incoherent, the original signal x can be exactly reconstructed from M = O(Klog(N))
Gaussian measurements or M ≤ C ·K/log(N/K) Bernoulli measurements [7] when
the signal has a sparsity level K. In this paper, we use Fourier Transform matrix as
the representation basis and Gaussian matrix as the sensing basis.
2.1.2 The Reconstruction Algorithm
There are two major CS reconstruction algorithms, L1-minimization and greedy meth-
ods [5]. L1 minimization [3] method uses a linear optimization problem to recover
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the signal. It guarantees that sparse signals can be recovered with stable results.
But this algorithm requires high computational complexity since it is based on linear
programming. Compare to L1 minimization, greedy algorithms, such as Orthogonal
Matching Pursuit (OMP), are relatively fast. It can recover a signal or matrix with
high probability but may fail for some sparse signal or matrix. In our research, we
are interested in recovering images with large number of samples, a speedy algorithm
is necessary. Thus, OMP is studied.
OMP belongs to a kind of greedy iterative algorithm. The basic idea of OMP
is to select the columns of reconstruction matrix most correlated with the current
residuals, then remove the selected atom from the reconstruction matrix at each
iteration. The stopping criterion consists of either a limit on the number of iterations
or a requirement on the threshold of the residual.
Consider a one-dimension discrete-time signal x as an N × 1 vector. Let
x = Ψs (2.2)
where Ψ is an N ×N orthonormal basis matrix that determines in which domain the
signal is sparse. Vector s is considered K-sparse in Ψ, where K  N , if K out of N
elements of s are non-zero. Then, the compressed dimension M can be determined by
M ≥ O(Klog(N)) when we use Gaussian matrix as the sensing basis Φ. From (2.1),
OMP can recover x given an M × N sensing matrix Φ, an N × N representation
matrix Φ, an M -dimension measurement vector y and the sparsity level K of the
signal.
Algorithm 1 shows the main idea of the OMP algorithm. The reconstruction
matrix T is the product of the sensing matrix and the representation matrix since
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Algorithm 1 Orthogonal Matching Pursuit (OMP)
Require: Sparsity K, measurement vector y, Sensing matrix Φ
Ensure: Recovered signal x
Initialization: Set reconstruction matrix T = ΦΨT residual r0 = y, index set V = ∅,
repeat the following 2K times or until stopping condition holds. i represents the
iteration counter.
1. Find the index t of Max| T ′ri |
2. Update the set V with Tt, Vi = Vi−1
⋃
Tt
3. Extract the corresponding columns from T
4. Update the residual: Pi = V ((V
′V )−1V ′), ri = y − Piy
Stop when the stopping condition is achieved.
the original signal x is a natural image that is not necessarily sparse itself. If x is
a sparse representation on some basis, the reconstruction matrix can be the sensing
matrix itself. In step 1, we find the index t that solves the optimization problem
t = argmaxj=1,...,M | <T ′j , ri−1>, T ′j being the jth column of T ′. In step 2 and
step 3, we update the index set and the reconstruction matrix. The index set at
the ith iteration is an M × i matrix. Then we calculate the new residual at step
4. From experimental results, we select 2K as the iteration number since it gives a
reasonable computational complexity as well as a good reconstruction performance.
The running time of OMP algorithmis dominated by step 1, whose cost is O(MN) per
iteration. Since M is decided by O(Klog(N)), the total complexity of recovering a
signal using the OMP algorithm would be O(K2NlogN)). Assume we have an image
with X pixels, in block based CS which will be introduced in Chapter 2.1.3, the total
complexity of recovering the whole image would be O(K2XlogN), where N is the
block size.
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2.1.3 Block-based Compressive Sensing(BCS)
When CS is applied on the whole images, the reconstruction process requires high
computational complexity and large memory. In traditional CS as introduced in
equation (2.1), the original signal x is an N × 1 vector. For a 512 × 512 image, N
for a vector-reshaped 2D image would be 262144, which requires a 262144 × 262144
representation matrix Ψ and a M ×262144 sensing matrix Φ. This makes the storage
and the computations of OMP very large. To address the above problem, block CS
divides a 2D image into smaller blocks. Each block is sampled with a block-size-level
sensing matrix regardless of the original image size and each compressed block is
reconstructed individually [5, 6].
Figure 2.1: Block based Compressive Sensing
Figure 2.1 shows the compression and reconstruction process of block based com-
pressive sensing. In the compression part, the original image is divided into small
blocks. Each block is compressed with a sensing matrix Φ. In the reconstruction
part, each compressed block is reconstructed by applying the OMP algorithm. Fi-
nally, all the reconstructed blocks are combined together to form the reconstructed
image.
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There are two major approaches for block-based processing: non-overlapped and
overlapped processing [5]. Based on previous studies, non-overlapped and over-
lapped processing provide comparable Peak Signal-to-Noise Ratio(PSNR), while non-
overlapped method requires much less computing time. We use non-overlapped ap-
proach in our research.
Block sizes from 8×8 to 16×16 have been widely used in block-based CS. The
major difference between BCS and the standard CS is that in BCS the sparsity level
of the blocks is not fixed but determined block by block. This problem has been
studied in [8, 9]. Considering that some blocks are not sparse enough to apply CS,
it is proposed in [8] to apply CS only to sparse blocks. In [9], they used a so-called
acceptable permutation process to reduce the maximal sparsity level of the blocks in
order to use a sensing matrix with a weaker RIP condition to sample all the blocks.
In the selection of block size, there is a trade-off between the reconstruction
complexity and reconstructed signal quality. Small block benefits in less memory
and faster reconstruction, while large block offers better rate-distortion performance.
Small block tends to have smaller sparsity level than large block since with high prob-
ability the number of nonzero coefficients in a large dataset is larger than that in a
small dataset. As the sparsity level determines the iteration number in the recovery
algorithm, the number of iterations to recover a small block is smaller than that to re-
cover a large block. From experiments, the iteration number is a dominant parameter
of the computational complexity of the reconstruction process. As the block size in-
creases, the running time for recovering the block as well as the whole image increases
more than linearly. So the computational complexity can be saved significantly by
selecting a smaller block size. But the quality of reconstructed signal is known to
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be better with a large block. The larger the block size, the more correlations can
be exploited and thus the better reconstruction quality can be achieved at the same
sampling rate.
2.2 Hadoop Mapreduce
Hadoop MapReduce is a popular choice for handling large scale data. MapReduce
is a parallel programming model and Hadoop is the implementation of a MapRe-
duce framework. A MapReduce job usually splits the input dataset into independent
chunks and each chunk is processed by a map task in a parallel manner. The output
of maps is sorted and shuffled to the reduce task. Reduce task collects the interme-
diate results from maps and generate the final output. The framework is responsible
for scheduling tasks, monitoring them and re-executing the failed tasks.
A core component of Hadoop is its Hadoop Distributed File System(HDFS).
Hadoop is ideal for storing large amounts of data and using HDFS as its storage file
system which is fault-tolerant and provides high-throughput access to huge datasets.
As MapReduce distributes tasks, HDFS distributes storage. An HDFS cluster con-
sists of a single master node, known as NameNode, that manages the file system
namespace and regulates access to files by clients, and a number of DataNodes, each
of which stores part of the file system data. Internally, a file is split into blocks and
these blocks are stored in a cluster of DataNodes, and the NameNode is responsable
for mapping blocks to DataNodes.
The Hadoop MapReduce framework consists of two task-control components: a
JobTracker and a TaskTracker. Usually, one master JobTracker manages a number
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of slave TaskTrackers. The master JobTracker is responsible for scheduling the tasks
of a job on slave TaskTrackers. Based on the location of the input data of a job,
the JobTracker assigns tasks to run on TaskTrackers, monitors them, re-executes the
failed tasks and collects the output from TaskTrackers.
Figure 2.2: Hadoop JobTracker TaskTracker structure
In Figure 2.2, NameNode and DataNodes are in the HDFS layer. JobTracker
and TaskTrackers are in the Mapreduce layer. NameNode and JobTracker run in a
Master node. TaskTracker and DataNode run in a cluster of slave nodes. Hadoop
can be run on a single-node in a pseudo-distributed mode where each Hadoop dae-
mon(NameNode, DataNode, JobTracker, TaskTracker) being run in a separate Java
process.
The MapReduce programming model has two phases: map function and reduce
function. Hadoop launches a job by firstly splitting the input dataset into data splits,
then assigning each data split to a TaskTracker and processing them with a map
function. Map function views the input as a set of <key, value> pairs, and produces
11
Figure 2.3: Execution of a MapReduce Job
a set of <key, value> pairs as the output. When the map task completes, the system
will collect all the outputs as intermediate results. A sort-merge algorithm will be
applied on them to generate <key, values> pairs which share the same key to a set
of values. The intermediate results are then transferred to the TaskTrckers scheduled
to run the reduce tasks. Finally, the reduce tasks will process the intermediate data
to produce the result of the job, as shown in Figure 2.3.
12
Chapter 3
Hierarchical Block based CS
3.1 Motivation
In block-based compressive sensing, there is a trade-off between the complexity and
the reconstructed quality. A small block incurs low computational complexity while
the quality of recovery at the same bit rate is known to be better with a large block.
We prefer to use small blocks to save the complexity in the reconstruction process.
But small blocks can not give us sufficient compression compare to large blocks, which
motivates us to do a second level or even a third level compression. The accumulated
effective compression is just like applying CS on large blocks. We name it hierarchical
block-based CS(HBCS). The main idea of our proposed hierarchical block CS is to
distribute the compression and reconstruction process into multiple levels. In other
words, we can get a smaller sensing rate by applying a larger sensing rate in each
compression level. Thus more information can be retained in each compression level
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and better reconstruction result can be achieved. The simulation result shows that
our proposed hierarchical block-based Compressive Sensing provides a much better re-
constructed signal quality at low sensing rates while not increasing the computational
complexity thanks to the use of smaller blocks. In additional, we implement hierar-
chical block-based CS on Hadoop MapReduce platform to reduce the computation
time by reconstructing each block in parallel.
3.2 Hierarchical Block-based Compressive Sensing
In conventional block-based compressive sensing, the original image I is divided into
small blocks with size of N × 1, and each block B is sampled with the sensing matrix
Φ to get the compressed signal Y . In the recovery process, each compressed vector
Y is reconstructed to Bˆ. Finally, all the reconstructed vector Bˆ are combined to
form the reconstructed image Iˆ. In hierarchical block-based CS, multiple levels of
compression and reconstruction processes are applied.
Figure 3.1 and Figure 3.2 show the compression process for a two-level block-based
CS. The original image is first divided into blocks {B11, B12, ..., B1l} with size of N1×1
for each block, then each block is operated on by a sensing matrix Φ1. Φ1 is a M1×N1
matrix which will sample the block B1i into a M1 × 1 vector Y1i. All the compressed
data {Y11, Y12, ...Y1l} from the first level compression are then combined and reshaped
to get ready for the second level compression. In the same way as in the first level
compression, the rearranged data will be divided into blocks {B21, B22, ..., B2p} with
size of N2 × 1 for each block. The number of blocks generated in the second level
compression will be much smaller than the number of blocks we got in the first level
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Figure 3.1: Two-level Block-based Compression
Figure 3.2: Two-level Block-based Compression on Image
compression since the dataset is getting smaller in each compression level. Each B2i
is then sampled with a sensing matrix Φ2, which is a M2 × N2 matrix. Finally, we
get a set of M2×1 compressed data {Y21, Y22, ...Y2p} as the output of the second level
compression.
In the compression process for the two-level block-based CS, two different sens-
ing matrices are needed with one in each compression level if the two levels have
different block sizes or different sensing rates. The sensing rate is defined as reduced-
dimension/original-dimension. In our experiments, we use the same block size and
the same sensing rate for both of the two levels. In this case, the blocks in both of
the two levels have the same original dimension N and the reduced dimension M .
With the same block size and same sensing rate, we can use one sensing matrix Φ as
the sensing basis for both of the two levels.
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In practice, assume we have an H ×W image. In the first level of compression,
we reshape the image into an N × l matrix, where l = (H × W )/N . By viewing
each column of the reshaped image as an N × 1 block, the image is divided into l
blocks. Each block is sampled with a sensing matrix Φ with size of M ×N and gets
an M × 1 sampled data. All the sampled data are combined and reshaped into a
N × p matrix, and each column is viewed as one block. In this case, the blocks in
the second level have the same size as the blocks in the first level, then we use the
same sensing matrix Φ to sample the blocks we get at the second level and get the
final compressed vectors. The number of blocks in the second level would be much
smaller than the number of blocks in the first level, p<l. The sensing rate for each
level is M/N , so the overall sensing rate is M2/N2.
The reconstruction process is a reverse process of the compression process. For
the above two-level block-based CS, the reconstruction process includes two levels.
The first level reconstruction recovers each compressed vector Y2i to Bˆ2i. Based on
the combination method of the compression process, {Bˆ21, Bˆ22, ...Bˆ2p} are combined
and divided into {Yˆ21, Yˆ22, ...Yˆ2l}. Each Yˆ1i is then reconstructed to generate Bˆ1i. The
final recovered image is a combination of B
′
1i.
With the same block size and the same sensing rate for both levels, the recon-
struction process of the two-level block-based CS is as follows:
Input:
A set of Compressed data {Y21, Y22, ...Y2p}
The spasity level K for both levels
M ×N sensing matrix Φ
Output:
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A recovered image Iˆ
Procedure :
Apply the OMP algorithm on each signal vector Y2i, get recovered signal Bˆ2i
Generate a set of vectors {Yˆ11, Yˆ12, ...Yˆ1l} by combining Bˆ2i and reshaping it.
Apply the OMP algorithm on each signal vector Yˆ1i, get recovered signal Bˆ1i
Combine and reshape Bˆ1i to get the final output data Iˆ
Figure 3.3: Two-level Block based CS Reconstruction Process
In Figure 3.3, Y21, Y22, ...Y2p are M × 1 vectors which are the results of the com-
pression process. In the recovery process, take the two-level approach as an example,
each compressed vector Y2i is reconstructed by applying the OMP algorithm and get
an N × 1 intermediate results Bˆ2i. Then, all the intermediate results are combined
and reshaped into {Yˆ11, Yˆ12, ...Yˆ1l}, where Yˆ1i is an M × 1 vector, and each of which
is then reconstructed by applying the OMP algorithm and get a corresponding N × 1
reconstructed result Bˆ1i. Combine Bˆ1i and reshape it to get the final output Iˆ.
Hierarchical block-based CS distributes the compression and reconstruction pro-
cess into multiple levels. Comparing the conventional block-based CS with the two-
level hierarchical block-based CS, when the total sensing rate being the same, say
0.5, instead of doing a direct half ratio compression, the two-level approach samples
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the signal with sensing rate 0.7 at each compression level. Suppose the final sensing
rate is R, a larger sensing rate Ri can be applied in each compression level. The total
sensing rate is the product of the sensing rate in each level, R =
∏q
i=1Ri, where q
is the total number of compression levels and Ri ∈ (0, 1). The computational com-
plexity of the recovery process of HBCS increases as the number of layers increases.
Taking the complexity into consideration, the number of compression levels cannot
be very large. From our experiments, the running time of reconstructing an image
with block size B is roughly half the running time of recovering the same image with
block size 2B. To make the simulation result more comparable between a single level
compression and a hierarchical compression, we apply two-level block-based CS on
block size B and conventional block CS on the same image with block size 2B. In this
case, the computational complexity for these two approaches are almost the same.
3.3 Hadoop Implementation of CS reconstruction
In hierarchical block-based CS, each block’s reconstruction process is independent
of each other in each level. The number of blocks in each level is decided by the
data size and the block size, i.e., number of blocks = data size/block size. For
large images or multiple dimensional signals, since we tend to use smaller block size,
the number of blocks can be huge. The Hadoop MapReduce framework provides a
more effective way of handling large amount of data in a parallel fashion. In our
Hadoop MapReduce implementation, we treat each block reconstruction process as
a MapReduce task. The reconstruction process of each block can be run in parallel
under the MapReduce framework and collected as a whole in the final step. The
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MapReduce algorithm consists of map and reduce phases. In our implementation,
the map function is responsible for reconstructing each block and the reduce function
collects and combines all the recovered data.
For one level of the hierarchical block-based CS reconstruction process, the input
data of map phase is a set of compressed vectors with each vector in one line. In
map phase, the system splits the input data into fragments by lines. Each line is
a split data which means each compressed vector is a split data. Then each split
data is fed into a map function as a <Key, Value> pair. Key is the line number
of the split to record the index of the data; Value is the compressed vector. So the
input data for the map function can be written as <Index, Compressed Vector>.
Then the predesigned map function will process the compressed vector and generate
a recovered vector by applying the OMP algorithm. The output for the map function
is also a <Key, Value> pair. The output Key is the same as the input Key which is
the index of the vector. Value of the output is the recovered signal. The output data
of the map function can be written as <Index, Recovered Vector>. Because the key
of the map output is the index of the vector, no pair shares the same key, therefore
no merge phases are needed. The outputs of the map function are collected by the
reduce tasks. The reduce function will simply sort all the input data by the value of
Key and generate the final output pair <Index, Recovered Vector>.
Figure 3.4 shows the process of one reconstruction level in HBCS on Hadoop. The
input data need to be preprocessed by writing each compressed vector into one line
before transferring to the map function. When reading the input data, the system
will split the input files into data splits by line. Keys are the positions of the lines in
the file, and Values are the contents of the lines. The Key associated with each line
19
Figure 3.4: Hadoop implementation of CS reconstruction on one level
is its byte offset in the file. For simplicity, we use {1, 2, ..., l} to represent the Key
, where l is the largest line number. We use {cv1, cv2, ..., cvl} to represent the Value
of the input of the map. The input <Key, V alue> pairs can be written as <i, cvi>
where i ∈ {1, 2, ..., l}. Then each <i, cvi> pair is assigned to a mapper. The mapper
will generate a reconstructed vector rvi for each input value cvi by applying the OMP
algorithm as described in Chapter 2. The output of the mapper is a <Key, V alue>
pair where Key is the same as the input Key i, Value is the reconstructed vector rvi.
The outputs of map function are considered as intermediate results. The intermediate
<i, rvi> pairs are forwarded to the Reducers. The reduce function simply sorts the
<i, rvi> pairs by the Key i and generates the final output file with each reconstructed
vector written in one line.
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Figure 3.5: Hadoop implementation of hierarchical block based CS reconstruction
The hierarchical block-based CS reconstruction scheme will repeat the one-level
CS reconstruction process until the final result is generated as shown in Figure 3.5.
Between two consecutive reconstruction levels, the results from the previous recovery
process need to be rearranged to get ready for the next reconstruction level. The
rearrangement in the reconstruction process is a reverse procedure of that in the
compression process.
3.4 Performance Evaluation
In this section, we present the simulation results that demonstrate the performance
of the hierarchical block-based compressive sensing on Hadoop MapReduce.
Our experiments use servers equipped with 2.0 GHz 8 cores CPU, 4GB of total
memory, Linux version 3.2.0-49-generic-pae. All the Hadoop implementations are
tested on a pseudo-distributed, single-node Hadoop cluster with just one node that
acts as both the master-NameNode and the slave-DataNode. In addition, this same
node acts as the master-JobTracker and the slave-TaskTracker. Our experiments
consist of three parts. In the first part, we compare the computational complexity
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of standard block-based CS on single machine and on Hadoop MapReduce. In the
second part, we test more detailed performance, including computational complexity
and reconstructed signal quality of standard one-level block-based CS on Hadoop. In
the third part, we compare the performance of our two-level block-based CS with the
results of the second part.
3.4.1 Single Machine Versus Hadoop
First of all, we test the computational complexity of the reconstruction process of
standard BCS on a single machine and on a virtualized Hadoop environment. The
program running on the single machine is written in Java since Hadoop is a Java
based framework. The OMP algorithm is used as the reconstruction algorithm for
both approaches. In this part of the experiment, we select 256 as the block size and
20 as the iteration number. All the data are sampled with the sensing rate 0.7.
Table 3.1: Reconstruction computational complexity comparison of Hadoop and sin-
gle machine implementation of Standard Block CS with BS=256
Input File Dimension File Size Single Machine(sec) Hadoop(sec)
256×256 331KB 39.251 50.952
512×512 1326KB 156.247 81.0
1024×1024 15.6MB 1869.855 506.485
In Table 3.1, the first column shows the input image dimension. The second
column shows the input data size. The third and last columns show the complexity
of reconstructing the whole image under the two approaches. When the input image
size is 256 × 256, the single machine approach performs better than the Hadoop
approach. This is because the overhead of Hadoop becomes nonnegligible when the
dataset is small. The overhead of the Hadoop system includes two parts: fixed
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overhead and dynamic overhead. The fixed overhead in running any Hadoop job
is the work involved in job submission handled by JobTracker. The dynamic part
consists of processing a job by the Hadoop system and the time spent in the map and
the reduce function. Processing a job is mostly disk and network IO. The map tasks
write their outputs to the local disk when they are finished. The reducers then fetch
the outputs of mappers to the local memory or disk as soon as each mapper completes
its task. For a small dataset, the overhead of setting up a MapReduce job and the
data transfering between mappers and reducers is likely higher than the runtime of
the job itself. Thus, for small datasets, Hadoop is not a good option. In the rest of
our experiments, the size of the images we used is at least 512×512 pixels.
3.4.2 Computational complexity and reconstructed signal qual-
ity comparison with different block sizes
In the second part of the experiment, we test the computational complexity and the
reconstructed signal quality of the standard BCS on Hadoop with different block
sizes. We use three different block sizes, 64× 1, 128× 1 and 256× 1. The mean value
of the sparseness over all the blocks for these three different block sizes are 5, 10 and
15, respectively. The reduced dimension is calculated by M = RN where R is the
sampling rate from 0.1 to 0.8 and N is the block size.
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Table 3.2: Standard BCS on Hadoop MapReduce with Block Size 64
Sampling Rate M MSE
0.1 6 15735
0.2 13 3665
0.3 20 3040
0.4 26 2493
0.5 32 1852
0.6 38 1646
0.7 45 1511
0.8 52 1391
Table 3.3: Standard BCS on Hadoop MapReduce with Block Size 128
Sampling Rate M MSE
0.1 12 11801
0.2 24 3603
0.3 38 1987
0.4 52 1600
0.5 64 1117
0.6 76 959
0.7 90 872
0.8 102 731
Table 3.4: Standard BCS on Hadoop MapReduce with Block Size 256
Sampling Rate M MSE
0.1 26 9978
0.2 52 2169
0.3 76 1122
0.4 102 727
0.5 128 438
0.6 154 335
0.7 180 278
0.8 204 254
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Table 3.5: Standard BCS on Hadoop MapReduce with Block Size 512
Sampling Rate M MSE
0.1 52 2959
0.2 102 1054
0.3 154 433
0.4 204 329
0.5 256 277
0.6 308 253
0.7 358 243
0.8 410 236
Table 3.2, Table 3.3, Table 3.4 and Table 3.5 show the reconstruction performance
of standard BCS, including MSE and computational complexity. M is the number
of the measured samples for each block. MSE shows the mean squared error be-
tween the recovered image Iˆ and the original image I. Small MSE indicates a better
reconstructed signal quality.
When we compare the MSE of the recovered image with different sensing rates for a
certain block size, the MSE increases when the sampling rate goes smaller. Obviously,
with a smaller sampling rate, less information is retained in the compression process.
When the sensing rate is low, lots of information, which may include some useful
data to do the reconstruction, is lost during the compression process. With the same
compression and reconstruction algorithm, the recovery process can not create new
information besides what we got from the compression part.
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Figure 3.6: Standard BCS performance with different sampling rates for block size
64
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Figure 3.7: Standard BCS performance with different sampling rates for block size
128
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Figure 3.8: Standard BCS performance with different sampling rates for block size
256
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Figure 3.9: Standard BCS performance with different sampling rates for block size
512
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Figure 3.10: Performance comparison of standard BCS with different block sizes
on Hadoop MapReduce. X axis represents sampling rate from 0.1 to 0.8. Y axis
represents MSE. The four curves from top to bottom indicate the MSE for block size
64, 128, 256 and 512, respectively.
Figure 3.6, 3.7, 3.8 and 3.9 show the reconstructed images with block size 64, 128,
256 and 512, respectively. In these four figures, the top left image is the original image.
The rest eight images are the reconstructed images with sampling rate from 0.1 to 0.8.
Figure 3.10 compares the MSE with different block sizes. X axis represents sampling
rate, Y axis represents the MSE between the reconstructed image and the original
image. The four curves from top to bottom indicate the MSE for the recovered image
with block size 64, 128, 256 and 512, respectively. From the experiment results, we
find that with the same sensing rate, the reconstructed images with larger blocks
always have smaller MSE. In other words, larger blocks have better reconstructed
image quality than smaller blocks when the sensing rates are the same. With larger
blocks, more correlations in the block can be exploited in the compression process.
The smaller the block size is, the less the compression space is. In an extreme case,
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if the block size is 1, no information will be able to be compressed.
We get two conclusions comparing the reconstructed signal quality for different
block sizes. The first one is that with the same sensing rate, larger blocks always have
better reconstructed signal quality. The second one is that when the sampling rate is
low, say below 0.3, no matter which block size is selected, the MSE always becomes
extremely high. Little information can be recovered.
When comparing the computational complexity of running the reconstruction pro-
cess on Hadoop, we found that the running time for the tasks with the same block
size is roughly the same regardless of the sensing rate, but differs from the tasks with
different block sizes. That is because the recovery process for different block size has
different sparsity level and different number of iterations. For large blocks, the spar-
sity level is relatively high because the number of nonzero coefficients in large blocks
is likely to be more than the number of them in small blocks. Sparsity level decides
the number of iteration of recovering a block. Recovering large blocks needs more
iterations and the recovering process in each iteration is more complicated. Thus,
the running time of recovering larger blocks is longer than that of recovering smaller
blocks.
Table 3.6 and Figure 3.11 show the complexity of recovering a single block with
different sizes. The complexity of the reconstruction process for a single block grows
fast as the block size increases. Table 3.7 and Figure 3.12 show the average running
time for recovering the entire image on Hadoop MapReduce. As shown in Chapter
2.1.3, for a certain image, the complexity of reconstructing the entire image depends
on K2 and logN . Larger blocks have larger K and N. With the same image, although
the number of blocks with larger block size is less than the number of blocks with
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smaller block size, the running time for recovering the entire image with larger blocks
is still longer than that with smaller blocks.
Table 3.6: Computational Complexity of Recovering a Single Block
Block size 64 128 256 512
Complexity(sec) 0.001 0.096 0.266 0.935
Figure 3.11: Computational Complexity of recovering a single block with different
block size. X axis represents block size from 64 to 512. Y axis represents the running
time measured in second.
Table 3.7: Computational Complexity of Recovering the Entire Image on Hadoop
Block size 64 128 256 512
Complexity(sec) 27.716 42.128 81.0 128.625
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Figure 3.12: Average Computational Complexity of recovering the whole image with
different block sizes using standard BCS on Hadoop. X axis represents block size
from 64 to 256. Y axis represents the running time measured in second.
Based on the observation we got from this part of experiment, we can conclude
that small blocks tend to be selected for the purpose of having a more time efficient
reconstruction process. The tradeoff for the time saving is the poorer reconstructed
signal quality. Our approach takes the advantage of time efficiency with small blocks
and overcomes the disadvantage by applying multiple compression and reconstruc-
tion processes hierarchically. The simulation results in Chapter 3.4.3 show that the
HBCS has a significant improvement in terms of reconstructed signal quality when
the sensing rate is low.
3.4.3 Hierarchical Approach vs. One Level Approach
In hierarchical block-based CS, multiple levels of compression are done in the encoder
side, each layer has its own sampling rate. The total sampling rate is the product of
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the sampling rate in each level. Our experiments are based on the two-level imple-
mentation, and use the same sensing rate for both compression levels.
Table 3.8: Two-level HBCS with Block Size 128
Total Sampling Rate M for Each Level MSE
0.1 40 3430
0.2 57 1714
0.3 70 1133
0.4 80 978
0.5 90 823
0.6 100 776
0.7 108 728
0.8 114 689
Table 3.9: Two-level HBCS with Block Size 256
Total Sampling Rate M for Each Level MSE
0.1 80 1626
0.2 114 744
0.3 140 563
0.4 162 508
0.5 181 442
0.6 198 434
0.7 214 411
0.8 228 406
Table 3.8 and Table 3.9 show the experiment results of two-level HBCS with
block size 128 and 256 respectively. The total sampling rate is from 0.1 to 0.8. Since
both levels have the same sensing rate, the sensing rate for each level is the square
root of the total sampling rate. MSE shows the mean squared error between the
final recovered image and the original image. As we can see from these tables, the
reconstructed image quality increases as the total sensing rate increases. The MSE
comparisons between our two-level HBCS and the conventional BCS are shown in the
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figures below.
Figure 3.13: MSE Comparison of One-level CS with BS=256 and Two-level CS with
BS=128. X axis represents sensing rate from 0.1 to 0.8. Y axis represents MSE
between the reconstructed image and the original image. Red curve and blue curve
show the reconstruction results of conventional one level BCS with block size 128 and
256 respectively. Green curve shows the reconstruction result of hierarchical two-level
BCS with block size 128.
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Figure 3.14: MSE Comparison of One-level CS with BS=512 and Two-level CS with
BS=256. X axis represents sensing rate from 0.1 to 0.8. Y axis represents MSE
between the reconstructed image and the original image. Red curve and blue curve
show the reconstruction results of conventional one level BCS with block size 256
and 512 respectively. Green curve shows the reconstruction result of hierarichical
two-level BCS with block size 256.
Figure 3.13 and Figure 3.14 show the comparison between our approach and the
conventional one-level approach. X axis represents the total sensing rate, Y axis
represents the MSE between the recovered image and the original image. In Figure
3.13, three different approaches are tested: one level with block size 256(one 256), one
level with block size 128(one 128), two levels with block size 128(two 128). From our
experiment results, the one 256 and the two 128 have roughly the same computational
time. From Table 3.7, we can see that the running time of recovering the entire image
with block size 128 is roughly half of the time of recovering the image with block size
256. The two 128 has two levels of reconstruction process. The number of blocks
in the second level is much smaller than that in the first level, so the reconstruction
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complexity of the second level is less than the first level. But there is some overhead,
including the combination and rearrangement between two consecutive levels. From
our experiments, the total running time of two 128 is roughly double the running time
of reconstructing the one 128. It gives us the motivation to compare the reconstructed
image quality between one 256 and two 128, since both of them have about the same
time complexity. The reconstructed image quality measured in MSE of one 256 and
two 128 are shown in blue curve and green curve in Figure 3.13 respectively. The MSE
of these two approaches have little difference when the sensing rate is high. When
the sensing rate is below 0.3, our two-level HBCS (two 128) significantly reduces
the reconstruction distortion by providing a much smaller MSE than one 256. It is
because when the sensing rate is low, the information retained in the compression
process in one-level BCS is not sufficient to have an acceptable reconstruction. But
when the sensing rate is higher, more information can be retained which is sufficient
to have a good reconstruction quality, even with one-level approach.
As shown in Table 3.8 and Table 3.9, when the total sensing rate of two-level
HBCS is 0.1, the sensing rate of each level is 0.316. It means that three times more
information can be retained in each of the two levels. Table 3.10 shows that, when
the sensing rate is 0.1, the reconstructed image has very poor quality. But sensing
rate 0.3 gives us an acceptable reconstructed signal quality. With a much better
reconstructed quality in each level, the accumulated reconstructed signal quality of
two-level HBCS is still much better than one-level BCS, although the total sensing
rates are the same.
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Chapter 4
Conclusion and Future Works
In this research, we propose hierarchical block based compressive sensing and tested
the standard BCS and the proposed HBCS performances on the Hadoop platform.
When the image size is large, the Hadoop implementation of the BCS reconstruction
process is more efficient in terms of computational time. In HBCS, we use small
blocks to reduce the computational time. By applying multiple levels of compression
and reconstruction, we can get a better reconstructed signal quality at the same
sampling rate. The simulation results show significant reconstructed signal quality
improvement when the sensing rate is low. HBCS is further improved by a Hadoop
Mapreduce implementation, which reduce the running time of the reconstruction
process by recovering blocks in parallel.
In our current implementation, we use the same sensing rate for all the blocks.
But in practice, different blocks usually have different sparsity levels. One of our
future works is to apply different sensing rates for different blocks depending on their
sparsity levels. In this case, with the more accurate compression for each block, better
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reconstructed signle quality expected.
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