Abstract. The recent trend towards standardization of Electronic Health Records (EHRs) represents a significant opportunity and challenge for medical big-data analytics. The challenge typically arises from the nature of the data which may be heterogeneous, sparse, very highdimensional, incomplete and inaccurate. Of these, standard pattern recognition methods can typically address issues of high-dimensionality, sparsity and inaccuracy. The remaining issues of incompleteness and heterogeneity however are problematic; data can be as diverse as handwritten notes, blood-pressure readings and MR scans, and typically very little of this data will be co-present for each patient at any given time interval.
Introduction
The introduction of electronic health records as a means of standardizing the recording and storage of healthcare information has been significantly accelerating in recent years, resulting in massive volumes of patient data being stored online in a manner readily accessible to clinicians and health-care professionals [1, 2] . Clinicians routinely support patient diagnosis and the selection of the individual treatment by analysis of symptoms in conjunction with the longitudinal patterns evident in physiological data, past clinical events, family history, genetic tests, etc. The availability of this online data resource, covering large cross-sections of the population, offers an unrivaled opportunity to employ big data analytics to spot trends, relations and patterns that may escape the eye of even most experienced clinicians. The results will support personalized medicine, where decisions, practices, and treatments are tailored to the individual patient [3] . (Decision support in particular is a key topic in biomedical informatics; it will likely prove essential in clinical practice for human intelligence to be supported by machine intelligence: HumanComputer Interaction and Knowledge Discovery will thus be critical areas of endeavor [4] ).
However, analysis of medical records poses several serious challenges due to the nature of the data which is typically heterogeneous, sparse, high-dimensional and often both uncertain and incomplete [5] . Furthermore, image and video data may contain not only the organs/regions of interest but also neighboring areas with little relevance to the diagnosis.
In this paper we propose a kernel-based framework for medical big data analytics to address the issue of heterogeneous data, which employs a neutral point substitution method to address the missing data problem presented by patients with sparse or absent data modalities. In addition, since medical records contain many images (X-ray, MRI, etc) we propose to employ a deep-learning approach to address the problem of progressive areal segmentation, in order to improve analysis and classification of key organs or regions.
In the following section we present the kernel-based framework for medical big data analytics. Section 3 presents our arguments for the use of deep learning in medical image segmentation. Final remarks and conclusions are presented in Section 4.
Glossary and Key Terms
Kernel-Methods: Kernel-Methods constitute a complete machine learning paradigm wherein data is mapped into a (typically) high-dimensional linear feature-space in which classification and regression operations can take place (the support vector machine being the most commonplace). The great advantage of kernel-methods is that, by employing the kernel-trick, the coordinates of the implicitly constructed embedding space need never be directly computed; only the kernel matrix of intra-object comparisons are required.
Kernel: A kernel is defined as a symmetric function of arity-2 which forms a positive semidefinite matrix for each finite collection of objects in which pairwise comparison is possible. Critically, this matrix defines a linear space such that, in particular, a maximum-margin classifier can be constructed in this embedding space using the (kernelized) support vector machine. The convex optimization problem is solved via the Lagrangian dual, with the decision hyperplane defined by the set of support objects (those with non-zero Lagrangian multipliers).
Neutral Point Substitution: Kernel matrices can be linearly combined while retaining their kernel properties. This makes them ideal for the combination of very heterogeneous data modalities (in multiple-kernel learning the coefficients of this combination are explicitly optimized over). However, the absence of data in any given modality presents significant difficulties in constructing the embedding space. The neutral point substitution method attempts to overcome these in an SVM context by utilizing an appropriate mathematical substitute
