Abstract. We consider the problem of reconstructing a set of sparse vectors sharing a common sparsity pattern from incomplete measurements. To take account of the joint sparsity and promote the coupling of nonvanishing components, we employ a convex relaxation approach with mixed norm penalty ℓ 2,1 . This paper discusses the computation of the solutions of linear inverse problems with such relaxation by forward-backward splitting algorithm. We establish new strong convergence results for the algorithm, in particular when the set of jointly sparse vectors is infinite.
1. Introduction. Sparse signal reconstruction seeks to solve many ill-posed problems arising in source separation, denoising, and compressed sensing [6, 20] by exploiting the additional sparsity constraint. In the basic model, the signal is an unknown vector c ∈ C N , and the sensing process yields a measurement vector u ∈ C m that is formed by the product of c with a sensing matrix, i.e., u = Ac, where A ∈ C m×N . The key observation is that when the signal c is sufficiently sparse, it can still be uniquely determined from an underdetermined set of measurements (m < N ). To overcome the NP-hardness of directly finding the sparsest c consistent with a given measurement, various greedy and convex relaxation strategies have been proposed and demonstrated, both empirically and theoretically, to have good reconstruction performance in a range of settings.
In parallel to developments in sparse signal models, many application scenarios have motivated research interest in processing not just a single signal, but many signals or channels at the same time. In such scenarios, these signals do not only possess sparse representations individually, but additionally they can also share common sparsity patterns. The problem of simultaneous recovery of jointly sparse signals from incomplete measurements have been referred to as multichannel sparse recovery, joint sparse recovery, simultaneous sparse approximation or multiple measurement vector (MMV) problem [16, 9, 41, 40, 25, 34, 30, 23, 42, 18, 33] . Some well-known applications can be found in, for instance, neuroimaging [28, 29, 36] , DNA microarray [24, 35] and sensor network [3, 43] . Recently, the joint sparse recovery problem also arises in the approximations of parameterized partial differential equations (PDEs) modeling physical systems with uncertain input. As this application has not drawn much attention so far, we include a detailed discussion in Section 1.1.
This paper is concerned with the simultaneous recovery of a collection of sparse signals {c (r) ∈ C N : r ∈ Ω}, where Ω is a countable (possibly infinite) set, given multiple measurements u (r) = Ac (r) + e (r) , ∀r ∈ Ω.
(1.1)
Here, u (r) ∈ C m are the measurement vectors, A ∈ C m×N is a predefined sampling matrix and e (r) ∈ C m are unknown noise vectors. Grouping separate signals, mea-surement and noise vectors into the matrices c = [c (1) c (2) . . . c (r) . . . ] ∈ C N ×Ω u = [u (1) u (2) . . . u (r) . . . ] ∈ C m×Ω , e = [e (1) e (2) . . . e (r) . . . ] ∈ C m×Ω , the considered problem becomes the reconstruction of signal matrix c from u = Ac + e.
(1.2)
We assume the signals c (r) possess the joint sparsity pattern, under which all except a few rows of c are non-negligible. Then, our goal is finding a sparse matrix solution consistent with (1.2) .
For a matrix x of real or complex entries, let us denote by x i and x (r) the i-th row and r-th column of x, respectively. We consider the reconstruction of sparse matrix c, given measurement u satisfying (1.2), via x * solving the convex minimization program
where the matrix norm · p,q is defined as
The mixed norm ℓ 2,1 , equivalent to first finding the ℓ 2 norm (promoting nonsparsity) to rows and then applying the ℓ 1 norm (promoting sparsity) to the resulting vector, has been known a tractable and efficient approach to recover signal matrix with fewest nonzero rows, just as the ℓ 1 regularization relaxes and replaces the ℓ 0 minimization in single sparse approximation. This paper studies and analyzes a forward-backward splitting approach to solve (1.3). In this context, it is also known as proximal Landweber method, or thresholded Landweber method. This approach has been studied intensively in the literature for solving standard, unconstrained ℓ 1 minimization problem motivated by single signal recovery, and convergence theory exists in many previous works, e.g., [17, 14, 15, 31] . The extension of forward-backward splitting to joint sparse recovery is also quite straightforward. It is indeed possible to obtain many interesting results for joint sparse recovery just by slightly modifying available proofs for single recovery (that is, replacing signal vectors by signal matrices, and the absolute value of vector components by the norm of matrix rows). Yet, some important questions still remain open. So far, most of the strong convergence results (for single or simultaneous reconstructions) rely on either the strict convexity of the fidelity term or the finite dimension of the signals (two exceptions are [17] , where the single vector signal can be infinite-dimensional, and [25] , which includes, among others, an extension of the aforementioned work to the joint sparse recovery of finite number of infinite-dimensional vectors). In this manuscript, our main contribution is a strong convergence result for forward-backward splitting in another joint sparse recovery scenario where neither of these assumptions holds. In particular, we consider the simultaneous reconstruction in which the dimension of each signal is finite, but the number of signals is infinite. This setting is of mathematical interest and arises in compressed sensing-based approximation of parametric PDEs, discussed in Section 1.1 below. Here, as the solution matrix possesses infinitely many columns, the arguments of [17] seem no longer applicable and our analysis needs to follow a new, completely different path.
1.1. A motivating example: Parameterized elliptic PDEs. The problem of joint sparse recovery arises in, among others, the approximation of high-dimensional 2 parameterized systems. In these contexts, the target quantities of interest are often associated with the solution of a parameterized PDE of the form: find u(·, y) :
where L is a differential operator defined on a spatio-temporal domain D and y is a parameter vector in a high-dimensional tensor product domain U ⊂ R d . One typical goal is to simultaneously approximate the entire parametric solution map y → u(·, y) ∈ V up to a prescribed accuracy with minimal computational cost, where V is the solution space, typically a separable Hilbert space. As this solution map is now well-known to be smooth for a wide class of parameterized PDEs, global polynomial approximation is an appealing approach to solve (1.4).
Let J be a finite set of multi-indices with cardinality #(J ) = N , {Ψ ν } ν∈J be an a priori chosen multivariate polynomial basis and u J = ν∈J c ν (·)Ψ ν (y) be the projection of u to the space V ⊗ span{Ψ ν : ν ∈ J }, we build an approximation u * to u J (and thus, to the solution u) of the form:
where {c * ν } ν∈J ⊂ V are the Hilbert-valued coefficients to be computed. Compressed sensing-based polynomial approximations [37, 1, 11] allows the truncation of the expansion (1.5) in a large, not necessarily optimal index set J . One first generates m samples y 1 , . . . , y m in U independently from the orthogonalization measure associated with {Ψ ν } ν∈J and solves the equation (1.4) at these samples, to form the sampling matrix A := (Ψ ν (y i )) 1≤i≤m, ν∈J as well as the output vector u := (u(y 1 ), . . . , u(y m )). Taking account that the true unknown coefficient c = (c ν ) ν∈J approximately solves the linear system 6) and further, the sequence {c ν } ν∈J decays fast to 0 in V-norm with a large percentage of its elements being negligible [13, 10] , it is reasonable to approximate c by x * , the solution to the regularized problem:
in which the number of samples (m) can be significantly less than the size of polynomial subspace (N ). Here, the norm · V,q is defined for c ∈ V N as c V,q := ( ν∈J c ν q V ) 1/q . This is arguably the most natural extension of the ℓ 1 minimization approach, traditionally for real and complex signal recovery, to the reconstruction of sparse generalized vectors, each component of which is Hilbert-valued. In-depth analysis and application of (1.7) in solving parameterized PDEs are conducted in an ongoing work [19] .
Let {φ r } r∈N be an orthonormal basis of V, then c ν ∈ V is uniquely represented as
With an abuse of notation, we identify c with c (and similarly for u, x, Ax) and the norm · V,q with · 2,q . Problem (1.7) now becomes exactly (1.3) with Ω = N, an infinite set. The convergence results established in this manuscript for reconstructing infinitely many jointly sparse vectors reveal that forward-backward splitting approach enjoys strong convergence in solving the abstract problem (1.7), even before spatial (or temporal) discretization is introduced.
Related works.
There have been several approaches for the joint sparse recovery, many of which are extensions from the single signal recovery. These include greedy methods [16, 41, 30] , and algorithms based on mixed norm optimization [16, 40, 25, 23, 42] . A method to reduce the multiple measurement problem to the basic model of a single sparse vector via a random projection that preserves the sparsity structure was proposed in [34] . It is also possible to improve the joint sparse recovery by exploiting the rank of signal matrix, see [18] .
The properties and computation of the solutions of problem (1.3) (and related variants) have been studied in several previous works. For instance, a FOCUSS algorithm was developed in [16] for ℓ 2,q penalty with q ∈ (0, 1], and shown by numerical tests to converge to a sparse solution. [40] established sufficient conditions under which the ℓ ∞,1 regularization computes sparse solutions to simultaneous approximation problems. In [25] , a double-minimization scheme is proposed to model joint sparsity, the first step of which is a forward-backward splitting algorithm to solve ℓ p,1 regularized problem (1 ≤ p ≤ ∞). Strong convergence of this algorithm was proved. Further progresses in this topics were made in [42, 23] , where the benefit of simultaneous reconstruction with mixed norm ℓ 2,1 over sequential reconstruction of each signal vectors was analyzed.
A problem closely related to joint sparse recovery is block sparse recovery, [22, 38, 21, 2] , where the output vectors are acquired via different sampling matrices, i.e., A is replaced by A (r) in (1.1). While this problem is not discussed in detail herein, we expect that our convergence result can be extended to the block sparse setting with slight modifications.
1.3. Organization. Our paper is organized as follows. In Section 2, we review conditions for uniform recovery, based on an extension of null space property and restricted isometry property to the joint sparse case. In Section 3, we describe the forward-backward splitting scheme for joint sparse recovery and prove necessary background properties. Our main convergence results will be presented in Section 4. Finally, the concluding remarks can be found in Section 5.
2. Uniform recovery conditions. Uniform recovery of multiple signals using ℓ 2,1 relaxation can be guaranteed by extensions of well-known concepts such as null space property (NSP), [12] , and restricted isometry property (RIP), [7] , to the joint sparse setting. These extensions have been discussed in several previous works, in particular in the noiseless case, i.e., e = 0 in (1.2), see [38, 42, 32] . In this section, we present a brief review of the joint sparse versions of NSP and RIP to guarantee the uniform recovery under the presence of noise as well as sparsity defect. While being quite straightforward, such developments have often been overlooked in the literature.
Let us define H = {x ∈ C N ×Ω : x 2,2 < ∞}. For x ∈ H, it is easy to see that x 2,q < ∞, ∀q > 0, and we call x s-sparse if there are at most s rows of x not identically zero. Let us denote by [N ] the set {1, . . . N } and x S the submatrix of x consisting of the rows of x indexed by S. Also, denote by T s x the best sterm approximation of x, i.e., T s x s-sparse and supp(T s x) consists of the indices corresponding to the s largest row norms x i 2 , and σ s (x) 2,q the ℓ 2,q best s-term error, i.e., σ s (x) 2,q := x − T s x 2,q . Assuming an estimate of the noise e 2,2 ≤ η is given, we consider the following constrained mixed ℓ 2,1 minimization problem
which is equivalent to (1.3) for a proper choice of µ. In case η = 0 (noiseless), it has been shown in [42, 32 ] that all c s-sparse in H can be uniquely recovered from u = Ac using (2.1) if and only if
for all x = 0 with columns x (r) ∈ ker A and all S ⊂ [N ] with #(S) = s. Here, S c is the complement of S in [N ]. For η > 0, the reconstruction of best s-term approximations of all c ∈ H (up to a constant and noise level) can be guaranteed via an ℓ 2,2 -robust NSP.
Definition 2.1 (ℓ 2,2 -robust null space property). The matrix A ∈ C m×N is said to satisfy the ℓ 2,2 -robust null space property NSP of order s with constants 0 < ρ < 1 and τ > 0 if
Indeed, by following the same arguments used in the single vector recovery case, see for example [26, Theorem 4.22] , with the vector norms replaced by the matrix norms, we can obtain the following result. Proposition 2.2. Let 1 ≤ q ≤ 2. Suppose that the matrix A ∈ C m×N satisfies the ℓ 2,2 -robust NSP of order s with constants 0 < ρ < 1 and τ > 0. Then, for any c ∈ H, the solution x * to (2.1) with u = Ac + e and e 2,2 ≤ η approximates c with errors
3)
for some constants C 1 , C 2 > 0 depending only on ρ and τ . In particular, for q = 1 and q = 2, (2.3) gives estimates
To quantify the number of samples needed for successful recovery, an RIP-type condition is desirable. In fact, one can show that the ℓ 2,2 -robust NSP (2.2) can be induced from the standard RIP. As a result, uniform reconstruction of best sterm approximations to signal matrices (represented in (2.3)) is guaranteed under the same sample complexity required in uniform recovery of vectors, regardless how A is determined.
Proposition 2.3. Suppose that the matrix A ∈ C m×N satisfies the RIP, that is
. Then, A satisfies the ℓ 2,2 -robust NSP of order s with constants 0 < ρ < 1 and τ > 0 depending only on δ 2s .
Proof. We will show that (2.4) is equivalent to the following joint sparse version of RIP
The implication of ℓ 2,2 -robust NSP from (2.5) then follows closely the arguments in vector recovery proof, see for example [26, Theorem 6.13] , and is omitted here for brevity. First, assuming (2.4), let x = [x (r) ] r∈Ω be a 2s-sparse matrix in H. Since each column x (r) is a 2s-sparse vector in C N , there holds
Summing (2.6) over all r ∈ Ω, (2.5) holds. Conversely, assuming (2.5), let z be a 2s-sparse vector in
2,2 . Since z 2 = x 2,2 and Az 2 = Ax 2,2 , we obtain (2.4).
3. Forward-backward splitting algorithm for joint sparse recovery. In this section, we present a forward-backward splitting algorithm for solving problem (1.3). For simplicity, we assume that µ = 1 in (1.3) , noting that all of the analysis to follow holds in the case of arbitrary µ. We also assume that u ∈ H, so that (1.3) has solutions in H.
Let φ 1 (x) = x 2,1 and φ 2 (x) = 1 2 Ax − u 2 2,2 . Then φ = φ 1 + φ 2 represents a splitting of the objective of (1.3) into the non-differentiable and Fréchet differentiable parts, φ 1 and φ 2 , respectively. Define T 1 = ∂φ 1 , T 2 = ∂φ 2 = {∇φ 2 }, and T = ∂φ = T 1 + T 2 , the solutions x * ∈ H of (1.3) are characterized by
where ∂φ 1 represents the subdifferential of φ 1 : for all x ∈ H,
Let X * := {x ∈ H : 0 ∈ (T 1 +T 2 )(x)}, we aim to find x * ∈ X * via a formulation of the forward-backward splitting algorithm [5, 27, 8] , which makes use of the splitting of T into T 1 and T 2 , derived in the setting of joint-sparse recovery. The forward-backward algorithm is a two-step fixed-point algorithm that involves an explicit (forward) step composed with an implicit (backward) step. It is efficient, in that it only involves alternating steps requiring relatively cheap computations, using the functions T 1 and T 2 separately. In this way it avoids direct computation of (T 1 + T 2 ) −1 (0), which may not be feasible. 6 We derive the algorithm as follows. Let τ > 0, then from (3.1) we have
3) is well-defined, since, as we shall see, (I − τ T 2 ) is single-valued and (I + τ T 1 ) is invertible. The last identity in (3.3) leads to the forward-backward splitting algorithm: given initial guess x 0 ∈ H, compute
where x k denotes the approximation at k-th iterate. Let us define
, and
, and it is clear from (3.1) and (3.3) that X * is the set of fixed points of
and S τ ,j (·) := (S τ (·)) j , we denote the row-wise operators associated with J τ , G τ , and S τ , respectively. In the subsequent part, we will derive the following formulations for G τ and J τ :
One can observe that the forward operator G τ resembles a step of gradient descent algorithm with stepsize τ for minimizing φ 2 . The backward operator J τ , on the other hand, is a soft thresholding step associated with proximal point method. As a result, algorithm (3.4) can be considered as an instance of proximal-gradient method. Our analysis is conducted under the following assumption, which states that A * A (the Hessian of φ 2 , see Section 3.1) has bounded spectral norm, and that the step size τ is chosen appropriately with respect to its spectral radius. Assumption 3.1. Let H := A * A, then H 2 < +∞, and the step size τ in (3.4) satisfies 0 < τ < 2/ H 2 .
Under this assumption, we establish some nonexpansive properties for G τ and J τ , which are essential for our convergence proofs. In particular, G τ is nonexpansive, i.e.,
and J τ is row-wise firmly nonexpansive, i.e.,
(3.8)
We remark that further assumptions can be imposed on H to make G τ a contraction on the whole (or certain subspaces of) H. In such setting, the desired strong convergence can be obtained via a routine manner from classical theory (see discussion in Section 4.3). On the other hand, it is also possible to prove strong convergence in joint sparse recovery with nonexpansiveness (3.7) and (3.8) by slightly extending the available arguments in single vector recovery, e.g., [31] , given Ω being a finite set (and thus, C N ×Ω being locally compact). We stress that neither of these assumptions is required in our below analysis. 
Gradient descent step. First, it is easy to show that φ 2 is twice Fréchet differentiable on H with
as in (3.5). The below lemma establishes the nonexpansiveness of G τ in mixed norm · 2,2 , given Assumption 3.1. Lemma 3.2. Let H and τ satisfy Assumption 3.1. Then G τ is nonexpansive.
Proof. Let v, w ∈ H be arbitrary. Since We have
. There follows
from which we conclude the nonexpansive property for G τ .
Proximal point step.
We denote H 0 = {z ∈ C Ω : z 2 < ∞}. To derive formulation (3.6) for J τ , first we need the following lemma.
Lemma 3.3. Let z ∈ H 0 , then
where B 2 (0, 1) is the unit ball in H 0 . Proof. First consider the case z = 0. Let v ∈ ∂ z 2 , then for z
With Lemma 3.3, for every z ∈ H 0 , we can write
from which it is clear that for every x ∈ H, j ∈ [N ],
thus, J τ is equivalent to row-wise soft thresholding on H. Equation (3.11) can also be written as
where P τ is metric projection from H 0 onto B 2 (0, τ ), i.e., for x j ∈ H 0 ,
Our next result establishes that J τ ,j is firmly nonexpansive for each j ∈ [N ]. Lemma 3.4. Let τ > 0, then J τ : H → H is row-wise firmly nonexpansive, i.e., satisfies (3.8).
Proof. The proof follows the arguments in [4] , and we include here for completeness. Since B 2 (0, τ ) is a nonempty closed convex subset of H 0 , and P τ is a projection, we have P τ v j − P τ w j , w j − P τ w j 2 ≤ 0 and P τ w j − P τ v j , v j − P τ v j 2 ≤ 0 for every v j , w j ∈ H 0 . Adding, we obtain
It follows that
which, with (3.12), implies (3.8).
Convergence results.
In this section, we present our main results showing that the sequence {x k } obtained by iterating (3.4) converges strongly to an element x * ∈ X * from any initial guess x 0 ∈ H. These results apply for Ω being either a finite or infinite set. Our analysis relies on the following partition of the index set [N ], inspired by [31, Definition 4.3] , for the joint-sparse recovery setting.
The intuition for this partition can be derived as follows. It is easy to see from the definition of X * and the subdifferential of φ 1 and Lemma 3.3 that
Furthermore, if x * ∈ X * and j ∈ L,
Using this partition of [N ], our strong convergence result is obtained in three steps: 1. Establish finite convergence on the set L, i.e., determine a bound on the number of iterations K such that 
Combine the known weak convergence result, e.g., [14] , with the angular convergence to obtain the convergence in norm on E (Theorem 4.7). First, we show that the sets L and E defined above are invariant on X * , thereby justifying the use of Definition 4.1 in studying the convergence of {x k } to an arbitrary element x * ∈ X * . Lemma 4.2. Under Assumption 3.1, for every x, x ′ ∈ X * , Hx = Hx ′ , and hence ∇φ 2 (x) = ∇φ 2 (x ′ ). Proof. Since J τ and G τ are nonexpansive, x, x ′ ∈ X * gives
and we may replace both inequalities with equalities. Letting z = x − x ′ and v = H 1/2 z, from (4.5) we have
τ . Hence, v = 0 and (4.5) gives
This yields Hx = Hx ′ , and since ∇φ 2 (x) = A * (Ax − u), ∀x ∈ H, the result follows.
Our next lemma concerns the weak convergence properties of the algorithm. Weak convergence of the forward-backward iterations has been well-established in the general case of monotone inclusion problems [14, 4] . Such problems include (1.3), and therefore the weak convergence holds in this setting as well.
Lemma 4.3. Let Assumption 3.1 hold and {x k } be generated by the forwardbackward iterations (3.4) starting from any x 0 ∈ H. Then {x k } converges weakly to some x * ∈ X * . Proof. Since firmly nonexpansive operators are nonexpansive and G τ is nonexpansive, it follows that the composition, S τ , is also nonexpansive. The Browder-Göhde-Kirk Theorem and [4, Corollary 4.15] then imply that X * , the set of fixed points of S τ , is a nonempty, closed, and convex subset of H. Therefore problem (1.3) and the algorithm (3.4) satisfy the assumptions of [14, Theorem 6.3 and Corollary 6.5], and the weak convergence of our forward-backward iterations follows.
4.1. Finite convergence in the support complement and angular convergence. In this section, we show two results key in proving strong convergence. The first says that the rows associated with the set L ⊂ (supp(x * )) c of {x k } converge to 0 in finitely many iterations, thus coinciding with x * . Lemma 4.4. Let Assumption 3.1 hold and {x k } be generated by the forwardbackward iterations (3.4) starting from any
Hence, by (4.4),
The row-wise nonexpansiveness of J τ and the nonexpansiveness of G τ implies
Applying (4.7) inductively gives 0
showing that the number of iterations for which x
Let ∢(z, z ′ ) denote the angle between two nonzero vectors z, z ′ ∈ H 0 , i.e.,
our next result shows the angular convergence properties of the forward-backward algorithm using the firmly nonexpansive property. This is a generalization of [31, Lemma 5.2, part 2], which establishes that the signs of the components of gradient steps G τ (x k ) (defined in (3.5)) agree to those of G τ (x * ) for all but finitely many k ∈ N, in case x k , x * ∈ R N . In essence, the sign function was used to partition R N ; and the difference x k+1 − x * was proved to reduce a fixed amount from the previous step whenever the signs do not match, yielding that the mismatch can only hold for finitely many steps. Here, we derive a similar argument directly from the firmly nonexpansive property (3.8) .
Theorem 4.5. Let Assumption 3.1 hold, x * ∈ X * , and {x k } be generated by the forward-backward iterations (3.4) starting from any x 0 ∈ H. Then
′ ∈ H and j ∈ [N ] be arbitrary. Then P τ (z j ) = κ z j and J τ ,j (z) = (1 − κ)z j where κ := min{τ / z j 2 , 1} ∈ (0, 1], from (3.11) and (3.13). Hence z j , P τ (z j ), and J τ ,j (z) are all collinear. We observe that collinearity implies
Since J τ is component-wise firmly nonexpansive
for each j ∈ [N ] and k ∈ N 0 , where the last equality follows from (3.12). Let
From the nonexpansiveness of G τ , summing (4.9) and iterating, it follows
2,2 . However, the right hand side is independent of k, so that taking limits gives
2,2 . Hencec k → 0 as k → ∞, and, from (4.10), it follows that for each j ∈ [N ],
Now, let j ∈ supp(x * ). Then, from (3.11),
τ holds for infinitely many k, there exist infinitely many k such that x k+1 j = 0, contradicting the fact that x k j ⇀ x * j = 0 (Lemma 4.3) . This gives G τ ,j (x k ) 2 > τ for all but finitely many k ∈ N 0 . Let K > 0 be such that G τ ,j (x k ) 2 > τ and x k+1 j = 0, ∀k ≥ K, we have from (4.8) that
On the other hand, if j ∈ E \ supp(x * ), then x * j = 0 and from (4.1),
Strong convergence.
In this section, we establish our main result on strong convergence without strict convexity and compactness assumption. First, we require the following lemma, showing that in general, strong convergence can be implied by weak convergence plus angular convergence.
First, the weak convergence gives
and the angular convergence θ k → 0 gives cos θ k → 1 as k → ∞. On the other hand, the weak convergence also gives z k 2 ≤ M, ∀k ∈ N for some M > 0. Therefore
With Lemma 4.6, together with the weak and angular convergence established for forward-backward splitting (3.4) in previous subsections, we are now ready to prove the strong convergence of iterates {x k }. Theorem 4.7. Let Assumption 3.1 hold and {x k } be generated by the forwardbackward iterations (3.4) starting from any x 0 ∈ H. Then {x k } converges strongly to some x * ∈ X * . Proof. Since cos θ n → 1, this gives x kn j 2 → 0, concluding the proof.
Linear convergence.
In this last subsection, we discuss a sufficient condition to establish linear convergence for the forward-backward splitting method in joint sparse recovery. Recall that the sequence { x k − x * 2,2 } converges to zero q-linearly if its q 1 -factor satisfies q 1 := lim sup k→∞ x k+1 − x * 2,2
x k − x * 2,2 < 1.
In [31, Section 4.2] , under an additional assumption imposing the well-conditioning of a "reduced" Hessian of φ 2 , q-linear convergence of the forward-backward splitting method was shown for the single vector recovery problem. With the same assumption (stated in Theorem 4.8), we are able to establish the linear convergence for our considered problem. This assumption aims to make the forward operator G τ a contraction.
However, as one already has the finite convergence on L, roughly speaking, this operator only needs to be a contraction on E, explaining why the well-conditioning of a submatrix of H associated with E is sufficient. The discussion below also demonstrates that given a contractive-type property, the path to acquire strong convergence is quite routine. Then the sequence {x k } generated by the fixed-point iterations (3.4) converges to x * ∈ X * q-linearly. Moreover, if τ is chosen as in (4.13) with λ = λ E min , then the q 1 -factor satisfies
(4.15)
Proof. We follow the arguments in [31, Theorem 4.10] . First, without loss of generality, assuming that all iteration counts k are large enough to ensure that x
