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Abstract 
The global optimisation problem has received much attention in the past 
twenty-five years. The problem is to find an algorithm which will locate the overall, 
or global, optimum of a function. It can be viewed as a computer-age approach 
to the problem approached analytically by Newton over three hundred years ago. 
While Newton's algorithm deals with convex optimisation problem, the development 
of global optimisation approaches cover more general cases. It is a problem of 
considerable practical importance chemists, physicists, engineers and statisticians 
need answers to such minimisation or maximisation problems. 
The problem is insoluble without imposing some regularity conditions on the 
function to be optimised. The simplest such regularity condition is that of Lipschitz 
continuity- an acknowledgement that the function cannot vary by more than a fixed 
amount as the independent variables move in a fixed region. 
The most acknowledged pioneer work on Lipschitzian global optimisation 
for objective functions of one variable was independently produced by Piyavskii 
and Shubert in 1967 and in 1972 respectively. The former Soviets have placed 
great emphasis on this approach to the problem, relating many of their methods 
back to the work of Piyavskii. A number of higher dimensional generalisations of 
the Piyavskii-Shubert algorithm have since been developed, including those due to 
Mladineo (1986), Pinter (1986) and Wood (1992). 
Apart from deterministic approaches to the global optimisation problem for 
Lipschitz continuous functions mentioned above, active research is being conducted 
to find stochastic methods to solve this problem. The pure adaptive search analysed 
by Zabinsky and Smith offered considerable hope for researchers pursuing practi-
cal stochastic methods to solve the problem. Pure adaptive search gives a linear 
complexity convergence result in dimension. For deterministic algorithms the com-
putational complexity of convergence is exponential. 
A general introduction to the field of global optimisation and to the more 
cific topics studied in this thesis is presented in the first chapter. Chapters two and 
three are devoted to development and properties of Lipschitz based algorithms. 
A survey of selected deterministic and stochastic Lipschitz global optimisation 
gorithms is first presented. The tightest lower bounding function of an objective 
function after a set of evaluations and a necessary condition for finite convergence 
of Lipschitz based approaches is obtained. 
The multidimensional bisection algorithm of vVood is discussed in detail in 
Chapter four. The context and acceleration strategies for the multidimensional bi-
section algorithm are presented. The performance of numerical acceleration methods 
is described for certain test functions. context of multidimensional bisection is 
studied by showing such algorithms fall in a broadened branch and bound frame-
work A higher dimensional localisation convergence result is obtained. 
A stochastic method, pure localisation search, is presented and studied m 
Chapter five. This is an attempt to find an efficiently implementable algorithm, 
based on a stochastic variant of the Piyavskii-Shubert algorithm, which can realise 
the desirable linear complexity in dimension of pure adaptive search. Comparison 
pure localisation search with pure adaptive search, pure random search and the 
Piyavskii-Shubert algorithm is given. 
Estimation of the Lipschitz constant of a function is investigated Chapter 
It is itself a global optimisation problem. Existing methods for such estima-
tion are surveyed. A new stochastic approach is developed. The distribution of the 
largest absolute slope in a fixed size sample of absolute slopes is shown to approxi-
mate a well known distribution. The location parameter of this distribution is used 
as an estimate of the Lipschitz constant. The applicability of this method is studied 
for univariate and multivariate functions. Numerical results are pres~nted. 
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Some of the contents of this thesis are jointly researched with other authors. 
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CHAPTER 1 
Introduction 
Global optimisation involves finding the overall minimum (or maximum) value of a 
multivariable real-valued objective function over a constraint which is generally 
assumed to be compact. Many practical problems can be posed as global optimi-
sation problems. For example, the composite laminate design problem discussed in 
[83] in field of engineering design problems, the maximisation of yield in agri-
culture, where yield is viewed as a function of the amount of fertilizer used [11] 
and the minimum potential energy conformation of a molecule in chemistry [39, 67]. 
The search to find an efficient algorithm along with a computer code has led to 
more and more research activity in this area in recent decades. Global optimisation 
algorithms are different from local optimisation approaches. Local optimisation al-
gorithms usually reach a local minimum, local maximum or saddle point, depending 
on the starting point. A successful global optimisation algorithm, however, should 
possess a criterion or procedure which can ascertain whether global extremes of the 
objective function are obtained. 
A number of excellent survey works on global optimisation have appeared in 
recent years. These include [16], [20), [33], [35] and [63]. 
It is well known that global optimisation problems belong to the class of NP-
harcl problems, see for instance [63]. This means that the computation time required 
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to solve the problem grows exponentially as the the size of the input data increases. 
This inherent difficulty forces global optimisation researchers to add assumptions 
upon the objective function and the domain. 
One commonly used assumption is Lipschitz continuity of the objective func-
tion, as it is considered moderate and acceptable from the point of view of the 
real world. It requires the slope of the function determined by every pair of points 
in the domain D to be uniformly bounded. Throughout this thesis we deal with 
global optimisation problems based on this assumption, and discuss and develop 
both deterministic and stochastic approaches for solving such problems. 
The basic problem 
Let f denote a real-valued function, defined over a compact convex subset D of Rd, 
satisfying the Lipschitz condition 
where Nf is a positive constant, and II II is the Euclidean norm. We denote the 
collection of such functions with Lipschitz constant NI by L(ivf). Notice that for 
any i\!f' > 1\lf, iff E L(111) over D then f E L(J\tf'). We term inf{Nf : f E L(iVI)} 
over D the least Lipschitz constant of f over D. vVe are interested in the global 
minimisation of f over D. We assume that f can be evaluated on D but that an 
explicit analytical expression for f may not be available. 
Classes of problems 
There are two classes of problem, related to the minimisation of a Lipschitz function, 
considered in the literature. The first involves finding the optimal function value 
f* together with an optimiser x* E D. The second involves finding the localisation 
of the optimiser(s), the E {x* E D : f(x*) = f,.}. Each problem has two 
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versions: the determination of exact solutions and the determination of approximate 
solutions. We denote them using the notation Hansen, J aumard and Lu introduced 
in (29]. 
First class of problems: 
Problem P. Find f* and an x* E D such that 
Problem P'. Given E > 0 find fopt and an Xopt E D such that 
An algorithm will be said to be c.-convergent if it solves problem P' in a finite 
number of iterations. 
Second class of problems: 
Problem Q. Find 
Problem Q'. Find subsets Di of D, for i E I, such that E ~ UiEI Di and 
{t(E) :::; Tf, where Tf is a small positive number and J-l is Lebesgue 
measure. 
An algorithm will be said to be ·ry-convergent if it solves problem Q' in a 
finite number of iterations. 
Note that finding an exact solution in finitely many steps (finite convergence) 
is mainly of theoretical interest. 
Algorithms 
Algorithms for the solution of global optimisation problems can be divided into 
two classes in philosophy: deterministic and stochastic. A deterministic algorithm 
uniquely prescribes the next evaluation point and does not involve any stochastic 
concepts. Most deterministic algorithms provide for convergence or c.-convergence, 
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under a certain termination criterion. That is, the global optimum value of the ob-
jective function can be obtained or a value can be found within a certain distance of 
the global optimum value. Stochastic approaches take the next evaluation point( s) 
randomly drawn from a certain distribution; thus they usually need fewer assump-
tions about the objective function but sacrifice an absolute guarantee of success. 
Under mild conditions on the distribution and the objective function f, however, 
the probability of convergence to a close approximation of the global minimum is 
proved to be one. For instance, see [72]. Related works can also be found in [4], [9], 
[14], [15], [40], [51] and [.53]. A broad review of this field is provided in [87]. 
From the viewpoint of methodology, algorithms for solving global optimisa-
tion problems can also be divided into two categories: passive and sequential. A 
passive algorithm uses a fixed procedure to evaluate the objective function. Such a 
procedure determines the next evaluation point ( s) and does not use the information 
obtained before the current evaluation. It has the advantage that it is simple to 
describe and does not involve too much manipulation at each step, but has the dis-
advantage that it does not use available information which may hasten convergence. 
A sequential algorithm uses information from the evaluation points and the function 
values available up until the current step. 
Outline of this thesis 
In Chapter 2, a survey of certain deterministic and stochastic Lipschitz global op-
timisation algorithms will be presented. Horst and Tuy's branch and bound frame-
work is also reviewed in this chapter; it is a preliminary for proving that the Wood 
algorithm lies within a broadened such branch and bound framework in Chapter 4. 
vVe discuss some convergence properties of Lipschitz based algorithms in 
Chapter 3. The tightest lower bounding function is presented for an objective func-
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tion of several variables and necessary conditions for a sequential algorithm to solve 
problem P or Q in a finite number of steps is obtained. These generalise the results 
obtained in [29] from the univariate case to the case of higher dimensions. 
As a special deterministic Lipschitz based approach, \iVood's multidimen-
sional bisection algorithm is studied in detail in Chapter 4. Multidimensional bi-
section can be viewed as a generalisation of the familiar "interval-halving" bisection 
method to higher dimensions [79]. Acceleration strategies and the effectiveness of 
the algorithm are investigated. Numerical results are presented for a set of test 
functions. The link between multidimensional bisection and other algorithms in 
the literature is discussed. We extend Horst and Tuy's framework to a "covering" 
format and show that multidimensional bisection then falls into this framework. A 
localisation result of Basso [8] is extended which ensures convergent localisations in 
higher dimensions. 
A stochastic method, pure localisation search (PLS), is studied in Chapter 5. 
This is an attempt to produce a practical implementation of a pure adaptive search 
(PAS) styled algorithm [81]. Pure localisation search chooses the next evaluation 
point uniformly from the localisation , the subset of D which is known to still 
contain the global minima, using the provided information. Pure adaptive search 
occurs when we are always able to choose the next evaluation point according to a 
uniform distribution on the "improving set" within D. An improving set is the subset 
of the domain D where the function value is strictly less than the least function 
value to elate. It was shown in (81] that when pure adaptive search is applied 
to global mathematical programs satisfying the Lipschitz condition, the expected 
number of iterations to convergence increases at most linearly in the dimension 
of the problem, a desirable complexity result. The motivation to introduce pure 
localisation search is an attempt to find an efficiently implementable algorithm, 
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based on a stochastic variant of the Piyavskii-Shubert algorithm, which can realise 
the desirable complexity of PAS. We compare the performance of PAS, PLS, PRS 
a,nd the Piyavskii-Shubert algorithm for a set of test functions. 
For every Lipschitz based algorithm, the Lipschitz constant is assumed known. 
In practice, this is not often the case. In fact it is known that to find the best Lips-
chitz constant of a function itself is a global optimisation problem. This statement 
will be discussed in Chapter 6. It is critical to have an estimate of the Lipschitz 
constant of a function for every Lipschitzian algorithm. It is also necessary to have 
a good estimate, since the better the estimate the faster the algorithm converges. 
In Chapter 6, existing methods dealing with Lipschitz constant estimation problems 
are outlined and classified. A stochastic method for estimating the Lipschitz con-
stant based on the theory of extreme value distributions is presented. We show that 
the largest absolute slope in a fixed size sample of slopes has an approximate Re-
verse VVeibull distribution. Such a distribution is fitted to the largest slopes and the 
location parameter used as an estimate of the Lipschitz constant. The applicability 
of this approach is discussed. For the univariate case, a wide class of functions is 
shown to satisfy the necessary condition on the objective function. For the multi-
variate case, a partial result is obtained for linear functions. Numerical results are 
presented. 
In the last chapter, we summarise the contents of this thesis. 
CHAPTER 2 
A survey of selected Lipschitz global optimisation 
methods 
Research on Lipschitz based global optimisation is diverse. A survey of Lipschitz 
based algorithms for solving one dimensional global optimisation problems is pro-
vided in [31]. A comprehensive survey on the methods designed for both univariate 
and multivariate Lipschitz optimisation is discussed in (28), by Hansen and Jaumard. 
This forms a chapter on Lipschitz optimisation in [33]. 
Deterministic approaches to problems P and P' defined in Chapter 1 have 
been developed by Evtushenko (19], Piyavskii [61], Pinter [52), Shubert [69], Timo-
nov [76], Shepilov [70}, Strongin (75], Danilin (13] and Hansen, Jaumard and Lu [32] 
for the univariate case. In addition Hansen, Jaumard and Lu [29] studied the num-
ber of iterations of Piyavskii-Shubert's algorithm [29]. Basso [8], Galperin (22, 23], 
Shen and Zhu [68] considered problems Q and/or Q' defined in Chapter 1. Some of 
the above algorithms have been extended to the multidimensional case. For exam-
ple, Galperin [22], Pinter [55, 56, 60], Mladineo (43], Wood [78, 79], Meewella and 
Mayne [42], Mayne and Polak [41], Shepilov [70] and Strigul [73]. 
For stochastic approaches to Lipschitz global optimisation, Mladineo in [46] 
has proposed a "randomized cone algorithm', which initiates a study combining 
the Lipschitz condition with existing stochastic methods. Stochastic approaches 
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for solving general global optimisation problems usually require fewer assumptions 
about the objective function, so such algorithms can be applied to Lipschitz global 
optimisation problems P, P', Q and Q'. Some examples of stochastic algorithms are 
pure random search [1, 11], the random sampling framework of Archetti, Betr6 and 
Steffe [2] and the estimating method using order statistics of de Raan [18]. An 
attractive approach is the pure adaptive search proposed by Zabinsky and Smith 
[81]. 
The aim of this chapter is to lay out the basic deterministic and stochastic 
Lipschitz based global optimisation methods upon which the investigation of this 
thesis rests. In Section 2.1, we recall some basic facts for Lipschitz global optimisa-
tion. In Section 2.2, we review a set of selected deterministic methods. The Horst' 
and Tuy branch and bound framework is reviewed in Section 2.3. In Section 2.4, we 
discuss a set of selected stochastic methods. 
2.1 Facts about Lipschitz global optimisation 
For any objective function f E L(NJ), algorithms for solving Lipschitzian global 
optimisation problems use variations on two simple facts. Let 0 = { ( x, y) : y 2: 
111 II x II, for x E R d and y E R} C R d+I be the cone at the origin with axis 
of symmetry the y-axis and spherical cross-section of radius one at height J\!1, and 
suppose that ( x, y) lies on the graph of f over D. Then 
(1) no point inside (x, y)- 0 lies on the graph off, and 
( 2) no point above ( x, y) can be a global minimum of f. 
After evaluations at X1, x2, ... , xk, with associated function values f(xl), j(x2), 
... , f(xk), we can use these two facts to eliminate regions where we know that the 
global minimum of f cannot lie. The region left after the elimination we term the 
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bracket, Uk. Figure 2.1 shows the case for dimension d = 1, where the shaded region 
is that eliminated and the blank region is the bracket Uk. 
y 
X 
Figure 2.1 The bracket U~;, after evaluations at x1 , x2 , ... , xk> for the case d = 1 with 
Lipschitz constant 1\II. = 2. 
The surfaces which form the lower envelope of bracket Uk, of j (piecewise 
line segments when d = 1) lies on the function 
For a Lipschitz based algorithm, we let Lk be the localisation after the kth 
evaluation. That is, Lk is the projection of Uk on Rd. It is the smallest region at 
this point known to contain the solution set E. Let LX> = U~0Lk and A be the set 
of all accumulation points of the sample sequence. 
2.2 Deterministic methods 
vVe first review certain deterministic approaches to Lipschitz based global optimisa-
tion methods. The Piyavskii-Shubert algorithm is described at the outset, without 
10 A survey of selected Lipschitz global optimisation methods 
doubt a fundamental deterministic Lipschitz based algorithm. The Pinter algo-
rithm, an axiomatic framework, is reviewed in this section. Two higher dimensional 
extensions of the Piyavskii-Shubert algorithm are highlighted, namely the Mladi-
neo algorithm, a sphere-based extension, and the Wood algorithm, a simplex-based 
extension. 
Piyavskii-Shubert algorithm 
Independently, Piyavskii [61] and Shubert [69] proposed the same algorithm for 
solving P and pt for univariate problems. They both use a piecewise linear lower 
bounding function. It is easy to determine the minimum of this lower bounding 
function. This gives the next evaluation point. 
Given f E L(l'vf) on [a, b), consider problem P' : find f~vt and Xopt E D such 
that 
fopt f(xovt):::; minf(x) +E. 
xED 
Initialisation: 
Evaluate at xo =(a b)/2, let f~ = f(xo), and x2 =~To. 
Construct a lower bounding function F0 given by Fo(x) = f( xo)- J'vfjx- xol, 
a piecewise linear function. Set k = 1. 
Iterations: 
At the beginning of step k, we have a set of evaluation points x0 , x1 , ... , Xk-1, 
corresponding function values f(xo), f(x 1), .•. , f(xk-1) and a lower bounding func-
tion Fk-l ( x). Let the kth evaluation point be: 
Xk = argminFk-1 (x). 
xED 
If the location Xk is not unique, choose one arbitrarily. Let 1: = mino<i<k{f(xi)}, 
the least function value to date, x~ =argmino:;i:;df(xi)}, a location of J: (if x~ is 
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not unique, choose one arbitrarily) and Fk(x) = maxo~i~k{f(xi)- A1lx- xi!}, the 
lower bounding function, piecewise linear, at step k. 
Stopping Criterion: 
Let F*k = minxFk(x). For a pregiven tolerance c > 0, if the variation Vk 
defined by Vk = J:- F: is less than or equal to ~:, then stop. Otherwise increment 
k and go on to the next iteration. 
Convergence Results: 
The algorithm guarantees: 
1) and 
2) lim inf I x - x k I = 0 
k-+co xEE 
where E is the set of minimisers of f defined in Chapter 1. The convergence result 
is proved in [69]. 
This algorithm with related terms is illustrated in Figure 2.2 . 
y 
Figure 2.2 illustration of the Piyavsldi~Shubert algorithm for a Lipschitz continuous 
function f on [a, b] after four evaluations at x0 , x1 , x 2 and x3 with Lipschitz constant 
lvl = 2. 
The Piyavskii-Shubert algorithm is a sequential algorithm. It is also a one-
step optimal algorithm. The algorithm minimises, over all sequential algorithms, the 
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maximum of the variation Vk over all functions which belong to L( NI) and passing 
through all evaluation points to date. The proof of the one-step optimality of the 
Piyavskii-Shubert algorithm is a special case of an optimality property proved by 
~Wood in general dimension in [78, pp.171-172]. 
The Piyavskii-Shubert algorithm has the virtue that the lower bounding func-
tion Fk is the tightest lower bounding function of f. That is, after k evaluations, 
Fk is the best lower bounding function, provided that the least Lipschitz constant 
of f is used. This algorithm can be viewed as a branch and bound algorithm, as 
stressed by Horst and Tuy (36, pp.266-270]. At step k, the upper bound for f on the 
current localisation is determined by J: and the lower bound by F:. This forms the 
basis of the bounding strategy in the Horst and Tuy branch and bound framework. 
After each iteration, the Piyavskii-Shubert algorithm divides the problem into sev-
eral similar subproblems. Subproblems with a lower bound greater than J: may be 
eliminated. Elimination provides the basis of the branching strategy in the Horst 
and Tuy branch and bound framework. 
Research on the relationship between the number of function evaluations of 
the Piyavskii - Shubert algorithm and the number of function evaluations, nb, of 
a best possible algorithm was initiated by Danilin [13]. A best possible algorithm 
is defined as an algorithm which takes the minimum number of evaluations, nb, 
to guarantee an E-optimal value of an objective function f has been reached. The 
number nb is used as a yardstick to evaluate the efficiency of sequential algorithms. 
For a given tolerance E, denote by n~Y the number of function evaluations required 
to obtain a lower bounding function with minimum no less than f* - E, and denote 
by npy the number of function evaluations required to meet the stopping criterion of 
the Piyavskii-Shubert algorithm, where f* is the unknown optimal value for problem 
P'. Danilin showed that n~Y :; 3nb. This inequality was improved to n~Y :; 2nb + 1 
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by Hansen, Jaumard and Lu in [31]. They also showed that npy ::; 4nb + 1. The 
sharpness of the above bounds was also proved by the same authors. 
The Piyavskii-Shubert algorithm takes more iterations than a passive algo-
rithm for a constant objective function. Such a passive algorithm evaluates the 
function f at regularly spaced points a + J\11 I c, a + 31VI I c., a + 51VI I c, .... This result 
is described in [29]. 
Pinter algorithm 
Pinter in [52] proposed an axiomatically-described approach for solving problems P 
and Q. The approach involves an interval-characterist1c function R and a point se-
lection functionS. The assumptions made about the interval-characteristic function 
and the point selection function make this class of algorithms convergent. 
Given f E L(iVI) on [a, b], consider problems P and Q. 
Initialisation: 
Let x(o) =a and x(l) =b. Evaluate f(x(o)) and f(x(1l). 
Define a function R: R 4 --+ R, an interval-characteristic function. Define 
a function S: R 4 --+ R, a point selection function. Set k = 1. 
The purpose of introducing R and S is to set a rule for selecting evaluation 
points to carry on an algorithm. An interval-characteristic function R maps two 
updated adjacent evaluation points and their objective function values to a real 
number which provides a characteristic number to the interval formed by these two 
evaluation points. A point selection function S maps each two updated adjacent 
evaluation points and their objective function values to a point in [a, b] which is a 
candidate for the next evaluation point. 
For example, the interval-characteristic function R can be chosen as 
14 A survey of selected Lipschitz global optimisation methods 
and the point selection function S can be chosen as 
Iterations: 
After the kth evaluation at x(k), rearrange x(o), x(l), ... , x(k) in ascending 
order and denote them by xo, xll ... Xk· That is, a = xo ::; x1 ::; ... ::; xk = b. Let 
z; = f(x;) for i = 0, 1, ... , k. 
1) Interval selection 
Let R('i) = R(x;_1 , x;, Zi-ll z;) fori= 1, 2, ... , k. 
Let R(t) = max1::;;iskR(i). That is, select the interval (xt-l,xt) from all 
intervals (x;_1 , x;) for i = 1, 2, ... , k at which the interval-characteristic function 
attains its maximum. 
2) Point selection 
Let S(t) = S(xt_1 ,xt,Zt-1 ,zt) E [a,b], the point selection function value at 
(xt- 1 , Xt, Zt-1 , Zt)· Then the (k + 1)st evaluation point x(k+l) is determined by: 
x(k+l) = S(t). 
For the above example of R, the interval-characteristic function value R( i) 
is the negative minimum of the lower bounding function Fk(x) on [x;_1 ,x;], of the 
Piyavskii-Shubert algorithm: 
R(i) = --?![kf(xi-1- x.i) + Zi-1 + z;]. 
If tis the index at which R attains its maximum, it is a point where the lower 
bounding function Fk attains its minimum. The point selection function value, for 
the above example of S, will be 
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the global minimiser of the lower bounding function Fk( x), of the Piyavskii-Shubert 
algorithm. 
Stopping Criterion: 
If a stopping criterion is met, then stop, otherwise increment k and go to the 
next iteration. For example, the criterion might be that 
preset tolerance. 
- Xt < E, for E > 0, a 
Axiomatic assumptions on the interval-characteristic function R 
and the point selection function S: 
Al. R(xi-b Xi, Zi-1, 
exists and is continuous. 
A2. R(;ri-1 1 Xi, Zi-1 1 zi) R(xi-l + c, Xi+ c, Zi-1 1 Zi) for any real number c 
such that Xi-l c, Xi+ c E [a, b]. In other words, R is translation-invariant with 
respect to the interval [xi-1 , ;ri]. 
A3. R(xi-I,Xi,Zi-1- Ci-l,Zi c;) > R(xi-I 1 Xi,Zi-1 1 Zi) for Ci-1 O,ci 2: 0; 
cJ-1 + ct > 0. In other words, R is strictly decreasing with respect to the objective 
function values Zi-l and Zi. 
A4. R(xi-l,Xi,Zi-t,zi) > R(x,x,f(x),f(x)) for any x E [x;_1,xi]. That is, 
the value of Rat a point with the first two variables distinct is strictly greater than 
the value of Rat any point with the first two variables the same and located between 
;ri-1 and Xi· 
A5. max{x(k+l)_Xt-bXt-;r(k+l)} ~ d(xt Xt_ 1), where 1/2 ~ d < 1. That 
is, the next evaluation point is not one of the end points Xt-1 or Xt and is not too 
far away from the centre of the interval [Xt-1 , Xt]· 
Convergence Results: 
If the interval selection function R and the point selection function S satisfy 
the above assumptions Alto A5, then A= E, where A is the set of accumulation 
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points of { Xo, x1, ... , xk} and E is the set of global minimisers for problems P and 
Q. This is proved in [52, pp.7-12] . 
Pinter's method is a general axiomatic framework; many algorithms can be 
fitted into this framework The Strongin algorithm [75] has been proved to be special 
cases of this axiom-based algorithm. The Piyavskii-Shubert algorithm is also proved 
to lie within this framework, under a mild condition: the used Lipschitz constant 
J.VI must be greater than the least Lipschitz constant. There is an example showing 
that this condition cannot be removed. That is, we can construct a function and 
with the use of the least Lipschitz constant, the Piyavskii-Shubert algorithm will 
result in A. ~ E and A =/= E. This will be discussed in detail in Chapter 4. The 
Zilinskas approach [85] does not fit completely into this framework, since it does not 
satisfy assumption A3 in limit. It generates, theoretically, an everywhere dense set 
of points on [a, b]. Pinter in [60] provides a more general convergence analysis and 
qualification of partition algorithms: that work fully subsumes, among others, the 
method of Zilinskas. 
Pinter's method provides guidelines for researchers to construct their own 
algorithm.· This can be done by defining the interval-characteristic function R and 
point selection function S according to the strategies of other algorithms and check-
ing that the interval-characteristic function and point selection function satisfy as-
sumptions Al-A5. 
The one-dimensional vers10n of Pinter's approach was generalized to the 
higher dimensional case by the same author in [55, 56], by changing the interval end 
points x; into the vertices of a high dimension interval ai S Xi S b; for i = 1, ... , d. 
Lexicographical order is used to describe the vertices of such a higher dimensional 
interval. A diagonal interval selection function was discussed to reduce the compu-
tational complexity. It can be viewed as a direct extension of the one dimensional 
2.2. Deterministic methods 17 
case. Further significant generalizations are discussed by Pinter in [54] for convex 
optimisation, [58] for general Lipschitz programming and [60] necessary and suffi-
cient convergence conditions for general convergence. It is remarkable that Pinter's 
Lipschitzian global optimisation approaches have been applied for solving a broad 
range of real-world problems. For instance, the methods have been applied to prod-
uct design by Hendrix and Pinter, [34], to the calibration of nonlinear descriptive 
models by Pinter, Szabo and Somly6dy [57], Pinter [59] and to the black box design 
of engineering system by Boon, Pinter and Somly6dy [10]. 
We now review two multidimensional algorithms: the Mladineo algorithm [43] 
and the Wood algorithm [78]. These algorithms are multidimensional extensions of 
the Piyavskii-Shubert algorithm and are closely related to the work of this thesis. 
Mladineo algorithm 
Mladineo proposed [43] an algorithm for solving problem P'. It is ad-dimensional 
generalisation of the Piyavskii-Shubert algorithm. The lower bounding function 
in the higher dimensional case is made up from piecewise quadratic hypercones 
instead of the piecewise linear segments of the one dimensional case. This is a 
geometric consequence of the Lipschitz condition. Mladineo's main contribution is 
the provision of a mechanism for finding the actual minimum of the lower bounding 
function. This forms the location of the next evaluation point. 
Let D Jd {x: 0::;; Xi::;; 1, i = 1, ... ,d} C Rd, the unit hypercube, and 
take f E L(l\11) on D. 
Initialisation: 
The initial evaluation point x0 is chosen arbitrarily in D. For instance x0 can 
be chosen as the vertex (0,0, ... ,0). Evaluate fat x0 and let f~ = f(x 0 ). 
Let the initial lower bounding function Fo be determined by: 
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Fo(x) = f(xo)- iVI!!x- xoll· 
Set k = 1. 
Iterations: 
At the beginning of step k, we have a set of evaluation points x0 , x 1 , .. • , Xk-ll 
corresponding function values f(x 0 ), f(x 1 ), ..• , f(xk-1) and a lower bounding func-
tion Fk_ 1(x). Let the kth evaluation point be: 
Xk = argminFk-l(x). 
xED 
If the location Xk is not unique, choose one arbitrarily from them. Evaluate f at Xk. 
Then we have the least function value to date 
j ·k = min{j'(x·)} 
X O:Si9 t 
and its location 
x: = arg min {f(xi)}. 
O'SiSk 
If x; is not unique, choose one arbitrarily. 
The kth lower bounding function Fk is defined by 
Stopping Criterion: 
Let F: = minxED Fk(x). If J:- F: ::=; c:, then stop. Otherwise increment k 
and go to the next iteration. 
Convergence Results: 
1) 
2) 
The convergence result is proved in (43] by Mladineo. It is a one-step optimal 
algorithm. This means that the algorithm procedure minimises, over all sequential 
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algorithms; the maximum, over all functions which belong to L(JVI) and pass through 
all evaluation points to date, the difference J:- Ff:. This is also proved in [43]. 
Mladineo recommended the use of the upper bound of the norm of the func-
tion's gradient to estimate the Lipschitz constant. A result of the convergence rates 
of her algorithm for a class of functions is presented in [44]. A stochastic variation 
of her algorithm is proposed in her later paper [45]. 
The Mladineo algorithm is a natural generalisation of the Piyavskii-Shubert 
algorithm to higher dimensions. The selection of a new evaluation point, however, 
involves solving all possible systems of d linear equations and a quadratic equation. 
The number of such systems increases rapidly with the number of iterations. This 
affects efficiency of convergence, especially as dimension increases. More effi-
cient ways for calculating the new evaluation point have been proposed by Strigul [73] 
and recently by Jaumard, Herremann and Ribault [37]. Strigul provides algebraic 
methods to avoid computing solutions of some systems which do not correspond to 
the global minimum of Fk while Jaumard, Herremann and Ribault use a geometric 
argument to reduce the number of systems which need to be considered for obtaining 
the global minimum of Fk. 
Wood algorithm 
Wood in [79] proposed an algorithm, called multidimensional bisection, for solving 
problems and P'. It can be viewed as a generalisation of the well-known bisection 
method in one dimension. It has been whimsically called the bee-section algorithm 
because of the shape the natural domain takes. 
In terms of the the terminology of this section, the lower bounding function 
of the Wood algorithm can be expressed as a piecewise linear function. This makes 
the location of the deepest point easy to find. In fact, vVood constructed explicit 
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expressions for the coordinates of base points of simplexes in the system; these 
represent the local and global minima of the lower bounding function. The main 
virtue of this algorithm is the simple structure of the lower bounding function. It 
can be coded using a simple data structure. In (78], Wood proved the deepest point 
strategy of multidimensional bisection is a one-step optimal procedure. 
In (86], acceleration methods and the performance of multidimensional bisec-
tion are investigated. In [5], Baritompa discusses multidimensional bisection using a 
geometric "dual" viewpoint and this idea is used to extend the Mladineo and Wood 
algorithms to a customising method for global optimisation in (6]. 
A detailed description of this algorithm, together with acceleration methods 
and performance details, will be presented in Chapter 4. 
Many deterministic approaches to solving the global optimisation problem 
can be cast as branch and bound methods. We review Horst and Tuy's branch and 
bound framework in the next section. This framework is extended to the language of 
covers in Chapter 4. We then show that the Wood algorithm fits into this extended 
framework. 
2.3 Horst and Tuy's branch and bound framework 
A widely used framework for setting certain global optimisation methods is the 
branch and bound framework. Horst and Tuy in [35] give a formal description of 
a general branch and bound procedure. They also provide convergence conditions 
for this general framework. We concentrate on problems P, pt, Q and Q' in which 
the objective function satisfies a Lipschitzian assumption on its domain D. The 
procedure and the convergence conditions are stated now. This material is drawn 
from [35], and sets the scene for Section 4.4 in this thesis. 
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Definition 2.3.1 Let D be a subset of Rd and I be a finite index set. A set {Bi : 
·i E I} of subsets of D is said to be a partition of D if D = UiEIBi, and Bin Bj = 
oBi n oBi for all i,j E I, i =/= j, where oBi denotes the boundary of Bi. 
It is natural to use polytopes or convex polyhedral sets as the partition sets. 
Figure 2.3 shows a partition of D using simplexes for the case d = 2. 
n, 
D 
Figure 2.3 A simplex partition of D for the case d = 2. 
If B denotes an element of the current partition of D used in a branch and 
bound procedure, it is important to be able to verify whether EnD =f. 0. This allows 
us to determine whether to delete B from the partition. 
Definition 2.3.2 A partition set B is called feasible if B n D =f. 0, infeasible if 
B n D = 0 and otherwise called uncertain (if we do not know whether it is feasible 
o·r infeasible). 
We now describe the branch and bound procedure for solving problem P for 
an objective function f on D: 
Step 0. Choose a relaxed B0 2 D and a feasible set SBo C D. Choose a 
real number f3o, an initial lower bound off on SBo, such that -oo < f30 :::; minf(D). 
Set the initial partition ;;,o ={Eo}, an upper bound a 0 = minf(S'Bo) and a lower 
bound over Eo, f3 ( B0 ) satisfying /30 = f3 ( B 0 ) :::; min f (D). 
22 A survey of selected Lipschitz global optimisation methods 
Let x0 = argminf(SB0 ) provided o:o < oo. If o:o- f3o = 0 then stop. The 
minimum off is minf(D) = o:0 = (30 , with the minimiser x* = x0 • 
Otherwise go to the next step. 
Step k. At the beginning of step k, we have: 
a) A partition f.tk-l of a subset of Bo still of interest. 
b) For all BE t•k-l, there is an SB ~ B n D, and bounds f3(B),o:(B) 
satisfying ,B(B) :::; inf f(B n D) :::; a:( B), if B is feasible, and f3(B) :::; inf f(B) if 
B is uncertain. There are overall lower and upper bounds Pk-l and O:k-1 such that 
Pk-1 :::; inf f(D) :::; O:k-1 and xk-1 ED, 
satisfying f( xk-l) = o:k_1. 
Sub-step kl. Delete all B E /lk- 1 for which f3(B) 2 O:k_1 . Denote by Rk 
the remaining sets of /lk-1· 
Sub-step k2. Select a non-empty collection of sets Pk C Rk, construct a 
partition of every set of Pk and denote by P£ the collection of new partition sets. 
Sub-step k3. Delete B E P£ if B n D = 0 or it is known that min J(D) 
cannot occur in B. Let f.tk be the collection of all remaining members of P£. 
Sub-step k4. Assign to each B E f.tk a set SB and a ,B(B) such that 
SB B n D, (3(B) :::; inf f(B n D) :::; a:( B) if B is feasible and (3(B) :::; inf f(B) if B 
is uncertain. Set o:(B) = minf(SB)· 
Sub-step k5. Set [Lk = (Rk-H)Utt/,. Compute o:k = inf{o:(B): BE fl.d, 
Pk = min{f3(B): BE /lk} and let xk ED be such that f(xk) = O:k· 
Sub-step k6. If O:k- Pk = 0, then stop. The minimum off is minf(D) = 
f3 . "h k CXk = k, Wlt X* =X • 
Otherwise, go to step k + 1. 
The branch and bound procedures, sub-steps kl - k3, are the branch proce-
dures while sub-steps k4- k5 are the bound procedures. In (35], a partition element 
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BE f-tk is called fathomed if {3(B) 2:: ak-1, otherwise it is called unfathomed. There-
fore, sub-step kl eliminates the fathomed sets which are subsets of B0 from the 
sets selected for further partition, as the global minimum cannot occur in them. 
The procedure selects sets Pk from the remaining elements Rk of partition /-tk-l for 
further partition. Figure 2.4 illustrates this procedure. 
B o B o 
Figure 2.4 A step of the branch and bound procedure where the shaded parts are 
fathomed partition elements. 
To describe convergence conditions for branch and bound procedures, we 
need the following definitions. 
Definition 2.3.3 A bounding opemtion is called consistent if at every step any 
unfathomed partition element can be further refined, and if any infinitely decreasing 
sequence { Bkq} of successively refined partition elements satisfies: 
The consistent bounding operation insists that each uncertain subset which 
may contain the global minimum should be capable of refinement and that the 
difference between the lower bound of successively refined partition elements and 
the overall upper bound vanishes as the procedure goes on. 
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Definition 2.3.4 A selection operation is called complete if for every BE n~P 
Rk we have 
in£ f(B n D) ;:: a= lim ak. 
k-oo 
This definition means that any portion of the feasible set which is left unex-
plored forever must be not better than the fathomed portions. 
Definition 2.3.5 A selection operation is called bound improving if at least each 
time after a finite number of steps1 Pk satisfies: 
Pk n argmin{,B(B) : B E Rk} :(.: 0. 
It means that at least one partition element where the actual lower bound is 
attained is selected for further partition in Step k of the procedure. 
Definition 2.3.6 A branch and bound procedure is called infinite if ak - ,Bk > 0, 
for every k. If there is a natural number ko such that ako - ,Bko 0, the branch and 
bound pmced~Lre is called finite. 
Equipped with the above description of the general branch and bound pro-
cedure, convergence results can be proved. We state these results without proof. 
Proofs can be found in [35]. 
Theorem 2.3.1 In an infinite branch and bound p·rocedure1 S1tppose that the bound-
·ing operation is consistent and the selection operation is complete. Then 
Theorem 2.3.2 In a finite branch and bound proceduTe1 suppose that the bounding 
operation is consistent and the selection operation is bound improving. Then the 
procedure is convergent: 
a= lim ak = lim f(xk) = minf(D) lim ,Bk = ,6. 
k-oo k-co k-+oo 
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The ideas behind branch and bound methods for solving global optimisation 
problems is straightforward. This procedure uses a partition of D and bounds 
on f to refine the search region and delete certain partition subsets of D. The 
framework presented is a rather general framework. In [36], many known Lipschitz 
based algorithms are proved to belong to this framework. Such are the Pinter 
method, the approach of Galperin and Zheng [24], the algorithms of Piyavskii-
Shubert and that of Mladineo. We will show in Chapter 4 that in an enlarged 
framework 'Wood's algorithm also belongs to a branch and bound family. 
All the deterministic algorithms based on the Lipschitz assumption for the 
objective function have a major drawback: the number of function evaluations re-
quired to convergence increases exponentially with the dimension d. In order to show 
this, it suffices to consider the operation of a Lipschitz based deterministic algorithm 
A on the constant function, f ( x) = c, over domain D, say the hypersphere with fixed 
radius r. Denote by f.t(D) the Lebesgue measure of D, then 
where r denotes the gamma function. 
Suppose that algorithm A is applied to solve problem P' over D with radius 
r = 1 for this function and uses a Lipschitz constant Nf > 0. For an evaluation at a 
point x E D, we know surely for any point z in { z E D : liz - x II :::; c/ Nf}, a sphere 
around x, that f(z) is within c of f(x). In order to know that the value cis within 
E of y*, the unknown global minimum of J, we must cover D with such spheres. 
Suppose that f has been evaluated by A in k points x 1 , x 2 , .•• , Xk, such that 
the union of the spheres ci = {z E D : liz- Xill :::; Ejjvf}, i = 1, ... 'k covers D. 
Then we have 
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Thus, for the k hyperspheres to cover D we require 
k - 7rd/2 > :::-:----( 
f. ) d 'lrd/2 
NJ r(l + d/2) 
which leads to 
Choose c. < J\11. The computational effort required then increases exponentially with 
dimension d. 
A natural question can be raised: is there any stochastic method which can 
eliminate this convergence inefficiency? We review two stochastic methods for solv-
ing problem P' in the next section. The second method, pure adaptive search, anal-
ysed by Zabinsky and Smith, gives a desirable convergence property. Pure adaptive 
search is a theoretical search approach, for which it has been proved that the number 
of iterations to convergence increases linearly with dimension. At first glance this 
appears to contradict the earlier statement about exponential increase of function 
evaluations with dimension. Note, however, that iterations in pure adaptive search 
are not comparable to function evaluations in a deterministic Lipschitz algorithm. 
Also, the pure adaptive search result is for the expected number of iterations, not 
the worst case number of function evaluations of the deterministic Lipschitz case. 
2.4 Stochastic methods 
Stochastic methods for solving global optimisation problems involve the evaluation 
off at randomly sampled points from D. Convergence with probability one to an f 
solution has been proved, provided the sampling distribution and objective function 
f satisfy certain conditions. For instance, see [4], [9], [14], [15], [40], [51}, [53] [87] 
and [72]. Conditions on f and D ensuring ~:-convergence can be that the objective 
function f be a measurable function on a measurable domain D, and the sampling 
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distribution must satisfy 
[1- ftk(A)] = 0, 
where A is a Borel subset of D and ftk(-) are a probability measure on Rd corre-
sponding to the distribution functions used at step k of an algorithm. 
In this section, we review two stochastic methods, pure random search and 
pure adaptive search, which have close connections with the pure localisation search 
introduced in Chapter 5. 
Pure random search 
Pure random search (PRS) is a simple stochastic method for solving problem P'. 
The following describes pure random search with a uniform distribution. 
Let D C R d be the measurable domain of objective function f. 
Step 0. Generate Xo uniformly on D and evaluate f(Xo) Yo. 
Set k 1. 
Step 1. Generate Xk uniformly on D and evaluate f(Xk) = Yk. 
Let Y.,_k min{Yo, ... , Yk}· 
Step 2. If a stopping criterion is met, let fopt Y} and Xopt -
argmin{Yo, ... , Yk}. Otherwise increment k and return to Step 1. 
Pure random search is usually stopped at a fixed iteration number. 
Brooks [11] and Anderssen [1] discussed the properties of pure random search. 
Pure random search is a passive method, as it does not use the previous evaluation 
results to update the procedure. It has the virtue of simplicity if the domain 1s 
in a regular form, for example, a hyper-rectangle in Rd. The main difficulty with 
PRS is the generation of a random point in a non-regular region D. Even for the 
uniform distribution, this can be difficult to implement efficiently. For example, see 
(71]. Also, PRS is slow to converge. The difficulty in implementing pure random 
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search is of a similar scale to that for pure adaptive search. 
Pure adaptive search 
Zabinsky and Smith in (81] analysed a stochastic algorithm for solving problem 
P', called pure adaptive search (PAS). This algorithm proceeds by generating a· 
sequence of points uniformly distributed in nested regions of the feasible space. At 
any iteration, the next point in the sequence is uniformly distributed over the strictly 
improving set. This is the set on which the function value is strictly less than the 
current minimum. 
Let the domain of the objective function f beD and Xi be the ith evaluation 
point (considered as a random variable), vVi = f(Xi) andy*= maxxED{f(x)}. 
Step 0. Let 50 = D and 11Vo :::::: y*. Set k = 1 
Step 1. Generate Xk uniformly in Sk = {x E So: f(x) < Wk-l}· 
Step 2. Set Wk = f(Xk)· If a stopping criterion is met, stop, and let 
fopt = wk and Xopt = xk. Otherwise increment k and return to Step 1. 
The most remarkable result of the PAS algorithm for solving problem P' is 
that the complexity, measured by the expected number of iterations to convergence, 
increases at most linearly with the dimension of the problem, provided that the 
objective function has a fixed Lipschitzian bound and the diameter of D is fixed. 
That is, 
where N?As(Y) is the expected number of iterations for PAS to achieve a value of 
y or lower, d is the dimension of the domain D and 8 is the fixed diameter of D. 
This result hints at the existence of good random search methods and suggests a 
combination of deterministic methods and stochastic methods could be useful for 
solving global optimisation problems. 
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As mentioned by Zabinsky and Smith, it is difficult to implement PAS effi-
ciently. The main reason for this is that the geometric description of an arbitrary 
level set is unknown. Furthermore, even if we did know the level set, there is no 
known efficient procedure for generating a single point which is uniformly distributed 
in a general region. In (7], a general framework is proposed which generalises PAS 
to "somewhat adaptive search': and introduces a new algorithm which attempts to 
reach the practical ideal of the linearity dimension result of PAS. We will discuss 
PAS and its generalisation, "somewhat adaptive search" and p-adaptive search, in 
Chapter 5. pure localisation search, a combination of the Piyavskii-Shubert algo-
rithm and PAS ideas is also investigated in Chapter 5. 
CHAPTER 3 
Convergence properties of Lipschitz based 
algorithms 
Introduction 
In this chapter, we discuss some general convergence properties of Lipschitz based 
algorithms. Notice that the assumption of Lipschitz continuity of an objective func-
tion f specifies that the absolute slope of the segment joining any two points on the 
graph of f in the domain D must be bounded above by a positive constant lVI. The 
effect an algorithm has, therefore, is to reduce the size of the uncertain region Uk, 
where TA C Rd+l is the bracket after k evaluations off as described in Section 2.1. 
Thus Uk gives us the best current bounds for both the global minimum of f and the 
localisation. It is evident that the availability of the Lipschitz constant is critical in 
any Lipschitz based algorithm. Lipschitzian global optimisation has inherent diffi-
culty finding an exact minimum of a function f. Thus a Lipschitz based algorithm 
rarely solves problems P and Q in a finite number of function evaluations. 
In Section 3.1 we confirm that Fk, the lower bounding function off intro-
duced in Section 2.1, is a best Lipschitzian lower bounding function after a set of 
evaluations for a Lipschitz based algorithm. In Section 3.2 we present a necessary 
condition on the objective function for finite convergence of a Lipschitz based algo-
30 
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rithm. These are extensions of the one dimensional results of Hansen, J aumard and 
Lu discussed in [29], to the higher dimensional case. Note that the finite convergence 
problem and related results are largely of theoretical interest. 
3.1 The tightest bounding function 
Any Lipschitz based algorithm for solving global optimisation problems can use this 
property of the objective function to reduce the size of bracket Uk cRd+l (Section 
2.1). The lower envelope of a bracket can form a function which bounds the function 
f from below. We give the following definition. 
Definition 3.1.1 For functions F and f defined on D, if F( x) < f( x) for all 
.& ED, we say that F is a lower bounding function off over D. 
For an objective function f E L(1\ll) over D, after evaluating f at k points 
~& 1 , x2 , ... , Xk on D, a natural Lipschitzian lower bounding function which belongs 
to L(iVI) and has the same function values at Xi, for 1 :::; i :::; k, is the function 
Fk(x) max1-s;i-s;k{f(xi)- iVIJJx- x;ll} over D. This is a "best" Lipschitzian lower 
bounding function of f in the following sense. 
Definition 3.1.2 For given f E L(NI) and points x 1 ,x2 , •.• ,xk on D, a function 
F on D is ~alled the tightest Lipschitzian lower bounding function off if 
1) E L(I11) and F(xi) = f(xi), fori= 1, 2, ... , k; 
2) For any g E L(NI) s~tch that g(xi) = f(xi) fori= 1, 2, ... , k F:::; g on D. 
It is easy to see that Fk defined above is the tightest Lipschitzian lower 
bounding function the light of the fact that only the function values at xi, for 
1. 1, 2, ... , k, are known. It is called a "saw-tooth" cover in [29] for the case of 
d 1, because of its shape. 
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Proposition 3.1.1 For f E L(NJ) over D C Rd 1 after evaluating the function f 
at k points XlJ x2, ... , Xk on D, the tightest Lipschitzian lower bounding function Fk 
for f on D is: 
Proof: Firstly, it is readily shown that Fk E L(lvf) and F(xi) = f(xi), for i = 
Secondly, we show that for any lower bounding function g of f such that 
g E L(iVI) and g(xi) = f(xi) fori= 1, 2, ... , k, we have Fk:::; g. If this were not the 
case, there would exist z E D, such that g(z) < Fk(z). From the above definition 
of Fk, we have that z =f. Xi, for all i 1, 2, ... , k. Choose an evaluation point Xt 
from :r1 , x2 , •.. , Xk such that F~;;(z) = g(xt)- 1\II!!z- Xt!l· Then g(z) < F~;;(z) -
g(xt)- NI!!z- Xtll, and therefore g(xt)- g(z) > iVIIIz- Xtil, a contradiction. D 
The Lipschitzian lower bounding function Fk is a natural generalisation of 
the Piyavskii-Shubert lower envelope to higher dimensions. It was first used as a 
Lipschitzian lower bounding function by Mladineo in her algorithm [43]. As this gen-
eralisation gives a nonlinear bound instead of the piecewise linear bound of dimension 
one, it is harder to determine the minimum of Fk, used as the next evaluation point 
for her algorithm. 
3.2 Necessary conditions for finite convergence 
Can an algorithm solve problem or Q in a finite number of steps? That is, can 
we find an exact global minimum or the exact global minimiser( s) of a Lipschitz 
function f over the domain D with just a finite number of function evaluations? 
vVe investigate this now. Generally speaking, finite convergence for problem P or 
Q imposes very strict conditions on both the algorithm and the objective function. 
In fact, as Hansen Jaumard and Lu proved, for the case of one dimension, unless 
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the objective function has a "V" shape at the minimiser with the slope exactly the 
least Lipschitz constant, no algorithm can solve P or Q in finitely many steps. Here 
we prove similar results (Theorem 3.2.1 and 3.2.2) for the higher dimensional case. 
We need the following lemma. 
Lemma 3.2.1 Let f E L(JVI) have compact convex domain D C Rd. If there exist 
:c1,a::2 ED, .such that f(x2)- f(xl) 1VIIIx2 x1ll, then f(x) j(x1) = NIIIx x1!l 
for all x ,\x2 + (1 ,\)x1, where A E [0, 1]. 
Proof: Since f(x2) = f(:ri) lVI!Ix2- :r1JI, we have f(x2) ~ f(xi). If there exists 
an x0 Ao:~2+(1-/\o)xl, for some Ao E [0, 1], such that f(xo) =f j(x1) 1Vfilxo-x111, 
(note that this assumption implies ,\0 =f 0, 1 in accordance with the conditions of 
the Lemma), then we would have either 
In the first case we would have f(x 0 ) > f(x1) and hence 
lf(:ro) f(xi)I = f(xo) f(xl) > lVIIIxo x1ll· 
In the second case, we would have 
i11llxz- :roll 
- 1VI!Ix2 x1ll- J1!IIIx1- xoll 
- j(x2)- f(xl)- NII!x1- xoll 
< (f(xz)- f(xi)) + (f(x1)- f(xo)) 
f(xz)- f(xo). 
Both contradict the assumption that f E L( lVI). 
D 
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We need the following notation to describe our theorems. For a given function 
f E L( iYI), after evaluations of f at x1, Xz, ... , Xk we have a Lipschitzian lower 
hounding function 
Let f* = minxED f(x) and x,. = argminxED f(x). Let J!: = mint<i<k{f(x;)} he the 
current least function value and :c~ = argmin19:;k{J(xi)}, be the location of the 
current minimum. Let E = { x : ;i; = argminx Fk(x) }, the collection of all global 
minimisers of Fk over D. Let x E E be an arbitrary global minimiser of Fk. We state 
the following facts without proof. 
Fact 1 If Fk(x) < J!: then x ¢:. {x1, ... ,~"Vk}· Thus, the lowest point of Fk does not 
occur at a peak point of Fk. 
Fact 2 If x, an arbitrary global minimiser of Fk, lies in intD, the interior of D, then 
there exist d + 1 hypercones with apexes at y1 , y2 ~ •.. , Yd+l E { x1 , •. . , xk} such that 
Y1, Y2, ... , Yd+l are affinely independent and Fk(x) = minxED max1:5i:5d+1 {f(yi) -
1\!IIIx- ;rill}, the lowest point of Fk over D. See Figure 3.1 . 
Fact 3 If x E 8D, the boundary of D, then there exist m hypercones (m < d + 1) 
independent and Fk( x) = minxED max1 <i<m {f(yi) - iYijjx - Xi II}, the lowest point 
of Fk over D. 
Fact 4 The set E has a finite number of elements and Fk( x) > Fk( x) for any point 
:t: ED- E. 
From the above observations, an algorithm will terminate with convergence 
to an exact global minimum of f in a finite number of steps only if the global 
minimiser x,. of f happens to be x for some k. This suggests necessary conditions 
upon the objective function f to ensure finite convergence. We describe these as 
follows: 
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Condition C1 : There exist Yl, yz, ... , Yd+l E D, affinely independent, such 
that f(x) = f(x*) + ~i\III!x- Yill, for all x =AX*+ (1 A)yi, where A E [0, 1] and 
i=1,2 ... ,d+l. 
Condition Cz : There exist YI, Yz, ... , Ym E D(m < d + 1), linearly inde-
pendent, such that f(x) = f(x*) + JV!IIx- Ydl, for all x =AX*+ (1- A)Yi, where 
A E [0, 1] and i = 1, 2 ... , m. 
Let <I>= {f E L(Jllf) : f satisfies cl if X* E intD and f satisfies Cz if a::* E 8D}. 
A function f E <I> if there are d + 1 affinely independent directions ( m < d + 1, 
linearly independent, if x* is on the boundary) over which f coincides with the 
hypercones y = f(x,.) + 111llx- Yill in a neighbourhood of x*. In other words, there 
exist d + 1 (m if x* is on the boundary) removal hypercones which intersect at x*. 
Figure 3.1 illustrates the case for d = 2. 
·1 
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Figure 3.1 Local behaviour of a function fin <I? at a global minimiser x,. of f. 
With the above definitions, we are ready to give the following theorem. 
Theorem 3.2.1 There is no sequential Lipschitz based algo1·ithm that can solve 
problem P using only a finite numbers of function evaluations! unless f E <I>. 
Proof: Suppose that f rj:. <I> and there is a sequential Lipschitz based algorithm A 
that solves problem p in k steps. vVe would have evaluation points X1 1 Xz 1 • •• , Xk, 
36 Convergence properties of Lipschitz based algorithms 
and a z such that 
f(z) = f* = minf(x). 
xED 
We can therefore construct aLipschitzian lower bounding functionn 
We consider two cases: 
Case 1: The point z belongs to the interior of D. For this case we must have 
k 2:: d + 1. Recall that E is the set of minimisers of the Lipschitzian lower bounding 
function Fk. Again we consider two cases. 
i) z ¢::. E : From the construction of Fk(:r) and Fact 4, 
f(z) 2:: Fk(z) > Fk(x) for any x E E. 
Let g = Fk on D. Then g E L(J\!1), g(xi) = f(xi) fori= 1, ... , k and 
for some x E E, 
< f(z) = f* = minxEDf(x). 
Figure 3.2 illustrates this case for d = 1. 
------------------~----------7X 
z 
Figure 3.2 The construction of g for the case when z is not a global rninirniser ofF~.:. 
ii) z E E: Since f ¢::. <I>, f(x) > Fk(x) for x E E, otherwise there would be 
d+ 1 affinely independent evaluation points, for which f satisfies Cl, a contradiction. 
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Thus 
f(z) > Fk(z). 
Define g over D via 
g(x) = max{Fk(x),f(z)- iVIIix zl!}. 
xED 
That is, g is a Lipschitzian lower bounding function passing through (x1 , f(x 1 )), ... , (xk, f(xk: 
and (z,j(z)). From Fact 4, 
ming(x) < g(z) = f(z). 
xED 
Figure 3.3 illustrates this case for d = 1. 
-------------------------------~x 
z 
Figure 3.3 The construction of g for the case when z is a global rninimiser ofF~;. 
Now all information obtained on f and g by algorithm A is the same after 
k steps. That is, the evaluation points x1 , •.• , Xk and corresponding function values 
are the same, for i = 1, 2, ... , k. Because A is a sequential algorithm, the decision 
on the next evaluation point and conclusion only depend on the above information 
and the Lipschitz constant J\!I used. So A will claim that g( z) is the global minimum 
of function g, together with minimiser z as it does for function j, a contradiction. 
Case 2: The claimed minimiser z belongs to the boundary of D. 
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The proof for this case is similar to Case 1. If there is an algorithm which 
solves problem P for fin a finite number of steps, we can construct another function 
g with the same information as that for f after k steps, but with a different minimiser 
and a smaller minimum. Algorithm A will claim that f(z) is the global minimum 
of function g~ together with the same minimiser, which is a contradiction. o 
From the above theorem, it is easy to show that: 
Corollary 3. 2.1 There is no sequential Lipschitz based algorithm that can solve 
problem Q ·using only a finite numbers of function evaluations, unless f E <I>. 
Proof: If there is an algorithm A that solves problem Q for f ¢:, <I> using a finite num-
bers of function evaluations, then it would also solve problem P. This contradicts 
the conclusion of Theorem 3.2.1. 0 
The following proposition shows that the requirement that f E <I> is not a 
sufficient condition for a sequential algorithm to converge in finitely many steps. 
Proposition 3.2.1 The·re is no sequential Lipschitz based algMithm that can solve 
problem P or Q using only a finite numbers of function evaluations, unless it uses 
the e:wct value of the L-ipschitz constant iVJ to bound the function f. 
The proof is similar to that of Theorem 3.2.1. If an algorithm A used a larger 
Lipschitz constant J1!10 than the exact one, iVJ, and claimed a global minimiser of f 
after a finitely number of evaluations, we can then construct another function g E 
L(J.\!1) such that g has the same function values at the finitely many evaluation points 
to date for function f, but a different minimiser and smaller minimum. Algorithm 
A then fails to find the right minimum of g. We omit the detailed proof of this 
proposition. 
The following theorem shows the difficulties associated with locating the 
global optimum. 
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Theorem 3.2.2 No sequential Lipschitz based algorithm can localise a global min-
imiser in a compact subset D* of D, using only a finite number of function eval-
·uations! unless D* 2 S, where S = {x E D Fk(x) ::; !opt}, the level set 
of the lower bounding function! where Fk(x) = maxl:=;i:=;k{f(xi) - NIIIx- xill}, 
!opt= minl:=;i:=;k{f(xi)}, and Xi for ·i = 1, 2, ... , k are the evaluation points of f. 
Proof: Suppose there is a sequential Lipschitz based algorithm A which is able 
to localise a global minimiser x* in a compact subset D*, such that D* ~ S and 
D* =/= S, after evaluating function f at the k points x1 , x2 , ..• , Xk· Because both D* 
and S are compact, S- D* is non-empty. Therefore, there is a closed ball B(x', 5) 
with positive radius 5 and centre at x', such that B(x',5) C S- D*. Figure 3.4 
illustrates this for d = 2. 
D 
s 
Figure 3.4 Partition of domain D of function g, where the blank and grid region Sis 
the level set of the Lipschitzian lower bounding function F~.: and the blank region D* is a 
compact subset of D. 
Define a function g over D as follows: 
Fk(x) if xED- S 
g(x)= !opt if xES-B(x',5) 
c( x) if x E B ( x', 5) 
40 Convergence properties of Lipschitz based algorithms 
where c( x) is a hypercone over the region B( x', 5) which has apex at ( x', fopt- 1\II 5) 
and has intersection with hyperplane y = fopt on the boundary of B(x', 5). 
It is easy to check that g E L(l\11) and g(xi) = f(xi) fori= 1, 2, ... , k. There-
fore, applying the sequential algorithm A to both functions f and g yields exactly the 
same sequence of evaluation points x1, x2, ... , Xk. So algorithm A also localises the 
global minimiser x., for g within D". However, minx ED g( x) = minxE(D-D•J g( x) = 
fopt - 1116 < fopt, which means that D* does not include the minimiser of g, a 
contradiction. 0 
Theorem 3.2.2 implies that problem Q' may require an arbitrarily large num-
ber of function evaluations. 
In practice, we will consider problems P' and Q' only and will not seek 
the exact solution as in P and Q. Problems P and Q are investigated mainly for 
theoretical interest. 
CHAPTER 4 
A deterministic method: 
multidimensional bisection 
The Wood algorithm outlined in Chapter 2 is a generalisation of the familiar "interval-
halving" bisection method to higher dimensions. The algorithm can be viewed as a 
mechanism for finding all the global minima of a real-valued Lipschitz continuous 
function over a natural compact domain in Rd. 
In this chapter, a formal description of multidimensional bisection and re-
lated convergence results are presented in Section 4.1. In Section 4.2 we discuss the 
acceleration of multidimensional bisection. Two acceleration methods are consid-
ered. Together they bring the algorithm closer to that of Mladineo, while retaining 
the simplicity of the simplex-based multidimensional bisection algorithm. We then 
explore two aspects of these multidimensional bisection algorithms: their numerical 
performance, and their relationship to branch and bound algorithms. In Section 
4.3 we address the specific question "How do the algorithms perform?" Numerical 
results are presented for five test functions, three of them are test functions in the 
literature while the other two are drawn from a non-differentiable family of test 
functions. A comparison of the number of function evaluations of raw multidimen-
sional bisection and its accelerations for six Hansen-Jaumard test functions adapted 
from (28] is also presented. In Section 4.4 a modification of the branch and bound 
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framework of Horst and Tuy, reviewed in Chapter 2, is given. We show that multi-
dimensional bisection algorithms are included in a modification of the branch and 
bound framework in Section 4.5. In Section 4.6 the approach of Basso [8] is discussed 
for solving problem Q. A result which simplifies and extends a result of Basso, a 
strategy choosing evaluation points, is presented which ensures the convergence 
of localisations. Many of the in this chapter appeared in [86]. 
4.1 Review of multidimensional bisection 
We proceed to give a detailed description of the multidimensional bisection algo-
rithms in this section. A set of 
two dimensional case. 
is presented to illustrate the situation for the 
{'u1 , ... , ud+l} comprise the unit vectors from the origin to the vertices 
of a regular simplex, with centroid the origin, in Rd. Thus u 1 + ... + ·ud+l 0 and 
Uk · u1 = -1/ d for all distinct pairs k and l. Let v be the cone in Rd+l with apex 
the origin and cross-section co{ u1 , ... , ud+l} at height lvf along the ( d 1 )st axis, 
where "co" denotes the convex hull. Formally, 
k=l, ... ,d 1}, 
where "pos" denotes all positive linear combinations. See Figure 4.1. 
following concepts are used to describe the algorithm. 
Definition 4.1.1 
1. A standard simplex in Rd+l is a translate of a cap of the cone v 1 so has the 
fo·rm 
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Figure 4.1 The simplex ordering cone with },;£, the slope along the edges. 
where ( x, y) E Rd+l is the apex1 and h E R the height. By the top ofT( x, y, h) is 
meant the facet ofT( x, y, h) opposite the apex. Figure 4.2. 
(x.y) 
Figure 4.2 A standard simplex T(x, y, h) with top shaded. 
a) a finite set T of standaTd simplexes, and 
b) a po-int a in Rd+l 1 lying in a lowest top of the system. 
8. A uniform system is a system S which all tops lie in the same hyperplane of 
Rd+l. Or1 YJ + hJ = Yk + hk joT all TJ, Tk in T. See Figure 4.3. 
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4. The variation of a system S, V(S), is the difference between the highest and 
lowest points 'in the system. That is, 
V(S) 
This idea is illustrated in Figure 4.3. 
V(S) 
Figure 4.3 A uniform system: overlapping standard simplexes forming a bracket for the 
global minima, the situation at the end of each iteration. 
5. A standard domain in Rd has the form c + rU, where c ERd! r ~ 0 and 
d+l 
u {X E Rd : X :::::: 2.:: AkUk, 
k=l 
o:::;.>..k:::;l for k=1,2, ... ,d+l} 
A standard domain is a regular convex set which is centred at c and consists of 
all convex combinations of the zmit vectors u 1 , ... , ud+I· 
A standard domain is a line segment when d = 1, a hexagon when d 2 
and a rhombic dodecahedron, the honeycomb cell, when d = 3. Figure 4.4 shows 
the case for cl :::::: 2. The standard domain is required for the setting up of an initial 
system. An initial system, described next, will then bracket all global minima of 
the objective function over a standard domain. 
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ofT0 
Figure 4.4 Standard domain D and the top of initial simplex T0 for the multidimensional 
bisection algorithm for the case d 2. 
The initial system 
Given a standard domain, D c + rV an initial standard simplex, T0 , which 
brackets all global minima over D, can be set up as follows: 
i) evaluate fat the d+ 1 "dual" vertices of D, {vk c- ruk : k = 1, ... , d + 1}, 
ii) remove the cones (vk,f(vk)) V from R d+l for each k and 
' l 
iii) truncate Rd+l at the level of the lowest evaluation. 
process yields an initial simplex in a natural way. This initial system 
can be written in terms of a simplex: 
Definition 4.1.2 ForD c + rU 1 a standard domain in Rd 1 and function f in 
L(J11) 1 the initial .system S0 = (Ta,ao) with To= {To= T(x0 ,y0 ,h0 )} is given by 
with 
Xo = 
Yo 
ho 
1 d+l 
c + 1) {;U(vk)- m)uk, 
1 d+l 
d I: f( vk) - 1\11 dr, + 1 k=l 
1 d+l 
J11dr -- L(f(vk) m), 
cl + 1 k=l 
ao ( c ruz, m), 
Vk c ruk, k = 1, ... , cl + 1, the dual vertices of D, 
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an index associated with the lowest evaluation, that is, f( v1) = m. 
We pause here to explain this construction in more detail. After evaluating 
at vk, for k = 1, 2, ... , d + 1, the initial simplex T0 is constructed by removing d + 1 
"upside down'' ( d + 1 )-dimensional simplex cones. Each of such cones has apex 
at (vk, f(vk)) and its intersection with a hyperplane y = f(vk)- U\1jd, fort > 0, 
forms a d-dimensional regular simplex with vertices at Vk- t'l.li, i = 1, 2, ... , d + 1. 
The initial simplex T0 is then described by the apex (x0 , y0 ), the height h0 and a 
minimum evaluation point a0 = ( vz, f( vz) ). vVe use a standard domain D (a hexagon 
for d = 2) because under such a standard domain D the initial simplex forms a true 
lower bounding function for f. Figure 4.5 illustrates this construction for the case 
d = 2. For convenience we have assumed f( v1 ) = f( v2 ) = f( v3) in the illustration. 
v3 
A hexagon: the projection 
I of a standard domain onto the top of To 
The three removal cone 
intersections with T 0 
Figure 4.5 Construction of the initial simplex for the case d = 2 and f( v1 ) = 
f(v 2 ) = f(v3 ). Here the hexagon on the top of initial simplex T0 is the projection of 
a standard domain. 
For simplicity, we describe the construction of the initial simplex for the case 
d = 2 only. The construction for the case d > 2 can be done similarly. 
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To calculate ( xo, Yo) and ho for d 2, we solve the following linear equations 
which are the intersection planes of the removal cones with To : 
y=f(vk) 2J1!Iuk·(x-vk) for k=l,2,3. 
We consider the case c 0 first. Adding the above three equations and using the 
fact that Vk -ntk and tt1 + tt2 + Us = 0, we have 
3 3 3 
3y = L f(vk) L LVIduk · (x- vk) = L f(vk) 31\II dr. 
k=l ~1 k=l 
Dividing both sides by three, we find 
1 3 
Yo = 3 L f(vk) i\II dr. 
k=l 
Then h0 = m- Yo Mdr- (1/3) 
Since x0 is the centre of the top of the initial simplex, it will be the origin 
if all function values are equal at the VJ,. Suppose that f( vk) are not all equal for 
k = 1, 2, 3. A higher evaluation value at a Vk will force x0 to move in the direction 
q(f(vk) -m)uk, a linear combination of (f(vk) m)uk, with 
coefficients ck} vVe can choose ct arbitrarily, as f( vz) = m. Without loss of generality, 
we may assume that l = 3 and f(vl), j(v2) > m. 
The linear equations of the removal planes become 
1 3 
3 L f(vk)- 21\!Ir 
. k=l 
2 
f(vk)- 2Jvfuk · (L ck(f(vk) m)uk- vk) for k = 1, 2. 
k=l 
Notice that Uk · Uk = 1 and u1 · u2 = -1/2. so that the above equations become 
-1\1(f(v1)- m)c1 + 2NI(f(v2)- m)c2 j(v2)- ~ t f(vk) 
k=l 
with solution cl = c2 1 I ( lVf ( d + 1)). vVe also choose Cs 1/ ( NI ( d + 1)). This gives 
the solution x 0 (1/3lvi) I:%=1 (f(vk)- m)uk, as required. 
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For the case where c 0, the centre x0 is translated by c, while y0 and ho 
will not change. This gives the result 
1 3 
Xo - c 31\II 'LU( vk)- m )uk, k=l 
1 3 
Yo - L f(vk) 2Nfd, 
3 k=l 
1 d+l 
h0 = 211tfr sL(f(vk)-m). 
k=l 
A straightforward generalisation of the above calculations to the case d > 2 
leads to the result given in Definition 4.1.2. 
Simplex and system reduction 
Given a standard simplex T = T( x, y, h), an evaluation off at x allows us to remove 
the interior of (x, f(x))- \1 from T and truncate Tat height f(x), leaving a region 
which is again a union of at most d + 1 smaller standard simplexes. If (x, f(x)) is 
on or above the top ofT it is termed an upper reduction, while if (x, f(x)) is below 
the top ofT it is termed a lower reduction. This is illustrated in Figure 4:.6. 
e (x, f(x)) 
(u) Upper Reduction (b) Lower Reduction 
Figure 4.6 Simplex reduction when d = 2: three small standard simplexes are left when 
the removal cone is withdrawn from the large standard simplex. 
vVe now derive the expressions for the new simplexes after upper and lower 
reduction. After an evaluation of f at x, of the simplex T = T(:r. y, h), we need 
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to determine the apex ( x' ( k), y' ( k)) and height h' ( k) of the new simplexes for k = 
1, 2, ... , d + 1. It is easy to see that x'( k) will be located along the direction x + Uk. 
Therefore we consider the intersection of the simplex T(x, y, h) with the vertical 
plane along Uk and passing through ( x, y). Figure 4. 7 (A) illustrates the case for 
cl = 2. For simplicity, we denote (x'(k), y'(k)) as (x', y'), h'(k) ash' and user= h/Jvf, 
the radius of the top of T(x, y, h). 
(x,y+h) (x+ruk ,y+h) 
~------~~-----------? 
h 
(x,y) 
(A) Vertical section of simplex determined by direction uk 
(x,f(x)) 
h 
(x,y) 
.... ~~·~()(>.J. 
(x,y) 
···················.;:··· 
f h' 
Y.. 
(B) Upper reduction (C) Lower reduction 
Figure 4. 7 The action of simplex reduction along u~o : the section before reduction is 
shown in (A) with base point (x, y) and height h while upper reduction is shown in (B) 
and lower reduction in (C). The new simplex has base point ( x', y') and height h'. 
The equation of the "segment" from point ( x, y) to point ( x + ruk, y + h) is 
Y- y = 111\\X- x\\, 0::; A::; r 
The equation of the kth removal hyperplane, with normal ( -uk,- a1I ), of removal 
cone ( x, f ( x)) - \! is 
Y- f(x) = -clJvfuk ·(X- a;). 
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The base point ( x', y') of the new simplex along direction Uk from x is then 
determined by solving the simultaneous equations formed by the above segment and 
hyperplane. This leads to 
f(x)- d1\1uk ·(X x) = y + 1\IIIIX- xll, 
f(x) - dl\1 >.. = y + 1\!J)..., then 
)... = f( x) - y therefore 
(d + 1)1\11 
x'=x+ f(x)-y (d + 1)1\1/ttk, 
, +f(x)-y 
y=y d+1. 
The height h' is then determined as follows: 
For upper reduction, 
h' = y h- y' 1 h- d+ 1 (f(x) -y). 
For lower reduction, 
h' f (X) - y' = d ! 1 (f (X) - y). 
is illustrated in Figure 4. 7 (B) and (C). 
Let T denote the of simplexes comprising the reduction of T. above 
simplex reduction is formally described in the following definition. 
Definition 4.1.3 Let T(x,y,h) be a standard simplex. Two cases occ1tr: 
1. Upper reduction (when h:::; f(x) y) 
If h:::; f(x)- y:::; (d + 1)h, then the reduction of zs 
{ 
f(x) y f(x)-y 1 ... _ } 
T [X ) 'Ui' y + d ' h - -d - (f (X) - y) J . z - 1, ... ' d + 1 ' l\IJ(d+1 . +1 +1 . 
else if(d + 1)h < f(x)- y, then Tis the empty set. 
2. Lower reduction (when f( x) y < h) 
IfO S f(x)- y < h, then the ·reduction ofT is 
{ 
f(x)-y y-f(x) d . } 
T = T [X + 1\II ( d 1) Ui' y - d 1 ' d + 1 (f (X) - y) l : z = 1) ... ' d + 1 ' 
else if f(x) y < 0, then T is the empty set. 
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In the procedure of simplex reduction, no global minima are removed as 
the simplex-based removal cone (x, f(x))- Vis contained in the spherically-based 
removal cone (xJ(x)) 0, which in turn does not remove any global minima ofthe 
objective function f E L(1vf). 
In system Teduction some of the simplexes are reduced in the current system. 
In the following definition, J indexes all simplexes in the current system, and I 
indexes the simplexes to be reduced. 
Definition 4.1.4 (System reduction) Let S ( T, a) be a uniform system inside 
the initial simplex T0 , whe-re T = } jEh and let I be a non-empty subset of J. A 
red'I.LCtion of s is a system n( S) (T') a') wheTe 
T 1 - U Tj U {Tj L wheTe Tj is the ·reduction of simplex 
jEI jEJ\1 
{ 
a, if no lower reductions occuT, else 
at 
(x, f(x)) s1tch that f(x) minjer{f(xj)}. 
The process of system reduction does not remove any global minima of f 
since each simplex reduction procedure does not do so, 
System elimination 
Following a system reduction, parts of some simplexes may lie above the lowest 
function value recorded. The system is tightened up in the following way: 
Definition 4.1. 5 (System elimination) The eliminated system associated with the 
.systemS= (T, a) inside T0 is E(S) = (T', a) where 
T' = {T n p- T E T}, 
with p- the closed half-space of Rd+l below a. 
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Again, no global minima off are removed during this process. This is due 
to Fact 2 described for a Lipschitz continuous function f E L(J\11), in Section 2.1. 
The natural domain D is contained in the projection of the top of the initial 
simplex. The lower boundary of the initial simplex provides a lower bound for f 
over D, not over the top of T0 • As the above procedures are performed on the initial 
simplex onwards, the tops of some subsimplexes may locate or partly locate out of 
D. In order to ensure that the algorithm converges to the global minimum off over 
the domain D, the following assumption is needed: 
Assumption 4.1.1 The global minimum off, over the pro}ection of the top of To 
onto Rd, occnrs in D. 
If we denote the system at the kth iteration by Sk, then we can summarize 
the multidimensional bisection algorithm as: 
Multidimensional Bisection Algorithm 
Initial step: Form S0 , the initial system. 
Iterative step: Let Sk+1 = t:(R(Sk)). Repeat until a stopping criterion is satis-
fied. 
For the case where I = J, the multidimensional bisection algorithm reduces 
all simplexes obtained from the previous step within one iteration. We term this 
strategy the Full Multidimensional Bisection Algorithm (FMBA). Of particular in-
terest is the case where I picks out the deepest simplex in the system at each stage, 
so III = 1. We term this strategy the Deepest Multidimensional Bisection Algorithm 
(DMBA). 
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Convergence of the multidimensional bisection algorithm 
The convergence of the variation of the system sequence is guaranteed by the next 
lemma. 
Lemma 4.1.1 Consider FNIBA and let S be the uniform system formed at some 
iteration. Then 
V(E(R(S))) ::; cl ~ l V(S). 
Proof: Let S = (T, a), and select the Tj in T whose reduction contains a point 
at least as low as any point in any other reduction. Letting V('lj) be the variation 
of 'lj, we have 
D 
vVe use the following notation for describing the convergence results. After 
the multidimensional bisection algorithm completes iteration k, there is a system sk 
which consists of a set of simplexes 1j and associated ak. Let ak be the value of the 
smallest function evaluation to date and f3k be the level of the lowest apex in the 
system of simplexes. 
vVe need the following lemma for the convergence result for DMBA. The 
proof of this lemma can be found in [78]. 
Lemma 4.1.2 Let .n be the reduction process applied in DNIBA. Assume that the 
algorithm has completed iteration k0 . Let aka be the smallest function value evaluated 
to date and Pko be the level of the lowest value of the base points of simplexes in the 
current system. Then there exists an integer J( such that 
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The idea behind the proof is the following. Reducing the system variation 
V(Sk0 ) by a factor of dj(d + 1) can be performed by reducing all simplexes which 
penetrate beneath the level ako- (dj(d + 1))V(Sk0 ), a distance (1/(d + 1))V(Sk0 ) 
above Pko, the bottom of the current system. An upper reduction of such a simplex 
would suit this aim, while a lower reduction of such a simplex could well introduce 
d + 1 new simplexes below the level ako (dj(d + 1))V(Sk0 ). Each such lower 
reduction, however, lowers ako, the current removal level. All the new simplexes 
lie above the bottom Pko, so preventing a build up of simplexes which need to be 
reduced. Eventually all simplexes beneath the current level O:ko - ( d I ( d 1)) v ( sko) 
are reduced by a factor (1/(d + 1))V(Sk0 ). 
In [78], two conditions C1 and were introduced. Condition C1 requires 
that all deepest simplexes in the system at the end of each iteration are eventually 
reduced and Condition C2 insists that all simplexes in the system at the end of each 
iteration are eventually reduced. It was proved in [78], that Condition C1 ensures 
the system variation converges to zero while condition C2 also ensures localisation 
convergence. It easy to see that DMBA is an algorithm satisfying C1 while FMBA 
is an algorithm satisfying C2 . vVe present the convergence results for DMBA and 
FMBA in the following theorems. 
Let f* be the global minimum of the objective function over a natural domain 
D. Consider DMBA and FMBA for solving problems P and Q. We have 
Theorem 4.1.1 For DMBA (I= 1) the following hold: 
i) ak l f* and Pk i f* as k -+ co, 
ii) limk-oo f(xk) = f,, 
-i-ii) A~ ~ Leo, 
iv) limk-+oo infxEE llx- Xkli = 0. 
Theorem 4.1.2 Fo·r FiVIBA (I= J) the following hold: 
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i) ak l f* and Pk i f* as k _,. oo, 
ii) limk-oo f(xk) = f*, 
iii) A= E L00 , 
iv) limk-ooinfxeEllx-xkll 0. 
The proofs of Theorems 4.1.1 and 4.1.2 follow immediately from Theorems 
4.1 and 4.2 of (78}. The proof of Theorem 4.1 (ii) in [78} (Theorem 1.1 above) is 
incomplete, so we fill in the gap here. 
Suppose f( Xk) does not tend to f*. Since ak - Pk decreases to 0 and CXk :::; 
f. :::; f3k, for c > 0 there must exist a subsequence Xjk such that f(xkj) > f, + €. 
By compactness of D there exists a further subsequence Xjk1 say which converges to 
some z in D. But for sufficiently large l, an upper reduction at Xjk 1 will remove the 
bracket in a region of ,f(z)), a contradiction. 
Notice that, for the deepest strategy of multidimensional bisection, only one 
of the simplexes with the deepest base point is selected to be reduced at each itera-
tion, so some of the simplexes in the current system may be left without reduction 
for ever. This leads to the weaker convergence result (iii) of Theorem 4.1.1. To 
obtain the relation Leo ~ A, further modification to DMBA is needed. In fact re-
sult (iii) of Theorem 4.1.1 cannot be improved without further modification to the 
deepest strategy DMBA. An example will be given in Section 4.6 for which both 
inclusion relations in (iii) of Theorem 4.1.1 are strict. 
4.2 Acceleration of multidimensional bisection 
The character of the algorithm depends upon the choice of simplexes reduced in 
an iteration. For the case that I = J, all simplexes are reduced, so ensuring that 
the variation of the system is reduced by at least a factor of d / ( d + 1) at each 
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full iteration. Theorem 4.1.1 shows that deepest point reduction is sufficient to 
ensure that the variation converges to zero. This choice creates the multidimensional 
bisection analogue of the strategies employed by Piyavskii-Shubert and Mladineo. 
No matter what reduction strategy we employ, there are two immediate fail-
mgs the algorithm: 
(i) For cl greater than one, an evaluation over one simplex frequently generates 
a removal cone which is capable of removing material from neighbouring sim-
plexes. The algorithm, as described so far, does not effect this action, which 
we complete reduction. 
(ii) In reality, we can remove a spherically based cone at an evaluation point. The 
simplex based cone merely approximates this cone, and the approximation 
worsens as d increases. A method is needed, which we term spherical reduction, 
which retains the simplicity of simplexes, yet utilises power of the spherical 
removal. 
vVe now describe the complete reduction, Ac, and the spherical reduction, 
As, acceleration procedures. 
Complete reduction 
The complete -reduction algorithm ll c recognizes that the notion of simplex reduction 
described the previous section can be generalised. So far, reduction is done to a 
simplex when the evaluation occurs over its apex (or deepest point). This restriction 
is not necessary. Let z0 (x0 , J(x 0 )) be any point on the epigraph off in Rd+l. 
Given a standard simplex z0 - V can be used as a removal cone resulting in 
T\(zo- v) being a union of at most d 1 standard simplexes. Figure 4.8 illustrates 
this statement. Note that standard simplexes of unequal 
reduction. 
are left after such a 
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(xo.f(xo)) 
I 
(x.y) 
Figure 4.8 Simplex reduction when the evaluation is not over the apex. Note the 
remaining simplexes are standard, but not of equal size. 
The determination of the remaining new non-even simplexes can be easily 
done by modifying the calculation employed in finding the form of the new even 
simplexes in Section 4.1. In fact, if we evaluate f at xo, with x0 not necessarily the 
base point of the simplex T T(x, y, h), we will have the following. 
The base point ( x 1, y1), of the new simplex along direction Uk from x can be 
obtained in a similar way to that described in Section 4.1 (for the case of evaluation 
at the base point ( x, y)). That is, point ( x 1 , y1) is the solution of simultaneous 
equations: 
Y Y 1\!IIIX- xll, 0 ::=; ,\:::; r, and 
Y- f(xo) = -dl\!Iuk ·(X- xo). 
This leads to 
f( xo) - dl\!I Uk · (X - xo) = Y + 1\IIIIX- :t II, 
f(x 0 )- dJ\!Iuk ·(X- x + x- x0 ) = y + 1\!I,\, whence we have 
,\ = f(xo) Y 
(d + 1)1\II 
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Therefore the base points of the new irregular simplexes are 
, f(xo)- y d 
x =x+[ (d+ 1)NI- d+luk·(x-x0 )]uk, 
y' y + f(xo)- y - dll!f 'Uk. (x xo), 
d+l d+l 
for k = 1, 2, ... , d + 1. The height of the new simplexes is 
h'(k)={ (y+h)-y' 
f(xo) y' 
for upper reduction or f(x 0 ) > y h, 
for lower reduction or f(xo):::; y h. 
The above results enable us to remove from more simplexes when we eval-
uate at just one point. This can clone by noting that a single evaluation for a 
giVen at its base point is in fact a non-base point evaluation for any other 
simplex. ~When we incorporate this process into the algorithm we term it "complete 
reduction". 
Spherical reduction 
The spherical reduction algorithm removes more material than the raw multi-
dimensional bisection algorithm. Pictured in Figure 4.9 is the triangular top T' of 
T ( x, y, h) and the cross-section D' of the removal cone ( x, f ( x)) - V through the 
plane of the simplex top. We are really permitted to remove (x,f(x))- 0, a much 
larger volume, whose cross-section is shown as S in the diagram. It is now clear 
that we can remove a simplex based cone at an effective evaluation point higher 
than (x, f(x)). Its cross-section through the plane ofT' is shown as Ds, evidently 
the largest simplex dually oriented to top of T(x, y, h) whose intersection with 
T' is contained in S. 
The key to spherical reduction is the acceleration function A which relates 
the radius of S to the radius of Ds, as shown in Figure 4.9. vVe standardise by 
taking T' in Figure 4.9 to have unit radius, whence A will a function from [0,1] 
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Figure 4.9 The basis of spherical reduction: if T' were the top of a simplex in the system, 
and S the cross-section of the spherical removal cone, then we could effectively remove a 
simplex based cone with cross-section D s from the simplex with top T'. 
to [O,d]. The following theorem describes A. The proof of the following theorem was 
given by ·wood in [78]. 
Theorem 4.2.1 LetT' be a regular d-simplex of ·unit radius and S be a d-sphere 
with the same centre, and radius r, 0:::; r:::; 1. Then the radius, A(r), of the largest 
regular d-simplex, Ds, dually oriented to T', sharing the common centre and such 
that T' n Ds s;;; S, is given by the piecewise formula, with d parts: 
A(r) = A(r,i) for sined,i:::; r:::; sined,i-1 , i = d,d -1, ... , 1. 
wheTe the A(r, ·i) are defined recursively as: 
A(r, d) = r fo·r 0 :::; r :::; sin ed,d-1 and 
A(r,·i) = A(sined,i,i + 1) + Jr 2 - sin2 ed,i d IT tan ej,1 
j=i+l 
for sin ed,i :::; r :::; sin ed,i-1 and i = d -1, d- 2, ... , 1, where ej,k is the angle between 
the line joining vertex and centroid, and the line joining vertex to centroid of a 
k-dimensional face, in a j-simplex, for j 2: k. liVe define ed,o = 1rj2. 
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In [78], the following readily used formula for calculating A(r, i) is given: 
and tanBj,l = lffi. for all 1 ~ i,j ~d. 
Table 4.1 shows the acceleration function A for the case d = 2 and 3. 
d=2 d 3 
r A(r) r A(r) 
[0, 1/2] r [0, 1/3] r 
[1/2, 1] 1/2 + j3(r2 - (1/2)2) [1/3, 1/ V3] 1/3 + j2(r2 - (1/3)2) 
I [1/V3, 1] 1 + j6(r2 - (1/J3)2) 
Table 4.1 The acceleration function, A( r ), for spherical reduction, for d = 2 and 3. 
Once we know the function A, the spherical acceleration algorithm Ac is easy 
to implement. This can be done by lifting the function evaluation at x, for simplex 
T(x,y,h), to an "effective" height hA[f(x)-(y+h)] +(y+h), which ensures 
the simplicial removal cone intersects the top of T(x,y, h) in D8 • This allows us to 
remove more from T for a single upper reduction. The accelerated spherical upper 
reduction procedure is then given in the following definition. This replaces (1) in 
Definition 4.1.3. 
Definition 4.2.1 Let T(x,y,h) be a standard simplex. If h ~ f(x) y ~ 2h, then 
the nppe·r reduction of this simplex is 
, {· F(x)-y F(x)-y 1 } T = T[x + Jvf(d + 1) ·ui, y + d + 1 , h- d + 1 (F(x)- y )] : i = 1, ... , d + 1 , 
else if 2h < f ( x) - y, then T is the empty set. 
Here F(x) = hA [f(x)-
1
(y +h)] + (y +h) is the effective evaluation off 
at x. 
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Complete spherical reduction 
Spherical acceleration utilises the power of the spherically based removal cone, but 
only for removal from the simplex over which the evaluation was made. This accel-
eration can be combined with complete reduction to extend to all simplexes which 
intersect with the spherically based removal cone. We term this complete spherical 
red·uction Acs, a technique we now describe. An evaluation over a point x deter-
mmes a fixed spherically based removal cone. Consider a simplex in the system 
which meets this removal cone. Denote the top of this simplex, shaded in Fig-
ure 4.10, by T. Construct a dummy standard simplex, with top T', the smallest 
centred on x and containing T. Spherical reduction on this dummy simplex would 
generate a simplex based removal cone at an effective evaluation point higher than 
(a:, f(x)). Its cross-section at the level of the tops is shown as D' in Figure 4.10. Now 
remove this cone from the original simplex, as in the complete reduction procedure. 
This combined process allows us to remove more than would spherical or complete 
reduction alone. Figure 4.10 illustrates this case. 
Figure 4.10 The basis of complete spherical reduction. 
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4.3 Numerical results 
An implementation of the deepest point algorithm has been written in matlab by 
W.P. Baritompa. This runs the raw "deepest point" algorithm (A), and either or 
both of the two acceleration schemes. The matlab implementation of the algorithm 
is a "dual" implementation, in which each simplex is held by means of the dual 
coordinates of the sloping facets of the simplex. The dual coordinate of a facet is 
the inner product of any vector from the origin to a point on the facet with a unit 
vector orthogonal to the facet. 
vVe first report on the relative performance of the four schemes, A, Ac, As and 
Acs, using three test functions which are already in the literature, and two members 
of a family of test functions suggested by recent work of Mladineo in [44]. The 
Mladineo functions have the appearance of upside-down mountain ranges, being 
non-differentiable at the global minimum. 
For each of the test functions, we present the function j, the location of the 
global minima x*, the Lipschitz constant 1\11 which we adopted, the initial feasible 
domain D (in terms of the centre c and radius r, see Definition 4.1.1 (5)) and the 
variation of the initial simplex, \!o. 
Different runs were created by varying the location of the first evaluation 
following formation of the initial simplex. Thereafter the deepest point algorithm 
was used. Each run is terminated after 100 function evaluations. For each function 
we report the average, over a number of runs, of 
i) the location of the least evaluation, and 
ii) the ratio of the final variation to the initial variation. 
The deviation from the true global minimum is available by comparing the 
final component of the located point with the final component of the true point in 
the following tables. 
4.3. Numerical results 
Test function 1. Goldstein and Price (GOLDPR) 
[1 + (x1 + Xz + 1) 2 (19 -14xl + 3xi -14xz + 6x1x 2 + 3x~)]. 
[so+ (2xl- 3xz)2 (18- 32xl + 12xi + 48xz- S6x1x 2 + 27x~)] /5 
where xl = 4x~ - 2, X2 = 4x~ - 2 and 5 = 1, 015, 000. vVe take J11 = 50; 
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c = (0.5, 0.5), T = 0.7098, then Vo = 70.3. Our initial domain cuts the corners 
from [0, 1] x [0, 1] in order to avoid a second minimum. The true minimum off is 
(x*, f(x*)) = (0.5000, 0.2500, 0.0000). 
Algorithm minimum Rel. varn No. runs 
A (0.5014, 0.2565, 0.0000) 0.1788 10 
Ac (0.4681, 0.2681, 0.0000) 0.1475 10 
As (0.5014, 0.2565, 0.0000) 0.1788 10 
Acs (0.4687, 0.2681, 0.0000) 0.1272 10 
Table 4.2 Multidimensional bisection performance on test function GOLDPR. 
Test function 2. Branin (RCOS) 
where a = 1, b = 5.1/(47r2 ), c = 5/Jr, d = 6, e = 10, f = 1/(87r), .\ = 308.1 and 
.r1 = 15x~- 5, x2 = 15x~. 1\II = 10 ; c = (0.5, 0.5), T = 0.7887 ; Vo = 15.63. Here 
D is the smallest hexagon containing [0, 1] x [0, 1]. 
There are three global minimisers, at (0.5428, 0.1517) , (0.1239, 0.8183) and 
( 0.9617, 0.1650) with minimum f* = 0.0013. 
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Algorithm minimum Rei. varn No. runs 
A (0.5436, 0.1618, 0.0035) 0.1690 7 
iF (0.5281, 0.1553, 0.0032) 0.1240 4 
As (0.5436, 0.1618, 0.0035) 0.1731 7 
Acs (0.5281, 0.1553, 0.0032) 0.1242 4 
A (0.1308, 0.7840, 0.0027) 0.1695 3 
Ac (0.1361, 0.7558, 0.0029) 0.1259 5 
As (0.1308, 0.7831, 0.0027) 0.1695 4 
flCS 1361' 0. 7558, 0.1242 5 
A (0.9423, 0.1446, 0.0026) 0.1644 1 
Ac (0.9665, 0.1805, 0.0035) 0.1241 2 
As (0.9423, 0.1446, 0.0026) 0.1644 1 
Acs 9665, 0.1804, 0.1231 2 
Table 4.3 Multidimensional bisection performance on test function RCOS. 
Test function 3. Mladineo (FUNCT2) 
For the hexagonal initial domain we use the smallest hexagon containing [0, 1] x [0, 1]. 
Also 
iVI = 12.65; c = (0.5, 0.5), r = 0.7887; Vo 19.24. There are two global minimisers 
at (0.1427, 0.9759) and (0.1427, -0.0715) with global minimum f* = -3.0000. 
Algorithm minimum Rei. varn No. runs 
A (0.1249, 0.9629, -2.9916) 0.0855 10 
Ac (0.1086, 0.9737, -2.9909) 0.0654 8 
As (0.1285, 0.9745, -2.9927) 0.0790 10 
AC8 1286, 0.9699, -2.9940) 0.0588 8 
Table 4.4 Multidimensional bisection performance on test function FUNCT2. 
Test function 4. MLADINEO ( d,m) 
We now define a class of functions on which the type of algorithm we are using 
thrives. They have the appearance of down-under mountain ranges, and were sug-
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gested by recent work of Mladineo in [44]. For k = 1, ... , m, let J.Vh be a positive 
real number, and ck be a point in Rd. Define 
f ( x) = min {- J.Vh exp (--:- II x - ck II) : k = 1, ... , m} on Rd. 
Then x* = cko; f( x*) = - Jl![ko, where ko is such that J1.![ko = max{ J.Vfk : k = 1, ... , m}. 
Mladineo (2,3) Two variables and three inverted peaks. 
We choose cl = 2, m = 3 and let c1 , c2 and c3 be ( -0.5, -0.5), (0.6, -0.4) and (0, 0.8) 
respectively, with J.Vfk = Vk, for k = 1, 2, 3. We take J.VJ = J3, c = (0, 0), T' = 1, 
then Vo = 3.435; x* = (0, 0.8000) with f* = -1.7321. 
Mladineo ( 4,3) Four variables and three inverted peaks. 
Vve choose d = 4, m = 3 and let c1 , c2 and c3 be .7ul + .5u2 + .6u3 + .8u4, 
-.6u1 - .7u2 - .8u3 + .5u4 and .8u5 respectively, with kh = /k, fork= 1,2,3. 
Here u1 , ... , u5 are the directions in R 4 defining the vertices of the simplex top. We 
take J\1 = J3, c = (0, 0, 0, 0), T' = 1, then Vo = 6.897; x* = (0, 0, 0, 0.8000) with 
f,. = -1.7321. 
Algorithm minimum Rei. varn No. runs 
MLADINEO (2,3) 
A (0.0002, 0.8010, -1.7284) 0.0068 10 
Ac (0.0000, 0.8001, -1.7317) 0.0004 10 
A_S (0.0000, 0.8005, -1.7296) 0.0025 10 
A_CS (0.0000, 0.8000, -1.7320) 0.0000 10 
MLADINEO ( 4,3) 
A (0.01, -0.01, 0.00, 0.73, -1.58) 0.3755 13 
A_c (0.01, -0.01, 0.00, 0.75, -1.60) 0.2997 13 
A_s (0.01, -0.01, 0.00, 0.73, -1.58) 0.3680 13 
A_CS (0.01, -0.01, 0.00, 0.75, -1.60) 0.2696 13 
Table 4.5 Multidimensional bisection performance on test functions MLADINEO (2,3) 
and MLADINEO ( 4,3). 
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For each test function and algorithm type the table shows the average over 
several runs of the computed minimum and relative variation (the ratio of the final 
variation to the initial variation). The differing number of runs within RCOS is due 
to the presence of more than one global minimum; we selected only the runs which 
converged to the specified global minimum. 
Remarks: 
i) The algorithms work best for functions where the minima are well-defined, such 
as FUNCT2 and Mladineo (2,3) and ( 4,3). The effectiveness ofsimplex reduction 
in such cases causes the system variation to reduce rapidly. 
ii) For functions which are relatively flat over much of a neighbourhood around the 
global minimum the variation is slow to reduce. Thus while we may find a good 
solution early, it takes a lot of later evaluations to confirm that it is successful. 
GOLDPR and RCOS exhibit this behaviour. This phenomenon described is 
quite typical in global optimisation. 
iii) The algorithms are converging to a global minimum, but it is evident by examin-
ing absolute error in Table 4.2 that they are more successful at finding the value 
of the function at the global minimum (the final coordinate) than the location 
of the global minimum (the first d coordinates). 
iv) Complete reduction produces roughly a 25% reduction in variation, though sub-
stantially more when the global minimum is sharply defined, as in Mladineo 
(2,3). Spherical reduction makes almost no difference for functions which are 
flat around the global minimum, but does offer an improvement for FUNCT2 
and .Mladineo ( 4,3), and a marked one for Mladineo ( 2,3). Recall that spherical 
reduction comes into its own only when evaluations lie well above the simplex 
top. Note that Acs is best overall. 
v) Accelerated methods require fewer function evaluations to reach a given vari-
ation, but the overheads per function evaluation are higher. For our current 
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implementation the overall overheads to reach a given accuracy, measured in 
floating point operations, do not change very much from A to Acs. 
It is planned in the future to investigate certain higher dimensional test 
problems. 
In [28] and [33] .LJ..<v.UO'-·" and Jaumard compared the performance of certain 
Lipschitz optimisation algorithms as they found global c:-optimal value of 20 
univariate and 13 bivariate Lipschitz test functions. Multidimensional bisection 
is among the algorithms studied. For the bivariate test functions, it showed that 
the multidimensional bisection requires a large number of function evaluations for 
most of the test functions, for the given tolerance E, but that the computation 
time needed is relatively short. The large number of function evaluations is mainly 
due to the overlapping of the simplexes in a system, while the fast computation 
is due to the simplicity of finding the lowest base point of the simplexes in the 
system. They use DMBA for implementing the ·wood algorithm and none of the 
previously described acceleration strategies for multidimensional bisection algorithm 
were used. Employing such acceleration strategies in the multidimensional bisection 
algorithm will significantly reduce the number of function evaluations required for 
<:-convergence. Table 4.6 lists six of the bivariate test functions used in [28], with 
domains. 
No. 
1 
2 
4 
5 
8 
10 
Lipschitz function 
-4xy sin( 47ry) 
sin(2x 1)-2sin(3y 2) 
max( J3x y, -2y, -J3x) 
!Y! + e-x2 
(x- 2y ..c. 7) 2 + (2x + y- 5)2 
sin(a; + y) + (x- y)2 - 1.5x + 2.5y + 1 
Domain 
(0, 1] X (0, 1] 
(0,1] X (0,1] 
(-1, lj X (-1, 1] 
(0, 10] X (0, 10] 
(-2.5, 3.5) X 1.5, 4.5) 
(-1.5,4] X 3) 
Table 4.6 The six Hansen-Jaumard test functions with their associated domains. 
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Table 4.7 compares the number of function evaluations required by Ac, A' and 
A cs for these six test functions using the same Lipschitz constant lvf and tolerance € 
given on pages 78 and 80 of [28]. The centre c and radius r of the standard domain 
D which includes the corresponding rectangular domain is also listed. 
No. Tolerance € Standard Domain lvf No. of function evaluations 
A Ac As Acs 
1 0.355 c= (.5, .5), r = 0.7887 50.267 3454 1064 1019 691 
2 0.0446 c= (.5,.5),r = 0.7887 6.318 2212 1285 1902 1107 
4 0.0141 c= (0, 0), r = 1.5774 2 134 82 33 31 
5 0.1 c= (5,5),r = 7.8868 v'2 391 263 256 175 
8 3.66 c= (.5, 1.5), r = 4.7321 86.313 1717 1185 1393 995 
10 0.691 c= (.75, 0), r = 4.5877 17.034 1546 1035 1069 752 
Table 4. 7 Comparison of the number of function evaluations required by A, Ac, A• and 
A cs for the six Hansen-J aumard test functions, over a standard domain with centre c and 
radius r. 
Note the lower number of function evaluations required as the acceleration 
methods are brought into play. 
Hansen and Jaumard in [28] pointed out that it is difficult to determine the 
standard domain D with the smallest radius r containing a hyperrectangle. We show 
now how to do this for the case d = 2. Figure 4.11 illustrates this case. We used the 
following formulae to obtain the smallest standard domain D which contains the 
rectangle specified for each of the above six test functions. 
For a given rectangular domain with length a, width band centred at (c1, c2), 
the standard domain D with smallest radius ·r containing such a rectangle can be 
determined using elementary geometry: 
4.4. An extended branch and bound framework 69 
A) B) b < a tan~ 
Figure 4.11 The standard hexagonal domain D with smallest radius containing a rect-
angular domain with length a, width b and centred at c. 
if b > ....Q_ 
-y'3 
if b < ....Q_ 
v'3 
Notice that the standard domain D with smallest radius is not unique for 
the case b < a/ J3, as the centre c can be moved up or moved down. 
4.4 An extended branch and bound framework 
The Horst and Tuy branch and bound framework has been reviewed in Chapter 2. 
In [36] these authors showed that the algorithms of Pinter, and Zheng and Galperin 
are encompassed by this general framework. Somewhat surprisingly, the algorithm 
of Mladineo is also shown to sit beneath this umbrella, but the method used is not 
completely natural. 
Our aim in this section is to slightly broaden the framework so that it more 
readily encompasses algorithms such as those discussed in this chapter. Motivation 
to alter the branch and bound framework springs from the observation that in the 
Piyavskii-Shubert algorithm. and multidimensional bisection, the natural cover at 
any stage is the projection onto the domain of the simplicial tops of the possibly 
overlapping simplex brackets. The idea is illustrated in Figure 4.12, for the case 
where d = 1. 
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Figure 4.12 The idea behind the new framework: after three evaluations (shown as 
heavy dots) the partition determined by the removal cones (used in [36]) is shown in (a), 
and the cover using simplex tops in (b). 
Note that every finite partition is a finite cover, and moreover that every 
finite cover gives rise to a (not necessarily unique) finite partition. The language 
of covers, however, allows us to express multidimensional bisection as a branch and 
bound algorithm more conveniently than the language of partitions. 
A new branch and bound framework 
vVe now present the branch and bound framework of Horst and Tuy in the language 
of covers, rather than partitions. vVe begin with a definition of a cover. 
Definition 4.4.1 Let D be a S1tbset of Rd and I be a finite index set. A set { ci : 
i E I} of subsets of D is said to be a cove-r of D if D s UiEICi. 
Note that the cover sets may not intersect only on their boundaries. The set C in 
Rd is termed feasible if C n D =J:. </>, and unce·rtain if it is not known whether it is 
feasible. vVe adopt the convention that the minimum taken over an empty subset of 
R equals +co. 
Initial step (k = 0): The algorithm begins with a compact set Co covering D, or 
a subset of D where min f(D) is realised. Set Co = { C0 }, the initial cover. 
Associated with C0 are bounds /30 = ,8( C0 ) and a0 = a( C0 ) such that 
f3o ~ minf(D) ~ ao = minf(Sc0 ) 
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where Sa0 is the (possibly empty) set of evaluation points made in D. If a:0 < co, 
then choose x0 such that f( x 0 ) a 0 . If a:0 - (30 :::; c:, then stop, else proceed to 
the iterative step. 
Iterative step (k = 1, 2, ... ): At the outset we have the finite cover of closed sets, 
Ck-ll of the subset of Co still of interest. For every C E Ck-l we have bounds 
(3( C) and a( C) satisfying 
(3(C):::; minf(C n D)::; a:( C) minf(Sa) if Cis known to be feasible, and 
(3( C) ::; min f( C) if C is uncertain 
where Sa is the possibly emptyset of evaluation points CnD, and the overall 
lower ancl upper bounds are defined as 
!3k-1 min{(3(C): C E Ck-d, ak-1 min{ a:( C): C E Ck-d 
satisfying f3k-l s minf(D) :S ak_1 . vVe now describe the four-stage "branch 
and banish, bound and banish" iterative step, based on the presentation in [35}. 
Figure 4.13 illustrates this procedure. 
Cn Co 
Figure 4.13 An iteration step of the branch and bound procedure with rectangular 
covers of the hexagonal domain D. The shaded parts are covering sets banished in step k. 
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Step 1. Branch: Select a subset Pk of Ck-l and finitely recover each member 
of Pk. Let P£ be the set of all newly formed cover sets. 
Step 2. Banish: Delete C E P/c if it lies outside D, or if it is known that 
min f (D) cannot occur over C. Let Ck be the collection of cover sets remaining. 
Step 3. Bound: Assign to each C E C~ which is known to be feasible bounds 
(3( C) and a( C) satisfying 
(3(C):::; minf(C n D):::; a( C)= minf(S'c) 
and to each uncertain C E Ck a bound !3( C) satisfying (3( C) :::; min f( C). 
S0 is the set of evaluation points in C n D. We assume that !3(C) 2: (3(B) if 
~BE Ck-1· 
Let f3k = min{f3(C) : C E Ck} and ak min{a(C) : C E Ck}, the overall 
bounds, and if ak < oo 
Step 4. Banish: Delete all E Ck not containing xk which are fathomed, 
that is, ak :::; {3( C). Let Ck be the collection of cover sets remaining. 
If ak fA :::; E, then stop, else re-run iterative step. 
At this stage, fh:::; minf(D) ak. 
Remarks 
i) The cycling of the steps, placing "fathoming" last instead of first, does not 
alter the algorithm, and suits our purpose in the next section. It has, however, 
obliged us to add the phrase "not containing xk'' Step 4 in order to exclude 
the possibility that all C's are fathomed. 
ii) vVe have assumed compactness throughout to ensure that the minima exist. 
This can be generalised to non-compact Co and infima, as in [35]. 
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4.5 Multidimensional bisection within the branch and bound 
framework 
vVe now show that the multidimensional bisection algorithm falls into this new 
branch and bound framework. 
The natural domains D for multidimensional bisection are the standard do-
mains D described in Definition 4.1.1(5). Such an algorithm begins by placing the 
minimum over such a D in a simplex C0 , the top of the initial simplex bracket To 
defined in Definition 4.1.2, projected onto the domain, Rd. This simplex contains 
the region of D still of interest. Figure 4.14 shows the situation for d 2. 
Figure 4.14 The initial feasible set D, contained in the relaxed feasible set C0 • Shown 
here is the most conservative case, where all initial evaluations are equal. Variation in the 
function evaluations causes shrinkage of the initial cover set, C0 • 
Evaluations of f at the dual vertices Sc0 = {v1 , ... , 'Vd+l} of D provide an 
initial simplex T(x 0 , y0 , h0 ) in Rd+1 as constructed in Section 4.1. The height of the 
top of T(xo, yo, ho) forms the initial upper bound a0 min{f(vi): i = 1, ... , d + 1} 
while Yo, the base height, gives the initial lower bound (30 :s; min f(D). Here a0 is 
always finite, so we immediately have an iteration point x 0 E D for which f( x 0 ) a 0 . 
It is one of the vertices v; for which the evaluation is least. 
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At the start of the kth iteration a global minimum over D is bracketed in a 
finite set of similar simplexes. The projection of these simplex tops onto the domain 
forms the cover Ck_1 . For the simplex in the system with projected top C, (3(C) 
equals the level of the simplex base, and a:( C) = min f( Sc) (where Sc is the set 
of evaluation points in C n D) form lower and upper bounds for min J( C n D). 
A property of the algorithm is that for all feasible C E Ck-1 we have (3( C) :::; 
min J( C n D) :::; a:( C). The first inequality follows since over D the graph of f 
remains on or above the sloping facets of the simplexes in the system. 
vVe now describe how the deepest point multidimensional bisection iteration 
slots into the four stages of the branch and bound iterative step. 
1. Branch: Select the C E Ck-l corresponding to the simplex which is to be reduced, 
and any other cover sets influenced by elimination in this iteration. These sets 
constitute Pk· The deepest point evaluation then yields a cover of C which will be 
one of three types, according as the evaluation is above, on or below the simplex 
top. Figure 4.15 (a)-( c) shows these cases when d = 2. 
(a) (b) 
(c) (d) 
Figure 4.15 The refinement of the cover set C when the evaluation over the base is (a) 
above the top, (b) on the top, and (c) below the top. In cases (b) and (c) the refinement 
is a cover rather than a partition. Case (d) shows a cover set C, associated with the 
elimination phase, recovered using two sets. 
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Cover sets influenced by elimination will have their associated d + 1 dimensional 
simplexes truncated, so give rise to the recovering shown in Figure 4.15 (d). This 
comprises two sets, shown shaded and unshaded. 
2. Banish: The shaded regions in Figure 4.15, in (a) and (c), or their analogies for 
larger d, can now be deleted. This is possible since it is known that min f(D) 
cannot occur over these regions (see Section 4.1, System reduction). This leaves 
us with C£. The geometry of multidimensional bisection would allow us to remove 
cover sets C in C0 \D. In practice we do not expend the effort, since Assumption 
4.1.1 ensures that such sets are eventually fathomed in Step 4. 
:3. Bound: We ass1gn to each new simplex C in the cover the level of the base, 
(3( C). In multidimensional bisection this choice of (3( C) ensures that (3( C) ~ 
- minf(C n D) for each feasible set C, whether or not we know it to be feasible. 
That this inequality may not hold for infeasible Cis not a concern, since infeasible 
cover sets for which it does not hold will be more quickly fathomed in Step 4, a 
desirable outcome. vVith the annular shaded region in (d) we associate a (3 value 
of ak, the level of the lowest evaluation to date. We know that minf(D) cannot 
occur on such a C, so this ensures that it is fathomed in Step 4. To each cover 
set we can assign a(C) = minj(Sc), where Sc is the set of evaluation points in 
C n D. Certainly it follows that minf(C n D)~ a( C). The evaluation point xk 
in D is chosen such that f ( xk) = ak. 
These three steps together correspond to the reduction step, R. They are viewed 
simultaneously in multidimensional bisection, but can be linearly ordered in the 
way just described. 
4. Banish: This fourth step corresponds to the elimination step, E. All shaded 
regions of the type shown in Figure 4.1.5 (d) are removed. 
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This completes the demonstration that the multidimensional bisection algo-
rithm with the deepest point strategy is an example of the new framework. A fine 
point should be acknowledged here: any (necessarily singleton) C # { xk} for which 
(3( C) = ak would be eliminated in Step 4. Thus we are capturing a very slight 
modification of multidimensional bisection. The algorithm just described, however, 
IncorpOTation of spherical reduction would alter only the refinement of Pk· 
Any complete reduction, or a reduction strategy which involved more than a single 
evaluation (such as that in the next section) would necessitate overlaying the covers 
generated by reduction and elimination. These algorithms still follow the pattern of 
the branch-and-bound format. 
Similarly we can demonstrate that FMBA, with or without the acceleration 
strategies, also falls into the new branch and bound framework. Therefore, the 
multidimensional bisection algorithm is an example of the new framework. 
Range convergence 
vVe turn now to the convergence of the multidimensional bisection algorithms. We 
review the convergence of the branch and bound algorithm in terms of covering 
presented in Section 4.4, and show how this relates to the convergence of DMBA. 
For the O:k and f3k of Section 4.4, evidently O:k is non-increasing and f3k non-
decreasing. Thus limak = o: and limf3k = (3 necessarily exist, and (3:::; minf(D) :::; 
o:. Following Horst and Tuy we say that an infinite procedure (one for which o:k # f3k 
for all k) converges if O:k- f3k-+ 0, as k-+ oo, whence 
o: = lim f ( x k) = f3 = min f (D). 
k 
We now restate in appropriate form the convergence conditions for an in-
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finite branch and bound procedure in terms of covering. These will ensure that 
O:k - f3k ---+ 0. 
Definitions 
1. A bounding procedure is termed consistent if at the start of each iteration 
every non-degenerate cover set can be refined, and any decreasing sequence 
Ckq coming from successively refined covers satisfies 
2. A selection procedure is termed complete if for every C E U~1 n~v Ck we have 
min f ( C n D) 2. a . 
:3. A selection procedure is termed bound ·improving if, for each k, there exists an 
l 2. k for which 
argmin {f3 (C) : C E Ck} n Pt -1- ¢; . 
That is, at each iteration: one covering element where f3k occurred 1s later 
selected for refinement. 
The following theorem, which we restate from Theorem 2.2.1 and 2.2.2 in the 
language of coverings, then follows, with the proofs as in [35]. 
Theorem 4.5.1 In an infinite broadened branch and bound procedure involving cov-
ering, suppose that the bo1mding opemtion is consistent. It follows that 
i) if the selection is complete, then 
a) a = min f (D), 
b) iff is continuo1ts, then every accum1llation point x of { xk} is such that 
f ( x) = min f (D) . 
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ii) -if the selection is bound impToving1 then the pTocedure is convergent1 so 
a= minf(D) = /3. 
vVe now use this theorem to discuss the convergence of DMBA. The deepest 
point strategy of multidimensional bisection ensures that all deepest simplexes in 
the system at the end of each multidimensional bisection iteration are eventually 
reduced. This is readily shown to be equivalent to the bound improving condition. 
For multidimensional bisection, a selection procedure which is bound improving also 
is such that the bounding procedure is consistent. This is shown in Theorem 4.1.1 
(ii). "When the bounding in the algorithm is consistent, the selection is complete 
[35, p.l27]. In DMBA, the location of the least evaluation to date is chosen as the 
iteration point, xk. Assumption 1.1 ensures that eventually all such points are 
feasible, so that the accumulation points of this sequence coincide with those of the 
sequence of least feasible evaluation points. It follows from Theorem 4.1.1 (ii) that 
multidimensional bisection, with the deepest point strategy, is "range" convergent, 
or f( xk) -+ f,.. 
4.6 On the localisation produced by multidimensional bi~ 
section 
Basso in [8] discussed the problem of determining the localisation of all global op-
tima of a univariate function as well as the optimal value of such a function, that 
is, problem Q for d = 1. He also studied the behaviour of the Piyavskii-Shubert 
algorithm. It was pointed out in [8] that the deepest point reduction strategy of 
the Piyavskii-Shubert algorithm does not ensure "domain" convergence of the algo-
rithm. VVe clarify this statement using the following notation described in Chapter 1. 
Denote by 
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i) A, the accumulation points of the iteration points, 
ii) the points in D where minf(D) is realised, 
iii) Lx:, the set nk:0 Lk, where 
iteration. 
U{ C : C E Ck} is the "localisation" at the kth 
The Piyavskii-Shubert algorithm ensures that A ~ L= for the univariate 
case, as this algorithm is a special case (d = 1) of DMBA, whence Theorem 4.1.1 
iii) follows. The function pictured in Figure 4.16, adapted from Basso, illustrates 
that for the deepest point algorithm we cannot guarantee equality in the inclusions, 
c ~ L=. 
y 
Figure 4.16 Modified Basso function: For the f shown, the solution set E = {1, 5}. 
Piyavskii-Slmbert algorithm has accumulation point set A {1} and final localisa-
tion Lc:v = {1, 5, 7}, showing that in general equality is not the case for the inclusions 
A t;;; t;;; L00 • A typical is shaded in the figure. 
A typical system is sketched over the function after four iterations of the 
Piyavskii-Shubert algorithm. Iteration points stay in neighbourhood of x 1, 
with the points (5, -1) and (7, remaining in all Note that 5 E E but 
is not an accumulation point of the iteration points, and 7 E L= but is not in 
So, A = {1 }, E = {1, 5} and L= = {1, 5, 7}. Thus both inclusions are proper. 
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To obtain domain convergence, that is, A= E = Leo, we need to remove such an 
unwanted point 7 from Leo and make point 5, a minimiser, an accumulation point. 
The least Lipschitz constant of the function f is used in the above example, 
the value J\!I = 1. One way to make every solution point in E be an accumulation 
point is to use a slightly enlarged Lipschitz constant in the problem. Then the 
relation A= E is ensured by the convergence result of the Pinter algorithm described 
in Chapter 2, as the Piyavskii-Shubert algorithm is a special case of the Pinter 
algorithm under such a Lipschitz constant modification. 
Basso discussed in [8] a necessary and sufficient condition on the lower bound-
ing function to ensure that A = E = L 00 for the case d = 1. The following two 
theorems are drawn from [8]. We extend the second into Theorem 4.6.3. 
Theorem 4.6.1 (Basso, {8, Theorem 1}) Let f be a continuous real function on 
[a, b] with minxE[a,b] f(x) = f*. Let {Fk}, fork 2:: 0, be a sequence of lower bounding 
f1mctions off, { o:k} be a sequence of real numbers and Lk = { x E [a, b] : Fk :::; o:k} 
be such that: 
Then, a necessary and sufficient condition for 
'lS 
limFk(x)=f(x) fo·rany xELoo. k-->oo 
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That the above condition ensures = A is also discussed by Basso. He 
proposed two ways to modify of the Piyavskii-Shubert algorithm, named the block-
seq·uential or Jacobi type method and the Gauss-Seidel method. 
The block-sequential method at step k evaluates the function simultaneously 
at the deepest point in each disjoint localisation of Lk, instead of evaluating the 
function at only one deepest point as in the Piyavskii-Shubert algorithm. This pro-
cedure consists precisely in simultaneously modifying the lower bounding function 
in each and every disjoint interval. The Gauss-Seidel type method updates the best 
function value f: each evaluation during the kth iteration instead of updating f: 
after a full iteration as adopted in the block-sequential method. Alternation of the 
.Jacobi and Gauss-Seidel methods forms chaotic method. 
All three methods satisfy the asymptotic convergence condition of Theorem 
4.6.1 and therefore guarantee the localisation convergence of the original problem, 
problem Q. The following theorem states that localisation convergence can be ex-
tended to include the set of accumulation points A by using the block-sequential 
method for solving problem Q for the ca.se d 1. 
Theorem 4.6.2 (Basso, {8, Theo-rem 2 and Corollary 2} ) Let f E L(l\11) on 
[a, b] and {Fk} fo·r k ~ 0 be a sequence of lower bounding functions of f. Let 
{ ak} = {f:} be a sequence of real numbers and Lk = {x E [a, b] : Fk :::; akL the 
sequence of localisations generated by the block-seq7tential method. Then 
A= E =Leo. 
As the deepest point algorithm coincides with the Piyavskii-Shubert algo-
rithm when d 1, DMBA with or without accela.ration strategies also cannot guar-
antee localisation convergence without modification. 
Recall that for a. consistent and bound improving multidimensional bisection 
(DMBA satisfies these conditions) we have A~ E ~Leo. This follows from Theorem 
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4.1.1. 
Before giving the main theorem of this section, we define a block-sequential 
reduction strategy for multidimensional bisection which extends Basso's terminology 
of block-sequential to the case when d 2: 1. 
Definition 4~6.1 A system reduction strategy R( S) defined in Definition 4.1.4 is 
called block-sequential 1f the evaluations of the function f are chosen simultaneously 
m each disjoint component of the localisation Lk of the system S. 
Notice that in block-sequential reduction, the size of the evaluation index 
I may vary from step to step. It is greater than one but may be less than IJI. 
Therefore a multidimensional bisection algorithm with block-sequential reduction is 
sandwiched between DMBA and FMBA. 
We now extend Theorem 4.6.2 to higher dimensions. That is, we show that 
the multidimensional bisection algorithm equipped with the block-sequential reduc-
tion strategy guarantees that A = E = Loo. This result will hold for all four forms 
A, Ac, As, and Acs described in this chapter. Observe that this is the convergence 
property FMBA enjoys, but block-sequential reduction requires a weaker condition 
on the number of evaluation points in an iteration, as described above. 
Theorem 4.6.3 For the multidimensional bisection algorithm, with block-sequential 
reduction and any combination of complete and spherical reduction, then 
A= E = L00 • 
Proof: Block-sequential reduction is certainly bound-improving, so it follows as 
before that A ~ E ~ Loo. Hence it suffices to take x E Loo and show that x E A. 
From Theorem 4.1.1 (i) we know that ak l f* and f3k i f*, where f* = 
minf(D). Thus the only point over x eventually remaining in the bracket is (x, f*). 
vVe consider two cases. 
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Case 1: ( x, f*) is eventually only in simplexes with apex at the point ( x, f*) 
Since ak l f* as k -+ oo, eventually ( x, f*) lies in an isolated system simplex, 
of variation as small as we please. If f(x) > J*, an evaluation at x, ensured by 
the assumption of block-sequential reduction, would remove (x, f*) from the 
system. Since x E LX) this provides a contradiction, so f( x) = j*, and x E 
E. It is also evident that eventually the system must include the degenerate 
simplex { ( x, f*)}. Block sequential reduction ensures that this isolated simplex 
will be evaluated in every later full iteration. Hence x E A. 
Case 2: (x, j~) is always in some simplex with apex at height less than f*. 
Since f3k increases to j~, (x, f*) must lie in a strictly nested sequence of sim-
plexes, Tk = T(xk,Yk, hk), as the algorithm progresses. Note that hk must 
decrease to zero. 
For incomplete reduction, with or without spherical reduction, any raising of 
the apex of Tk must occur through an evaluation at Xk. Thus x E A. 
For complete reduction, with or without spherical reduction, the apex of Tk 
can be raised through an evaluation at a point other than Xk. We now show, 
however, that given a neighbourhood U of x, and for Tk's with projected top 
inside U, there can be at most finitely many evaluations outside U which raise 
the level of these simplexes. Thus x E A. 
Suppose that { zz} is a sequence of evaluation points outside U, each of which 
raises the level of one of these simplexes. Then there exists an E > 0 such 
that f(zz) exceeds f* + E for each l. Since Co- U is compact, the sequence 
of evaluation points { Zz} has an accumulation point, z. Since f is continuous, 
f(z) > f*. But z E A~ E, so f(z) = j*, a contradiction. This completes the 
proof. 
D 
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Remarks 
i) In trials of the algorithms using deepest point reduction, we have noted the 
occurrence of points of the type occurring at x = 7 in the example of Fig-
ure 4.16. With block-sequential reduction such a point would disappear in an 
early iteration. The result of Theorem 4.6.3 suggests that every so often a 
block-sequential iteration should be run to remove such stray points. 
ii) The proof of Theorem 4.6.3 reveals that the behaviour exhibited in Figure 4.16 
at a:; = 1 and x = 5 illustrates the only two ways in which a point can remain 
forever in the system. 
CHAPTER 5 
A stochastic method: pure localisation search 
5.1 Introduction 
The deterministic Lipschitz based algorithms discussed in the previous chapters, for 
solving global optimisation problems P, P', Q and Q' possess guaranteed conver-
gence properties. In this chapter, we investigate stochastic algorithms for solving 
problem P'. Is there a stochastic approach which can solve problem P', and which 
possesses polynomial complexity in terms of the number of iterations required as 
the dimensions increases? We explore this question in this chapter. 
Two stochastic algorithms, pure random search (PRS) and pure adaptive 
search (PAS), for solving the global optimisation problem P' have been reviewed in 
Chapter 2. Pure random search is easy to implement, as the next evaluation point 
is always chosen on the initial feasible region according to a uniform distribution. 
But it is not an effective approach as it does not use information from previous 
evaluation points and values. The expected number of iterations in order to be 
within a given tolerance of the global minimum also increases exponentially in the 
dimension of the problem, as described in [81]. Pure adaptive search has been 
introduced and discussed in [49] and [81]. In PAS, the next point is chosen according 
to a uniform distribution on the improving region, or "inside the level set", of the 
feasible space. In [81] it was shown that when pure adaptive search is applied 
85 
86 A stochastic method: pure localisation search 
to global mathematical programs satisfying the Lipschitz condition, the expected 
number of iterations in order to be within a given tolerance of the global minimum 
increases at most linearly in the dimension of the problem, a desirable complexity 
result. A difficulty which immediately arises is that pure adaptive search appears 
to hard to realise efficiently in practice. Encouragement, however, comes from 
the observation that several other practical random search algorithms have reported 
linearity in dimension, for example [72], although only for convex programs. 
Pure adaptive search can be implemented, albeit very inefficiently, by running 
pure random and accepting only those points which provide improved function 
evaluations. Two attempts have already been made to provide a more efficient 
implementation. These are Improving Hit-and-Run algorithm [82], and the Hide-
and-Seek algorithm [64]. For a Lipschitz continuous objective function, algorithms 
for solving problem P' can utilise the facts described in Section 2.1: at each iteration, 
regions which cannot contain the global minima can be stripped away from the 
domain. The remaining region of interest, the "localisation'' Lk, to use the term 
we used in the previous chapters, is a set which properly contains the level set 
of PAS at each iteration. From this viewpoint, we may raise this question: is 
there an efficiently implementable algorithm, based on a stochastic variant of the 
Piyavskii-Shubert algorithm, which can realise the desirable complexity of PAS? The 
procedure proposed which might meet these requirement is: choose the evaluation 
point on an enlargement of the level set of pure adaptive search. The enlargement 
must be accessible in practice, yet small enough to retain the desirable properties of 
PAS. Such an enlargement is provided by some of the Lipschitz based deterministic 
algorithms for mathematical programs, such as the Piyavskii-Shubert algorithm, the 
Mladineo algorithm and the Wood algorithm reviewed in Chapter 2. 
We develop this chapter as follows. In Section 5.2, somewhat adaptive search 
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(SAS) is introduced. SAS is a relaxation of pure adaptive search, and is more 
likely to be efficiently implementable, yet still possesses the desirable complexity of 
PAS. Theorem 5.2.1 states the linear complexity result, and discusses the special 
case of "p-adaptive" search. In Section 5.3 a modification of the Piyavskii-Shubert 
algorithm (PS) to a stochastic search, pure localisation search (PLS), is proposed 
and the spherical and simplicial realisations of this algorithm are discussed. A 
comparison of the performance of PRS, PAS, PLS and PS for a set of univariate 
test functions is provided in Section 5.4. The link between SAS and PLS is discussed 
in Section 5.5, and numerical results confirming the theoretical results are shown. 
Much of the material in this chapter has appeared in [7]. 
5.2 Somewhat adaptive search 
Consider the global optimisation problem P described in Chapter 1. That is, find the 
global minimum of an objective function f on a convex, compact full-dimensional 
domain D of Rd for f E L(J\If). Denote the optimal solution by (x*, y*), where 
~r* E argminxED f(x) andy*= f(x*). It is convenient to define y* = maxxED f(x). 
vVe do not require that a unique minimum point should exist. If there is more than 
one, we choose x* arbitrarily. 
Consider stochastic sequential search procedures whose aim is to locate ( x*, y*). 
The sample path of evaluation points is denoted by X 1 , X 2 , ... and the associated 
function values Yi, Y;, .... Epoch ·i > 1 is said to be a -record of the sequence {Yk} if 
Yi < min{Yi, ... , li-d or Yi = y*. For technical reasons it is convenient to include 
the latter condition. Epoch i = 1 is always considered to be a record. The corre-
sponding value Yi is called a -record vahte. For k 2:: 1 let R( k) denote the epoch of the 
kth record value of the sequence of evaluations. For k 2:: 2, the number of iterations 
from the (k- 1)st to the kth record is denoted by h. Thus h = R(k)- R(l.~- 1). 
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The expected value of a random variable V is denoted by E(V). Two se-
quences of random variables are said to be stochastically equivalent if they have the 
same joint probability distribution function. 
vVe pause to recall the definition of the PAS algorithm for solving problem 
P: 
Definition 5.2.1 Pnre Adaptive Search (PAS) 
Initial Step: Setk=O andS0 =D. 
Iterative Step: Inaement k 
i) Select evalnation point. 
Choose Xk 'Uniformly distrib'Uted on sk-1 if non-empty! 
else set Xk = Xk-1 
Set Wk = f(xk)· 
ii) Update localisation. 
Set sk = f-1 (-co, Wk) 
Stopping Criterion: Stop if a stopping criterion is met1 else retnrn to the itera-
tive step. 
Here f- 1 (-co, wk) = { x E D : -oo < f(x) < wk}. A stopping criterion can be 
chosen as, for instance, that a pregiven iteration number is met. 
The definition of somewhat adaptive search is an attempt to keep the PAS 
virtue of linear complexity in dimension while at the same time allowing room to 
construct practical algorithms. The algorithms require that two conditions should 
hold. The first allows the algorithm to mark time between records, but not for too 
long, while the second insists that the quality of the records be as good as those of 
PAS. The first condition gives the space needed to implement the algorithm, while 
together they ensure that the "linearity in dimension" drawcard of PAS is retained. 
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Definition 5.2.2 A stochastic sequential search algorithm for solving problem P is 
termed somewhat adaptive search ( SAS) if the following two conditions are satisfied: 
i) There exists a bound f3 ~ 1 such that E(h) :::; f3 for all k1 and 
ii) {YR(k) : k = 1, 2, ... } is stochastically equivalent to {liVk : k = 1, 2, ... } 1 the 
seqztence of records of PAS. 
In [81], for a non-constant function, Zabinsky and Smith define the relative 
improvement associated with an evaluation y > y* as z = (y* - y) / (y- y*). In order 
to state a similar result for SAS, we extend the language of [81] to: 
NsAs(z) =the number of iterations of SAS achieving a relative improvement of 
z or less 
NsAs(Y) = the number of iterations of SAS required to achieve a value of y or 
lower. 
The wording of the above must be heeded carefully. The first expressiOn 
is the number of iterations achieving something, while the second is the number 
required before something is achieved. 
The corresponding expressions for PAS are denoted by NPAs(z) and N'PAs(y). 
The following relation is easy to show and worth noting: 
E [NsAs(Y)] = 1 + E [NsAs(z)] 
where z = (y*- y)j(y- y*). The following theorem gives a comparison of the 
expectation of NsAs(Y) and N'PAs(Y) and a performance bound on the expected 
numbers of the iterations for solving problem P'. 
Theorem 5.2.1 Conside·r all global optimisation problems P' over a convex feasible 
region D in Rd with diameter at most 81 and all functions f E L( J.Vf). Suppose an 
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algorithm is SAS for this class of problems, and the bound f3 in Definition 5.2.2 ( i) 
is at most B. Then 
That is, the bound is a linear function of the dimension d of the problem. 
Proof: For a constant function some of the above terms are undefined. In this case 
it is easy to check that SAS is actually PAS and the theorem follows trivially. For 
a non-constant function, since the YR(k) are stochastically equivalent to the vvk it 
follows that NsA.s(z) = J1 + I2 + ... + INPAs(z)· Then 
E [NsAs(z)] 
< E [f3NPA.s(z)] 
(3E [NPAs(z)] 
Converting this into a result about NsA.s' we see 
E [NsAs(Y )] < E [NsAs(Y )]- 1 + f3 
E [NsAs (~*--y~) l + f3 
< f3 E [NPAS (~*--y~) l + f3 
f3 E [NpAs(Y )] , as required. 
From Theorem 5.3 of [81], we have that 
E [N?.45 (y)] :::; [ln(.i\118/(y- y*))] d, therefore 
f3 E [Nf,A5 (y)] < /3 + [f3ln(NJ8j(y- y*))] d 
< B + [B ln(iVI 8 j(y- y*) )] d as required. o 
The above theorem asserts that SAS, a relaxation of PAS, possesses the 
"linearity in dimension" complexity property. The complexity is measured here in 
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terms of the expected number of iterations to be within y- y* of the global minimum 
y*. 
The following definition of "p-adaptive search", a special case of SAS, can be 
described informally as follows: at each iteration the conditional probability that it 
behaves as PAS is at least p. 
Definition 5.2.3 Let 0 :::; p :::; 1. A stochastic sequential search for solving problem 
Pis termed p-adaptive if for each iteration k 1 and for all sample paths x1 , ... , Xk- 11 
Prob [Xk is distributed uniformly in the improving region I x 1 , ... , Xk_ 1] 2:: p 
In this framework, PRS is 0-adaptive and PAS 1-adaptive. This language 
gives us a way of describing a spectrum of algorithms between these two extremes. 
It is readily seen that a non-degenerate p-adaptive algorithm (p f. 0) is always SAS 
by checking the conditions of Definition 5.2.2. For condition i), the definition of 
p-adaptivity ensures that after any iteration k, and independent of the sample path, 
the probability of a record is greater than or equal to p. Thus E(h) is less than or 
equal to the mean of a geometric distribution, with parameter p. Thus E(h) :::; 1/ p, 
for all k. Condition ii), that the YR(k) are stochastically equivalent to the wk, follows 
via a straightforward modification of [81, Lemma 3.1]. 
Some algorithms which are related to p-adaptive search include those of Bo-
gomolov and Karmanov [9], Denisov [14], Devroye [15], Marti [40], Solis and Wets 
[72], Pinter [51, 53] and Zhigljavsky [87]. 
5.3 Pure localisation search 
We now introduce a readily implemented algorithm for solving problem P'. In 
spirit, the algorithm is a probabilistic analogue of the Piyavskii-Shubert algorithm. 
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Initially we present the algorithm in a general setting. 
The central idea is the following. An exact tracking of the level set of PAS is 
an impossible task. Tracking a superset of it is not. Certain "removal" algorithms 
in the literature, for example [5, 43, 61, 69, 78], while deterministic, do yield a 
localisation Lk for the level set at each iteration. 
Definition 5.3.1 Pure Localisation Search, PLS. 
Initial Step: Set k 0 and Lo = D. 
Set a 0 = oo. 
Iterative Step: Increment k 
i) Select evaluation point. 
Choose Xk uniformly on Lk-1 if non-empty, 
else set Xk = Xk-1· 
Set Yk = f(xk)· 
ii) Update localisation. 
otherwise. 
Set Lk = Lk-l - Rk, where the removal region Rk is such that 
Stopping Criterion: Stop if a stopping criterion is met1 else return to the 
iterative step. 
Figure 5.1 illustrates the idea of PLS for d 2. 
We define Dy f- 1 ( -oo, y). Observe that the special case of PLS with 
4> is PRS, while PLS becomes PAS when Rk 
follows from Theorem 5.3.2 of this section that PLS converges with probability one. 
An important observation concerning any PLS is that Lk 2 De'~•' or in other 
words, the localisation contains the improving set. 
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L4 
D 
Figure 5.1 Pure localisation search after four evaluations at x1 , •.. , x4 , with 
f(x 3 ) = min19::; 4 f(x;). The shaded part is the removed region and the unshaded part 
the localisation L4 . 
That PLS always has the second property of SAS is shown in the next thea-
rem. 
Theorem 5.3.1 For PLS applied to global optimisation problem P1 the stochastic 
process of PLS record values is equal in distribution to the stochastic process of PAS 
record values. That is 
{YR(k): k = 1,2, ... } rv {vVk: k = 1,2, ... } 
Proof: The proof is an extension of [81, Lemma 3.1]. First we show that the con-
ditional distributions are equal. Let k be any iteration and take y* :::; y < y' :::; y*. 
Note that 
P[vvk+l < vlvVk = v'l = 
P[YR(k)+j < viYR(k) = y' and YR(k)+l 2: y' ... YR(k)+j-1 2: 1) 1 and YR(k)+j < y'] 
since both sides equal /\(Dy)j ).(Dy' ). Here ). denotes Lebesgue measure on Rd. 
Then we have 
P[YR(k+l) < viYR(k) = y'] 
= P[YR(k)+l < viYR(k) = y'] + P[YR(k)+l 2: y' and YR(k)+2 < viYR(k) = y'] + ... 
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P[YR(k)+l < y'JYn(k) = y'J · P[YR(k)+l < yJYR(k) = y' and Yn(k)+l < y'] 
+P[YR(k)+l ::;:: y'JYR(k) = y'] · P[YR(k)+2 < y'JYR(k) = y' and Yn(k)+I ::;:: y'] · 
P[YR(k)+2 < yJYR(k) = y' and YR(k)+l 2 y' and Yn(k)+2 < y'] + ... 
where Pi = P[YR(k)+i < y' I Yn(k) = y' and YR(k)l . .. , YR(k)+i-1 :::=: y'], the probability 
that the first record after the kth record occurs at epoch R( k) + i. Now the sequence 
{pi} is bounded away from zero, since Pi ::;:: ).(Dy' )/>..(D) > 0 for all i. It follows by 
an elementary argument that P1 + (1- Pl)Pz (1 P1)(1- P2)P3 + ... = 1. In fact, 
let qi = 1 - Pi, then 0 ~ qi < 1, so 
P1 + (1- pl)p2 + (1- Pl)(1- P2)P3 + ... + (1 pt)(1- Pz) ... (1 Pn-t)Pn 
--+ 1 as n-+ oo. Thus 
P[YR(k+l) < yJYn(k) = y'] = P[l!Vk+l < yJl!Vk = y']. 
We now use induction to show that the unconditional distributions are equal. 
By convention, R(l) = 1 and from the definition of PLS, P[Yi < y] = P(vV1 < y] 
for ally, for y* ~ y ~ y*. Hence Yn(l) ""vV1. 
Now consider k > 1 and suppose that Yn(i) "' T!Vi for i = 1. 2, ... , k. Then, 
for ally"'~ y ~ y", we have 
The second equality follows using the equality of conditional distributions and the 
induction hypothesis. 
.5.3. Pure localisation search 95 
By induction it follows that the two sequences are equal in marginal distri- . 
bution, hence in joint distribution, as required. 
0 
The way in which PLS is sandwiched between PRS and PAS is made clear 
in the next theorem and its immediate corollary. 
Theorem 5.3.2 P.ix f as in problem P, and fix a relative improvement level, z > 0. 
Let NPA.s(z), NPLs(z) and NPRs(z) be the number of iterations of PAS, PLS and 
PRS respectively achieving a ·relative improvement of z or less. Then 
P[NPAs(z) < k] > P[NPLs(z) < k] > P[NPRs(z) < k] 
Corollary 5.3.1 
ii) N~As(z) :5; N~Ls(z) S N~Rs(z) where N;,19 (z) is the number of iterations 
of the algorithm ·required to achieve a relative improvement of z with probability 
not less than p. 
Proof of Theorem: Let y correspond to a relative improvement of z. Then 
P[NPA.s(z) < k] P[l~Vk :::; y] 
P[YR(k) S y], by Theorem 5.3.1 
> P[NPLs(z) < k] 
since if PLS achieves a relative improvement of z before the kth iteration, Yk S y, 
whence YR(k) S y . 
In order to show that P[NPLs(z) < k] 2 P[NPRs(z) < k] we now show that 
P[NPLs(z) > k- 1):::; P[NPRs(z) > k- 1]. Note that i = NpLs(z) + 1 is the first 
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epoch such that Xi E Dy. Thus, for any k, k = 1, 2, ... , 
P[NPLs(z) > k -1] 
Consider a PLS sample path with first J - 1 domain points not in Dy, where J E 
{1, ... , k }. Then O<j-1 2 y, so Da1 _ 1 2 Dy, or Lj-1 2 Dy. It follows that 
Hence, 
as it is the average of the above term over all initial segments x1 , ... , x j-1 of PLS 
sample paths with domain points not inDy. Thus 
P[NPLs(z) > k -1] :::; [1- .\(Dy)j.\(D)]k-1 P[NPRs(z) > k- 1] 
0 
Notice that when f E L(iVI) with Lipschitz constant 111 > 0, two realisations 
of PLS immediately arise. The first is a stochastic analogue of Mladineo's algorithm, 
the second a stochastic analogue of the multidimensional bisection algorithm. In the 
former, 
Rk = U Bi 
i=1, ... ,k 
where Bi is the ball of radius (y;- ak)/J'vf, centred at Xi. In the latter, 
Rk = U ci 
i=l, ... ,k 
where ci is a standard simplex of radius (Yi- ak)/1\II, centred at Xi. The former is 
called SpheTical PLS and the latter Simplicial PLS. These two special realisations 
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L4 
D 
Figure 5.2 Spherical PLS after four evaluations at x 1 , ••• ,x4 , with f(x 3 ) =min 
{f(xl), ... ,f(x4 )}. The shaded part is the removed region and the unshaded part the 
localisation L 4 • 
Figure 5.3 Simplicial PLS after four evaluations at x1, ... ,x4 , with f(x 3 ) =min 
{f(x1), •.. , f(x 4)}. The shaded part is the removed region and the unshaded part the 
localisation L4 . 
of PLS are illustrated in Figures 5.2 and 5.3 for the case d = 2. Note that when 
d = 1 these two realisations of PLS reduce to the same algorithm. 
In Chapter 2 the term "bracket" is used to describe the d + 1 dimensional 
region known to contain the global minimum point(s) (xx, y*). This bracket can be 
used to implement PLS. The projection of this bracket onto the domain is what we 
term the localisation, see Figures 5.2 and 5.3. "When d 1, both Spherical and 
Simplicial PLS yield a bracket composed of disjoint similar triangles. For higher 
dimensions Simplicial PLS produces a union of overlapping, but similar, simplexes. 
For d-climensional Spherical PLS the bracket is more complicated to describe. 
98 A stochastic method: pure localisation search 
We call both above realisations, LPLS for "Lipschitz PLS". They are 
not trivial to implement. When d = 1 it is necessary to store a linked list of the 
intervals which comprise Lk. Selecting the next evaluation point is performed by 
choosing a random number in [0,1] and moving through the intervals to the Xk 
value. Updating the localisation involves an updating of the linked list. For d > 1, 
Spherical PLS has the virtue of producing a tighter localisation than Simplicial 
PLS, since the removed ball always contains the removed simplex. On the other 
hand, choosing Xk in Spherical PLS has so far been achieved through an acceptance-
rejection approach, whereas with Simplicial PLS a linked list of simplex tops can be 
stored, and a procedure similar to the cl 1 case used to find x k, see [78, 79]. 
For dimension d > 1, LPLS has not yet been satisfactorily implemented. 
This is because choosing a sample point uniformly on a general region is still an 
open problem. The localisation for Spherical PLS is a region formed by removing 
a collection of overlapping balls from D, while the localisation for Simplicial PLS 
consists of a set of overlapping standard simplexes. For the univariate case, how-
ever, LPLS has been coded and implemented. The following section compares the 
performances of different algorithms for a set of test functions. 
Related work, in which sample points are chosen uniformly from the entire 
bracket, has recently appeared in (65]. 
5.4 Comparison of PRS, PAS, LPLS and the Piyavskii -
Shubert algorithm in dimension one 
In this section, we compare the performance of various algorithms on a set of univari-
ate test functions. The algorithms we compare are PAS, PRS, Piyavskii-Shubert(PS) 
and LPLS. A matlab code was developed to carry out the implementation. PAS 
is implemented by running PRS and accepting only those points which provide im-
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proved function evaluations. Generally speaking, compared with LPLS and PRS, 
Piyavskii-Shubert usually takes fewer function evaluations for the selected test func-
tions. For functions with a large number of nearly equal global minima, however, 
LPLS can on average require less work than the Piyavskii-Shubert algorithm to 
attain modest accuracy. It is interesting to note that the work required by the 
Piyavskii-Shubert algorithm and its stochastic variant, LPLS, is very similar to that 
required by the theoretical PAS. 
Two random selections of functions were made. We obtained the number of 
iterations until the global minimum was found to a specified tolerance, using the 
four algorithms. 
The first selection consisted of 69 Lipschitz continuous functions on [0, 1] with 
M=1 and with the function values fixed at 0 at the end points. These test functions 
usually had a small number of local minima, generally one. These were produced by 
an easy modification of a procedure due to Graf, Mauldin and Williams described 
in [27, p.240-241]. 
To generate at random a Lipschitz continuous function f on [0, 1] with M=1 
and fixed function values f(O) = f(1) = 0, we first choose a function value at 
a; = 1/2 according to a uniform distribution on [-1/2, 1/2], which is the range 
in which f can lie if f E L(1) and f(O) = f(1) = 0. Once the function value 
at x = 1/2 has been chosen, we choose a function value at x = 1/4 according 
to a uniform distribution on [F3 (1/4), G3 (1/4)], where F3 (x) is the tightest lower 
bounding function passing through points (0, 0), (1/2, f(1/2)) with lvf = 1 defined 
in Chapter 3 and G3(.r) = minxE(o,1J{f(xi) + lx- xil :Xi= 0, 1/2, 1}, the tightest 
upper bounding function passing through points (0, 0), (1/2, f(1/2)) and (1, 0) with 
NI = 1. Independently. we choose a function value at x = :3/4 according to a uniform 
distribution on [F3 (3/-±), G3 (3/4)]. 
Ttfl: LIBRARY 
OF 
CHRISfCHUf~CH. N.L 
100 A stochastic method: pure localisation search 
We continue this process by choosing function values at x = 1/2m, 3/2m, ... , 
(2m- 1)/2m according to the uniform distribution over [Fk(x), Gk(x)], the interval 
between the tightest lower and upper bounding function values at x, where Fk and 
G k are the tightest lower and upper bounding functions passing through previously 
determined points (a;i, f(xi)). Terminate if 1/2m is less than a given accuracy. Join 
each adjacent point generated as above by a line segment. This forms a function 
f E L ( 1). Figure 5.4 illustrates one such function. 
y Trial function 45 
0.1 
f(x) 
-0.1 
Figure 5.4 A randomly generated Lipschitz function f with l'vf = 1 and f(O) = f(1) = 0, 
on the interval [0,1]. 
We initially chose 100 such randomly generated functions and dismissed the 
31 which attained their global minimum at the end points. Table 5.1 compares 
the mean iteration numbers of the 69 test functions over 100 runs, for the four 
algorithms respectively. The termination criterion is chosen as the updated function 
minimisation within a distance of 0.0005 to the actual minimum of the test function. 
Figure 5.5 gives the frequencies of the mean termination iteration numbers 
by drawing the histogram of the mean termination iteration numbers. It shows that 
for this class the algorithms ranked from best to worst are PAS, PS, LPLS and PRS. 
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No. PS PAS LPLS FRS No. PS PAS LPLS FRS 
1 9 7.54 15.70 818.0 2 10 7.56 13.02 787.2 
3 10 7.30 14.72 559.2 4 15 7.84 20.06 831.5 
.5 11 7.52 13.60 981.1 6 9 7.98 13.06 1060.9 
7 10 7.58 13.50 564.8 8 12 8.18 16.42 937.0 
9 10 7.32 15.08 920.2 10 12 7.98 18.48 941 
11 10 8.06 17.18 931.3 12 17 7.76 20.06 861.2 
13 8 7.90 13.96 985.7 14 11 7.46 14.86 789.8 
15 H 9.18 15.68 999.5 16 10 6.86 12.08 411.2 
17 5 7.84 10.36 1107.1 18 13 8.12 16.26 1032.5 
19 14 7.98 17.44 588.8 20 11 8.54 13.96 818.1 
21 10 7.36 14.06 608.7 22 12 7.44 19.10 814.7 
23 9 8. 11.40 1313.7 24 13 7.16 16.60 740.6 
25 13 6.92 14.34 662.5 26 9 8.50 11.52 1136.9 
27 10 7.44 11.64 496.3 28 20 6.84 18.20 333.1 
29 10 7.40 12.92 803.0 30 10 7.80 15.34 1024.1 
31 12 7.20 14.72 1047.5 32 8 5.92 10.94 93.3 
33 15 6.76 18.68 414.7 :34 10 6.02 14.46 106.5 
35 10 8.94 16.76 875.0 36 13 8.18 15.54 992.1 
37 12 7.48 .14 747.9 38 10 7.76 15.26 825.3 
:39 9 8.10 12.06 772.1 t!Q 10 7.66 15.64 985.7 
41 16 8.18 17.98 980.4 42 15 7.56 15.62 512.5 
43 15 7.96 19.64 787.2 44 13 7.30 14.96 814.6 
45 10 6.42 18.06 375.1 46 9 7.40 12.02 776.9 
47 13 6.10 14.34 123.7 48 15 7.60 20.40 763.0 
49 10 8.04 15.84 656.3 50 20 7.80 23.20 953.0 
51 9 7.20 16.46 596.0 52 12 7.28 14.12 1087.9 
.53 7 8.20 11.32 990.2 54 10 7.70 15.06 910.7 
55 13 7.52 14.36 665.:3 56 11 7.62 12.54 723.3 
.57 17 8.08 20.78 890.4 58 11 7.26 12.80 538.3 
9 8.22 14.12 820.7 60 10 8.14 1:3.18 869.2 
61 20 7.44 20.84 624.7 62 11 7.38 13.42 753.2 
63 11 7.60 15.08 1004.5 64 10 8.30 14.90 625.1 
65 9 7.60 14.72 618.3 66 13 6.52 12.92 198.7 
67 13 6.94 18.26 632.1 68 7 8.12 11.38 807.0 
69 13 7.46 16.32 899.1 
Table 5.1 Mean iteration numbers for the 69 test functions over 100 runs. 
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Figure 5.5 Histograms showing the mean number of iterations to convergence, with 
E = 0.0005, for the 69 Graf-generated functions and the four algorithms. Note the different 
horizontal scale for PRS. 
The second selection consisted of 50 Lipschitz continuous functions with 
M=l, of the form (1/ A)sin(Ax+B) where the A were randomly chosen on [5,50] 
and the B were randomly chosen on [0,1]. In this selection all of the functions have 
between one and eight global minima. Table 5.2 and 5.3 show that for this class the 
algorithms ranked from best to worst are PAS, LPLS, PS, and PRS for the mod-
est accuracy c 0.1/A, but PAS, PS, LPLS and PRS when the greater accuracy 
c = 0.01/A. is demanded. 
In [12] Chuyan and Sukharev showed, under a mild condition, that results 
from adaptive stochastic global optimisation algorithms are in a certain sense no 
better than results from non-adaptive stochastic global optimisation algorithms. At 
first glance this appears to contradict the histograms shown for LPLS and PRS in 
Figure 5.5. since it is evident that the average behaviour of LPLS is far better than 
that for PRS. Chuyan and Sukharev, however, prove the equality of a "best worst-
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A B PS PAS LPLS PRS A B PS PAS LPLS PRS 
14.853 0.047 .5 3.30 5.20 9.74 35.549 0.679 3 3.08 5.93 6.68 
47.061 0.384 1 2.94 5.80 7.59 28.374 0.831 8 3.07 6.08 6.52 
6.556 0.054 .J 3.08 4.50 7.12 28.837 0.671 3 2.73 5.75 7.60 
.5.346 0.383 4 2.90 3.77 6.71 8.008 0.418 1 3.31 4.55 8.19 
35.905 0.589 3 2.91 5.71 7.46 46.870 0.846 4 3.15 7.11 7.71 
28.712 0.092 12 2.96 6.15 8.14 34.426 0.416 1 3.37 5.87 7.48 
36.554 0.910 14 2.93 5.17 7.78 39.299 0.263 .5 2.94 6.36 8.05 
7.136 0.736 1 3.21 4.97 7.48 19.771 0.633 9 2.83 5.38 6.97 
39.039 0.991 5 3.21 5.68 8.38 21.440 0.247 1 3.16 5.49 7.27 
49.215 0.723 19 3.05 5.74 6.96 38.901 0.652 5 3.16 5.23 7.06 
8.271 0.632 1 2.99 5.22 9.53 44.812 0.273 7 2.86 5.85 7.54 
24.639 0.767 11 2.92 5.42 7.40 26.498 0.238 9 3.05 4.94 6.30 
17.371 0.359 5 2.87 4.76 6.90 12.493 0.487 7 3.11 4.95 5.98 
45.395 0.909 1 2.83 6.00 6.54 7.725 0.905 1 2.92 4.80 9.10 
27.704 0.516 8 2.96 5.27 7.64 19.357 0.987 1 2.96 6.12 7.96 
27.229 0.266 8 3.28 5.53 8.14 9.083 0.948 ,.., 3.27 5.30 10.12 I 
8.319 0.501 1 2.94 5.30 8.96 22.286 0.277 1 3.14 5.71 8.06 
46.122 0.530 1 2.94 6.69 8.22 25.900 0.941 7 3.08 5.73 6.50 
7.254 0.762 1 2.96 4.46 7.63 39.659 0.828 5 3.11 6.38 6.38 
10.641 0.016 3 3.46 5.89 11.54 35.981 0.868 8 2.97 .5.43 5.90 
33.330 0.736 1 2.88 5.85 7.63 37.644 0.999 14 2.84 5.89 6.30 
44.986 0.233 7 2.93 5.45 7.49 18.785 0.351 8 2.79 5.19 6.37 
28.097 0.591 9 3.07 5.59 8.58 43.069 0.412 5 2.71 5.98 6.62 
c!:2.868 0.269 5 3.08 4.51 7.11 23.693 0.537 10 2.96 4.47 6.73 
26.056 0.287 11 3.12 5.42 7.10 13.025 0.154 7 3.12 5.05 6.61 
Overall n1ean 5.6 :3.0 .5.5 7.6 
Table 5.2 Mean number of evaluations to convergence over 100 runs, using relative accu-
racy levels off= O.l/A, for the 50 sinusoidal functions. 
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A B PS PAS LPLS PRS A B PS PAS LPLS PRS 
14.853 0.047 9 4.41 8.78 24.03 35.549 0.679 3 3.87 12.21 20.53 
47.061 0.384 19 4.10 13.48 20.95 28.374 0.831 14 4.25 12.33 25.05 
6.556 0.054 5 4.12 7.77 23.94 28.837 0.671 14 4.17 11.72 24.08 
5.346 0.383 4 3.99 6.83 16.24 8.008 0.418 7 4.16 8.52 26.41 
35.905 0.589 19 3.87 12.06 23.39 46.870 0.846 19 4.23 14.54 23.53 
28.712 0.092 15 4.52 12.17 25.95 34.426 0.416 17 4.17 11.76 20.46 
36.554 0.910 19 4.40 12.73 22.69 39.299 0.263 19 3.94 12.09 20.28 
7.1356 0.736 6 4.63 7.53 27.69 19.771 0.633 11 4.14 10.17 19.26 
39.039 0.991 16 3.82 13.23 28.79 21.440 0.247 1 4.66 10.56 26.05 
49.215 0.723 19 3.91 12.62 20.39 38.901 0.652 5 3.98 14.29 21.00 
8.271 0.632 1 4.80 7.71 25.77 44.812 0.273 7 4.12 14.70 19.50 
24.632 0.767 11 3.98 10.09 23.11 26.498 0.238 13 4.11 10.60 23.72 
17.371 0.359 5 3.99 9.72 25.83 12.493 0.487 7 4.09 8.44 24.82 
45.395 0.909 1 3.72 14.36 23.07 7.725 0.905 1 4.51 7.52 25.46 
27.704 0.516 15 3.89 11.81 25.68 19.357 0.987 9 3.97 10.79 22.49 
27.229 0.266 8 3.99 13.24 23.00 9.083 0.948 7 4.17 8.63 32.96 
8.319 0.501 1 4.58 8.59 34.54 22.286 0.277 11 4.18 11.72 24.31 
46.122 0.530 1 4.21 13.93 21.57 25.900 0.941 9 4.17 11.22 21.39 
7.254 0.762 6 4.23 8.15 25.72 39.659 0.828 16 4.46 12.84 25.51 
10.641 0.016 7 4.76 9.60 38.42 35.981 0.868 8 3.89 12.84 23.09 
33.330 0.736 1 4.07 13.48 19.07 37.644 0.999 19 4.16 11.97 22.08 
44.986 0.233 7 3.92 13.21 20.69 18.785 0.351 11 3.96 10.88 26.40 
28.097 0.591 9 4.29 12.45 27.28 43.069 0.412 14 4.49 12.40 20.48 
42.868 0.269 5 3.87 13.53 19.17 23.693 0.537 10 4.17 10.67 24.93 
26.056 0.287 13 4.04 12.65 24.23 13.025 0.154 7 4.46 8.65 22.10 
Overall n1ean 9.6 4.2 11.2 23.9 
Table 5.3 Mean number of evaluations to convergence over 100 runs, using relative accu-
racy levels of f = 0.01/ A, for the .50 sinusoidal functions. 
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case" performance measure, for adaptive and non-adaptive algorithms. Figure 5.5 
compares average behaviour, with objective functions drawn randomly using the 
Graf-Mauldin-Williams generation process. A much earlier paper, with results of 
the Chuyan and Sukharev type, dealing with deterministic algorithms and Lipschitz 
continuous functions, is that of Archetti and Betr6 [3]. 
5.5 Linking somewhat adaptive search and pure localisation 
search 
Somewhat adaptive search was introduced to offer an efficiently implementable 
framework for attaining linear c:-convergence complexity with dimension. Pure local-
isation search has been defined and implemented for LPLS for a set of test functions 
in Section 5.4. Does PLS ever achieve SAS under certain circumstances? This 
section is devoted to investigating this question. 
In this section, we present a class of functions for which the LPLS algorithm 
achieves SAS. This links the ideal of SAS to the reality of PLS. 
We now define a function of a single variable. For obvious reasons, it is 
called the (upside clown) ''witch's hat". For h E [0, 1] the witch's hat of height h 
is wh(x) = min(lxl, h), for x E [-1, 1]. Note that Wh is Lipschitzian function, with 
Lipschitz constant 1\1 = 1. That is, wh E L(1) on the given domain. It will be 
convenient to call the graph of wh on [-1, -h] U [h, 1] the "brim", and Wh on [-h, h] 
the "cap". Figure 5.6 illustrates a function of this type. 
The class of functions, Ch, is defined as all those f E L(1) which agree with 
Wh on [-h, h] and elsewhere on [-1, 1]lie above 'Wh· 'When LPLS with 1\lf = 1 is 
applied to a function inch, the localisation eventually becomes the best possible, the 
inverse image of all values less than or equal to the best known, that is, f- 1 ( -oo, ak]· 
Note that for functions inCh, when ak :S h, this is just the interval [-ak, ak]· This 
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y 
W h (x) 
-1 >f< X 
Figure 5.6 A "witch's hat" function wh(x) with the "brim" on [-1, -h], [h, 1] and the 
"cap" on [-h,h]. 
is formalised in the following theorem. 
Theorem. 5.5.1 Let f be any f1mction in ChJ and for LPLS with i.VI=l! let N be the 
number of ite-rations until the localisation becomes the level set. Then 
E[N] < 6 + 26/h 
The heart of the proof of Theorem 5.5.1 rests in recognizing that if we count 
Nt, the number of iterations until the lowest known evaluation is less than t, and also 
the number of subsequent iterations, Np, until we can be sure that the localisation 
is the level set, then Nt + Np is greater than or equal to N . Firstly, E[Nt] can 
be proved to be less than 1/ t. We call an evaluation sequence { x1 , x 2 , ... , x k, ... } , 
generated by implementing LPLS once on a function f E Ch, a sample path. Then, 
the expectation number E[Np] is taken over all possible such sample paths after Nt 
steps. vVe partition all such sample paths, and prove the probability of one step 
"success'' (the localisation becomes the level set) is a positive number greater than 
or equal to 1/6. Thus we can expect a finite number of steps to "success". Variable 
Np then has a negative binomial distribution, giving an upper bound on E[Np]· A 
detailed proof is given in Appendix 1. vVe have as a corollary: 
Corollary 5.5.1 For functions inCh, LPLS with 1\1 = 1 is SAS, with f3 = 6+26/h. 
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Proof: Partition the sample paths as U~1 ni, where ni is the set of all sample paths 
for which the localisation becomes the level set at the ith iteration. Then for each 
w E ni, h(w), the number of iterations between the (k- 1)st record and the kth 
record of w, is less than i for all k, since for such sample paths there are at most i 
iterations from any one record to the next. Thus 
co 
E(h) :::; I: P[ni] i = E[NJ 
i=l 
for any k. It follows that condition i) of SAS is satisfied with (3 = 6 + 26/h, using 
Theorem .5.5.1. Condition ii) of SAS follows immediately from Theorem 5.3.1. 0 
Observed and theoretical results for LPLS on witch's hats in dimension 
one 
Theorem .5.5.1 gave a theoretical upper bound on the average number of iterations 
until the localisation becomes the level set for the witch's hat. The following table 
compares this with the average observed number of iterations, over 1000 runs, thus 
showing that the theoretical bound is roughly ten times too large. The observed 
values of E[N] are conservative estimates for (3, as demonstrated in Corollary 5.5.1. 
Empirical tests have shown that (3 is roughly one third of E[N]. 
h Observed Theoretical 
1 4.8 20 
1/2 7.4 46 
1/3 9.8 72 
1/4 12.1 108 
1/8 21.4 202 
Table 5.4 A comparison of the observed and the theoretical average number of iterations 
until the localisation becomes the level set, for the witch's hat with varying values of h. 
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Observed results for Simplicial LPLS on witch's hat in higher dimensions 
One higher dimensional analogue of the witch's hat is the upward facing simplicial 
cone defined over a simplicial domain. For this function with Simplicial PLS, the 
localisation, as in dimension one, becomes the level set. 
Average observed no. iterations 
Dimension Localisation = level set Tolerance of 0.1 
1 4.8 4.9 
2 15 9.6 
3 37 17.4 
4 29.0 
Table 5.5 The behaviour of Simplicial PLS on the higher dimensional analogue of the 
witch's hat. 
The second column of Table 5.5 shows the average observed number of it-
erations, for 100 trials, for this to happen when the dimension is 1, 2 and 3. The 
third column of Table 5.5 shows the expected number of iterations for convergence, 
to within E = 0.1 of the global minimum, for Simplicial PLS for dimensions 1, 2, 3 
and 4. Evidently these numbers are not linear in dimension. For PAS it is shown in 
[81] that this quantity is linear in dimension, so this implementation of LPLS is not 
"uniformly" close enough to PAS to maintain linearity in dimension. Empirically 
it appears that LPLS is SAS for the witch's hat in dimensions greater than one, 
but evidence suggests (Table 5.5) that the {3 values are unbounded. If there were a 
bound, then LPLS would be linear in dimension (Theorem 5.2.1). However, if the 
(3 values prove to be bounded by a function that is polynomial in dimension, then 
polynomial complexity of PLS would result. 
CHAPTER 6 
Estimation of the Lipschitz constant of a function 
6.1 Introduction 
For global optimisation algorithms based on the Lipschitz continuity assumption of 
the objective function, it is critical to have an estimate of the Lipschitz constant. It 
is also necessary to have a good estimate, since the better the estimate the faster such 
algorithms converge, as described in [29]. In [58, 60], it has been shown that the local 
Lipschitz constant estimates are sufficient to guarantee theoretical convergence of a 
Lipschitz based algorithm and the numerical efficiency can be significantly enhanced 
by applying such estimates. It is obvious that a local Lipschitz constant is a" global" 
Lipschitz constant on a specific subset. In this chapter, we deal with the "global" 
Lipschitz constant estimation problem only. 
Recall that if 1\1!0 > 0 is a Lipschitz constant of a function g over D C R d, 
the domain of g, then any 1\II 2: 1\1!0 is also a Lipschitz constant of g over D. vVe say 
that JV£0 is the least Lipschitz constant of g over D, if for any J\1[ < 1\1!0 , 1\II is not a 
Lipschitz constant of g. 
Finding the least Lipschitz constant of a function is itself a global optimisa-
tion problem. To verify this claim, suppose g is a continuously differentiable function 
on a domain D, then the least Lipschitz constant will be JV! = maxxED II v g( x) II, 
the maximum magnitude of all directional derivatives of the function, since for any 
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c > 0,111£- c is not a Lipschitz constant of g, and }If+ c is not a least Lipschitz 
constant of g. Notice that the above Lipschitz constant seeking global optimisation 
problem is a nonconvex problem. Suppose g(x) = sinx, then II v g(x)l! =I cos xl, a 
non convex function over any interval with length greater than 1r. We consider the 
problem of estimating the least Lipschitz constant of a function. 
Existing methods dealing with the Lipschitz constant estimation problem 
in the literature fall into two categories. In the first the analytical form of the 
objective function and its derivatives are known explicitly, while in the second the 
form is unknown and only the function value can be evaluated. vVe term these 
objective functions white box and black box functions respectively. 
For the white box problem, Shubert [69] gave a univariate example of Lips-
chitz constant estimation using the upper bound of the derivative. Mladineo (43] dis-
cussed the two dimensional case and chose the upper bound of V( 8g I ax )2 + ( og I oy )2 
as the estimate. Range inclusion techniques of interval analysis due to Moore [47] 
were used by Gourdin, Hansen and .Jaumard [26] to estimate the Lipschitz constant 
for the likelihood function in the problem of maximum likelihood estimation of the 
three-parameter vVeibull distribution. It is evident that any appropriate global op-
timisation method may be applied to find the Lipschitz constant of a white box 
objective function. If the estimation of the Lipschitz constant of g requires the Lip-
schitz constant of the magnitude of the gradient of g, we find ourselves conserving 
the difficulty of the original optimisation problem. 
On the other hand, for the black box problem, we have to find an upper bound 
for the magnitude of the gradient of the function using only the available function 
evaluations. Strongin proposed a method for univariate functions in [75]. After k 
evaluations, the ordered evaluation points x 1 < x2 < ... < ~"Ck and corresponding 
function values g(x1 ),g(~<: 2 ), ••. ,g(xk) are available and an under-estimation of the 
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Lipschitz constant is given by m = maxi{jg(xi)-g(xi-1)1/(xi-Xi-1)}. The Strongin 
estimate is then obtained by multiplying m by a factor r > 1. There is no guarantee, 
however, that the estimate rm is greater than or equal to the true Lipschitz con-
stant. Hansen, Jaumard and Lu in [30] showed that no matter how a large factor r 
is chosen, the Strongin estimator is an under-estimation of the true Lipschitz con-
stant for a class of constructed Lipschitz functions, and hence Strongin's companion 
algorithm may terminate at a local optimum. In [18] de Haan proposed a method 
for estimating the minimum of a function using order statistics, and discussed neces-
sary conditions on the objective function. ·while the method is similar in philosophy 
to our approach, our method requires only objective function evaluations, and not 
those of a derivative, to estimate the Lipschitz constant. 
Our method builds on the ideas of Strongin and de Haan and addresses the 
Lipschitz constant estimation problem for a Lipschitz function alone. The develop-
ment here can informally be described as follows. Recall that our aim is to find the 
supremum of all the slopes jg(x)- g(y))l/llx- Yll for distinct points x andy in D, 
the domain of g. If we sample X and Y uniformly on D, then the random variable 
jg(X)- g(Y) 1/ IIX- Yll itself has cumulative distribution function F, which we term 
the slope ch:stribution of g. The upper bound of its support is the Lipschitz constant 
we need. Unfortunately we do not know the form of F for an arbitrary objective 
function g. 
Suppose now that we draw a random sample of say n absolute slopes, and 
consider the distribution of the largest. Provided that F satisfies the Gnedenko 
condition, given in the next section, then the distribution of the largest absolute 
slope is known to be approximately Reverse vVeibull. Its location parameter (the 
upper bound of the support) will estimate our Lipschitz constant. 
We formalise these ideas in Section 6.2 and illustrate the method with numer-
ical results in Section 6.3. In Section 6.4 we show that for a large class of univariate 
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functions the slope distribution does satisfy the Gnedenko condition. The multi-
variate situation is also investigated in this section. The conclusion is contained and 
directions for future research are discussed in Section 6.5. 
Much of the material in this chapter is to appear in [80]. 
6.2 The method 
Let D be a compact convex subset of Rd and L(l\11) be all Lipschitz functions g 
on D with Lipschitz constant 1\11. 
We begin by illustrating the method with a simple example. In Figure 6.1 
we show a univariate function g( x) = x - x3 /2 on [ -1, 1 J. The Lipschitz constant 
M equals one, since g'(O) = maxxE[-l,1]91(x) = 1. We choose x and y uniformly 
and independently in [-1, 1]. In the example x = -0.78 andy= 0.84. The absolute 
value of the slope estimate iss= jg(y)- g(x)I/IY- xj = 0.67. 
'i' g(x) 
slope =0.67 : 
-1· X 
Figure 6.1 The objective function g and a sampled slope of 0.67 . 
Suppose now that we repeat this procedure many times. Then the cumu-
lative distribution of such slopes absolute values converges to the cumulative slope 
distribution F, shown in Figure 6.2. Note that the associated probability density 
function will have support with upper limit 1\11. 
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F{x) 
F 
0 M 
Figure 6.2 The cumulative distribution function for absolute values ofslopes. 
Now take a random sample of size n = 5 from this distribution. Let l be 
the largest of these absolute slopes. Then the cdf of l will be F 5(x). This is easy to 
check: let s1, ... , s5 be identically distributed independent random variables with 
cumulative distribution function F(x), then F1(x) = Prob(max{s1, ... , s5 } :::; x] 
Prob[s1 :::; x, s2 ::::; x, ... , s5 :::; x] = Prob[s1 :::; x]Prob[s2 :::; x] ... Prob[s5 :::; x] 
F 5( x). This maximum slope cumulative distribution function is shown in Figure 6.3. 
Note that the probability density function of l will have the same support upper 
bound i\1. 
----4---------~------------~~x 0 M 
Figure 6.3 The cumulative distribution function for the largest of a sample of five 
absolute slopes. 
In general, what is the distributional form of Fn? If we know the distribution 
towards which pn tends as n increases, then the estimate of the location parameter 
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M can be used as an estimate of the Lipschitz constant of g. 
The theory of extreme value distributions tells us that there are just three 
distributional types for extreme values. Since the support of F is bounded above, 
standard theory yields that pn is approximately Reverse Weibull, provided the orig-
inal distribution F satisfies the Gnedenko condition 
l
. 1- F(J\!I- cc) k 
liD =c. 
E-+O+ 1 - F(J\!I- E) 
for any c > 0 and some constant k > 0. This result first appeared in [25] 
The cumulative distribution function of the three-parameter Reverse Weibull 
distribution is 
{ 
exp{(-(u-l)w)/v} 
H(l) = 
1 
if l ::::; ll 
if l > u, 
where u E R is the location parameter, v > 0 is the scale parameter and w > 0 is 
the shape parameter. A precise description of the manner in which pn converges 
to a Reverse Weibull distribution is given in Section 6.4. vVe fit a Reverse Weibull 
distribution to a sample of largest absolute slopes and use the estimate of the location 
parameter as an estimate of J\1. 
We now formally present a stochastic procedure to estimate the Lipschitz 
constant JVJ of g. Our method assumes only that the function values can be evaluated. 
Larger values of the absolute slope will be found for ( x, y) pairs chosen in the region 
of D x D where x and y are close. For this reason we set up a sampling scheme 
in Step 1 which allows pairs to be chosen according to a uniform distribution on a 
region around the "diagonal", where x = y. 
Step 1: Sample the slopes Given 8 > 0, choose pairs (Xi, Yi) uniformly 
on {(x,y) = (a:(1), ... ,x(d),y(1), ... ,y(d)) ED x D: ix(k) -y(k)i::::; 8 fork= 
1, ... , d} and eval1wte 
Q·-
'-'t-
jg(xi)- g(yi)l 
llxi- Yill 
6.3. Reverse Wei bull fitting and numerical results 115 
for-i= 1, ... , n. 
Step 2: Calculate the mawimum slope Let 
l = max{s1 , ... , sn}· 
Steps 1 and 2 are performed m times! giving h, ... , lm. 
Step 3: Fit the Reverse Weibull Fit a three-parameter Reverse 
Weibull distribution to l1 , ... , lm. 
Output: Our estimate i1, of NI, is the location parameter of the fitted 
Reverse Weibull distribution. 
We remark that we have converted the Lipschitz constant estimation problem 
into a routine curve fitting problem. Note that a nonlinear curve fitting problem, 
in general, is itself a global optimisation problem. For our application here we 
can reduce a general Lipchitz constant estimation problem, a global optimisation 
problem, to a specified Weibull probability density function fitting problem. This 
fitting problem can be solved by implementing an algorithm which will be described 
in the next section. 
6.3 Reverse Weibull fitting and numerical results 
Does the method giVe good results? To investigate this question, we begin by 
observing that if a random variable has a Reverse vVeibull distribution, then its 
negative has a Weibull distribution. Thus we can employ standard Weibull fitting 
methods. 
Methods for finding maximum likelihood estimates for the three-parameter 
vVeibull distribution are discussed in detail in the surveys in [48] and [84]. A detailed 
discussion is also presented in the context of global optimisation in [87]. 
We use a combination of profile likelihood and the method of moments to 
fit the vVeibull distribution. For fixed u, we can straightforwardly use the first and 
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second moments to find v and w. vVe then select the (u,v,w) combination which 
maximises the likelihood of the observed maximum slopes. After choosing nm pairs 
(xij,Yij) uniformly on {(x,y) ED x D: lx(k)- y(k)l:::; 8 fork= 1, ... ,d} for 
i = 1, ... , n and j = 1, ... , m, we have samples of largest slopes : 
l lg(Xij)-g(yij)l i = 1nax II , 
. i llxij - Yij j = 1, ... ,m. 
Then tj = U0 - lj can be treated as an observation of a Weibull random variable T, 
where U0 is a given upper bound for absolute slopes. The density function of the 
vVeibull distribution is 
{ 
( 
(i-1t)w) ~ (t- u)w-l exp - v 
f(t;u,v,w) = 
0 
if t 2: 1l 
if t < u, 
We estimate the parameters u, v and w of the. Weibull distribution by max-
imising the log-likelihood function: 
m 
L(u,v,w) = l:::logf(tj;u,v,w) 
j=:l 
m m 
mlog(wjv)- (1/v) l:::(tj -u)w + (w -1) I:log(tj -u), 
j=:l j=:l 
subject to the moment constraints 
I- ·u = v 11wr(1 + 1/w) 
0 :::; u :::; min t j , v > 0, w > 0 
where f is the mean of the observations, St is the standard deviation of the observa-
tions and r is the Gamma function. 
The above constraints arise from the moment identities. The first and second 
order moments of T about zero are 
E(T) = 1= tf(t; u, v, w )dt = u + v1fwr(l + 1/w) and 
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respectively. 
We equate the observed first and second central moments to their values 
expressed in terms of tt, v and w. Notice that 
1 '\"ffl t2 - 2 + ti2 m 0j=l j- 3 t and u 2 + 2uv11wr(l + ljw) = P, 
so we obtain the above constraints. 
For fixed tt, the parameters v and w can be estimated through the above 
moment method, therefore the likelihood function becomes a function of tt only, 
denoted L ** ( tt). We then maximise L ** ( tt) by using the grid method. If we estimate 
·u using the above procedure, then U0 - u becomes an estimate of the least upper 
bound of the largest slope l and can be chosen as the Lipschitz constant estimate. 
4 
3 
2 
a~~~~~~~~~--~ 
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A): Histgram of samples I j 
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4 
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2 
o~~~~~~~~~==~ 
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D): Fitting Weibull density function 
Figure 6.4 illustration of the Lipschitz constant estimation method for function 
g(x) = sinx on [0,211"] with n = .5, m = 100 and U0 = 2. 
118 Estimation of the Lipschitz constant of a function 
A typical fitting procedure is illustrated in Figure 6.4 for the function g( x) = 
sinx on [0, 21r], n = 5, m = 100 and U0 = 2. Graphic A shows the histogram of 
maximum absolute slopes lj of 100 samples of 5 pairs. Graphic B is the histogram 
of reflected-and-translated maximum absolute slopes, the histogram of observations 
t j = U0 - l j. Graphic C shows the graph of the function L ** ( u). Graphic D shows 
the vVeibull density curve fitted to the samples ij with the list of estimates u, v and 
w. The estimated Lipschitz constant of g is then U0 - ·u = 2- 1.00 = 1.00. 
Gourdin, Hansen and J aumard in [26] proposed a global algorithm to solve 
this very problem. We used their method on occasions to check our results. 
Objective functions of one variable 
For the univariate case, we describe results on four test functions. The first two test 
function are the simple functions x- x 3 /3 on [-1, 1] and sin x on [0, 27r] and [0, 57r]. 
Both have Lipschitz constant J\11 = 1. The other two test functions are drawn from 
[77, p.177]: sirix+sin(2x/3) on [3.1, 20.4] with iVI = 1.67 and- I:%=1 sin((k+1)x+k) 
on [-10, 10] with J\1[ = 67. Tables 6.1, 6.2, 6.3 and 6.4 give the estimates of 1\II 
for various choices of n and m with the sampling performed according to a uniform 
distribution on [a,b] x [a,b]. 
m = 25 
n = :3 0.9990±0.0074 
n = 5 1.0000±0.0067 
n = 7 1.0000±0.0000 
m =50 
1.0020±0.0042 
1.0000±0.0000 
1.0000±0.0000 
m = 75 
1. 0000±0. 0000 
1.0000±0.0000 
1.0000±0.0000 
m = 100 
1. 0000±0. 0000 
1. 0000±0. 0000 
1.0000±0.0000 
Table 6.1 Lipschitz constant estimates for x - x3 /3 on [ -1, 1], using uniform sampling on 
[-1, 1] x [-1, 1]. Here 1\11 = 1. 
6.3. Reverse Wei bull fitting and numerical results 119 
[a, b] m = 25 m= 50 m = 75 m = 100 
n=3 1.0130±0.0540 0.9800±0.0183 0.9840±0.0178 0.9910±0.0032 
[0, 211'] n=5 0.9930±0.0164 0.9940±0.0052 1.0010±0.004 7 1.0000±0.004 7 
n=7 0.9920±0.0230 1.0000±0.0000 1.0010±0.0032 1.0010±0.0032 
n=3 1.0790±0.234 7 1.0040±0.0534 1.0270±0.0427 0.9720±0.0063 
[0, 511'] n=5 0.9820±0.0326 1.0020±0.0155 1.0090±0.0152 0.9980±0.0114 
n=7 0.9830±0.0221 1.0000±0.004 7 1.0100±0.0141 1. 0050±0. 0053 
Table 6.2 Lipschitz constant estimates for sin x on [0, 27r] and [0, 571"], using uniform sam-
pling on [a, b] X [a, b]. HereM= 1. 
m = 25 m =50 m= 75 m = 100 
n=3 2.4120±0.7605 2.5840±0.6702 2.8590±0.4459 2.0090±0.6839 
n=5 2.4060±0. 7327 2.4760±0.6712 2.6170±0.5781 2.0170±0.6784 
n=7 1.9520±0.5713 1.9920±0.5289 1.8270±0.2957 1.7140±0.2049 
n=9 1.5840±0.1327 1. 7220±0.1078 1. 7120±0.0863 1.7190±0.0926 
n = 11 1. 7000±0.1441 1.6750±0.1918 1.6720±0.0379 1.6740±0.0398 
Table 6.3 Lipschitz constant estimates for sin x + sin(2x /3) on [3.1, 20.4], using uniform 
sampling on [3.1, 20.4] X [3.1, 20.4]. Here l'vi = 1.67. 
m = 25 m =50 m = 7.5 m = 100 
n = :3 4 7.3820±24.5935 54.3096±16.0915 61.0462±10.3427 60.1370±9.9099 
n = .5 59.4610±13. 7087 60.0020±12.0155 58.3790±10. 7152 59.7570±9.1609 
n=7 61.5820±6.2873 55.4950± .5.1661 62.3840±8.0:365 67.7140±6.5446 
n=9 62.2960±10.6238 60.2250± 9.8699 66.4400±7.6948 69.4510±6.3622 
n = 11 60.1370±9.9099 63.6500± 8.6893 68.7500±6.3424 72.0440±5.0883 
Table 6.4 Lipschitz constant estimates for - L:~=l sin((k + 1);1; + k) on [-10, 10], using 
uniform sampling on [-10,10] X [-10,10]. Here NI = 67. 
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Table 6.5 gives estimates of 1Vf for three of these functions using m 100, 
various choices of n and with 8 = 0.05. In the next section we show that the slope 
distribution of test functions satisfies the Gnedenko condition. All of the 
estimates are given in the form a ± ,8, where a is the mean and f3 the standard 
deviation over ten runs for the given n and m. 
Function X- X 3 31 sinx + sin(2xl3) - I:%=1 sin( ( k 1)x + k) 
Interval 1, 20.4] [-10, 10] 
n=3 m 100 1.0000±0.0000 1. 7040±0.0227 73.3870±1.8872 
n 5 rn = 100 1.0000±0.0000 1. 6790±0. 007 4 68.4040±0.0975 
n 7 m = 100 1.0000±0.0000 1.6750±0.0085 68.4250±0.04 74 
n=9 m 100 1.0000±0.0000 1.6720±0.0042 68.4080±0.0282 
Table 6.5 Lipschitz constant estimates for the three test functions using 8 = 0.05. 
that the estimates improve as n and m increase. Note also that use of 
a small 5 improves these results, especially when the domain interval is large. This 
is due to the fact that when the interval is large, sampling from [a, b] x [a, b] rarely 
produces a pair ( x, y) in the region where the maximum absolute slope is achieved. 
The following example allows us to compare of our numerical result to Stron-
gin's method. The test function is a modification of that introduced in [:30] by 
Hansen, J aumard and 
{ 
max(2 sin( ,B2x ), x) 
g(x) = 
X 
if o :::; :1: < 2 I f3 
if 2 I f3 :::; X s; 1 
where j3 )\A ceil{ ln 2r _
1!;(r + 1)}- 2, r is the multiplier of Stron-
algorithm and ceil ( x) is the smallest integer greater than or equal to x. 
ure 6.5 shows g for the case where r 2. 
It can be proved that for any multiplier r > 1, Strongin's estimate of the Lip-
schitz constant is always r, but the true Lipschitz constant J1 is 1r/3, which equals 
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l/~ l ,x 
Figure 6.5 Hansen-Jaumard-Lu test function with r 2. 
') 
21r(.r + 1 ): if 1 < r s; 4, as A 1. Thus the Strongin estimate is an under-estimate 
and hence his algorithm converges to a non-global local optimum. Table 6.6 corn-
pares Lipschitz constant estimates using the Strongin method (S) and the Reverse 
VVeibull method (RVV) for two such Hansen-Jaurnard-Lu test functions on [0, 1]. 
Factor r True 1\11 S estimate n m RW estimate RW estimate 
:3 100 10.1394 1.6007 8.3052 ± 0.0253 
r 2 Jrj3 5 100 8.5384 ± 0.2736 8.3792 ± 0.0042 
8.3776 2 7 100 8.4334 0.1758 8.3752 ± 0.0042 
9 100 8.3644 0.0585 8.3742 0.0095 
20 100 8.3802 0.0127 8.3772 0.0000 
3 100 13.1292 ± 1.7332 9.3182 ± 0.0348 
-r=3 7rt3 5 100 9.8362 0.5191 9.4192 0.0042 
= 9.4248 3 7 100 9.6892 ± 0.2656 9.4222 0.0053 
9 100 9.3772 ± 0.1124 9.4202 ± 0.0095 
20 100 9.4249 ± 0.0495 9.4262 ± 0.0057 
Table 6.6 Lipschitz constant estimation comparison: the Strongin estimate and the Re-
verse Weibull estimates for a large 8 value and a small 8 value. 
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Objective functions of many variables 
\Ale now consider objective functions defined on a domain D in R d for d 2::: 2. For such 
multivariate objective functions, we first list the results for linear functions. Some 
partial results concerning the Gnedenko condition in this case will be developed in 
the next section. Table 6. 7 gives the results of estimations of Lipschitz constants for 
g(x) = (1/Vd)(xl + X2 + ... + XJ.). The domain is the d-cube {x = (x1 , x2 , ... , xd) : 
~ Xi ~ 1 for 1 ~ ·i ~ cl}. That the Gnedenko condition holds in a certain sense 
for such a function will be shown later. Despite the simplicity of g, this task is 
challenging. 
Dimension d True Jvf n m Estimate Estimate 
5>2 8 = 0.05 
2 1 3 100 1.0000 ± 0.0000 1.0000 ± 0.0000 
2 1 5 100 1.0000 ± 0.0000 1.0000 ± 0.0000 
2 1 10 100 1.0000 ± 0.0000 1.0000 ± 0.0000 
3 1 3 100 1.0010 ± 0.0032 1.0000 ± 0.0000 
3 1 5 100 1.0000 0.0000 1.0000 0.0000 
:3 1 10 100 1.0000 ± 0.0000 1.0000 ± 0.0000 
5 1 3 100 0.9660 0.0310 1.0360 ± 0.0.566 
.s 1 .5 100 0.9720 0.0193 0.9930 ± 0.0195 
.s 1 10 100 0.9870 0.0157 0.9930 ± 0.0106 
10 1 3 100 0.8840 ± 0.1839 1.2370 ± 0.2543 
10 1 .J 100 0.9090 ± 0.1:312 1.0990 ± 0.186:3 
10 1 10 100 0.9080 0.0951 1.0510 ± 0.1634 
Table 6. 7 Lipschitz constant estimates for linear functions g for a range of dimensions and 
sample sizes n and m. 
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Our next example shows numerical results for the function 
on [-1, 1] x [-1, 1]. Results are shown in Table 6.8. 
True iVI n m Estimation Estimation 
5>2 5 = 0.05 
1 3 100 0.9590 ± 0.0191 0.9800 ± 0.0141 
1 5 100 0.9770 ± 0.0149 1.0060 ± 0.0255 
1 10 100 0.9890 ± 0.0110 1.0010 ± 0.0074 
Table 6.8 Lipschitz constant estimates for g(x 1 , x2 ) = (1/ y'2 )(x 1 + x2 - (1/3)(xr + xD). 
The above numerical examples show that the RW method works well for 
a class of univariate functions. The results for linear functions of more than one 
variable grow less accurate as the dimension goes up, as revealed by Table 6.5. Notice 
that there are two barriers to success: the first is that our samples size n must be 
finite (usually not very large) and so we have to replace the limiting Reverse Wei bull 
by an approximation. The second is that the probability of obtaining an absolute 
slope close to the maximum in a higher dimension, through uniform selection of 
a sample pair in the domain, is much less than in a lower dimension. The above 
reasons make estimation more difficult in higher dimensions. 
6.4 The Gnedenko condition 
In order that the Reverse Wei bull distribution should approximate the distribution of 
the maximum absolute slope, a condition must be satisfied by the original cumulative 
distribution function F : it must satisfy the Gnedenko condition. Our aim is to find 
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conditions on the objective function g which will ensure that F will satisfy the 
Gnedenko condition. 
1. Preli1ninary results 
The following proposition formally presents the necessary and sufficient Gnedenko 
condition on F. 
Proposition 6.4.1 Let NI = sup{s : F(s) < 1} be finite and L be the largest 
val1te in a random sample of size n dmwn from F. Then there are sequences an and 
bn > 0 S1LCh that Fn( an + bnl) conve·rges pointwise to the standard Reverse vVeibull 
distribution H( l; k) if and only if for any c > 0, 
1. 1 - F(NI- cc) k lm - c 
c--o+ 1 - F(NI- c) - ' 
the Gnedenko condition. Here H(l; k) is the Reverse Weibull distrib1dion with ·u = 0, 
v = 1 and w = k. 
The proof of this proposition can be found in [21, p.53-57 and pp.S7-91]. 
The standard Reverse Weibull distribution involves only the shape parameter w = 
k > 0. See also [50], for work related to the concave minimisation problem and [87] 
describing additional work on this subject. 
The above result tells us that an affine transformation. an + bnl, of our ab-
solute maximum slopes has an approximate Reverse vVeibull distribution. Thus 
the maximum slope itself has an approximate Reverse vVeibull distribution. For 
completeness this is proved in the following lemma. 
Lemma 6.4.1 S1tppose that the cumulative distrib1dion function of a -random vari-
able ~ is Reverse Weibull, then the cumulative distribution function of ry = a + b~ 
forb > 0 is also Reverse vVeibull. 
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Proof: The cumulative distribution function of ~ is 
{ 
-(u -l)w 
exp( v ) if l s; u (l)= 
1 if l > u 
with u E R, v > 0, w > 0. Then the cumulative distribution of 77 is 
(l) = Prob( 77 < l) 
Prob(a +be< l) 
l- a Prob(~ < -b-) (since b > 0) 
(l- a) 
b 
{ exp( if l :Sa+ bu 1 if l >a+ bu 
{ ( 1 l)w' exp(- u --; ) if l :S u' v - 1 if l > u' 
with u' =a bu, v' = bwv > 0 and w' = w > 0 in H(l). 0 
To summarise, the maximum absolute slope has approximate Reverse vVeibull 
distribution: Fn(l) is approximately H((l- an)/bn; k). 
To ensure that the absolute slope distribution F satisfies the Gnedenko con-
clition, we must consider the absolute slope function, defined for ( x, y) E D x D, 
by 
s(x,y) = jg(x)- g(y)jjjja;- Yll for x ;f. y. 
Since the measure of { ( ~-,;, y) E D x D : x = y} is 0 in D x D the exclusion of this 
definition for s on { , y) E D x D : x y} does not affect our later discussion in 
which we use the measure of a subset of D X D. 
For fixed t: > 0 and c > 0 let 
D € { ( x, y) E D x D : s ( :t, y) ?: }v-1 - e} and 
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D Cf. = { (X' y) E D X D : s (X' y) 2::: Nl - CE}. 
Typical D" and Dec for the case d = 1 are illustrated in Figure 6.6, with c > 1. 
y 
Figure 6.6 Level sets D£ and Dr., for the absolute slope function s of the objective 
function g. 
Recall that the slope distribution function F is given by the relation 
F(t) = Prob{(x,y) E DxD: s(x,y) S t} = J-t{(x,y) E DxD: s(x,y) S t}/J-t(DxD) 
where f-t denotes the usual Lebesgue measure on R 2d. 
Then we have J-t(De.) = J-t{(x,y) ED x D : s(x,y) :::: J\1{- c:}. Ford= 1, 
J-t(Dc_) is the area of Dc_ in Figure 6.6 . 
It is clear now that the Gnedenko condition requires that the ratio of J-t(Dce.) 
to J-t(D") tend to a constant ck, as E goes to 0. In other words, the behaviour of 
function h( E) = f.L( D c) must be like that of a power function as E goes to zero. 
Archetti, Betr6 and Steffe in [2] proposed a framework for global optimisation 
using random sampling of the objective function. They applied the theory of extreme 
value distributions to global maximisation problems, using the measure of the level 
set of the objective function to investigate the Gnedenko condition. They obtained 
a condition on the objective function which ensures that the measure of the level 
set possesses a certain limit property. This in turn ensures that the distribution of 
objective function values under random sampling satisfies the Gneclenko condition. 
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Our method is similar to the procedure of Archetti, Betr6 and Steffe, but 
here the function to be maximised is the absolute slope function s of the original 
objective function g, not g itself. Our aim has been to find a general condition on 
g which ensures that the slope distribution satisfies the Gnedenko condition. The 
next lemma, expressed here in terms of the absolute slope function s, is due to 
Archetti, Betr6 and Steffe [2, §2 and Theorems 6 and 7]. It presents conditions on 
the absolute slope function s which ensure that the cumulative distribution F for 
the absolute value of slopes satisfies the Gnedenko condition. We are then able to 
prove our main theorem in the next subsection by showing that the conditions of 
that theorem ensure that those of the following lemma, Lemma 6.4.2, hold. 
Lemma 6.4.2 (1) S1tppose that s(x, y) = J.VJ + Q2p((x, y)- (x*, y*)) + R(\\(x, y)-
(x",y*)\\ 2P), where (x*,y*) is an interior point ofD x D at which s(x,y) attains its 
homogeneo1ts polynomial of degree 2p, for p a natural number and R( E) IE -+ 0 as 
E-+ 0. Then lim.: ..... o+ f.l(D€)IcC< exists and is finite and positive with a= dip. Here 
f-l denotes Lebesgue measure on R 2d. 
(2) If f-l(D€) is s1tch that 
fo1' .some a> 0, then the Gnedenko condition holds for F(t) = f-t{(x,y) ED x D: 
s(x,y):::; t}lf-l(D x D), with k =a. 
The key to proving Lemma 6.4.2 (1) is the construction of level sets D! and 
n; such that n; c D € c n;. It is then shown that both lim.:-o+ f-l ( n;) I EC< and 
lim"~o+ f-t( D;) I EC< exist and are equal. The proof of the lemma is given in Appendix 
2. 
Remark: When cl = 1, D = [a,b], an interval. The requirement that (x*,y*) 
be an interior point of [a, b] x [a, b] can be weakened to include the case that (x,., y*) = 
128 Estimation of the Lipschitz constant of a function 
(a, a) or ( x,., y*) = ( b, b) and the above Lemma remains true. This case is discussed 
in the proof of Lemma 6.4.2 in Appendix 2. 
2. The one dimensional case 
In this subsection we present our main results for the univariate case. We show that 
the Gnedenko condition holds for the absolute slope distribution F of a wide class 
of univariate objective functions g. Partial results for the case of many variables will 
be given in the next subsection. 
Theorem 6.4.1 Suppose that g E C'2P+2[a, b] for some natural number p, that there 
exists a unique z E (a, b) such that 
lg'(z)l = 1\lf = max lg'(x)l > 0, 
xE(a,b) 
and that g(i)(z) = 0 fori= 2, 3, ... ,2p with g(2P+l)(z) i= 0. Given 8 > 0) let (x, y) 
be a point chosen unifo·rmly on {(x, y) E [a, b] x [a, b]: lx- Y! :::; 8L 
{ 
!g(x)- g(y)!/lx- Y! 
s(x,y) = 
lg'(x)l 
if X ::j:. y 
if X= y 
and F denote the cdf of s. Then the Gnedenko condition holds for F with k = lfp. 
That 'is, for any c > 0, 
Proof: "Without loss of generality we can assume that z = g(z) = 0 and g'(z) = 1VI. 
(This follows since we can let h( x) = g( x- z) - g( z) and prove the result for ±h as 
needed.) VVe can then write g(x) as 
by assumption, where a2p+1 = g(Zp+l)(0)/(2p + 1)! . Since g'(O) is assumed to be the 
unique maximum of g', we must have a2p+1 < 0. Also diam(D")-+ 0 as e:-+ 0 else 
the uniqueness assumption is contradicted. 
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Since g'(O) = il1 > 0, g is increasing near 0, so we have 
lg(x)-g(y)i g(x)-g(y) 
lx-yl - x-y 
for any pair x =/= y sufficiently close to 0. We need only prove that (g( x )-g(y)) / ( x-y) 
is a function which satisfies the condition of Lemma 6.4.2 (1 ). 
Since diam(Dc) --+ 0 as E--+ 0, for c sufficiently small both De and Dec are 
contained in D, Consider a point ( :c, y) in Df.. Then the rearranged Taylor expansion 
of g( x) about y yields 
(g(:r)- g(y))/(x- y) 
g" ( y) 
- g'(.Y) + -·-(x 2! 
(2p+l)( ) (2p+2)(1 ) 
y) + ... + g y (X - Y?p + g ':,O (X - y )Zp+l 
(2p + 1)! (2p + 2)! 
where (o is between X andy. vVriting the Taylor expansion of g(y ), g'(y ), ... 'g(Zp+ll(y) 
about 0, we have 
(g(x) g(y))/(x- y) 
9(zv+rl(O) 9(2v+2l(() 1\II + yzv + 1 yzv+l 
(2p)! (2p 1)! 
1 g(2p+1)(0) Zp-1 g(2p+2)( (z) Zp 
+2![(2p-1)!y + (2p l)!y ](x-y)+ ... 
1 g(2p+l)(Q) g(Zp+Z)((zp+l)l X-. 2p g(2p+2)((o) X- 2p+l 
+(2p+1)![ 1! + (2p+1)! y]( y) + (2p+2)! ( y) 
1'1' + g(2v+I) ~ (2p + 1)! 2p-k( )k R(r I ;- ) ~VJ ) L._.. ( )I( )ly X Y + ':,O,<,l,···,<,2p+l)X,y (2p+1 k=O 2p-k. k+1. 
where R( (a, (1, ... , (zv+l, x, y) equals 
g(2p+2l(t ) g(2p+2)(! ) 
':>1 2p+l ':,2p+l ( 
"--(-2 p_+_.;;_1 )--'-! y + ... + ( 2p + 1)! y X 
(2p+2) (t' ) 
Y) Zp + 9 -,o (x _ y)Zv+l (2p + 2)! 
(1, ... , (2p+l lie between 0 andy. Now 
~ (2p+1)! 2p-k( y)k 6 (2p- k)!(k + l)!y :E 
2p k 
~ czp+t zv-k ~ C~xi(- 1 )k-i k-i 
.L.. k+l y .L.. ! y 
k=O i=O 
2p Zp 2: xivzv-i 2:( -1)k-ici~t1ct 
·i=O k=i 
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where Cik = . 1 ( k k~ . ) 1 is the number of combinations of i from k. z. 2 • 
By using the generalised Vandermonde convolution formula of recurrence 
([62, p.8]) it can be shown that :s~;,i( -l)k-iC%~i1 Cf 1, fori= 0, 1, ... , 2p. 
In fact, the Vandermonde convolution formula 
m 
en- ~cn-qcq m - L,.; m-k k• 
k=O 
C -q = (-l)kcq+k-1 k k ) 
generalised Vandermonde convolution formula is 
m 
Cn-q - ~ en c-q m - L,.; m-k k 
k=O 
m 2:( -l)kc~-kc%+k-l 
k=O 
m 
2: 
k=O 
Now letting n 2p + 1, m 2p - ·i and q = i 1 in 
for ·i 0, 1, 2, ... , 2p. 
Therefore, 
we have 
1 
k'=i 
2p 
0 2p-i 2p-i 
~(- 1 )k-ic2p+lc~ L,.; k+l ! 
k=i 
1)kcn cq+k-l n-m+k k · 
. . . . (2p+l)(O) 2p . . 
(g(x)- g(y))j(x- y) = J\11 + ~') 1)1 2: x'y 2p-t R((o, (1, ... , (2p+ll x, y) ~P + · i=l 
It is now readily checked that s(x,y) is a function of the form described 
Lenima 6.4.2 (1) with d = 1. Lemma 6.4.2 (1) thus shows that limc-o+ fl(D~) 
exists and is finite and positive with a = 1/p. This limiting result rests on the 
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fact that we sample uniformly from a 8-strip around the diagonal of [a, b] x [a, b], 
and that s assumes its maximum value on the diagonal. Lemma 6.4.2 (2) then gives 
that the Gnedenko condition holds for F(t) = f.L{ ( x, y) E D : s( x, y) :::; t} I 1-t(D) with 
k = 1 I p. In a neighbourhood of 1\II this coincides with the cumulative distribution 
function of s, so Theorem 6.4.1 follows. 0 
The requirement that the first nonzero derivative at z should occur at an 
odd order ensures that there is no contradiction to the assumption ig' ( z) I = 1\II = 
maxxE(a,b) ig'(x)l. We remark that the proof for an objective function g containing 
only linear and pure cubic terms is much easier, as in this case the level sets D ce 
and De are elliptical. 
The following propositions, based on Theorem 6.4.1, show that the assump-
tions that g' assumes its maximum absolute value at a unique point or an interior 
point can be removed. 
Proposition 6.4.2 Suppose that g E C2P+2 (a, b) for some natural number p with 
finitely many points z1, zz, ... , Zk E (a, b) such that ig'(zi)l = SUPxE(a,b)ig'(x)l = 1\II > 
0, and g"(zi) = ... = g2P(zi) = 0 but g( 2P+l)(zi) =/= 0 for i = 1, 2, ... , k. Oiven 
8 > 0, let (x,y) be chosen uniformly on {(x,y) E [a,b] x [a,b] : lx- Yl < 8} 1 
s = lg(x)- g(y)illx- Yl and F denote the cumulative distribution function of slope 
.s. Then the Gnedenko condition holds for F. 
Proof: For given E > 0 sufficiently small and c > 0, let De and Dee be level sets 
of .s(x,y) on [a,b] x [a,b] as defined in the proof of Theorem 6.4.1. Since the Zi are 
distinct there exist O"i > 0 and disjoint intervals 
Ii = ( Zi - O" i, Zi + O" i) for i = 1, 2, ... , k 
D~ = { ( x, y) E Ii x Ii : 111 - c < .s( x, y) :::; _M} and 
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D~" {(x, y) E Ji xI;: .M cc < s(x, y) ::S 1\II} 
for i = 1, 2, ... , k. Then we have C Ii X Ji and D~" C Ii X Ji. Therefore, 
with D! n D~ = 0 for i J, and 
D k Di ce = ui=l co 
For 'l, g is a function on Ii satisfying the conditions of Theorem 6.4.1. There-
fore, by the proof of Theorem 6.4.1, the corresponding slope function s(x, y) on 
Ii x Ji satisfies the condition of Lemma 6.4.2 (1) with d = 1. Thus we have that 
liiilc-o+ ft(D~)/r:.1 1P exists, with positive limit hi. Therefore 
i=l 
k 
"£hi 
clfp = clfp. 
"£ hi 
i=l 0 
Proposition 6.4.3 Suppose that g E C'2P+2( a, b) for some natural n·umber p with 
< 0, where g(kl(b) denotes the left kth order derivative and ig'(x)l < NI, on (a, b). 
Given 8 > 01 let (x,y) be chosen tmiformly on {(x,y) E [a,b] x [a,b]: lx -yl < 8L 
s = lg(:r)- g(y)i/!x Yl and F denote the cumulative dist·ribution function of s. 
Then the Gnedenko condition holds for F. 
Proof: vVe may assume that b = g( b) 0. If we take cr > 0 small enough we can 
have g' increasing on ( -cr, 0). G(x) to equal g(x) on [a,O], and on 
(0, cr]. Then G is a function on (a, b + cr] which satisfies the conditions of Theorem 
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6.4.1. By the proof of Theorem 6.4.1, the slope function sc(x, y) of G(x ), determined 
on [a, b + cr] x [a, b + cr], the form required by 6.4.2 (1 ). 
Since g( x) = G( x) for x E [a, b], the slope function sg( x, y) of g 
(x,y) = sc(x,y) for (x,y) E [a,b] x [a,b]. Noting the remark following ..uv"a'""·'"" 
6.4.2, function sg satisfies weakened condition of Lemma 6.4.2 (1). By the same 
argument as in Theorem 6.4.1, using Lemma 6.4.2 (2), the Gnedenko condition holds 
for the cumulative distribution function of the slope function s9 . 0 
It can be confirmed that all univariate test functions used in Section 6.3 
the conditions of "'"''''"'.,.,_., 6.4.1, Proposition 6.4.2 or 6.4.3~ 
3. The higher dimensional case 
In this section, we investigate the validity of the Gnedenko condition for the absolute 
slope distribution when objective function is of variables. 
The maximum absolute slope determined by a number of pairs of points 
drawn from the domain of the objective function will be used to estimate the Lip-
schitz constant, by the RW method described in Section 6.2. The Gnedenko limit 
involves the description of the level set (and its measure) for the slope function of 
the objective function near the maximum absolute itself. This is difficult un-
we limit the class of objective functions. VVe start our discussion with linear 
(in fact affine) functions. A general differentiable objective function can be approx-
imated by its tangent plane at the point where the maximum absolute slope occurs. 
Thus a study of linear objective functions might lead to results for general differ-
entiable objective functions. Firstly, we present a theorem which shows that the 
Gnedenko condition holds for the slope of linear objective functions. under certain 
conditions. In the later part of this section, we will use the language of regularly 
varying functions and give a sufficient condition on an objective function to en-
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sure that the cumulative distribution function F of the slope function satisfies the 
Gnedenko condition. 
Before we state the theorem for affine functions, we give the following defi-
nitions. 
Definition 6.4.1 A compact convex subset D of Rd is said to be divisible if fJD) the 
boundary of D can be written as two ( d- 1) dimensional continuously diffe7'entiable 
functions on Rd-1. That is) there exist continuously differentiable functions fi 
fi(x1, ... , Xd- 1) fo-ri= 1, 2 such that 8D = 8D1 U 8D2 and the dth co-ordinate of 
8Di can be W1'itten as two continuously differentiable functions on Rd-1: 
For example, for ad-dimensional sphereD with radius -r: {(x1 , x2 , ... , xd) : 
xi+ x~ + ... + xL1 + x~ ::::; r 2 }, the boundary of the sphere D is the graph of two 
( d - 1 )-dimensional functions 
Xd = -(r2 - xi- x~- ... - x~_ 1 ) 1 12 and 
.,. _ ( 1,2 _ x2 _ x2 _ _ x2 )1/2 •'-'d - 1 < 2 . . . d-1 ° 
Definition 6.4.2 A cone in. Rd has the form 
where y = (y1 ,. 0 0, Yd) is the apex of C, and a is a positive constant. 
The cross-section at z = Xd orthogonal to the dth axis forms a ( d - 1 )-
dimensional sphere with radius lxd- Ydl· The angle () between the dth co-ordinate 
axis and any line from the apex to a point on the surface of the cone is called the 
half-apex angle of C. The "slope" or tan() equals JG,. Figure 6.7 illustrates the case 
when d = 3. 
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Cone C 
Figure 6. 7 A cone in R 3 with half-apex angle e. 
Theoren1 6.4.2 Suppose D C Rd is a divisible compact convex subset, and 
where Cli are constants, not all zero. Let 1\1 = maxxED II v g( x) II > 0. For fixed 
y E int D, let x be chosen unifDTmly on D and let 
( ) _lg(x)-g(y)l sx,y- l!x-yl!. 
Let F denote the cumulative distrib1ttion function of s. Then the Gnedenko condition 
holds for F. That is, for any c > 0, 
lim 1- F(ll1- cr:) = c(d-1)/2. 
c~o+ 1 - F(J\11- r:) 
Proof: vVithout loss of generality, we can assume that ai = 0 for i = 0, 1, ... , d -1 
and ad = j\;[ > 0, that is, g( x) = iVI X d. This follows since we can align the 
dth axis xd with (a1 , ... , ad), the gradient of g, using an orthogonal transforma-
tion (z1 ,z2, ... ,zd)' = Q(x1 ,x2, ... ,xd)' with orthogonal matrix Q such that Zd = 
L-1==1 aixi/(L,f==1 at) 112 . Notice that this does not define Q uniquely if d > 2. We take 
an arbitrary one in this case. Under this transformation, g(x) = a0 + (L,f==1 a7) 112 zd, 
so g1(z) = g(x)- ao = (L,f==1 a7) 112::d, has the form specified. 
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Given e:: > 0 denote 
vVe can also assume that y = 0 as the following proof will be same for any fixed y E 
intD. 
Consider x such that 
lg(x)- g(y)l = lg(x)l > NI- E. 
llx- vii llxll -
Then we have 
d 
(J\1xd) 2 2:: (NI- e::) 2 Lx;, therefore 
i=l 
d-l 1\1£2 - (NI- e::)2 L x;:::; ( - )2 x~ 
i=l NI e:: 
So all x ED satisfying the above inequality form a cone C in Rd with apex y = 0. 
Let the half-apex angle be (3 so tan (3 equals 
El/2(21\1- c)l/2 
NI- E 
Since Dis divisible, oD = 8D1 U 8D2 and there are two functions !I, !2, such 
that the dth co-ordinate of 8D1 , 8D2 , can be expressed as . 
Xd = f1(~"C1, ... , Xd-1) and xd = h(x1, ... , Xd-1) respectively. Let 
be the lower and upper part of Dc:(O). Then Lc: and U" are regions bounded by the 
cone C and the graphs of f 1 and h· Figure 6.8 illustrates the situation when cl = 2. 
vVe have 
where f.l is Lebesgue measure on Rd. 
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; (xl, ... ,xd-1) 
Figure 6.8 illustration the level set Dc(y), its lower and upper parts L, and U0 the 
related heights hi and radii r; of the cone C, for the slope s( x, y) of a linear function. 
We deal now with the lower part Le. The upper part Uc. can be discussed 
similarly. Let 
the graph of the boundary function ft within the cone C and denote by ProjAe(O) 
the projection of Ac(O) onto Rd-I, the domain of ft in cone C. Let 
vVe now construct two hypercones, one includes Lc. and the other is included in L€. 
Consider a hyperplane H passing through (O, ... ,O.f1 (0, ... ,0)) with form 
with normal ( b, -1) (bll ... , bd-1, -1) and llbll bounded. From this class of hy-
perplanes we will choose one which suits our purpose. 
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The intersection of H and C' forms a ( d- 2)-dimensional surface which has a 
highest point with dth coordinate Xd = ;f;d say, and lowest point with dth coordinate 
xd = bJ, say, respectively. Figure 6.9 illustrates the case when d = 2 and y = (0, 0). 
Consider the intersection of the cone C with the hyperplanes xd = xd and xd = J2d· 
xz 
~I 
X I 
h 
H 
Figure 6.9 illustration of the construction of H. The related heights hi and radii ri of 
the cone C for the slope .s( x, y) of a linear function are shown. 
These cross sections of C form two hyperspheres with radii r 1 and r 2 respectively. 
The cone C' and these two hyperspheres (as bases) in turn create two bounded cones 
C'1 (c) and C2 ( c) with heights h1 and h2 . We also denote by r0 the radius of the base 
of the cone C'0 ( c) whose base passes through (0, ... , 0, h (0, ... , 0)) with height h(see 
Figure 6.9). 
Since tan /3, the slope of the cone is aE, we have 
From the discussion above, r 1 and r 2 , the base radii of C1 (c) and C'2 (c), are 
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the minimum and maximum solutions of the following equations for r: 
1/2 .·· 
The above equations have infinitely many solutions for r = ( "L,f;;11 x7) for d > 2; 
we seek the minimum and maximum such r. Notice that b1x1 + ... + bd-lXd-1 = 
b· (x1 , ... , Xd- 1 ), the clot product of b = (61, ... , bd-1) and (x1, ... , xd-1 ), so we have 
where ¢is the angle between the vector b and the vector (x1 , ... , xd_1 ), with 0 :S 
rf; :::; 7!'. We solve the above equations for maximum and minimum r as follows: 
substituting r = ('Lf;;{ xt) 112 into the first equation, we have r 2 = a;x~ which gives 
~rd = -r/ac (as Xd :S 0). Putting b1x1 + ... + bd-IXd-l = JJbJJr cos rf; into the second 
equation and replacing xd by -r / a€, we have 
r 
-- = JJbJJrcos¢+ft(O, ... ,O) 
aE 
or 
r(l + acJJbJJ cos¢)= -ad1(0, ... , 0). 
As T and a€ are positive and a-. ---+ 0 as c: -+ 0, we have, for sufficiently small c:, 
with the minimum and maximum such r corresponding to ¢ = 0 and ¢ = 7!' respec-
tively. That is, 
Then 
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As fi is continuously differentiable on ProjA€(0), a compact subset of Rd-1 , it 
is Lipschitzian on ProjA€(0). Thus there exists a B > 0, such that for (x1 , ... , xd_ 1 ) 
and (£1 , ... , Xd- 1 ), the maximiser and minimiser of j 1 over ProjA€(0), we have 
For x E ProjA€(0) and E < Eo, with Eo a sufficiently small positive number, we 
choose b, such that II bll = B, b does not depend on E, and a€ II bll < 1. Since 
Therefore, 
Hence 
-h = f 1 (0, .. · ,O) > f- and 
1 1+a€llbll - 1 
-h = !1(0, ... ,0) <j'. 
2 1-a€llbll --1 
Thus 
so the volume of L€ is bounded by the volumes of c1 (E) and c2 (E) from above and 
below, that is 
where 
where 
For the above volume formula for C1(E) and C2(E), we refer the reader to [38]. vVe 
also have 
1f'd/2rd-1 h 1f'd/2ad-1 hd 
~t(Co(E)) = dr(dj; + 1) - dr(d/; + 1)' where h=-!1 (0, ... ,0). 
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vVe now show that t-t( Ci( c)) = t-t( Co( E) )(1 + 0( ~; 1 12 )) for i = 1, 2. That is, the 
volumes of the hypercones Ci( c) have the same lowest order as functions of cas that 
of the hypercone C0 • Then we will be able to replace t-t(Ci) by t-t(Co) in the required 
Gnedenko limit. 
Recall that a~:= c112 (2A1- c)112 j(11if- e:), r1 ro/(1 + a~Jibll) and r2 = 
To/ ( 1 -a£ I! bJI) \Ne use the Taylor expansion for ( 1 ±a~ II bll t\ a function of E, about 
E, to give 
Therefore 
and 
which gives us 
(1 aellbJJ)-1 
1 aeJJbJJ + (acJibJJ) 2 + .. · 
e:l/2(2.M- c)l/2 
1 =t= M~- c llbll + ---=-ilbW + ... 
= 1 + 0(~;1 12 ). 
r· ~ 
r.d/2r1-1 hi 
p(Ci(c)) = dr(d/2 + 1) 
d/2 d-1 h 
r. To ( O( 1/2))d 
ctr( d/2 + 1) 1 + e: 
1fd/2rd-l h 
dr(cl/~ + 1) (1 + O(cl/2)) 
t-t(C0(c))(1 + O(e:112)) for 1,2. 
Therefore {t( L€) = t-t( Co( e:) )(1 + 0(~;1 12 )). 
Similarly, replacing E by cc and defining terms in the same manner, we have 
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where 
Similar results can be obtained for Uf. and Uce.. That is, defining terms in the 
same manner, we arrive at 
with 
Now 
where hz and hu are the heights of the lower and upper cones respectively. D 
Theorem 6.4.2 demonstrates that the Gnedenko condition holds for the cumu-
lative distribution function of the slope (with one point fixed) of higher dimensional 
affine functions. 
Computer tests were conducted for a number of linear functions using y = 0, 
c = 2 and 3, and various d values. Figure 6.10 illustrates the results of a computer 
6.4. The Gnedenko condition 143 
trial to explore the Gnedenko limit for the test function g(x1, ... xd) = x1 +x2 + ... +xd 
over the d-cube D = {x = (x 1,x2, ... ,xd): -1 $Xi$ 1 for 1:::; i::; d} for 
cl = 2, 3, 5 and c = 2, 3. For c = 2 and 3, we generate the absolute slope of function 
g of 50000 pairs of points uniformly distributed on D x D, with 8 = 0.01. For 
c: = 0.1, 0.099, 0.098, ... , 0.002, 0.001, we use the numbers of absolute slopes whose 
value falls in the level set of D, and Dec. The Gnedenko limit is then illustrated by 
plotting the ( Gnedenko) ratio of these approximations against c:. 
Gnedenko ratio ( C=2) Gnedenko ratio ( c=3) 
10 10 
9 9 
* 
8 8 
'!!:* 
7 7 I* 
* 
6 6 
5 5 
4 * 4 
3 3 
2 2 
0 
0.1 o.o5 o.oo1 E o E 0.1 0.05 0.001 
. ford=2, +ford=3, 'ford=5 . for d=2, + for d=3, • for d=5 
Figure 6.10 Gnedenko limit for test function g(x 1 , ... xd) = .1: 1 + x2 + ... + xd over the 
d-cube {x = (x 1 ,x 2 , .. • ,xd): -1:::; xi:::; 1 for 1:::; i:::; d}, ford= 2,3,5 and c = 2,3. 
The above graphs show how the Gnedenko ratio changes as c: diminishes 
from 0.1 to 0.001 by a step 0.001. The results indicate that the power in the limit 
is ( cl - 1) /2, and are consistent with the result of Theorem 6.4.2. 
Gnedenko condition and regularly varying functions 
We now use the language of regularly varying functions to present a condition that 
ensures that the cumulative distribution function of the absolute slope function of 
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an objective function satisfies the Gnedenko condition. We give the definition of 
regularly varying functions first. The concepts and definitions of regularly varying 
functions can be found in [66] [74]. 
Definition 6A.3 A univariate function R is said to be a regularly varying function 
at 0 if it is real-valued, positive and measurable on (0, A] with A > 0 and for each 
X> 0, 
lim R(xe) = xk 
.o-+O+ R( e) 
for some k E ( -oo, oo ), where k is called the index of regular variation. 
Comparing the Gnedenko condition with the above definition of a regularly 
varying function, it is evident we can express the Gnedenko condition for a cumula-
tive distribution function F as: function 1-F( J\!I- x) is a regularly varying function 
at 0 with positive index. 
In [18], de Haan discussed estimation of the minimum of a function using 
order statistics. A multidimensional regular variation function is used to give the 
condition on the objective function. For describing our result, we need Starn's 
definition of multivariate regular variation. 
Definition 6AA Suppose C C Rd is a cone, that is px E C iff x E C for every 
p > 0. Suppose 1 E C, where 1 = (1, ... , 1)'. Then a function f : C --+ (0, oo) is 
said to be regularly varying on C at 0 with limit function >.( x) > 0. ·if for all x E C 
· f( EX) _ ( ·) hffic_,.o+ f( d) -A x , 
Starn showed that the limit function A in this definition has the following 
property: for some k E R, (termed the index of function A ( x)), 
>.(px) =/>.(a::), for all J:: E C and p > 0. 
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de Haan in [17] showed that an equivalent way to express regular variation 
of a function is to say that there must a positive regularly varying function U 
of dimension one with index k, such that 
. f( EX) 
hm -U() = J\(x) > 0, 
E--..0+ E 
for all x E C. 
following theorem gives a sufficient condition on the absolute slope func-
tion of an objective function to ensure that 1 F(Nl- x) is a regularly varying 
function at 0 with positive index k. This theorem and the proof are translations 
of a result in [18], for an objective function, to the absolute slope function of the 
objective function. 
Theorem 6.4.3 Suppose g is a differentiable function defined on D 
1\ll=maxllv9Cr)ll llvg(O)II, and II g(x)ll<ll g(O)IIforx 0. 
xED 
Oiven 5 > 0, let (x1 ,x2 ) be a point chosen ·uniformly on {(xt, EDxD 
and F denote the cumulative distribution function of s. If 
uwrying function at 0 with positive index k, then 1-F( J.11- t) is a regularly varying 
function oft at 0 with positive inde:r 2djk. 
Proof: Let a; = (xl,xz) and f(x) = 111- s(x). Since f is a regularly varying 
function at 0 with positive index k, there exists a positive function U, such that 
f( EX) 
U(c) = J\(x) > 0, for all x E C and ,\(px) = /A(x) 
for some A' > 0 and all x E with p > 0. It follows that limp~O+ A(px) = 0, for 
any ;I: E C and x :f. 0. 
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Let = { u: /\('u) s; y }. Then we have 
for E, y > 0. Therefore f.l(By) = c0 y2dfk, where c0 is a constant. 
Fore, y > 0, 
Since 
1- F(J.\!1 yU(e_)) fl({tt: s(u) ~ J\1- yU(c)})lfl(D x D) 
- fl ( { u : 111 - s (u) s; y U (e)}) I f-l ( D x D) 
f.l({u: f(u)IU(e) s; y})lf-l(D x D) 
- e2df.l({u: f(eu)IU(e) s; y})lfl(D x D). 
B(l-8)y C lim inf {u: f(w)IU(c) s; y} 
t:--+0+ 
C lim sup { u: f( w )IU( c) ::; y} C B(I+fi)y 
E--+0+ 
for any 8 > 0, we have 
So 
lim p({u: f(w)IU(c) s; y}) = f.l(By) = c0 y2d/k. 
t:-->0+ 
coy2d/k 
F(Jvf- yU(e))]} = f.l(D x D) 
for any y > 0. Let y1 ceiU( c) and y2 = ciU( c.) in 1- F(lvf yU(t)) respectively. 
Then we have 
Therefore 
1- F(i\1- ce) = t 2df.l({u: f(w)IU(c.) s; yi})If-l(D x D) and 
1 - F ( 1\11 - c) e2d ,u ( { u : f ( c.u) I U (e) ::; yz}) I fl ( D x D). 
1. 1- F(NI- cc:) lll1 ----'---.---'-
t:-0+ 1- F(iVI c:) 
r e2df.l({u: f(w)IU(c) s; Yl})lf.l(D X D) 
€_:~ e2df-l({1t: f(w)/U(e) s; Yz})lf.l(D x D) 
r c2dco(cciU(e)) 2d/k I !-l(D X D) 
- ~:_:,~ e2dc0 (c:IU(c)) 2d/kjf.l(D X D) 
c2d/k. 
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0 
A sufficient condition for function f(x 1 , x 2 ) = lVI- s(x1 , x 2 ) to be a regularly 
varying function at 0 with positive index k is that the limit 
exists and is positive for all (x1 , x2 ) E R 2d- {0}, as in this case the positive regularly 
varying function U(t) of dimension one, as described in p.l45, is t. Then k = 1. It is 
still an open problem to find conditions upon the objective function g such that the 
difference between the maximum absolute slope NI and the absolute slope function 
s( x1 , x 2 ) is a regularly varying function. Notice also that for the linear objective 
functions discussed in the previous subsection, Theorem 6.4.3 cannot apply as there 
are infinitely many points where the maximum absolute slope .NI can occur. 
6.5 Conclusion and comments 
In this chapter, we presented a stochastic approach for estimating the Lipschitz 
constant of a function. It has been shown that for a wide class of univariate func-
tions the slope distribution function satisfies the Gnedenko condition. Therefore 
they are suitable for applying the Reverse Weibull method of finding the Lipschitz 
constant. The method is clearly successful, but computationally intensive. For mul-
tidimensional functions a partial result is proved. Note that correct subset-specific 
Lipschitz constant estimates can lead to much improved numerical performance (see 
e.g [58, 60]). 
Three directions for further research suggest themselves. Firstly, how does 
the idea used here fare for functions of more than one variable? We have obtained 
only limited results for this case. To find a class of functions for which the difference 
of the maximum absolute slope 111 and the absolute slope function s(x, y) is a mul-
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tivariate regularly varying function seems not a trivial task. Secondly, how should 
the slope sample size n and the maximum slope sample m be chosen? Clearly the 
answer depends on the objective function g, its domain and the value of 8. A further 
delicate investigation is needed to find the relationship between convergence speed 
and the sizes of n and m for a given function g. Thirdly, it remains to interlock the 
Lipschitz constant estimator with Lipschitz based optimisation algorithms. In par-
ticular it is planned to combine this idea with the Wood multidimensional bisection 
algorithm. 
CHAPTER 7 
Summary 
An investigation of Lipschitz based global optimisation problems formed the theme 
of this thesis. Following Hansen and Jaumard, Lipschitz global minimisation prob-
lems were placed into two major classes: finding the global minimum value f* of a 
Lipschitz continuous function f and finding the localisation of the global minimisers 
of the function f. Several Lipschitz based algorithms for solving global optimisa-
tion problems have been investigated and a stochastic method for estimating the 
Lipschitz constant of a function was constructed. 
In Chapter 2, a set of selected Lipschitz based algorithms was reviewed. For 
deterministic algorithms, the Piyavskii-Shubert algorithm, the axiomatic approach 
of Pinter and the Mladineo spherical generalisation of the Piyavskii-Shubert algo-
rithm to higher dimensions were reviewed and discussed. The branch and bound 
framework of Horst and Tuy was also reviewed. For stochastic algorithms, pure 
random search and the pure adaptive search of Patel, Zabinsky and Smith were 
reviewed. These algorithms provided the bases of the investigations contained in 
this thesis. 
In Chapter 3, some convergence properties of Lipschitz based algorithms 
were discussed. A lower bounding function of a Lipschitz continuous function f was 
defined and the best lower bounding function of an objective function was presented. 
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A necessary condition on the objective function for finite convergence of an algorithm 
was obtained. These results are extensions of the one dimensional results of [31] to 
the higher dimensional case. 
In Chapter 4, the Wood algorithm, multidimensional bisection, was discussed 
in detail together with a set of illustrations of the ideas in dimension two. Two ma-
jor acceleration methods for multidimensional bisection were described. The perfor-
mance of the multidimensional bisection algorithm with and without acceleration 
was investigated for a set of test functions. The Horst and Tuy branch and bound 
framework was extended to the language of covers. Multidimensional bisection was 
shown to fall into such a broadened branch and bound framework. Convergence 
of multidimensional bisection algorithm was discussed in two ways: range conver-
gence and localisation convergence. A modification of the deepest point strategy for 
multidimensional bisection, using Basso's method, was defined and a localisation 
convergence result obtained which generalised Basso's result [8] to higher dimen-
SlOnS. 
The aim of Chapter 5 was to provide a stochastic analogue of the Piyavskii-
Shubert algorithm, one which can be readily implemented and also retain the linear 
complexity in dimension of pure adaptive search. A theoretical algorithm, somewhat 
adaptive search, was described. A special case of somewhat adaptive search, p-
adaptive search, gave a spectrum of algorithms between the two extremes of pure 
random search and pure adaptive search. A readily implemented algorithm, pure 
localisation search, was defined and was shown to be a somewhat adaptive search 
algorithm for a limited class of functions. A comparison of pure random search, 
pure localisation search, pure adaptive search and the Piyavskii-Shubert algorithm 
was presented for a class of test functions which was "randomly" generated. 
In Chapter 6, existing methods dealing with Lipschitz constant estimation 
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were reviewed. A stochastic method was constructed to estimate the Lipschitz con-
stant of a function. The applicability of such a method was investigated. A class 
of univariate functions was shown to be such that the absolute slope distribution 
function satisfies the Gnedenko condition. This ensures the success of the estima-
tion method. The higher dimensional case was also discussed and a partial result 
obtained for linear functions. Numerical results were provided which supported our 
theoretical results. 
APPENDIX 1 
In this appendix, we give the proof of Theorem 5.5.1 developed by Baritompa in the 
team research process. 
Theorem 5.5.1 Let f be any function ·inCh, and for PLS with iVI=l, let N be the 
numbe1 of itemtions until the localisation becomes the level set. Then 
E[N] < 6 + 26/h 
Proof: Take f E Ch. A typical situation which would arise when running PLS on 
f, once an evaluation is found less than h, is shown in Figure A.l. 
y 
f 
h 
r----___, ................. :v"' .. ~+--;~(:---~: 
.] 
Figure A.l Running PLS on f E Ch: the four parts A, B, C1 and C,. of the localisation 
are shown. The situation illustrated is cap separated 
The localisation, Lk, consists of four parts: 
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1. The level set, Ak. 
2. A finite union of intervals, Bk, under the brim. 
3. One interval, Ck, to the left of Ak and under the cap. 
4. One interval, Ck, to the right of Ak and under the cap. 
These sets are indicated in Figure A.l. Denote the total length of these sets by 
a,b,c1, and cr respectively. We say at any stage that the run is cap separated if there 
has been an evaluation under the cap both to the left and to the right of the origin. 
Four facts are needed in the final proof of the theorem. vVe present these 
now. The first three are readily shown; we give a proof for the fourth. 
Fact 1 If the run at the kth iteration is cap separated, then the depth of the bracket 
over the complement of Ak is less than or equal to b + c1 + cr. 
Fact 2 Denote by d the depth of the bracket over the complement of Ak. Then 
where a and d are the values after the kth iteration. 
Fact 3 
P[Ck+l = ¢ I x1, ... , Xk, and that Xk+l E CiJ > 1/2 
Fact 4 Consider t E (0, h). If ak, the lowest evaluation immediately after the kth 
iteration, is less than t, then the number of further iterations under the brim is less 
than OT equal to 2~ h-=- ~ l 1 wheTe r X l is the feast integeT gTeater than or equal to X. 
Proof of Fact 4: Suppose that after k iterations we have ak < t < h. Let z1, z2, ... be 
the later iterations of PLS which are in [h,1]. If i < j then Zj tj_ Bh-t(zi), the closed 
interval of radius h- t centered at Zi, so {B(h-t);2 (zi) : i = 1, 2, ... } is a mutually 
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disjoint collection of closed intervals whose union is a subset of [h- (h- t)/2, 1 + 
(h- t)/2). It follows that the collection must be finite, having say m elements, and 
furthermore, that m(h- t) < 1- t. Thus m is less than or equal to the biggest 
integer less than (1 t)/(h- t) = (1- h)/(h- t) + 1. This is lh-=:_ ~ l· Fact 4 then 
follows by doubling this figure. 0 
The heart of the proof of the theorem rests in recognizing that if we count Nt, 
the number of iterations until the lowest known evaluation is less than t, and also 
the number of subsequent iterations, Np, until we can be sure that the localisation 
is the level set, then Nt + Np is greater than or equal to N. 
Following the iteration Nt at which aNt < t, we define five types of "progress" 
event which can occur. These are: 
"P1" Cap separation occurs for the first time at the ( k + 1 )th iteration. 
Informally, a progress step is a movement towards the localisation becoming the 
level set, progress step five. Note that steps one, two and three can occur only once, 
while step four can occur at most 21(1- h)j(h- t)l times. Thus, once there has 
been 2 1(1- h)/(h t)l + 3 progress steps following iteration Nt, the localisation 
must equal the level set. If we let 
Nt the number of iterations, k, until ak < t, and 
Np the number of iterations following the (Nt)th iteration 
to achieve 2f(l- h)/(h- t)l + 3 progress steps, 
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Certainly E[Nt] is smaller for PLS than PRS on f. For PRS on j, the 
distribution of the number of iterations until a value less than or equal to t is 
geometric, with probability t. Thus E[Nt] :::; 1/t. 
We conclude the proof by showing that once we have aNt < t, then the 
probability of a progress step is always at least 1/6. The distribution of Np is 
negative binomial, so E[Np] :::; 6(2 f(1- h)/(h- t)l + 3), whence 
1 r1-h1 1 r1-h1 E[N] :::; t + 6(2 h _ t + 3) = 18 + t + 12 h _ t 
Putting t = h/2 demonstrates the statement in the theorem. 
In order to show that the probability of progress is always greater than or 
equal to 1/6, we consider three cases. We suppose we have an initial segment of 
Case 1: The bracket is not cap separated. Then 
?[progress at (k + 1)st iteration] 
> P[P1] + P[xk+l E Ck and Pz] + P[xk+l E C}; and P3] + P[P4] 
a/2 c1 /2 cr /2 b 
> a+d+~+b+a+d+~+b+a+d+~+b+a+d+~+b 
> ~ 
2 
Case 2: The bracket is cap separated, and a r b 2:: ~ . Then 
a+c+c+ 0 
?[progress at (k + l)st iteration] 
> P[xk+l E Ak and P5] + P[xk+l E Ck and P2] + P[xk+l E C}; and P3] + P[P4] 
a-2(c1 +cr+b) c1/2 cr/2 b 
> a + c1 + C7• + b + a + c1 + cr + b + a + c1 + cr + b + a + c1 + cr + b 
a- 3/2(c1 + cr +b)+ b/2 
a+ c1 + cr + b 
a 3 c1 + cr + b 
> 
a + c1 + cr + b - 2 a + c1 + cr + b 
2 :3 1 1 
> 3- 2'3 = 6 
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Case 3: The bracket is cap separated, and 1 a r b < ~. Then a+c+c+ 0 
P[progress at ( k + 1 )st iteration] 
0 
APPENDIX 2 
In this appendix, we give the proof of Lemma 6.4.2. To prove Lemma 6.4.2, we need 
the following lemma which is due to Archetti, Betr6 and Steffe. (see [2]). 
Lemma A2.1 Let Q2p(x) for x E Rd be a homogeneous negative polynomial (for 
x #- 0) of degree 2p. Then J.L{x E Rd: Q2p(x) > -t} = ed/(Zplv, for e > 0 with 
v = f.L{x E Rd : Qzp(x) > -1}. 
Proof: Note that J.L{x E Rd: Q2p(x) > -e} = J.L{x E Rd: (1/c.)Qzp(x) > -1} 
= lt{x ERd: Qzp( 1)(zp)) > -1} e 
= f.L{(1/e1/(Zpl)u ERd: Qzp(u) > -1} 
= (1/ed/(Zp))f.L{u: Qzp(u) > 1}. D 
Remark: If we change the statement from x E Rd to x E C, where Cis a cone with 
apex at 0 (that is, x E C iff tx E C for every t > 0) then this lemma remains true. 
For completeness, we restate Lemma 6.4.2. 
Lemma 6.4.2 (1) Suppose that s( x, y) = J.VI + Q2p( (x, y)- (x*, y*)) + R(j !( x, y)-
(x,.,y~)II 2P), where (x*,y,.) is an interio·r point of D x D at which s(x,y) attains its 
unique global maximum 1\tf, Qzp((x,y)- (x",y*)) is a negative (for (x,y) =f. (x,.,y*)) 
homogeneous polynomial of degree 2p, for p a natural number and R(e)/e --t 0 as 
e -+ 0. Then liiDe ....... o+ M(D€)/ Ea exists and is finite and positive with a = djp. Here 
J.L denotes Lebesg~te measure on R 2d. 
(2) If f.L(Dc) is such that 
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for some a> 0, then the Gnedenko condition holds for F(t) = f.l{(x, y) E D x D : 
s(x,y) S t}/~L(D x D). 
The following proof is given in [2]. 
Proof: (1) Let z = (x,y) a 2d-dimensional vector and z* = (x*,y,.), so s(x,y) = 
s(z). We have 
and Q2p(z- z*) a negative homogeneous polynomial, for any fixed t > 0. We can 
choose 8 > 0, such that for \\z- z*ll < 8 we have o(\\z z*\\) < t. When tis small 
enough, let 
Qt(z z*) = Q2p(z z,..) t\\z- z*WP and 
Qt (z- z*) Qzp(z- z*) t\\z- z,II 2P, 
where Qt and Q't are both negative homogeneous functions of degree 2p, in the 
vicinity of z*. For II z z,. II < 8, we have 
Recall that 
and define 
ht(t) = f.l{z E R2d: Qt(z z*) > -E}, 
hi(t) f.l{z E R 2d: Q't(z- z*) > 
The uniqueness of z* and the negativeness of Qt and Q-; give, for a sufficiently small 
e, say E s £0 the following relationships: 
C {z ER2d: s(z)- 111 > -<:} 
C {z ER2d: Qi(z- z,.) > -E} 
159 
Hence, for every E E [0, e:s], we have 
The above lemma, Lemma A2.1 ensures that 
Therefore. v- < ft(DE) < v+ and 
t - dfp - t ' E 
Let { tk} be a monotonically decreasing sequence tending to zero, and let 
It follows that 
hence 
In fact n'('=1 Ek =E. To prove this, if there exists a point z E nk:1Ek, z tt E then 
for every t. and Q2p(z- z*) < -1, which is a contradiction. Therefore, 
with v = p{z: Q2p(z- z*) > -1}. Similarly we can have v;---+ v. Then 
0 1. . f fl(Dc) 1. fl(Dc) < 1m m -d-1- = 1m sup -d-1- < oo. c--+0+ E p E-O+ E p 
160 
Therefore limc--...o+ f.l(Dc)/ Edfp exists and is positive. 
then 
(2) If f.l(Dc) satisfies 
lim f.l(Dc)/l.x = H > 0 with positive a, 
E-+0+ 
lim _1_-_F~( J_\1_-_cE-'-) 
t:-+O+ 1 - F(iV1- c) 
1. t-t(D x D)- f.l{(x,y) ED x D: s(x,y):::; J\11- cc} lm ~----~~~~~--------~~~------~ 
bO+ t-t(D x D)- f.l{(x,y) ED x D: s(x,y) :S; J\11- c} 
1. t-t{(x,y) ED x D: s(x,y) > J\11- cc} lm ~~----------~--~------~ 
c-+O+ f.l { (X, y) E D X D : S (X, y) > J\1[ - E} 
1. f.l(Dcc) Im ~--,.--
c-+0+ t-t(D.:) 
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Remark: When d = 1 and D =[a, b], if (x*, y*) is one of the vertices (a, a) or (b, b), 
then s(x,y) is defined on a cone C so Lemma A2.1 remains true, and the proof of 
Lemma 6.4.2 is unaffected. Therefore, the requirement that ( x*, y*) be an interior 
point of [a,b] x [a,b] can be weakened to include the case where (x*,y*) =(a, a) or 
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