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A BORG-TYPE THEOREM ASSOCIATED WITH ORTHOGONAL
POLYNOMIALS ON THE UNIT CIRCLE
FRITZ GESZTESY AND MAXIM ZINCHENKO
Abstract. We prove a general Borg-type result for reflectionless unitary CMV
operators U associated with orthogonal polynomials on the unit circle. The
spectrum of U is assumed to be a connected arc on the unit circle. This
extends a recent result of Simon in connection with a periodic CMV operator
with spectrum the whole unit circle.
In the course of deriving the Borg-type result we also use exponential Her-
glotz representations of Caratheodory functions to prove an infinite sequence
of trace formulas connected with the CMV operator U .
1. Introduction
The aim of this paper is to prove a Borg-type uniqueness theorem for a special
class of unitary doubly infinite five-diagonal matrices. The corresponding unitary
semi-infinite five-diagonal matrices were first introduced by Cantero, Moral, and
Vela´zquez (CMV) in [8]. In [45, Sects. 4.5, 10.5], Simon introduced the correspond-
ing notion of unitary doubly infinite five-diagonal matrices and coined the term
“extended” CMV matrices. To simplify notations we will often just speak of CMV
operators whether or not they are half-lattice of full-lattice operators indexed by N
or Z, respectively.
Before we turn to Borg-type theorems, we briefly introduce the CMV operator
U studied in this paper.
We denote by D the open unit disk in C and let α be a sequence of complex
numbers in D, α = {αk}k∈Z ⊂ D. The unitary CMV operator U on ℓ2(Z) then can
be written as a special five-diagonal doubly infinite matrix in the standard basis of
ℓ2(Z) according to [45, Sects. 4.5, 10.5] as
U =

. . .
. . .
. . .
. . .
. . .
00 −α0ρ−1 −α−1α0 −α1ρ0 ρ0ρ1
ρ−1ρ0 α−1ρ0 −α0α1 α0ρ1 0
0 −α2ρ1 −α1α2 −α3ρ2 ρ2ρ3
0
ρ1ρ2 α1ρ2 −α2α3 α2ρ3 0
. . .
. . .
. . .
. . .
. . .

. (1.1)
Here the sequence of positive real numbers {ρk}k∈Z is defined by
ρk =
√
1− |αk|2, k ∈ Z, (1.2)
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and terms of the form −αkαk+1, k ∈ Z, represent the diagonal entries in the infinite
matrix (1.1).
The relevance of this unitary operator U in ℓ2(Z), more precisely, the relevance of
the corresponding half-lattice CMV operator U+,0 in ℓ
2(N0) (cf. (B.17)) is derived
from its intimate relationship with the trigonometric moment problem and hence
with finite measures on the unit circle ∂D. (Here N0 = N∪ {0}.) Let {αk}k∈N ⊂ D
and define the transfer matrix
S(ζ, k) =
(
ζ αk
αkζ 1
)
, ζ ∈ ∂D, k ∈ N, (1.3)
with spectral parameter ζ ∈ ∂D. Consider the system of difference equations(
ϕ+(ζ, k)
ϕ∗+(ζ, k)
)
= S(ζ, k)
(
ϕ+(ζ, k − 1)
ϕ∗+(ζ, k − 1)
)
, ζ ∈ ∂D, k ∈ N (1.4)
with initial condition (
ϕ+(ζ, 0)
ϕ∗+(ζ, 0)
)
=
(
1
1
)
, ζ ∈ ∂D. (1.5)
Then ϕ+( · , k) are monic polynomials of degree k and
ϕ∗+(ζ, k) = ζ
kϕ+(1/ζ, k), ζ ∈ ∂D, k ∈ N0, (1.6)
the reversed ∗-polynomial of ϕ+(·, k), is at most of degree k. These polynomials were
first introduced by Szego˝ in the 1920’s in his work on the asymptotic distribution
of eigenvalues of sections of Toeplitz forms [49], [50] (see also [32, Chs. 1–4], [51,
Ch. XI]). Szego˝’s point of departure was the trigonometric moment problem and
hence the theory of orthogonal polynomials on the unit circle: Given a probability
measure dσ+ supported on an infinite set on the unit circle, find monic polynomials
of degree k in ζ = eiθ, θ ∈ [0, 2π], such that∫ 2π
0
dσ+(e
iθ)ϕ+(eiθ, k)ϕ+(e
iθ, k′) = γ−2k δk,k′ , k, k
′ ∈ N0, (1.7)
where (cf. (1.2))
γ2k =
{
1, k = 0,∏k
j=1 ρ
−2
j , k ∈ N.
(1.8)
One then also infers∫ 2π
0
dσ+(e
iθ)ϕ∗+(e
iθ, k)ϕ∗+(e
iθ, k′) = γ−2k δk,k′ , k, k
′ ∈ N0 (1.9)
and obtains that ϕ+(·, k) is orthogonal to {ζj}j=0,...,k−1 in L2(∂D; dσ+) and ϕ∗+(·, k)
is orthogonal to {ζj}j=1,...,k in L2(∂D; dσ+). Additional comments in this context
will be provided in Remark B.6. For a detailed account of the relationship of
U+,0 with orthogonal polynomials on the unit circle we refer to the monumental
upcoming two-volume treatise by Simon [45] (see also [46] for a description of
some of the principal results in [45]) and the exhaustive bibliograhy therein. For
classical results on orthogonal polynomials on the unit circle we refer, for instance,
to [3], [20]–[22], [32], [38], [49]–[51], [54]–[56]. More recent references relevant to
the spectral theoretic content of this paper are [17], [18], [19], [27], [30], [43], [44].
Moreover, CMV operators are intimately related to a completely integrable version
of the defocusing nonlinear Schrodinger equation (continuous in time but discrete
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in space), a special case of the Ablowitz–Ladik system. Relevant references in this
context are, for instance, [1], [2], [16], [23], [41], [42], and the literature cited therein.
We note that S(ζ, k) in (1.3) is not the transfer matrix that leads to the half-
lattice CMV operator U+,0 in ℓ
2(N0) (cf. (B.15)). After a suitable change of basis
introduced by Cantero, Moral, and Vela´zquez [8], the transfer matrix S(ζ, k) turns
into T (ζ, k) as defined in (B.14).
Having introduced the notion of CMV operators, we now turn to Borg-type
uniqueness theorems. From the outset, Borg-type theorems are inverse spectral
theory assertions which typically prescribe a connected interval (or arc) as the
spectrum of a self-adjoint (or unitary) differential or difference operator, and under
a reflectionless condition imposed on the operator (one may think of a periodicity
condition on the (potential) coefficients of the differential or difference operator)
infers the explicit form of the coefficients of the operator in question. Typically,
the form of the coefficients determined in this context is fairly simple (and usually
given by constants or functions of exponential type).
Next, we briefly describe the history of Borg-type theorems relevant to this paper.
In 1946, Borg [7] proved, among a variety of other inverse spectral theorems, the
following result for one-dimensional Schro¨dinger operators. (Throughout this paper
we denote by σ(·) and σess(·) the spectrum and essential spectrum of a densely
defined closed linear operator in a complex separable Hilbert space.)
Theorem 1.1 ([7]).
Let q ∈ L1loc(R) be real-valued and periodic. Let H = −
d2
dx2 + q be the associated
self-adjoint Schro¨dinger operator in L2(R) and suppose that
σ(H) = [e0,∞) for some e0 ∈ R. (1.10)
Then q is of the form,
q(x) = e0 for a.e. x ∈ R. (1.11)
Traditionally, uniqueness results such as Theorem 1.1 are called Borg-type the-
orems. However, this terminology is not uniquely adopted and hence a bit unfor-
tunate. Indeed, inverse spectral results on finite intervals in which the potential
coefficient(s) are recovered from two spectra, were also pioneered by Borg in his cel-
ebrated paper [7], and hence are also coined Borg-type theorems in the literature,
see, e.g., [39], [40].
A closer examination of the proof of Theorem 1.1 in [10] shows that periodicity
of q is not the point for the uniqueness result (1.11). The key ingredient (besides
σ(H) = [e0,∞) and q real-valued) is the fact that
for all x ∈ R, ξ(λ, x) = 1/2 for a.e. λ ∈ σess(h). (1.12)
Here ξ(λ, x), the argument of the boundary value g(λ+i0, x) of the diagonal Green’s
function of H on the real axis (where g(z, x) = (H − zI)−1(x, x)), z ∈ C\σ(h),
x ∈ R), is defined by
ξ(λ, x) = π−1 lim
ε↓0
Im(ln(g(λ+ iε, x)) for a.e. λ ∈ R and all x ∈ R. (1.13)
Real-valued periodic potentials are known to satisfy (1.12), but so do certain
classes of real-valued quasi-periodic and almost-periodic potentials q. In particular,
the class of real-valued algebro-geometric finite-gap KdV potentials q (a subclass of
the set of real-valued quasi-periodic potentials) is a prime example satisfying (1.12)
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without necessarily being periodic. Traditionally, potentials q satisfying (1.12) are
called reflectionless (see [9], [10] and the references therein).
The extension of Borg’s Theorem 1.1 to periodic matrix-valued Schro¨dinger op-
erators was proved by De´pres [14]. A new strategy of the proof based on exponential
Herglotz representations and a trace formula (cf. [25]) for such potentials, as well
as the extension to reflectionless matrix-valued potentials, was obtained in [10].
The direct analog of Borg’s Theorem 1.1 for periodic Jacobi operators was proved
by Flaschka [15] in 1975.
Theorem 1.2 ([15]).
Suppose a = {ak}k∈Z and b = {bk}k∈Z are periodic real-valued sequences in ℓ∞(Z)
with the same period and ak > 0, k ∈ Z. Let H = aS++a−S−+b be the associated
self-adjoint Jacobi operator on ℓ2(Z) and suppose that
σ(H) = [E−, E+] for some E− < E+. (1.14)
Then a = {ak}k∈Z and b = {bk}k∈Z are of the form,
ak = (E+ − E−)/4, bk = (E− + E+)/2, k ∈ Z. (1.15)
The extension of Theorem 1.2 to reflectionless scalar Jacobi operators is due to
Teschl [52, Corollary 6.3] (see also [53, Corollary 8.6]). The extension of Theorem
1.2 to matrix-valued reflectionless Jacobi operators (and a corresponding result for
Dirac-type difference operators) has recently been obtained in [11].
The following very recent result of Simon is the first in connection with orthog-
onal polynomials on the unit circle.
Theorem 1.3 ([45], Sect. 11.14).
Suppose α = {αk}k∈Z ⊂ D is a periodic sequence. Let U be the associated unitary
CMV operator (2.3) (cf. also (B.8)) on ℓ2(Z) and suppose that
σ(U) = ∂D. (1.16)
Then α = {αk}k∈Z is of the form,
αk = 0, k ∈ Z. (1.17)
We will extend Simon’s result to reflectionless Verblunsky coefficients corre-
sponding to a CMV operator with spectrum a connected arc on the unit circle
in our principal Section 5.
In Section 2 we prove an infinite sequence of trace formulas connected with CMV
operators U using Weyl–Titchmarsh functions (and their exponential Herglotz rep-
resentations) associated with U . Section 3 proves certain scaling results for Schur
functions associated with U using a Riccati-type equation for the Verblunsky coef-
ficients α. The notion of reflectionless CMV operators U is introduced in Section
4 and a variety of necessary conditions (many of them also sufficient) for U to be
reflectionless are established. In our principal Section 5 we extend Simon’s Borg-
type result, Theorem 1.3, from periodic to reflectionless Verblunsky coefficients, and
then we prove our main new result, a Borg-type theorem for reflectionless CMV
operators whose spectrum consists of a connected subarc of the unit circle ∂D.
Appendix A summarizes basic facts on Caratheodory and Schur functions relevant
to this paper, and Appendix B provides some elements of Weyl–Titchmarsh theory
for CMV operators on half-lattices and on Z (a detailed treatment of this material
can be found in [27]).
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2. Trace Formulas
In this section we discuss trace formulas associated with the CMV operator U
on ℓ2(Z). We freely use the notation established in Appendices A and B.
Hypothesis 2.1. Let α be a sequence of complex numbers such that
α = {αk}k∈Z ⊂ D. (2.1)
Given a sequence α satisfying (2.1), we define the sequence of positive real num-
bers {ρk}k∈Z by
ρk =
√
1− |αk|2, k ∈ Z. (2.2)
As discussed in (B.4)–(B.8), the unitary CMV operator U on ℓ2(Z) then can be
written as a special five-diagonal doubly infinite matrix in the standard basis of
ℓ2(Z) (cf. [45, Sects. 4.5, 10.5 ]) as,
U =

. . .
. . .
. . .
. . .
. . .
00 −α0ρ−1 −α−1α0 −α1ρ0 ρ0ρ1
ρ−1ρ0 α−1ρ0 −α0α1 α0ρ1 0
0 −α2ρ1 −α1α2 −α3ρ2 ρ2ρ3
0
ρ1ρ2 α1ρ2 −α2α3 α2ρ3 0
. . .
. . .
. . .
. . .
. . .

. (2.3)
Here terms of the form−αkαk+1, k ∈ Z, represent the diagonal entries in the infinite
matrix (2.3). The half-lattice (i.e., semi-infinite) version of U was first introduced
by Cantero, Moral, and Vela´zquez [8].
Next, we recall the half-lattice Weyl–Titchmarsh functions M±(·, k) associated
with U (cf. (B.38)–(B.42)) and the Caratheodory function M1,1(·, k) in (B.56). By
Theorem A.3 and the fact that M1,1(0, k) = 1 by (B.59), one then obtains for the
exponential Herglotz representation of M1,1(·, k), k ∈ Z,
− iln[iM1,1(z, k)] =
∮
∂D
dµ0(ζ)Υ1,1(ζ, k)
ζ + z
ζ − z
, z ∈ D, (2.4)
0 ≤ Υ1,1(ζ, k) ≤ π for µ0-a.e. ζ ∈ ∂D. (2.5)
For our present purpose it is more convenient to rewrite (2.4) in the form (k ∈ Z)
ln[M1,1(z, k)] = i
∮
∂D
dµ0(ζ) Ξ1,1(ζ, k)
ζ + z
ζ − z
, z ∈ D, (2.6)
− π/2 ≤ Ξ1,1(ζ, k) ≤ π/2 for µ0-a.e. ζ ∈ ∂D, (2.7)
where
Ξ1,1(ζ, k) = lim
r↑1
Im[ln(M1,1(rζ)] (2.8)
= Υ1,1(ζ, k)− (π/2) for µ0-a.e. ζ ∈ ∂D. (2.9)
We note that M1,1(0, k) = 1 also implies∮
∂D
dµ0(ζ) Ξ1,1(ζ, k) = 0, k ∈ Z. (2.10)
To derive trace formulas for U we now expand M1,1(z, k) near z = 0. Using
(B.56) one obtains
M1,1(z, k) = (δk, (U + zI)(U − zI)
−1δk)ℓ2(Z)
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= 1 + 2(δk, zU
∗(I − zU∗)−1)δk)ℓ2(Z)
= 1 +
∞∑
j=1
Mj(U, k)z
j, z ∈ D, (2.11)
where
Mj(U, k) = 2(δk, (U
∗)jδk)ℓ2(Z), j ∈ N, k ∈ Z (2.12)
and (2.12) represents a convergent expansion in B(ℓ2(Z)). (Here B(H) denotes the
Banach space of bounded linear operators mapping the Hilbert space H into itself.)
Explicitly, one computes
M1(U, k) = −2αkαk+1, k ∈ Z. (2.13)
Next, we recall the well-known fact that the convergent Taylor expansion
g(z) =1 +
∞∑
j=1
cjz
j, z ∈ D (2.14)
implies the absolutely convergent expansion
ln[g(z)] =
∞∑
j=1
djz
j, |z| < ε (2.15)
(for ε = ε(g) sufficiently small), where dj can be recursivly computed via
d1 = c1, dj = cj −
j−1∑
ℓ=1
(ℓ/j)cj−ℓ dℓ, j = 2, 3, . . . . (2.16)
Thus, one obtains
ln(M1,1(z, k)) =
∞∑
j=1
Lj(U, k)z
j, |z| sufficiently small, k ∈ Z, (2.17)
where
L1(U, k) = M1(U, k), (2.18)
Lj(U, k) = Mj(U, k)−
j−1∑
ℓ=1
(ℓ/j)Mj−ℓ(U, k)Lℓ(U, k), j = 2, 3, . . . , k ∈ Z.
Theorem 2.2. Let α = {αk}k∈Z ⊂ D and k ∈ Z. Then,
Lj(U, k) = 2i
∮
∂D
dµ0(ζ) Ξ1,1(ζ, k) ζ
j
, j ∈ N. (2.19)
In particular,
L1(U, k) = −2αkαk+1 = 2i
∮
∂D
dµ0(ζ) Ξ1,1(ζ, k) ζ. (2.20)
Proof. Let z ∈ D, k ∈ Z. Since
ζ + z
ζ − z
= 1 + 2
∞∑
j=1
(ζz)j , ζ ∈ ∂D, (2.21)
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(2.6) implies
ln[M1,1(z, k)] = 2i
∞∑
j=1
∮
∂D
dµ0(ζ) Ξ1,1(ζ, k)ζ
j
zj, |z| sufficiently small. (2.22)
A comparison of coefficients of zj in (2.17) and (2.22) then proves (2.19). (2.20) is
then clear from (2.13) and (2.18). 
3. Scaling Considerations
In this section we prove some facts about the scaling behavior of the Schur
functions Φ± and Φ1,1 and use that to obtain spectral results for U . Again we
freely use the notation established in Appendices A and B.
Throughout this section we suppose that the sequence α satisfies Hypothesis 2.1,
that is, α = {αk}k∈Z ⊂ D.
We start by recalling the Riccati-type equation (B.47) satisfied by Φ± (cf. Re-
mark B.14),
αkΦ±(z, k−1)Φ±(z, k)−Φ±(z, k−1)+zΦ±(z, k) = αkz, z ∈ C\∂D, k ∈ Z. (3.1)
In the following it is convenient to indicate explicitly the α-dependence of Φ±
and Φ1,1 and we will thus temporarily write Φ±(z, k;α) and Φ1,1(z, k;α), etc.
Lemma 3.1. Let z ∈ C\∂D and k ∈ Z. Suppose α = {αk}k∈Z ⊂ D and assume
{γ0, γ1} ⊂ ∂D. Define β = {γ0γk1αk}k∈Z. Then,
Φ±(z, k;α) = γ0γ
k
1Φ±(γ1z, k;β), (3.2)
Φ1,1(z, k;α) = Φ1,1(γ1z, k;β). (3.3)
Proof. We recall that
Φ+(·, k) : D→ D, 1/Φ−(·, k) : D→ D, k ∈ Z, (3.4)
are analytic, with unique Taylor coefficients at z = 0, and hence Φ± are the unique
solutions of the Riccati-type equation (3.1) satisfying (3.4). Since the right-hand
side of (3.2) also shares the mapping properties (3.4), it suffices to show that the
right-hand side of (3.2) satisfies the Riccati-type equation (3.1). Multiplying
βkΦ±(z, k − 1;β)Φ±(z, k;β)− Φ±(z, k − 1;β) + zΦ±(z, k;β)− zβk = 0 (3.5)
by γ0γ
k−1
1 , one infers
βkγ
−1
0 γ
−k
1
[
γ0γ
k−1
1 Φ±(z, k − 1;β)
][
γ0γ
k
1Φ±(z, k;β)
]
−
[
γ0γ
k−1
1 Φ±(z, k − 1;β)
]
+ zγ−11
[
γ0γ
k
1Φ±(z, k;β)
]
− zγ−11
[
βkγ
−1
0 γ
−k
1
]
= 0. (3.6)
This proves (3.2). Since Φ1,1 = Φ+/Φ− by (B.66), (3.2) implies (3.3). 
Next, we also indicate the explicit α-dependence of U±,k0 and U by U±,k0;α and
Uα, respectively. Similarly, we write M±(z, k;α), Mℓ,ℓ′(z, k;α), ℓ, ℓ
′ = 0, 1, and
M(z, k;α).
Corollary 3.2. Let k0 ∈ Z. Suppose α = {αk}k∈Z ⊂ D and assume {γ0, γ1} ⊂ ∂D.
Define β = {γ0γk1αk}k∈Z. Then,
σac(U±,k0;α) = γ
−1
1 σac(U±,k0;β), (3.7)
σ(Uα) = γ
−1
1 σ(Uβ). (3.8)
Moreover, the operators Uα and γ
−1
1 Uβ are unitarily equivalent.
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Proof. Since by (B.45), ±Re(M±) > 0 is equivalent to |Φ
±1
± | < 1 and ±Re(M±) > 0
is equivalent to ±Re(m±) > 0 by (B.39) and (B.41), and {γ0, γ1} ⊂ ∂D, (3.7)
follows from (3.2), (A.14), and (A.16).
By (3.3), (A.6), (B.55), and (B.65),
dΩ0,0(ζ, k;α) = dΩ0,0(γ1ζ, k;β), ζ ∈ ∂D, k ∈ Z, (3.9)
dΩ1,1(ζ, k;α) = dΩ1,1(γ1ζ, k;β), ζ ∈ ∂D, k ∈ Z. (3.10)
Applying Theorem B.18 then proves (3.8).
Finally, we prove the unitary equivalence of Uα and γ
−1
1 Uβ. Fix a reference point
k ∈ Z. By (3.3) and (B.65) one then infers
M1,1(z, k;α) =M1,1(z, k;β), z ∈ C\∂D (3.11)
and hence also
M0,0(z, k;α) = M0,0(z, k;β), z ∈ C\∂D, (3.12)
using (B.55). Next, using (3.2) and (B.45) one computes
M±(z, k;α) =
(1 + γ0γ
k
1 )M±(γ1z, k;β) + 1− γ0γ
k
1
(1− γ0γk1 )M±(γ1z, k;β) + 1 + γ0γ
k
1
, z ∈ C\∂D. (3.13)
Insertion of (3.13) into (B.60)–(B.63) then yields
M0,1(z, k;α) =
{
γ0γ
k
1M0,1(γ1z, k;β), k odd,
γ−10 γ
−k
1 M0,1(γ1z, k;β), k even,
M1,0(z, k;α) =
{
γ−10 γ
−k
1 M1,0(γ1z, k;β), k odd,
γ0γ
k
1M1,0(γ1z, k;β), k even.
(3.14)
Thus,
M(z, k;α) =
{
AkM(γ1z, k;β)A
−1
k , k odd,
A−1k M(γ1z, k;β)Ak, k even,
(3.15)
z ∈ C\∂D,
where
Ak =
(
(γ0γ
k
1 )
−1/2 0
0 (γ0γ
k
1 )
1/2
)
, k ∈ Z. (3.16)
Since γ0, γ1 ∈ ∂D,M(z, k;α) andM(γ1z, k;β) are unitarily equivalent, this implies
the unitary equivalence of Uα and γ
−1
1 Uβ by (B.54) and Theorems A.5 and B.18. 
4. Reflectionless Verblunsky Coefficients
In this section we discuss a variety of equivalent conditions for the Verblunsky
coefficients α (resp., U) to be reflectionless.
We denote by M±(ζ, k), M1,1(ζ, k), Φ±(ζ, k), and Φ1,1(ζ, k), ζ ∈ ∂D, k ∈ Z,
etc., the radial limits to the unit circle of the corresponding functions,
M±(ζ, k) = lim
r↑1
M±(rζ, k), M1,1(ζ, k) = lim
r↑1
M1,1(rζ, k), (4.1)
Φ±(ζ, k) = lim
r↑1
Φ±(rζ, k), Φ1,1(ζ, k) = lim
r↑1
Φ1,1(rζ, k), ζ ∈ ∂D, k ∈ Z. (4.2)
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These limits are known to exist µ0-almost everywhere. The following definition of
reflectionless Verblunsky coefficients represents the analog of reflectionless coeffi-
cients in Schro¨dinger, Dirac, and Jacobi operators (cf., e.g. [9], [10], [12], [13], [24],
[25], [28], [29], [33], [35]–[37], [47], [48], [52], [53]).
Definition 4.1. Let α = {αk}k∈Z ⊂ D and denote by U the associated unitary
CMV operator U on ℓ2(Z). Then α (resp., U) is called reflectionless, if
for all k ∈ Z, M+(ζ, k) = −M−(ζ, k) for µ0-a.e. ζ ∈ σess(U). (4.3)
The following result provides a variety of equivalent criteria for α (resp., U) to
be reflectionless.
Theorem 4.2. Let α = {αk}k∈Z ⊂ D and denote by U the associated unitary CMV
operator U on ℓ2(Z). Then the following assertions (i)–(vi) are equivalent:
(i) α = {αk}k∈Z is reflectionless.
(ii) Let γ ∈ ∂D. Then β = {γαk}k∈Z is reflectionless.
(iii) For all k ∈ Z, M+(ζ, k) = −M−(ζ, k) for µ0-a.e. ζ ∈ σess(U).
(iv) For some k0 ∈ Z, M+(ζ, k0) = −M−(ζ, k0) for µ0-a.e. ζ ∈ σess(U).
(v) For all k ∈ Z, Φ+(ζ, k) = 1/Φ−(ζ, k) for µ0-a.e. ζ ∈ σess(U).
(vi) For some k0 ∈ Z, Φ+(ζ, k0) = 1/Φ−(ζ, k0) for µ0-a.e. ζ ∈ σess(U).
Moreover, conditions (i)–(vi) imply the following equivalent assertions (vii)–(ix):
(vii) For all k ∈ Z, Ξ1,1(ζ, k) = 0 for µ0-a.e. ζ ∈ σess(U).
(viii) For all k ∈ Z, M1,1(ζ, k) > 0 for µ0-a.e. ζ ∈ σess(U).
(ix) For all k ∈ Z, Φ1,1(ζ, k) ∈ (−1, 1) for µ0-a.e. ζ ∈ σess(U).
Proof. We will prove the following diagram:
(ii)
m
(i)⇔ (iii)⇔(v)⇔ (vi)⇔ (iv)
⇓
(ix)⇔ (viii)⇔ (vii)
(i) is equivalent to (iii) by Definition 4.1.
(iii) is equivalent to (v) and (vi) is equivalent to (iv) by (B.44) and (B.45).
(v)⇔ (ii): By Lemma 3.1,
Φ+(z, k;α)Φ−(z, k;α) = Φ+(z, k;β)Φ−(z, k;β), z ∈ C, k ∈ Z, (4.4)
hence the fact that (i) is equivalent to (v) implies that (v) is equivalent to (ii).
That (v) implies (vi) is clear.
(vi)⇒ (v): By (B.47),
Φ±(z, k + 1) =
zαk+1 +Φ±(z, k)
αk+1Φ±(z, k) + z
, (4.5)
Φ±(z, k − 1) =
zαk − zΦ±(z, k)
αkΦ±(z, k)− 1
, z ∈ C\∂D, k ∈ Z. (4.6)
Taking into account (vi) at the point k0 ∈ Z,
Φ+(ζ, k0)Φ−(ζ, k0) = 1 for µ0-a.e. ζ ∈ σess(U), (4.7)
10 F. GESZTESY, AND M. ZINCHENKO
one proves (vi) at the points k0 ± 1 as follows:
Φ+(ζ, k0 + 1)Φ−(ζ, k0 + 1) =
ζαk0+1 +Φ+(ζ, k0)
αk0+1Φ+(ζ, k0) + ζ
ζαk0+1 +Φ−(ζ, k0)
αk0+1Φ−(ζ, k0) + ζ
=
1 + |αk0+1|
2 + ζαk0+1Φ+(ζ, k0) + ζαk0+1Φ−(ζ, k0)
|αk0+1|
2 + 1 + ζαk0+1Φ+(ζ, k0) + ζαk0+1Φ−(ζ, k0)
= 1 for µ0-a.e. ζ ∈ σess(U), (4.8)
Φ+(ζ, k0 − 1)Φ−(ζ, k0 − 1) = |ζ|
2 αk0 − Φ+(ζ, k0)
αk0Φ+(ζ, k0)− 1
αk0 − Φ−(ζ, k0)
αk0 Φ−(ζ, k0)− 1
=
|αk0 |
2 + 1− αk0Φ+(ζ, k0)− αk0 Φ−(ζ, k0)
|αk0 |
2 + 1− αk0Φ+(ζ, k0)− αk0 Φ−(ζ, k0)
= 1 for µ0-a.e. ζ ∈ σess(U). (4.9)
Iterating this procedure implies (v).
(ix) is equivalent to (viii) by (B.64) and (B.65).
(viii) is equivalent to (vii) by (2.9).
(v)⇒ (ix): By (B.66),
Φ1,1(z, k) =
Φ+(z, k)
Φ−(z, k)
=
Φ+(z, k)Φ−(z, k)
|Φ−(z, k)|2
, z ∈ C\∂D, k ∈ Z, (4.10)
and hence (v) implies (ix). 
The next result shows (the expected fact) that periodic Verblunsky coefficients
are reflectionless.
Lemma 4.3. Let α = {αk}k∈Z be a sequence of periodic Verblunsky coefficients.
Then α is reflectionless. (This applies, in particular, to α = 0.)
Proof. Let ω ∈ N denote the period of α = {αk}k∈Z. Without loss of generality we
may assume ω to be even. (If ω is odd, we can consider the even period 2ω.) Then,
M(z, k0) =
(
M1,1(z, k0) M1,2(z, k0)
M2,1(z, k0) M2,2(z, k0)
)
=
ω∏
k=1
T (z, k0 + k), z ∈ C\{0}, k0 ∈ Z
(4.11)
represents the monodromy matrix of the CMV operator U associated with the
sequence α. By ∆(z) we denote the corresponding Floquet discriminant,
∆(z) =
1
2
tr(M(z, k0)), z ∈ C\{0}. (4.12)
We note that ∆(z) does not depend on k0. By (B.14) and (4.11),
M1,1(ζ, k0) = M2,2(ζ, k0), (4.13)
M1,2(ζ, k0) = M2,1(ζ, k0), ζ ∈ ∂D, k0 ∈ Z. (4.14)
Thus, ∆(ζ) = Re(M1,1(ζ, k0)) ∈ R for all ζ ∈ ∂D. Moreover, since det(M(z, k0)) =
1, for all k0 ∈ Z, the eigenvalues of M(z, k0) are given by
ρ±(z) = ∆(z)∓
√
∆(z)2 − 1, z ∈ C\{0}, (4.15)
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where the branch of the square root is chosen such that |ρ±(z)| ≶ 1 for z ∈ C\(∂D∪
{0}), and hence,(
u±(z, k + ω, k0)
v±(z, k + ω, k0)
)
= ρ±(z)
(
u±(z, k, k0)
v±(z, k, k0)
)
, z ∈ C\{0}, k, k0 ∈ Z. (4.16)
Thus, ρ± are the Floquet multipliers associated with U and consequently one ob-
tains the following characterization of the spectrum of U ,
σ(U) = {ζ ∈ ∂D | |ρ±(ζ)| = 1} = {ζ ∈ ∂D | − 1 ≤ ∆(ζ) ≤ 1}. (4.17)
Next, assume k to be even. Then (B.46) implies
Φ±(z, k) =
u±(z, k, k0)
v±(z, k, k0)
=
u±(z, k + ω, k0)/ρ±(z)
v±(z, k + ω, k0)/ρ±(z)
=
M1,1(z, k)Φ±(z, k) +M1,2(z, k)
M2,1(z, k)Φ±(z, k) +M2,2(z, k)
, z ∈ C\{0}. (4.18)
It follows that
Φ±(z, k) =
M1,1(z, k)−M2,2(z, k)± 2
√
∆(z)2 − 1
2M2,1(z, k)
, z ∈ C\{0}, (4.19)
and hence, by (4.13) and (4.17),
Φ±(ζ, k) = i
Im(M1,1(ζ, k))±
√
1− Re(M1,1(ζ, k))2
M2,1(ζ, k)
, ζ ∈ σ(U). (4.20)
Thus, by (4.13), (4.14), and det(M(z, k)) = 1 for all z ∈ C\{0}, k ∈ Z,
Φ+(ζ, k)Φ−(ζ, k) =
|M1,1(ζ, k)|2 − 1
|M2,1(ζ, k)|2
= 1, ζ ∈ σ(U), (4.21)
and hence α is reflectionless by Theorem 4.2 (vi). 
We conclude this section with another result concerning the reflectionless condi-
tion (4.3) on arcs of the unit circle. It is contained in Lemma 10.11.17 in [45]. The
latter is based on results in [35] (see also [31], [36]). For completeness we include
the following elementary proof (which only slightly differs from that in [45] in that
no Hp-arguments are involved). To fix some notation we denote by f+ and f− a
Caratheodory and anti-Caratheodory function, respectivley, and by ϕ+ and ϕ− the
corresponding Schur and anti-Schur function,
ϕ± =
f± − 1
f± + 1
. (4.22)
Moreover, we introduce the corresponding Herglotz representations of f± (cf. (A.4),
(A.5))
f±(z) = ic± ±
∮
∂D
dµ±(ζ)
ζ + z
ζ − z
, z ∈ D, c± ∈ R. (4.23)
We introduce the following notation for open arcs on the unit circle ∂D,
Arc
((
eiθ1 , eiθ2
))
=
{
eiθ ∈ ∂D | θ1 < θ < θ2
}
, θ1 ∈ [0, 2π), θ1 < θ2 ≤ θ1 + 2π.
(4.24)
An open arc A ⊆ ∂D then either coincides with Arc
((
eiθ1 , eiθ2
))
for some θ1 ∈
[0, 2π), θ1 < θ2 ≤ θ1 + 2π, or else, A = ∂D.
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Lemma 4.4. Let A ⊆ ∂D be an open arc and assume that f+ (resp., f−) is a
Caratheodory (resp., anti-Caratheodory) function satisfying the reflectionless con-
dition (4.3) µ0-a.e. on A, that is,
lim
r↑1
[
f+(rζ) + f−(rζ)
]
= 0 µ0-a.e. on A. (4.25)
Then,
(i) f+(ζ) = −f−(ζ) for all ζ ∈ A.
(ii) For z ∈ D, −f−(1/z) is the analytic continuation of f+(z) through the arc A.
(iii) dµ± are purely absolutely continuous on A and
dµ±
dµ0
(ζ) = Re(f+(ζ)) = −Re(f−(ζ)), ζ ∈ A. (4.26)
Proof. By (4.22) and
ϕ+(z)− 1/ϕ−(z) =
−2
[
f+(z) + f−(z)
][
f+(z) + 1
][
f−(z)− 1
] , z ∈ D, (4.27)
equation (4.25) is equivalent to
lim
r↑1
[
ϕ+(rζ) − 1/ϕ−(rζ)
]
= 0 for µ0-a.e. ζ ∈ A. (4.28)
Next, introducing
g1(z) = [ϕ+(z)− 1/ϕ−(z)]/2, g2(z) = [ϕ+(z) + 1/ϕ−(z)]/(2i), z ∈ D, (4.29)
then gj, j = 1, 2, are Schur functions (since z1, z2 ∈ D implies (z1± z2)/2 ∈ D) and
hence,
gj + 1, j = 1, 2, are Caratheodory functions. (4.30)
Moreover, by (4.28),
Re(gj(ζ)) = lim
r↑1
Re(gj(rζ)) = 0 for µ0-a.e. ζ ∈ A, j = 1, 2. (4.31)
Since gj , j = 1, 2, are Schur functions,
|gj(z)| ≤ 1, z ∈ D, j = 1, 2, (4.32)
and hence the measures dµj in the Herglotz representation of gj + 1, j = 1, 2, are
purely absolutely continuous by (A.17),
dµj = dµj,ac, dµj,s = 0, j = 1, 2. (4.33)
By (A.8) and (A.14) one thus obtains
gj(z) + 1 = icj +
∮
∂D
[Re(gj(ζ)) + 1]dµ0(ζ)
ζ + z
ζ − z
,
= icj + 1 +
∮
∂D
Re(gj(ζ))dµ0(ζ)
ζ + z
ζ − z
, z ∈ D, j = 1, 2, (4.34)
that is,
gj(z) = icj +
∮
∂D
Re(gj(ζ))dµ0(ζ)
ζ + z
ζ − z
, z ∈ D, j = 1, 2. (4.35)
By (4.31), the signed measure Re(gj)dµ0 has no support on the arc A and hence
gj, j = 1, 2, admit an analytic continuation through A. Moreover, using (4.35) one
computes
gj(ζ0) = −gj(ζ0), ζ0 ∈ A, j = 1, 2. (4.36)
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Thus, the Schwarz symmetry principle yields
gj(z) = −gj(1/z), z ∈ C\D, j = 1, 2. (4.37)
Since
ϕ+ = g1 + ig2, 1/ϕ− = −g1 + ig2, (4.38)
also ϕ+ and 1/ϕ− admit analytic continuations through the open arc A and because
of (4.37) (and in agreement with (4.28)) one obtains
ϕ+(z) = 1/ϕ−(1/z), z ∈ C\D. (4.39)
Thus, one computes
f+(z) =
1 + ϕ+(z)
1− ϕ+(z)
=
1 + 1/ϕ−(1/z)
1− 1/ϕ−(1/z))
=
ϕ−(1/z) + 1
ϕ−(1/z)− 1
= −f−(1/z), z ∈ C\D.
(4.40)
This proves items (i) and (ii). In particular, Re(f±(ζ)) exists and is finite for all
ζ ∈ A and hence
Sµ±,s ∩ A = ∅, (4.41)
where Sµ±,s denotes an essential support of dµ±,s. By (A.14) one thus computes
dµ±
dµ0
(ζ) = Re(f+(ζ)) = −Re(f−(ζ)), ζ ∈ A, (4.42)
proving item (iii). 
It is perhaps worth noting that this proof is based on the elementary fact that if g
is any Schur function, then g+1 is a Caratheodory function with purely absolutely
continuous measure in its Herglotz representation (cf. the first line of (4.34)). (In
particular, the support of the measure in the Herglotz representation of g+1 equals
∂D.) The rest are simple Schwarz symmetry considerations.
5. The Borg-type Theorem for CMV operators
We recall our notation for closed arcs on the unit circle ∂D,
Arc
([
eiθ1 , eiθ2
])
=
{
eiθ ∈ ∂D | θ1 ≤ θ ≤ θ2
}
, θ1 ∈ [0, 2π), θ1 ≤ θ2 ≤ θ1 + 2π
(5.1)
and similarly for open arcs (cf. (4.24)) and arcs open or closed at one endpoint (cf.
(A.7)).
We start with a short proof of a recent result of Simon [45] in the case where α
is a periodic sequence of Verblunsky coefficients, see Theorem 1.3. We will extend
this result from the periodic to the reflectionless case.
Theorem 5.1. Let α = {αk}k∈Z ⊂ D be a reflectionless sequence of Verblunsky
coefficients. Let U be the associated unitary CMV operator (2.3) (cf. also (B.4)–
(B.7)) on ℓ2(Z) and suppose that
σ(U) = ∂D. (5.2)
Then α = {αk}k∈Z is of the form,
αk = 0, k ∈ Z. (5.3)
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Proof. Since by hypothesis U is reflectionless, one infers from Definition 4.1 that
for all k ∈ Z, M+(ζ, k) = −M−(ζ, k) for µ0-a.e. ζ ∈ ∂D. (5.4)
Denote by dω±(·, k) the measures associated with the Herglotz representation (A.4)
of M±(·, k), k ∈ Z. (Of course, dω+ = dµ+ by (B.39).) By Lemma 4.4, dω±(·, k)
are purely absolutely continuous for all k ∈ Z,
dω±(·, k) = dω±,ac(·, k), k ∈ Z. (5.5)
Moreover, by (5.4), (5.5), and (A.14) one concludes that
dω+(·, k) = dω−(·, k), k ∈ Z (5.6)
and hence that
M+(z, k) = −M−(z, k), z ∈ C, k ∈ Z. (5.7)
Taking z = 0 in (5.7), and utilizing (B.40) and (B.42) then proves
1 = −
αk + 1
αk − 1
, k ∈ Z (5.8)
and hence (5.3) holds. 
Actually, still assuming the hypotheses of Theorem 5.1, one can go a bit further:
In addition to (5.3) and (5.4), (5.2) and Theorem 4.2 (vii) yield that
for all k ∈ Z, Ξ1,1(ζ, k) = 0 for µ0-a.e. ζ ∈ ∂D (5.9)
and hence that
M1,1(z, k) = 1, z ∈ D, k ∈ Z. (5.10)
Moreover, (5.2), (5.4), and (B.61) yield
for all k ∈ Z, M±(z, k) = ±1, z ∈ D, dω±(·, k) = dµ0. (5.11)
Remark 5.2. The special case where α is periodic and σ(U) = ∂D and thus α = 0
has originally been derived by Simon [45, Sect. 11.14] using different techniques
based on Floquet theory (cf. Theorem 1.3).
The principal result of this paper then reads as follows.
Theorem 5.3. Let α = {αk}k∈Z ⊂ D be a reflectionless sequence of Verblunsky
coefficients. Let U be the associated unitary CMV operator (2.3) (cf. also (B.4)–
(B.7)) on ℓ2(Z) and suppose that the spectrum of U consists of a connected arc of
∂D,
σ(U) = Arc
([
eiθ0 , eiθ1
])
(5.12)
with θ0 ∈ [0, 2π], θ0 < θ1 ≤ θ0+2π, and hence ei(θ0+θ1)/2 ∈ Arc
((
eiθ0 , eiθ1
))
. Then
α = {αk}k∈Z is of the form,
αk = α0g
k, k ∈ Z, (5.13)
where
g = − exp(i(θ0 + θ1)/2) and |α0| = cos((θ1 − θ0)/4). (5.14)
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Proof. By Theorem 4.2 (vii) (as a consequence of the reflectionless property of
α) and the fact that M1,1(·, k), k ∈ Z, is purely imaginary on the spectral gap
Arc((eiθ1 , eiθ0+2π)) (since by Theorem B.18 supp(dΩ1,1) ⊆ σ(U)) and strictly mono-
tone as described in A.10, there exists a θ∗(k) ∈ [θ1, θ0 + 2π] such that Ξ1,1(·, k),
k ∈ Z, is of the form
Ξ1,1(ζ, k) =

0, ζ ∈ Arc
((
eiθ0 , eiθ1
))
,
π/2, ζ ∈ Arc
((
eiθ1 , eiθ∗(k)
))
,
−π/2, ζ ∈ Arc
((
eiθ∗(k), ei(θ0+2π)
)) (5.15)
for µ0-a.e. ζ ∈ ∂D, k ∈ Z. Taking into account (2.10) then yields
0 =
∮
∂D
dµ0(ζ) Ξ1,1(ζ, k) =
1
4
∮ θ∗(k)
θ1
dθ −
1
4
∮ θ0+2π
θ∗(k)
dθ
=
1
4
[2θ∗(k)− θ0 − 2π − θ1], k ∈ Z (5.16)
and hence
θ∗(k) =
1
2
(θ0 + θ1) + π, k ∈ Z (5.17)
is in fact k-independent and denoted by θ∗ in the following. As a result, Ξ1,1(·, k) =
Ξ1,1(·) in (5.15) is also k-independent.
By (2.20),
αkαk+1 = −i
∮
∂D
dµ0(ζ) Ξ1,1(ζ) ζ = −i
∮ θ∗
θ1
π
2
e−it
dt
2π
+ i
∮ θ0+2π
θ∗
π
2
e−it
dt
2π
= −
1
4
e−i(θ0+θ1)/2
(
2 + 2 cos((θ1 − θ0)/2)
)
= −e−i(θ0+θ1)/2 cos2((θ1 − θ0)/4), k ∈ Z. (5.18)
Thus, αk0αk0+1 = 0 for some k0 ∈ Z is equivalent to θ1 = θ0 + 2π and hence the
assertions (5.13) and (5.14) reduce to α = 0 as in Theorem 5.1. (This is of course
consistent with (5.13), (5.14), since |α0| = 0 in this case.) In the case αkαk+1 6= 0
for all k ∈ Z, it follows from (5.18) that,
αk = γ0γ
k
1 and · · · = |α1||α2| = |α2||α3| = |α3||α4| = |α4||α5| = · · ·
Hence,
αk = γ0γ
k
1
{
|α1|, k odd,
|α2|, k even,
(5.19)
where
{γ0 = α0/|α0|, γ1 = −e
i(θ0+θ1)/2} ⊂ ∂D and |α1||α2| = cos
2((θ1 − θ0)/4). (5.20)
Thus, it remains to show that |α1| = |α2|. We assume the contrary, |α1| 6= |α2|
and consider the sequence |α| = {|αk|}k∈Z. Then |α| is a sequence of period 2
Verblunsky coefficients and by (4.12) the associated Floquet discriminant, denoted
by ∆(·; |α|), is given by
∆(eiθ; |α|) =
1
ρ1ρ2
[
eiθ + e−iθ
2
+ Re
(
|α1||α2|
)]
=
1√
1− |α1|2
√
1− |α2|2
[cos(θ) + |α1||α2|] . (5.21)
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Since
σ(U|α|) =
{
eiθ ∈ ∂D
∣∣ − 1 ≤ ∆(eiθ; |α|) ≤ 1} = {eiθ ∈ ∂D ∣∣λ− ≤ cos(θ) ≤ λ+},
(5.22)
where
λ± = −|α1||α2| ±
√
1− |α1|2
√
1− |α2|2, (5.23)
and |α1| 6= |α2| is equivalent to |λ±| < 1, σ(U|α|) consists of two arcs. Taking into
account (5.19), it follows from Corollary 3.2 that σ(Uα) should also contain two
arcs which contradicts the basic hypothesis of Theorem 5.3. Thus, |α1| = |α2| and
(5.19) implies (5.14). 
Remark 5.4. By the last part of Corollary 3.2, the phase of α0 in (5.3) is a unitary
invariant and hence necessarily remains open.
Appendix A. Basic Facts on Caratheodory and Schur Functions
In this appendix we summarize a few basic properties of Caratheodory and Schur
functions used throughout this manuscript.
We denote by D and ∂D the open unit disk and the unit circle in the complex
plane C,
D = {z ∈ C | |z| < 1}, ∂D = {ζ ∈ C | |ζ| = 1} (A.1)
and by
Cℓ = {z ∈ C |Re(z) < 0}, Cr = {z ∈ C |Re(z) > 0} (A.2)
the open left and right complex half-planes, respectively. Moreover, we orient the
unit circle, ∂D, counterclockwise. By a Laurent polynomial we denote a finite linear
combination of terms zk, k ∈ Z, with complex-valued coefficients.
Definition A.1. Let f±, ϕ+, and 1/ϕ− be analytic in D.
(i) f+ is called a Caratheodory function if f+ : D → Cr and f− is called an anti-
Caratheodory function if −f− is a Caratheodory function.
(ii) ϕ+ is called a Schur function if ϕ+ : D→ D. ϕ− is called an anti-Schur function
if 1/ϕ− is a Schur function.
If f and g are Caratheodory functions, so are
f + g, 1/f, and − iln(if). (A.3)
Theorem A.2 ([3], Sect. 3.1; [4], Sect. 69; [45], Sect. 1.3).
Let f be a Caratheodory function. Then f admits the Herglotz representation
f(z) = ic+
∮
∂D
dµ(ζ)
ζ + z
ζ − z
, z ∈ D, (A.4)
c = Im(f(0)),
∮
∂D
dµ(ζ) = Re(f(0)) <∞, (A.5)
where dµ denotes a nonnegative measure on ∂D. The measure dµ can be recon-
structed from f by the formula
µ
(
Arc
((
eiθ1 , eiθ2
]))
= lim
δ↓0
lim
r↑1
1
2π
∮ θ2+δ
θ1+δ
dθRe
(
f
(
reiθ
))
, (A.6)
where
Arc
((
eiθ1 , eiθ2
])
=
{
eiθ ∈ ∂D | θ1 < θ ≤ θ2
}
, θ1 ∈ [0, 2π), θ1 < θ2 ≤ θ1 + 2π.
(A.7)
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Conversely, the right-hand side of (A.4) with c ∈ R and dµ a finite (nonnegative)
measure on ∂D defines a Caratheodory function.
We note that additive nonnegative constants on the right-hand side of (A.4) can
be absorbed into the measure dµ since∮
∂D
dµ0(ζ)
ζ + z
ζ − z
= 1, (A.8)
where
dµ0(ζ) =
dθ
2π
, ζ = eiθ, θ ∈ [0, 2π] (A.9)
denotes the normalized Lebesgue measure on the unit circle ∂D.
A useful fact on Caratheodory functions f is a certain monotonicity property
they exhibit on open connected arcs of the unit circle away from the support of
the measure dµ in the Herglotz representation (A.4). More precisely, suppose
Arc
((
eiθ1 , eiθ2
))
⊂ (∂D\supp(dµ)), θ1 < θ2, then f has an analytic continuation
through Arc
((
eiθ1 , eiθ2
))
and it is purely imaginary on Arc
((
eiθ1 , eiθ2
))
. Moreover,
d
dθ
f
(
eiθ
)
= −
i
2
∫
[0,2π]\(θ1,θ2)
dµ
(
eit
) 1
sin2((t− θ)/2)
, θ ∈ (θ1, θ2). (A.10)
In particular,
−i
d
dθ
f
(
eiθ
)
< 0, θ ∈ (θ1, θ2). (A.11)
We recall that any Caratheodory function f has finite radial limits to the unit
circle µ0-almost everywhere, that is,
f(ζ) = lim
r↑1
f(rζ) exists and is finite for µ0-a.e. ζ ∈ ∂D. (A.12)
Next, we consider the decomposition of the measure dµ in the Herglotz repre-
sentation (A.4) of the Caratheodory function f into its absolutely continuous and
singular parts, dµac and dµs, respectively,
dµ = dµac + dµs. (A.13)
The absolutely continuous part dµac of dµ is given by
dµac(ζ) = lim
r↑1
Re(f(rζ)) dµ0(ζ), ζ ∈ ∂D. (A.14)
The set
Sµac = {ζ ∈ ∂D | lim
r↑1
Re(f(rζ)) = Re(f(ζ)) > 0 exists finitely} (A.15)
is an essential support of dµac and its essential closure, Sµac
e
, coincides with the
topological support, supp(dµac) (the smallest closed support), of dµac,
Sµac
e
= supp (dµac). (A.16)
Moreover, the set
Sµs = {ζ ∈ ∂D | lim
r↑1
Re(f(rζ)) =∞} (A.17)
is an essential support of the singular part dµs of the measure dµ, and
lim
r↑1
(1 − r)f(rζ) = lim
r↑1
(1− r)Re(f(rζ)) ≥ 0 exists for all ζ ∈ ∂D. (A.18)
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In particular, ζ0 ∈ ∂D is a pure point of dµ if and only if
µ({ζ0}) = lim
r↑1
(
1− r
2
)
f(rζ0) > 0. (A.19)
Given a Caratheodory (resp., anti-Caratheodory) function f+ (resp. f−) defined
in D as in (A.4), one extends f± to all of C\∂D by
f±(z) = ic± ±
∮
∂D
dµ±(ζ)
ζ + z
ζ − z
, z ∈ C\∂D, c± ∈ R. (A.20)
In particular,
f±(z) = −f±(1/z), z ∈ C\D. (A.21)
Of course, this continuation of f±|D to C\D, in general, is not an analytic continua-
tion of f±|D. With f± defined on C\∂D by (A.6) one infers the mapping properties
f+ : D→ Cr, f+ : C\D→ Cℓ, f− : D→ Cℓ, f− : C\D→ Cr. (A.22)
Next, given the functions f± defined in C\∂D as in (A.6), we introduce the
functions ϕ± by
ϕ±(z) =
f±(z)− 1
f±(z) + 1
, z ∈ C\∂D. (A.23)
Then ϕ± have the mapping properties
ϕ+ : D→ D, 1/ϕ+ : C\D→ D (ϕ+ : C\D→ (C\D) ∪ {∞}),
ϕ− : C\D→ D, 1/ϕ− : D→ D (ϕ− : D→ (C\D) ∪ {∞}),
(A.24)
in particular, ϕ+|D (resp., ϕ−|D) is a Schur (resp., anti-Schur) function. Moreover,
f±(z) =
1 + ϕ±(z)
1− ϕ±(z)
, z ∈ C\∂D. (A.25)
In analogy to the exponential representation of Nevanlinna–Herglotz functions
(i.e., functions analytic in the open complex upper half-plane C+ with a strictly
positive imaginary part on C+, cf. [5], [6], [26], [34]) one obtains the following result.
Theorem A.3. Let f be a Caratheodory function. Then −iln(if) is a Caratheodory
function and f has the exponential Herglotz representation,
− iln(if(z)) = id+
∮
∂D
dµ0(ζ)Υ(ζ)
ζ + z
ζ − z
, z ∈ D, (A.26)
d = −Re(ln(f(0))), 0 ≤ Υ(ζ) ≤ π for µ0-a.e. ζ ∈ ∂D. (A.27)
Υ can be reconstructed from f by
Υ(ζ) = lim
r↑1
Re[−iln(if(rζ))]
= (π/2) + lim
r↑1
Im[ln(f(rζ))] for µ0-a.e. ζ ∈ ∂D.
(A.28)
Next we briefly turn to matrix-valued Caratheodory functions. We denote as
usual Re(A) = (A+A∗)/2, Im(A) = (A−A∗)/(2i), etc., for square matrices A.
Definition A.4. Let m ∈ N and F be an m×m matrix-valued function analytic
in D. F is called a Caratheodory matrix if Re(F(z)) ≥ 0 for all z ∈ D.
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Theorem A.5. Let F be an m×m Caratheodory matrix, m ∈ N. Then F admits
the Herglotz representation
F(z) = iC +
∮
∂D
dΩ(ζ)
ζ + z
ζ − z
, z ∈ D, (A.29)
C = Im(F(0)),
∮
∂D
dΩ(ζ) = Re(F(0)), (A.30)
where dΩ denotes a nonnegative m×m matrix-valued measure on ∂D. The measure
dΩ can be reconstructed from F by the formula
Ω
(
Arc
((
eiθ1 , eiθ2
]))
= lim
δ↓0
lim
r↑1
1
2π
∮ θ2+δ
θ1+δ
dθRe
(
F
(
reiθ
))
, (A.31)
θ1 ∈ [0, 2π), θ1 < θ2 ≤ θ1 + 2π.
Conversely, the right-hand side of equation (A.29) with C = C∗ and dΩ a finite
nonnegative m×m matrix-valued measure on ∂D defines a Caratheodory matrix.
Appendix B. A Summary of Weyl–Titchmarsh Theory for CMV
Operators on Half-Lattices and on Z
We start by introducing some of the basic notations used throughout this paper.
Detailed proofs of all facts in this appendix (and a lot of additional material) can
be found in [27].
In the following, let ℓ2(Z) be the usual Hilbert space of all square summable
complex-valued sequences with scalar product (·, ·)ℓ2(Z) linear in the second argu-
ment. The standard basis in ℓ2(Z) is denoted by
{δk}k∈Z, δk = (. . . , 0, . . . , 0, 1︸︷︷︸
k
, 0, . . . , 0, . . . )⊤, k ∈ Z. (B.1)
For J ⊆ R an interval, we will identify ℓ2(J ∩Z)⊕ ℓ2(J ∩Z) and ℓ2(J ∩Z)⊗C2 and
then use the simplified notation ℓ2(J ∩Z)2. For simplicity, the identity operator on
ℓ2(J ∩ Z) is abbreviated by I without separately indicating its dependence on J .
Throughout this appendix we make the following basic assumption:
Hypothesis B.1. Let α be a sequence of complex numbers such that
α = {αk}k∈Z ⊂ D. (B.2)
Given a sequence α satisfying (B.2), we define the sequence of positive real
numbers {ρk}k∈Z and two sequences of complex numbers with positive real parts
{ak}k∈Z and {bk}k∈Z by
ρk =
√
1− |αk|2, ak = 1 + αk, bk = 1− αk, k ∈ Z. (B.3)
Following Simon [45], we call αk the Verblunsky coefficients in honor of Verblun-
sky’s pioneering work in the theory of orthogonal polynomials on the unit circle
[55], [56].
Next, we also introduce a sequence of 2× 2 unitary matrices θk by
θk =
(
−αk ρk
ρk αk
)
, k ∈ Z, (B.4)
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and two unitary operators V and W on ℓ2(Z) by their matrix representations in
the standard basis of ℓ2(Z) as follows,
V =

. . .
0θ2k−2
θ2k
0 . . .
 , W =

. . .
0θ2k−1
θ2k+1
0 . . .
 , (B.5)
where(
V2k−1,2k−1 V2k−1,2k
V2k,2k−1 V2k,2k
)
= θ2k,
(
W2k,2k W2k,2k+1
W2k+1,2k W2k+1,2k+1
)
= θ2k+1, k ∈ Z.
(B.6)
Moreover, we introduce the unitary operator U on ℓ2(Z) by
U = VW, (B.7)
or in matrix form, in the standard basis of ℓ2(Z), by
U =

. . .
. . .
. . .
. . .
. . .
00 −α0ρ−1 −α−1α0 −α1ρ0 ρ0ρ1
ρ−1ρ0 α−1ρ0 −α0α1 α0ρ1 0
0 −α2ρ1 −α1α2 −α3ρ2 ρ2ρ3
0
ρ1ρ2 α1ρ2 −α2α3 α2ρ3 0
. . .
. . .
. . .
. . .
. . .

. (B.8)
Here terms of the form −αkαk+1, k ∈ Z, represent the diagonal entries in the
infinite matrix (B.8). We will call the operator U on ℓ2(Z) the CMV operator
since (B.4)–(B.8) in the context of the semi-infinite (i.e., half-lattice) case were first
obtained by Cantero, Moral, and Vela´zquez in [8].
Finally, let U denote the unitary operator on ℓ2(Z)
2
defined by
U =
(
U 0
0 U⊤
)
=
(
VW 0
0 WV
)
=
(
0 V
W 0
)2
. (B.9)
One observes remnants of a certain “supersymmetric” structure in ( 0 VW 0 ) which is
also reflected in the following result.
Lemma B.2. Let z ∈ C\{0}. Then the following items (i)–(iv) are equivalent:
(i) Uu(z, ·) = zu(z, ·). (B.10)
(ii) U
(
u(z, ·)
v(z, ·)
)
= z
(
u(z, ·)
v(z, ·)
)
, (Wu)(z, ·) = zv(z, ·). (B.11)
(iii) U
(
u(z, ·)
v(z, ·)
)
= z
(
u(z, ·)
v(z, ·)
)
, (V v)(z, ·) = u(z, ·). (B.12)
(iv)
(
u(z, k)
v(z, k)
)
= T (z, k)
(
u(z, k − 1)
v(z, k − 1)
)
, k ∈ Z, (B.13)
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where the transfer matrices T (z, k), z ∈ C\{0}, k ∈ Z, are given by
T (z, k) =

1
ρk
(
αk z
1/z αk
)
, k odd,
1
ρk
(
αk 1
1 αk
)
, k even.
(B.14)
If one sets αk0 = e
is, s ∈ [0, 2π), for some reference point k0 ∈ Z, then the
operator U splits into a direct sum of two half-lattice operators U
(s)
−,k0−1
and U
(s)
+,k0
acting on ℓ2((−∞, k0 − 1]∩ Z) and on ℓ2([k0,∞) ∩ Z), respectively. Explicitly, one
obtains
U = U
(s)
−,k0−1
⊕ U (s)+,k0 in ℓ
2((−∞, k0 − 1] ∩ Z)⊕ ℓ
2([k0,∞) ∩ Z)
if αk0 = e
is, s ∈ [0, 2π).
(B.15)
Similarly, one obtains W
(s)
−,k0−1
, V
(s)
−,k0−1
and W
(s)
+,k0
, V
(s)
+,k0
such that
U
(s)
±,k0
= V
(s)
±,k0
W
(s)
±,k0
. (B.16)
For simplicity we will abbreviate
U±,k0 = U
(s=0)
±,k0
= V
(s=0)
±,k0
W
(s=0)
±,k0
= V±,k0W±,k0 . (B.17)
In addition, we introduce on ℓ2([k0,±∞)∩ Z)2 the half-lattice operators U
(s)
±,k0
by
U
(s)
±,k0
=
(
U
(s)
±,k0
0
0 (U
(s)
±,k0
)⊤
)
=
(
V
(s)
±,k0
W
(s)
±,k0
0
0 W
(s)
±,k0
V
(s)
±,k0
)
. (B.18)
By U±,k0 we denote the half-lattice operators defined for s = 0,
U±,k0 = U
(s=0)
±,k0
=
(
U±,k0 0
0 (U±,k0)
⊤
)
=
(
V±,k0W±,k0 0
0 W±,k0V±,k0
)
. (B.19)
Lemma B.3. Let z ∈ C\{0} and k0 ∈ Z. Consider sequences {p̂+(z, k, k0)}k≥k0 ,
{r̂+(z, k, k0)}k≥k0 . Then, the following items (i)–(iii) are equivalent:
(i) U+,k0
(
p̂+(z, ·, k0)
r̂+(z, ·, k0)
)
= z
(
p̂+(z, ·, k0)
r̂+(z, ·, k0)
)
, W+,k0 p̂+(z, ·, k0) = zr̂+(z, ·, k0).
(B.20)
(ii) U+,k0
(
p̂+(z, ·, k0)
r̂+(z, ·, k0)
)
= z
(
p̂+(z, ·, k0)
r̂+(z, ·, k0)
)
, V+,k0 r̂+(z, ·, k0) = p̂+(z, ·, k0).
(B.21)
(iii)
(
p̂+(z, k, k0)
r̂+(z, k, k0)
)
= T (z, k)
(
p̂+(z, k − 1, k0)
r̂+(z, k − 1, k0)
)
, k > k0, (B.22)
assuming p̂+(z, k0, k0) =
{
zr̂+(z, k0, k0), k0 odd,
r̂+(z, k0, k0), k0 even.
(B.23)
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Next, consider sequences {p̂−(z, k, k0)}k≤k0 , {r̂−(z, k, k0)}k≤k0 . Then, the following
items (iv)–(vi)are equivalent:
(iv) U−,k0
(
p̂−(z, ·, k0)
r̂−(z, ·, k0)
)
= z
(
p̂−(z, ·, k0)
r̂−(z, ·, k0)
)
, W−,k0 p̂−(z, ·, k0) = zr̂−(z, ·, k0).
(B.24)
(v) U−,k0
(
p̂−(z, ·, k0)
r̂−(z, ·, k0)
)
= z
(
p̂−(z, ·, k0)
r̂−(z, ·, k0)
)
, V−,k0 r̂−(z, ·, k0) = p̂−(z, ·, k0).
(B.25)
(vi)
(
p̂−(z, k − 1), k0
r̂−(z, k − 1, k0)
)
= T (z, k)−1
(
p̂−(z, k, k0)
r̂−(z, k, k0)
)
, k ≤ k0, (B.26)
assuming p̂−(z, k0, k0) =
{
−r̂−(z, k0, k0), k0 odd,
−zr̂−(z, k0, k0), k0 even.
(B.27)
In the following, we denote by
(
p+(z,k,k0)
r+(z,k,k0)
)
k≥k0
and
(
q+(z,k,k0)
s+(z,k,k0)
)
k≥k0
, z ∈ C\{0},
two linearly independent solutions of (B.22) with the following initial conditions:(
p+(z, k0, k0)
r+(z, k0, k0)
)
=
{(
z
1
)
, k0 odd,(
1
1
)
, k0 even,
(
q+(z, k0, k0)
s+(z, k0, k0)
)
=
{(
z
−1
)
, k0 odd,(
−1
1
)
, k0 even.
(B.28)
Similarly, we denote by
(
p−(z,k,k0)
r−(z,k,k0)
)
k≤k0
and
(
q−(z,k,k0)
s−(z,k,k0)
)
k≤k0
, z ∈ C\{0}, two
linearly independent solutions of (B.26) with the following initial conditions:(
p−(z, k0, k0)
r−(z, k0, k0)
)
=
{(
1
−1
)
, k0 odd,(
−z
1
)
, k0 even,
(
q−(z, k0, k0)
s−(z, k0, k0)
)
=
{(
1
1
)
, k0 odd,(
z
1
)
, k0 even.
(B.29)
Using (B.13) one extends
(
p+(z,k,k0)
r+(z,k,k0)
)
k≥k0
,
(
q+(z,k,k0)
s+(z,k,k0)
)
k≥k0
, z ∈ C\{0}, to k <
k0. In the same manner, one extends
(
p−(z,k,k0)
r−(z,k,k0)
)
k≤k0
and
(
q−(z,k,k0)
s−(z,k,k0)
)
k≤k0
, z ∈
C\{0}, to k > k0. These extensions will be denoted by
(
p±(z,k,k0)
r±(z,k,k0)
)
k∈Z
and(
q±(z,k,k0)
s±(z,k,k0)
)
k∈Z
. Moreover, it follows from (B.13) that p±(z, k, k0), q±(z, k, k0),
r±(z, k, k0), and s±(z, k, k0), k, k0 ∈ Z, are Laurent polynomials in z.
Remark B.4. By Lemma B.3,
(
p±(z,k,k0)
r±(z,k,k0)
)
kRk0
, z ∈ C\{0}, k0 ∈ Z, are general-
ized eigenvectors of the operators U±,k0 . Moreover, by Lemma B.2,
(
p±(z,k,k0)
r±(z,k,k0)
)
k∈Z
and
(
q±(z,k,k0)
s±(z,k,k0)
)
k∈Z
, z ∈ C\{0}, k0 ∈ Z, are generalized eigenvectors of U.
Lemma B.5. Let k0 ∈ Z. Then the sets of Laurent polynomials {p±(·, k, k0)}kRk0
and {r±(·, k, k0)}kRk0 form complete orthonormal systems in L
2(∂D; dµ±(·, k0)),
where
dµ±(ζ, k0) = d(δk0 , EU±,k0 (ζ)δk0 ), ζ ∈ ∂D, (B.30)
and dEU±,k0 (·) denote the operator-valued spectral measures of the operators U±,k0 ,
U±,k0 =
∮
∂D
dEU±,k0 (ζ) ζ. (B.31)
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We note that the measures dµ±(·, k0), k0 ∈ Z, are not only nonnegative but also
supported on an infinite set.
Remark B.6. In connection with our introductory remarks in (1.3)–(1.9) we note
that dσ+ = dµ+(·, 0) and that in accordance with [45, Proposition 4.2.2]
p+(ζ, k, 0) =
{
γkζ
−(k−1)/2ϕ+(ζ, k), k odd,
γkζ
−k/2ϕ∗+(ζ, k), k even,
r+(ζ, k, 0) =
{
γkζ
−(k+1)/2ϕ∗+(ζ, k), k odd,
γkζ
−k/2ϕ+(ζ, k), k even;
ζ ∈ ∂D.
(B.32)
Corollary B.7. Let k0 ∈ Z. Then the half-lattice CMV operators U±,k0 are unitar-
ily equivalent to the operators of multiplication by the function id (where id(ζ) = ζ,
ζ ∈ ∂D) on L2(∂D; dµ±(·, k0)). In particular,
σ(U±,k0) = supp (dµ±(·, k0)) (B.33)
and the spectrum of U±,k0 is simple.
Lemma B.8. Let k0 ∈ Z. Then the sets of two-dimensional Laurent polynomials(
p±(z,k,k0)
r±(z,k,k0)
)
kRk0
and
(
q±(z,k,k0)
s±(z,k,k0)
)
kRk0
satisfy the relation(
q±(z, ·, k0)
s±(z, ·, k0)
)
+m±(z, k0)
(
p±(z, ·, k0)
r±(z, ·, k0)
)
∈ ℓ2([k0,±∞) ∩ Z)
2, z ∈ C\(∂D ∪ {0}),
(B.34)
where the coefficients m±(z, k0) are given by
m±(z, k0) = ±(δk0 , (U±,k0 + zI)(U±,k0 − zI)
−1δk0)ℓ2(Z) (B.35)
= ±
∮
∂D
dµ±(ζ, k0)
ζ + z
ζ − z
, z ∈ C\∂D (B.36)
with
m±(0, k0) = ±
∮
∂D
dµ±(ζ, k0) = ±1. (B.37)
Lemma B.9. Let k0 ∈ Z. Then relation (B.34) uniquely determines the functions
m±(·, k0) on C\∂D.
Theorem B.10. Let k0 ∈ Z. Then there exist unique functions M±(·, k0) such
that(
u±(z, ·, k0)
v±(z, ·, k0)
)
=
(
q+(z, ·, k0)
s+(z, ·, k0)
)
+M±(z, k0)
(
p+(z, ·, k0)
r+(z, ·, k0)
)
∈ ℓ2([k0,±∞) ∩ Z)
2,
z ∈ C\(∂D ∪ {0}). (B.38)
We will call u±(z, ·, k0) (resp., v±(z, ·, k0)) Weyl–Titchmarsh solutions of U
(resp., U⊤). Similarly, we will call m±(z, k0) as well as M±(z, k0) the half-lattice
Weyl–Titchmarsh m-functions associated with U±,k0 . (See also [44] for a compari-
son of various alternative notions of Weyl–Titchmarsh m-functions for U+,k0 .)
One verifies that
M+(z, k0) = m+(z, k0), z ∈ C\∂D, (B.39)
M+(0, k0) = 1, (B.40)
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M−(z, k0) =
Re(ak0) + iIm(bk0)m−(z, k0 − 1)
iIm(ak0) + Re(bk0)m−(z, k0 − 1)
, z ∈ C\∂D, (B.41)
M−(0, k0) =
αk0 + 1
αk0 − 1
. (B.42)
In particular, one infers that M± are analytic at z = 0.
Lemma B.11. Let k ∈ Z. Then the functions M+(·, k)|D (resp., M−(·, k)|D) are
Caratheodory (resp., anti-Caratheodory ) functions. Moreover, M± satisfy the fol-
lowing Riccati-type equation
(zbk − bk)M±(z, k − 1)M±(z, k) + (zbk + bk)M±(z, k)− (zak + ak)M±(z, k − 1)
= zak − ak, z ∈ C\∂D. (B.43)
In addition, we introduce the functions Φ±(·, k), k ∈ Z, by
Φ±(z, k) =
M±(z, k)− 1
M±(z, k) + 1
, z ∈ C\∂D. (B.44)
One then verifies,
M±(z, k) =
1 + Φ±(z, k)
1− Φ±(z, k)
, z ∈ C\∂D. (B.45)
Lemma B.12. Let z ∈ C\(∂D ∪ {0}), k0, k ∈ Z. Then the functions Φ±(·, k)
satisfy the following equalities
Φ±(z, k) =
{
z v±(z,k,k0)u±(z,k,k0) , k odd,
u±(z,k,k0)
v±(z,k,k0)
, k even,
(B.46)
where u±(·, k, k0) and v±(·, k, k0) are the polynomials defined in (B.38).
Lemma B.13. Let k ∈ Z. Then the functions Φ+(·, k)|D (resp., Φ−(·, k)|D) are
Schur (resp., anti-Schur ) functions. Moreover, Φ± satisfy the following Riccati-type
equation
αkΦ±(z, k − 1)Φ±(z, k)− Φ±(z, k − 1) + zΦ±(z, k) = αkz, z ∈ C\∂D, k ∈ Z.
(B.47)
Remark B.14. (i) In the special case α = {αk}k∈Z = 0, one obtains
M±(z, k) = ±1, Φ+(z, k) = 0, 1/Φ−(z, k) = 0, z ∈ C, k ∈ Z. (B.48)
Thus, strictly speaking, one should always consider 1/Φ− rather than Φ− and hence
refer to the Riccati-type equation of 1/Φ−,
αkz
1
Φ−(z, k − 1)
1
Φ−(z, k)
+
1
Φ−(z, k)
− z
1
Φ−(z, k − 1)
= αk, z ∈ C\∂D, k ∈ Z,
(B.49)
rather than that of Φ−, etc. For simplicity of notation, we will often avoid this
distinction between Φ− and 1/Φ− and usually just invoke Φ− whenever confusions
are unlikely.
(ii) We note that M±(z, k) and Φ±(z, k), z ∈ ∂D, k ∈ Z, have nontangential limits
to ∂D µ0-a.e. In particular, the Riccati-type equations (B.43), (B.47), and (B.49)
extend to ∂D µ0-a.e.
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Lemma B.15. Let z ∈ C\(∂D ∪ {0}) and fix k0, k1 ∈ Z. Then the resolvent
(U − zI)−1 of the unitary CMV operator U on ℓ2(Z) is given in terms of its matrix
representation in the standard basis of ℓ2(Z) by
(U − zI)−1(k, k′) =
(−1)k1+1
zW
((
u+(z, k1, k0)
v+(z, k1, k0)
)
,
(
u−(z, k1, k0)
v−(z, k1, k0)
))
×
{
u−(z, k, k0)v+(z, k
′, k0), k < k
′ and k = k′ odd,
v−(z, k
′, k0)u+(z, k, k0), k
′ < k and k = k′ even,
k, k′ ∈ Z, (B.50)
where
W
((
u+(z, k1, k0)
v+(z, k1, k0)
)
,
(
u−(z, k1, k0)
v−(z, k1, k0)
))
= det
((
u+(z, k1, k0) u−(z, k1, k0)
v+(z, k1, k0) v−(z, k1, k0)
))
= (−1)k1 [M+(z, k0)−M−(z, k0)]
{
2z, k0 odd,
2, k0 even,
k0, k1 ∈ Z. (B.51)
Moreover, since 0 ∈ C\σ(U), (B.50) analytically extends to z = 0.
Next, we briefly turn to Weyl–Titchmarsh theory for CMV operators on Z. We
denote by dΩ(·, k), k ∈ Z, the 2× 2 matrix-valued measure,
dΩ(ζ, k) = d
(
Ω0,0(ζ, k) Ω0,1(ζ, k)
Ω1,0(ζ, k) Ω1,1(ζ, k)
)
= d
(
(δk−1, EU (ζ)δk−1)ℓ2(Z) (δk−1, EU (ζ)δk)ℓ2(Z)
(δk, EU (ζ)δk−1)ℓ2(Z) (δk, EU (ζ)δk)ℓ2(Z)
)
, ζ ∈ ∂D, (B.52)
where dEU (·) denotes the operator-valued spectral measure of the unitary CVM
operator U on ℓ2(Z),
U =
∮
∂D
dEU (ζ) ζ. (B.53)
We also introduce the 2× 2 matrix-valued function M(·, k), k ∈ Z, by
M(z, k) =
(
M0,0(z, k) M0,1(z, k)
M1,0(z, k) M1,1(z, k)
)
=
(
(δk−1, (U + zI)(U − zI)−1δk−1)ℓ2(Z) (δk−1, (U + zI)(U − zI)
−1δk)ℓ2(Z)
(δk, (U + zI)(U − zI)−1δk−1)ℓ2(Z) (δk, (U + zI)(U − zI)
−1δk)ℓ2(Z)
)
=
∮
∂D
dΩ(ζ, k)
ζ + z
ζ − z
, z ∈ C\∂D. (B.54)
We note that
M0,0(·, k + 1) = M1,1(·, k), k ∈ Z (B.55)
and
M1,1(z, k) = (δk, (U + zI)(U − zI)
−1δk)ℓ2(Z) (B.56)
=
∮
∂D
dΩ1,1(ζ, k)
ζ + z
ζ − z
, z ∈ C\∂D, k ∈ Z, (B.57)
where
dΩ1,1(ζ, k) = d(δk, EU (ζ)δk)ℓ2(Z), ζ ∈ ∂D. (B.58)
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Thus, M0,0|D and M1,1|D are Caratheodory functions. Moreover, by (B.56) one
infers that
M1,1(0, k) = 1, k ∈ Z. (B.59)
Lemma B.16. Let z ∈ C\∂D. Then the functions Mℓ,ℓ′(·, k), ℓ, ℓ′ = 0, 1, and
M±(·, k), k ∈ Z, satisfy the following relations
M0,0(z, k) = 1 +
[ak − bkM+(z, k)][ak + bkM−(z, k)]
ρ2k[M+(z, k)−M−(z, k)]
, (B.60)
M1,1(z, k) =
1−M+(z, k)M−(z, k)
M+(z, k)−M−(z, k)
, (B.61)
M0,1(z, k) =
−1
ρk[M+(z, k)−M−(z, k)]
{
[1−M+(z, k)][ak − bkM−(z, k)], k odd,
[1 +M+(z, k)][ak + bkM−(z, k)], k even,
(B.62)
M1,0(z, k) =
−1
ρk[M+(z, k)−M−(z, k)]
{
[1 +M+(z, k)][ak + bkM−(z, k)], k odd,
[1−M+(z, k)][ak − bkM−(z, k)], k even,
(B.63)
where ak = 1 + αk and bk = 1− αk, k ∈ Z.
Finally, introducing the functions Φ1,1(·, k), k ∈ Z, by
Φ1,1(z, k) =
M1,1(z, k)− 1
M1,1(z, k) + 1
, z ∈ C\∂D, (B.64)
then,
M1,1(z, k) =
1 + Φ1,1(z, k)
1− Φ1,1(z, k)
, z ∈ C\∂D. (B.65)
Lemma B.17. The function Φ1,1|D is a Schur function and Φ1,1 is related to Φ±
by
Φ1,1(z, k) =
Φ+(z, k)
Φ−(z, k)
, z ∈ C\∂D, k ∈ Z. (B.66)
Denoting by I2 the identity operator in C
2, we state the following result.
Theorem B.18. Let k0 ∈ Z. Then the CMV operator U on ℓ2(Z) is unitarily
equivalent to the operator of multiplication by I2id (where id(ζ) = ζ, ζ ∈ ∂D) on
L2(∂D; dΩ(·, k0)). Thus,
σ(U) = supp (dΩ(·, k0)) = supp (dΩ
tr(·, k0)), (B.67)
where
dΩtr(·, k0) = dΩ0,0(·, k0) + dΩ1,1(·, k0) (B.68)
denotes the trace measure of dΩ(·, k0).
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