For nonparametnrc regression estimation, when the unknown function belongs to a Sobolev smoothness class, sharp risk bounds for integrated mean square error have been found recently which improve on optimal rates of convergence results. The key to these has been the fact that under normality of the errors, the minimax linear estimator is asymptotically minimax in the class of all estimators. We extend this result to the nonnormal case, when the noise distribution is unknown. The pertaining lower asymptotic risk bound is established, based on an analogy with a location model in the independent identically distributed case. Attainment of the bound and its relation to adaptive optimal smoothing are discussed.
1. Introduction and main result. In the area of nonparametric curve estimation, some attention has recently been devoted to asymptotically minimax estimation for integrated mean square error. In a class of problems, it has been possible to improve the results on best obtainable rates of convergence, by finding the exact asymptotic value of the minimax risk in the class of all estimators. The constant involved represents the analog of Fisher's bound for asymptotic variances, for those "ill-posed" curve estimation problems where fii-consistency does not obtain. The key original result is due to Pinsker (1980) ; it concerned a filtering problem over ellipsoids in Hilbert space. The notion of ellipsoid is important in this context since Sobolev smoothness classes can be described in this way.
Consider observations is Pinsker's constant. The method of proof was to show that with the help of some spline smoothing theory, the regression problem can be reduced to the original filtering problem. Normality of the errors was essential there. For some closely related results see Speckman (1985) . The present paper addresses the problem of a risk bound for unknown error distribution. For the heuristics it is helpful to consider an analogy with mean estimation. The sample mean of independent identically distributed observations with mean t9
(1.6)
is an asymptotically efficient estimator of 9 when (A) the errors (i and N(O, r2), (B) when, loosely speaking, the distribution of the errors is unknown. The result (B) is due to the fact that the sample mean is a linear functional of the empirical distribution function, see Levit (1975) . It will be instructive first to formulate the risk bound for the mean in the "semiparametric" form, where the distribution of the errors (i appears as an infinite dimensional nuisance parameter, varying in a shrinking Hellinger neighborhood of some "central" measure Qo. Let for distributions Qo, Q H(Qo, Q) = (J((dQo)1/2 -(dQ)1/2)2)1/2 be the Hellinger distance. Consider a sequence mn such that n-+ 0, n1/2 -+°as n -+ oo.
Introduce the set of probability measures on the real line ( We can now formulate a lower asymptotic risk bound, where the infimum is taken over all estimators t9 of the mean t9 at sample size n. (Levit (1975) , see also Ibragimov, Khasminski (1981) , chap. 4.1). Proposition 2 is in fact a reformulation of these results for the "parameter + noise" model (1.6) (note the condition EQF = 0 in (1.7) ). This is a convenient way of describing the efficiency of the sample mean when the error distribution is unknown, in analogy to the case of normal errors. Proposition 2 can be extended to parametric linear regression, stating efficiency of the Gauss-Markov linear estimator. However from studies in the context of robustness (e.g. ) one particular feature has emanated: the model giving meaningful results here is one of nonidentically distributed errors. The distributions of (i will still vary in a small neighborhood of some (unknown) central measure Qo, but will in general be different. The Sobolev class model can be regarded as an extended or nearly linear regression model. Define r = 1/(2m + 1); then the normalizing factor of the risk in (1.3) is nlr. The shrinking rate of the distribution neighborhoods to define will be tied to this factor. Let 'r, be a sequence such that Consider a central measure QO as above and a neighborhood Qff, defined in terms of the new n (see (1.7)). We will also consider a "moment neighborhood" Q M containing Qo. Denote the distribution of (, n ,n) in model (1.1) by II, and define a set of product measures Q* n= {®TZiQi; Qi E QH n 4 Em i 1,...,n}.
The distribution model for the noise in (1.1) will be "II E Q n We study the asymptotic minimax risk (1.11) A = liminfinfsupn 'Ef,n,nllf-f112
Here the supremum is taken over (f, II) E W2 (P) x Q *n, while the infimum is taken over all estimators f at sample size n which may depend on, m, P and Qo. Our main result is as follows. This represents the desired extension of the result (1.4) to the case of unknown error distribution. We also claim that this risk bound is sharp, and we will provide evidence on the basis of a first two moments argument for linear estimators (section 3).
An extension to the case of weighted L2-loss can be given as follows. Let w be a continuous and positive function on [0, 1], and consider a loss given by (1.12)
Such a loss arises naturally when one considers the "design loss" (1984) . As the present bound is sharp for given design, it is of interest to try to minimize it further. For given w, we obtain with a = (2m + 1)/4m from Jensen's inequality
so that g = w'/J fwG is optimal. In particular, for L2-loss (w 1) the uniform design is best. On the other hand, when g and w are tied by w = g 6 ("design loss") then d = 0 is achieved in the limit by taking all x, equal, which is in agreement with intuition since the rate of convergence then changes. REMARK 2. The Hellinger neighborhood model for the noise distribution adopted here resembles the light contamination neighborhoods occurring in the robustness study of Beran (1981) . The crucial difference is the additional moment restriction (1.9) which ensures robustness of the sample mean (when robustness is given the asymptotic minimax definition). The analogy with the location model exploited here quite naturally suggests an asymptotic minimax theory for robust smoothing, based on infinitesimal distribution neighborhoods expressing heavier contamination (cp. Millar (1983) ).
The problem of best possible estimation in terms of optimal rates of convergence has been extensively investigated (Ibragimov, Khasminski (1982) , Stone (1982) , Birge (1983) ). In our study on the level of constants a global error criterion is adopted (L2-loss); for comparable recent results on functionals (like the value of f at a point) see Ibragimov, Khasminski (1984), . In section 2, we review the background of the risk evaluation (1.4) in the normal case. In section 3 we argue that our new bounds are attainable, and discuss some recent results indicating that this should be possible adaptively. Refined bounds are the topic of section 4, and proofs are in section 5. An appendix contains a short proof of an auxiliary result related to the Hajek-Le Cam asymptotic minimax theorem.
The following notations are adopted. f f means integral with respect to Lebesgue measure; a -b means a = b(l + o(l)).
2. Some background on L2-optimal smoothing. For additional insight, we try to elucidate why, under normality, the minimax linear estimator is asymptotically overall minimax (Pinsker (1980) ). This task is facilitated by a related minimax identity due to Pilz (1986) . Suppose an n-dimensional observed random vector r has expectation t9 and covariance matrix E, where V9 E e, and e is known to be a compact subset of Rn which is symmetric 
and t > 0 is chosen such that Z=_ ajm* = P. This latter identity implies that for n -oo, N(On, M*) is asymptotically concentrated on etm(P') for any P' > P. Then R(B*, M*) is asymptotic to the minimax risk over E)tm(P). From (2.1) and (2.4) we obtain n (2.5) R(B*, M*) = n-o2Z E b. The above choice of t implies (2.6) t -n-r(o72/P)r,,
We then obtain from (2.5) and (1.5) 
Thus it is obvious that the bound of theorem 1 is attainable, for g 1 and known P, o2r 3.3. Speckman (1985) established that the case of general design density g in (1.2) can be treated as in 3.2, if the aj defining the ellipsoid are properly adjusted. As a result, we obtain attainability in theorem 2 for w = g, still on the basis of the minimax linear smoothing spline. The general case of theorem 2, with w, P, CT2 known, can also be covered by linear estimators, but we invoke here the nonlinear (adaptive) smoother of point 3.6 below. 3.4. Up to now a2, i.e. the variance of the "central measure" Qo, has been assumed known. But the basic motivation of the present paper is to give a risk bound for unknown noise distribution. As (2.6) shows, a2 enters in the smoothing (or bandwidth) parameter of the optimal procedure, along with P. Thus an unknwon C2 leads to a similar problem as an unknown P, namely adaptive (or automatic) selection of the smoothing parameter based on the sample. However, when P is known, the plug-in type procedure based on an estimate of a2 is relatively easy to treat theoretically. In the present model a2can be estimated with parametric convergence rate, see Rice (1984) , Li (1985) . 3.5. In the problem of adaptive smoothing parameter selection there has been much progress recently; for a survey see Marron (1988) . In the present context one could ask for estimators which attain the bound of theorem 1 without depending on P and a2. In fact any combination of the filter shape b (see (2.4)) with a known optimal bandwidth selector such as cross-validation, Efroimovich (1985) , Kazbaras (1986) . Clearly the method is applicable in principle also in the present regression model. 4 . Localized bounds. In theorems 1 and 2 the supremum with respect to the regression function f is taken with respect to the whole Sobolev class W2 (P). It is compelling to consider some shrinking neighborhood setting also here, in analogy to the noise distribution model adopted. A localization can be achieved in two ways. where C does not depend on fi, f2, n.
Define gk= g(kq-1), k = 1, ... ,q. In the following result concerning the functions pjk, j < s, k < q, the number s wil remain fixed until the last step in the proof of theorem 1. while the risk can now be bounded by q s (5.6)
At this point, let us specify q by For h E R, let Qj(h) be the measure defined by dQj(h) = (1 + h't.j/)dQo.
For the vector e3-we find the bound
Thus, when -,, satisfies (1.10), we infer that for IIh112 < r12fnl-r and sufficiently large n all Qi(h) are probability measures. Let Q,(h) be the shifted measure Our next goal is to establish that each of the k distributional models (5.11) converges to a normal shift model (local asymptotic normality). To achieve uniformity, we let k(n) be an arbitrary sequence 1 < k(n) < q and consider the logarithmic likelihood ratio in the k(n)-th model of (5.11) (for hypothesis
where (i are independent with distribution Qo. In the same O' and an R2- 
The proof is concluded via the expansion log(1 + t) = t -t2/2 + o(t2) and the Lindeberg-Feller theorem. 0 Note that the function 4'(x) can be selected to approximate x/ao2 in the norm of L2(Qo); then g2 approximates a2. The above lemma means that each model (5.11) converges to {N(h,oc!I8), h E R"} through an arbitrary sequence k = k(n).
5.9. Main argument of proof. We shall introduce a prior distribution on the parameter in the collection of "local" models (5.11) . The hk will be independent identically distributed random variables such that the prior measure tends to concentrate on the space gi+ven by the restrictions (5.12) . Since the models (5.11) are asymptotically normal and independent, we can evaluate the posterior risk by the general result proved in the appendix. Let 1? be the set in Rq" defined by the inequalities (5.12). Hence the right hand side has expectation bounded by &P, 6 < 1 for n large enough, while its variance tends to zero as n --oo. 0
In the collection of models (5.11) Hence it suffices to prove
This however follows immediately from g9k1 = 0(1) and lemma 5.
PROOF OF THEOREM 1. Let f> ju be some number, where p is from (2.6), and specify now K as KI-1 = (a2d/P)rsA. 
