Optical Tweezers: A Comprehensive Tutorial from Calibration to
  Applications by Gieseler, Jan et al.
Optical Tweezers: A Comprehensive Tutorial
from Calibration to Applications
JAN GIESELER,1,2 JUAN RUBEN GOMEZ-SOLANO,3 ALESSANDRO
MAGAZZÙ,4 ISAAC PÉREZ CASTILLO,3,5 LAURA PÉREZ GARCÍA,4
MARTA GIRONELLA-TORRENT,6 XAVIER VIADER-GODOY,6 FELIX
RITORT,6 GIUSEPPE PESCE,7 ALEJANDRO V. ARZOLA,3 KAREN
VOLKE-SEPULVEDA,3 AND GIOVANNI VOLPE4,*
1 ICFO - Institut de Ciències Fotòniques, The Barcelona Institute of Science and Technology, 08860
Castelldefels (Barcelona), Spain
2 Harvard University, Department of Physics, 17 Oxford St., Cambridge, MA, USA
3 Instituto de Física, Universidad Nacional Autónoma de México, Apdo. Postal 20-364, 01000Cd. México,
Mexico.
4 Department of Physics, University of Gothenburg, 41296 Gothenburg, Sweden.
5 London Mathematical Laboratory, 18 Margravine Gardens, London W6 8RH, United Kingdom
6 Small Biosystems Lab, Departament de Fsica de la Matèria Condensada, Facultat de Física, Universitat
de Barcelona, 08028 Barcelona, Spain
7 Department of Physics, Univerisità degli di Studi di Napoli “Federico II” Complesso universitario monte
S. Angelo, Via Cintia, 80126 Napoli, Italy
*giovanni.volpe@physics.gu.se
Abstract: Since their invention in 1986 by Arthur Ashkin and colleagues, optical tweezers have
become an essential tool in several fields of physics, spectroscopy, biology, nanotechnology, and
thermodynamics. In this Tutorial, we provide a primer on how to calibrate optical tweezers and
how to use them for advanced applications. After a brief general introduction on optical tweezers,
we focus on describing and comparing the various available calibration techniques. Then, we
discuss some cutting-edge applications of optical tweezers in a liquid medium, namely to study
single-molecule and single-cell mechanics, microrheology, colloidal interactions, statistical
physics, and transport phenomena. Finally, we consider optical tweezers in vacuum, where the
absence of a viscous medium offers vastly different dynamics and presents new challenges. We
conclude with some perspectives for the field and the future application of optical tweezers.
This Tutorial provides both a step-by-step guide ideal for non-specialists entering the field and a
comprehensive manual of advanced techniques useful for expert practitioners. All the examples
are complemented by the sample data and software necessary to reproduce them.
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1. Introduction
In 1970, Arthur Ashkin [1] demonstrated that a focused laser beam can accelerate, decelerate,
and even stably trap micrometer-sized neutral particles. Later, in 1986, Ashkin and colleagues
reported the first realization of an optical tweezers [2, 3]: a tightly focused beam of light capable
of holding microscopic particles in three dimensions. Thanks to this work, Ashkin was awarded
a share of the 2018 Nobel Prize in Physics [4]. Furthermore, one of Ashkin’s co-authors, Steven
Chu, would go on to use optical tweezing in his work on cooling and trapping atoms; this research
earned Chu a share of the 1997 Nobel Prize in Physics [5].
In the late 1980s, Ashkin and colleagues used optical tweezers to manipulate biological
samples, starting from an individual tobacco mosaic virus and Escherichia coli bacterium [6].
In 1993, Lucien Ghislain and Watt Webb invented photonic force microscopy [?], where an
optically trapped particle is used as an extremely sensitive cantilever to probe microscopic
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force fields ranging from femtonewtons (10−15 N) to piconewtons (10−12 N). Since the early
1990s, optical force spectroscopy has been utilized to characterize the mechanical properties of
biomolecules and biological motors [7–9]. Optical tweezers have also been employed in many
fields of physics [10–15], nanotechnology [16], spectroscopy [17], nanothermodynamics [18,19],
soft matter [20], and biology [21].
An optical tweezers consist of a laser beam focused by a high numerical aperture (NA)
microscope objective. A microscopic particle (whose refractive index is higher than that of
its embedding medium) can then be trapped near the focal spot because of the emergence of
scattering and gradient optical forces: the scattering forces are due to the radiation pressure of
the light beam and act along the direction of propagation of the beam; and the gradient forces
pull the particle towards the high-intensity focal spot. Using optical tweezers, a very broad range
of particles has been trapped, as shown in Fig. 1.
There are already several resources to build and operate optical tweezers available in the
literature. In the 2015 book Optical Tweezers: Principles and Applications [22], Phillip. H.
Jones, Onofrio M. Maragó and Giovanni Volpe have discussed in detail the theory behind optical
tweezers as well as how to build and operate optical tweezers setups. There are also several other
tutorials on specific aspects of optical trapping. In particular, there are computational toolboxes
to calculate optical forces using T-matrix methods by Timo Nieminen et al. [23] and geometrical
optics by Agnese Callegari et al. [24]. There is a tutorial on how to simulate the Brownian motion
of an optically trapped particle [25]. There are several tutorials on how to build optical tweezers
setups by Stephen Smith et al. [26], John Bechhoefer and Scott Wilson [27], Angela Mellish
and Andrew Wilson [28], David Appleyard et al. [29], Woei Lee et al. [30], Manoj Mathew et
al. [31], and Giuseppe Pesce et al. [32].
In this Tutorial, we complete and complement these already available resources providing
a primer on how to calibrate optical tweezers and how to use them for advanced applications.
In particular, after a brief general introduction on optical tweezers (section 2), we focus on
describing and comparing the various calibration techniques that are available (section 3). Then,
we discuss some of the most exciting cutting-edge applications of optical tweezers in a liquid
Fig. 1. Trappable objects. A broad range of objects have been trapped using optical
tweezers, going from single atoms and molecules to microparticles and microorganisms.
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Fig. 2. Basic optical tweezers setup. A basic optical tweezers setup is comprised of
three parts: the trapping optics, the imaging optics, and the position detection optics. DM:
Dichroic mirror. M: mirror. O: microscope objective. C: Condenser. L1, L2, L3, L4: lenses.
LS: Light source.
medium (section 4), namely to study single-molecule and single-cell mechanics, microrheology,
colloidal interactions, statistical physics, and transport phenomena. Finally, we consider optical
tweezers in vacuum, which features different dynamics than a viscous medium, so that vacuum
operation comes with its own experimental challenges and calibration methods (section 5). This
Tutorial provides both a step-by-step guide ideal for non-specialists entering the field and a
comprehensive manual of advanced techniques useful for expert practitioners. All the examples
are complemented by the sample data and the software necessary to reproduce them [33].
2. Getting started
In this section we provide some essential background information on optical tweezers. First,
we will describe a basic optical tweezers setup (section 2.1). Then, we will briefly discuss the
Brownian motion of an optically trapped particle and the most basic optical tweezers calibration
techniques (section 2.2). Finally, we will give a brief overview of more advanced optical
tweezers and of alternative approaches for the trapping and manipulation of microscopic matter
(section 2.3).
2.1. A simple setup
An optical tweezers is a highly-focused laser beam that can trap microscopic particles. In practice,
an optical tweezers can be built by focusing a laser beam through a microscope, which can
be either commercial or homemade. As illustrated in Fig. 2, a basic optical tweezers setup is
comprised of three parts: trapping, imaging, and position detection.
Trapping. In most applications, the laser is continuous wave (CW), whose wavelength is in
the visible or near-infrared region of the spectrum, and whose power is between 10 mW and 1 W.
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The laser beam is expanded by a telescope to overfill the back-aperture of a high-NA microscope
objective, is directed by a dichroic mirror towards the objective, and finally is focused by the
objective to a diffraction-limited spot within the sample holder. This focal spot is the optical
tweezers, which can trap a microscopic particle. Usually, the object to be trapped is suspended in
an aqueous solution, which is held between a microscope slide and a cover slip; sometimes the
particles to be trapped are suspended in other liquids, or in gases, or even in vacuum (section 5).
Imaging. Typically, the trapping and imaging objectives are the same. The light for the imaging
is provided by a condenser, which is an integral part of any microscope. It is convenient to image
through a dichroic beam splitter, which reflects the trapping light to the microscope, but also
transmits some of the imaging light from the condenser to a camera. In both cases, some color
filters are typically required in front of the camera to reduce the intensity of the trapping beam to
an acceptable level such that the camera is not overexposed.
Position detection. To use the optically trapped particle as a microscopic force transducer, it is
necessary to track its position. This can be done by analyzing either the videos of the particle
acquired by the camera (digital video microscopy), or the time series acquired through a position
detector. In this latter case, the condenser collects the forward scattered light and projects it
onto a position detector (typically either a quadrant photodetector or a position sensing detector).
This detects the changes in the forward scattered light pattern due to the changes in the particle’s
position.
2.2. Optical tweezers calibration
An optically trapped particle can be used as an extremely sensitive microscopic force transducer
that can both exert and measure forces ranging from hundreds of piconewtons down to a few
femtonewtons.
An optically trapped particle experiences a harmonic force that tends to keep it near a stable
equilibrium position. Considering only one dimension, for small displacements from the
equilibrium position, the force acting on a colloidal particle positioned at x within a trap centered
at xeq is
Fot = −κx(x − xeq), (1)
where κx is the trap stiffness along the x-direction. The resulting trapping potential is harmonic:
U(x) = 1
2
κx(x − xeq)2. (2)
A typical trajectory of an optically trapped particle can be seen in Fig. 3(a). The particle keeps
on moving due to the presence of Brownian fluctuations. Therefore, an optically trapped particle
is in a dynamic equilibrium between the thermal noise continuously pushing it out of the trap
and the optical forces driving it towards the equilibrium position. For the particle to remain
within the optical trap, the optical potential well must be sufficiently deep. The depth of the
optical potential is typically characterized in units of the thermal energy kBT , where kB is the
Boltzmann constant and T is the absolute temperature. This quantity gives a characteristic energy
scale for mesoscopic phenomena. The potential well of an optical tweezers should be at least a
few kBT deep to be able to confine a particle, as shown in Fig. 3(b).
The analysis of the thermal motion of the optically trapped particle in the optical potential
provides information about the local forces acting on the particle. For example, since the particle
is held in a harmonic trapping potential, its position distribution is Gaussian, as shown in Fig. 3(c),
ρ(x) = ρ0 exp
[
− κx(x − xeq)
2
2kBT
]
. (3)
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Fig. 3. Brownian motion in an optical trap. (a) Trajectory of an optically trapped
Brownian particle x(t) and corresponding (b) optical potential and (c) probability density.
The equilibrium position is xeq = 0 µm. The experimental parameters are in Tab. 1.
By sampling this probability distribution, it is possible to measure κx using the equipartition
theorem. The equipartition theorem states that for a system at thermodynamic equilibrium at
absolute temperature T , the energy associated with each harmonic degree of freedom is equal to
1
2 kBT . Therefore, 〈U(x)〉 = 12 κx
〈(x − xeq)2〉 = 12 κxσ2x = 12 kBT , where σ2x = 〈(x − xeq)2〉 is the
variance of the trapped particle position, and
κx =
kBT
σ2x
. (4)
As we will see in section 3, there are more sophisticated methods to use the thermal fluctuations
of an optically trapped particle to calibrate its stiffness. In particular, it is possible to also exploit
the temporal evolution of the particle in the optical trap, for example by calculating its correlation
and power spectral density.
Once an optical tweezers is calibrated, a constant and homogeneous external force Fext,x shifts
the equilibrium position of the trap. The value of the force can be obtained as:
Fext,x = κx∆xeq, (5)
where ∆xeq is the average particle displacement from the original equilibrium position without
the external force.
2.3. Advanced and alternative approaches
Going beyond the basic setup introduced in the previous section, more advanced setups become
necessary to extend the optical manipulation toolkit, introducing, e.g., optical spanners [34],
optical rheometers [35], optical stretchers [36], and optical sorters [37–39]. These tools allow one
to manipulate multiple particles at once [40–43], rotate particles [44–47], measure the mechanical
properties of biological samples [48], sort particles [49], trap particles with refractive index lower
than their medium [50–53], induce optical binding and collective dynamics [11,54–59]. Complex
optical potentials, such as periodic and random patterns, provide experimental models to study
microscopic and non-linear transport mechanisms [60–67]. Advanced optical manipulation has
been employed also to build and study micromachines [68–70] and optofluidic devices [37,71–76].
Furthermore, optical manipulation setups have also been successfully employed to investigate the
properties of light itself, employing structured light beams with peculiar intensity, phase and
polarization distributions [34, 44, 77–81].
In this section, we will provide a brief overview of the main advanced optical manipulation
techniques. We will consider only the overdamped regime (i.e., particles immerse in a viscous
medium like water), since the case of underdamped systems involves many different experimental
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aspects that will be treated in (section 5). Also, unless otherwise stated, we will assume that
the refractive index of the particles under consideration is higher than that of the surrounding
medium.
2.3.1. Beam steering
Most advanced optical micromanipulation setups require to steer the trapping beam to control
the position of the optical tweezers. The beam steering device can be as simple as a mirror
on a gimbal mount (preferred over conventional kinematic mounts to avoid mirror shifting).
For example, this simple approach can be used to move the optical trap within the sample
instead of moving the sample with a translation stage while keeping the optical trap fixed. More
sophisticated beam-steering devices are also often employed, such as acousto-optic deflectors
and spatial light modulators (SLMs).
When implementing beam steering, it is essential to ensure that the available light reaches
the back aperture of the microscope objective, irrespective of the beam direction. To this end,
a telescope should be added (4f-system) to create conjugate planes between the beam steering
device and the back aperture of the objective, as shown in Fig. 4. This telescope can also be used
to magnify the beam to slightly overfill the back aperture of the objective (to improve trapping),
and a spatial filter can be added at Fourier plane 1 (to remove unwanted higher-order diffraction
patterns), which is conjugated with Fourier plane 2.
Fig. 4. Beam steering mechanism. The trapping beam is steered by the steering device
(e.g., a galvo-mirror, an acousto-optic deflector, or a spatial light modulator). To ensure that
the trapping beam reaches the back aperture of the microscope objective (O) while being
steered, a telescope is added along the beam path (lenses L1 and L2) in a 4f-configuration
( f1 and f2 are the focal lengths of L1 and L2 respectively).
2.3.2. Polarization splitting
The simplest alternative to have two neighboring traps while avoiding the interference between
them is to split the original beam into two orthogonally polarized beams [40,82], as shown in
Fig. 5. If the main control parameter of a given experiment is the distance between the traps, a
single steering device can be enough, keeping one trap fixed while the other one is shifted. This
works fine for a small distance between the traps. If the traps need to be moved over a large area,
it might be useful to use two steering mirrors to minimize the distortion of each trap. Dynamical
control of each trap can be achieved if the gimbal mounts are operated by actuators along the
two axes, giving rise to a continuous motion along arbitrary trajectories in two dimensions in
the sample plane. Finally, this twin-trap approach can also be used in combination with other
advanced techniques, if the aim is to superimpose two complex patterns without interference
between them.
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Fig. 5. Polarization-splitting optical tweezers. A typical Mach-Zehnder setup with
polarizing beam splitters (PBS1 and PBS2) can be used for this purpose. Mirrors GM1
and GM2 should be mounted on gimbal mounts, and the distance between each of them
and the lens L1 should be equal to the focal length of L1 (Fig. 4). For alignment purposes,
both traps should be initially superimposed, arriving exactly at the same point in the sample
plane. The intensity ratio between the traps can also be controlled, by placing a polarizer
followed by a λ/2-retarder at the entrance of the Mach-Zehnder setup. As the retarder is
rotated, the proportion of light reflected and transmitted through PBS1 will change. DM:
Dichroic mirror. M: mirror. O: microscope objective. C: Condenser.
2.3.3. Time-sharing optical traps
A single beam can be used to generate multiple optical tweezers if it is scanned sufficiently
fast, i.e., with a frequency high enough to ensure that an optically trapped particle cannot
diffuse away from the optical trap region between consecutive visits of the laser beam. This
technique is known as time-sharing or laser-scanning optical trap. It can be performed with
different deflecting devices, such as acousto-optic deflectors (AODs), mirror galvanometers
(galvo-mirrors), electro-optic deflectors (EODs), and piezo-mirrors [40, 83–86]. Often, the beam
deflecting devices have only one degree of freedom so that, to achieve beam motion over the
whole sample plane, it is necessary to use two beam deflecting devices, one for each transverse
direction, as illustrated in Fig. 6.
The angular range and the scanning frequency of the beam deflecting device determines the
number of traps that can be created simultaneously and the extent of the trapping area. There is
usually a compromise between the scanning speed and the deflection angular range. The first
setup of time-sharing optical tweezers was built with galvo-mirrors [83], which could reach
scanning frequencies of the order of 10 Hz. Nowadays, there are similar commercial systems that
can reach up to 100 Hz, with a angular range of up to 25◦; however, the angular range in the optical
trapping setup is limited by the maximum acceptance angle of the microscope objective, which
is just a few degrees at most. AODs can attain frequencies from tens to hundreds of kilohertz
with angular ranges of up to 3◦, which makes them very suitable for trapping applications. For
example, these devices have been used in studies of DNA stretching and molecular motors [40].
However, as the AOD working principle is based on the generation of diffraction gratings by
means of the propagation of acoustic waves in a glass or quartz cell, resulting in a periodic
refractive index modulation, it is worth to keep in mind that the diffraction efficiency can be at
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Fig. 6. Time-sharing optical tweezers. The trapping beam is time-shared between several
optical traps using two beam deflector devices along the x- and y-directions (X-BDD and
Y-BDD, respectively). Two telescopes are needed (L1-L2 and L3-L4) to create conjugate
planes between the two deflector devices as well as with the back aperture of the microscope
objective O.
most around 70%. EODs are even faster than AODs, but with smaller angular ranges of fractions
of a degree. Piezo-mirrors are more limited, reaching frequencies of hundreds of Hertz with
angular ranges of only a few hundredths of a degree.
If the position of a given trap is slightly shifted from one visit to the next one, the bead will
follow it, making it possible to describe continuous trajectories within the plane. The average
intensity in each trap can also be controlled by means of the number of visits of the scanning
beam in a full cycle. For example, if a trapping site is visited twice as much as another one, it
will experience twice the average intensity.
2.3.4. Interferometric optical traps
Interference patterns can trap multiple particles simultaneously and generate ordered structures
[54, 55, 87]. For example, consider the simplest interference pattern consisting of alternating
bright and dark fringes. The dynamics of the particles depend on their size with respect to the
characteristic size of the fringes. Particles smaller than the fringes are attracted towards the
bright fringes, while remaining free to move along the fringes. However, much more interesting
dynamics emerge when the particle size is comparable or even larger than the fringes [39, 49, 88].
This has been called the size effect and will be explained in more detail in section 4.6.
To generate alternating bright and dark fringes, we need two collimated beams travelling with
a relative angle: the larger this angle, the smaller the fringe period (the smallest fringe pattern is
half wavelength). One possibility is to use a Mach-Zehnder interferometer using non-polarizing
beam splitters (Fig. 7(a)). A 4 f -system is formed by the lens L1 and the microscope objective
that conjugates the mirror on the gimbal mount and the focal plane of the objective (the objective
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can be replaced by an aspherical lens, since the high-NA requirement may be relaxed in this case).
While an extended interference pattern generates strong intensity gradients in the transverse
plane, the intensity gradient along the propagation direction is usually not enough to trap in 3D
so that the particles are pushed by the scattering force against either the bottom or the top surface
of the sample cell.1 Fig. 7(b) shows an alternative configuration for the interferometer module.
In both configurations (Figs. 7(a) and 7(b)) a single mirror mounted on a gimbal mount is enough
to control the fringe period for small interference angles.
Alternative configurations are possible, an example of which is illustrated in Fig. 7(c). The
1There are some configurations that generate interference with high-NA objectives, achieving 3D trapping of multiple
particles [?].
Fig. 7. Interferometric optical traps. (a) Interferometric optical trap based on a Mach-
Zehnder interferometer. (b-c) Different alternatives for the interferometric module. BS:
Nonpolarizing beam splitter. RP: Right-angle prism. BB: beam block.
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Fig. 8. Holographic optical tweezers. A spatial light modulator (SLM) alters the beam
profile of an incoming optical beam This beam is then relayed by a series of lenses to an
objective that then generates the desired light pattern at the sample. The SLM can be either
placed (a) in a plane conjugated to the back focal plane of the objective, or (b) in a plane
conjugated with the image plane of the objective.
two beams are redirected by mirrors M1 and M2 towards a right-angle prism, which reflects
them towards the objective, which in turn focuses them on the sample. The right-angle prism is
mounted on a single-axis translation stage to control the distance between the reflected beams
and, therefore, the interference angle. A low NA objective is advisable for this configuration to
minimize the changes in the intensity distribution along the z-axis within the sample depth.
An extreme case of interference pattern is a speckle light field, which arises from the interference
of a multitude of coherent waves with random phases, generated when laser light is, e.g., reflected
from a rough surface or transmitted through a turbid medium. Speckle patterns have also been
used for optical manipulation [65, 89, 90].
2.3.5. Holographic optical tweezers
The most versatile optical tweezers setups are arguably based on holographic optical tweezers
(HOTs) [41–43, 91–93]. The basic working principle of HOTs is shown in Fig. 8. The wavefront
of an incident beam is reshaped by a hologram projected on a spatial light modulator (SLM) and
then relayed by a series of lenses to an objective that then generates the desired light pattern at
the sample. In practice, there are many possible different HOT configurations. Discussing their
details is out of the scope of this Tutorial, but a comprehensive review of the topic (including
hologram computing algorithms, a numerical toolbox, and a comparison in terms of the main
parameters such as efficiency, average intensity, uniformity, and percentage standard error) can
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Fourier-plane phase mask Image-plane phase mask
Fig. 9. Phase masks and corresponding light intensity. Diffractive optical elements
displayed on a phase-only SLM for the generation of: (a) a single optical trap laterally and
axially shifted; (b) multiple traps distributed in space (the different brightnesses and sizes
of the spots are due to the different positions of the corresponding traps along the vertical
z-position); (c) a Laguerre-Gaussian beam of topological charge l = −2 laterally shifted; (d)
a Bessel beam of topological charge l = 3. In the cases (a)-(c), the light pattern is obtained
at the Fourier plane (Fig. 8(a)), while in case (d) it is at the image plane (Fig. 8(b)).
be found in Ref. [22]. Here, we will focus our attention on only two approaches.
In the first approach, the desired light pattern at the sample is the Fourier transform of the
modulated laser beam right after the SLM. It is necessary to include a 4 f -system between the
SLM and the back aperture of the objective to conjugate the two optical planes and to perform
spatial filtering (Fourier Plane 1 in Fig. 8(a)). This approach works particularly well to generate
multiple focal spots distributed in predetermined locations in space, which serve as individual
traps. The simplest case is a single steerable trap (Fig. 9(a)), and the corresponding hologram
is a superposition of a blazed diffraction grating (which determines the lateral position of the
focal spot) and a Fresnel lens (which shifts the focal spot along the propagation axis). For the
generation of multiple traps, there are different algorithms to calculate the hologram, such as
the superposition of gratings and lenses, the random mask encoding, the Gerchberg-Saxton
algorithm, and the adaptive-additive algorithm [22]. An example of a phase mask that produces a
set of individual traps can be seen in Fig. 9(b). Structured beams (e.g., Laguerre-Gaussian beams,
Fig. 9(c)) can also be straightforwardly created with this approach. Furthermore, continuous
optical potentials with arbitrary shapes can be produced as well by calculating the corresponding
hologram with the aforementioned algorithms [22].
In the second approach, a phase profile related to the desired light pattern is directly projected
on the SLM and relayed on the objective image plane (this requires an even number of lenses
between the two planes, Fig. 8(b)). This configuration is specially suitable when the field of
interest is not meant to be tightly focused (low-NA optics), e.g., using phase gratings to split the
beam and generate interference fringes at the objective image plane [94]. Also, Bessel beams
(Fig. 9(d)), Mathieu beams, and nondiffracting beams are typically generated at the image plane
instead of at the Fourier plane [45, 52, 79, 95–102].
Typical switching speeds for nematic liquid crystal SLMs can reach 60 Hz with a large number
of discrete phase levels (typically 256), whereas ferroelectric liquid crystal SLMs can switch at a
rate of up to 1 kHz, but with only two phase levels (0 and pi).
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3. Calibration
As we have seen in section 2.2, an optical trap acts as a microscopic Hookeian spring with a fixed
stiffness so that the restoring force is proportional to the displacement of the optically trapped
particle from the center of the optical trap. The calibration of an optical tweezers entails the
determination of the value of the optical trap stiffness, which in general depends on the properties
of both the light beam and the particle. The calibration of an optical tweezers is essential to use
it as a microscopic force transducer, i.e., to measure and exert forces in the femtonewton and
piconewton range.
In principle, it should be possible to determine the value of the stiffness for a given experimental
configuration where the properties of the focused laser beam and the optically trapped particle
are known. In fact, this has been done in certain cases [67, 103–105]. However, this is in general
a cumbersome task because an exact description of the focused beam and its interaction with
particles depends on several parameters that are very difficult to know accurately and may vary
drastically even within the same experiment. For example, just the theoretical description of the
focused beam requires precise information about the focusing lens, the thickness of the coverslip,
the refractive index of the media, and the position of the focus inside the sample. Moreover,
even with all this information at hand, the interaction between a focused beam and a trapped
object is very complex, requiring to solve a computationally intensive electromagnetic scattering
problem [22]. Therefore, the development and improvement of in-situ calibration methods have
been very important to extend the practical applications of optical tweezers.
The calibration methods can be classified as either passive or active. Passive methods (sections
3.2 to 3.10) use information about the Brownian trajectory of a particle trapped in a static
optical tweezers. Active methods (section 3.11) analyze the response of the particle to a known
time-dependent perturbation to the optical trap exerted by an external force, e.g., generated by a
periodic movement of the sample cell or of the position of the optical tweezers. The force exerted
by the optical tweezers can also be directly determined by measuring how the trapping light is
scattered using a digital camera or a photodetector (section 3.12). Most of the mathematical
details regarding the non-linear fitting are in section 3.13.
To illustrate these calibration methods, we have carried out a series of experiments (Table 1).
The experimental data and the MATLAB implementation of the calibration techniques explained
in this section are provided as supplementary materials [33]. An overview and comparison of the
calibration methods is in Table 2 and the results obtained on the test datasets is in Table 3.
We remark that all methods we are going to describe rely on the knowledge of the particle
position in units of length (i.e., meters). However, the detection devices used in optical tweezers
setups (e.g., CCD cameras, quadrant photodiodes, and position sensitive detectors) provide
signals in pixels or volts. Therefore, it is necessary to determine the conversion factor from pixels
or volts to meters. For CCD camera, the pixel-to-meter conversion factor can be determined
by standard microscopy techniques (e.g., by using a target with know dimensions) [22, 32]. For
quadrant photodiodes or position sensitive detectors, the volt-to-meter conversion factor can be
determine by scanning an optically trapped particle across a (much weaker) detection beam, in
which case one need to have at least two beams. It is also possible to perform this calibration
self-consistently using only the position signal of an optically trapped particle acquired by a
photodetector, when the diffusion coefficient D of the particle is know (e.g., when the particle
radius, the medium viscosity and the temperature are known). The basic idea is that the knowledge
of D determines the scaling factor of the functions of the particle position used in the calibration
process. The details go beyond this Tutorial and can be found in Ref. [22].
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Parameter Value
Particle Polystyrene particle, radius a = 1.03 µm
Laboratory temperature T = 20◦C = 293.15 K
Sampling frequency fs = 105 Hz
Sampling timestep ∆t = f −1s = 10−5 s
viscosity (water) η = 1.00 mPa s
friction coefficient (Stokes’ law (6)) γ(th) = 19.4 pN ms µm−1
diffusion coefficient (Einstein-
Smoluchowski relation (7))
D(th) = 0.21 µm2s−1
number of experimental trajectories M = 5
number data points for each experiment N = 106
objective lens Olympus UPLSAPO 60× 1.2 NA water im-
mersion
laser wavelength 1064 nm
laser power at the sample for experiment I,
II, and III
2.3 mW, 6.0 mW, and 9.2 mW
Table 1. Experimental parameters. A microscopic particle immersed in water is trapped
with a tightly-focused laser beam in a standard optical tweezers configuration and tracked
using a quadrant photodiode at three different laser powers.
3.1. Time series acquisition and notation
We consider a spherical particle of radius a immersed in a fluid with viscosity η at an absolute
temperature T . According to Stokes’ law, the friction coefficient is given by:
γ = 6piηa, (6)
while the diffusion constant is given by the Einstein-Smoluchowski relation
D =
kBT
γ
, (7)
where kB = 1.3806 · 10−5 pN µm K−1 is Boltzmann’s constant. The trajectory x(t) of an
overdamped Brownian particle is described by the overdamped Langevin equation
dx(t)
dt
=
1
γ
F(x) +
√
2DWx(t), (8)
where F(x) is a deterministic force exerted on the particle (in our case the optical force) andWx(t)
is a white noise with zero mean and Dirac-delta-correlated variance, i.e., 〈Wx(t)Wx(t ′)〉 = δ(t−t ′).
Experimentally, the particle’s position is recorded at discrete times, yielding a time series {x`}N`=1,
where x` ≡ x(t`) at times t` = `∆t with ` = 1, . . . , N . To provide estimates with error bars, we
can either repeat the experiment M times or divide the time series of a single experiment of size
S into M blocks of N = S/M data points each. Either way, we end up with a set of times series
{x(m)
`
}N
`=1 for m = 1, . . . ,M . A summary of the notation is in Table 4.
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Potential analysis (section 3.2)
ρ(x) = ρ0e
−U (x)
kBT
Result. It infers only κx .
Advantages. Works for any potential (not only harmonic potentials); it does not require fast acquisition but long acquisition
times (in a harmonic optical trap, T  τot,x , where τot,x is the optical trap characteristic time). Disadvantages. It does
not provide the dynamical properties of the optically trapped particle (e.g., γ or D).
Equipartition method (section 3.3)
κx =
kBT
〈(x−xeq)2〉
Result. It infers only κx .
Advantages. The simplest and easiest method to implement; it does not require fast acquisition. Disadvantages. It is
restricted to harmonic potentials; it requires large datasets taken for long times T  τot,x ; the inferred values are very
sensitive to errors in the position detection.
Mean squared displacement (MSD) analysis (section 3.4)
MSDx (τ) = 2kBTκx
(
1 − e−
|τ |
τot,x
)
Result. It infers both κx and γ. Advantages. it tends to provide accurate values. Disadvantages. It only applies to
harmonic potentials; it is very slow due to the large number of operations in estimating MSD; it requires fitting a non-linear
function; experimental errors are correlated making estimation from least squares more involved.
Autocorrelation function (ACF) analysis (section 3.5)
Cx (τ) = kBTκx e
− |τ |τot,x
Result. It infers both κx andγ. Advantages. Algorithmically faster than MSD. The fitting can be transformed into a linear
one. Disadvantages. It only applies to harmonic potentials; it requires fitting a function; experimental errors are correlated
making estimation from least squares more involved.
Power spectral density (PSD) analysis (section 3.6)
Px ( f ) = 12pi2
D
f 2c,x+ f 2
Result. It infers both κx and γ. Advantages. Algorithmically faster than MSD and ACF; it provides accurate results; it
can filter unwanted noise. Disadvantages. It only applies to harmonic potentials; one must fit a function, but this can be
transformed into a linear problem. Key reference: [106]
Force reconstruction via maximum-likelihood-estimator (FORMA) analysis (section 3.8)
L
(
{xn }Nn=1 | {x0n }Nn=1, κx/γ, D
)
Result. It infers both κx and γ. Advantages. It is computationally fast to implement; it does not require a large dataset;
the estimates are given by simple analytical expressions; it can be extended to any dimension and non-conservative forces.
Disadvantages. It works for∆t  τot,x , although this can be generalized; estimates for the friction coefficient are sensitive
to the exposure time. Key reference: [107]
Bayesian inference analysis (section 3.9)
P(κx/γ, D) =
L
(
{xn }Nn=1 |{x0n }
N
n=1, κx /γ,D
)
P0(κx /γ,D)
Z
Result. It infers both κx and γ. Advantages. It is computationally fast to implement; it can handle small datasets and
include information a priori; the estimates are given by simple analytical expressions; it gives the whole probability of the
estimates; it can be extended to any dimension and non-conservative forces. Disadvantages. it works for ∆t  τot,x ,
although this can be generalized; estimates for the friction coefficient are sensitive to the exposure time. Key reference: [108]
Table 2. Overview and comparison of calibration methods in one dimension in the
passive configuration. In this table we summarize the practical details of each method,
together with advantages, disadvantages and a key reference, whenever possible.
3.2. Potential analysis
The potential method is fairly easy to implement and works for any conservative force with
a potential that enables equilibrium of the particle in an accessible time. For a conservative
force F(x) = − dU(x)dx , where U(x) is the equilibrium potential, and the probability density of
finding the particle at a given position x at thermal equilibrium follows the Maxwell-Boltzmann
distribution:
ρ(x) = ρ0e−
U (x)
kBT , (9)
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Method Experiment I (2.3 mW) Experiment II (6.0 mW) Experiment III (9.2 mW)
Linear fit / Non-linear fit Linear fit / Non-linear fit Linear fit / Non-linear fit
Potential κ(ex) 13.6 ± 0.2 / 13.6 ± 0.2 34.5 ± 0.2 / 34.6 ± 0.2 56 ± 0.4 / 56 ± 0.4
MSD κ(ex) ——— / 13.62 ± 0.04 ——— / 34.95 ± 0.09 ——— / 56.4 ± 0.2
γ(ex) ——— / 18.7 ± 0.1 ——— / 18.91 ± 0.08 ——— / 19.02 ± 0.08
D(ex) ——— / 0.216 ± 0.001 ——— / 0.2141 ± 0.0009 ——— / 0.2129 ± 0.0008
τot,x ——— / 1.376 ± 0.005 ——— / 1.3761 ± 0.001 ——— / 0.3371 ± 0.0004
ACF κ(ex) 13.5 ± 0.4 / 13.542 ± 0.004 35 ± 5 / 34.83 ± 0.09 56 ± 7 / 55.7 ± 0.2
γ(ex) 18 ± 1 / 18.5 ± 0.4 19 ± 6 / 18.8 ± 0.3 18 ± 5 / 18.5 ± 0.4
D(ex) 0.22 ± 0.01 / 0.219 ± 0.005 0.22 ± 0.07 / 0.216 ± 0.004 0.22 ± 0.06 / 0.219 ± 0.005
τot,x 1.37 ± 0.04 / 1.37 ± 0.03 0.54 ± 0.09 / 0.539 ± 0.007 0.33 ± 0.05 / 0.332 ± 0.006
PSD κ(ex) 13.6 ± 0.3 / 13.5 ± 0.5 34.7 ± 0.5 / 34.6 ± 0.7 55.6 ± 0.7 / 55 ± 1
γ(ex) 19.23 ± 0.05 / 19.2 ± 0.3 19.22 ± 0.05 / 19.2 ± 0.3 19.26 ± 0.05 / 19.2 ± 0.4
D(ex) 0.2105 ± 0.0006 / 0.211 ± 0.004 0.2106 ± 0.0006 / 0.211 ± 0.003 0.2101 ± 0.0006 / 0.211 ± 0.004
f
(ex)
(c,x) 112 ± 2 / 112 ± 2 287 ± 3 / 287 ± 2 460 ± 4/ 460 ± 2
Direct estimation Direct estimation Direct estimation
Equipartition κ(ex) 13.6 ± 0.4 34.9 ± 0.6 56 ± 1
FORMA κ(ex) 13.7 ± 0.4 35.8 ± 0.7 58 ± 1
γ(ex) 21.8 ± 0.4 22.7 ± 0.3 23.6 ± 0.5
D(ex) 0.186 ± 0.003 0.178 ± 0.003 0.172 ± 0.003
Bayesian κ(ex) 13.3 ± 0.3 34.9 ± 0.5 59.6 ± 0.7
inference γ(ex) 21.59 ± 0.05 22.27 ± 0.05 24 ± 0.06
D(ex) 0.1875 ± 0.0005 0.1817 ± 0.0004 0.1686 ± 0.0004
Table 3. Experimental results. Experimental values for the trap stiffness κ in [pN µm−1],
the friction coefficient γ in [pN ms µm−1], the diffusion constant D in [µm2s−1], the τot,x
in [ms], and f (ex)(c,x) in [Hz] inferred using various calibration methods on the data from
the experiments I, II and III (Table 1, note, in particular, the expected values γ(th) = 19.4
pN ms µm−1and D(th) = 0.21 µm2s−1). The table is divided in two parts corresponding to
the methods requiring fitting a function (linear fit / non-linear fit) and to those not requiring
it (direct estimation).
where ρ0 is a normalization factor ensuring that
∫
ρ(x)dx = 1. The potential U(x) can then be
reconstructed as
U(x) = −kBT ln ρ(x)
ρ0
. (10)
The expression in equation (9) is an equilibrium distribution that theoretically corresponds
to the probability of finding a particle at a given position x from an statistical ensemble of
independent particles. In practice, this distribution is usually computed from data sets coming
from the trajectory of a particle, consisting of data points not necessarily uncorrelated. For
example, in a harmonic potential, two points along the trajectory x(t) and x(t ′) are uncorrelated
if |t − t ′ |  τot,x , where τot,x = γ/κx is the characteristic relaxation time of the trap. Thus,
to ensure that we have enough independent samples Ts  ∆t  τot,x (the second condition
ensures that the samples are uncorrelated). An important limitation of the potential methods is
that, to sample rare events (e.g., the anharmonicity of the potential), one requires a number of
measurements N ∼ 1ρ(x) , and depending on the point x, N can be extraordinarily large. On the
other hand, being an equilibrium method, the potential method does not rely on the knowledge of
the viscosity and the radius of the particle to obtain an estimate for the trap stiffness.
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Notation Explanation
x` ≡ x(t`) position of particle at time t` = `∆t
{x(m)
`
}N
`=1 recorded time series of particle’s position during the m-th experiment
with N samples
{ xˆ(m)
`
}L`=1 uncorrelated time series at time intervals `∆̂t with ∆̂t = r∆t and r an
integer
κ
(ex)
x experimental estimate of the trap stiffness
τ
(ex)
x experimental estimate of characteristic relaxation time
D(ex), D(th) experimental estimate and theoretical value of diffusion constant
γ(ex), γ(th) experimental estimate and theoretical value of friction coefficient
Ts total acquisition time for each experiment m
Table 4. Notation. In this table we summarize the notation related to the acquisition of the
time series and that of theoretical and inferred values of the parameters of the optical trap
and that of the particle.
Given a series of trajectories { xˆ(m)
`
}N
`=1 with m = 1, . . .M, the experimental distribution
ρ
(ex)
m
(
x; { xˆ(m)
`
}N
`=1
)
is constructed as follows:
0
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Fig. 10. Potential analysis. Comparison between theoretical expressions and experimental
estimates for (a-c) the equilibrium distribution and (d-f) the trap potential for a particle
optically trapped at three different powers: (a, d) 2.3 mW, (b, e) 6.0 mW, and (c, f) 9.2 mW
(Table 1). The blue markers are the experimental measurements, the solid black lines are
the linear fitting, and the dashed red lines are the non-linear fitting. The black circles
are the equilibrium distribution and trap potential obtained with the equipartition method
(section 3.3). The estimates for the trap stiffness κx are given in Table 3.
18
1. Determine the common maximum and minimum values of the position variable, denoted
xmax and xmin, respectively.
2. Discretize the interval [xmin, xmax] into P bins as:
xα = xmin +
α
P
(xmax − xmin) , α = 0, 1, . . . , P − 1 (11)
3. Use the m-th time series to calculate the frequency of data points falling in each subinterval,
obtaining the normalized histogram of P bins for the M experiments, i.e., the estimates
{ρ(ex)m (xα)}Mm=1 for ρ(x).
4. Calculate the experimental mean value and variance, viz.
ρ(ex)(xα) = 1M
M∑
m=1
ρ
(ex)
m (xα) , [∆(ρ)α ]2 = 1M − 1
M∑
m=1
[
ρ
(ex)
m (xα) − ρ(ex)(xα)
]2
(12)
for each bin α = 0, 1, . . . , P − 1 in the histogram.
5. Obtain the experimental potential for each experiment as
U(ex)m (xα) = −kBT ln ρ(ex)m (xα), (13)
from which we can obtain the mean values U(ex)(xα) and their errors ∆(U)α in a similar way
as in equation (12).
6. Using the expression for the harmonic potential (equation (15)) and the experimental
dataset {xα, ρ(ex)(xα),∆(ρ)α }, find the estimates of the parameters κx and xeq by means of
a weighted non-linear least-square regression. Alternatively, the experimental dataset
{xα,U(ex)(xα),∆(U)α } allows us to build a linear model and solve it analytically with linear
least-square fitting (section 3.13).
As an example, Fig. 10 illustrates the experimental distributions and potentials for a particle
optically trapped at three different powers (corresponding to experiments I, II, and III, Table 1).
By means of either a linear (black solid lines) or non-linear fit (dashed red lines), we are able to
estimate the value of κ(ex)x for the experiments I, II and III (using P = 50 bins and the M = 5
experiments to estimate error bars for each bin). These estimates of κ(ex)x are given in Table 3.
3.3. Equipartition method
The equipartition method is a very simple and easy to implement method, which does not even
require fitting a function. The equipartition method is a particular case of the potential method
where we assume a harmonic potential:
U(x) = κx
2
(x − xeq)2, (14)
so that the particle position distribution corresponds to the Gaussian distribution
ρ(x) =
√
κx
2pikBT
exp
{
− κx
2kBT
(x − xeq)2
}
. (15)
Thus, the thermal average of the potential is
〈U(x)〉 = 1
2
κx 〈(x − xeq)2〉 = κx2
∫ ∞
−∞
ρ(x)(x − xeq)2dx = 12 kBT, (16)
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which is a restatement of the equipartition theorem, imposing that the energy associated with
the harmonic potential degree of freedom is equal to 12 kBT . This provides a direct method to
estimate κx as
κx =
kBT
〈(x − xeq)2〉 , (17)
where we can estimate the equilibrium average 〈(x − xeq)2〉 by a time average. As for the
potential method, the trajectory needs to be long enough to probe the equilibrium distribution
(Ts  ∆t  τot,x) and work with the uncorrelated subsample { xˆ(m)` }L`=1.2
For each trajectory m = 1, . . . ,M , an estimate of the ensemble average 〈(x − xeq)2〉 is given by
its sample variance
σ
(ex)2
x,m =
1
L
L∑`
=1
(
xˆ(m)
`
− x(ex)eq
)2
, (18)
where x(ex)eq,m = 1L
∑L
`=1 xˆ
(m)
`
corresponds to the sample mean of the m-th experiment. Thus, for
each experiment we obtain
κ
(ex)
x,m =
kBT
σ
(ex)2
x,m
. (19)
Using the results of the M experiments, we calculate its mean value and variance, viz.
κ
(ex)
x =
1
M
M∑
m=1
κ
(ex)
x,m, σ
2
(κx ) =
1
M − 1
M∑
m=1
(
κ
(ex)
x,m − κ(ex)x
)2
. (20)
Using this approach on the experiments I, II and III (Table 1), yields the estimates of κx
reported in Table 3. These estimates are consistent with those obtained using the potential method
albeit with larger errors. The harmonic potential corresponding to these estimates of the stiffness
is plotted with black circles in Fig. 10 and is also in good agreement with the directly measured
potential (blue circles).
Since the estimation of κx depends on the inverse of the variance of the position, any random
error in the position detection will always lead to an underestimation of the stiffness. On the
other hand, if the data position is retrieved after a band-pass filter operation, the variance will
diminish and hence the stiffness will be overestimated.
3.4. Mean squared displacement analysis
Differently from the previous two methods, the mean squared displacement (MSD) analysis
takes advantage of the time-correlated properties of the motion of the Brownian particle in the
harmonic potential. From the Langevin equation (8) with linear restoring force F(x) = −κx x,
the MSD is:
MSDx(τ) = 〈[x(t + τ) − x(t)]2〉 = 2kBT
κx
[
1 − e−
|τ |
τot,x
]
, (21)
where 〈(· · · )〉 denotes time average and τot,x = γκx is the characteristic relaxation time.3 MSDx(τ)
comprises two different time regimes: for τ  τot,x , MSDx(τ) ≈ 2kBTγ |τ |, the particle exhibits
2It is possible also to use a correlated time series as long as the sampling is done at regular time intervals.
3Following Ref. [109], we first see that the formal solution of the Langevin equation (8) is given by
x(t) = x(0)e−t/τot,x +
√
2D
∫ t
0
dsWx (s)e−(t−s)/τot,x . (22)
From here one can find, using the properties of white noise ofWx (s), that
x(t1)x(t2) = x2(0)e−(t1+t2)/τot,x + Dτot,x
(
e−|t1−t2 |/τot,x − e−(t1+t2)/τot,x
)
. (23)
This result can be used to derive the expression for the MSDx (τ) given by equation (21).
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free diffusion, while for τ  τot,x , MSDx(τ) ≈ 2kBTκx , the particle feels the harmonic potential
and we recover the equipartition result given by equation (17).
If we measure MSDx(τ) experimentally (blue markers in Figs. 11(a-c)), we can estimate the
trap stiffness κx from a nonlinear fit to equation (21). This requires that ∆t < τot,x , such that the
time series {x(m)n }Nn=1 is correlated for each m = 1, . . . ,M. Denoting tj = j∆t for j = 1, . . . , N
and τ` = `∆t, the experimental estimate for the MSD is:
MSD(ex)x,m(τ`) = 1N − `
N−∑`
j=1
[x(m)
j+`
− x(m)j ]2. (24)
From the estimates {MSD(ex)x,m(τ`)}Mm=1, we obtain their experimental mean and covariance matrix:
MSD(ex)x (τ`) = 1M
M∑
m=1
MSD(ex)x,m(τ`),
∆
[MSD(ex)]
`,`′ =
1
M − 1
M∑
m=1
(
MSD(ex)x,m(τ`) −MSD(ex)x (τ`)
) (
MSD(ex)x,m(τ`′) −MSD(ex)x (τ`′)
)
.
Using the experimental dataset {MSD(ex)x (τ`),∆[MSD
(ex)]
`,`′ } and the theoretical model of the MSD
in equation (21), we construct χ2 according to equation (73) and minimize it numerically to find
the estimates κx and τot,x (red shaded lines in Figs. 11(a-c)). There are several aspects to consider
when proceeding with the non-linear fitting: First, since the experimental data is time-correlated,
we need the covariance matrix when inferring the parameters from the non-linear fitting. Second,
as the MSD shows two distinct time-regimes, we must be sure to have a good balance of points in
both regimes to avoid overweighting one respect to the other. Third, the experimental error of
the MSD increases as the lag time grows since the number of data points used to estimate MSD
diminishes. Fourth, errors in position detection have a strong impact particularly in the short time
regime, because the MSD is proportional to the position squared. It is good practice to exclude
the short times from the MSD fit, up to a fraction of the expected τot,x, as we did in Fig. 11.
For the experimental data recorded in experiments I, II and III (Table 1), we perform the non-
linear fitting on the interval [0.5τot,x, 6τot,x] and estimate the errors as explained in section 3.13.
This provides us with the estimates for κ(ex)x and τ
(ex)
ot,x , from which γ = κxτot,x and D is given by
the Einstein-Smoluchowski relation (7). All these estimates are reported in Table 3.
Experimental MSD
Non-linear fitting
Fig. 11. Mean square displacement (MSD) analysis. Comparison between the theoretical
expression (21) of the MSD and the experimental estimates for a particle optically trapped at
(a) 2.3 mW, (b) 6.0 mW, and (c) 9.2 mW (Table 1). The red dashed lines are the non-linear
fitting and the blue markers with error bars are the experimental estimates. The data are
fitted in the interval [0.5τot,x, 6τot,x] (the upper limit is shown by the dashed vertical lines).
The estimates are given in Table 3.
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The MSD analysis has a few clear advantages over the equilibrium methods described in the
previous two sections. First, the MSD uses more information so that the trap stiffness is estimated
more precisely. Second, the MSD analysis can infer also dynamic properties, namely the friction
coefficient, which is not directly accessible with the equilibrium methods. However, care must be
taken when fitting a function with correlated errors and to have a good balance of data points
between the short-time and long-time regimes.
3.5. Autocorrelation function (ACF)
Starting from the Langevin equation (8) with linear restoring force F(x) = −κx x, the position
autocorrelation function (ACF) is [109]
Cx(τ) = 〈x(t + τ)x(t)〉 = kBT
κx
e−
|τ |
τot,x . (25)
From a correlated time series sampled at regular time steps ∆t, we can estimate the ACF by using
C(ex)x,m(τ`) = 1N − `
N−∑`
j=1
x(m)
j+`
x(m)j , (26)
which gives a set of estimates {C(ex)x,m(τ`)}Mm=1 for each experiment m = 1, . . . ,M (blue markers
with error bars in Figs. 12(a-c)). From these estimates, we obtain their experimental mean and
covariance matrix:
C(ex)x (τ`) = 1M
M∑
m=1
C(ex)x,m(τ`), (27)
∆
[C(ex)x ]
`,`′ =
1
M − 1
M∑
m=1
(
C(ex)x,m(τ`) − C(ex)x (τ`)
) (
C(ex)x,m(τ`′) − C(ex)x (τ`′)
)
. (28)
Using the the autocorrelation equation (25), we can build χ2(κx, τot,x) according to equation
(73) and minimize with respect to the parameters κx and τot,x , solving the resulting set of
equations by means of non-linear procedures using iterative solutions (red dashed lines in
Figs. 12(a-c)). Another possibility is to use the logarithm of the autocorrelation instead, i.e.,
Experimental ACF
Linear fitting
Non-linear fitting
Fig. 12. Autocorrelation function (ACF) analysis. Comparison between the theoretical
expression (25) of the ACF and the experimental estimates for a particle optically trapped at
(a) 2.3 mW, (b) 6.0 mW, and (c) 9.2 mW (Table 1). The black solid lines and red dashed
lines are the linear and non-linear fitting, respectively, while the blue markers with error bars
are the experimental estimates. The data are fitted on the interval [0, 2.5τot,x] (the upper
limit is shown by the dashed vertical lines). The estimates are given in Table 3.
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lnCx(τ) = ln(kBT/κx) − τ/τot,x and perform a linear regression, in which case the experimental
dataset is {lnC(ex)x (τ`)} together with their covariance matrix for the M experiments (black solid
lines in Figs. 12(a-c)). As in the MSD analysis, from the estimates for κx and τot,x we can
determine estimates for γ = κxτot,x and D = kBT/γ.
As in the MSD analysis, the ACF analysis requires ∆t  τot,x and Ts  τot,x . Furthermore,
since the ACF function decays exponentially with time, only the values corresponding to short
times, around the relaxation time, are relevant to get the information of the confining potential.
The estimates for κx , τot,x , γ and D performing the fittings on the interval [0, 2.5τot,x] are
provided in Table 1. The ACF analysis results are comparable to those obtained with the MSD
analysis, both using non-linear and analytical linear regression. However, the errors for κ(ex)x are
bigger than those obtained from the MSD analysis, which can be expected from the expression of
the ACF (equation (25)), whose initial value is solely determined by the trap stiffness and not the
decaying behavior so that we only have one data point to estimate κ(ex)x . An important difference
is also the computation time: while the ACF is computed with very efficient algorithms based on
the Fast Fourier Transform, the MSD requires a rather inefficient numerical computation.
3.6. Power spectral density (PSD)
Calibration of an optical tweezer by means of the power spectral density (PSD) is considered to
be one of the most reliable methods due to its ability to remove common sources of noise with
relative ease since one works in frequency space. In contrast to other methods, the PSD analysis
is very robust to unwanted periodic noise in the extracted trajectory of the particle, due to, for
example, illumination, electronic noise, fan noise of different electronic components inside the
laboratory, or even some resonant vibration that is difficult to isolate with optical tables. The
method explained in this section is based on Ref. [106].
Starting from the Langevin equation (8) with F(x) = −κx x and performing a Fourier transform,
one obtains the PSD, which has a Lorentzian form and is the expected value of the average energy
in the frequency domain,
P( f ) = 〈| x˜( f )|2〉 = 1
2pi2
D
f 2c,x + f 2
, (29)
Fig. 13. Power spectral density analysis. Comparison between the theoretical expres-
sion (29) and experimental estimates for a particle optically trapped at (a) 2.3 mW, (b)
6.0 mW, and (c) 9.2 mW (Table 1). The blue dots are the experimental estimates | xˆk |
2
Ts
given
by equation (37), the solid red lines correspond to its expected value P(ex)α = 〈| xˆk |2/Ts〉nw
over the nw frequencies belonging to the subdomain α, and the black dashed lines are the
result of the linear fitting. The vertical dotted lines indicate the maximum frequency used to
perform the fitting; in this example, fmax ≡ max{ fα} = fNyq/4 = fs/8. The estimates are
given in Table 3.
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where x˜( f ) is
x˜( f ) = 1√
T
∫ T
0
x(t)e−i2pi f tdt,
and fc,x = κx/(2piγ) = 1/(2piτot,x) is the corner frequency. To derive equation (29), we have used
the fact that the spectrum of the zero-mean white noise, |W˜x( f )|2, has an exponential distribution
with an expected value 〈|W˜x( f )|2〉 = 1.
Experimentally, we have a trajectory sampled with frequency fs = 1/∆t up to time Ts, i.e.,
a time series xj = x(tj) with tj = j∆t and j = 1, . . . , N , which is used to perform the discrete
Fourier transform (DFT):
xˆk = ∆t
N∑
j=1
ei2pi fk tj xj = ∆t
N∑
j=1
ei2pi jk/N xj . (30)
It is expected that 〈| xˆk |2〉/Ts ≈ 〈| x˜( fk)|2〉when fs  fc,x , so it is important to sample the trajectory
at frequencies some orders of magnitude higher than the corner frequency. Furthermore, the
discrete PSD will suffer from aliasing. A simple formula for the expected value of the aliased
PSD can be derived from the discretized Einstein-Ornstein-Uhlenbeck process [106], yielding
P(aliased)
k
=
〈| xˆk |〉
Ts
=
(∆x)2∆t
1 + c2 − 2c cos(2pi fk∆t/N), (31)
where ∆x = ((1− c2)D/2pi fc,x)1/2 and c = e−2pi fc,x/ fs . As long as we sample at frequencies some
orders of magnitude higher than the corner frequency, we can mitigate the aliasing by simply
cropping the spectrum at a frequency below the Nyquist frequency fNyq = fs/2.
In principle, the expected value in the PSD can be estimated by averaging the experimental
values | xˆk |2/Ts over a large set ofM experiments. In practice, one would need to acquire hundreds
of experiments to have a good estimation. Therefore, it is common to apply a compression process
to obtain a good estimation of the expected value with only one or a few experiments. Windowing
is the most common compression process: it divides the frequency domain in Nw narrow and
equidistant subdomains with nw values, whose average represents the expected value at the
corresponding mean frequency of the subdomain. This gives rise to the reduced experimental
dataset for the PSD P(ex)α = 〈| xˆk |2/Ts〉nw with average frequency fα, with α = 0, 1, 2, . . . , Nw − 1.
With this procedure, the error in the expected value is σ(ex)α = P
(ex)
α /√nw. If multiple realizations
of the experiment are available, it is also possible to first compress the experiments and then
average the results, giving an error σ(ex)α = P
(ex)
α /
√
Mnw.
Once the experimental PSD is estimated, the parameters fc,x andD are estimated by least-square
fitting. Using directly the model (29) and the data set { fα, P(ex)α }Nw−1α=0 with their associated
weights,Wα = 1/(σ(ex)α )2, we can build χ2( fc,x,D) according to equation (73) and then apply the
non-linear fitting procedure obtaining a numerical solution for the estimates. Alternatively, an
analytical linear fitting can be performed using the experimental dataset { f 2α, 1/P(ex)α }Nw−1α=0 with
weights given byWα = 1/(P(ex) −1α /√nw)2 and the linear model 1/P( f ) = 2pi2 f 2/D+ 2pi2 f 2c,x/D.
Finally, an analytical solution can also be found [106] which minimizes
χ2( f 2c,x,D) =
1
Nw
Nw−1∑
α=0
(
P(ex)α − P( fα; f 2c,x,D)
P( fα; f 2c,x,D)/√nw
)2
. (32)
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The analytical solutions for the estimates using χ2 defined by equation (32) are
f (ex)c,x =
√
S0,1S2,2 − S1,1S1,2
S1,1S0,2 − S0,1S1,2 , (33)
D(ex) = 2pi2
(
S0,2S2,2 − S21,1
S1,1S0,2 − S0,1S1,2
)
, (34)
where Sp,q =
∑Nw
k
f 2p
k
P(ex) q
k
. The errors for these estimates are
σ( f (ex)c,x )
f (ex)c,x
=
1√
(u − v) f (ex)c,x Ts
, (35)
σ(D(ex))
D(ex)
=
√
u
(xmax − xmin)pi f (ex)c,x Ts
, (36)
where xmin = fmin/ f (ex)c,x , xmax = fmax/ f (ex)c,x , u = 2xmax1+x2max −
2xmin
1+x2min
+ 2 arctan
(
xmax−xmin
1+xmaxxmin
)
, v =
4
xmax−xmin arctan
2
(
xmax−xmin
1+xmaxxmin
)
, and fmin and fmax correspond to the minimum and maximum on
the list of frequencies { fα}.
The blue dots in Figs. 13(a-c) show the values | xˆk |2/Ts computed by a fast Fourier transform
for the trajectories acquired in experiments I, II, and III (Table 1):
| xˆk |2
Ts
=
∆t2
Ts
|FFT{{xj}Nj=1}k |2 with fk =
k
Ts
for k = 0, 1, 2, . . . , N/2. (37)
Their expected values are obtained by compression using Nw = 500 (solid red lines in Figs. 13(a-
c)) and used to fit the Lorentzian function given by equation (29) using equations (33) and (34)
(dashed black lines in Figs. 13(a-c)). To avoid aliasing (which gives rise to the plateau at high
frequencies), the fitting was performed only with data corresponding to frequencies smaller than
fmax = fNyq/4 = fs/8. From this fitting, we obtain the estimates for fc,x and D and, from these,
the estimates for κx , τot,x , and γ. Repeating this procedure for M = 5 experiments, we obtain the
mean values of the estimates and their errors. All these estimates are reported in Table 3.
3.7. Drift method
The drift method [110–113] relies on the fact that the drag force must be equal to the optical
force. From the Langevin equation (8), this implies that
F(x0) = 6piηa 〈∆x〉x0
∆t
, (38)
where 〈∆x〉x0 is the local drift, which is the average displacement of a particle when located at
initial position x0 and under the external force Fx0 during a time interval ∆t.
From an experimental trajectory the local drift can be estimated as the conditional average
〈∆x〉x0 =
1
S
S∑
i=1
[xi(t + ∆t) − xi(t) | |xi(t) ≈ x0] , (39)
where the S corresponds to the number of times the initial position of the particle is close to x0.
When applying this method there are several caveats. First, the size of the volume element
near x0 must be small enough to probe correctly the spatial variations of the force field. Second,
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the position of the particle must be measured with a precision much smaller than that of the
volume element. Finally, equation (38) is valid when the diffusion coefficient is constant, while
the presence of a space-dependent diffusion coefficient (e.g., due to hydrodynamics) leads to the
emergence of spurious drift [112, 113].
In the presence of a spurious drift, a diffusion gradient term need to be added to equation (38)
leading to
F(x0) = γ(x0) 〈∆x〉x0
∆t
− αγ(x0)dD(x0)dx0 , (40)
where α may take values in the interval [0, 1], depending on the specific stochastic process being
modelled. In particular, α = 1 corresponds to a colloidal particle in a thermal bath [114–116].
3.8. Force reconstruction via maximum-likelihood-estimator analysis (FORMA)
The force reconstruction via maximum-likelihood-estimator analysis (FORMA) was introduced
recently to retrieve the force field acting on a Brownian particle from the analysis of its
displacements [107]. This method is able to estimate accurately the conservative and non-
conservative components of the force field with important advantages over the previously
discussed techniques, being parameter-free, requiring ten-fold less data and executing orders-of-
magnitude faster [107].
Let us consider a particle in a harmonic potential and suppose that after a time interval
∆t  τot,x the Brownian particle is at a position x, having started at position x0. Repeating this
measurement N times, the likelihood of observing this set of measurements is
L({xn}Nn=1 |{x0n}Nn=1, κx/γ,D) =
1
(4piD∆t)N/2 exp
[
− 1
4D
N∑
n=1
∆t
(
xn − x0n
∆t
+ x0n
κx
γ
)2]
, (41)
which depends on the parameters κx/γ and D. By maximizing the logarithm of the likelihood
given by equation (41) with respect to the parameters κx/γ and D, one obtains the so-called
maximum likelihood estimators (MLEs) for a given time series {x(m)
`
}N
`=1:
κ
(ex)
x,m
γ
= −
∑N−1
n=1 x
(m)
n
x
(m)
n+1−x
(m)
n
∆t∑N−1
n=1 [x(m)n ]2
, D(ex)m =
∆t
2N
N−1∑
n=1
(
x(m)
n+1 − x(m)n
∆t
+
κ
(ex)
x,m
γ
x(m)n
)2
. (42)
From these equations and the Einstein-Smoluchowski relation (7), it is straightforward to estimate
κ
(ex)
x,m, γ, and D
(ex)
m . The standard errors for these estimates can be obtained from the mean and
standard deviations from repeated experiments: using multiple time series m = 1, . . . ,M to
obtain the estimates {κ(ex)x,m}Mm=1 and {D(ex)m }Mm=1 yields the experimental mean and variances:
κ
(ex)
x =
1
M
M∑
m=1
κ
(ex)
x,m, ∆
(κx ) =
1
M − 1
Nexp∑
m=1
(
κ
(ex)
x,m − κ(ex)x
)2
,
D(ex) =
1
M
Nexp∑
m=1
D(ex)m , ∆(D) =
1
M − 1
M∑
m=1
(
D(ex)m − D(ex)
)2
.
(43)
FORMAprovides also an alternativeway to get error estimates for theMLEs given by equation (42)
for a single experiment, without having to repeat the experiment. Indeed, if we perform a Taylor
expansion of the log-likelihood around the MLEs given by equation (42) up to second order, we
obtain a Gaussian approximation for L({xn}Nn=1 |{x0n}Nn=1). This yields the following standard
deviations for κ(ex)x and D(ex)
σD(ex) = D
(ex)
√
2
N
, σ
κ
(ex)
x
=
√
2D(ex)
∆t
∑N
n=1 x
2
0n
. (44)
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When applying FORMA, ∆t  τot,x and the exposure time should be much smaller than ∆t (i.e.,
as close as possible to an instantaneous recording of the particle position).
We report the estimates for the experimental data in Table 3, obtained using formulas (42) and
(43). Comparing these results with the ones obtained by the other methods, we can see some
discrepancies in the diffusion coefficient and hence in the friction coefficient. This is due to the
fact that the condition that ∆t  τot,x and that the exposure time be much smaller than ∆t does
not hold true as the laser power is increased, causing the relaxation time to decrease.
Since FORMA only depends on the local variables of the trajectory, that is the positions and
their corresponding displacements, it allows to retrieve the forces of arbitrary optical landscapes,
including non-conservative forces, and it does not need a trajectory with regular sampling,
commonly required in the other methods. This is particularly useful when the problem is to
retrieve the forces of extended potentials, where the particle neither reaches the equilibrium
nor is able to explore the whole space by itself, such as for a dual optical tweezer or a speckle
pattern [107]. The main drawback in using FORMA is the need for high spatial resolution and
fast sampling. The latter can be addressed by generalizing the solution for any arbitrary time
interval ∆t, as recently introduced in Ref. [117].
3.9. Bayesian inference
While FORMA uses a non-Bayesian linear regression to infer the properties of the trap and
the Brownian particle [107], other methods have used Bayesian inference to infer optical
forces [117–121]. Recently, we have derived a Bayesian approach using conjugate priors, which
renders very simple formulas for the posterior distribution, with known moments at all orders
and marginal distributions [108]. Here, we provide an overview of this method.
Let us suppose that we want to infer D and κx/γ. Let P0(κx/γ,D) be their a priori probability
distribution. Then, given a time series, the posterior probability is given by Bayes’ rule:
P(κx/γ,D) =
L({xn}Nn=1 |{x0n}Nn=1, κx/γ,D)P0(κx/γ,D)
Z
(45)
with Z being a normalization factor. Choosing the a-priori probability P0(κx/γ,D) to be a
so-called conjugate prior for the model’s likelihood,4 we obtain the following marginal posterior
distribution for the trap stiffness and the diffusion constant
PD(x) = InvGamm (x |αN, βN ) ,
Pκx/γ(x) =
Γ
(
2αN+1
2
)
Γ(αN )
1√
2piαN
√
αN
γ˜N βN
(
1 +
1
2αN
αN
βN γ˜N
(x − KN )2
)−(2αN+1)/2
,
(46)
where InvGamm(x) is the inverse Gamma distribution, and the parameters αN , βN , γN , and KN
4A conjugate prior is a particular type of a priori distribution, chosen so that the posterior distribution belongs
to the same family of distributions of such prior. One may intuitively think of conjugate priors as eigenfunctions of
equation (45).
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are determined by the measurement record:
βN = β0 +
1
2
N∑
n=1
[xn+1 − xn(1 − KN∆t)]2
∆t
+
1
2γ0
(KN − K0)2,
αN = α0 +
N
2
,
KN = − 1
∆t
(
−1 +
∆t
∑N
n=1 xn+1xn +
1−K0∆t
γ0
1
γ0
+ ∆t
∑N
n=1 x
2
n
)
,
1
γN
=
1
γ0
+ ∆t
N∑
n=1
x2n,
(47)
The experimental estimates D(ex) and κ(ex)x are the mean values and variances of the posterior
distributions PD and Pκx/γ:
D(ex) =
∫
dx xPD(x) = βN2(αN − 1), σ
2
D(ex) =
β2N
4(αN − 1)2(αN − 2),
κ
(ex)
x
γ
=
∫
dx xPκx (x) = KN, σ2κx/γ =
γN βN
αN − 1 .
(48)
Formulas for higher cumulants can also be calculated analytically from equations (46).
The hyper-parameters α0, β0, γ0, and K0, determine the a priori information about the
model’s parameters. For example, α0, β0, γ0, and K0 can be chosen such that for N = 0 (i.e.,
without experimental data), we obtain their theoretical values and systematic uncertainties (i.e.,
D(th) ± σD(th) and κ(th)x /γ ± σκ(th)x /γ):
α0 = 2 +
(D(th))2
σ2
D(th)
, β0 =
2D(th)[(D(th))2 + σ2
D(th) ]
σ2
D(th)
,
K0 =
κ
(th)
x
γ
, γ0 =
σ2
κ
(th)
x /γ
2D(th)
.
(49)
From Table 1, D(th) = 0.21 µm2s−1and, adding an error of 10 %, allows us to fix the values α0
and β0. For the theoretical value of the inverse relaxation time, we are more in the dark, as we
do not know the trap stiffness before the calibration procedure; thus, we can use an estimate
obtained by another method to determine the values of K0 and γ0. Using Bayesian inference
on one of the time series {x(m)n }, we obtain the results reported in Table 3. For the estimates
regarding the friction and diffusion coefficients, we notice that the present method has the same
issue concerning the exposure time as FORMA.
The Bayesian inference method extracts all statistical information from the measured data, so
that it provides an unbiased estimator of the experimental parameters. Moreover, it can provide
reasonable estimates of the parameters also when little data is available, thanks to the use of prior
information. The Bayesian inference method can also be generalized to more than one dimension
for any time interval ∆t.
3.10. Measurement of non-conservative force fields
While the previous methods rely on the forces being conservative, non-conservative forces often
play also a role in experiments. The drift method can be straightforwardly applied to measure
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any force field [111]. Also, the ACF method has been adapted to measure non-conservative
forces using cross-correlations [122–124]. Here, we briefly show how FORMA can be adapted
to measure non-conservative forces [107], while the details for the Bayesian method can be found
in [108].
Let us consider the two-dimensional overdamped Langevin equation
Ûr = 1
γ
F(r) +
√
2Dw, (50)
where F(r) is the force field and w is a vector of independent white noise. The Taylor expansion
of F(r) around r = 0 yields
F(r) = F0 + J0 · r + O(r2), (51)
where F0 = F(0) and J0 = J(0) are the force and the Jacobian at the point r = 0, respectively.
We further assume r = 0 to be an equilibrium point so that F0 = 0.
Discretizing the Langevin equation (50), we obtain
fn = γ
∆rn
∆t
= J0 · rn + σwn, (52)
where σ =
√
2Dγ2
∆t and wn is a vector of independent Gaussian numbers with zero mean and
unit variance. Equation (52) can be understood as a multivariate linear regression model: for a
given set of pairs of data points {(rn, fn)}Nn=1, we construct the likelihood for (52), similarly as
the expression (41) for the one-dimensional case, and maximize it with respect to J0 to obtain
the corresponding MLE J?0 , which is given by the Moore-Penrose pseudo-inverse:
J?0 =
[
RTR
]−1 RTF, (53)
where R and F are N × 2 matrices given by
R =
©­­­­«
rT1
...
rTN
ª®®®®¬
, F =
©­­­­«
fT1
...
fTN
ª®®®®¬
. (54)
From the MLE J?0 , we can estimate the force as F? = J?0 · r. This result can be naturally split
into conservative and non-conservative parts, corresponding to the symmetric and antisymmetric
decompositions of J?0 = J?c + J?r , respectively. The symmetric part can be rewritten as
J?c =
1
2
(
J?0 + J?T0
)
= R(θ?) ©­«
−κ?1 0
0 −κ?2
ª®¬R−1(θ?), (55)
with R a rotation matrix and κ?1 and κ
?
2 the trap stiffness along the principal axes; θ
? represent
the orientation of these axes with respect to the Cartesian system of reference. The rotational
part is in turn given by
J?r =
1
2
(
J?0 − J?T0
)
=
©­«
0 −γΩ?
γΩ? 0
ª®¬ , (56)
with Ω? being the angular frequency at which the particle would orbit around the center of the
trap in the absence of Brownian noise.
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3.11. Active calibration techniques
All calibration methods discussed so far are passive, i.e., they are based on the determination
of the trap stiffness from the stochastic motion of the particle in thermal equilibrium with the
surrounding fluid within a harmonic potential. Alternatively, the optical tweezers calibration can
be performed by actively applying an external force on the particle and measuring its response.
A simple active method consists of exposing an optically trapped particle to an external uniform
flow in the x-direction with a known velocity vfluid so that the particle experiences a mean drag
force Fdrag = −γvfluid. Consequently, the particle undergoes a mean displacement ∆x = 〈x − xeq〉
from the trap center xeq so that the restoring optical force balances the viscous drag. The stiffness
can then be measured as
κ =
γvfluid
∆x
. (57)
In practice, a uniform flow can be applied by moving the sample at constant speed −vfluid, e.g.,
by means of a piezoelectric translation stage, while keeping the particle far away from the cell
walls to avoid hydrodynamics interactions which change the value of friction coefficient γ with
respect to the value given by Stokes’ law [125].
Another active method requires moving sinusoidally the position of the sample stage xstage, i.e.,
xstage(t) = A sin(2pi fstaget), (58)
while keeping the optical tweezers at fixed xeq = 0 [126]. This method not only provides the
value of the trap stiffness, but also the drag coefficient and the spatial conversion factor of the
measured particle position x (typically in volts or pixels) into actual distances.
The Langevin equation for the motion of the particle in the case of the oscillating stage is
dx(t)
dt
− vstage(t) = −2pi fc,x x(t) +
√
2DWx(t), (59)
where vstage(t) = 2pi fstageA cos(2pi fstaget) is the velocity of the stage andWx is a white Gaussian
noise. The corresponding PSD of the particle position is
P( f ) = D
pi2
1
f 2 + f 2c,x︸         ︷︷         ︸
thermal contribution
+
A2
2
(
1 + f
2
c,x
f 2stage
) δ( f − fstage)
︸                          ︷︷                          ︸
mechanical response
, (60)
where the thermal contribution is equal to that given by equation (29), while the mechanical
response is that of the particle to the excitation frequency f = fstage. Because the measurement
time in an experiment is finite, tmsr < ∞ , the Dirac-delta peak in equation (60) becomes a spike
with finite height Pstage = P( fstage) and width ∆ f . If the total measurement time is chosen to be
an integer multiple of the driving frequency of the stage, then the spike reduces to a single datum
PJ at frequency fJ = fstage for some integer J, whereas ∆ f = 2δ f , where δ f corresponds to the
frequency resolution of the PSD. In this case, the discrete version of equation (60) for the j-th
data point is
Pj =
D
pi2
1
f 2j + f
2
c,x
+
A2tmsr
2
(
1 + f
2
c,x
f 2j
) δj,J, (61)
where δj.J represents the Kronecker delta. Therefore, disregarding the single point ( fJ, PJ ), a
fit Pfit( f ) to the one-sided Lorentzian function in equation (61) allows to compute the diffusion
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coefficient D(1) and the corner frequency fc,x (section 3.6), from which the trap stiffness can be
determined as
κ(1) =
2pi fc,xkBT
D(1)
. (62)
If x has not been yet converted into units of length, the values and units of D(1) and κ(1) are not
correct. A further step using the active component of the spectrum in equation (61) allows to get
the calibration factor α of x into units of length: x → αx, where α can have units of m/V or
m/pixel depending on whether the particle position was recorded with a quadrant photodiode, a
position sensitive detector or a camera. The power contained in the triangular spike centered at
j = J,Wexp = 12 [PJ − Pfit( fJ )]2δ f , where Pfit( fJ ) = D
(1)/pi2
f 2J + f
2
c,x
, and the theoretical value given in
equation (60),W th = A2
2
(
1+ f 2c,x/ f 2stage
) , must be equal. Then, α2Wexp = W th, from which
α =
A√
2
(
1 + f
2
c,x
f 2J
)
[PJ − Pfit( fJ )]δ f
. (63)
Hence, the corrected values with the right units of the trap stiffness and the friction coefficient are
κ =
2pi fc,xkBT
α2D(1)
(64)
and
γ =
kBT
α2D(1)
. (65)
An alternative to the aforementioned method is to move the position of the center of the trap,
while keeping the sample cell at rest, i.e. xstage = 0 and xeq(t) = A sin(2pi feqt). This can be
achieved for example with an acousto-optic deflector or a galvomirror. In this case, unlike the
case of an external flow, an effective oscillatory force kxeq(t) = kA sin(2pi feqt) is exerted on the
trapped particle and the corresponding Langevin equation is
dx(t)
dt
= −2pi fc,x
[
x(t) − xeq(t)
]
+
√
2DWx(t). (66)
The corresponding power spectral of the particle position is given in this case by
P( f ) = D
pi2
1
f 2 + f 2c,x
+
A2
2
(
1 + f
2
eq
f 2c,x
) δ ( f − feq) . (67)
while its discretized form is
Pj =
D
pi2
1
f 2j + f
2
c,x
+
A2tmsr
2
(
1 +
f 2j
f 2c,x
) δj,J, (68)
Thus, once the PSD of the particle position is computed, the calibration of α, κ and γ proceeds
similar to the case of the oscillatory flow created by moving the stage (equations (62)-(65)).
Active calibration methods can also be applied to less trivial situations, for instance for
particles trapped in viscoleastic fluids. In such a case, the instantaneous drag force on the particle
at time t is not simply given by γ dx(t)dt as in equations (59) and (66), but it is related to the
frequency-dependent rheological properties of the medium, which are a priori unknown. This
will be discussed in detail in section 4.3.
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3.12. Direct optical force measurement
All the calibration methods discussed until now provide an indirect measurement of the optical
forces, relying on the properties of the motion of the particle in the optical potential, and therefore
depend on the assumption of a spherical particle and a harmonic optical potential. It is also
possible to measure directly the optical force [127–129].
Direct measurement of optical forces is based on recording the change of momentum between
the ingoing and outgoing light, since the exerted optical force is equal to the change in the
momentum flux of the trapping light: let I(θ, ϕ) be the intensity scattered into the direction (θ, ϕ)
given in spherical coordinates, then the momentum flux density Ûp of the outgoing light is
Ûp = 1
c
I(θ, ϕ)
©­­­­«
sin θ cos ϕ
sin θ sin ϕ
cos θ
ª®®®®¬
. (69)
The optical force acting on the particle corresponds to the difference between the total momentum
flux of ingoing and outgoing light, where the incoming momentum flux is given by precisely the
same formula but with opposite sign. To correctly apply this method, one needs to detect all of
the scattered light. Further details of how this can be achieved experimentally can be found in
Refs. [127–129]. Strickly speaking this is a rather unfeasible task. However, for most practical
applications in which the refractive index of the observed particle is similar to that of the solvent,
light scatters only slightly, making its experimental collection possible.
3.13. Mathematical details on error analysis and fitting
Most of the calibration techniques described above use a physical observable Ψ that depends
on a single trajectory. Let us denote its experimental estimate for trajectory m as Ψ(ex)m (α) ≡
Ψ
(ex)
m (α, {x(m)` }N`=1), where α may denote either a time dependence or a spatial one. For example,
in the potential method α represents the position associated to the histogram bins, while for the
MSD α corresponds to the discrete time. We can then use the M experiments to calculate the
experimental mean and the experimental covariance of Ψ. These are:
Ψ(ex)(α) = 1
M
M∑
m=1
Ψ
(ex)
m (α) , (70)
∆
(Ψ)
α,β =
1
M − 1
M∑
m=1
[
Ψ
(ex)
m (α) − Ψ(ex)(α)
] [
Ψ
(ex)
m (β) − Ψ(ex)(β)
]
+ 2η1,η2,...(α). (71)
Importantly, the experimental covariance matrix ∆(Ψ)α,β in equation (71) has two terms. The first
term corresponds to the experiment-to-experiment fluctuations that arise naturally due to the
intrinsic randomness of the physical problem as well as due to the correlation between different
points α and β. The second term (2η1,η2,...) captures the variances due to some known error in
some variables (η1, η2, . . .) that are needed to compute Ψ(ex)q (α) as, for instance, uncertainties δα
in the value of α, which can be estimated by standard error propagation techniques.5
5Using propagation of errors, the contribution to the total variance by the errors in the uncorrelated variables
η1, η2, . . . is
2η1,η2, . . .(α) ≈
1
M
M∑
m=1

∂Ψ(ex)m (α)∂η1
2 δ2η1 +
∂Ψ(ex)m (α)∂η2
2 δ2η2 + . . . , (72)
where δη1, δη2, . . . are the errors associated to the corresponding variables [130].
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Once Ψ(ex)(α) and ∆(Ψ)α,β have been calculated, they are fitted to the corresponding physical
observable Ψ(α; θ) to infer the unknown parameters θ = (θ1, . . . , θq) of the model. There are
several approaches to perform this task. The most popular are based on least-square regressions
(LSR), which defines the best estimates of the parameters as those that minimize the mean
squared error.6 A fantastic book dealing with these matters is that by Peter Young [130].
The general least-square method used in this Tutorial relies on the weighted χ2 function
χ2(θ) =
P∑
α,β=1
(
Ψ(ex)(α) − Ψ(α; θ)
)
Rα,β
(
Ψ(ex)(β) − Ψ(β; θ)
)
, (73)
where Rαβ is a symmetric semi-positive definite matrix that captures the correlation in the
experimental dataset. The goal is to find the set of parameters θ(?) that minimizes χ2(θ).
When R is taken to be [∆(Ψ)]−1, this is the so-called generalized least-square method or
the correlated χ-squared method. The standard weighted least-square method is recovered
when the off-diagonal terms of the experimental covariance are assumed to be zero so that
[∆(Ψ)]−1αβ = diag
(
1/∆(Ψ)11 , . . . , 1/∆(Ψ)PP
)
. If we do not have access to experimental errors, we can
perform the standard least-square method by assuming the matrix ∆(Ψ) to be equal to the identity
matrix. In some cases, the inverse of the sample covariance matrix is an ill-posed problem and
it is highly recommended to use the standard method of weighted least squares but including
the experimental covariance matrix in the error estimation of the parameters [132]. This is the
approach we have used to estimate errors for the MSD and ACF methods.
If the expression χ2(θ) is a simple function of the parameters, the minimization can be carried
out analytically. For example, this is the case when Ψ(α; θ) is linear with respect to the model’s
parameters, that is
Ψ(α; θ) =
q∑
j=1
θ jΦj(α), (74)
where {Φj(α)} is a set of functions, giving rise to the well established linear least-square fitting.
In some cases, a simple redefinition of variables can transform a non-linear fitting into a linear
one, as, for instance, in the potential method.
When it is not possible to obtain explicit forms for θ(?), one must rely on numerical minimizers,
being the standard ones the Levenberg-Marquardt-Girard-Wynne-Morrison and the Trust-Region,
implemented already in most of the standard computational packages for mathematical analysis,
such as Python, MATLAB, Mathematica, and R. However, the computational methods given
in these packages do not normally allow to use the experimental covariance matrix to estimate
the covariance matrix of the estimated parameters. In this case, it is recommended to use the
packages provided in [132], which we also have implemented in this Tutorial.
4. Applications
We will now describe how optical tweezers have been used in several advanced applications.
For each field of application, we provide a brief introduction and a detailed description of some
paradigmatic experiments. In this section, we focus on experiments with particles optically
trapped in a liquid environment, while we discuss experiments with particles optically trapped in
air or vacuum in section 5.
4.1. Single-molecule mechanics
The study of single-molecule mechanics using force spectroscopy techniques has rapidly expanded
over the past three decades [133–140]. Many labs worldwide use single-molecule methods
6Less common, but very powerful methods, are the robust least-squares, including the least absolute regression (LAR)
and the Bisquare weights [131], both very useful to minimize the effect of outliers.
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to manipulate and track individual molecules. Broadly speaking, single-molecule methods
can be classified into two large families depending on whether they manipulate molecules by
exerting forces or they visualize molecules in action using appropriate markers. The latter
include single-molecule fluorescence used to monitor the time evolution of fluorescently labeled
molecular complexes in vitro and in vivo. Manipulation methods are capable of exerting
forces from femtonewton to nanonewton. For example, they have been used to study the
elastic properties of biopolymers [141], the thermodynamics and kinetics of intramolecular
(e.g., molecular folding) [142, 143] and intermolecular (e.g., ligand binding) interactions [144],
molecular motors [145], and fundamental problems in nonequilibrium physics [146, 147]. The
field of force spectroscopy includes techniques such as laser optical tweezers [22], magnetic
tweezers [148], atomic force microscopy [149], acoustic force spectroscopy [150], electrostatic
trapping [151], microfluidics [152], microneedles [153], biomembrane force probe [154], and
centrifugal force [155]. These techniques tend to compromise between measurement accuracy
and high-throughput capabilities. While magnetic tweezers and acoustic force spectroscopy
achieve high throughput, optical tweezers and atomic force microscopy remain the most accurate
techniques in the low force (piconewton) and high force (nanonewton) regimes, respectively.
Piconewton forces are the most relevant at the molecular level, making optical tweezers an
excellent technique to accurately characterize molecular reactions.
In this section, we describe in detail how optical tweezers can be used to investigate molecular
folding using short DNA hairpins (a double-helix stem of a few tens of base pairs terminated
by a loop) as model systems. We will describe how to synthesize a short DNA hairpin, how
to unzip it by stretching it while holding it between a micropipette and an optical tweezers,
and how to analyze the obtained data. This experiment provides an ideal example of the use
of single-molecule mechanics to determine elastic behaviour of biopolymers, to measure the
intramolecular weak interactions that stabilize native molecular structures, and to extract the free
energy of biomolecule formation from out-of-equilibrium pulling experiments. The experimental
setup we use is based on the miniTweezers setup developed by Smith, Cui and Bustamante [127].
4.1.1. Microfluidics chamber
The schematic of the experimental setup is presented in Fig. 14(a). The experiments are
performed in a microfluidics chamber placed vertically within the setup. As schematically shown
in Figs. 14(b) and 14(c), this microfluidics chamber has three channels: we will refer to the
three channels as the upper, central and lower channel. The propagation of both laser beams is
perpendicular to the chamber surface (z-axis). The experimental area is restricted to the central
channel, where the object of study (biomolecule or cell) is held by two beads, one held by the
optical trap and the other held by a glass micropipette, as shown in Fig. 14(d). The upper and
lower channels are used to supply the two types of coated beads used in the experiments.
The microfluidics chamber is realized by sandwiching two layers of parafilm (Parafilm M,
Bemis) between two coverslips (No. 2, dimensions 24 mm × 60 mm × 200 µm), as shown in
Fig. 14(c). In detail, the steps to prepare the chamber are:
1. The entrance and exit holes are drilled in one of the glass coverslips using a laser cutter.
The coverslips are cleaned with a solution of 70% ethanol.7
2. The three channels are drawn in the two parafilm layers using a laser cutter.
3. One parafilm layer is attached on the drilled glass coverslip.
4. A glass micropipette with a diameter of ∼ 1 µm is produced by heating and pulling a glass
7Although 100% ethanol can also be used, a 70% solution is preferred because it prevents the sporulation of some
microorganisms.
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Fig. 14. Single-molecule pulling experiments: miniTweezers setup. Schematic repre-
sentations (a) of the miniTweezers setup, (b) of the microfluidics chamber (the flow goes from
left to right, and the laser beams propagate perpendicularly to the surface of the chamber),
(c) of the assembly procedure for the construction of the chamber, and (d) of the molecular
configuration for the DNA hairpin pulling experiments (where the DNA hairpin is held
between a bead held by a micropipette and a bead captured by the optical trap, depicted as
an harmonic potential). Note that xh2, xd, xh1, and xb are distances along the y-axis.
tube (King precision glass, Inc., inside diameter=0.04 mm, outside diameter=0.08 mm,
length=6.00 mm, glass type KG-33), as described in section 4.1.3.
5. This glass micropipette is placed on top of the parafilm layer perpendicular to the channels
with the tip positioned in the central channel, as shown in Figs. 14(b) and 14(c).
6. The upper and lower channels are connected to the central one via glass dispenser
tubes (King precision glass, Inc., inside diameter=0.04 mm, outside diameter=0.10 mm,
length=6.00 mm, glass type KG-33) cut using a diamond-tip cutter to obtain a clean cut.
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7. The second parafilm layer is placed on top and the chamber is closed using the second
glass coverslip (previously cleaned with 70% ethanol), as shown in Fig. 14(c).
8. The chamber is sealed by heating it on a hot plate at 120◦C while exerting a pressure
of about 1 Kg in all the chambers’ surface (either by placing a weight on top of the
microfluidics chamber or, more simply, by exerting pressure by hand). To prevent the glass
from breaking, it is recommended to sandwich the chamber between two thicker glass
slides to homogenize the pressure applied to their surfaces.
9. The chamber is placed in the metallic mount, as shown in the inset in Fig. 14(a). The
correct alignment between the holes drilled in the glass coverslip and the holes in the
mount is critical to ensure the flow in the chamber. It is also very important to tighten the
screws to avoid buffer losses between the plastic tubes and the glass chamber, since this
would cause flows inside the chamber. Do this carefully, because tightening the screws too
much could break the glass coverslip.
10. The side of the micropipette coming out of the chamber is cut to get rid of the excess tube,
leaving only about ∼ 3 cm, and is introduced into a polyethylene tube (polyethylene tubing,
Warner Instruments, PE-10/100; outside diameter = 0.61 mm, inside diameter = 0.28 mm).
This tube is then fixed to the mount with tape. The pipette is easily breakable, so the tube
needs to be placed as straight as possible. The connection is then sealed by using a special
glue (Norland, NOA-61; UV Curing Optical Adhesives). The glue is placed between the
the glass tube of the pipette and the polyethylene tube to fill the void outer space between
tube and pipette via capillarity. After observing that the glue has entered into the tube, the
UV-curation is performed by leaving the whole chamber for ∼ 25 min under a UV lamp.
Since the glue could reach the end of the glass tube of the micropipette and block it, the
chamber has to be placed under the UV-radiation as fast as possible. After the curation, a
syringe (1 ml Luer Lock, HSW SOFT-JECT U100 Insulin Henke Sass Wolf) is inserted
using a needle (BD Microlance 30G × 1/2” – 0.30 mm × 13 mm) at the end of the tube to
create suction at the tip of the micropipette.
11. The holes of the mount are connected with silicone-rubber tubes (Tygon 3350, Saint-
Gobain, .031 ID X .093 OD X 50 FT TYGON 335) via nylon socket screws (Nylon set
8 − 32 × 3/8”, Product-Components, previously drilling a hole with a number 45 drill bit,
of 0.82”), as shown in Fig. 14(c). A segment of ∼ 20 cm polyethylene tube (Polyethylene
tubing, Warner Instruments, PE-50/100: outside diameter = 0.97 mm, inside diameter =
0.58 mm) is inserted into the silicone-rubber tubes. The three exit tubes are connected to a
trash (any small plastic container with a capacity volume ∼ 100 ml), while the three entry
channels are connected to a syringe using a polyethylene tube (Polyethylene tubing, Warner
Instruments, PE-50/100: outside diameter = 0.97 mm, inside diameter = 0.58 mm) which
is inserted into the silicone-rubber tubes on one end, and a needle (HSW FINE-JECT
23G × 1” – 0.6 mm × 25 mm).
4.1.2. The miniTweezers setup
The miniTweezers [127] (Fig. 14(a)) consists of two focused counter-propagating laser beams
(P = 200 mW, λ = 845 nm) that create a single optical trap [156]. It employs high-NA objectives
(NA = 1.2), but underfills them to be able to collect almost all scattered light to measure the
change of light momentum using position sensitive detectors (PSDs), as described in section 3.12.
Before the objectives, a pellicle diverts ∼8% of each laser beam to a secondary PSD to determine
the optical trap position. The remaining ∼ 92% is collimated by using a lens and it is introduced
into the optical axis by using a polarizing beam-splitter that selects the horizontally polarized
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light. Then the linearly polarized light of each laser is circularly polarized by a quarter waveplate8.
The laser beams are focalized by their corresponding objectives and form the optical trap,
which can hold dielectric objects with a refraction index higher than the surrounding aqueous
medium (e.g., polystyrene beads) and exert forces to them. The exiting light is collected by
the opposite objective and is converted to vertically polarized light by another quarter-wave
plate. The vertically polarized light can be extracted from the optical path using two polarizing
beam-splitters and relay lenses that redirect the light to the PSDs that measure the intensity of the
beam (i.e., its exerted force). The miniTweezers has a resolution of 0.1 pN and 1 nm at a 1 kHz
acquisition rate.
The chamber where the experiments are performed (section 4.1.1) is placed between the two
objectives and held with a metallic mount with three stages to permit movement along the x-, y-
and z-directions. There are two possible ways to manipulate the position of the optical trap with
respect to the chamber depending on the precision that is needed. For large displacements (up
to hundreds of micrometers), the whole chamber is displaced along the x-, y- and z-directions
using stepmotors. For fine displacements (less than a few micrometers, but with a resolution of
∼ 1 nm and rates of displacement up to ∼ 50 nm s−1), the optical trap is displaced along the x-
and y-directions by a 2D piezoelectric motor attached to the tip of the optical fiber (wiggler)
used to inject the laser into the optical setup.
Before any experiment, the setup needs to be aligned going through the following steps:
1. Remove any trapped object.
2. Move the chamber with the stepmotors so that the micropipette is a few micrometers away
from the optical trap, in the so-called “working zone”.
3. Remove any voltage applied to the piezoelectric motor.
4. Turn off the LED and remove the light filter, to be able to see the optical trap on the camera.
5. Decrease the laser power until it is possible to distinguish both lasers.
6. Using the screws of the kinematic mount, move the B laser (the one that has the real image
shown on the screen) until it is superposed on the A laser.
7. Put back on the light filter, turn on the LED, and increase the laser power to its working
value.
8. Set the current values recorded by the PSD as the zero force baseline along the x- and
y-directions (center of the light spot) and along the z-direction (size of light spot).
9. Trap a bead with the optical trap by moving the chamber with the stepmotors close to the
appropriate dispenser tube.
10. Bring the trapped bead to the working zone.
11. Fine-tune the alignment of the B laser using the screws of the kinematic mount controlling
the wiggler of its fiber so that the xy-force signals from both force-PSDs are as close as
zero as possible, i.e., both lasers exert an xy-force as close to zero as possible.
12. Fine-tune the position of one of the objectives along the z-directions so that the z-force
from both force-PSDs is as close to zero as possible.
8The use of quarter-wave plates ensures that the light coming from the two laser beams do not interact with each
other and guarantees that the light reflected from the particle is not returned to the laser but is reflected to the opposite
PSD [157].
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13. For both lasers, move the kinematic mount of the mirror that deflects the light that gets
towards the position-PSD (between the aspherical lenses and the PSD) until its signal is
zeroed (i.e., the light hits the center of the position-PSD).
4.1.3. Pipette making
A micropipette is used to hold a microparticle by air suction, as shown in Fig. 14(b). The tip
of this micropipette needs to have an inside diameter ∼ 1 µm, large enough to exert sufficient
suction and small enough not to let the microparticles flow inside it. While one might use a
commercial pipette puller to produce the pipettes, here, we will explain how a glass tube can be
pulled to produce such micropipette using the homemade device shown in Fig. 15 [127,158].
This homemade pipette puller consists of a plastic platform with two parallel metallic bars,
which hold a stage and along which a plastic weight can slide up and down. The two ends of the
glass tube are fixed with screws to the stage and the weight, respectively. Thus, the glass tube is
held in tension due to the pull exerted by gravity on the weight. The central part of the glass tube
passes through a platinum wire; the two ends of the wire are connected to an electric supply,
which provides a current ramp from 0 to ∼ 6 A in ∼ 8 s. The exact maximum intensity and time
of the ramp have to be tuned to get the appropriate diameter and shape of the pipette (in general,
longer times and higher intensities correspond to smaller tips). Specifically, the steps required to
produce a micropipette are:
1. Unplug the wire from the electric supply and place the pipette puller horizontally.
2. Insert the glass tube through the stage, the platinum coil, and the plastic weight.
Fig. 15. Pipette puller. First, the glass tube is carefully centered within a coiled platinum
wire, as shown in the inset. Then, one end of the tube is attached to the puller, while the
other is attached to a weight that pulls the tube down. Finally, an electric current intensity
ramp is applied through the platinum wire, heating the adjacent glass tube, which during the
melting is pulled down, creating a micropipette.
38
3. Carefully center the glass tube within the platinum wire.
4. Screw the glass tube at the stage and plastic weight.
5. Place the platform vertically (as shown in Fig. 15), carefully to avoid any sudden hit that
may break the glass tube.
6. Apply the current ramp. The weight will drop into the platform. The geometry of
the platinum wire is of a critical importance to obtain the proper shape and size of the
micropipette. For that reason, when the weight drops into the platform, we have to ensure
that the remaining glass tube of the stage is not touching the platinum wire, otherwise it
would get stuck to it.
7. Unscrew the plastic weight and (with extreme caution and preferably with ethanol-cleaned
tweezers) take the micropipette and place it into the chamber being built.9
4.1.4. Preparation of the beads
Biomolecules such as DNA, RNA and proteins are chains whose units are either nucleic bases or
aminoacids [159]. These molecules can be conveniently manipulated through beads attached
at their ends. Antigen-antibody connections can be used to attach a specific bead at each end,
taking advantage of the fact that these connections are extremely specific [160]. In particular,
avidin/streptavidin–biotin10 and digoxigenin–anti-digoxigenin connections are often employed in
single-molecule force-spectroscopy experiments, because they can hold forces up to ∼ 100 pN at
typical optical-tweezers loading rates of ∼ 1 pN s−1 [162].
Each bead is coated with a different molecule, which specifically binds to the cognate tails.
Streptavidin-coated (SA) beads can be directly purchased (SPHERO streptavidin – polystyrene
particles, 0.5% w/y, 2.17 µm, 5 ml). Anti-digoxigenin-coated (AD) beads are purchased as
G-protein-coated polystyrene beads (Kisker Biotechnologies – G-coated polystyrene particles,
0.5% w/y, 3.18 µm, 5 ml), which must then be activated with anti-digoxigenin. The difference in
size between these beads permits one to easily distinguish them by microscopy.
Buffers. The following buffers are required for the preparation of the beads:
PBS (pH 7.0) NaCl 0.14 M, KCl 2.7 mM, K2HPO4 · 3H2O 61 mM, KH2PO4 39 mM, NaN3
(sodium azide) 0.02%. To prepare 50 ml: fill ∼ 40 ml of a 50 ml Falcon tube with Milli-Q
water; add 0.406 g of NaCl, 0.01 g of KCl, 0.696 g of K2HPO4 · 3H2O, 0.265 g of KH2PO4,
and 1 g of NaN3; dissolve using a magnetic mixer; add Milli-Q water until reaching 50 ml;
check the pH and add NaOH until the solution reaches a pH 7.0.
PBS (pH 7.4) NaCl 0.14 M, KCl 2.7 mM, K2HPO4 · 3H2O 80.2 mM, KH2PO4 20 mM, NaN3
(Sodium azide) 0.02%. For preparing 50 ml: follow the same procedure as for the previous
buffer, adjusting to pH 7.4.
Antibody crosslinker buffer (pH 7.4) Na2HPO4 100 mM, NaCl 100 mM. To prepare 10 ml:
fill ∼ 7 ml of a 10 ml Falcon tube with Milli-Q water; add 0.142 g of Na2HPO4 and 0.058 g
of NaCl; shake well until the salts have dissolved; add Milli-Q water until the 10 ml of
total volume is reached; check the pH and add NaOH until the solution reaches pH 7.4.
9The micropipette easily breaks or gets blocked by dust particles at the minimum contact of the tip of the glass tube
with anything, so it needs to be handled with extreme care.
10The interaction between streptavidin and biotin is one of the strongest non-covalent interactions in Nature [161].
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All salts can be acquired from any chemical distributor (e.g., Sigma Aldrich). All products have
to be of a biomolecular grade of purity. The water for preparing all buffers has to be Milli-Q
water.11 For the RNA experiments, use RNAse-free water for all preparations (and make sure the
pHmeter is also cleaned with RNAse-free water).
SA beads. For the already coated SA beads, the protocol consists in exchanging the buffer
where they are preserved with PBS (pH 7.4). The procedure (∼ 30 min) for the preparation of
1 ml of SA beads (which should be sufficient to perform experiments for several months) is:
1. Homogeneously resuspend the SA beads. To do so, place the container with the purchased
particles into a vortex mixer for several seconds. An additional step of several seconds of
sonication further improves the resuspension.
2. Take 1 ml of the resuspended SA beads and place it in a new Eppendorf tube.
3. Centrifuge the Eppendorf tube at 10000 rpm for 5 min. The dense SA beads will precipitate,
while the buffer will float above them.
4. Extract the overnatant buffer and add 1 ml PBS (pH 7.4). Mix the SA beads and buffer.
Sonicate a few seconds and centrifuge at 10000 rpm for 5 min, again. Extract the overnatant,
resuspend in 1 ml PBS (pH 7.4) and sonicate during several seconds. This step is performed
to exchange the buffer.
5. Aliquote in 20 tubes (50 µl each). This allows for an optimal sterile preservation of the
beads.
6. Store at 4◦C for up to ∼ 6 months.
AD beads. The protocol for the preparation of the AD beads consists of three steps: (1)
exchange the preservation buffer; (2) attach the anti-digoxigenin to the G-protein; (3) exchange
the crosslinking buffer. The procedure (∼ 90 min) for the preparation of 1 ml of AD beads (which
should be sufficient to perform experiments for several months) is:
1. (The first time the anti-digoxigenin batch is dissolved.) Add 200 µl of PBS (pH 7.4) to
dilute the dry anti-digoxigenin (sheep polycolonal anti-dig antibody, Roche 1333 089).
2. Prepare the dimethyl pimelimidate (DMP) crosslinker buffer by mixing 50 mg DMP and
200 µl antibody crosslinker buffer (pH 7.4). The DMP crosslinker buffer needs to be
freshly prepared every time the AD beads are synthesized.
3. Homogeneously resuspend the G-coated beads. To do so, place the container with the
purchased particles into a vortex mixer for several seconds. An additional step of several
seconds of sonication improves the resuspension.
4. Centrifuge at 5000 rpm for 2 min. The dense beads will precipitate, while the buffer float
above them.
5. Extract the overnatant buffer and add 1 ml antibody crosslinker buffer (pH 7.4). Mix the
beads and the buffer, sonicate for a few seconds, and centrifuge at 5000 rpm for 2 min.
6. Repeat the previous step (washing) and resuspend within 1 ml antibody crosslinker buffer
(pH 7.4).
11Milli-Q water is obtained by filtering the source water (usually distilled water) first through mixed bed ion exchange
and organics (activated charcoal) cartridges, and then through a filter which removes any intact organisms. Usually a UV
lamp completes the purification process.
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7. Add 60 µl of anti-DIG antibody and 30 µl of freshly dissolved DMP crosslinker buffer.12
8. Tumble at room temperature for 60 min.
9. Centrifuge at 5000 rpm for 2 min.
10. Wash twice with 1 ml PBS (pH 7.0), resuspend with the same buffer, and sonicate during
several seconds.
11. Aliquote in 20 tubes (50 µl each).
12. Store at 4◦C for up to ∼ 6 months.
Molecular buffer. A typical molecular buffer for DNA pulling experiments consists of 10 mM
Tris pH 7.513 (Trizma, Sigma Aldrich), 10 mM EDTA14 (EDTA, Sigma Aldrich), 1 M NaCl,
and 0.01% NaN3 (sodium azide, to avoid bacterial growth). To facilitate the molecular buffer
preparation, it is convenient to prepare stocks of:
1 M Tris pH 7.5 Fill ∼ 40 ml of a 50 ml Falcon tube with Milli-Q water. Add 6.05 g of Tris-HCl.
Dissolve using a magnetic mixer. Add Milli-Q water until reaching 50 ml. Check the pH
and add a solution of 25% HCl until the solution reaches pH 7.5. For longer storage, a
final auto-cleavage can be performed.
EDTA 0.5 M pH 8.0 Fill ∼ 40 ml of a 50 ml Falcon tube with Milli-Q water. Add 7.306 g of
EDTA. Add NaOH to the solution (the EDTA does not dissolve in water if pH<7.5).
Dissolve using a magnetic mixer. Add Milli-Q water until reaching 50 ml. Check the pH
and add NaOH until the solution reaches pH 8.0.
5 M NaCl Fill∼ 40 ml of a 50 ml Falcon tube withMilli-Q water. Add 14.49 g of NaCl. Dissolve
using a magnetic mixer and heat the tube to facilitate it. Add Milli-Q water until reaching
50 ml.
1% NaN3 Fill ∼ 40 ml of a 50 ml Falcon tube with Milli-Q water. Add 0.5 g of NaN3. Dissolve
using a magnetic mixer. Add Milli-Q water until reaching 50 ml.
After the stocks have been prepared, for preparing 50 ml of the molecular buffer: Pour ∼ 30 ml of
Milli-Q water in a 50 ml Falcon tube. Add 10 ml of the 5 M NaCl stock, 1 ml of the 0.5 M EDTA
pH 8.0 stock, 0.5 ml of the 1 M Tris pH 7.5 stock, and 0.5 ml of the 1% NaN3 stock. Add Milli-Q
water until reaching 50 ml of volume. Mix the molecular buffer and filter it (Sterile Syringe Filter,
w/0.2 µm Cellulose, Acetate Membrane, VWR International) introducing the filtered solution in
a new 50 ml Falcon tube.
Incubation of the beads. To finalize the preparation of the beads, incubate in an Eppendorf
tube (∼ 1.5 ml) 1 µl of a solution of the biomolecule of interest15 mixed with 14 µl of buffer
(where the experiments are going to be performed) and 5 µl of the previously prepared AD beads.
After ∼ 25 min have passed, add 1 ml of the molecular buffer.
For the SA beads, no incubation is required, dilute 1 µl of SA beads in 1 ml of the molecular
buffer in an Eppendorf tube.
12The volume of added anti-DIG antibody will depend on the coating of the beads: it may need to be higher if
the vendor supplies the beads with a higher density of coating. Nevertheless, the proportions of anti-DIG and DMP
crosslinker buffer have to be preserved (2:1).
13TRIS is used in the formulation of buffer solutions in the pH range between 7.5 and 8.5.
14EDTA is widely used for scavenging metallic ions, including divalent ones, which most enzymes need to be active.
For this reason, it is widely used as a food preservative or stabilizer. In our case, it inactivates DNAses and RNAses,
preventing nucleic acid degradation.
15Typically, the molecule is concentrated and needs to be diluted 1:10 to 1:100.
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4.1.5. Synthesis of a short DNA hairpin
As shown in Fig. 14(d), a typical single-molecule experiment is performed using a short DNA
hairpin of a few tens of basepairs (bp). A DNA hairpin is a single-stranded DNA molecule
that forms a double helix stem ended by a loop. The hairpin is flanked by two double stranded
helices that act as handles. Handles are molecular spacers used to manipulate the DNA hairpin.
These spacers also avoid non-specific interactions between the DNA hairpin and the beads when
performing the experiments. The handles are tagged with biotin and digoxigenin at one end to
specifically attach them to the coated beads. The 29-bp handles are chosen because they provide
higher rigidity than longer handles and higher signal-to-noise ratio measurements [163].
To synthesize short DNA hairpins with 29-bp dsDNA handles, the desired DNA sequence
(that we will denote as CD4) is purchased in a series of oligonucleotides that self-assemble into
the hairpin and handles [163]. Briefly, a 29-bp sequence is used to make the handles, with the
hairpin sequence flanked by the handles at both sides (Table 5). For very short hairpins (≤ 13 bp),
the hairpin sequence can be ordered as a single oligonucleotide; however, for longer hairpins, it
is useful to split the molecular construct into two oligonucleotides that are annealed and ligated
together. Finally, the dsDNA handles are created by annealing a third oligonucleotide that is
complementary to the handle region (“splint”). The sequences of the oligonucleotides used for the
CD4 DNA hairpin used in this section are shown in Table 5. One oligonucleotide (Table 5, CD4-
handleA) is purchased with a biotin at its beginning (5’-biotinylated), whereas the oligonucleotide
containing the opposite handle (Table 5, CD4-handleB) is purchased 5’-phosphorylated and then
tailed at its 3’-end with multiple digoxigenins. All three oligonucleotides can be purchased from
companies such as Eurofins, Fisher Scientific or Sigma Aldrich.
Name Sequence
CD4-handleA 5′-biotin-AGT TAG TGG TGG AAA CAC AGT GCC AGC GCG CGA GCC ATA AT-3′
CD4-HandleB 5′-Phos- CTC ATC TGG AAA CAG ATG AGA TTA TGG CTC GCG ACT TCA CTA
ATA CGA CTC ACT ATA GGG A -3′
splint 5′-GCG CTG GCA CTG TGT TTC CAC CAC TAA CT-3′
Table 5. Oligonucleotides. Oligonucleotides used to synthesize the hairpin by a tailing,
annealing and ligation reaction. The splint is used to the create the 29-bp double-stranded
DNA handles. The hairpin loop is highlighted in bold and the sequences corresponding to
the handles are highlighted in blue.
To complete the DNA hairpin synthesis, three main reactions have to be performed:
1. Tailing reaction: As we have already noted, one oligonucleotide is already purchased with
the biotin at its 5’ end. However, to be able to stretch the hairpin, digoxigenins need to
be added to the other end of the hairpin by performing the tailing reaction described in
Table 6.
After the tailing steps, the oligos are purified using the QIAquick Nucleotide Removal Kit
(Qiagen) and eluted in 50 µl Tris-Cl 10 mM, giving rise to a final concentration, assuming
a 100% efficiency, of ∼ 2 µM.
2. Annealing reaction: The final construct is then assembled in an equimolar reaction. Since
the sequences are complementary, at equal concentration for all the oligonucleotides,
the equilibrium structure is the formed hairpin with dsDNA handles (Fig. 14(c)). The
annealing is performed in two steps : (a) CD4-handleA + splint and CD4-handleB + splint;
(b) mix of the two previous reactions. The annealing protocol is described in Table 7.
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Milli-Q water 8 µl
5X CoCl2 solution* 4 µl
5X reaction buffer* 4 µl
10 mM dATP (Sigma Aldrich) 1 µl
1 mM DIG-dUTP (Sigma Aldrich) 1 µl
100 µM CD4-HandleB 1 µl
Terminal transferase (400 U µl−1, Sigma Aldrich) 1 µl
Total Volume 20 µl
Table 6. Oligonucleotide tailing reaction. Mix all the items in an Eppendorf tube and
keep it at 37◦C for 15 min. After the reaction is finished, add 1 to 2 µl of 0.5 M EDTA pH 8.0
to quench the reaction. (*) Included in the Terminal transferase kit from Sigma Aldrich.
Reaction I Reaction II
Milli-Q water 12 µl 8 µl
DIG-tailed CD4-HandleB (∼ 2 µM) - 5 µl
CD4-HandleA (5 µM) 1 µl -
splint (100 µM) 1 µl 1 µl
1 M Tris pH 7.5 0.5 µl 0.5 µl
5 M NaCl 0.5 µl 0.5 µl
Total Volume 15 µl 15 µl
Table 7. Annealing reaction. Mix the items for each reaction in a separate Eppendorf
tube. Keep both reactions at 95◦C for 1 min, 80◦C for 10 min, decrease by 0.5◦C every
10 min down to 40◦C. Hold the temperature, mix both reactions and decrease by 0.5◦C
every 20 min down to 10◦C. The decrease in temperature can also be achieved by letting
the tubes inside a thermal bath cooling down with the heater off; however, the usage of a
thermocycler is recommended, since it allows for a better temperature control.
3. Ligation: The molecular assembly is almost completed. All the Watson-Crick bonds of
the structure have been formed. However, the backbone of the two oligos of the stem of
the hairpin are still not covalently bonded. The final step is to connect the phosphorylated
5’ end of CD4-handleB oligo with the C3’ end of CD4-handleB. To do so, the assembly is
then ligated in an overnight reaction using T4 DNA ligase (New England Biolabs) at 16◦C.
The ligase is heat inactivated at 65◦C for 10 min, as shown in Table 8.
4.1.6. Pulling experiments
Paradigmatic manipulation experiments one can perform with a DNA hairpin are pulling
experiments. The DNA hairpin is tethered between the two beads and the force it experiences
is cyclically varied between a minimum and a maximum force value. Starting at a low force
(typically 0 to 5 pN) with the hairpin folded, the trap is moved away from the pipette at a constant
pulling speed and the exerted force is steadily increased. At a given point, the hairpin will reach
a force high enough to unravel the double-stranded DNA helix structure reaching the unfolded
state. This mechanically induced denaturation process is called unzipping. The stretching of
the unfolded hairpin keeps on until a maximum force is reached. Afterwards, the same reverse
protocol is applied: the trap is moved backwards at the same pulling speed and the applied force
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Milli-Q water 52 µl
Annealing product 30 µl
10× T4 DNA ligase buffer 10 µl
10 mM ATP 5 µl
T4 DNA ligase (400 U µl−1) 3 µl
Total Volume 100 µl
Table 8. Ligation reaction. Mix all the items in an Eppendorf tube and keep them at 16◦C
overnight. Afterwards, keep the Eppendorf tube at 65◦C for 10 min to inactivate the ligase.
decreased until reaching the minimum force value. In this reverse process (called rezipping)
the DNA will refold to the hairpin native state when the applied force is low enough. Once the
applied force reaches the initial minimum value a new pulling cycle starts again. The CD4 DNA
hairpin is a good molecular marker that can be used for force calibration. It reversibly unfolds
and folds at 14.7 ± 0.3 pN at standard conditions (T = 298 K, 1 M NaCl).
Fig. 16. Free-energy of hairpin formation. (a) Hairpin pulling trajectories shown as
force-distance curves. The unfolding cycles are plotted in red and the folding cycles in
blue. The black dots indicate the initial (L0, fmin) and final (L1, fmax) points considering for
computing the work WFU. Since the L values are obtained from the light position at the
position-PSD, the L0 and L1 stand as relative trap positions with respect to an arbitrary zero
(which corresponds to the center of the position-PSD). (b) Probability density functions
(PDFs) of the work, computed using equation (75), for the unfolding (WU, red histograms)
and folding (WF, blue histograms) cycles. The value at which the probabilities cross (dashed
vertical line) is the free energy difference between the folded and unfolded states ∆GFU.
This value is obtained as the crossing point between the lines interpolating the histograms
(blue and red solid lines).
The detailed procedure to perform the pulling experiment is:
1. The three channels are filled with the molecular buffer described in section 4.1.4 through
the syringes connected to the channels. The buffers have to be kept in the fridge and filtered
using a 10 ml syringe and a filter (Sterile Syringe Filter, w/0.2 µm Cellulose, Acetate
Membrane, VWR International) to prevent microorganism growth.
2. The chamber (already held in the metallic mount as described in section 4.1.1) is placed
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between the objectives.
3. The buffer containing SA beads is flowed in the upper channel and AD beads in the lower
channel (the channels can be interchanged).
4. The microfluidics chamber is moved using the stepper motors to bring the optical trap
close to the dispenser tube of the upper supplier channel to capture a SA bead.
5. After a SA bead is captured by the optical trap, the microfluidics chamber is moved back
to position the trapped SA bead on the tip of the micropipette. The syringe is then pulled
and the SA bead is held by air suction at the tip of the pipette.
6. The microfluidics chamber is then moved close to the dispenser tube of the lower channel
supplying AD beads.
7. Once an AD bead is captured (paying special attention not to trap more than a single bead),
the AD bead is brought close to the SA bead, i.e., the chamber is moved so that the optical
trap is in the working zone.
8. The tether is formed by poking the SA bead held by the micropipette with the optically
trapped AD bead, until a non-zero force is recorded upon retracting the AD from the SA
bead.
9. Check that only one molecule has been attached to the bead. To do so, the easiest way is to
move the optical trap away from the bead in the pipette and verify that a sudden decrease
of the force by ∼ 1.5 pN occurs at ∼ 15pN (red lines in Fig. 16(a)), which indicates the
unfolding of the DNA molecule. Then, by moving inwards the optical trap, a similar
increase of the force should occur at ∼ 14pN (blue lines in Fig. 16(a)), which indicates that
the hairpin is folding back. This equilibrium unzipping-rezipping force has been found to
be 14.7 ± 0.3pN at standard conditions (see above).
10. Now, the pulling experiment can start by cyclically varying the distance L between the
pipette-held particle and the center of the trap (as shown in Fig. 14(d)). In this way,
repeated unfolding and refolding pulling cycles (∼ 100) are performed over the same
molecule while recording the force and the trap position. Some representative data are
shown in Fig. 16(a), with a typical pulling speed of 100 nm s−1. To extract the free energy
of formation of the hairpin, as we will see in the next section, it is key that the hairpin is
folded at L = L0 and unfolded at L = L1.
4.1.7. Extracting the free-energy of hairpin formation
One of the main applications of single molecule experiments is the possibility to extract free
energy differences from irreversible work measurements using fluctuation theorems [164]. From
the force-distance curves (Fig. 16(a)) the workW exerted on the molecule between the starting
trap position, L0, and the final one, L1 can be directly measured as the area below the curve:
W =
∫ L1
L0
f dL. (75)
For quasi-static processes (i.e., sufficiently slow pulls) the work equals the free energy difference
∆GFU between the initial L0 (folded) and final L1 (unfolded) trap positions. However, this is not
true for irreversible pulls which exhibit hysteresis between the stretching (forward) and releasing
(reverse) processes. The difference in the area between consecutive unfolding and folding cycles
is the work dissipated by the system, which is positive in average according to the second law of
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thermodynamics. Noteworthy, since we are not in the thermodynamic limit (as we are dealing
with small systems), there may be trajectories that violate the second law of thermodynamics.
Fluctuation theorems state that the work distributions measured along the forward and reverse
processes fulfil a symmetry relation [164]. One of the main consequences of such a relation is that
forward and reverse work distributions, despite being different due to the hysteresis, cross each
other at the value of ∆GFU, independently of how irreversible the pulling process is. To extract the
work distributions we use equation (75) to compute the work for all the forward (stretching) and
reverse (releasing) cycles. The probability distributions of the work for the forward and reverse
processes are shown in Fig. 16(b) by the red and blue histograms, respectively. The crossing point
of the forward and reverse work probability distributions corresponds to the difference in free
energy ∆GFU between the folded (L0) and unfolded (L1) states. The work histogram in Fig. 16(b)
is obtained by taking L0 = −140 nm ( fmin = 11.35 pN) and L1 = −60 nm ( fmax = 17.16 pN).
Note that L0 and L1 stand as relative trap positions with respect to an arbitrary zero. The crossing
point of the histograms gives ∆GFU = 348.67 kBT (with 1kBT = 4.114 pN nm at T = 25◦C).
The free energy difference between the folded and unfolded states can be written as:
∆GFU = ∆G0FU + ∆W
ssDNA
FU − ∆WdipoleFU + ∆WhandlesFU + ∆WbeadFU , (76)
where the term ∆G0FU is the free energy of formation of the molecule, which is the quantity we
are interested in obtaining, and the other contributions are the reversible work differences related
to the different parts of the experimental setup (ssDNA, handles, bead, hairpin dipole, as shown
in Fig. 14(d)). These contributions can be computed as follows:
1. ∆W ssDNAFU is the reversible work needed to stretch the unfolded molecule, which is modeled
with an inextensible Worm-like chain [165]:
fssDNA(x) = kBTp
©­­«
1
4
(
1 − xnl0
)2 − 14 + xnl0 ª®®¬ , (77)
where fssDNA is the force, x is the molecular extension, n is the number of monomers of
the molecule (n = 44 bases for our case), l0 = 0.59 nm is the contour length per monomer,
and p = 1.35 nm is the persistence length (parameters from Ref. [166]). The stretching
contribution of this released ssDNA is then computed as
∆W ssDNAFU =
∫ x( fmax)
0
fssDNA(x)dx. (78)
The value we obtain is ∆W ssDNAFU = 19.0 kBT .
2. ∆WdipoleFU is the reversible work needed to stretch the folded molecule, which is modelled as
a single dipole of length d = 2 nm [166], corresponding to the double-helix diameter [167]:
xdipole( f ) = d
[
tanh
f d
kBT
− kBT
f d
]
(79)
and
∆WdipoleFU = ∆ f∆x −
∫ fmax
fmin
xdipole( f ′)df ′, (80)
where ∆ f = fmax − fmin and ∆x = x( fmax) − x( fmin). The value we obtain is ∆WdipoleFU =
4.6 kBT .
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3. Finally, the last two contributions to equation (76) can be computed by considering the
slope of the force-distance curves just before the rip, where the distance corresponds to the
optical trap position (L), as shown in Fig. 16(a). The slope κeff can be easily obtained by
linearly fitting the data points right before the unfolding event. This yields the effective
stiffness of two serially connected springs: the trapped bead of stiffness κB, and the handles
stiffness, κhandles: κ−1eff = κ
−1
B + κ
−1
handles. Assuming that the hairpin orientation has a much
higher stiffness than the handles and the optical trap, the combined work can be written
as [166]:
∆WhandlesFU + ∆W
bead
FU ≈
f 2max − f 2min
2 κeff
, (81)
where we have considered that the stiffness of the folded molecule is very large and
consequently does not contribute to κeff . The value we obtain is ∆WhandlesFU + ∆W
bead
FU =
282 kBT .
From equations (78), (80) and (81), and from the crossing point of the forward and reverse work
probability distributions (∆GFU), we obtain all the terms needed to calculate the free energy of
formation of the hairpin, ∆G0FU, from equation (76). The free energy of formation at zero force
we obtain for this molecule is ∆G0FU = 51.9 kBT , which is in agreement with that of the sequence
of the CD4 hairpin, ∆G0FU = 50.6 kBT , using the values provided in Ref. [168]. Typical errors of
∆G0FU are on the order of several kBT , corresponding, in this case, to a 5% to 10% relative error.
4.1.8. Other applications to single-molecule mechanics and outlook
“Take a single DNA molecule and pull from its extremities while recording the force-extension
curve until it gets fully straightened.” This thought experiment, which was just a dream a few
decades ago, has now become standard in many research labs worldwide. Since the seminal
works on single-molecule manipulation almost 30 years ago [7–9], the number of applications of
single-molecule mechanics has kept on growing. Applications might be classified in two large
sets: those aimed to address specific biological questions (e.g., the mechanics of maintenance
and regulatory enzymes in the genome, the energetics and kinetics of DNA hybridization, RNA
and protein folding, molecular footprinting of proteins and ligands binding DNA), and those
aimed to enlighten fundamental physico-chemical questions (e.g., polymer physics, chemical
reactions, nonequilibrium physics) using biomolecular matter as model systems. The reader
can have a look at published reviews specifically addressing these fields to discover that the
future of the single-molecule field has a long way ahead to run [133–140]. Most optical-tweezers
and single-molecule technology is still instrumental craftwork not widely available in research
institutes and labs worldwide, yet it is becoming steadily more popular among biologists aiming
to enter the field. Future developments in the field will be the parallelization of measurements in
optical tweezers making it high-throughput either using holographic techniques [43] (recently
extended also for acoustic tweezing [169]), combining single-molecule fluorescence with force-
measurement techniques [170–172], controlled force resistive pulse sensing [173, 174], and
plasmonic trapping [13]. Finally, a major step would be to apply force spectroscopy techniques
to ex-vivo and in-vivo conditions.
4.2. Single-cell mechanics
Biological microscopic objects such as organelles and living cells have been optically manipulated
since the late 1980s [175,176]. In Ref. [177], the swimming motion of optically trapped bacteria
was recorded while the trapping forces were measured providing the first example of single-cell
optical manipulation. Since then, biomechanics at the cellular scale has kept on growing
in terms of techniques and objects of study [178, 179]. Techniques such as atomic force
microscopy [180, 181], optical tweezers [182–184], particle tracking microscopy [185, 186],
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traction microscopy [187–189], magnetic twisting cytometry [190], acoustic force spectroscopy
[191], and micropipette aspiration [192] have become commonly employed to investigate the
response of cellular objects to mechanical stresses. Essential cellular processes (e.g., cell division)
and collective effects (e.g., cell signaling and migration in tissues) are currently being investigated
with such techniques.
In this section, we will demonstrate one of the simplest cell manipulation experiments with
optical tweezers: the mechanical stretching of a single red blood cell (RBC) to measure its
rigidity to an externally applied deformation or strain.
4.2.1. RBC buffer preparation
The RBC buffer should mimic the physiological conditions found in human blood. It can
be prepared as a solution of 130 mM NaCl, 20 mM K/Na phosphate buffer at 7.4 pH, 10 mM
glucose, and 1 mg ml−1 BSA (Bovine Serum Albumin) [193]. It is convenient to prepare higher
concentration stocks (1 M) of every solution and store them in the fridge (higher concentration of
salts together with low temperature prevent microbial contamination), keeping them in 50 ml
Falcon tubes for repeated use. To prepare a 50 ml Falcon tube containing the RBC buffer, follow
these steps:
1. Add 6.5 ml of 1 M NaCl, 1 ml of 1 M K/Na phosphate buffer at 7.4 pH,16 and 0.5 ml of
1 M glucose into an empty 50 ml Falcon tube.
2. Add 50 g of BSA.
3. Add 42 ml of milli-Q water.
4. Mix the RBC buffer and filter it (Sterile Syringe Filter, w/0.2 µm Cellulose, Acetate
Membrane, VWR International).
5. Place the filtered solution into a new 50 ml Falcon tube.
All remaining unused RBC buffer must be re-filtered on a daily basis to prevent molecular
aggregation and bacterial growth. After three days, it is recommended to dispose of the remaining
RBC buffer because the re-filtering will not be enough to ensure proper conservation.
4.2.2. Blood extraction
To obtain human blood, the easiest way is to prick the finger of a healthy donor. Use of diabetic
testing lancets will ensure sterilization of the pricking device. The extraction is made following
these steps:
1. Disinfect the finger of the healthy donor with ethanol and dry it with handkerchief paper to
remove any remaining liquid.
2. Prick the donor’s finger with the lancet and apply some pressure to extract a drop of blood.
A single drop of blood will be enough to perform experiments during an entire day.
3. With a 200 µl pipette take 10 µl of blood from the finger.
4. Dilute as fast as possible the blood drop in 1 ml of RBC buffer inside a 1.5 ml Eppendorf
tube to prevent degradation of the RBCs.
16The 1 M K phosphate buffer at 7.4 pH is obtained by mixing 40.1 ml of 1 M K2HPO4 and 9.9 ml of 1 M KH2PO4.
The 1 M Na Phosphate buffer at 7.4 pH is obtained by mixing 38.7 ml of 1 M Na2HPO4 and 11.3 ml of 1 M NaH2PO4.
All salts are available from Sigma-Aldrich.
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4.2.3. Bead preparation
The simplest option to attach the beads to the RBCs is to take advantage of non-specific
interactions between polystyrene beads and RBCs.17 To do so:
1. Add 1 ml RBC buffer in a 1.5 ml Eppendorf tube.
2. Homogeneously resuspend the polystyrene beads by placing the purchased beads (Mi-
crobead NIST Traceable Particle Size Standard, 3.00 µm, Polysciences, Inc.) into a vortex
mixer for several seconds. An additional step of several seconds of sonication improves
the resuspension.
3. Add 3 µl of the bead stock solution to the Eppendorf tube.
It is recommended to have two Eppendorf tubes with bead solution available to ensure continued
supply of the chamber with beads during the experiment.
4.2.4. Setup preparation
The experiment can be performed using the same microfluidics chamber and miniTweezers setup
presented in section 4.1. In particular, the procedure to build the chamber and to place it into the
mount is the same as described in section 4.1.1, the only difference being a longer plastic tube
(40 cm) to connect one of the syringes to the inlet of the central channel. Once the chamber is
fixed into the mount with the syringes connected through the plastic tubes, the next steps are:
1. Flow 3 ml of RBC buffer in each of the three channels to produce an homogeneous
environment in the chamber.
2. Identify which dispenser tube (upper/lower) has the most clear exit (i.e., the one displaying
the most sharp perpendicular cut in the video image) to the central channel. This will
simplify trapping the beads.
3. Fill the syringe connected to the dispenser tube selected in the previous point with the bead
solution. Suck about half of the Eppendorf tube content with the syringe.
4. Fill the other syringe (upper/lower channel) with RBC solution. Suck about half of the
Eppendorf tube content with the syringe.
5. Introduce the mount with the chamber between the two objectives of the optical tweezers.
6. Connect the syringe with the larger plastic tube (the one of the central channel) to a pump
to apply a controlled flow to the central channel when it is needed. We will use this flow to
stretch the RBC-bead dumbbell captured in the optical trap, thereby preventing thermal-
and photo-damage of the cell.
4.2.5. Construction of the cell-bead configuration
To perform cellular pulling experiments, the RBC need to be held between two beads attached
to the cell membrane on opposites sides, as shown in Fig. 17(d). One bead is held by the
micropipette by air suction, while the other bead is held by the optical trap. The use of beads as
handles to manipulate the RBC minimizes the direct exposure of the RBC to the laser light. The
steps of the procedure to obtain this cellular configuration are:
1. Align the lasers without a bead (steps 1–8 described section 4.1.2).
17There are also several options to treat the beads and RBC to specifically attach them, e.g., using the lectin protein
Concanavalin A [191] or biotinylating the RBC [194]
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2. Identify the position of the pipette and of the two dispenser tubes that connect the upper
and the lower channels with the central one.
3. Move the chamber using the stepmotors and place the optical trap close to the exit of the
dispenser tube that contains the bead solution.
4. Flow some bead solution pushing the syringe either by hand or using a pump, and trap a
bead with the optical trap.
5. Move the trapped bead next to the pipette tip in the working zone.
6. Align the lasers with the trapped bead (steps 9–13 described section 4.1.2).
7. With the bead already trapped, try different flow values with the pump connected to the
syringe of the central channel until the force reaches ∼ 10 pN due to the RBC buffer flow.
This will be the approximate flow that we will need to keep the optically trapped bead
separated from the RBC (Figs. 17a and 17b) after we obtain an attachment.
8. Turn off the pump.
9. Move the trapped bead to the area of the blood dispenser tube exit. It is important not
to put the bead exactly at the exit of the tube to prevent losing the bead due to the RBC
solution flow.
10. Flow some RBC solution applying a small pressure to the syringe. RBCs will flow into the
central channel.
11. Move the trapped bead close to a RBC and try to make a connection by poking the surface
of the RBC with the bead. The connection is formed when the RBC follows the trapped
bead when moved.
12. Move the chamber using the stepmotors to place the bead and the attached RBC next to the
micropipette.
13. Turn on the pump. The configuration should look like Fig. 17(a). The RBC is attached to
the bead and partially trapped by the lasers.
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Fig. 17. Construction of the cellular configuration. Images of different steps to obtain
the RBC configuration required for the experiment: (a) the RBC is attached to a bead and
partially trapped by the lasers; (b) the bead is trapped, while the RBC is not trapped; (c) the
second bead is attached to the other side of the RBC; (d) final experimental configuration at
zero reading for the force along the y-direction. The diameter of the beads is 3 µm. The red
dot represents the position of the optical trap. The red arrow in (a) and (b) represents the
presence and direction of the fluid flow.
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14. If the flow is not enough to separate the RBC from the trap and, therefore, to obtain the
configuration of Fig. 17(b), it is necessary to move the chamber using the stepmotors along
the horizontal direction to exert an extra force and separate the RBC from the optically
trapped bead.
15. Move the bead close to the tip of the pipette.
16. Carefully apply air suction to immobilize the bead. This step is critical because a large
enough air suction force could absorb the RBC inside the pipette.
17. Move the optical trap away from the bead. If the bead is properly fixed to the tip of the
pipette, the bead will stay there. If this is not the case, when the optical trap is moved the
bead will follow it.
18. Do not turn off the pump flow in the central channel. To minimize the possibility of losing
the bead attached to the RBC fixed on the tip of the pipette, do the following steps as
quickly as possible.
19. Halve the flow to facilitate the trapping of the second bead. Check that the RBC stays
separated from the bead, if this is not the case, increase the flow again to separate the cell
from the bead.
20. Move the optical trap to the exit of the bead dispenser tube.
21. Flow the bead solution and try to trap a bead. It will be harder due to the RBC buffer flow
on the central channel. To catch a bead with the pump on, it is easier to stay at the exit of
the dispenser tube without moving the trap. Wait for the bead to fall into the optical trap
instead of actively moving the trap around.
22. Once you have trapped a bead, move the chamber to the working area.
23. Try to make a connection between the trapped bead and the RBC as in Fig. 17(c). Notice
that the two beads are on opposite sides of the RBC.
24. Check that the new connection between the bead and the RBC is done by moving the
optical trap to the same direction as the pump flow. If the RBC is deformed while moving
the trap, the attachment is done.
25. Turn off the pump to remove the flow of the central channel.
26. Nip very carefully the plastic tube that is connected to the entrance of the central channel
with a clamp to prevent flows due to the difference of pressure at both ends of the plastic
tubes.
27. Move the stepmotors to obtain the configuration shown in Fig. 17(d), aiming at having a
zero reading for the force along the y-direction.
4.2.6. Experiments
By cyclically stretching and releasing the RBC, it is possible to obtain the force-extension curves
from which the stiffness and deformability of the RBC can be extracted. Starting with a RBC in
the configuration described in the previous section (Fig. 17(d)), it is possible to stretch the cell
by moving the optically trapped bead outwards (i.e., away from the micropipette) and release
it by moving it inwards (i.e., towards the micropipette).18 Follow these steps to define the
stretching-realising protocol:
18A range for the optical trap displacement of at least ∼ 8 µm is necessary to perform the RBC stretching. Thus, it is
recommended to move the optical trap towards the lower limit of its y-displacement, before starting the pulling protocol.
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1. Select the minimum force from which to start stretching the RBC (e.g., 0 pN).19
2. Select the maximum force at which to stop the RBC stretching (e.g., 20 pN).20
3. Select the pulling velocity (e.g., 140 nm s−1).
4. Select the refolding time (i.e., the time to wait at the minimum force before starting a new
cycle; e.g., 0 s).
Starting from the minimum force, the RBC is pulled at the constant velocity until the maximum
force. After reaching this maximum force, the RBC is pushed at the same constant velocity
to the minimum force. During this process, the displacements and forces along the RBC
stretching direction (y-direction) are recorded for both the A- and B-trap in the miniTweezers
setup (Fig. 14(a)); then, the two displacements are averaged to measure the trap displacement,
while the two forces are summed to obtain the total force acting on the RBC. The whole process
is called pulling cycle. Recording 5 pulling cycles for each RBC is typically enough for the
subsequent analysis.
4.2.7. Data analysis
The data analysis aims at computing the RBC stiffness knowing the stiffness of the optical trap
κtrap. The experiment measures the trap displacement ∆xtrap, not the cellular extension ∆xcell.
Thus, ∆xcell can be computed from ∆xtrap, κtrap, and the measured optical force ftrap. For each
intermediate trap position from L0 to Lf , we are able to transform L into xcell substracting the
19Depending on the laser power, it could be very hard to reach the 0 pN force as the RBC will be attracted to the optical
trap.
20Above 20 pN, as we have not applied any specific coating to the beads, a very thin membrane tube (theter) forms and
alters the force-extension curve.
RBC
ΔL
Δxtrap
Fig. 18. Sketch of RBC extension under applied force. The red ellipse represents the
RBC, the light blue circles represent the beads, and the small green circle represents the
optical trap. The cell extension is ∆xcell, while ∆xtrap is the bead displacement respect to
the trap center, and ∆L is the displacement of the optical trap. Note that ∆xcell and ∆xtrap
are distances along the y-axis.
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Fig. 19. Force–cellular-extension curves and RBC stiffness. (a) Force–cellular-extension
curves for two different RBCs. (b) Stiffness as a function of force obtained from the slope of
the force–cellular-extension curves.
trap contribution (Fig. 18), as we show in the following expression:21
∆xcell = ∆L − ∆xtrap = ∆L −
ftrap
κtrap
, (82)
where ∆L is the variation of the trap position between that at minimum force and that at maximum
force. The resulting force-cellular-extension curve is shown in Fig. 19(a) for the second pulling
cycle for two different RBCs.22
The RBC stiffness can be measured from the slope of the force–cellular-extension curves.
As can be observed in Fig. 19(a), the force–cellular-extension curve is not a straight line. This
indicates that the stiffness of the RBC depends on the force applied to the cell. For this reason,
the slope is computed for five different force windows whose stiffness values are represented in
Fig. 19(b). The RBC stiffness increases as we increase the applied force, the stiffness curves of the
stretching and releasing cross each other between 6 and 10 pN, and the releasing stiffness is higher
than the stretching stiffness at high forces while it is lower at low forces. The expected values
for RBC stiffness in this specific geometry are in the range between 3 pN µm−1 and 10 pN µm−1.
The dispersion between different RBCs, in terms of force–cellular-extension curves, can be very
large. This can be due to the fact that the RBCs are not separated by density so that the RBCs
can have very different ages and, thus, very different physiological properties [196].
4.2.8. Other applications to single-cell mechanics and outlook
Until now, the manipulation of single cells with optical tweezers has not been extensively
investigated as single-molecule manipulation. The main reason is the difficulty inherent to the
geometry of the pulling assays when working with cells. Indeed, while the specific labeling of
molecules makes it possible to design the most diverse pulling geometries, this is more difficult
to achieve when manipulating single cells which ultimately require the physical contact between
the optically trapped bead and the lipid cell membrane. Additionally, single cell manipulation
with optical tweezers is feasible on cells in suspension (such as RBC, lymphocytes, senescent,
stem cells), whereas adherent cells are harder to manipulate, often requiring confocal microscopy
21This is the same analysis done to obtain the molecular extension in long nucleic acids (≈ 10 kbp double-stranded
nucleic acids or ≈ 1 kbp single-stranded nucleic acid [195]).
22It is best to analyze the second pulling curve because the first one could exhibit a special transient behavior.
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setups with optical traps very close to the glass substrate. For the latter class of cells, other
techniques (e.g., atomic force microscopy, traction microscopy, magnetic twisting cytometry)
turn out to be more informative. Finally, let us mention that while most single cell manipulation
studies are carried out in in-vitro conditions (e.g., on the Petri dish), it will be necessary to expand
the use of these manipulation techniques to more relevant environments such as ex-vivo tissues.
In this case, the mechanical response of a single cell in a tissue-like environment is expected to
differ a lot with respect to the isolated cell. Overall, this makes the future of single cell mechanics
very promising beyond biology, with implications in physiology and medicine.
4.3. Microrheology
Rheology investigates the mechanical response of soft materials such as simple liquids, polymer
solutions, micellar fluids, colloidal suspensions, liquid crystals, gels, and foams [20, 197].
Specifically, it is concerned with flow and deformation of such materials under applied stress or
strain. Depending on the specific details of their microstructure, different kinds of rheological
behavior can be observed. For instance, for most simple liquids, the rheological response is
Newtonian: upon imposing a given strain rate, the resulting stress is proportional to it, thereby
dissipating energy instantaneously by viscous resistance. Instead, complex fluids and gels,
whose components are usually long macromolecules suspended in a viscous solvent, exhibit
viscoelasticity, i.e., both viscous (liquid-like) and elastic (solid-like) responses are possible [198];
therefore, they are able to store and dissipate energy depending on the time-scale of observation.
The goal of rheology is to provide quantitative parameters, e.g., viscosities, relaxation moduli
and creep compliances, that relate the stress and the strain (or the strain rate) of the material
under deformation. To this end, the most straightforward techniques consist in imposing stresses
and strains in a controlled manner by means of a rheometer to the material sample of interest and
then measuring the corresponding mechanical response. Despite their relative simplicity, these
methods require typically milliliter-sized sample volumes, thus being unsuitable for soft matter
systems that are expensive or difficult to find in abundance, such as biological fluids and newly
synthesized materials.
Microrheology overcomes this major drawback by measuring mechanical properties of a soft
material sample using colloidal probes directly embedded in it. The rheological information of
the material is fully inferred from the motion of the probe, which requires only the detection
and tracking of its position over time. Therefore, very small sample amounts, typically ranging
from pico- to microliters, are needed. This in turn allows to carry out in-situ rheological
measurements which are inaccessible to macroscopic methods, e.g., biofluids within living tissues
and cells, soft interfaces and membranes. Furthermore, microrheology offers several advantages
over conventional macroscopic rheometry. For instance, unlike bulk rheology, which provides
quantities averaged over the entire macroscopic sample, microrheology permits to explore local
mechanical properties at the length-scale of the micron-sized probe. This is particularly useful
for investigating heterogeneous materials and fluids close to interfaces, where submillimetric
spatial variations of the rheological parameters occur. In addition, undesirable artifacts that can
arise due to inertial effects when using a macroscopic rheometer are automatically ruled out in
microrheology due to the extremely low Reynolds numbers (Re . 10−3) of the flows induced
by the motion of a micron-sized probe. This expands significantly the available frequency
range over which the linear viscoelastic spectrum of the system can be determined without
inertial corrections, typically from the range [10−1 Hz, 102 Hz] up to the range [10−1 Hz, 106 Hz].
Besides, conventional rheometers are usually designed for either highly elastic or highly viscous
materials, but they are not sensitive enough to measure low viscosities and elastic moduli; then,
another advantage of microrheology is its capability to detect very weak viscoelastic parameters.
Moreover, the typical forces and energies involved in microrheology, either from the thermal
motion of the material molecules or those externally exerted by optical tweezers, are of the order
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of ∼pN and ∼kBT , respectively. This guarantees that the microstructure of the sample is not
irreversibly destroyed by the motion of the probe.
4.3.1. Basic setup and concepts
ϵ t)(
a b
ϵ0
t
σ t)(
tt=0 xoty
x
z
Fig. 20. Microrheology with an optically trapped particle. (a) Sketch of the general
response of the shear stress σ(t) of a viscoelastic material to a step-like shear strain (t).
For t ≥ 0, the ratio σ(t)/0 defines the stress relaxation modulus G(t). (b) Sketch of the
typical experimental system used in microrheology: a spherical colloidal bead (radius a),
embedded in a soft material, is trapped by optical tweezers. If the position of the optical
trap is fixed (xot(t) ≡ 0, passive microrheology), the particle is only subject to the thermal
collisions of the molecules of the surrounding fluid microstructure. If xot(t) is varied in time,
an additional time-dependent force is exerted on the probe particle (active microrheology).
Optical tweezers provide the ideal tool to manipulate probe particles in microrheology
[20,199–202], because they permit one to tailor the forces that can be exerted to locally strain the
sample.
To extract meaningful information by means of standard microrheological methods, some
experimental conditions must be fulfilled. First of all, the material must be homogeneous and
isotropic at the scale of the probe, which is usually valid when the relevant length-scale of the
material, e.g., the mesh size of gels and semidilute polymer solutions, is much smaller than the
probe size. In this case, the environment behaves as a continuum and its mechanical response
can be fully characterized by a single scalar function, e.g., the stress relaxation modulus G(t).
For example, upon applying a step-like shear strain at t = 0 to a material, (t) = 0Θ(t), where Θ
is the Heaviside function, the stress relaxation modulus is given by
G(t) = σ(t)
0
for t ≥ 0, (83)
where σ(t) is the resulting shear stress (Fig. 20(a)). For a viscoelastic liquid, G(t) decays to zero
over a finite time, while for a viscoelastic solid, it decays to a constant non-zero value. In both
cases, the drag force experienced by an embedded particle at time t can be written as
Fdrag(t) = −
∫ t
−∞
dt ′Γ(t − t ′)Ûr(t ′), (84)
where Ûr(t ′) is the instantaneous particle velocity at time t ′ < t and the minus sign indicates that
the drag force is opposed to the instantaneous velocity, whereas Γ is a memory function related
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to G(t), which weights the role of the previous history of the particle motion on its current drag
force due to the temporal correlations induced by the surrounding medium. For example, for a
spherical particle of radius a, the memory function is Γ(t) = 6piaG(t), which can be regarded as
a generalization of the Stokes’ law (equation (6)). For a Newtonian fluid with shear viscosity η,
the relaxation modulus is G(t) = 2ηδ(t),23 which corresponds to an instantaneous response of the
drag force Fdrag(t) = −6piηaÛr(t) to the particle velocity Ûr(t). Moreover, for some techniques, it is
required that the sample is in thermal equilibrium and that the forces externally applied to the
probe are small enough to keep the material in its linear response regime. Under such conditions,
the time evolution of a single particle coordinate, x, is described by the generalized Langevin
equation [203]
0 = −
∫ t
−∞
dt ′Γ(t − t ′) Ûx(t ′) − κ[x(t) − xot(t)] + ζ(t), (85)
where xot represents the x-component of the central position of the optical trap, while ζ is a
Gaussian noise of zero-mean, 〈ζ(t)〉 = 0, and autocorrelation 〈ζ(t)ζ(t ′)〉 = kBTΓ(|t − t ′ |).
Depending on how optical tweezers are employed to manipulate a colloidal probe embedded
in a soft material (Fig. 20(b)), two kinds of microrheological techniques exist: passive and
active [197,201]. In the following sections, we describe how to prepare a prototypical viscoelastic
fluid (section 4.3.2) as well as how to determine rheological parameters of simple liquids using
passive and active microrheology (sections 4.3.3 and 4.3.4).
4.3.2. Preparation of a viscoelastic fluid and setup
An equimolar wormlike micellar solution made of the surfactant cetylpyridinium chloride
(CPyCl) and the salt sodium salicylate (NaSal), both dissolved in water, represents a prototypical
viscoelastic fluid. To prepare it, overnight mixing of the two components in deionized water
is required at approximately 50◦C, after which a homogenous and isotropic viscoelastic fluid
results.24 To get reproducible rheological parameters of the fluid, the conductivity of water
should be kept at most at 10 µS m−1 (milli-Q water is a good option for this purpose). Depending
on the surfactant/salt concentration, different kinds of microstructures in the aqueous solvent
are formed [204]. For instance, above the first critical micelle concentration but below 4.5 mM,
the surfactant molecules aggregate into spherical and cylindrical micelles of radius 2 to 3 nm,
which result in a weakly viscoelastic behavior of the dilute solution. Increasing further the
concentration up to 10 mM, the surfactant molecules self-organize in long flexible cylindrical
micelles, which form, overlap, and deform dynamically in the solvent. Such wormlike micelles
have a radius from 2 to 3 nm and a contour length ranging from 100 nm to 1 µm, while their
persistence length and mesh size are of order 10 nm for concentrations between 5 and 10 mM. To
perform optical-tweezers-based microrheology, a very small amount of micron-sized beads must
be suspended in a microliter volume of solution. Special care is needed to avoid air bubbles inside
the fluid, which can be easily formed due to the presence of the surfactant. Sonication during
a few minutes of the fluid with the dispersed colloidal particles is recommended before being
loaded into the sample cell. Such a sample cell consist of a standard chamber (cross-sectional
area about 1 cm2) made of a glass slide and a coverslip, separated by a distance of approximately
100 µm by means of, e.g., spacer tape or parafilm strips. The chamber must be laterally sealed
with UV-curable optical adhesive after inserting a small volume (∼ 10 µl) of the suspension, in
order to avoid evaporation of the fluid and drift. During the measurements, the fluid sample
must be kept thermally coupled to a thermostat at constant temperature T within an accuracy
range of ±1 K, as the rheological properties of the fluid strongly depend on temperature. It is
23Here, we use the following convention for the Dirac delta
∫ ∞
0 delta(t′)dt′ = 1/2. Thus, the factor 2 is needed in
the relaxation modulus G(t) to recover the correct friction coefficient.
24It is recommended to wear gloves and safety googles when handling CPyCl, as direct contact with power can cause
skin and eye irritation.
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crucial to maintain T above the so-called Krafft temperature [205], which is 18◦C for the specific
micellar solution described here. Below the Krafft temperature, the surfactant crystallizes, thus
suppressing the viscoelasticity of the fluid.
To illustrate the microrheological techniques described in the following, two Newtonian fluids
with distinct viscosities at room temperature are used. The first one is deoinized water, whose
conductivity must be less than 10 µS m−1 in order to facilitate the sample cell preparation. The
second Newtonian fluid is propylene glycol n-propyl ether (PNP), also known as 1-propoxy-2-
propanol, which can be directly purchased with a purity ≈ 99% so that no further purification is
needed. On the other hand, two viscoelastic fluids are employed: an equimolar CPyCl/NaSal
micellar solution at 4 mM and one at 5 mM. The different fluids and their main properties are
summarized in Table 9.
Fluid Properties Technique
Water Newtonian (low viscosity) Passive microrheology
PnP Newtonian (high viscosity) Passive microrheology
CPyCl/NaSal (4 mM) Viscoelastic (small elastic modulus and relaxation time) Passive microrheology
CPyCl/NaSal (5 mM) Viscoelastic (larger elastic modulus and relaxation time) Passive and active microrheology
Table 9. Microrheology fluids. Fluids used to illustrate microrheology with an optically
trapped particle.
All the experiments described in this section are performed in a standard optical tweezers setup
implemented with an oil-immersion microscope objective (100×, NA = 1.4) which tightly focuses
a Gaussian laser beam (λ = 1070 nm) onto the sample. A single spherical particle is trapped
and kept at least 10 µ away from any wall of the sample cell in order to avoid hydrodynamic
interactions, which can significantly affect the values of the fluid’s rheological parameters with
respect to those obtained from bulk measurements. Imaging and position detection can be
realized by conventional video microscopy. In particular, for the determination of the linear
viscoelastic spectrum by passive microrheology, it is required that the acquisition frequency
of the camera must be above about 1000 frames per second. Therefore, the use of a position
sensitive detector is an alternative for this purpose. Furthermore, beam steering, which is crucial
for active microrheology, is achieved here by means of galvomirrors (section 2.3.1).
4.3.3. Passive microrheology
Passive microrhelogy is the simplest approach to study the local mechanical response of soft
matter. As its name suggests, the embedded colloidal bead is used as a passive element, whose
thermal motion provides all the necessary information to extract, via fluctuation-dissipation
relations, the frequency-dependent rheological parameters of the material under investigation. To
prevent sedimentation as well as significantly large diffusive displacements of the probe from its
initial position, which would otherwise restrict the measurement time of the particle position
x(t), a static optical trap can be used to confine the particle motion around a mean fixed position,
i.e., xot(t) = 0, as depicted in Fig. 20(b). Here, we present two direct applications of passive
microrheology with optical tweezers for viscous and viscoelastic liquids.
Determination of zero-shear viscosities. For a Newtonian liquid, the autocorrelation function
of the particle position provides a straightforward way to determine its viscosity η. From
equation (85), using the instantaneous memory function Γ(t) = 2γδ(t) for a purely viscous liquid,
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the expression for its autocorrelation function can be readily derived (section 3.5):
〈x(t)x(0)〉 = kBT
κ
e−t/τot for t ≥ 0, (86)
where 〈. . .〉 represents an ensemble average over different realizations of the thermal noise,
while τot = γ/κ is a decay rate related to the viscous friction coefficient γ of the probe and the
trap stiffness κ. In practice, the ensemble average can be replaced by a time average along the
stochastic trajectory x(t), provided that the total measurement time of x(t) is much larger than
τot. For a spherical particle of radius a, the friction coefficient is γ = 6piaη, where η is the fluid
viscosity. Then, once the trap stiffness κ is known (e.g., by the equipartition method: κ = kBT〈x(t)2 〉 ,
section 3.3), the experimental autocorrelation function of x(t) can be fitted to the right-hand
side of equation (86). Therefore, η can be determined from the fitting parameter τot by means
of η = κτot6pia . This is illustrated in Fig. 21, where the viscosities at T = 25
◦C of two Newtonian
fluids, water and propylene glycol n-propyl ether (PNP), are computed by means of this passive
method. In Fig. 21(a), we plot the typical trajectories x(t) of particles embedded in these liquids,
trapped by optical tweezers at approximately 40 µm away from the cell walls. The corresponding
autocorrelation functions of x(t) are shown in Fig. 21(b), where we show that the experimental
data (symbols) can be very well fitted to equation (86) (dashed lines). From the equipartition
relation, we first determine the values of the trap stiffness for each case: κ = 1.24 pN µm−1 for
the particle in water (diameter 2a = 2.73 µm) and κ = 0.90 pN µm−1 for the particle in PNP
(diameter 2a = 3.25 µm). Next, from the fitting parameters τot, we find the corresponding values
of the viscosities of both fluids: 0.9 mPa s for water and 4.5 mPa s for PNP, which agree very
well with their bulk values.
This technique can be extended to determine steady-state flow properties of viscoelastic fluids,
which exhibit both liquid- and solid-like responses at times shorter than a typical time τ. Such a
time-scale reflects the stress relaxation of the elastic material microstructure suspended in the
solvent. For a viscoelastic micellar solution, τ originates from the continuous formation and
breaking of the micelles as well as the reptation modes of the wormlike structures, and can range
Fig. 21. Determination of zero-shear viscosities. (a) Trajectories of particles of distinct
diameters trapped in different fluids. From top to bottom: water (2a = 2.73 µm), PNP
(2a = 3.25 µm), and aqueous micellar solution of CPyCl/NaSal at 4 mM (2a = 3.25 µm).
(b) Autocorrelation functions of the particle position for the cases in water (◦), PNP (),
and micellar solution (). The dashed lines correspond to exponential fits. Inset: semilog
representrations of the position autocorrelation function for the three cases, normalized by
their corresponding variances 〈x(t)2〉 = kBTκ .
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from a few milliseconds to several seconds in the semidilute regime [206]. Unlike viscoelastic
solids (e.g., gels), viscoelastic fluids are able to flow with constant shear rate at sufficiently long
times, t  τ, after applying constant shear stress at t = 0. Therefore, they are characterized by a
zero-shear viscosity η0, which in absence of a confining potential, leads to a long-time diffusion
of an embedded spherical particle, where the diffusion coefficient is given by kBT6piaη0 . In the
presence of an optical trap, from equation (85) it can be shown that the position autocorrelation
function has the form
〈x(t)x(0)〉 = kBT
κ
Ae−t/τot for τ  t < τot, (87)
where A < 1 is a prefactor that depends mainly on κ and τ. Equation (87) is valid provided that
τot  τ [207], which must be verified a posteriori. To fulfill this condition of large time-scale
separation, sufficiently small values of the trap stiffness are needed. In Figs. 21(a) and 21(b), we
illustrate this method for a 2a = 3.25 µm silica particle suspended in a dilute micellar solution
(concentration 4 mM, T = 295 K), trapped by optical tweezers with stiffness κ = 1.34 pN µm−1.
At this concentration, the viscoelastic fluid is composed of non-overlapping micellar structures,
thus resulting in typical relaxation times, τ, of order of milliseconds. We check that equation (87)
is a very good approximation to the experimental position autocorrelation function, where only
the first experimental point slightly deviates from the fit. The fitting parameter τot = 0.16 s yields
the value η0 = 6.9 mPa s, which is also in agreement with reported bulk measurements [204].
Determination of storage and loss moduli. The complex shear modulus, G∗( f ) = G′( f ) +
iG′′( f ), is a quantity used in rheology to characterize linear viscoelasticity of soft matter in the
frequency domain [208]. G′( f ) is the storage modulus and G′′( f ) is the loss modulus, which
account for the elastic energy in phase with the applied strain and the out-of-phase viscous
dissipation of the material, respectively. For instance, for a purely viscous liquid (viscosity η),
G′( f ) = 0 and G′′( f ) = 2pi f η, whereas for an elastic solid (elastic modulus G0), G′( f ) = G0,
and G′′( f ) = 0. In general, for viscoelastic materials, both storage and loss moduli are non-zero.
G∗( f ) is closely related to the Fourier transform, G˜( f ), of the stress relaxation modulus, G(t), by
Fig. 22. Determination of storage and loss moduli. (a) Power spectral density of
equilibrium fluctuations of x(t) for a particle trapped by optical tweezers in a wormlike
micellar solution of CPyCl/NaSal at 5 mM. Inset: time evolution of x(t) over 10 s. (b) Storage
modulus (red ◦) and loss modulus (blue ) of the wormlike micellar solution determined by
passive microrheology.
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means of
G∗( f ) = 2pii f G˜( f ). (88)
Therefore, for an applied oscillatory shear strain ( f ) = 0e2pii f t with amplitude 0 and frequency
f , the resulting shear stress is also oscillatory and can be expressed as G∗( f )( f ).
A very helpful expression for G∗( f ) in terms of the equilibrium fluctuations of the position
x(t) of a trapped particle can be derived from the fluctuation-dissipation theorem. The latter
relates the linear response function χ(t) of x(t) to a perturbative force F(t), defined as
〈x(t)〉F = 〈x(0)〉F +
∫ t
0
dt ′χ(t − t ′)F(t ′), (89)
with the equilibrium (F(t) = 0) autocorrelation function of x(t), i.e., 〈x(t)x(0)〉. In equation (89),
the nonequilibrium ensemble average 〈. . .〉F is defined in presence of the time-dependent pertur-
bation. From equations (85) and (89), the Fourier transform of χ(t), χ˜( f ) =
∫ ∞
−∞ dte
−2pii f t χ(t) =
χ′( f )+ iχ′′( f ), can be directly related in frequency domain to the complex shear modulus G∗( f )
by means of
G∗( f ) = 1
6pia
[
1
χ˜( f ) − κ
]
. (90)
Note that equation (90) shows that the elastic contribution of the optical tweezers stiffness to
the mechanical response of the system must be subtracted for a correct determination of the
complex shear modulus of the surrounding medium. Moreover, equation (90) involves directly
the inverse of χ˜( f ), which can be determined by either passive or active microrheology, as will
be shown. Therefore, this expression is applicable for both types of microrheological techniques.
In particular, in the case of passive microrheology, by making use of the fluctuation-dissipation
theorem in frequency domain and the Kramers-Kronig relations, one can find both the real, χ′( f ),
and the imaginary, χ′′( f ), parts of the response function χ˜( f ):
χ′( f ) = 2pi
kBT
P
∫ ∞
0
dν
ν2S(ν)
ν2 − f 2 , (91)
χ′′( f ) = pi f
2kBT
S( f ), (92)
where S( f ) = 〈| x˜( f )|2〉 is the one-sided PSD of x(t) in thermal equilibrium, i.e., the Fourier
transform of 〈x(t)x(0)〉, whereas P denotes the Cauchy principal value of the integral. Thus,
once χ′( f ) and χ′′( f ) are determined from the experimentally recorded trajectory of the trapped
particle, the storage modulus G′( f ) and loss modulus G′′( f ) can be computed over the available
frequency range [0, fmax] from equation (90). For a given sampling frequency fs of x(t), fmax
is fixed by the Nyquist frequency: fmax = 12 fs. This technique needs a rather high sampling
frequency of x(t) to avoid a large underestimation of the integral in equation (91).
In Fig. 22, we apply the previous method to characterize the linear viscoelasticity of the
wormlike micellar solution in the semidilute regime at 5 mM and T = 20◦C. First, we compute
the equilibrium PSD, S( f ), of a long trajectory x(t)measured over 25 min at a sampling frequency
fs = 2000 Hz. Since any discrete Fourier transform involved in the calculation of S( f ) leads
inexorably to a noisy curve, the spectral profile must be smoothed before numerically computing
the integral of equation (91). In Fig. 22(a), we show the original noisy profile of S( f ) (blue line)
obtained by means of a discrete Fourier transform computed with 217 points. A polynomial fit
(dashed black line) is performed to smooth the PSD profile. Then, a direct numerical calculation
using equations (90)-(92) leads to the values of the storage and loss moduli shown in Fig. 22(b)
over the available frequency interval 0 Hz ≤ f ≤ 1000 Hz. At high frequencies approaching 12 fs,
an abrupt decrease of the numerical values of both G′( f ) and G′′( f ) is observed. This is an
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artifact due to the finite frequency range, which imposes a cut-off in the required Kramers-Kronig
integral transformation [209]. Therefore, the physically meaningful values of the components
of the complex modulus G∗( f ) are only those at frequencies one decade below the Nyquist
frequency [210].
4.3.4. Active microrheology
In active microrheology, the trapped colloidal probe is externally forced through the material
to locally strain it, and its mechanical response is directly measured [211]. From this response,
G∗( f ) can be determined by means of equation (90). Different kinds of perturbations are possible.
For instance, the probe particle can be trapped by static optical tweezers while the whole sample
cell is moved by a piezo stage (section 3.11). Here, we will focus on a perturbation created by the
oscillatory motion of the position xot(t) of the optical trap, which exerts a time-dependent force
F(t) = κxot(t) on the particle according to equation (85) (Fig. 20(b)).
As active microrheology provides a direct measurement of the linear response function χ(t)
defined by equation (89), it does not necessarily require that the material under investigation is in
thermal equilibrium. Consequently, this technique is suitable for the investigation of rheological
properties of general viscoelastic fluids and solids, including out-of-equilibrium soft matter, such
as actin networks [212, 213], physical gels [214], and glassy colloidal suspensions [215, 216].
It is particularly useful for the determination of the storage G′( f ) and loss G′′( f ) modulus at a
specific driving frequency fd, for which a single-frequency oscillatory perturbation force
F(t) = κX0 cos(2pi fdt + φ) (93)
can be directly applied to the colloidal probe, where X0 is the maximum displacement of the
optical trap and φ is the initial phase. Therefore, a previous passive calibration of κ is needed
to know the applied force (section 3). In order for both the optical trapping and the material
microstructure to remain in the linear response regime, X0 must be sufficiently small. This is
generally fulfilled if the typical energy injected by F(t) is at most of the order of ∼ kBT , i.e.,
X0 .
√
kBT/κ.
Fig. 23. Active microrheology. (a) Power spectral density of the particle position, driven
at different frequencies by a sinusoidal motion of the optical trap. The peaks are located at
the imposed driving frequencies fd. Inset: Time evolution of the perturbative force divided
by the trap stiffness at fd = 1 Hz (thick solid line) and resulting particle position (thin solid
line). (b) Numerical values of the storage modulus (red •) and loss (blue ) obtained by
means of equations (90) and (95). The dotted and dashed lines depict the corresponding
curves shown in Fig. 22(d) obtained by passive microrheology.
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In Figure 23, we show some results to illustrate the implementation of active microrheology to
characterize the rheological properties of a wormlike micellar solution at 5 mM and T = 20◦C
(Table 9). In the inset of Figure 23(a), the black line shows the time evolution of F(t)/κ,
which results from the sinusoidal motion of the optical trap (equation (93) with X0 = 200 nm,
κ = 1.0 pN µm−1, fd = 1 Hz). The blue line plots the trajectory x(t) of an actively driven particle
(2a = 2 µm), which clearly exhibits an oscillatory behavior with a time delay relative to F(t) due
to the resistance of the surrounding viscoelastic fluid. Here, the crucial step is to compute the
Fourier transform of the linear response function from the measurement of x(t) and xot(t). From
equation (89), this is given by
χ˜( f ) = 〈x˜( f )〉F
κ x˜ot( f ) , (94)
where the numerator is the value at frequency f of the non-equilibrium ensemble average of
the Fourier transform of x(t), in presence of F(t) with the same initial phase φ, whereas the
denominator involves the Fourier transform of the trap position. Due to the sinusoidal form of
xot(t), the denominator is zero for all frequencies f different from fd. Therefore, in practice it is
customary to compute the inverse of equation (94) and to approximate it at fd by
1
χ˜( fd) =
κ〈x˜ot( fd)x˜∗( fd)〉φ
〈| x˜( fd)|2〉φ , (95)
where the numerator is the Fourier transform of the cross-correlation function between the
trap position and the particle position, while the denominator is the value of the PSD of x(t),
both quantities at frequency fd, first computed for a given F(t) and then averaged over different
realizations of φ. In Fig. 23(a), we plot the PSD of the particle position x(t) in presence of the
force F(t) at different driving frequencies fd. The pronounced peaks at f = fd result from the
sinusoidal form of F(t), while for f , fd, the contribution to S( f ) is only due to thermal noise in
the fluid. In Fig. 23(b), we plot as symbols the values of the storage and loss moduli computed
by means of equations (90) at the distinct driving frequencies. For comparison, we also represent
as dotted and dashed lines the corresponding values determined by passive microrheology,
demonstrating the rather good agreement between both methods.
Although more elaborate to implement in experiments, active microrheology is less prone to
numerical artifacts than passive microrheology. This is because it is based on a measurement of
the mechanical response of the particle position at a single frequency, which does not require any
indirect numerical integration over a discrete finite frequency interval as those involved in the
Kramers-Kronig relations.
4.3.5. Other microrheological applications and outlook
In the previous sections, we have described some basic applications of microrheology with
optical tweezers. More advanced methods, which are beyond the scope of this Tutorial, focus on
investigating flow and deformation properties of complex materials which do not trivially fulfill
the general conditions described above. Some important examples are the following:
Interfacial microrheology. Near a liquid-solid, a liquid-liquid or a liquid-vapor interface,
the viscosity of liquids becomes anisotropic and exhibits a dependence on the closest
distance to the interface due to the specific hydrodynamic boundary conditions. Passive
microrheology can be applied to determine such a spatial dependence, provided that the
three spatial coordinates of the probe particle, embedded in the liquid phase of interest,
can be tracked [217–219].
Two-point microrheology. The motion of pairs of colloidal particles not so far from each other
is strongly correlated when suspended in a fluid. Since the flow and strain fields around
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one of them entrain the second particle, the motion of the latter encodes information
of the rheological properties of the fluid at the location of the former. Therefore, a
dual-beam optical tweezers can be used to fix their mean separation and perform two-point
microrheology. Here, one particle plays the role of a control element, either thermally
or externally driven, while the second one is used as a passive probe. This technique is
particularly useful to investigate the mechanical response of heterogeneous and anisotropic
soft materials, such as gels and polymer solutions [220,221].
Transient microrheology. Using a combination of both active and passive microrheology, the
transient behavior of viscoelastic materials either upon flow startup or cessation can be
investigated. For example, during an active period, an optically trapped particle can be
driven though the viscoelastic fluid, followed by a sudden release from the tweezers by
shutting off the laser, during which its position is recorded. During this non-equilibrium
passive period, the particle motion is subject to the recovery of the initially strained fluid
microstructure. Consequently, this technique allows to measure in a straightforward manner
relaxation times and relaxation moduli of viscoelastic materials [222, 223].
Microrheology has evolved during the last two decades into a powerful experimental tool to
investigate complex soft materials. Most of its current applications rely on a well-established
theoretical framework based on equilibrium statistical mechanics, low-Reynolds-number hydro-
dynamics and linear response theory. Nevertheless, more recent approaches aim to investigate
non-linear rheological properties, e.g., shear thinning of polymer solutions, by means of colloidal
probes driven at very high velocities or under large-amplitude oscillations [20]. Although the
implementation of such microrheological techniques does not represent a big experimental
challenge, the interpretation of the data in terms of meaningful parameters and its connection
with bulk quantities is not trivial. A complete understanding of such a wealth of information will
certainly rely on current theoretical advancements in non-equilibrium soft matter systems [224],
which are able to find a direct link between the motion of the probe and the microstructural
deformation of the surrounding medium.
4.4. Colloidal interactions
A colloidal system comprises a continuum medium (the solvent, such as water) and a disperse
phase (the solute, such as small colloidal particles from 10 nm to 10 µm). Due to their dimensions,
colloidal particles experience thermal fluctuations and undergo Brownian motion [225]. Since
their properties can be described using statistical physics ensembles, colloidal suspensions
represent an ideal model system for statistical physics and they can be considered as “big
atoms” [226] mimicking atomic systems at different time and length scales, which make their
dynamics accessible by optical experiments. Therefore, colloidal suspensions have been used
to investigate phase transitions between gas, liquid, solid, and crystalline phases [227, 228],
crystal nucleation [229–231], glassy states [232], and vapor-liquid interfaces [233]. Colloidal
suspensions are also employed in industry to stabilize emulsions (oil in water and water in oil)
and foams [234,235]. Colloidal interactions play a key role in all these applications, from food
industry [236] to nanotechnology [237]. The main colloidal interactions are:
Van der Waals forces. Van der Waals forces arise between neutral particles such as atoms,
molecules or colloids. They have an electromagnetic origin due to the interaction between
the dipoles of the singles particles. They are repulsive at short distance range, due to
repulsion between the atoms’ electron clouds, and attractive at larger distance. Their
intensity quickly decreases with the inter-particle distance following a power law [238,239].
Double-layer forces. Double-layer forces are very important for the stability of many biological
systems and for the formation of colloidal crystals [240, 241]. They result from the
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spontaneous charging of the particle surfaces when immersed in a liquid, due to ionic
adsorption or dissociation. They can be both attractive or repulsive.
DLVO theory forces. Double-layer forces and van der Waals forces are combined in the DLVO
theory (named after Derjaguin, Landau, Verwey und Overbeek) [242] to calculate the
interaction between spherical colloidal particles [243, 244].
Steric forces. Steric forces are repulsive nonbonding interactions influencing the spatial con-
formation and the reactivity of ions and molecules. They can be used to promote or
prevent flocculation (steric stabilization) of colloidal solutions. They play an important
role in chemistry, biochemistry, pharmacology and food industry, where they are often
employed to design the physical properties of food and pharmaceutical products by steric
stabilization [236,245–247], as well as to treat waste water and to purify drinkable water
by flocculation of metals and airborne particles [248, 249].
Depletion forces. Depletion forces are attractive forces arising in a suspension of large and
small particles [250]. Usually, the large particles are colloids (typically, at least a fraction
of a micrometer), while the small particles can be smaller colloids, micelles, solvent
macromolecules, or dissolved ions [250–254].
Critical Casimir forces. Critical Casimir forces emerge between objects (e.g., colloidal parti-
cles) immersed in a critical mixture close to its critical point [255–257]. Althougth these
forces were first predicted theoretically in 1978 by M. E. Fisher and P. G. de Gennes [255]
in analogy to quantum-electrodynamical (QED) Casimir forces [258], they have been
measured directly only recently [259, 260] proving their relevance for soft matter and
nanotechnological applications thanks to their piconewton strength and nanometric action
range [261–263].
Here, we will focus our attention on how to measure critical Casimir forces. In particular,
we will describe a typical experiment to quantify the dynamic effects of critical Casimir forces
between two colloidal particles.
4.4.1. Critical Casimir forces
Critical Casimir forces take place between objects immersed in a critical mixture when they
confine the mixture composition fluctuations arising near the critical temperature. These
forces are typically in the piconewton and nanometer ranges, they are tunable as a function
of temperature, and they feature an exquisite dependence on the surface properties of the
involved objects [256,257,264,265]. Attractive critical Casimir forces arise whenever the density
fluctuations are confined between objects with the same surface properties (e.g., between two
hydrophilic or hydrophobic particles). Repulsive critical Casimir forces take place between
objects with opposite surface properties (e.g., between a hydrophilic and a hydrophobic particle).
4.4.2. Experiment outline
In the following sections, we will present in detail how to perform an experiment where the
effects of critical Casimir forces on the free dynamic of a pair of colloidal particles are measured
using blinking optical tweezers [263, 266–268].
We employ hydrophilic silica microspheres (diameter d = 2.06 ± 0.05 µm, Microparticles
GmbH) dispersed in a water-2.6–lutidine mixture at the critical lutidine mass fraction ccL = 0.286,
corresponding to a lower critical point at the temperature Tc ' 34◦C [269, 270]. Due to their
extremely sensitive dependence on temperature, we have to control and stabilize the sample
temperature to within ±2 mK via a feedback controller [260, 263].
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Using two holographic optical traps, we trap two microparticles in the bulk of the critical
mixture at a surface-to-surface distance of ≈ 300 nm. This distance is larger than the range of the
electrostatic repulsion between the particle surfaces, but still comparable with largest action range
of critical Casimir forces. Whenever the two optical potentials are switched off (by chopping the
laser beam), the colloids diffuse in the bulk of the critical mixture.
When the temperature T of the solution is sufficiently lower than Tc (i.e., for ∆T = Tc − T &
500 mK) no critical Casimir forces are observed and the particle diffuses freely in the medium.
Approaching the critical temperature Tc (i.e., for ∆T → 0), density fluctuations start to take
place in the critical mixture leading to attractive critical Casimir forces between the two colloids,
affecting their diffusion and reducing the average inter-particle distance. To obtain sufficient
statistics of the dynamics of the colloids, we need to repeat the entire blinking process for several
times (i.e, about 400 times) for each value of ∆T .
4.4.3. Experimental setup and feedback temperature controller
The experimental setup requires holographic optical tweezers, digital video microscopy, and
feedback temperature control [260, 263]. The holographic optical tweezers (section 2.3.5) is
realized using a phase-only spatial light modulator, a laser beam with a wavelength of 532 nm,
and a oil-immersion objective (100×, NA = 1.30). The resulting traps can be periodically
switched on and off by a chopper.
The most crucial part of the setup is the temperature controller to stabilize the sample
temperature to within ±2 mK. This is realized using a two-stage stabilization protocol. The first
temperature stabilization is achieved by keeping constant the temperature of the sample holder to
within ±50 mK by a circulating water chiller. The second and finer temperature stabilization to
within ±2 mK is achieved by a temperature feedback controller applied through the objective.
The controller reads in real time the temperature of the objective and stabilizes it by a Peltier
element thermically connected to the objective, which is the closest element to the investigated
volume. An important aspect to take into account is the thermal isolation of the sample area as
well as of the entire setup to prevent thermal fluctuations due to air flow and to room temperature
fluctuations.
4.4.4. Potential analysis
The motion of the two colloids is recorded by a camera with acquisition frequency & 300 fps
and the acquired videos can be analyzed by digital video microscopy [22, 271] to obtain the
trajectories r1(t) and r2(t) of the centers of the two particles projected onto the xy-plane, where
rl(t) = (xl(t), yl(t)) with l = 1, 2 labelling the particles. Once these trajectories are obtained, it is
possible to calculate their relative distance r(t) = |r2(t) − r1(t)| for different values of T (Fig. 24).
The time evolution of the probability density distribution, for all the inter-particle distances
r(t) at specific values of ∆T , are reported in Figs. 24(a-d). For ∆T = 456 ± 2 mK, far away
from the critical point (Fig. 24(a)), the particles diffuse freely and there is no critical Casimir
forces affecting their behaviour. Increasing the temperature, ∆T = 200 ± 2 mK (Fig. 24(b)) and
∆T = 163 ± 2 mK (Fig. 24(c)), density fluctuations start to take place in the mixture and critical
Casimir forces arise affecting the dynamics of the colloids. We can observe that occasionally
they cause adhesion between the colloids as can be inferred from the emergence of a peak in
the inter-particle distance probability density at r ≈ 2.16 µm. This peak is due to the gradual
emergence of attractive critical Casimir forces between the particles, approaching Tc, and indicate
that critical Casimir forces are strong enough to produce particle adhesion also in the presence of
the optical potentials. The peak position indicates the region where the repulsive electrostatic
forces and the attractive critical Casimir forces are balanced [263]. When the temperature T is
very close to Tc (∆T = 108 ± 2 mK, Fig. 24(d)), strong attractive critical Casimir forces inhibit
the free diffusion of the particles, which often adhere to each other so that the values of r lie
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Fig. 24. Trajectories and potentials with critical Casimir forces. (a-d) Time evolution
of the probability density distribution (coloured background) of the inter-particles distance
r(t) obtained from 400 different trajectories after the optical traps are switched off at t = 0 ms
for decreasing values of ∆T : (a) ∆T = 456 ± 2 mK, (b) 200 ± 2 mK, (c) 163 ± 2 mK, and
(d) 108 ± 2 mK. The solid lines indicate representative individual trajectories. The dashed
horizontal line indicates the distance r corresponding to the diameter d of the colloids.
Sometimes r(t) is smaller than d because a displacement of the colloids along the vertical
z-axis causes their projections onto the xy-plane to overlap. This occurs more frequently in
the presence of critical Casimir forces and particularly if the particles are temporarily stuck
together. (e-h) Equilibrium distribution Peq(r) of the inter-particle distance r(0) (i.e., when
the optical tweezers are switched off) for two optically trapped colloids at temperatures (f)
∆T = 456 ± 2 mK, (g) 200 ± 2 mK, (h) 163 ± 2 mK, and (i) 108 ± 2 mK. Each histogram is
obtained from 400 different experimental values. The solid black lines are the theoretical
distribution of r(0), obtained via Monte Carlo integration (106 samples) of two optically
trapped particles subjected to the theoretical total potential V(R1,R2) (equation (96)).
within a small region resulting from the equilibrium between the repulsive electrostatic forces
and the attractive critical Casimir forces [263].
For each value of ∆T , all the initial inter-particle distances r1,2(0) represent the equilibrium
distribution of initial positions Rl = (xl, yl, zl) with l = 1, 2 of the two colloids subjected to a
total potential including the optical potentials Vot,1(R1) + Vot,2(R2), the repulsive electrostatic
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potential Ves(ρ), and eventually the potential of the critical Casimir forces VC(ρ):
V(R1,R2) = Vot,1(R1) + Vot,2(R2) + Ves(ρ) + VC(ρ), (96)
where ρ = |R2 −R1 | − d is the actual surface-to-surface distance between the two colloids. Note
that the projected distance r introduced above is generically smaller than the actual center-to-center
distance |R2 − R1 |, due to possible displacements of the colloids along the vertical z-direction.
Assuming that the optical potentials Vot,1 and Vot,2 reported in equation (96) are harmonic, we
have:
Vot,l(Rl) = 12 kl(Rl − R0,l)
2, (97)
where the centers R0,l and the stiffnesses kl of traps l = 1, 2 can be determined experimentally by
the separate calibration of the two optical traps. These initial values are fixed in all the experiment
and in the following analysis.
For the electrostatic repulsion potential Ves, we can consider the simple expression [260, 270]
Ves(ρ) = kB Tc e−(ρ−ρes)/`D, (98)
where ρ is the surface-to-surface distance between the colloids, ρes is an effective parameter,
which depends on the surface charges, while `D is the Debye screening length [260,270].
For the potential VC of the critical Casimir forces, we can consider the theoretical prediction
based on the Derjaguin approximation [270]:
VC(ρ) = kBTc d4ρΘ(ρ/ξ), (99)
where Θ is a universal scaling function [272–274] and ξ is the bulk correlation length of the
critical fluctuation of the density fluctuations of the critical mixture.
Whenever the optical potential is switched on, the particles trajectories evolve under the action
of the total potential V(R1,R2), and after a sufficiently long time, they reach the equilibrium
distribution:
Peq(R1,R2) ∝ exp[−V(R1,R2)/(kBT)]. (100)
The histograms in Figs. 24(e-h) represent the experimental values of the equilibrium distribution
Peq and the solid black lines are the corresponding theoretical results obtained from the
Monte Carlo integration of equation (100). When the mixure temperature is far away from Tc
(∆T = 456 ± 2 mK, Fig. 24(e)), the probability distribution Peq(r) is very well approximated by a
Gaussian distribution centered at the value r ' 2.40 µm, corresponding to experimental distance
r0 between the centres of the two optical traps [263]. Reducing ∆T (Figs. 24(e-h)), a peak arises
at r ' 2.16 µm on the left flank of the Gaussian distribution, becoming more dominant at the
expense of the Gaussian distribution.
Starting from probability distribution Peq(r), we fit its experimental values by Monte Carlo
integration of equation (100) based on the theoretical potential V(R1,R2). In particular, we use
the experimental values of Vot,l(Rl) (equation (97)) andΘ(ρ/ξ) (equation (99)) as input functions,
and ρes, `D, and ξ as fitting parameters. In doing this, we assume that the fitting parameters ρes
and `D have the same values (`D ' 13 nm and ρes ' 95 nm) for all T , while the correlation length
ξ is specific to each T . Once the values of ξ have been obtained, we calculate the real temperature
of the solution by fitting the experimental temperature values measured at the objective with
the theoretically expected temperature dependence of ξ, according to the method reported in
Refs. [260, 263].
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Fig. 25. Parallel and perpendicular diffusion coefficients. Experimental values of
the normalized parallel D‖/D0 (circles) and perpendicular D⊥/D0 (triangles) diffusion
coefficients as functions of the normalized inter-particle distance r/d. The parallel and
perpendicular directions refer to the line connecting the centers of the two colloids, and
D0 is the bulk diffusion constant (equation (105)) fitted to the experimental data. The
colors refer to data taken at ∆T = 456 ± 2 mK (blue), 273 ± 2 mK (light blue), 200 ± 2 mK
(green), 163 ± 2 mK (yellow), 127 ± 2 mK (orange), and 108 ± 2 mK (red). Errors bars
represent the standard deviation of the experimental values. The solid lines represent the
theoretical predictions accounting for the effect of the hydrodynamic interaction between the
colloids [275]. The nature of the deviations observed in D‖ at short and long distances is
discussed in the main text.
4.4.5. Drift analysis
The relative position and the distance between the two particles can be used to determine
the values of their diffusion coefficient D(r) and their drift velocity v(r) as function of their
inter-particle distance r. Due to the hydrodynamic interaction between the two colloids, the
particle diffusion coefficient depends on the distance between the particles and is different along
the directions parallel and perpendicular to the line connecting the centers of the two particles (see
equation (5.5) in Ref. [275]). For this analysis, we consider the particle trajectories as a sequence
of values ri , numbered by i and acquired at times its, where ts is the time between sampling.
We can decompose the i-th displacement ∆r(n)i = ri+n − ri into its parallel and perpendicular
components:
∆r (n)
i ‖ = ∆r
(n)
i · rˆi (101)
and
∆r (n)i⊥ = ∆r
(n)
i · (zˆ × rˆi), (102)
where rˆi = ri/ri and zˆ is the unit vector along the z-direction, which is perpendicular to the
xy-plane of observation where the position vectors ri lie. Then, the parallel and perpendicular
diffusion coefficients are [263]:
D‖(r) = 12
〈 |∆r (n=3)
i ‖ |2
3ts
 ri ∈ [r − δr, r + δr]〉 , (103)
and
D⊥(r) = 12
〈
|∆r (n=3)i⊥ |2
3ts
 ri ∈ [r − δr, r + δr]〉 , (104)
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Fig. 26. Parallel and perpendicular drifts. Drift velocities parallel v‖ and perpendicular
v⊥ to the direction connecting the centers of the two colloids for (a, b) ∆T = 456 ± 2 mK, (c,
d) 200±2 mK, (e, f) 163±2 mK and (g, h) 108±2 mK. The symbols with errorbars represent
the experimental data, the colored lines represent the corresponding simulation results, and
the shaded areas represent the error of the numerical estimates due to the uncertainties in the
fit parameters.
where δr represent the amplitude of a small interval around r . The measured normalized values
of D⊥ and D‖ (symbols) are reported in Fig. 25 as functions of the ratio r/d, together with the
theoretical prediction obtained in Ref. [275] (solid line) for no-slip boundary conditions. In
particular, D⊥ and D‖ are normalized by the bulk diffusion constant
D0 =
kBT
3piηd
' 0.22 µm2s−1, (105)
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where η ' 2 · 10−3 Ns m−2 is the viscosity of the mixture close to Tc [276]. The values of D⊥
and D‖ in Fig. 25 shows satisfactory agreement, with a systematic discrepancy emerging only in
D‖ for r/d . 1.05 due to the limited experimental acquisition rate, which does not allow us to
resolve times shorter than 3 ms.25
The parallel and perpendicular drift velocities can be measured using:
v‖(r) =
〈
∆r (n=10)
i ‖
10ts
 ri ∈ [r − δr, r + δr]〉 , (106)
and
v⊥(r) =
〈
∆r (n=10)i⊥
10ts
 ri ∈ [r − δr, r + δr]〉 . (107)
For large ∆T (Fig. 25(a)), v‖ is positive at small values of r/d due to the repulsive electrostatic
potentialVes, which is dominant in this range and pushes the particles away from each other, while
it rapidly vanishes for increasing r/d, because the electrostatic repulsion decays exponentially with
the inter-particles distance and no other force is affecting the motion of the colloids. Decreasing
∆T (Figs. 25(c) and 25(e)), v‖ becomes negative within a certain range of values of r/d, due to
the arising of attractive critical Casimir forces; however, at smaller values of r/d, Ves is dominant
and v‖ is still positive. If ∆T is reduced further (T is very close to Tc, Fig. 25(g)), critical Casimir
forces became so strong that v‖ presents only negative values because the particles move towards
each other until their velocity vanishes at contact; at distances larger than the range of the critical
Casimir forces action range, instead, v‖ vanishes and the particles undergo Brownian diffusion.26
In Figs. 25(b,d,f,h), we report the experimental and numerical values for the orthogonal
component v⊥ of the drift velocity (equation (107)). Here, notice that v⊥ vanishes in all
investigated cases and shows no temperature dependence because all the forces at play in this
experiment act along the direction which connects the centers of the particles [263].
4.4.6. Other colloidal interactions and outlook
Critical Casimir forces can play an important role in nanoscience and nanotechnology thanks to
their piconewton strength, nanometric action range, fine tunability as a function of temperature,
and particle surface dependence. They can be employed to manipulate micro and nano-objects
(e.g., by controllable periodic deformations of chains), to assemble micro and nano-devices (e.g.,
via the self-assembly of colloidal molecules [277, 278]), and to drive nanomachines (e.g., by
powering rotators [279]) at the nano and micro-meter scale.
Beyond critical Casimir forces, other colloidal interactions have also been studied using optical
tweezers. Recently, Van der Waals forces have been directly measured between two isolated
optically trapped rubidium atoms [280] opening the path to the atomic modeling of micro- and
nano-structured devices controlled by these forces [281]. Double layer forces can also play
an important role in nanotechnology due to their ability to tune the transport and deposition
rate of micro and nano-sized particles. Steric forces play an important role in tuning the rates
and the activation energies of most chemical reactions, crucial in chemistry, biochemistry,
and pharmacology. Depletion forces are extensively used to stabilize colloidal solutions by
flocculation, to produce the programmable self-assembly of colloidal nanostructures [282], and
to drive cellular organization [252].
25The same discrepancy can be observed on simulated data considering trajectories sampled with the same time step ts
as that used in the experiment. Furthermore, reducing significantly the time step ts in the simulations, the discrepancy
with the theoretical line is much less pronounced and eventually disappears as ts → 0.
26In proximity of Tc, the range of distances larger than the critical Casimir forces action range can actually be explored
only via numerical simulations with sufficiently high statistics. In the experiment, instead, the particles almost always
stick together.
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4.5. Statistical physics
The advent of minituarization methods and microscopic manipulation techniques, as those
discussed in this Tutorial, has opened the door to understand fundamental concepts and ideas at
the foundations of statistical physics, allowing us to explore how macroscopic laws emerge from
their microscopic dynamics. In this section, we only discuss experiments performed in a liquid.
For related work in vacuum, see section 5 and Ref. [19]. We will start discussing the theory
of Kramers transitions and stochastic resonance (section 4.5.1). We will continue exploring
non-equilibrium fluctuation-dissipation theorems (section 4.5.2) and introducing stochastic
thermodynamics (section 4.5.3). Finally, we will explain how the Carnot’s cycle and efficiency
of macroscopic engines can be scaled down to the microscopic realm, and conclude with a
discussion of the concept of Maxwell’s demons and Szilard engines (section 4.5.4).
4.5.1. Kramers’ transitions and stochastic resonance
Using optical trapping techniques, Simon et al. [283] and later McCann et al. [284] studied
the escape of a Brownian particle from a potential well, visualizing for the first time thermally
activated processes and giving in this way a neat experimental proof of Kramers’ theory [285].
Kramers’ theory in the overdamped limit predicts the mean rate for the activation of processes
over an energy barrier ∆U to be
1
τ
≈ 1
τ0
e−∆U/kBT , (108)
where τ is the mean residence time, also called Kramers’ time and τ0 is the overall relaxation
time of the well, which can be expressed in terms of the angular frequencies near the stable
(UA(x) = κAx2/2 = mωAx2/2) and unstable (US(x) = κSx2/2 = mωSx2/2) critical points as
follows,
τ0 =
piγ
m|ωS |ωA =
piγ√|κS |κA , (109)
with γ the friction coefficient and m the mass of the particle. For the two-dimensional case, the
expression for 1/τ0 takes the following form [286]:
1
τ0
=
m|w(x)S |w(x)A w(y)A
piγw
(y)
S
=
√
|κ(x)S |κ(x)A κ(y)A
piγ
√
κ
(y)
S
, (110)
where the superscripts (x) and (y) indicate the parallel and perpendicular directions to the axis
joining the stable and unstable critical points, respectively.
Fig. 27(a) shows a schematic of the configuration of the optical tweezers to generate a
double-well potential.27 A silica bead28 of diameter dp = 0.96 µm is confined in a bistable
potential generated by two parallel optical tweezers with orthogonal polarizations and separated
by a distance d = 0.8 µm, which are generated by focusing two Gaussian beams with a water
immersion objective with NA = 1.2. These two beams are generated with two polarizing beam
splitters according to the scheme shown in Fig. 5 (section 2.3.2). The mirrors in the beam
splitter are controlled with piezo actuators with 30 nm step resolution leading to a resolution
of the position of the optical traps in the sample cell below 20 nm. The trapping region is set
27Alternative experimental configurations have also been used to realize a bistable optical potential. For example,
using two nanoholes in a metallic film [287], sculpting the bistable potential with a spatial light modulator [288], or
positioning time-shared optical traps in two closely-separated positions using acousto-optical deflectors [289].
28Interestingly, also 1 µm polystyrene particles can be trapped with this setup, but with these particles we have not
been able to observe any bistable behavior. We believe this is because the higher weight and lower refractive index of the
silica beads make them more stably trapped along the axial direction of the beams allowing us to explore relatively larger
distances between optical tweezers in a range where the bistable potential is neatly observed.
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Fig. 27. Kramers’ rates. (a) Schematic of a bistable potential generated with a double-
beam optical tweezers. A silica bead is optically trapped with two-orthogonally-polarized
and tightly-focused Gaussian beams separated by a distance d = 0.8 µm along the x-direction
and focused by a water-immersion objective (NA = 1.2) using an inverted microscope. (b)
Trajectory of a Brownian particle (radius rp = 0.48 µm) in an aqueous solution (temperature
T = 22◦C) in the bistable potential. The particle spends most of the time near the equilibrium
points (A andB, whose separation is measured to be dAB = 0.71 µm), but from time to time it
is thermally activated to the saddle point (S) with a mean rate defined by equations (108) and
(110). (c) Reconstruction of the force field measured with FORMA (arrows, section 3.8) and
of the potential energy measured with the potential analysis (background color, section 3.2).
(d-g) Optical potential (d) along the x-direction and (e-f) along the y-direction measured
using FORMA. (h-i) Residence time probability in wells (h)A and (i) B. The red curves show
the exponential probability function defined by equation (111), with the mean residence
times estimated from the experimental data τA = 3.03 s and τB = 0.67 s.
approximately 10 µm above the bottom coverslip of the sample cell and 90 µm from the top one,
so that the hydrodynamic interaction with the walls of the cell is negligible.
A typical trajectory of the Brownian particle in this double-well potential is shown in Fig. 27(b).
Along the x-direction joining the equilibrium points, the particle spends most of the time near the
equilibrium points A and B, occasionally crossing the saddle point S. Along the perpendicular
y-direction, the motion does not appear to be affected by the presence of two neighboring traps.
Knowing the friction coefficient of the particle, this trajectory permits us to determine the Kramers’
time using equations (108) and (110), where the characteristic frequencies (or equivalently their
stiffnesses) at the critical points can be straightforwardly obtained using FORMA (section 3.8).
Fig. 27(c) shows the force field in the xy-plane reconstructed using FORMA, from which the
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Point κx (pN µm−1) κy (pN µm−1) ∆U (kBT) 1τ0 (s−1) 1τ(th) (s
−1) 1
τ(ex)
(s−1)
A 0.98 1.43 3.67 12.3 0.31 0.33
S -0.29 3.47 - - - -
B 0.86 1.36 2.23 11.4 1.22 1.49
Table 10. Characterization of equilibrium points in a bistable potential. The theoretical
mean crossing rates (1/τ(th)) obtained using equations (108) and (110) and the fitted potential
parameters are in very good agreement with those directly measured from the escape time of
the trajectories trajectories (1/τ(ex)).
equilibrium points are easily identified as the positions where the magnitude of the force field has
local minima. The potential profile along the x-direction is shown in Figs. 27(d) and those along
the y-direction at the critical points in Figs. 27(e-g). Table 10 provides the stiffnesses of the
equilibrium points (κx and κy), the energy barriers (∆U), and the overall relaxation times (1/τ0),
from which we estimate the mean crossing rates (1/τ(th)) using equations (108) and (110).
The average crossing rate can be straightforwardly obtained from the trajectory of the bead by
detecting the times at which the particle crosses the saddle point, shown in Fig. 27(f). For the
validity of the approximations within Kramers’ theory, these crossing events have to be rare, i.e.,
the time spent by the particle near the stable positions must be always longer than the relaxation
time τ0 defined by the stiffnesses of the critical points, limiting the ideal situations to the cases
where the energy barrier is very high in comparison to kBT . This is a homogeneous Poisson
process, where each escape event occurs at random with small probability [283]. Therefore, we
expect the escape times to be exponentially distributed (red curves in Fig. 27(f)):
p(τ) = p0e−τ/τ, (111)
where p0 = 1/τ is the mean crossing rate and τ is the mean residence time. The resulting
experimental mean rates are reported in Table 10 (1/τ(ex)), showing very good agreement with
data obtained by means of Kramers’ assumptions (1/τ(th)).
Bistable potentials are often employed to study non-linear dynamics. For example, a bistable
potential such as that described in this section has been used to demonstrate the emergence
of stochastic resonance when the optical tweezers are modulated in time harmonically, but
asymmetrically (i.e., one potential well gets deeper while the other one gets shallower) [283]:
as the modulation time approaches the Kramers escape time, the escape probability and the
activation rate increases. A different process of synchronization between two bistable systems
was also demonstrated when two optically generated bistable systems with one bead each in
water are set very close to let the particles to interact [288]: when the two bistable systems have
slightly different escape rates, the particles synchronize their jumps and lock their rates to an
intermediate value between those featured by the two non-interacting systems.
4.5.2. Non-equilibrium fluctuation-dissipation relations
In its simplest form the fluctuation-dissipation theorem (FDT) [290] can be expressed as
kBT µ = D (Einstein-Smoluchowski equation (7)): it provides a direct relationship between
the mobility µ = 1/γ, which measures the response of its velocity to an external force, and its
diffusion coefficient D.
More broadly, the FDT states that for a system in contact with a heat bath at temperature T ,
upon applying a small external perturbation h which changes the energy U of the system as
U → U − hV , where V is the variable conjugate to h with respect to the energy, the following
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relation holds for any observable Q [291]:
kBTR(t − s) = ∂sC(t − s) for t ≥ s, (112)
where R(t − s) = δ 〈Q(t)〉hδh(s)

h=0
is the linear response function of Q at time t to the perturbation h
at time s, δδh denotes a functional derivative, i.e.
〈Q(t)〉h = 〈Q(t)〉0 +
∫ t
−∞
ds R(t − s)h(s), (113)
and C(t − s) = 〈Q(t)V(s)〉0 is the two-time correlation function between the observable Q and V .
The brackets 〈. . .〉h denote a non-equilibrium ensemble average in presence of the perturbation
h, whereas 〈. . .〉0 represent an equilibrium average for h = 0. The expression (112) of the FDT
can be re-written in the integral form as
kBT χ(t) = C(0) − C(t) for t ≥ 0, (114)
where χ(t) =
∫ t
0 R(t − s)ds is the integrated response function, which is usually much easier to
implement and measure than R(t).
The importance of equations (112) and (114) for experiments lies on the fact that linear response
functions, which characterize states slightly away from equilibrium, and equilibrium correlation
functions can be interchangeably determined by an appropriate choice of the varibles h, Q and V ,
depending on the specific conditions. For example, for a colloidal particle suspended in water at
constant temperature T and trapped by optical tweezers with stiffness κ, the integrated response
function of the particle position x with respect to the trap center xOT to an external time-dependent
force can be determined by applying aHeaviside-like perturbative displacement of the trap position
xOT(s) = x0Θ(s) and then by measuring the resulting time evolution of the ratio 〈x(t)〉hκx0 at t ≥ 0.
Then, it follows that R(t) = 1κx0
d 〈x(t)〉h
dt . Equivalently, it can be indirectly computed by means of
the equilibrium quantity 1kBT ∂sC(t − s), where t ≥ s, Q = x is the observable of interest, V = x is
the variable conjugate to the perturbative force h = κxOT, and C(t − s) = 〈x(t)x(s)〉0, for which
no external force is needed. Using the explicit expression for the positional correlation function in
thermal equilibrium (section 3.5), 〈x(t)x(s)〉0 = kBTκ exp
(
− κ |t−s |γ
)
, one finds R(t) = 1γ exp
(
− κtγ
)
,
t ≥ 0, from which the time evolution of 〈x(t)〉h in response to any external force h can be
determined by means of equation (113).
Fluctuation-dissipation relation for non-equilibrium steady states (NESS). Optical tweez-
ers can be used to explore some generalizations of equation (112) around non-equilibrium
steady states (NESS) for mesoscopic systems such as colloidal particles, molecular motors,
and biomolecules [147]. In particular, a 1D model system that has been extensively studied
within the context of non-equilibrium statistical physics consists of an overdamped particle with
friction coefficient γ, moving on a circle of radius Rcircle and polar coordinate θ, across a periodic
potential U(θ) = U(θ + 2pi) under the action of a constant force f0 and a thermally fluctuating
force ξ [164]. The dynamics of the polar coordinate θ is described by the Langevin equation
dθ
dt
= −∂θ [Aφ(θ)] + F + ζ, (115)
where φ(θ) = U(θ)max{U(θ)} is the normalized potential profile, A = max{U(θ)}γa2 is its amplitude,
F = 1γa f0 is a non-conservative force term,29 and ζ =
1
γa ξ is a Gaussian white noise of zero
29On a circle, any constant force f0 , 0 is non-conservative, because it cannot be expressed as the derivative of a
potential due to the periodic boundary conditions.
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mean, i.e., 〈ζ〉 = 0, and autocorrelation 〈ζ(t)ζ(s)〉 = 2Dθδ(t − s), where the angular diffusion
coefficient along the circle is given by Dθ = Da2 =
kBT
γa2
. Due to the non-conservative force, the
system lacks detailed balance: for constant values of F > 0, A > 0 and Dθ > 0, and in absence
of time-dependent perturbations, θ reaches a NESS, characterized by a distribution ρNESS(θ),
which is different from the equilibrium Boltzmann distribution ρeq(θ) ∝ exp
(
− Aφ(θ)Dθ
)
. Under
such conditions, the particle is able to go beyond the potential barrier and explore the whole
circle due to the combined effects of thermal fluctuations and the non-conservative force, thereby
developing a constant non-vanishing probability current given by
j = {F − ∂θ [Aφ(θ)]}ρNESS(θ) − Dθ∂θ ρNESS(θ) > 0. (116)
Around this NESS, the expression (112) of the FDT can be generalized by the following
relation [292]
kBTR(t − s) = ∂sC(t − s) − b(t − s), t ≥ s, (117)
where 〈. . .〉0 and 〈. . .〉h represent now a non-equilibrium ensemble average in the NESS (h = 0)
and around the perturbed NESS (h , 0), respectively, while the additional term
b(t − s) = 〈Q(t)v0(t)∂θV(s)〉0 (118)
takes into account the extent of the “violation” of the conventional FDT due to the non-vanishing
current j. Here, the observables Q and V as well as v0 are functions of θ, while v0 is called the
mean local velocity, and is given by v0(θ) = j/ρNESS(θ). Note that the generalized expression
(117) around a NESS reduces to the conventional FDT (112) around thermal equilibrium, when
j = 0. The expression (117) of the generalized FDT can also be written in the integral form
kBT χ(t) = C(0) − C(t) − B(t) for t ≥ 0, (119)
where B(t) =
∫ t
0 b(t − s)ds, and represents the generalization of equation (114) for NESS. Similar
experimental approaches based on scanning optical tweezers have been followed to investigate
fluctuation-response relations for other kinds of non-equilibrium states [293–297].
Experimental implementation of a NESS. We illustrate the generalization of the FDT around
a NESS with optical tweezers. To experimentally realize an overdamped system whose stochastic
motion iswell-modelled by equation (115), we consider a spherical silica particle (radius a = 1 µm)
suspended in water at constant temperature (T = 20◦C, γ = 1.89 · 10−8 kg s−1). The particle is
subject to a toroidal optical trap, which can be created by a conventional single trap, whose position
is deflected on the plane transverse to the beam axis either by two perpendicular galvanometric
mirrors [293, 298], or by a pair of perpendicular acousto-optic deflectors (AOD) [299]. For the
latter approach, one applies simultaneously sinusoidal frequency modulations to the acoustic
waves created inside each AOD X and Y, ∆FX,Y(t) = ∆F sin(2pi fRt + αX,Y), with amplitude
∆F ∼ MHz, scanning frequency fR, and phase difference |αX − αY | = pi2 . When fR is kept
fixed, the incident laser beam is deflected in a periodic manner. In this way the beam focus
describes a circular trajectory inside the sample cell, θOT(t) = 2pi fRt + α, of constant radius
Rcircle at frequency fR on the plane perpendicular to the beam propagation. To achieve a periodic
force landscape as described by the Langevin model (115), the scanning frequency of the laser
beam must be on the order of fR ∼ 102 Hz. For a particle with radius a = 1 µm, the optical
setup must be built in such away that the final radius of the circular path described by the
tweezers is Rcircle ≈ 2 − 5 µm. Smaller values of Rcircle lead to a Mexican-hat potential U(θ) in
which the particle can spontaneously jump from θ to θ + pi, similar to a Kramer process in a
double-well potential (section 4.5.1), while larger values of Rcircle yield very slow dynamics for
which it becomes experimentally difficult to sample θ with good statistics. For Rcircle = 4.12 µm,
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Fig. 28. Experimental realization of a NESS (a) Typical unwrapped (i.e., defined on the
interval [0,∞)) trajectories θ(t) of a colloidal particle in a NESS. The dashed line represents
the mean drift due to the non-zero probability current j induced by the non-conservative
term F. Inset: example of wrapped (i.e., defined over [0, 2pi)) trajectory θ(t). (b) NESS
probability density function of θ, defined over [0, 2pi) (bars) and reconstructed potential
energy U(θ) (solid line). The arrow indicates the direction of the non-conservative force
f0, which shifts the maximum of ρNESS(θ) to the right relative to the minimum of U(θ).
Inset: comparison between the NESS distribution ρNESS(θ) and the equilibrium one ρeq(θ)
(F = 0, sharp peak). (c) Correlation function between the observable Q(θ) = sin θ and
the variable V(θ) = sin θ. (d) NESS correlation functions involved in the integral form
of the generalized FDT (119): C(0) − C(t) (dotted-dashed line), B(t) (dashed line) and
C(0) − C(t) − B(t) (solid line). Inset: estimate of the response function R(t) by means of
the time derivative of [C(0) − C(t)]/(kBT) (dotted-dashed line), and taking into account the
corrective term, [C(0) − C(t) − B(t)]/(kBT) (solid line).
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fR = 200 Hz, and an infrared laser (λ = 1064 nm) with incident power of 30 mW, the resulting
scanning speed of the focused beam is vR = 2piRcircle fR ≈ 5 mm s−1, which is so high that it is
not able to trap and drag continuously the particle through the fluid because the viscous frictional
force due to the surrounding water quickly exceeds the optical trapping force. Consequently, the
beam only kicks the particle a small distance δs . γvRκ along the polar direction θ at each rotation.
During the absence of the beam (≈ 1/ fR = 5 ms) the particle undergoes free diffusion over a
length scale lD =
√
D
fR
. 40 nm  Rcircle in the directions radial and perpendicular to the circle.
The beam kicks the particle again during the next arrival, thus preventing its escape by diffusion
away from the region scanned by the beam focus. Therefore, the particle motion is effectively
confined to a torus of major radius Rcircle and minor radius ∼ lD/2, where the angular position θ
is the only relevant dynamical degree of freedom. In addition, a periodic intensity profile can be
created along the main circle by sinusoidally modulating in time the laser power P(t) with an
amplitude ∆P = 2.1 mW around the mean value of P0 = 30 mW, at the same frequency as the
scanning frequency fR, i.e., P(t) = P0 + ∆P sin(2pi fRt + αX). These optical conditions result in
the desired force landscape: a constant non-conservative force f0 associated to the mean kick
and a static periodic potential U(θ) due to the conservative force exerted by the sinusoidal light
intensity profile [299,300].
The instantaneous angular coordinate θ of the optically driven particle can be obtained from
its 2D trajectories (x, y), by θ = arctan(y/x) (Fig. 28(a)). The effective parameters F, A and the
profile φ(θ)must be determined from an ensemble of independent NESS trajectories θ(t): at least
100 trajectories, each with at least a full rotation on the circle are needed to find the probability
current j (dashed line in Fig. 28(a)) and the corresponding nonequilibrium distristriution ρNESS(θ)
(histogram in Fig. 28(b)).
Depending on the quantity of interest, θ must be defined either on the interval [0, 2pi) or [0,∞).
For example, the probability current must be computed as [299]
j =
1
2pi
d〈θ(t)〉0
dt
, (120)
where 〈θ(t)〉0 is the average of an ensemble of independent NESS trajectories θ(t), defined on
[0,∞) (Fig. 28(a)). This permits us to verify that 〈θ(t)〉0 is linear in t, thus leading to a constant
j > 0. The quantity j−1 represents the typical time the particle needs to perform a full cycle
around the circle, which corresponds to the longest relaxation time of the NESS. For example,
for the experiment presented here j−1 = 26 s, which is much larger than the typical equilibrium
relaxation time of a particle in water trapped by optical tweezers (∼ ms). Therefore, it is expected
that the particle motion in this NESS has very long-lived correlations. In Fig. 28(b), we plot the
experimental profile of the NESS distribution ρNESS(θ), computed from all the data points of the
trajectories on [0, 2pi).
From the experimental profile of ρNESS(θ) and the value of j, the full force landscape of
the particle can be reconstructed [301]. First, taking into account the periodic boundary
conditions of the NESS distribution, i.e. ρNESS(0) = ρNESS(2pi), from equation (116) we get the
non-conservative term
F =
j
2pi
∫ 2pi
0
dθ
1
ρNESS(θ), (121)
whereas the potential is given by
Aφ(θ) = −Dθ log ρNESS(θ) +
∫ θ
0
dθ ′
[
F − j
ρNESS(θ ′)
]
. (122)
The experimental values of the parameters considered here yield F = 0.85 rad s−1 and A =
0.87 rad2s−1, which correspond to a non-conservative force f0 = γaF = 66 fN and an energy
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potential amplitude max{U(θ)} = γa2A = 68.8 kBT , while the normalized potential profile is
sinusoidal, φ(θ) = sin θ (red solid line in Fig. 28(b)). In thermal equilibrium (F = 0), the particle
motion would be tightly confined around the minimum of such a deep non-linear potential at
φm = 3pi/2, with a width ∆θ ≈
√
kBT
γa2A
= 0.12 rad and a vanishingly small probability to cross
the potential barrier of height 2A = 137.6 kBT (inset in Fig. 28(b)). However, under the action of
the non-conservative force, the distribution of θ is much broader, with a maximum shifted in the
direction of the resulting current j > 0. This reflects the highly non-equilibrium conditions of
the system. Indeed, they can be better assessed by means of the generalized FDT relation (119).
We focus on the observable Q(θ) = sin θ, which is periodic on the circle and corresponds to the
dimensionless potential energy of the particle φ(θ) = U(θ)/max{U(θ)}.30 A variation in the
potential amplitude, A→ A + δA translates into the following change in the potential energy:
γa2Aφ(θ) → γa2Aφ(θ) − (−γa2δA)φ(θ). Therefore, by noting that a variation h in a control
parameter leads to a change in the potential energy, i.e., U → U − hV , we conclude that in
this specific example the integrated response function of Q(θ) to the perturbation h = −γa2δA
is given by equation (119), where the variable conjugate to the perturbation is V(θ) = sin θ,
whereas ∂θV(θ) = cos θ in equation (118). In Fig. 28(c), we plot the NESS correlation function
C(t) = 〈sin θ(t) sin θ(0)〉0, revealing an oscillatory behavior with a typical time-scale ≈ 25 s,
which corresponds to j−1. Here, to improve the statistics from the available data, the NESS
ensemble average 〈sin θ(t) sin θ(0)〉0 is computed first by taking a time average
Ctmax (t) =
1
tmax − t
∫ tmax−t
0
du sin θ(u) sin θ(u + t), (123)
along a given realization of θ(t), where tmax > j−1 to span a full cycle of the probability current,
and then by performing an additional ensemble average 〈Ctmax (t)〉 over different independent
NESS trajectories θ(t). The same procedure must be carried out for the correlation B(t) defined
through equation (118). In Fig. 28(d), we plot both the NESS termsC(0)−C(t) and B(t) involved
in the integral generalized FDT (119). We observe that both terms are of the same order of
magnitude, thus confirming that the experimental conditions of the system are far from thermal
equilibrium. Note that, without the corrective term b defined in equation (118), a determination of
the integrated response function χ(t) by means of the equilibrium FDT (114), and consequently
R(t), would be wrong. This is shown in the inset of Fig. 28(d) , where we compare the numerical
time derivative of 1kBT [C(0) − C(t)] with that of 1kBT [C(0) − C(t) − B(t)], which shows that
without taking into account the corrective term B, the response function R(t) would be highly
overestimated around a NESS.
4.5.3. Stochastic Thermodynamics
Stochastic thermodynamics is an emerging branch of statistical physics that extends concepts
of classical thermodynamics such as heat, work and entropy production to the level of single
stochastic trajectories for systems in contact with a heat bath and driven arbitrarily far from thermal
equilibrium by means of a well-specified experimental protocol [164]. It provides a number of
statistical relationships involving these fluctuating quantities, which generalize the macroscopic
laws of thermodynamics and describe the non-equilibrium energetics of manymesoscopic systems
of interest in soft matter and biophysics, such as colloidal particles, polymers, biomolecules,
molecular motors, biochemical networks, and microelectromechanical systems [147, 302]. Thus,
stochastic thermodynamics represents nowadays a solid theoretical framework for applications
ranging from single-molecule biomechanics (section 4.1) to optimization protocols and the
efficiency of microscopic heat engines (section 4.5.4) .
30In general, φ(θ) and Q(θ) must not necessarily be the same: while φ(θ) represents the normalized potential energy
of the particle, Q(θ) is an arbitrary observable that is periodic with respect to theta. Since phi(θ) fullfils in particular
the required periodicity, in the example described in the main text we choose Q = phi.
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Here, we present some general notions of stochastic thermodynamics using a paradigmatic
system: a colloidal particle embedded in a viscous liquid (friction coefficient γ), in contact with
a thermostat at constant temperature T and subject to a possibly time-dependent force. The 1D
motion of a single coordinate x of the particle can be described by the Langevin equation
Ûx = µ
[
−∂U(x, λ)
∂x
+ f (x, λ)
]
+ ξ, (124)
where U(x, λ) is the potential energy which leads to a conservative part −∂U(x, λ)/∂x in the
total force, whereas f (x, λ) represents a non-conservative force, as that described in section 4.5.2.
Both forces can be time-dependent through the control paramenter λ, which can be externally
varied according to a prescribed protocol from λ(0) to λ(t) during the time interval [0, t]. In
addition, in equation (124) µ = 1/γ is the particle mobility, whereas ξ represents a Gaussian
white noise with zero-mean and autocorrelation function 〈ξ(t)ξ(s)〉 = 2Dδ(t − s), which accounts
for the thermal fluctuations of the particle velocity. Stochastic thermodynamics requires that
the properties of the heat bath are not affected by the presence of external driving forces, thus
implying that D = kBT µ regardless of the strength of −∂U(x, λ)/∂x and f (x, λ). Note that a
statistically equivalent description of the system modelled by equation (124) can be given by
means of the Fokker-Planck equation for the probability density function of x at time t
∂ρ(x, t)
∂t
= −∂ j(x, t)
∂x
, (125)
where the probability current is defined as
j(x, t) = µ
[
−∂U(x, λ(t))
∂x
+ f (x, λ(t))
]
ρ(x, t) − D ∂ρ(x, t)
∂x
, (126)
supplemented with the initial condition ρ(x, t = 0) = ρ0(x). Both ρ(x, t) and j(x, t) allow to
directly assess how far the system is from thermal equilibrium conditions, for which j = 0 and
ρ ∝ exp
(
−U(x)kBT
)
.
First Law. To generalize classical thermodynamic concepts to the level of an individual
stochastic realization of the process x(t), we first note that either a temporal variation of the
control parameter λ during the infinitesimal time duration dt or a non-zero non-conservative
force, f , 0, can be identified as an infinitesimal work increment done on the system:
δW =
∂U
∂λ
Ûλdt + f dx. (127)
Then, from equation (127) an inifinitesimal variation dU in the potential energy during dt can be
written as
dU =
∂U
∂λ
Ûλdt + ∂U
∂x
dx,= δW −
(
f − ∂U
∂x
)
dx.
Thus, by defining the infinitesimal increment of the heat dissipated into the medium as the product
of the total force acting on the particle times the infinitesimal displacement dx,
δQ =
(
f − ∂U
∂x
)
dx, (128)
the expression (128) can be regarded as a generalization of the First Law of thermodynamics [303]
dU = δW − δQ (129)
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Fig. 29. First Law in stochastic thermodynamics. (a) Upper panel: Portion of the
trajectory x(t) (blue solid line) of a colloidal bead (2a = 2.73 µm), dragged by moving
an optical tweezers (k = 1.15 pN µm−1, v = 0.520 µm s−1) through water (T = 295 K).
The dashed line represents the time evolution of the minimum of the trapping potential:
λ(t) = vt + λ(0). Lower panel: time evolution of λ(t) − x(t). (b) Dependence of the mean
work 〈Wτ〉 (◦), mean heat dissipated into the aqueous medium 〈Qτ〉 (), and mean variation
of potential energy 〈∆Uτ〉 () as a function of the measurement time τ. The solid line
represents the values given by equation (133). (c) Dependence of the standard deviation
of the work (◦), of the heat dissipated into the aqueous medium (), and of the variation
of potential energy () as a function of τ. The solid line represents the values given by the
square roots of equation (134). (d) Distribution of the work (in units of kBT) for different
values of the measurement time τ. From inner to outer curves: τ = 0.034 s, 0.069 s, 0.103 s,
0.138 s, 0.172 s, and 0.207 s. (e) Distribution of the dissipated heat (in units of kBT) for
different values τ. Same color code as in (d). Inset: verification of the integral fluctuation
theorem (139) for the total entropy production. (f) Distribution of the variation of potential
energy (in units of kBT) for different values τ. Same color code as in (d).
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on the level of the stochastic process x(t). From the Langevin equation (124), the work done on
the system and the heat dissipated into the medium over the finite time interval [0, τ], are
Wτ[x(t)] =
∫ τ
0
dt
[
∂U(x(t), λ(t))
∂λ
Ûλ(t) + f Ûx(t)
]
, (130)
Qτ[x(t)] =
∫ τ
0
dt
[
f − ∂U(x(t), λ(t))
∂x
]
Ûx(t),
=
1
µ
∫ τ
0
dt Ûx(t)2 − 1
µ
∫ τ
0
dtξ(t) Ûx(t), (131)
respectively, where the notation [x(t)] highlights the fact that both quantities fluctuate over
time and depend on the specific stochastic realization of x(t) up to time τ. The terms which
involve dx(t) = dt Ûx(t) in the integrals of equations (130) and (131) must be interpreted in the
Stratonovich sense [304]. Note that the definition of the heat given by equations (128) and (131)
is physically meaningful, since the first term on the right-hand side of equation (131) is positive
definite and represents the energy delivered to the thermostat, while the second term can be either
positive or negative and corresponds to the thermal fluctuating energy injected by the medium.
Moreover, for systems in thermal equilibrium (i.e., f = 0 and Ûλ = 0), equation (129) consistently
reduces to dU = −δQ, where any increment (decrease) in the potential energy of the particle is
only due to a fluctuation of the heat taken up from (delivered to) the thermostat, being both on
average equal to zero.
We analyze the previous concepts in the specific case of a colloidal particle (diameter
2a = 2.73 µm) suspended in water at constant T = 295 K, for which the friction coefficient is
γ = 2.44 · 10−8 kg s−1. The particle is subject to the harmonic potential of an optical trap, where
the position of its minimum plays the role of the control parameter λ in equation (124). In the
case where the optical trap is uniformly translated, λ varies linearly over time at constant speed v
and, under the initial condition λ(t = 0) = 0, U(x, λ(t)) = 12 k (x − vt)2, λ(t) = vt, and Ûλ(t) = v.
Without loss of generality, we consider the simplest situation where all the forces acting on
the system are conservative (i.e., f = 0), thus being the temporal variation of λ the source of
non-equilibrium work and dissipated heat. This well-defined protocol can be implemented by
means of the deflection of the trapping beam using galvanometric mirrors or acousto-optics
deflectors (section 2.3.1). Although with a different thermodyamic interpretation,31 a closely
related protocol can be carried out by moving the sample cell at constant speed v by means of a
piezoelectric stage (section 3.11) [305]. Fig. 29(a) shows a typical experimental trajectory x(t)
of such a colloidal particle, as well as the time evolution of the position of the minimum of the
optical trap, λ(t). For times much longer than the trap relaxation time (≈ 21 ms), the dragged
particle reaches a steady state, whose statistical properties do not depend on time. In this case,
from the definition (130), one can find the work done by the optical tweezers on the trapped
particle over a time interval of duration τ along a given stochastic realization of x(t):
Wτ = −kv
∫ τ
0
dt [x(t) − vt] ,
=
1
2
kv2τ2 − kv
∫ τ
0
dtx(t), (132)
where we have dropped the argument [x(t)] for the sake of simplicity. Since for this control
parameter and a harmonic potential, equation (124) is linear and ξ is Gaussian, x must also be
31When moving the sample stage at speed v, an external flow is applied to the trapped particle, which results in an
extra term in the viscous drag force acting on the particle, i.e. γ( Ûx − v). On the other hand, the potential energy remains
unaffected by v,U(x) = κx2/2. This leads to expressions for the work and heat which are different from those obtained
when performing a motion of the optical trap.
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Gaussian and, thus,Wτ is Gaussian as well, with mean
〈Wτ〉 = γv2τ (133)
and variance
〈[Wτ − 〈Wτ〉]2〉 = 2kBTγv2
[
τ +
γ
k
exp
(
− kτ
γ
)
− γ
k
]
. (134)
Indeed, using the experimental trajectory x(t) (Fig. 29(a)), we compute numericallyWτ by means
of equation (132) and check that its mean and standard deviation satisfy equations (133) and
(134), as shown by the blue circles in Figs. 29(b) and 29(c), respectively. The distribution of
Wτ for different values of τ is plotted in Fig. 29(d), where we verify that P(Wτ) is Gaussian.
Note that, while 〈Wτ〉 is always positive and increases linearly with the observation time τ as
the trap drags the particle through the fluid, there can be negative work fluctuations, where
the system loses mechanical energy [305]. These rare events, which are at first glance in
contradiction with macroscopic intuition, are due to thermal fluctuations, which are not taken
into account by classical thermodynamics. The role of such fluctuations, quantified by the
ratio
√
〈[Wτ − 〈Wτ〉]2〉/〈Wτ〉, is very prominent at short time-scales and become negligible as τ
approaches the limit of a macroscopic observation time, i.e., τ  γk .
The heat dissipated into the medium due to the motion at constant speed of the trap can be
derived from equation (131) as
Qτ = −k
∫ τ
0
dt [x(t) − vt] Ûx(t)
= −k
∫ τ
0
[x(t) − vt] dx(t). (135)
In this case, some care is needed to compute the stochastic integral (132) from the experimental
values of x(t). As previously mentioned, Stranotovich integration must be used to get physically
meaningful results.32 Specifically, from the collection of N experimental data points x(tj),
defined at each time tj = j−1N−1τ over [0, τ], where j = 1, . . . , N , a mid-point discretization of the
force −k[x(t) − vt] with respect to the stochastic increment dx(t) must be performed
Qτ = − k2
N−1∑
j=1
[
x(tj+1) + x(tj) − (tj+1 + tj)v
] [x(tj+1) − x(tj)]. (136)
In Fig. 29(e) we show the distribution of Qτ for different values of τ, computed by means of
equation (136). In this case, all discrete time steps have a constant value fixed by the inverse of
the experimental sampling frequency fs = 145 Hz, i.e., tj+1 − tj = f −1s = 0.007 s. It should be
noted that, although the mean value of Qτ coincides with that of Wτ for all τ ≥ 0 in a steady
state, as shown in Fig 29(b), their distributions are quite different, see Fig.29(e). In this case, the
distribution of the heat, P(Qτ) has non-Gaussian tails, with standard deviation larger than the
variance of the work fluctuations (Fig. 29(c)). In addition, similar to the behavior of the stochastic
work, rare events where Qτ is negative are also possible for small values of τ at which thermal
fluctuations are significant, i.e., the heat spontaneously flows from the surrounding medium to
the particle even if mechanical work is done on it.
Finally, in Fig. 29(f) we plot the distribution P(∆Uτ) of the variation of the potential energy
over a time interval of duration τ:
∆Uτ = U(x(τ), λ(0)) −U(x(0), λ(0))
=
k
2
[[x(τ) − vτ]2 − x(0)2] . (137)
32While equation (132) for the work simply requires the product of the deterministic time increment dt with the
stochastic particle position relative to the position of the trap, x(t) − vt, the expression for the heat (equation (135))
involves the stochastic increment of the particle position, dx times x(t) − vt .
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In this case, while the mean value of ∆Uτ is equal to 0 for all values of τ (Fig. 29(b)), consistent
with the fact that in a steady state the potential energy of the system remains constant on average,
its distribution is strongly non-Gaussian, due to the non-linear dependence of ∆Uτ on x(t), with
standard deviation which quickly saturates to a constant value, as observed in Fig. 29(c).
The statistical properties ofWτ , Qτ and ∆Uτ for this simple experiment illustrate the main
essence of stochastic thermodynamics. Even though the average values of such quantities satisfy
the expected thermodynamics behavior, the probability of observing rare events, which are
not described by the classical thermodynamics, is not negligible for mesoscopic systems at
sufficiently short time scales.
Second Law and entropy. Stochastic thermodynamics also offers the possibility to extend the
concept of entropy to stochastic trajectories of systems in non-equilibrium states, and provides
quantitative relationships that generalize the macroscopic Second Law of thermodynamics. In
the case of a system described by equation (124), the variation of the total entropy is defined over
a given time interval [0, τ] as
∆Sτ =
Qτ[x(t)]
T
− kB ln ρ(x(τ), t)
ρ(x(0), 0) . (138)
The first term on the right-hand side of equation (138) can be identified as a change in entropy due
to the heat dissipated into the medium, defined in equation (131), while the second term is called
stochastic entropy, and must be determined by solving first the corresponding Fokker-Planck
equation (125) and then evaluating the solution ρ(x, t) along the specific stochastic trajectory
x(t) with initial condition x(0) at t = 0. Therefore, unlike work, heat and potential energy, the
stochastic entropy does not only depend on the particular realization of x(t) but on the ensemble
through the quantity ρ(x, t). For example, for the linear motion (λ(t) = vt) of the position of the
optical trap considered in the experiment above, the solution of the Fokker-Planck equation (125)
is ρ(x, t) ∝ exp
[
− k(x−vt+
γv
k )2
2kBT
]
under the condition that the system has already achieved a steady
state in the comoving frame of the trap. In this case, the variation of the stochastic entropy
over the time interval [0, τ] is given by k2T
[ (
x(τ) − vτ + γvk
)2 − (x(0) + γvk )2] , from which the
corresponding change of the total entropy can be computed using equations (131) and (138).
Remarkably, the change in the total entropy defined by equation (138) satisfies the integral
fluctuation theorem (IFT) [306] 〈
exp
(
− 1
kB
∆Sτ
)〉
= 1 (139)
for all measurement times τ and any kind of protocol involving a non-equilibrium temporal varia-
tion of the control parameter λ from λ(0) to λ(τ), and possibly including non-conservative forces
f , 0 that break detailed balance. Using the Jensen’s inequality, 〈ea〉 ≥ e 〈a〉 , equation (139)
implies that 〈∆Sτ〉 ≥ 0, which corresponds to one of the expressions of the Second Law of
thermodynamics. Therefore, the IFT represents a refinement of the Second Law of classical
thermodynamics. For the experiment above, we verify the IFT for different values of τ in the
inset of Figure 29(e), where the left-hand side of equation (139) is numerically determined using
the computed values of ∆Sτ .
Depending on the specific protocol for the variation of the control parameter λ and on the
state of the system (e.g., transient or steady), alternative versions of the Second Law can be
derived within the context of stochastic thermodynamics. For example, when driving the
system by changing the control parameter from λ(0) to λ(τ), the non-equilibrium work Wτ
done on the system, defined by equation (130), and the corresponding difference in free energy
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∆F = F(λ(τ)) − F(λ(0)), satisfies the relation [307]〈
exp
(
− Wτ
kBT
)〉
= exp
(
− ∆F
kBT
)
(140)
for any arbitrary non-equilibrium protocol λ(t), 0 ≤ t ≤ τ , provided that the system is initally in
thermal equilibrium at t = 0, and all the forces acting on the system are conservative (i.e., f = 0 in
equation (124)). Equation (140) is called the Jarzynski relation [307], and derives directly from
the IFT (139), in which case the total entropy takes the particular form∆Sτ = (Wτ−∆F)/T , where
Wτ − ∆F is known as dissipated work. A closely related expression, from which the Jarzynski
relation (140) can alternatively be derived is the so-called Crooks fluctuation theorem [308]. It
quantifies the ratio between the probability density of the work spent in the forward process,
ρ(Wτ), when driving the system from thermal equilibrium at λ(0) through an arbitrary non-
equilibrium protocol up to λ(τ), and the distribution of the work done in the reversed process,
ρ˜(Wτ), where the control parameter is varied as λ˜(t) = λ(τ − t), starting in thermal equilibrium
at λ˜(0) = λ(τ). The expression of the Crooks fluctuations theorem is
ρ˜(Wτ = −W)
ρ(Wτ = W) = exp
(
−(W − ∆F)
kBT
)
. (141)
The practical importance of the relations (140) and (141) is that, unlike quasistatic experimental
protocols based on classical thermodynamics, they allow to determine free energy differences
between two equilibrium states from non-equilibrium measurements of the work performed at an
arbitrarily fast rate, for example when studying biomolecules (section 4.1).
4.5.4. Carnot cycles and Maxwell’s demons
In this section, we will explore how optical tweezers can be used to get a deeper understanding
of Carnot cycles, work efficiency and Maxwell engines. Although the results presented in
this section have not been implemented by us in the laboratory directly, we provide sufficient
instructions for the readers to be able to readily realize these experiments.
Carnot cycles and microscopic engines In 1824 Sadi Carnot tried to answer basic questions
about the efficiency, construction and operation of macroscopic heat engines [309]. This seminal
work gave birth to thermodynamics, for which Carnot is considered one of its fathers. It also
introduced concepts that later were used by Clausius and Kelvin to define the concept of entropy
and introduce the Second Law of thermodynamics. Almost two centuries later, similar questions
posed by Carnot on big, chunky, greasy, macroscopic heat engines, are finally being explored in
the microscopic realm [18].
Colloquially Carnot’s cycle refers to a process in which one extracts work from a system
coupled to two reservoirs at different temperatures Tc < Th. More precisely, given a system
interacting with two thermal baths, Carnot’s cycle consists of four steps:
1. An isothermal expansion at temperature Th, during which an amount of heatQh is absorbed
by the system
2. An adiabatic expansion from Th to Tc.
3. An isothermal contraction at temperature Tc, during which an amount of heatQc is released
from the system.
4. An adiabatic contraction from Tc to Th, returning the system back to its original state.
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Fig. 30. Microscopic engines. (a) A sketch of Carnot’s cycle in the (S,T)-plane and (b)
in the (V, P)-plane. (c) The Stirling cycle in the (V, P)-plane. (d) Implementation of the
Stirling cycle using a colloidal particle in an optical trap.
The four steps of this cycle are depicted in Fig. 30(a) in the (S,T)-plane, where S refers to the
entropy. For a generic fluid with volume V and pressure P, Carnot’s cycle in the (V, P)-plane is
shown in Fig. 30(b).
During one cycle, the extracted work is given by the First Law of thermodynamics
−W = Qh +Qc (142)
and the entropy production is
∆Stot = −QhTh −
Qc
Tc
. (143)
This implies that for a reversible operation (i.e., for a process for which ∆Stot = 0) we obtain the
following relationship between the heat exchange and the temperature of both baths:
Qc
Qh
= −Tc
Th
. (144)
Carnot showed that, for a reversible process, the efficiency of Carnot’s cycle is
ηC ≡ −WQh =
Qh +Qc
Qh
= 1 − Tc
Th
, (145)
where the efficiency η = −W/Qh is defined as the ratio between the extracted work and the
absorbed heat. Ideally, for the process to be reversible, it must be performed infinitely slowly or,
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more precisely in a time τ much slower than any characteristic relaxation time of the system. This
automatically means that the output power, defined as P ≡ −W/τ is zero for an ideal reversible
heat engine.
In reality, Carnot’s cycle must be performed in a finite time τ, which implies a trade-off
between output power and efficiency. Due to the Second Law of thermodynamics, , which
imposes ∆Stot > 0, we have that η < ηC.
Moreover, practical heat engines have additioanl limitations that further reduce their efficiency
[310]. For example, accounting for heat transfer yields a maximum power output given by the
Novikov-Curzon-Ahlborn formula [311, 312]
ηNCA = 1 −
√
Tc
Th
, (146)
which has been confirmed experimentally with different protocols [313].
Another closed thermodynamic cycle, the Stirling cycle, is often used to describe engines that
work by compressing and expanding a working fluid at different temperatures.33 This is also
composed of four steps, namely:
1. An isothermal compression during which heat is extracted towards the cold bath Tc.
2. An isochoric heat-addition.
3. An isothermal expansion during which the system absorbs heat from the hot bath Th.
4. An isochoric heat-removal.
A sketch of Stirling’s cycle can be seen in Fig. 30(c).
In the last decade, various research groups have probed the concept of Carnot efficiency
in microscopic heat engines, particularly focusing on single-particle or colloidal heat engines.
The first of these colloidal heat engines implemented a Stirling engine by using an optically
trapped particle [314], as shown in Fig. 30(d). In this design, a colloidal particle plays the role
of the working fluid, while the optical trap can be understood as the engine cylinder where the
compression and expansion occur. The cycle includes the following phases:
1. The isothermal compression by increasing the trap stiffness (i.e., increasing the laser output
power).
2. The isochoric head-addition by heating up the colloidal suspension from Tc to Th.
3. The isothermal expansion by decreasing the trap stiffness (i.e., decreasing the laser power).
4. The isochoric heat-removal by cooling down the colloidal suspension from Th to Tc.
Being a microscopic engine, the associated extracted work is a stochastic variable that depends
strongly on the cycle duration τ. The first experimental realization of this microscopic Stirling
cycle [314] operated between two baths at Tc = 22◦C and Th = 90◦C with the maximum mean
power −W/τ obtained for τ = 7 s. In these conditions, the average work extracted per cycle was
about 4.5 · 10−22 J,
In 2014, a micrometer-sized equivalent of a piston steam engine was realized in an optical
tweezer, where a single colloidal microparticle plays the role of the piston. The particle absorbs
a small amount of light enabling to locally raise the temperature when the particle is exposed to
light. At the beginning of the cycle, the gradient force of an optical tweezers pulls the particle
towards the laser focus, giving rise to a dramatic increase in temperature and, consequently,
33The Stirling’s cycle has the same efficiency as Carnot’s cycle.
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the explosive vaporization of the surrounding liquid. This causes a bubble, which pushes the
particle out of the focal region. As a consequence, the particle cools down and is pulled back
again by the optical tweezers [315]. To achieve the sudden bubble formation, this experiment
exploited a superheated liquid, which becomes unstable and relaxes back towards equilibrium
via the nucleation of a vapor cavitation bubble. The mean extracted work per cycle exceeded
that found in Ref. [314] by a striking six to eight orders of magnitude, because both the cycle
frequency and maximum displacements were around two orders of magnitude larger.
These two approaches to microscopic heat engines rely on laser heating of the solution where
the particle is immersed. The heat exchange rates of the heating and cooling processes effectively
limit the range of accessible temperatures and the timescales of the experiments. This technical
difficulty can be overcome by adding a synthetic noise to the Brownian motion [316]. This
permits one to heat without having to raise or lower the physical temperature of the colloidal
suspension, allowing fast heating and cooling as well as removing temperature limits, at least
in principle. This method is called white-noise technique. Mathematically, the idea works as
follows. Consider the underdamped one-dimensional Brownian particle:
m
d2x(t)
dt2
= −γ dx(t)
dt
− κ(t)x + ξ(t) + η(t) , (147)
where ξ(t) corresponds to the usual thermal noise with
〈ξ(t)〉 = 0 , 〈ξ(t)ξ(t ′)〉 = 2kBTδ(t − t ′) , (148)
while η(t) is, for example, an electrostatic noise such that
〈η(t)〉 = 0 , 〈η(t)η(t ′)〉 = σ2noiseδ(t − t ′) . (149)
Consider, in addittion, that these two noise sources are independent. This model is statistically
equivalent to an effective model for stochastic thermodynamics,
m
d2x(t)
dt2
= −γ dx(t)
dt
− κ(t)x + ξeff(t) , (150)
where ξeff(t) can be understood as thermal noise with effective temperature34
Teff = T +
σ2noise
2kBγ
. (151)
The white-noise techniques allow to reach effective temperatures as high as T = 3300 K. The
synthetic noise can be generated by placing the colloidal suspension in an electrophoretic fluid
chamber with two electrodes connected to a computer-controlled electric generator that produces
a sequence of noisy random electric fields, whose statistical properties closely resemble that of
white Gaussian noise [316]. A similar effect of adding a random force applied to the particle can
be achieved by modulating the position of the trap by using an acousto-optic deflector [317, 318].
A remarkable step forward was achieved in a series of works where the concept of microadia-
baticity was introduced [319], and later used for the creation of the first Brownian Carnot engine
by concatenating isothermal and microadiabatic protocols [320]. The basic idea is as follows.
Recall that, macroscopically, an adiabatic process occurs without exchange of heat (or mass)
between the system and its surroundings (i.e., Q(t) = 0). For microscopic systems, the amount
of heat is a random variable, so the simplest generalization is to consider those processes for
which the average amount of exchanged heat is zero (i.e., 〈Q(t)〉 = 0). Moreover, if we further
34See also section 5.7, where we discuss feedback cooling of trapped particles in vacuum, which can also be discussed
in terms of an effective temperature.
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assume that the process is performed quasi-statically, we also have that the average value of the
variation of the total entropy is zero, 〈∆Stot(t)〉 = 0, and, consequently, the process is isentropic,
〈∆Ssys(t)〉 = 0. In this scenario, a trick to implement a microadiabatic process consists in using
protocols which keep the system’s entropy constant. Importantly, this process can be quantified
fairly precisely. Indeed, since the system’s entropy is given by
Ssys(t) = −kB log Pt (x(t), v(t)) (152)
and assuming that the system is close to equilibrium, i.e.,
Pt (x(t), v(t)) = 1Z e
− H (t )
kBT (t ) , (153)
where H(t) is the Hermitian of the system, we obtain that
〈Ssys(t)〉 ∝ 〈x2(t)〉〈v2(t)〉 ∝ T
2(t)
κ(t) . (154)
Thus, a pseudo-adiabatic process corresponds to keeping T2(t)/κ(t) constant. Notice that the
microscopic Carnot engine was also explored in the work in Ref. [321], but only considering the
configurational space and not the phase space.
Maxwell’s demons and Szilard engines. The thought experiment known asMaxwell’s demon
[322] addressed the issue that the Second Law of thermodynamics might be violated by the
inclusion of “intelligent beings” capable of processing information. In its original version, an
ideal gas at temperature T is enclosed in an isolated container divided into two equal parts by
a fixed wall. In this wall, there is a trap door operated by a “demon” who will open it if an
incoming particle from the left (right) is faster (slower) than the average. After a while, the right
compartment will have the fastest particles and, consequently, a higher temperature. Therefore,
the effect of the demon is to generate a temperature gradient, which can be used to obtain work
from the system, without the corresponding energy expenditure, thus violating the Second Law.
To better understand the origin of such violation, Leo Szilard proposed his eponymous
simplified model. The Szilard engine consists of a single particle within a container divided
into two equal partitions separated by a movable, frictionless wall [323]. When the container is
put into contact with a single thermal reservoir at temperature T , the movable wall may then
be used to extract work (e.g., by lifting a weight), as the particle transfers kinetic energy in
successive elastic collisions. The isothermal volume expansion results in a work extraction
Wext = kBT ln(Vf /V0), where V0 and Vf are the initial and final volumes of the partition that
contains the particle. Since the final volume Vf is that of the total box, then V0/Vf = 1/2 is
the fraction of the volume that contains the particle. This implies, in turn, that the expected
work extracted from the engine is simply kBT ln 2, which is proportional to the Shannon entropy
measuring the uncertainty on the initial position of the particle in a symmetric partition.
Leon Brillouin suggested that the work extraction of the Szilard engine is precisely compensated
by the work of measurement and, therefore, no net extraction of work is possible [324]. After
a decade, Rolf Landauer introduced a concept of logical irreversibility [325] and Charles H.
Bennett explained that the work extraction is precisely compensated by the erasing process of the
memory apparatus [326]. Recently, a modified version of the Second Law was derived [327,328],
the Jarzynski-Sagawa-Ueda relation, which has also been confirmed experimentally [329]. This
latter result claims that the work extraction is compensated by the mutual information between the
system and the measurement apparatus which is involved in both the measurement and erasing
processes [330]. In a relative recent experiment [331], the authors used a colloidal suspension
to implement a Szilard engine to explore how the entropy decreases due to the spontaneous
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symmetry breaking that is the cornerstone of the Szilard engine and Landauer’s principle, and to
measure directly this entropic change for a Brownian particle in a bistable potential implemented
by two optical traps. Very recently, a continuous versions of the Maxwell’s demon, which is
capable of extracting arbitrarily large amounts of work per cycle by repeated measurements of
the state of a system, was proposed and was experimentally implemented in a single DNA hairpin
pulling experiment [332].
4.5.5. Other applications to statistical physics and outlook
In this section, we have presented some well-known applications of optical tweezers to investigate
both equilibrium and non-equilibrium properties of model systems in statistical physics. Here,
we briefly mention some emerging areas where optical tweezers also represent a powerful tool to
study statistical quantities of microscopic systems.
Synchronization. Coordinated motion of self-sustained oscillators mediated by means of
hydrodynamic interactions is a fundamental behavior in many biological systems, such
as cilia and flagella. Using optically trapped microparticles, it has been possible to
elucidate and directly visualize different aspects of the hydrodynamic synchronization
of oscillators and rotors. There are different approaches to define these oscillators, for
example with light-propelled chiral particles [333], using angular momentum in optical
tweezers to propel birefringent or asymmetric particles [46], by means of rotating energy
landscapes [334–336] or, as we already mentioned in section 4.5.1, by means of bistable
potentials sculpted with light [288]. In all these cases, when two of these self-sustained
oscillators are close enough, the hydrodynamic interactions perturb and tend to synchronize
their phases and their frequencies. Since all of these experiments have been realized at
microscopic scale, thermal fluctuations are not negligible and escape transitions play an
important role in their dynamics.
Active matter. Active particle systems, such as motile microorganisms, are non-equilibrium
systems capable of converting autonomously the energy from their surroundings into
directed motion. In recent years, also the possibility of developing artificial active matter
systems has been extensively explored [337,338]. Optical tweezers can be used to probe
such phenomena and their connection to non-equilibrium relations [339].
Phase transitions. Optical tweezers can be used in a variety of situations to induce phase
transitions and to probe critical phenomena [260]. One can, for example, use optical
lattices to control colloidal phase transitions via tunable interactions [340–342].
Further advances in optical trapping could also enable the possibility to address more fundamental
questions on statistical aspects of small systems, such as memory effects in non-equilibrium
systems. Moreover, most of the studies discussed in this section deal with the behavior of
individual particles, but it is natural to wonder how the properties of these systems change in
many-body systems. Equally interesting would be to explore how microengines or active baths
can be used to perform practical tasks, such as energy harvesting at the microscale.
4.6. Transport in extended potential landscapes
Microscopic particles in a fluid are constantly diffusing: the smaller the particle, the faster it
diffuses, following a power law dependence D ∝ 1/a, where a is the particle radius. As D is
a tiny quantity in typical conditions (of the order of µm2 s−1), diffusive transport is very slow.
For example, on average a 1 µm particle in water takes approximately 26 days to move by about
1 mm away from its original position.
Transport can be greatly enhanced by external forces. These forces generate directed motion,
where diffusion generally plays a pernicious role, since the particle will be gradually dispersed
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away from the path defined otherwise by the force. In Nature, several microorganisms have
developed different strategies for exploring their environment in a more efficient and precise way
than that of simple diffusion, for example using flagella or cilia.
Microscopic objects are often subject to the influence of structured force landscapes, which
may either boost or inhibit their motion. For example, some molecular motors inside eukaryotic
cells move along the paths defined by microtubules that exhibit a periodic structure of two
proteins, acting as a periodic potential. A paradigmatic model that serves as a starting point for
studying microscopic dynamics is the motion of a Brownian particle in a corrugated potential
landscape under the action of an external force. Being able to study and understand these
transport mechanisms is not only important from the fundamental science perspective, but it also
opens up the possibility to reproduce them and develop new techniques to perform tasks, such as
particle sorting and delivery in lab-on-a-chip platforms.
As we will see in detail in this section, colloids are ideal prototypes for the study of microscopic
transport phenomena, and extended light patterns provide a powerful and versatile way to create
reconfigurable potential energy landscapes in optical micromanipulation systems. We will be
primarily concerned with conservative optical forces in this section, but there are also interesting
light-induced transport phenomena that emerge in the presence of non-conservative forces (e.g.,
scattering forces), as we will briefly comment on.
4.6.1. Optical forces and potentials in extended light patterns
Table 11 presents some examples of extended light patterns used in optical manipulation: the
images on the left illustrate the optical field of interest generated at the sample (i.e., at the focal
plane of the microscope objective or the last lens of the optical trapping setup); the images on
the right provide information about how these patterns can be experimentally generated. As
explained in section 2.3, there are different ways for creating extended light patterns, but here we
will focus our attention on the two most common approaches using interference or diffractive
optical elements.
A subwavelength particle is pulled by the conservative optical gradient forces towards the
brightest regions of an extended light pattern. In this case, the particle moves in an extended
potential energy landscape mimicking the shape of the intensity pattern, with valleys at maxima
and hills at minima of intensity. In this regime, the magnitude of the forces, or the depth of the
valleys, increases in proportion to the cube of the particle radius and linearly with optical power.
However, for particles whose size is comparable or larger than the wavelength, the shape of the
energy landscape might be remarkably different from the intensity distribution.
Importantly, when working with extended patterns of light, one should keep in mind that
the larger the area covered by the pattern, the lower the intensity for a given optical power and,
therefore, the magnitude of the optical force decreases. Hence, it is important to estimate the
appropriate area of the pattern so that the average intensity is at least of the order of 0.1 mW µm−2.
One-dimensional potentials Let us analyze the simplest case: an extended pattern of fringes
obtained from the interference of two collimated beams, as that in the first row of Table 11. At the
back aperture of the microscope objective, the Fourier transform of the two beams corresponds
to a pair of focused spots, whose separation (2s) determines, together with the focal length of the
microscope objective ( f ), the period of the interference pattern at the sample plane: Λ = λ f2s ,
where λ is the wavelength of the laser in the background medium. The corresponding intensity
distribution is given by
I(x, y) = 2I0
[
1 + cos
(
2pix
Λ
)]
= 4I0 cos2
( pix
Λ
)
, (155)
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Sinusoidal pattern (periodic in 1D) produced by the inter-
ference of two beams (left) and its Fourier spectrum (right).
Any interferometer is suitable to produce this pattern, such
as Fresnel biprisms [343] or a Mach-Zehnder interferome-
ter [39, 344]. A diffraction grating generated with a SLM can
also be used to split the beam [94].
Sawtooth pattern (periodic in 1D) (left) generated by the
superposition of two orthogonally polarized sinusoidal pat-
terns (right). A three-armed Mach-Zehnder interferometer
can produce two patterns of fringes, one with twice the spatial
period of the other, by controlling the polarization of the input
beams. The phase difference and intensity ratio determines the
asymmetry [63, 345].
Oblique lattice (periodic in 2D): Interferometric pattern of
four beams (left) and its Fourier spectrum (right). These
patterns can be generated using a tandem of two interferometers
or using diffraction gratings designed to split the input beam into
multiple beams travelling along the desired directions [344].
Rectangular lattice (periodic in 2D): Diffractive pattern
(left) generated with a phase hologram (right). Holographic
phase masks can be designed to produce the target distributions
of individual light spots using iterative optimization algorithms
[22]. These can be displayed on a SLM and dynamically
reconfigured.
>
>
Quasi-periodic lattice: Interferometric pattern of five
equidistant beams (left) and its Fourier spectrum (right).
A pentagon-shaped diffraction grating can be displayed on
a phase-only SLM to split the input beam into five beams
travelling at the desired angle.
Zeroth-order Bessel beam (left) and its annular Fourier
spectrum (right). Bessel beams can be obtained efficiently
with a conical lens or axicon. Any nondiffracting beam can
also be generated by means of a properly encoded phase mask
displayed on a SLM [100,101].
Lattice of asymmetric traps in 2D (left) generated by the su-
perposition of orthogonally polarized identical patterns. A
light lattice generated with a phase hologram can be introduced
into a polarization splitting Mach-Zehnder device to produce
two identical patterns, whose relative positions and intensity
ratio determine the asymmetry of the resulting pattern [66].
Speckle pattern (left) generated with a random phasemask
(right). Speckle can be generated by passing a laser beam
through a diffuser plate [89], by coupling the laser into a
multimode optical fiber [65,346], or with a random phase mask
displayed on a SLM [107].
Table 11. Extended light patterns.
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where we have assumed that both interfering beams are plane waves with equal intensity, I0.
In reality, there is always an envelope function modulating the intensity, often with a Gaussian
shape I0(x, y) = A exp[−2(x2 + y2)2/w20], but as long as w0  Λ, the plane-wave assumption
works reasonably well in the central region of the envelope.
There are several approaches with different levels of complexity for calculating the optical
force exerted by this pattern on a dielectric particle of diameter Dp > λ. In all cases, the force is
also periodic with the same periodicity as the intensity profile, so it can be written as
F(x) = A sin(2pix/Λ). (156)
Notice that there is a pi/2-phase difference between the expressions for the intensity and that
for the force, since both maxima and minima of the intensity function correspond to zeroes of
the force, representing either stable or unstable equilibrium positions. The amplitude factor
A is proportional to the intensity of light and, more importantly, it depends on the size of the
particle and its refractive index, as well as on the period Λ of the pattern [38, 39, 347], i.e.
A = A(Dp, np,Λ).
To illustrate this fact, Fig. 31(a) shows the dependence of the normalized amplitude of the force
(Q = A/2I0) as a function of the period, for two silica spheres (refractive index np = 1.46) with
diameters Dp = 2 µm and 4 µm, respectively, immersed in water (refractive index nm = 1.33). If
Λ is larger than the bead size, the particle feels a potential with equilibrium points at the intensity
maxima, corresponding to negative values of Q, similar to what happens with subwavelength
particles. There is a global minimum in each curve of Fig. 31(a), which represents the optimum
period, slightly larger than the diameter of the sphere, that maximizes the magnitude of the
force. Now, as the period is progressively reduced, the magnitude of the force decreases until it
vanishes, meaning that a light pattern with such a spatial period will have no effect on the sphere.
If Λ becomes even shorter, the force changes its sign (Q > 0) and the optical potential reverses,
having stable equilibrium points in places where the intensity is minimum. This is schematically
illustrated in Figs. 31(b-c), showing each particle at one of its respective equilibrium positions in
the same intensity pattern (background), which has the period Λ = 2 µm (marked by the vertical
dashed line in Fig. 31(a)). The resulting energy potentials for these particles, U(x), are also
plotted, exhibiting a sign reverse with respect to one another.
In general, the most important aspect for determining the trapping positions in an extended
pattern is the relative size of the particle with respect to the characteristic size of the pattern. In
that sense, it is convenient to plot Q in terms of the ratio Λ/Dp. Accordingly, Fig. 31(d) depicts
the normalized force amplitude as a function of Λ/Dp for spheres made of silica np = 1.46
(solid curve) and polystyrene np = 1.6 (dashed curve). The red and blue vertical dashed lines
indicate the values of the parameterΛ/Dp corresponding to the examples in Figs. 31(b) and 31(c),
respectively. This kind of pattern has been widely used for optical manipulation of multiple
particles and optical sorting [38, 39, 87, 94, 344, 348, 349].
The particle-dependent response to the structure of a light pattern is sometimes referred to as
the size effect of the optical forces and takes place regardless of the complexity of the pattern. As
the optical landscape becomes more intricate, nevertheless, not only the magnitude and the sign
of the optical force may change like in our simple example, but also the shape of the potential
may be drastically altered depending on the size of the particle. For example, Fig. 32 shows the
case of a sawtooth pattern of fringes, also shown in the second row of Table 11. This pattern
can be generated by superimposing three beams with linear polarization oriented along the
horizontal, vertical and diagonal directions, so that the latter partially interferes with the former
two, creating two patterns of fringes orthogonally polarized, one with twice the period of the
other [63]. Given the asymmetric intensity in the fringes, a consequent asymmetry could be
expected in the potential, and this is true for the smaller particle (Da = 2 µm) shown in Fig. 32.
However, a larger particle (Db = 4 µm) experiences a completely different potential, with a slight
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Fig. 31. Energy potentials and trapping positions in a pattern of fringes. The force in
a pattern of fringes has a sinusoidal shape with the same period as the fringe pattern. (a)
Force amplitude normalized to the average intensity, Q = A/2I0, as a function of the period
of the fringes, Λ, for two silica particle of different diameters: Dp = 2 µm (blue) and 4 µm
(red). Negative (positive) values of Q give rise to a potential with energy minima at the
brightest (dark) regions of the pattern. (b-c) Optical potentialsU(x) for the particles with (b)
Dp = 2 µm (blue) and (c) Dp = 4 µm for a pattern with period Λx = 2 µm (corresponding
to the dashed vertical line in (a)). (d) Variation of Q as a function of the ratio Λx/Dp for
microscopic beads made of silica and polystyrene, with respective refractive indices of
np = 1.46 and np = 1.60 (values defined at λ = 532 nm). The red and blue vertical dashed
lines correspond to the values of the ratio Λx/Dp for the examples shown in (b) and (c),
respectively. The optical forces and potentials were computed using the ray optics model.
Fig. 32. Particle-dependent potential or size effect in asymmetric patterns. Asymmetric
pattern of light with period Λ = 4 µm (background) and the resulting optical potentials,
Ua(x) andUb(x), for two silica beads with diameters Da = 2 µm and Db = 4 µm, respectively.
The shape of the optical potential for a given pattern of light can be very different depending
on the size of the particle. The potential was computed using the ray optics model.
asymmetry in the opposite direction. The modification of the potential can be even more radical
for other particle sizes. The application of this effect for the transport of particles was analyzed
in detail in Refs. [63, 345].
Two-dimensional potentials When the periodicity of the pattern is in 2D the size effect
might give rise to different behaviors along each symmetry axis, and thus the equilibrium
positions for a given particle might be unpredictable without performing an explicit calculation
of the optical potential. Different kinds of light lattices in 2D have been used to study optical
binding and colloidal crystallization [54, 55], to explore structural phase transitions in colloidal
monolayers [340, 350, 351], to tailor bandgap materials [352], and to optically sort particles
in combination with microfluidics [344]. Periodic light lattices in 2D can be produced by the
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interference of at least three beams. For example, the coherent superposition of three waves,
depending on the directions of their wave vectors, can lead to centered-rectangular or hexagonal
lattices, whereas the interference of four waves can produce square, oblique or rectangular lattices.
The example in the third row of Table 11 corresponds to an oblique or rhombic lattice. An
alternative approach to generate 2D-periodic patterns is by means of phase holograms [41], such
as the rectangular array of individual spots illustrated in the fourth row of Table 11. In contrast
with the multiple interference fields, diffractive patterns can act as a collection of individual
traps for 3D confinement, overcoming the size effect and hence facilitating the control of the
equilibrium positions of individual particles. A SLM can be used as well to display diffractive
gratings and produce multiple interfering beams [94], whilst the 2D-trapping capabilities can
be extended to manipulate ordered structures in 3D by taking advantage of the self-imaging
Talbot effect [353]. Another interesting case is that of a quasi-periodic pattern arising from the
superposition of five waves, which is shown in the fifth row of Table 11. This has been used to
study the formation of quasi crystalline structures in colloidal monolayers [354, 355].
A type of extended patterns with circular, elliptical or parabolic symmetry in the transverse
plane correspond to Bessel, Mathieu and parabolic nondiffracting beams, respectively [95,96,98].
Their Fourier spectrum at the back aperture of the microscope objective lies on a thin annulus,
where the particular beam geometry is determined only by the intensity and phase modulation
around the annulus. The optical forces in a Bessel beam, like the pattern depicted in the sixth
row of Table 11, exhibit very interesting features due to the size effect [356–358], and similar
attributes can be expected in the other types of beams. Namely, the multi-ringed structure of
the intensity pattern has an envelope that decreases radially outwards. Depending on its size
with respect to the pattern, a particle might respond predominantly to the fine structure or to the
envelope. This can be used as a passive mechanism to sort particles [359] or to build what is
known as a washboard potential [360].
Another version of an asymmetric periodic pattern, but now in 2D, is illustrated in the seventh
row of Table 11. This is generated by superimposing two identical light lattices, orthogonally
polarized, produced with a single phase hologram [66]. By controlling the relative position and
the intensity ratio between the two patterns, the asymmetry of the light lattice can be tailored.
In general, periodic and asymmetric patterns are very important in the study of the ratchet
effect [60,62,63,66], which is the emergence of directed transport in the presence of unbiased
external forces due to a spatiotemporal symmetry breaking and, furthermore, is thought to be at
the core of the operation mechanism of some biological engines [361].
Random light patterns like speckle (bottom row of Table 11) are also very important in the
context of particle diffusion and transport. In practice, speckle can be generated by transmitting
a laser beam through a glass diffuser, by coupling the laser into a multimode optical fiber, or
by encoding a random phase mask on a SLM. A very interesting aspect of the interaction of
Brownian particles with a random potential landscape is its major role in diffusion, and how it
depends on the several parameters of the potential [65, 89, 346, 362].
4.6.2. Transport mechanisms
So far, we have examined optical forces and potentials in a static situation. Now we will examine
the conditions for inducing directed transport in the system, i.e., a net current of particles in
a given direction through their interaction with light and, possibly, other external forces. To
address this subject, we will start by looking at the general equation of motion for a single particle
interacting with an optical potential in the overdamped regime, which is a good description of the
micromanipulation systems under consideration. For the sake of simplicity, only one dimension
will be examined, this is:
γ Ûx = − d
dx
U(x, t) + F(t) + ξ(t), (157)
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where γ represents an effective drag coefficient, U(x, t) is the optical potential, F(t) denotes an
external force, and ξ(t) is the thermal noise, having a correlation function 〈ξ(t)ξ(t ′)〉 = 2Dδ(t−t ′),
with D = kBT/γ being the diffusion coefficient. Although noise usually plays an important
role in microscopic-scale dynamics and some transport mechanisms even rely on it, this can
be neglected under certain conditions, giving rise to a deterministic dynamics, ξ(t) ≈ 0. For
example, Brownian motion of silica or latex spheres immersed in water at room temperature is
very subtle if the diameter is D & 5 µm, and it becomes practically negligible for D & 10 µm.
In general terms, we can distinguish between two main transport mechanisms: a dynamic
potential and a static potential in the presence of an external driving force. A very simple
realization of the former case corresponds to a light pattern of fringes that moves with a constant
speed v with respect to the static sample. This corresponds to a travelling periodic potential:
U(x, t) = U(x − vt). The dynamics of the particle can be analyzed in a reference frame that
moves along with the potential by making the change of variable u = x − vt in equation (157),
leading to
γ Ûu = − d
du
U(u) − γv + ξ(t). (158)
Notice that this is equivalent to adding a constant drag force to a static pattern and thus the
following discussion will be valid for the case of a constant external driving force. Whether the
particle will follow the pattern or not depends on the relative magnitude between the optical
force, Fop(u) = −dU/du, and the drag force, Fd = −γv, in the moving reference frame. The
constant force has the effect of tilting the potential energy landscape, giving rise to what is
sometimes referred to as a washboard potential. If |Fop | > |Fd |, the particle will not be able to
escape from the well and, therefore, it will be locked-in to the pattern, moving with the same
velocity as the pattern with respect to a fixed reference frame. A particle with this behavior has
been called a Brownian surfer [363]. If |Fop | < |Fd |, the particle will be pulled out from the
potential well by the drag force in the moving reference frame or, in the fixed frame, it will not
follow the pattern but it will diffuse around its initial position. This is known as a Brownian
swimmer [363]. Depending on the thermal noise level, there might be intermediate situations, in
which the particle moves in the same direction as the pattern but with a reduced speed vp < v.
This happens when |Fop | & |Fd | or, in terms of the potential energy barrier between neighboring
wells, when ∆U & kBT , so that thermal energy may sometimes help the particle to surmount the
potential barrier between consecutive wells.
Due to the size effect discussed above, in a polydisperse mixture of particles, some of them
may follow the pattern while others may not, depending on their size and refractive index, or
even if two types of particles move along with the pattern, their average speeds may be different.
Therefore, a moving potential can be used as a mechanism to separate particles of different
characteristics, i.e. as an optical sorting device.
In practice, there are several ways to move an interference pattern of fringes. Let us consider, for
example, an opticalmicromanipulation setupwith aMach-Zehnder interferometer. We can express
the resulting interference pattern at the sample plane as I(x, y) = 4I0 cos2 (pix/Λ + ϕ(t)/2), where
ϕ(t) represents a time-dependent phase difference introduced in one arm of the interferometer.
To generate a travelling potential, ϕ(t) should be a linear function of time. An elegant way to
achieve this is by using the angular Doppler effect [364, 365], arising when a circularly polarized
beam passes through a rotating λ/2-plate, which gives rise to a frequency shift ∆ω = ±2Ω, where
Ω is the rotation speed of the λ/2-plate. This can be easily implemented in the Mach-Zehnder
interferometer [348], as illustrated in Fig. 33(a). A polarizing beam splitter (PBS) is followed
by a λ/4-plate in each arm of the interferometer, producing orthogonal circular polarization
states. The rotating λ/2-plate is inserted in one arm, such that it inverts the handedness of
the circular polarization at the same time that it introduces an angular Doppler frequency shift.
A non-polarizing beam splitter is placed at the output of the interferometer to superimpose
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Fig. 33. Schemes for the generation of a moving pattern of fringes using a Mach-
Zehnder interferometer. (a) By exploiting the angular Doppler effect with a λ/2 plate
rotating at a constant angular speed Ω. (b) By gradually tilting a glass plate a small angle
θ(t). (c) By means of a linear displacement D(t) = vt of a mirror. (d) By a periodic and
asymmetric displacement of a mirror, according to a sawtooth function D(t). PBS: polarizing
beam splitter. M: mirror. BB: beam block. BS: non-polarizing beam splitter. L: lens.
the beams. The resulting phase difference between the two beams is ϕ(t) = (∆ω)t = ±2Ωt,
where the sign depends on the rotation direction of the λ/2-plate with respect to the polarization
handedness [365]. At the sample plane, this will define the direction of motion of the fringes
(±x), whereas the speed of motion is v = Ω/k.
There are other alternatives for producing motion of the fringes. For example, a very simple
option, which can be easily implemented in different types of interferometers, is to introduce a
thin glass plate in the path of one of the interfering beams [343]. As illustrated in Fig. 33(b)
for the particular case of a Mach-Zehnder interferometer, by gradually tilting the glass plate
a small angle θ(t), the optical path length of the corresponding beam is modified, resulting
in a relative phase shift between the two beams and the consequent motion of the pattern. A
straightforward analysis using geometrical optics yields that, if θ  1, then the change in the
optical path length is given by ∆(θ) ≈ Tg/2(1 − 1/n)2θ2, where Tg is the thickness of the glass
plate and n its refractive index. Therefore, as ∆(θ) is not linear, the phase shift is not linear either:
ϕ(t) = k∆(θ(t)). Although this complicates the theoretical description of the system, it is a cheap
and accessible choice if the aim is just to make a demonstration of particle transport.
Another configuration that provides full control of the phase shift ϕ(t) makes use of a
displacement of one of the mirrors in a Mach-Zehnder interferometer. For example, in the first
interferometric optical tweezers setup [87], depicted in Fig. 33(c), an extra beam splitter is placed
in one arm of the interferometer (BS1), so that mirror M1 retroreflects the beam and, mounted
on a motorized translation stage, it is moved with a constant speed: D(t) = vt. This produces a
phase shift between the interfering beams of the form ϕ(t) = 2kD(t), leading to a continuous
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motion of the fringes at the same speed as the mirror (v), while keeping the spatial period of the
fringes unaltered. Indeed, the period of the fringes is a function of the lateral distance between
the output beams and the focal length of lens L1 (see Fig. 33(c)). Notice, however, that the
presence of the beam splitter BS1 yields an additional intensity loss. To equalize the intensity in
both arms of the interferometer, two λ/2-plates should be used, one at the entrance of the setup
in combination with a polarizing beam splitter (PBS) to adjust the amount of light in each arm,
and the other one to set the same polarization in the two beams.
A variant of this idea, which avoids the extra beam splitter, is shown in Fig. 33(d). A periodic
and asymmetric displacement of the mirror M1 might be equivalent to a continuous travelling
pattern under certain conditions. This can be done by mounting the mirror on a piezo-stage35
driven with a sawtooth function [39]:
D(t) =
{
v1t if 0 < t ≤ τ
−v2t if τ < t ≤ τ + δt
, (159)
where τ  δt, v1 = Dmax/τ and v2 = Dmax/δt, with Dmax denoting the maximum displacement
of the mirror, which should be small to prevent distortion in the period of the fringes. The
frequency of D(t) is f = 1/T , with T = τ + δt the period of the function: D(t + T) = D(t). The
motion of the mirror is related to the phase shift of the pattern as ϕ(t) = 2√2kD(t), implying
that the fringes at the sample mimic the sawtooth-like displacement, with speeds given by
ui = 2
√
2Λvi/λ, where i = 1, 2. The main idea is that the particle is able to follow the pattern
in the direction of the slower motion (u1), but not during the fast motion (u2) in the opposite
direction, resulting in a unidirectional transport. Of course, the selection of the parameters36
Dmax, f , and τ, along with the spatial period of the fringes Λ, is crucial to optimize the current of
particles. For example, if Dmax = mλ/(2
√
2), with m a positive integer, the particle will advance
a distance mΛ in one direction and will end up at another minimum of the potential after an
entire cycle, provided that Λ is such that optimizes the optical force for the given particle size.
Figs. 34(a-b) illustrate the resulting particle current for two sizes of particles as a function of Λ
and Ω = 2pi f , respectively. An optimum can be clearly identified in each case. This device was
used as an optical sieve to separate particles according to their size and it can also be used to sort
particles according to their refractive indices [39]. In the latter case, the strategy is to start with a
low intensity and gradually increase the optical power up to a value for which only the particles
with the highest refractive index contrast with respect to the medium will respond.
A related approach consists in generating phase gratings with a SLM aimed at splitting an
incident beam to produce interference. The advantage is that the angular separation between
the beams can be varied by changing the grating, so that the spatial period of the fringes can be
tuned and its orientation can be modified as well. Furthermore, the motion of the pattern can be
also controlled with the SLM, by adding a continuous phase shift to one of the beams. Such a
device has been used to move and sort living objects and particles of different shapes [94].
It is worth mentioning that the techniques discussed above can be extended to more complex
interference patterns, such as rotating beams, allowing circular motion of beads and structures
[?,366]. Similar ideas have been applied as well to build optical conveyors that allow bidirectional
transport in 3D. These kinds of devices use coaxial beams, either counter-propagating to generate
axial standing waves or co-propagating, and not just Gaussian beams but also other structured
fields, like Laguerre-Gaussian and Bessel beams [38, 357, 367–369], including evanescent
fields [349]. The operation principle is basically the same as before: to manage the motion of an
interference field by adding a controlled phase shift between the beams.
35Any programmable motorized translation stage would be useful and, for example, stepper motors are cheaper, at the
cost of loosing precision and speed in the motion control.
36There are alternative choices, but in any case, the dynamic phase ϕ(t) is defined by a set of three independent
parameters, set through the motion function of the mirror.
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Fig. 34. Current in an optical sieve. (a) Mean current as a function of the period of
the fringes Λ for particles with diameter Dp = 2 µm and 5 µm for a fixed optical power
P = 130 mW and frequency f = 1 Hz. (b) Mean current as a function of the angular
frequency Ω of the sawtooth function for the optimum spatial period in each case and fixed
power P = 130 mW. The two particle kinds feature different optimal currents as a function
of Λ and Ω, enabling to classify them with high throughput. Data from Ref. [39].
There have also been different approaches to yield moving patterns based on digital holography.
Among the first schemes, we can mention a mechanism called optical peristalsis, in which a
lattice of optical traps is created and controlled with a set of phase holograms displayed on a
SLM [61]. Following a periodic sequence of three states, the pattern is consecutively displaced
by one-third of the lattice constant, reaching the initial state again after an entire cycle. A particle
trapped in a given potential well is released when that pattern is turned off and it is immediately
attracted towards the nearest shifted well once the next-state pattern is turned on. By repeating
this process, the particle is transferred from one well to the neighboring trap after each cycle,
experiencing a constant motion in one direction, resembling the operation of a peristaltic pump.
The geometry of the lattice can be varied to achieve, for example, a radial current in circular
patterns. If the particle’s diffusion during the time between consecutive states is negligible, the
process is deterministic and the current is given by v = L/T , where L and T are the lattice
constant and the temporal period of the sequence, respectively.
4.6.3. Other transport mechanisms and applications
As we have already mentioned, a travelling potential is dynamically equivalent to having a
particle in a fixed light pattern subject to a constant drag or, more generally, a driving force. The
drag force can be provided, for example, by tilting the sample [347], by moving the sample with
respect to the pattern [63,370], or by means of a controlled microfluidic flow. The latter option
has the important advantage of being suitable to integrate into lab-on-chip platforms [76,371].
In addition, sorting capabilities can be boosted by using 2D light lattices instead of 1D-periodic
patterns, offering new control parameters and thus more versatility. Indeed, biological or colloidal
assays flowing through two-dimensional patterns may be deflected from the body of the flowing
fluid depending on the orientation of the lattice with respect to the flow and on the strength of the
optical force, giving rise to discrete angle deviations or fractionation [344, 372, 373]. Using this
approach, a high throughput of sorted samples can be practically and efficiently achieved. Also,
microfluidic techniques can be combined with other schemes of optomechanical control, like
dynamic or blinking potentials [374].
A fundamentally different and intriguing mechanism to selectively move objects at the
microscopic scale is based on the ratchet effect. In contrast to previous examples where there
exist a biased external field to induce a net current of particles, the ratchet effect makes use
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of non-biased time-varying forces to induce transport. Since these forces are of zero-mean
in time and in space, a non-trivial symmetry has to be broken to observe a net current [361].
The light patterns represented in the second and seventh rows of Table 11 are examples of
ratchet potentials with a space asymmetry, yet the symmetry breaking may be much more
subtle, including variations in time. Actually, the spatial structure and time-modulation of the
potential along with the time-dependence of the external force define many different types of
ratchets [60,62,63,66,375–378]. Moreover, although most of these systems are noise-assisted
when particle diffusion is non-negligible, there are also deterministic ratchets [63]. The rich
dynamics arising in these systems is due to the delicate interplay among the whole set of
encompassed parameters and manifests itself in the diverse phenomena that can be observed,
including bidirectional transport depending on size, currents in different directions with respect
to the driving, current reversals and chaotic behavior. Interestingly, the ratchet mechanism
is ubiquitous, as it appears in many biological, physical and chemical systems, and its study
has paved the way to broaden our understanding of transport processes at the micro- and
nanoscales [361].
So far we have looked mainly at ordered patterns or light lattices, but random patterns have
also shown an excellent selectivity for sorting particles [65,89], with the additional advantage
of making feasible to sort and select a continuous throughput of chosen constituents in turbid
media, common in many biological assays.
Although we did not deal with scattering forces in our previous discussion, it is important to
remind that the use of scattering rather than gradient forces was really the first means to transport
and separate particles. Indeed, since his earliest experiments in 1970, Ashkin noted that radiation
pressure acting on particles of different sizes along the propagation axis of a moderately focused
beam was proportional to the size of the particles, so that the beads were guided along the beam
axis with different velocities [1]. This idea is the basis of the so-called optical chromatography,
in which a Gaussian light beam opposes a fluid flow, causing that particles of various sizes and/or
refractive indices find different equilibrium positions along the beam axis where the scattering
force is balanced by the force due to the fluid flow [379, 380]. Other schemes combine the action
of scattering and gradient forces. Consider, for example, the interference pattern of fringes
discussed above. In addition to the transverse gradient force, there is usually a scattering force
along the propagation direction, which may push the particles selectively according to their
relative size with respect to the fringes, so that small particles, attracted to the bright fringes, will
be pushed much stronger than larger particles attracted to the dark fringes. Using this interplay
between gradient forces and scattering forces, it is possible to activate transport with an all-optical
static configuration [381]. These kinds of ideas have been extended further to include the use of
evanescent waves generated on the surface of prisms (Kretschmann configuration) or with total
internal reflection (TIR) microscope objectives [49,382,383]. An advantage is that the use of
gradient and scattering forces arising from evanescent waves in near-field photonic configurations
allows one to scale down to tens of nanometers the size of the manipulated objects [49, 384].
Another puzzling transport mechanism appears in the so-called tractor beam. This is a
counterintuitive effect, in which particles move opposite to the direction of the beam propagation
due to a pulling scattering force [385]. In the case of a highly nonparaxial wave field, whose
angular spectrum components subtend large angles with respect to the main propagation axis, part
of the diffracted radiation may indeed have larger wave vector components along the propagation
axis than those of the incident field, giving rise to strong forward scattering. The net effect might
be a negative radiation pressure (pulling force), depending on the shape of the object, its size,
and its interaction with the wave field. It is important to stress though, that this effect is not based
on intensity variations and it is not derived from a potential, in contrast with the conservative
gradient force acting in conventional optical tweezers. Remarkably, this phenomenon can happen
also in rotational dynamics, where the spin angular momentum of light can exert transverse
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non-conservative forces in the opposite direction than expected in a chiral object [386, 387].
The simplest description of the dynamical mechanisms previously discussed considers
diluted samples, and this is usually a good approximation even if the sample is not well
diluted and some interactions exist. When the interactions are strong, a more complete
description becomes necessary to fully understand the phenomenology. The origin of the
interactions can be manifold, like hydrodynamic, electrical or optical (optical binding), and
they may promote collective behaviors such as dynamical ordering, phase transitions or cluster
formation [94, 342, 385, 388–391].
Understanding and controlling transport from the mesoscale down to the nanoscale is still a
key topic in biophysics, nanomedicine and nanotechnology. There is still plenty of room for
basic and applied research on the many aspects involved in transport of microscopic objects,
including studies on self-propelled particles [337]. Especially in biological environments, the
role of light-induced forces has been barely studied so far. On the other hand, many of the
ideas and techniques discussed here are being extended to other realms where force fields
can be used for contactless manipulation, either light, like in plasmonic [13, 16, 392–395],
optoelectronic [396] and some recent thermophoretic devices [397,398], or without light, like
in acoustic manipulation [169, 399–401]. This range of techniques has broaden the trapping
conditions and the accessible range of particle sizes and force magnitudes, going down to
femtonewtons for nanoparticle maneuvering and up to micronewtons to trap millimiter-sized
beads, and possibly beyond in both directions in the near future. Also, there is a great effort
invested in turning the basic concepts into real applications, specially in the development of
lab-on-chip platforms, where many modern areas can converge to perform practical tasks,
including optomechanics, microfluidics, acoustofluidics, nanoplasmonics, thermoplasmonics,
optoelectronics, near-field photonics, spectroscopy, to name but a few. A more extended
discussion on light-induced mechanisms of controlled transport can be found in a very recent
and comprehensive review [402].
5. Optical tweezers in vacuum
Even though Ashkin conducted his pioneering experiments on optical forces and radiation
pressure in a gas or vacuum environment [1, 403–405], for many decades optical forces have
been primarily harnessed to conduct optical tweezers experiments in liquids or for trapping and
cooling of atoms [5]. Only recently there has been a renewed interest to use optical tweezers in
vacuum. The fist single-beam gradient-force optical trap in air was demonstrated in Ref. [406]
10 years after its realization in water [2] and it took another 15 years to demonstrate single beam
optical levitation in high vacuum [407].
This section will introduce the basic concepts for realizing experiments with optically levitated
particles in high vacuum. We will discuss the implementation with a single beam optical
trap, even though other geometries for optical trapping such as parabolic mirrors [408,409] or
counter-propagating beams [410,411] have also been realized. Specifically, we will focus on the
practical aspects such as particle loading, sources of noise, feedback stabilization, calibration,
and provide the literature references that will allow the reader to independently implement optical
levitation experiments in high vacuum. We begin in section 5.1 with a concise review over the
applications of levitated particles in high vacuum.
5.1. Applications of optical levitation
In vacuum the motion of an optically levitated dielectric nanosphere is well isolated from
the environment. This makes it a promising candidate to demonstrate quantum behavior of a
macroscopic object at room temperature [412–414]. To observe quantum effects, the motional
energy of the levitated particle has to be reduced by more than seven orders of magnitude
to the level of a single quantum excitation. Ongoing efforts into this direction have already
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reached impressive cooling rates using feedback cooling [407, 415–418] and cavity cooling
schemes [419–421]. While the ultimate cooling limit, i.e., the quantum ground state, has already
been reached in a range of nano and micromechanical systems [422,423], ground state cooling of
a levitated37 nanoparticle has only be claimed recently [424]. The quantum mechanical ground
state is an important milestone towards preparation of these massive objects in non-classical
quantum states that are otherwise only known from elementary particles [425], atoms, ions [426],
and molecules [427, 428].
Investigating quantum mechanical states of motion of massive objects allows for experimental
tests of fundamental physics in unexplored parameter regimes [429–434]. Preparation of non-
trivial quantummechanical states requires either a strong optomechanical interaction [435–437] to
map non-classical states of light ontomechanical motion [438], a projective quantummeasurement
such as photon counting [439–441], or a quantum nonlinear interaction, which can be provided
for example by a defect inside the levitated particle such as a nitrogen-vacancy (NV) center in
diamond [442–444]. However, the necessary coupling strengths have yet to be demonstrated
experimentally and optical levitation experiments with nanodiamonds have been limited by
optical absorption [445–449].
Ultimately, levitated particles in the quantum regimemight benefit from their simplemechanical
mode structure. Conventional mechanical oscillators have a series of normal vibrational modes.
Typically, only one mode is considered and the remaining modes are neglected. However, in
measurement-based approaches to quantum state preparation [450, 451], the displacement of the
resonator is measured with a light pulse that is short compared to the oscillation frequency. The
light pulse measures over a large bandwidth and thus measures not only the mode of interest but
it also measures the displacement due to all the other modes that fall within the bandwidth. As a
consequence, these so-called spectator modes add noise, which ultimately limits the efficiency
at which the mode of interest can be measured and controlled [452]. Inside nanoparticles, the
frequencies of bulk modes are several orders of magnitude higher than those of the center-of-
mass motion. As a consequence, one usually only observes three modes corresponding to the
center-of-mass motion in each dimension when working with spherical particles. With less
symmetrical particles additional torsional [453] and precession [454] modes have been observed.
The extreme isolation from the environment also means that the mechanical quality factor
(Q-factor) is very large and, hence, the thermo-mechanical noise of these nanomechanical
resonators is very low. For this reason, levitated particles can be used as nanomechanical sensors
for force [455–457], torque [453], and acceleration [458]. Applications of these sensors are
envisioned to detect exotic forces [459, 460], such as non-Newtonian gravity [461], Casimir
forces [462–464] and torques [465], and gravitational waves [466]. Thanks to the high mechanical
Q-factor and tunability of the system parameters, levitated particles are also ideally suited to
study nonlinear nanomechanical phenomena [467–469], which are important for the development
of future nano and micromechanical devices; in fact, levitated particles are the first systems
where nonlinear effects have been witnessed already at the level of thermal fluctuations [470].
Optically levitated particles have unique properties not available in traditional nanomechanical
resonators. For example, the mechanical properties of a levitated particle can be changed rapidly
in situ by simple adjustments in the trapping light. This allows to perform free-fall experiments,
which provide new opportunities in force sensing [461, 471] and quantum physics [472]. Unlike
traditional clamped mechanical resonators, a levitated particle can rotate freely [473–476]. The
rotation can be accelerated to GHz frequencies, faster than any other object [477,478], simply
by changing the trapping laser polarization from linear to circular. At these fast rotations, the
centrifugal stress is close to the ultimate tensile strength of the material. Hence, levitated particles
can be utilized to test material limits on the nanoscale or to study friction at a fundamental
level [463, 479].
37To distinguish trapping in liquid from trapping in a dilute environment, we refer to the latter as optical levitation.
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The high control over the system parameters, in particular the ability to tune the interaction
with the environment via the gas pressure, make levitated nanoparticles also an excellent
testbed for studies of single particle thermodynamics [19], a field also known as stochastic
thermodynamics [164]. As we have seen in section 4.5.3, many studies in this field have already
been conducted in the overdamped regime with optically trapped particles in a liquid medium. In
contrast, levitated particles can also operate in the underdamped regime and have enabled the
first observation of ballistic Brownian motion [410], the first quantitative measurement of the
Kramers turnover [480], experimental tests of fluctuation theorems [481, 482], and fundamental
tests of thermodynamic laws [483].
5.2. Dynamics in the underdamped regime
When transitioning from a viscous medium like water to a dilute gas or vacuum environment, the
dynamics of a particle in an optical trap changes fundamentally because of the particle’s finite
inertia. Including the inertial term, the equation for the center-of-mass motion along a single
spatial direction is (equation (8))
Üq + γ0 Ûq +Ω20
(
1 + ξq2
)
q = FL/m + Fext/m, (160)
where Ω0 =
√
κ/m is the resonance frequency, κ is the stiffness of the optical trap, and m is
the mass of the particle. Under most experimental conditions, the fluctuating force FL and
damping rate38 γ0 are due to collisions between the particle and residual gas molecules. We will
come back to the stochastic forces and damping contributions in section 5.5. Fext summarizes
additional external forces, excluding the optical forces that generate the optical trap, which
correspond to the last term on the left hand side. These can be used for example to drive the
particle or to apply feedback cooling, as will be discussed in greater detail in section 5.7. The
Duffing term ξ ∼ 1/w20 , where w0 is the width of the optical trap, accounts for deviations from a
parabolic trap [470]. The optical potential term also contains nonlinear terms that couple the three
orthogonal spatial modes nonlinearly [468, 470]. However, these terms become only relevant for
sufficiently large oscillation amplitudes and can in most situations be neglected, in particular
when feedback cooling is applied. This justifies the treatment of the three-dimensional motion of
the trapped particle as three independent harmonic oscillators. Note that, while the modes are
uncoupled in a static trap, the two modes that are transverse to the propagation direction can be
coupled by modulating the polarization of the trapping light in time. The coupling allows to
coherently exchange energy between the modes, since this coupling can be turned on and off
on demand [484]. Overall, this platform is very versatile because all system parameters can be
controlled to a large degree in the experiment.
In the underdamped regime, which is defined by the condition γ0  Ω0, the particle undergoes
∼ Q = Ω0/γ0 phase coherent oscillations. This becomes very clear in the PSD
Sqq(ω) = m−2 |χ(ω)|2Sff = kBTmpi
γ0
(ω2 −Ω20)2 + ω2γ20
, (161)
which in the underdamped regime is strongly peaked around the oscillation frequency Ω0. Here,
χ(ω) = 1/[Ω20 − ω2 + iωγ0)] is the response function of a harmonic oscillator and we assumed
thermal noise with a PSD Sff = γ0mkBT/pi. As we have already seen in section 3.6, in the
overdamped regime (Q  1), equation (161) can be approximated by a Lorentzian distribution
Sqq(ω) ≈ kBT2mpiΩ0
γ0/2
(ω −Ω0)2 + (γ0/2)2 . (162)
38Note that here we define γ0 as a rate with units of Hz, in contrast to γ = γ0m in equation (8), which has units of [Hz
kg].
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Fig. 35. From overdamped to underdamped. We plot the measured PSD for the z-axis
motion, normalized to the damping rate γ0/(2pi), at three different pressures for a levitated
particle (radius a = 68 nm, laser power P ≈ 150 mW) that is overdamped (blue line),
critically damped (orange line), and underdamped (green line). The dashed black lines are
least-square fits to equation (162) (1000 mbar) or equation (161) (60 and 2.5 mbar). The
colored vertical solid lines indicate the roll-off frequencies Ωc/2pi. For the time traces at
60 and 2.5 mbar, the spectra contain leakage signals from the other oscillation axes above
100 kHz. Data from Ref. [485].
Fig. 35 shows experimental data that clearly illustrate the transition from the overdamped to
the underdamped regime. In the experiment, the damping γ0 is changed through the pressure
inside the vacuum chamber. At atmospheric pressures, the gas damps the particle motion
(γ0  2Ω0, blue) and we observe the spectrum familiar from optical tweezers experiments in
liquids (section 3.6), with the maximum at zero frequency. At a pressure of ∼ 60 mbar, the
particle is critically damped (γ0 = 2Ω0, orange). At even lower pressures a strong peak evolves
at Ω0, which is the signature of coherent oscillations. The vertical lines indicate the cut-off
frequency Ωc = Ω20/γ0.
5.3. Optical tweezers setup for vacuum operation
A standard setup for optical levitation in vacuum consists of a vacuum system that allows to
control the pressure and thereby the friction the particle experiences, optics that strongly focus
a laser beam for trapping, optical detection for real-time readout of the particle motion, and
feedback control to stabilize the particle in high vacuum. An example of a nanoparticle optically
trapped in a vacuum chamber is shown in Fig. 36. Operating an optical tweezers in vacuum
introduces a range of significant changes to the experimental apparatus and also imposes limits
to the type of particles that can be trapped. Naturally, there are many ways in which such a
setup can be constructed. Here, we follow largely the description given by Hebestreit [485], a
schematic picture of whose setup is shown in Fig. 37.
5.3.1. Particle types
One of the great benefits of operating in vacuum is that the particle is very well isolated from the
environment. However, this also means that the particle doesn’t thermalize with the environment.
As a consequence, optical absorption of the trapping laser significantly heats up the internal
(bulk) temperature of the particle (section 5.6.5). This limits vacuum trapping to particles that
absorb very little of the trapping laser (e.g., silicon and silica) and to wavelengths where optical
absorption is minimized (e.g., infrared, the most popular choices being 1064 nm and 1550 nm).
There has also been great interest in trapping nanodiamonds, since these can host interesting
optical defects such as NV-centers [487]; however, trapping in high vacuum has not been reported
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Fig. 36. Optical trapping in vacuum. Photo of the sample chamber of an optical levitation
setup. An optically trapped particle is shown in the inset. Figure adapted from Ref. [486].
yet due to excessive optical absorption from impurities and defects in the diamond [447].
A liquid medium that surrounds the particle not only mitigates heating from optical absorption,
it also keeps the particle afloat. Without it, gravity pulls the particles down to the bottom of the
chamber, which complicates the loading of individual particles into the trap (section 5.4).
In addition, without a high-refractive-index medium such as water (nm = 1.33), the refractive
index contrast is much larger. Consequently, the scattering force is more prominent in vacuum
since the ratio of the scattering force to the gradient force scales as [488,489]
Fscat/Fgrad ∝ α′′/α′ ∝ (ka)3∆ (163)
where ∆ = (n2p−n2m)/(n2p+2n2m) is proportional to the relative index contrast between the particle
(np) and the surrounding medium (nm). Therefore, trapping of spherical particles in vacuum with
a single beam optical tweezers is limited to radii a ranging from ∼ 30 nm to ∼ 150 nm [488].
However, this is not a fundamental limitation, since the scattering force can be canceled, e.g.,
with counter-propagating beams [410,490].
Also non-spherical particles (e.g., dumbells [477], clusters [454], and rods [475]) have been
successfully trapped in vacuum. They have quite different scattering properties and therefore
experience different optical forces and torques than spherical particles.
5.3.2. Optical trap
The most popular choice for the trapping laser is infrared light at 1064 nm or at 1550 nm. In
addition, the laser should have a small relative intensity noise (RIN), low pointing instability,
and provide a power at the laser focus on the order of Popt = 70 mW, which requires a laser
output power of ≈ 0.5 W. Possible back-reflections into the laser can destabilize the laser output.
This can be avoided by introducing a Faraday isolator right after the laser output. A low RIN is
important because noise in the intensity at twice the particle oscillation frequency excites its
center-of-mass motion [491–493] and causes fluctuations of the oscillation frequency, since the
particle frequency scales with Ω0 ∝
√
Popt.
To parametrically drive the particle motion, the laser intensity has to be modulated at twice the
oscillation frequency, i.e., at up to 400 kHz (section 5.7). Electro-optic modulators (EOMs) or
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acousto-optic modulators (AOMs) provide the necessary modulation bandwidth. While EOMs
have a higher transmission (up to 95%, in contrast to maximally 80% for AOMs) and a higher
bandwidth, they feature a much smaller contrast ratio than AOMs [471].
The trapping laser can also be used to detect the particle motion even during parametric
control since the parametric modulation is at a twice the motional frequency and can therefore
be filtered out spectrally (section 5.7.2). However, to exclude any cross-talk, it is convenient
(albeit not necessary) to have an independent measurement of the particle with a constant laser.
Interferences should be avoided, since they can lead to strong fluctuations of the optical trap.
This can be achieved with a single laser source that is divided into a high-power branch for
trapping and a low-power branch for detection. A polarizing beam splitter (PBS) in combination
with a half-wave plate provides a convenient way to cross-polarize and to adjust the power ratio
between the two branches. In addition, one branch is frequency-shifted with an AOM, to avoid
interference. A second PBS re-combines the two branches, after which they enter the microscope
objective colinearly.
A stable three-dimensional trap with a single optical beam requires strong focusing. This can
be achieved with a high-NA objective (NA ≥ 0.8). Note that optical absorption in the objective
can lead to small shifts of the focus [485]. This can heat the particle motion for large laser
intensity modulation, for example in free-fall experiments [471]. Aspheric lenses provide a
cheap alternative to more costly microscope objectives. In addition, they usually have a higher
transmission and are available with anti-reflection coatings for a large range of wavelengths.
This reduces the power requirements and absorption losses. However, they are more sensitive to
misalignment than microscope objectives, which makes optical trapping with aspheric lenses
much more challenging [485].
Both AOMs and EOMs distort the laser beam as it passes through. To recover a nice Gaussian
beam shape, the laser mode profile is cleaned with a spatial filter before it enters the microscope
objective. This increases the quality of the focus and, hence, the trap stiffness. Spatial filtering
is achieved either with a pinhole of appropriate size, or more conveniently with a single-mode
fiber, which has the advantage of mechanically decoupling different sections of the setup. A
Fig. 37. Simplified setup for optical trapping in vacuum. Schematic of a setup for the
trapping of particles in vacuum, based on the setup employed in Ref. [485]. EOM: electro-
optic modulator. O: objective. PLL: Phase-locked loop. QPD: quadrant photodetector.
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polarization-maintaining single-mode fiber maintains the input polarization at the output, while a
single-mode fiber with a fiber-based polarization controller allows to create an arbitrary output
polarization.
A second microscope objective or aspheric lens inside the vacuum chamber collects and
re-collimates the trapping laser and the measurement beam. After the vacuum chamber, the two
beams are separated again with another PBS. The trapping beam is dumped, while the probe
beam is sent towards the detection setup. Efficient separation of the beams is paramount to avoid
detecting the intensity modulation introduced by the EOM, that would then be deleteriously fed
into the system via the feedback loop. In fact, mixed polarization states appear in this side of
the set-up due to the tight focusing and especially to the mechanical stresses present in the glass
windows of the vacuum chamber. To undo these changes in the polarization state, one introduces
a half waveplate and a quarter waveplate after the vacuum chamber and minimizes the unwanted
trapping light after the PBS while maximizing the probe light, which then goes to the detection
setup.
5.3.3. Detection
In liquids, momentum relaxation occurs within a fraction of a microsecond due to the high
viscosity of the surrounding medium. This is faster than what most experiments are able to
resolve [494]. In contrast, the viscosity of a dilute gas is orders of magnitude smaller. Hence,
inertial effects on the dynamics of a particle in an optical tweezers are easily accessible [410].
While optical tweezers experiments in liquids are mostly concerned with the diffusive motion at
low frequencies on the order of the corner frequency ωc/(2pi) = k /(mγ0) ∼ kHz, the frequency
range of interest in experiments under vacuum is centered around the natural oscillation frequency
Ω0/(2pi) =
√
κ/m ∼ 100kHz, where κ is the trap stiffness and γ0 the damping coefficient.
As in the case of traditional optical tweezers, the particle motion is measured optically by
extracting information contained in the field scattered by the particle. In single-beam optical
tweezers, the trapped particle are sub-wavelength scatterers. As such, most of the information
about the particle position is contained in the phase of the scattered field. This requires an
interferometric measurement to read out the phase.
Forward detection provides a convenient way to access the phase, since the non-scattered
transmitted light provides a stable reference field without requiring additional optical path
stabilization [495]. The signal-to-noise ratio of the detector signal is maximized by increasing
the detection efficiency of the scattered photons and by increasing the optical power of the
detection beam. Maximum power is provided by using the trapping beam itself, at the expense of
introducing cross-talk as mentioned before. Hence, the best signal-to-noise ratio is obtained with
a high-NA collection lens and by using all the scattered light to generate the detector signals. In
forward scattering, the collected power from the trapping beam amounts to ≈ 50 mW. Hence,
optimal detection in forward scattering requires a quadrant photodetector that can handle at least
50 mW optical power, has a high quantum efficiency at the trapping wavelength, has a bandwidth
of at least 1 MHz, and is shot-noise limited at power levels above 10 mW per quadrant. Details
on a custom detector design that fulfills the above requirements can be found in Refs. [485, 493].
Forward detection is attractive due to its simplicity. However, the ratio of scattered power
to reference power is fixed by the scattering cross section of the particle. Backward detection
allows to collect only the scattered photons and add a reference field with variable power. The
ultimate position sensitivity to particle motion that is transverse to the optical axis is the same
for forward and backward detection. Interestingly, due to interference between incident and
scattered photons this is not the case for motion along the optical axis. In the forward direction,
destructive interference reduces the sensitivity, with the counterintuitive result that a higher NA
collection lens can yield a lower sensitivity. In contrast, constructive interference in the backward
direction allows for up to 60% collection efficiency even with a moderate NA = 0.8. That is,
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more information about the particle position along the optical axis is contained in the backward
scattered light than in the forward scattered light [496, 497].
Interferometric detection provides the best signal-to-noise ratio. However, it is limited to
a small range of particle motion. In contrast, video analysis allows to determine the particle
position over a much larger range with a limited signal-to-noise ratio and it requires extremely
fast cameras to resolve the relevant timescale ∼ µs in high vacuum [498].
5.3.4. Feedback electronics
Feedback cooling allows to extract energy from the center-of-mass motion and stabilizes the
trap. The feedback force can be applied either directly (e.g., with electric fields when the particle
carries a charge) or parametrically (by modulation of the laser intensity). The electronic circuit
that processes the detector signal can be analog [488], digital [415, 417], or an off-the-shelf
lock-in amplifier [416] (section 5.7). Here, we focus on the latter following the description for
parametric feedback based on a phase-locked loop (PLL) given by Hebestreit [471].
The detector signal for each axis is fed to one of the PLLs. Each PLL detects the frequency
and phase of the oscillation along one spatial dimension. The locking range of the PLLs is set
to 4 to 8 kHz around the expected center frequency to prevent the PLL from losing lock on the
particle oscillation signal. The bandwidth of the loop filter is adjusted to be large enough to
follow frequency changes sufficiently fast, and small enough to exclude noise from the feedback
signal. In practice, this amounts to a bandwidth of 1 to 16 kHz [471].
The PLL synthesizes a signal that is phase-locked and at the same frequency or at a harmonic
of the input signal with adjustable amplitude and phase. For parametric feedback, one uses
the second harmonic and tunes the amplitude and phase to minimize the particle motion. The
independent signals for the three oscillation axes are added within the lock-in amplifiers to form
the final feedback signal. This feedback signal is applied to the EOM, which in turn modulates
the power of the trapping beam. The amplitude of the feedback signals is usually set to a few
mV for each axis. For a half-wave voltage of Vpi = 240 V and amplifier with 400 V/V gain, the
optical power is modulated by 2.5% at a feedback signal amplitude of 10 mV [471].
A switch allows to rapidly turn off the feedback signal. This allows to perform relaxation
experiments [481]. Additional signals can be added to the feedback signal. This allows to
stabilize this oscillation frequency by adjusting the power of the trapping beam with a PID
(proportional-integral-derivative) control loop or to switch off the trap for short amounts of time
for free-fall experiments [471]. A harmonic signal at twice the particle’s motional frequency
allows to excite the particle into the nonlinear region of the optical trap [468,469].
5.3.5. Vacuum system
Optical levitation in high vacuum requires an experimental setup containing a vacuum system
to control the gas pressure, optical access for the trapping and detection optics, and an access
door on the top if particles are loaded at ambient pressures with a nebulizer (section 5.4.1).
A schematic of a vacuum system is shown in Fig. 38. The pressure in the chamber can be
monitored continuously over the entire range from ambient pressure down to below 10−7 mbar
with a combination of gauges, e.g., a Pirani gauge for high pressure combined with a hot cathode
filament gauge for low pressure.
A set of pumps and valves controls and stabilizes the pressure. The main pump is a turbo-
molecular pump. A motorized valve between the chamber and the turbo-molecular pump is used
to stabilize the pressure below 10−3 mbar with a PID controller. The turbo-molecular pump is
backed by a dry scroll pump via another motorized valve that is mainly used to ensure a smooth
evacuation of the chamber without sudden changes in the chamber pressure during the initial
pump-down. This is important to prevent loosing a trapped particle during pump-down from
ambient pressure after loading. To avoid mechanical vibrations from the vacuum pumps to
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couple into the optical setup, the pumps are connected to the vacuum chamber through flexible
bellows, which decouple the vibrations. Vibration isolation can be further improved by casting
the bellows into a sand or concrete block. At pressures below 10−6 mbar, ion pumps are sufficient
to maintain a pressure without introducing vibrations.
M M
Fig. 38. Vacuum system. The vacuum system consists of a vacuum chamber with optical
vacuum windows, in which the actual trapping takes place. Here, we present a system based
on that employed in Ref. [485]. The pressure is monitored using an ion and a Pirani gauge.
A turbomolecular pump is connected to the chamber using a flexible bellow to suppress
vibrations. A scroll pump supports the turbo pump. The pumping speeds can be regulated
manually or with a PID controller using motorized valves (V1 and V2). The chamber is
vented with nitrogen to reduce contamination. O: objective. PID: proportional integral
derivative controller.
Pressures below 10−6 mbar require to bake the vacuum chamber to desorb residual water. Many
experiments load particles at ambient pressure. Hence, the lowest pressures can be achieved if the
chamber is baked in situwhile the particle is trapped. Optical access while baking can be provided
with heating bands that are wrapped around the vacuum chamber. However, temperatures are
limited to ≈ 150◦C to avoid damaging the optical components inside the vacuum chamber and
the optical coatings of the windows. The baking process also causes thermal deformation of the
optics inside the vacuum chamber. This can then lead to particle loss during baking. Nonetheless,
even if particles are not kept in the trap during bake out, baking the chamber in combination
with purging with dry air (instead of venting with humid ambient air) reduces the overall water
content in the vacuum chamber and leads to improved pump speeds and better vacuum.
Hebestreit [471] quantified the gas composition in the vacuum chamber during a trapping
experiment with a residual gas analyzer (RGA). The RGA is a mass spectrometer that allows
to measure the mass spectrum of a gas and thus to extract the partial pressures of the different
gases species. The measured partial pressures of the prominent gas species during a typical
pump-down cycle are shown in Fig. 39. The total pressure at the RGA (the sum of all the partial
pressures, dashed line) is higher than the pressure measured in the main vacuum chamber with
an ion gauge (dashed line), because the pumping speed at the RGA is reduced compared to
the main chamber. Initially, the chamber is filled with nitrogen. Interestingly, at low pressures
the composition is vastly different. The turbo molecular-pump removes the initial nitrogen
very efficiently. Thus, its partial pressure reduces quickly. In contrast, water and hydrogen are
continuously desorbed from the walls of the vacuum chamber. As a consequence, the gas in the
108
chamber is dominated by water vapor at pressures below 10−4 mbar. Baking out the vacuum
chamber accelerates the desorption process and thereby helps to get the water and hydrogen out
of the chamber. The final gas composition in the pressure range of 10−6 to 10−5 mbar is mainly
water vapor (58 ± 9%), nitrogen (19 ± 8%), hydrogen (12 ± 1%), oxygen (7 ± 1%), and carbon
dioxide (4 ± 1%). Other gases, which contribute with less than 1% are argon, isopropyl alcohol,
and oil. The last two probably remain from the solvent of the particle solution and residual
machining grease, respectively. As a consequence, the molar mass M ≈ 20 ± 11 · 10−3 kg mol−1
at low pressure is significantly lower than the molar mass at high pressures, the latter being equal
to the molar mass of dry air Mair = 28.97 · 10−3 kg mol−1 .
Fig. 39. Gas composition in a vaccum chamber. Gas composition in the vacuum chamber
at pressures below 10−3 mbar plotted over time. The solid lines show the partial pressures of
different gas species measured with a residual gas analyzer (RGA). The sum of all the partial
pressures yields the total pressure at the RGA (dashed line). Due to the configuration of the
vacuum system and the reduced pumping speed at the RGA, the pressure at the RGA deviates
from the pressure in the main vacuum chamber (dash-dot line). The initial rise in partial
pressures after turning on the RGA is attributed to the warm-up process and desorption of
gases from the filament of the RGA. Reproduced from Ref. [471].
5.4. Particle loading
In contrast to a liquid environment, loading a particle into an optical trap in a dilute gas or vacuum
is challenging because the particles will quickly fall down due to gravity. The size of an optical
trap is rather small, on the order of the focal volume ∼ λ3. Therefore, a particle that passes by the
focus at a distance larger than ∼ λ will not be captured. Furthermore, if a particle enters the focal
volume at high speed, the low damping in vacuum will not slow the particle down sufficiently for
it to get trapped. The maximum speed for successful trapping is vmax ∼ λγ0, where γ0 is the
damping constant. In water, the viscosity at room temperature is η(water) = 890 µPa s so that,
using Stokes formula (equation (6)), γ0 = 6piηa/m and, therefore, v(water)max = 344 m s−1 for a silica
particle of radius a = 75 nm. In air, the viscosity is about two orders of magnitude smaller
(η(air) = 18 µPa s) so that v(air)max = 7 m s−1. The challenge lies, therefore, in finding a technique by
which a slow single nanoparticle is brought into the focal volume [488].
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5.4.1. Nebuliser
The most common approach to particle loading is the nebulizer approach thanks to its simplicity
[499]. In this approach, a solution containing silica beads (e.g., Microparticles GmbH, Bangs
Laboratories) with radii ranging from a = 50 to 100 nm is sprayed into the open vacuum chamber
with a nebulizer (e.g., Omron NE-U22-W) and the particles are trapped at ambient pressure [488]
or mild vacuum [500].
The nebulizer consists essentially of a mesh on top of a piezo element. A little bit of liquid
gets into the space between the piezo and the mesh. The motion of the piezo then pushes the
liquid through the mesh. The mesh breaks the liquid into little droplets of diameter 2 µm and a
nozzle funnels the falling particles to a region near the laser focus (Figs. 40(a-b)).
Successful trapping of a particle can be easily noticed observing the laser light scattered by
the particle with a camera. However, since the scattered light has a dipole radiation pattern,
the polarization of the laser beam should be orthogonal to the direction of observation to see
the particle with the camera. The scattered light intensity on the camera scales with the size
of the particle as B ∝ a6. This allows to distinguish whether the object in the trap is a single
nanoparticle or a cluster of multiple particles by comparing the brightness on the camera for
several trapping events. For example, in Fig. 40(c), the histogram of the brightness on the camera
for ∼ 350 particles shows clearly distinct peaks, which can be associated with the number of
particles in the trap [486].
Fig. 40. Particle loading with a nebulizer. The particle is loaded by spraying a solution
of nanoparticles through a nozzle which is placed above the focus. (a) Positioning of the
nozzle in the vacuum chamber. (b) Nozzle to funnel the falling particles towards the focus
of the trapping laser. (c) Histogram of brightness observed with a camera from the side.
The inset shows the brightness over a wider range. Reproduced from Ref. [488] (a,b) and
adapted from Ref. [486] (c).
Most of the liquid in the droplet evaporates before or immediately after trapping. However,
∼ 10 layers of water remain physically absorbed on the surface of the particle. These physically
absorbed layers evaporate as the gas pressure is reduced down to ∼ 1 mbar. This dehydration
process is reversible and water molecules get reabsorbed when the pressure is increased. In
the region from 0.1 to 0.5 mbar, one can often observe a sudden decrease in the mechanical
frequency and power of the scattered light. This is attributed to a sudden loss of the remaining
water from the particle as its internal temperature increases to above ∼ 200◦C. This effect occurs
only once and is irreversible when cycling the pressure. Therefore, once the particle has lost
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the final water layer its water uptake is extremely slow and for all practical purposes the particle
size and material composition can be considered pressure independent. For more details on the
dehydration process see Refs. [419, 486, 500].
5.4.2. Dry approaches
Spraying solvents into a vacuum chamber introduces contaminants that are difficult to pump
out, e.g., water molecules. This motivates a dry approach, where particles are released from a
substrate instead of being injected from a solution. However, small particles stick to surfaces due
to dipole-dipole interactions known as Van der Waals-forces, which scale linearly with particle
size; the magnitude of these forces is
FVdW = 4piaγs, (164)
where γs is the effective surface energy. For example, measurements on silica spheres on glass
give FVdW = 176 nN for a = 1 µm [501]. For comparison, the gravitational force for a particle of
this size is only ∼ 0.1 pN and, therefore, much too weak to remove the particle. There can also
be additional surface forces that lead to even stronger adhesion, for example meniscus forces
arising from a thin water layer that is formed on the substrate.
Therefore, even larger forces have to be applied to release the particle from the substrate. Two
common approaches, which provide dry loading methods and do not require to open the vacuum
chamber as in the nebulizer approach, are based on launching particles from surfaces using
piezoelectric transducers or laser-induced acoustic desorption (LIAD).
A piezoelectric transducer works really well for micrometer-sized particles [405, 502] and
allows even for repeated loading of the same particle [503]. When the piezoelectric transducer is
driven with oscillation amplitude qp and frequency ωp, the particle feels a force
Fpiezo = mω2pqp, (165)
due to its inertia, where m = V ρp is the particle mass with ρp and V the particle density and
volume, respectively. Consequently, the acceleration required to release the particle is
ap = ω2pqp = 4piaγs/m ∝ a−2. (166)
Hence, for a given maximum acceleration the piezoelectric transducer can provide, there is a
minimum particle size that can be shaken off. The smallest particles that have been released with
this method have a radius of 150 nm and further details on how to implement this can be found in
Ref. [504].
The limited acceleration of the piezo approach can be overcome by generating a shockwave on
the surface of the substrate in the LIAD approach. The shockwave can be created by a pulsed
frequency-doubled Nd:YAG laser (5 ns pulses of 3 mJ at 532 nm). When focused down to 200 µm
on the back side of a thin metallic foil, the laser creates an acoustic wave that launches particles
from the front side, which had been previously spin coated with particles [505].
Despite the availability of these techniques, directly loading particles into an optical trap
under high vacuum conditions remains an open challenge. With the dry approaches outlined
above, particles are still loaded into the trap at ambient pressures or moderate vacuum, where the
background gas provides sufficient dissipation because capture requires an additional dissipation
mechanism due to the conservative nature of gradient trapping forces and the small size of the
trapping region of an optical tweezers. Recently, it was demonstrated that high-vacuum loading
into a Paul trap can be achieved [506]. The Paul trap provides a much larger trapping volume and
trap depth than an optical tweezers. This allows to turn on the trap exactly when the particle
is near the center of the trap. As a consequence, the particle’s total energy is given only by its
kinetic energy. If the kinetic energy is less than the trap depth, the particle will be stably trapped.
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Paul traps are limited to charged particles; however, this is not a strong limitation for loading
since the particles generally carry several tens of elementary charges (section 5.6.3).
Transferring particles from a contaminated chamber, where the particle is initially trapped,
to a clean science chamber, which always remains in high-vacuum conditions, can be achieved
with a mobile optical trap (MobOT) in a load-lock [507]. However, this solution is rather bulky
and has a limited throughput at low pressures. Hollow-core photonic crystal fibers provide
also a compact solution with high throughput, but have been limited so far to pressures above
10−2 mbar [508, 509].
5.5. Dissipation and noise
Aparticularly attractive feature of trapping in a dilute or vacuum environment is that the interaction
with the environment can be adjusted over several orders of magnitude. The interactions between
the particle and its environment result in stochastic forces that excite the particle motion and
lead to stochastic dynamics, which are of particular interest when studying thermodynamics of
individual small particles and are to be minimized when aiming for the quantum regime.
The intensity of a stochastic force is characterized by its PSD Snoiseff . While the stochastic forces
excite the center-of-mass motion of the trapped particle, the interactions with the environment
also lead to dissipation at a rate γnoise, which damps the particle motion. There are several
sources that contribute to the total damping rate and stochastic noise intensity, which we will
discuss in this section.
The total damping rate and stochastic noise intensity is simply given by the sum of the
individual contributions γ0 =
∑
noise γ
noise and Sff =
∑
noise Snoiseff , respectively. Note that for
most purposes, the PSD can be considered as frequency independent (white noise) over the
bandwidth of the mechanical resonance of the particle, especially when the bandwidth becomes
quite narrow in high vacuum. The average energy of each center-of-mass degree of freedom
evolves as Û〈E〉 = −γ0〈E〉 + Γ where the heating power due to the force noise is Γ = piSff/m, Sff
being the double sided PSD. After a time ≈ 1/γ0, the particle reaches an equilibrium, where the
ensemble average energy stays constant. This allows to define the effective temperature through
the fluctuation-dissipation relation:
Tcm = k−1B
Γ
γ0
=
piSff
kBmγ0
. (167)
The effective temperature corresponds to the particle energy averaged over an ensemble of identical
experiments. Importantly, since we are concerned here with the energy of a single particle, the
energy in each experiment will still fluctuate with a standard deviation ∼ Tcm. Generally, one
has to be careful to define a temperature for a system out of equilibrium [510]. However, the
situation we present here is somewhat simplified because it is steady-state and for many practical
purposes the effective bath model that is characterized by an effective damping/temperature gives
a good description. However, one can also create situations where this is no longer true. For
example, by parametric feedback damping, the temperature alone is not sufficient to give a full
description of the bath (section 5.7)
For a levitated particle in a dilute gas, the main contribution to the stochastic force noise are
collisions with air molecules and radiation damping at pressures below ∼ 10−7 mbar. In addition,
there are technical noise sources that do not pose a fundamental limitation but can impose
practical limitations. These are primarily displacement noise of the trap and laser intensity
fluctuations. Noise sources can also be introduced intentionally to emulate a different thermal
environment without actually changing the real temperature of the environment [316, 511]. This
can be a useful tool for single particle thermodynamics experiments [19].
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5.5.1. Gas damping
From kinetic gas theory, the pressure-dependent gas damping for a spherical particle is [488,512]
γgas
2pi
=
3aην
m
0.619
0.619 + Kn
(1 + cK), (168)
whereKn = l¯/a is theKnudsen number, cK = 0.31Kn/
(
0.785 + 1.152Kn + Kn2
)
, l¯ =
√
pikBT
2mgas
ην
Pgas
is the mean free path, ηv is the viscosity, and mgas = M/NA the molecule mass [512], NA being
Avogadro’s number. For dry air, the molar mass M = 28.97 · 10−3 kg mol−1, however the actual
gas composition can be different (Fig. 39). For high pressure, the interaction with the gas
is so strong that the particle motion is heavily damped and its internal temperature Tbulk and
centre-of-mass temperature Tcm quickly thermalize with the gas temperature Tgas. In this regime,
the damping does not depend on pressure and is given by Stokes law, i.e., γgas/(2pi) ≈ 3aηv/m.
For pressures below P′gas ≈ 54.4 mbar (a/µm)−1, where the mean free path l¯ is much larger
than the radius of the particle a, the damping is linear in the pressure Pgas and given by
γgas
2pi
≈ 0.354
√
mgas
kBTgas
Pgas
ρpa
. (169)
In typical experiments, γgas/2pi = cPPgas/a with cP ≈ 50 Hz (µm/mbar). Note that the above
holds for a spherical particle. For an anisotropic particle (e.g., a rod), the friction term is different
along each of the axes, and depends upon the alignment of the particle [513].
The mean free path of the gas molecules increases with decreasing pressure (e.g., l¯ ∼ 60 µm at
1 mbar). As a consequence, the particle no longer thermalizes with the gas since the impinging
gas molecules no longer carry away enough thermal power to balance the optical absorption from
the trapping laser. Due to the increased internal temperature Tbulk of the particle, the average
energy of the gas molecules after a collision with the particle increases (section 5.6.5). The latter
requires that the impinging molecules stick to the surface for a short time before they emerge
again from the surface. This type of collision is called diffusive reflection [514,515]. For diffusive
reflection, the fluctuating forces originating from the impinging gas molecules are completely
uncorrelated. This justifies the treatment of the impinging and the emerging gas molecules as two
independent baths with individual bath temperatures, damping and heating rates. The process
by which a surface exchanges thermal energy with a gas is called accommodation, which is
characterized by the accommodation coefficient
cacc =
Tem − Tgas
Tbulk − Tgas , (170)
where Tem is the temperature of the gas molecules emitted from the particle surface. The
accommodation coefficient quantifies the fraction of the thermal energy that the colliding gas
molecule removes from the surface, such that cacc = 1 means that the molecule fully thermalizes
with the surface. We do not distinguish between the bulk and the surface temperature, since we
assume that they are identical for nanoparticles. Since the mean free path in a dilute gas is long,
one can safely assume that an emitted molecule will not interact again with the particle before
thermalizing with the environment. Consequently, we can consider the particles that impinge
on the particle surface and those that leave it as being in equilibrium with two independent
baths [514].
The damping due to the impinging molecules is
γim =
√
8mgas
pikBTgas
Pgas
ρpa
(171)
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and the contribution from the emerging molecules is
γem =
pi
8
√
Tem
Tgas
γim. (172)
The total gas damping is then
γgas
2pi
=
γim
2pi
+
γem
2pi
(173)
and the total force noise due to the gas is
Sgasff =
mkB
pi
(
γimTgas + γemTem
)
. (174)
When the temperature of the emerging molecules equals the gas temperature (i.e., Tem = Tgas),
equation (173) reduces to equation (169).
5.5.2. Radiation damping and shot noise
Once the pressure is low enough (i.e., ≤ 10−7 mbar), gas damping is negligible and the particulate
nature of the light field becomes the primary source of dissipation, in the absence of technical
noise sources such as laser phase and amplitude fluctuations [416]. Photons arrive at discrete
times, where the number of photons arriving per time interval ∆t is given by
√
∆tPopt
/(~ωopt) .
The recoil from the fluctuating number of photons impinging on the nanoparticle can be modeled
as an effective bath with the characteristics [497, 516]
γrad
2pi
= cdp
Pscatt
2pimc2
and Sradff = cdp
~ωLPscatt
2pic2
, (175)
where cdp depends on the direction of motion of the particle with respect to the polarization of
the laser (in particular, cdp = 1/5 for motion along the direction of polarization, cdp = 2/5 for
motion perpendicular to the polarization, and cdp = (2/5+ A2) along the direction of propagation,
where A is the radiation pressure contribution defined in Ref. [497]). The scattered power is
Pscatt = σscattIopt, where σscatt = |α |2k4opt/(6pi20 ) and Iopt is the laser intensity. The effective
temperature of this bath can be calculated via equation (167) and is ∼ ~ωL/kB.
5.5.3. Displacement noise
In the reference frame of the trap (i.e., where the trap appears stationary), acceleration of the trap
center adis appears as a force Fdis = madis due to the particle’s inertia m. Therefore, fluctuations
of the trap center with displacement spectral density Sdd lead to the effective force spectral density
Sdisff (ω) = m2ω4Sdd(ω), (176)
where we have used the fact that the acceleration spectral density Saa(ω) = ω4Sdd(ω). There
is no damping associated with displacement noise, since the source of the displacement noise
is usually some active component like a pump. Unlike the thermal force spectral density, the
displacement noise spectral density is not flat but increases for lower frequencies. However,
for the typical narrow resonances at Ω0 in optical levitation experiments, we can approximate
it as white noise, Sdisff ≈ m2Ω40Sdd(Ω0). The thermomechanical noise limited acceleration
sensitivity Saa = kBTγ0/(pim) depends inversely on the particle mass. Hence, heavy particles
make particularly good accelerometers [458]. However, since the maximal trap stiffness is
limited, heavier particles tend to have lower frequencies at which displacement noise dominates
over thermomechanical noise. At the optimal particle size both noise sources contribute equally.
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Displacement noise is a technical noise source and as such not a fundamental limitation. It is
primarily noticeable in setups where the external forces change considerably over the range of
movement of the trap center. That is in situations where the force has a strong spatial dependence,
for example when the trapped particle interacts with a standing wave of an optical cavity or with
the evanescent field from a tapered fiber [492]. If the trap position changes randomly with respect
to the cavity or the fiber, the particle experiences fluctuating optical forces from the cavity or
evanescent field, respectively.
5.5.4. Laser intensity noise
Laser intensity fluctuations are another technical noise source [491,492]. Low frequency drifts
of the intensity randomly change the particle’s oscillation frequency, since the particle frequency
scales with Ω0 ∝
√
Popt. This can be a serious limitation in force-sensing experiments, where
an external force is transduced into an oscillation amplitude. If the frequency changes, the
particle’s response to an external force changes even if this force is constant, resulting in a noisy
measurement.
Intensity fluctuations at twice the motional frequency 2Ω0 parametrically excite the particle
and thereby raise the particle’s energy. If the phase of the particle oscillation is not actively
stabilized to the parametric modulation, it self-locks (entrains) to the external modulation [468].
Hence, an intensity modulation at 2Ω0 without active stabilization always leads to heating as
will be discussed in section 5.7. Parametric excitation is a nonlinear process and its strength
depends on the motional energy of the particle and therefore can be suppressed by reducing the
particle’s energy with feedback cooling. In free-space experiments, laser-intensity noise can
be reduced sufficiently such that it is smaller than the fundamental photon shot noise [416]. In
cavity experiments, however, laser-phase noise is transduced into intensity noise and has been
identified as a major obstacle towards reaching the ground state with sideband cooling [421,517].
5.6. Calibration
Precise calibration is as important for quantitative measurements in the underdamped regime
as it was in the overdamped regime (section 3). As before, the thermal energy kBT serves as a
reference to calibrate the detector signal (section 5.6.1). However, in contrast to the underdamped
case, where the displacement signal from the particle is very broadband and centered around zero,
in the underdamped regime the signal is sharply peaked and centered around a finite frequency.
The weak coupling to the thermal bath in high vacuum also allows to use the energy scale of a
single motional quantum ~Ω0 as a calibration reference. Remarkably, despite the huge difference
in energy scale of 7-8 orders of magnitude one can achieve almost perfect agreement [418]
(section 5.6.2). In high vacuum charges on the particle are preserved. Section 5.6.3 explores how
to control and measure them. The precise knowledge of the charge then allows allows to precisely
determine the particle’s mass (section 5.6.4). Since a particle in vaccum is well isolated, its
internal temperature raises well above the temperature of the environment in an optical tweezers.
In section 5.6.6, we will see how to measure the internal temperature by analyzing the particles
center of mass motion.
5.6.1. Detector calibration
For the most part optical trapping is concerned with the external degrees of freedom, and in
particular with the center-of-massmotion. Quantitativemeasurements require a precise calibration
of the detector signal that relates the measured signal (typically in volts) to the displacements
of the particle (in meters). Under the assumption that the detector signal v(t) is proportional
to the particle displacement q(t), the calibration factor is defined as the proportionality factor
c = v/q with units of [V m−1] (or [bit m−1] for a digitized detector signal). Using the fact that the
expectation value of the potential energy of a harmonic oscillator Epot = 12mΩ
2
0〈q(t)2〉 = 12 kBT ,
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the calibration factor is simply given by
c =
√
mΩ20〈v(t)2〉 /kBT , (177)
which does not depend on γ0 and thus holds both for the overdamped and underdamped regimes.
In the underdamped regime, the PSD is highly peaked around the resonance frequencies. This
allows to distinguish noise and cross-talk efficiently in the spectral domain. Therefore, it is often
preferred to fit the PSD to the single-sided harmonic oscillator PSD
Svv( f ) = 2 〈v(t)
2〉
pi
f 20 g
( f 2 − f 20 )2 + f 2g2
(178)
to extract the variance of the particle displacement 〈v(t)2〉 from the area under the PSD. In the
following, we adopt here the notation from Hebestreit [485], where we convert from angular to
ordinary frequencies, i.e., ω = 2pi f , γ = 2pig, and S( f ) = 2piS(ω > 0).
The experimental single-sided PSD is obtained from the discretely-sampled time trace v(t) as
Svv( f ) = 2Nfs
 1N F (v(t))2 for f > 0, (179)
where N is the number of samples, fs is the sampling frequency, and F (v(t)) is the discrete
Fourier transform of v(t).
Fitting the experimental PSD to expression (178) allows to extract the variance 〈v2(t)〉, the
damping constant g = γgas/(2pi), and the resonance frequency f0 = Ω0/2pi. Then, the damping
constant allows to determine the particle radius from the pressure and, therefore, the mass for
known mass density (section 5.6.4). Once the mass is known, we can calculate the calibration
factor according to equation (177). The biggest uncertainty in determining c stems from the error
in the particle mass. However, in many experiments we are only interested in the particle energy
and we can define the mass-independent energy calibration factor
C =
c2
m
=
Ω20〈v2〉
kBT
. (180)
The above calibration method relies on two key assumptions. First, we consider the optical
potential to be quadratic such that the particle behaves like a harmonic oscillator. Second, we
assume that the detector signal is linear in the particle displacement, that is that the calibration
factor does not depend on the particle position. The latter depends significantly on the details of
the experiments and will not be futher discussed here. However, it is possible to account for a
nonlinear detector response. For calibration of a position dependent calibration factor see [480]
and for detector response calibration and discussion see [485].
The finite potential depth of the optical trap results in anharmonicities in the particle motion for
large enough displacements. Due to the symmetry of the optical potential, the lowest nonlinear
term is the cubic or Duffing nonlinearity39. The Duffing nonlinearity softens the optical potential
at large particle displacement [470]. This distorts and broadens the lineshape of the PSD, and
causes an overestimation of the energy when following the calibration procedure described above.
To minimize the impact on the shape of the PSD, the calibration is usually carried out at moderate
pressures (∼ 10 mbar), where the linewidth (γgas/(2pi) ∼ 10 kHz) is narrow enough to reject
noise and cross-talk, but still wide enough that the nonlinear broadening (γNL/(2pi) ∼ 3 kHz) is
negligible [485] (Fig. 41a).
39There are some subtelties in the detection along the propagation direction of the trapping laser, where this symmetry
is broken by the scattering force, leading to small but finite quadratic nonlinear terms [488].
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Fig. 41. Calibrated and uncalibrated z-detector signals. (a) Calibrated z-detector signal
at 10 ± 1 mbar with electric driving response. The area under that peak corresponds to the
thermal temperature kBT . (b) Uncalibrated feedback-cooled oscillator signal with electric
drive for recalibration of the signal.
The energy underestimation is accounted for by considering the kinetic energy instead of
the potential energy [518]. The kinetic energy is given by Ekin = 12m〈 Ûq2〉 = 12 kBT even for a
nonlinear potential. The variance 〈 Ûq2〉 can be obtained by integrating over the velocity PSD,
which is related to the position-PSD by
S Ûq Ûq( f ) = 4pi2 f 2Sqq( f ). (181)
Hence, we do not have to measure Ûq directly, which is experimentally challenging since it
would require sufficient oversampling. Experimentally, we compute the variance by numerical
integration over the voltage PSD
〈Ûv2〉 =
∫ f0+b/2
f0−b/2
d f 4pi2 f 2Svv( f ) = c
2
m
kBT = CkBT . (182)
The integration bandwidth b is chosen such that we integrate most of the signal and don’t integrate
too much of the noise floor. In the measured displacement PSD, we usually have a white noise
floor. If we multiply this PSD by f 2 to get the velocity PSD, the noise floor therefore acquires
a f 2 dependence as well. Integrating this noise will eventually cause a significant error in the
calibration and energy estimate.
Drifts in the setup can cause the calibration to change over time. In particular, the calibration
procedure detailed above is carried out at moderate pressures (∼ mbar), while most experiments
are carried out at much lower pressure many hours or even days after performing the calibration.
Hence, it is desirable to check the calibration even at much lower pressure and to correct for
potential drift (see Fig. 41b).
Hebestreit suggests a method to track changes in calibration at arbitrary pressure [485]. The
main idea is to measure the response of the particle to a known force, for example the electrical
force from a capacitor around the optical trap. This method assumes that the electrical fields and
the charge on the particle do not change through out the experiment. This can be achieved as
will be discussed in section 5.6.3. At the initial pressure where the calibration is carried out, a
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sinusoidal signal is applied to the capacitor. This leads to additional peaks in the response of the
particle (Fig. 41). The power in the response peak is
〈v2e〉 =
C
2m2
Q2pE20
(Ω20 − ω2d)2 + γ2ω2d
, (183)
where Qp is the total charge on the particle and E0 is the electric field amplitude in the direction
of oscillation at the location of the particle. At a later time (e.g., after pumping down to a lower
pressure), we repeat this measurement, yielding 〈v2e〉′. At lower pressure, feedback is generally
active. Hence, the response function of the particle changes. The new values of Ω′0 and γ
′ can be
extracted from a fit to the thermal noise peak. Assuming that QpE0/m remain constant, we find
the new calibration factor as
C ′ = C
〈v2e〉′
〈v2e〉
(Ω′20 − ω2d)2 + γ′2ω2d
(Ω20 − ω2d)2 + γ2ω2d
. (184)
We can also arrive at equation (184) by considering the height of the peak in the PSD instead of
the area under the peak. It’s value is 〈v2e〉τ, where 2τ is the measurement time (equation (188)).
5.6.2. Sideband thermometry
Fig. 42. Sideband thermometry. (a-b) Motional sideband asymmetry measured with
heterodyne measurement. The frequency difference ∆ f is measured relative to the (absolute)
local oscillator shift of 1 MHz. The gray solid areas show the measurement noise floor,
limited by technical laser noise. The vertical dashed lines indicate the integration bandwidth
(see equation 186). (c) Mean occupation number as a function of feedback gain. The red
diamonds are obtained by integrating the red sideband of the heterodyne spectrum. The
black circles show the mean occupation number extracted according to equation (187). The
black dashed line corresponds to a parameter-free model (see also section 5.7.1). Figures
adapted from Ref. [418].
In the previous section we used the thermal fluctuations of the particle to calibrate the detector
signal. Similarly, we can use the quantum fluctuations for calibration. However, at ambient
temperature, quantum fluctuations of a nanoparticle in an optical tweezers are 8-9 orders of
magnitude weaker than the thermal fluctuations. As a consequence, they can only be observed in
high vacuum, where the coupling to the thermal bath is sufficiently weak [418].
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When light is reflected off the particle, the particle motion is imprinted on the scattered light
as a phase modulation, which can be understood as a Doppler shift due to the particle motion. To
lowest order, the phase modulation leads to red and blue sidebands at ωL ±Ω0, where ωL is the
laser frequency (Figs. 42(a-b)). Classically, the power in each sideband is proportional to the
variance of the motion 〈x2〉, which in turn is proportional to the temperature of the thermal bath.
This is the basis of the calibration procedure described in the previous section.
In the quantum mechanical formulation, the interaction of light with the trapped particle can
be described as a Raman process. The red sideband (Fig. 42(a)) corresponds to Stokes scattering,
which raises the population of the mechanical oscillator by a single quantum of mechanical
energy, while simultaneously creating a low energy (red) photon. The blue sideband (Fig. 42(b))
corresponds to anti-Stokes scattering, which lowers the oscillator’s population by one mechanical
quantum, while creating a high energy (blue) photon. The rate at which blue sideband photons
are created is proportional to n¯, just as in the classical case. Importantly, anti-Stokes scattering
is impossible by an oscillator in its quantum ground state. In contrast, the rate at which red
sidebands are produced is proportional to n¯ + 1.
The mean occupation number is given by the Bose-Einstein distribution
n¯ =
1
e
~Ω0
kBT − 1
(185)
For thermal energies large compared to the energy quantum (kBT  ~Ω0), the mean energy of
the harmonic oscillator is n¯~Ω0 = kBT ∝ 〈x2〉, in accordance with classical statistical mechanics
and independent of ~. The ratio of powers in the anti-Stokes and Stokes sidebands is given by
n¯ /(n¯ + 1) = exp [−~Ω0 /(kBT) ] (Figs. 42(c)) and vanishes for high temperatures. For thermal
energies comparable to a single mechanical quantum excitation (also called phonon), the ratio
can serve as a temperature measurement calibrated relative to the quantum of energy of the
system [519].
This so-called sideband thermometry requires to measure the Stokes and anti-Stokes sidebands
[418, 520–522], which can be achieved with a heterodyne measurement. In a heterodyne
measurement the scattered light interferes with a laser beam (local oscillator) with a frequency
ωLO which is frequency-detuned from the light that is incident on the particle. This produces a
strong beat signal at the difference frequency ∆LO = ωLO −ωL , with sidebands at ∆LO ±Ω0. For
ωLO < ωL , the left sideband corresponds to the red sideband (Stokes) and the right to the blue
(anti-Stokes). For ωLO > ωL , the roles are inverted. The difference frequency is chosen such
that |∆LO |  Ω0, for example |∆LO | ∼ 1MHz for typical trapping frequencies ∼ 100kHz. The
measured sideband asymmetry
R∓ =
∫
Sr,hetvv ( f )d f∫
Sl,hetvv ( f )d f
(186)
can be used to determine the mean occupation number. Here, Sl,hetvv (Sr,hetvv ) is the power spectral
density of the left (right) sideband and the subscript R− (R+) is for ωLO < ωL (ωLO > ωL) (see
Fig. 42).
In principle, R− or R+ alone is sufficient to determine the mean occupation number. However,
classical artifacts due to a frequency dependent transfer function of the measurement device give
rise to an asymmetry that is not related to the quantum dynamics of the particle. Measuring both
R− and R+ allows to eliminate this artifact and to determine the actual mean occupation number
as follows
n¯ =
√
R−/R+
1 − √R−/R+ . (187)
Fig. 42 shows the measured sidebands of a nanoparticle cooled to an effective temperature of
n¯ = 4 [418]. Clearly the area under the red sideband is larger than under the blue sideband. This is
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the first room temperature measurement of the sideband asymmetry of a massive object and clear
signature of its quantum ground state. Remarkably, the inferred occupation number is in very
satisfactory agreement with the traditional calibration method detailed in section 5.6.1despite the
huge difference in energy scales of the two methods.
5.6.3. Charge calibration
Generally, particles carry several tens of elementary charges. Under vacuum, the particle is
completely isolated from the environment and therefore its charge state is preserved indefinitely.
Knowing the charge exactly provides a reliable handle for exerting a known force on the particle
by applying an known electric field.
In optical levitation experiments, particles are loaded at high (∼ 1 atm) pressure to provide
enough damping. After the particle has been trapped, the vacuum chamber is evacuated to
reduce air damping. As the pressure decreases, residual water desorbs slowly from the particle
followed by a sudden change in size, which is attributed to the removal of the final water layers
(section 5.4.1). During this final stage, the charge of the particle changes by tens of elementary
charges [486], but once the particle has undergone this sudden change, its charge state is preserved
indefinitely even when the pressure is increased again because the water is gone.
A relatively simple method to control the charges on the particle is to apply an electrical
discharge near the particle. The discharge provides free charges that can be adsorbed by the
particle [523]. It can be applied through a bare wire of about 5 cm length at about 5 cm away
from the optical trap. The grounded vacuum chamber serves as the counterelectrode. A DC
voltage (∼ 7 kV) is sufficient to ionize gas molecules inside the vacuum chamber and to produce a
corona discharge at moderate pressures (∼ 1 mbar). Note that an ion pressure gauge can produce
also free charges, which lead to unwanted changes in the charge state of the particle, if it is not
properly shielded [523].
Fig. 43. Charge calibration. (a) Power spectral density of the motion along the optical
axis of a charge-carrying particle at a pressure of 1.9 mbar in the presence of a drive tone
fd = ωd/2pi applied to the capacitor. The solid line is a Lorentzian function fit to the data. (b)
Quadrature component of particle oscillation in response to a driving voltage, demodulated
in a bandwidth of 7 Hz. The high-voltage discharge is turned on at t = 0. The oscillation
amplitude changes in discrete steps while the high voltage is on. (c) Preparation of charge
state. The high voltage is turned off at t = 0, while the particle carries a net charge of 1e.
The charge stays constant over the remainder of the measurement. Figure adapted from
Ref. [523].
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The ionization process is triggered by random events such as absorption of a ultraviolet photon
or cosmic rays that spontaneously ionize neutral air molecules. The free electron and positive
ion are accelerated toward opposite directions by the high voltage, which also prevents them to
recombine. The electron acquires enough kinetic energy to ionize other molecules, because of its
small mass. The secondary electrons ionize more molecules, which then results in an electron
avalanche.
Emission of (mainly) UV photons after electron-ion recombination causes the characteristic
violet glow of the corona, as shown in Fig. 36. The corona discharge is positive or negative,
depending on the polarity of the high DC voltage, which therefore allows to select the ratio of
positive-to-negative ionized molecules. Eventually, free charges are adsorbed on the particle
surface, thereby changing its net charge monotonically, except for few unfavorable events. These
charges can be both electrons and ionized air molecules. Accordingly, by simply turning off the
high-voltage source when the particle carries the desired number of charges, the levitated particle
can be brought to any desired net-charge state from zero to a few elementary charges [486,523].
The charge state of the particle is monitored in situ by driving the particle motionwith an electric
field at frequency ωd. The electric field is created by applying a voltage U(t) = U0 cos(ωdt)
across a capacitor that is centered around the particle. A simple capacitor can be formed by
grounding the metal housing of the microscope objective and applying a voltage to the metal
holder of the collection lens [523]. This method does not require any additional mechanical
components in the setup and therefore does not obstruct access to the particle . Alternatively,
dedicated electrodes that fit right at the sides of the optical trap can be beneficial to produce a
more homogeneous field at the location of the particle [486], since field inhomogeneities can lead
to a finite net charge density. When a voltageU0 ∼ 10 V is applied to the capacitor at a frequency
ωd close to the particle’s resonance frequency, the particle’s response to the driving field shows
as a distinct peak in the single-sided PSD [486] on top of the thermal peak (see Figs. 41 and 43a):
Sqq(ω) = 2m−2 |χ(ω)|2
[
Sff +
F20 τ
4pi
sinc2 [(ω −Ω0)τ]
]
, (188)
where the thermal force spectral density is Sff = mkBTγ0/pi, χ(ω) =
[
Ω20 − ω2 + iωγ0
]−1 is the
mechanical response function, F0 = QpE0, E0 ∼ 500 V m−1 being the amplitude of the electric
field modulation at the location of the particle, Qp is the charge on the particle, and 2τ is the
duration of the time trace that is used to calculate the position spectral density Sqq(ω) = 2τ |q˜ |2
(equation (179)).
The detector signal is demodulated in quadrature with the drive. The demodulated signal can
assume both positive and negative values, since the response to the driving field flips phase by
pi when the polarity of the charge changes. Positive (negative) signal amplitudes can then be
associated with positive (negative) net charge, when the transfer functions of the electronics
is accounted for. Note that for a small detuning of the drive frequency ωd from the particle’s
resonance, there is a small phase offset from the response function of the particle.
While the corona discharge is active, the demodulated signal features discrete steps, which are
the signature of single elementary-charge transfers to and from the nanoparticle (see Fig. 43).
Thus, any desired net-charge state from zero to a few elementary charges can be achievd by simply
selecting the polarity of the high-voltage source, counting the number of steps, and turning off
the high-voltage source when the particle carries the desired number of charges. Importantly, the
particle’s charge state is preserved when the pressure is reduced and stays indefinitely while the
high-voltage source is turned off, even over a period of several days [523].
5.6.4. Mass Calibration
The exact value of the particle’s inertial mass often plays an important role for precision
measurements. For example, the common method for displacement calibration uses the thermal
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force noise as a reference, where the strength of the force depends on the mass, as we have seen
in section 5.6.1. Likewise, nanomechanical mass measurements rely on knowing the mass of the
bare resonator [524].
The manufacturer’s size specification gives a good first estimate of the particle size with an
error up to ∼ 25%, which stems from the typical size variation (∼ 5%) and the uncertainty in the
specified mass density (∼ 10%) of commercially available mono-disperse particles.
The mass of individual particles can be inferred from kinetic gas theory, which relates the
measured damping rate γ0 to the particle size [512]. In particular, for a spherical particle and
at pressures where the mean free path is much larger than the radius of the particle, there is a
simple linear relationship [488],
a =
2.223
ρp
√
mgas
kBT
Pgas
γ0
, (189)
which relates the pressure to the particle radius a (equation (169)). At room temperature the
mean free path is ∼ 60 µm · P−1gasmbar−1. Hence, the linear approximation is generally valid for
nanoparticles in vacuum. The calibration measurements are generally performed at ∼ 10 mbar,
where individual peaks are clearly resolved and nonlinear broadening of the peaks is still
negligible. To remove excess water from the particle, which leads to an overestimate of the
actual particle size, the pressure should be cycled to below 0.1 mbar and back (section 5.4.1).
From the measured radius, one can then infer the mass m = 43pia
3ρp with a typical uncertainty of
∼ 35% [486].
The mass measurement can be significantly improved either by an independent measurement
Fig. 44. Mass calibration. Power spectral density Svv(ω) of a thermally and harmonically
driven resonator at P = 50 mbar. The broad peak centered at Ω0/2pi = 125 kHz corresponds
to the thermally driven state. We fit it with a Lorentzian function (red) to extract Sthvv(ωd)
together with g/(2pi) = 31.8 kHz and the corresponding uncertainties. The narrowband peak
at ωd/(2pi) = 135 kHz, also shown in detail in the inset, depicts the electrical excitation from
which we retrieve Sdvv(ωd). Gray data points at the bottom of the plot is the measurement
noise, which is ∼ 40 dB below the particle’s signal. Figure adapted from Ref. [486].
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of the voltage calibration (equation (177)) or by applying a known force. For the former approach,
the wavelength of the light provides a well-defined length scale that allows to relate the phase to
a displacement in an interferometer. The interferometer is calibrated by changing the relative
length of the two interferometer arms and measuring the fringe pattern. For the latter approach,
electrical fields can be estimated quite accurately (∼ 1% error) from a numerical simulation of
the electrode geometry [486]. Hence, the electrical force on the particle can be estimated with the
same accuracy, because the number of charges can be determined exactly (section 5.6.3). Since
the thermal force depends on the mass but the electrical force does not, their ratio (equation (188)),
RS =
F20 τ/2
FL =
Sthvv(ωd) − Sdvv(ωd)
Sthvv(ωd)
, (190)
provides a direct method to determine the mass from the measured spectra (Fig. 44). In
equation (190), Sdvv(ωd) is the peak of the measured spectrum at the drive frequency ωd when the
sinusodial electrical force Fel = F0 cos(ωdt) is applied and Sthvv(ωd) is the thermal background at
ωd (Fig. 44). Note that the spectra do not need to be calibrated to apply this procedure. The mass
is then simply given by [486]
m =
Q2pE20 τ
8kBTγ0RS
. (191)
5.6.5. Internal temperature
In optical tweezers experiments, the main focus is on the external degrees of freedom of the
particles in the trap (i.e., the translation of the particle and its rotation). However, any particle
will absorb some of the trapping light, which raises its internal bulk temperature. The power
absorbed by a particle with volume V from a laser beam with intensity I0 is
Pabs = 6pi
I0
λ
VIm
[
n2(λ) − 1
n2(λ)2 + 2
]
. (192)
For example, for silica, the refractive index is n = 1.45 + i6 · 10−8 at λ = 1064 nm. Note
that absorption can be higher in nanoparticles due to additional absorbers such as defects and
impurities.
At high pressure, the particle efficiently thermalizes with the surrounding gas by convective
cooling with cooling power
Pcon(Tbulk) = −cacc
√
2
3pi
(pia2)Pgasvrms γsh + 1
γsh − 1
(
Tbulk
Tgas
− 1
)
, (193)
where vrms =
√
3kBTgas/mgas is the root mean square velocity of the gas molecules, and γsh = 7/5
is the specific heat ratio for an ideal diatomic gas. Clearly, as the pressure Pgas decreases,
convective cooling by the surrounding medium vanishes and the only heat exchange with the
environment is radiative. The emitted thermal radiation is Pembb = −Pbb(Tbulk), where
Pbb(T) = 72ζ(5)
pi2
V
c3~4
Im
[
n2bb − 1
n2bb + 2
]
(kBT)5 (194)
is the the black body radiated power for a dipolar emitter, being ζ(5) ≈ 1.04 the Riemann zeta
function [413]. Conversely, the particle also absorbs thermal radiation from the environment at
temperature Tenv with Pabsbb = Pbb(Tenv).
The particle bulk temperature can be found from the requirement that at equilibrium all
contributions add up to zero, i.e.,
Pabs + Pabsbb + Pcon(Tbulk + Pembb (Tbulk) = 0. (195)
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The emitted or incident power due to black-body radiation depends on the dielectric properties
of the particle in the entire black-body spectrum, and their calculation therefore involves the
integration of the black-body emission rates over all emission frequencies. As an approximation,
one assumes a constant permittivity of the particle in the entire spectral range of black-body
emission. This can be estimated as the average value of the refractive index over the black-body
spectrum. For example, for silica this gives nbb = 1.5 + i0.1.
The internal temperature of a particle trapped in vacuum can raise significantly above the
environmental temperature, to the point where the particle disintegrates if the absorption is too
high [448] (Fig. 45). In fact, this problem has prevented optical levitation of nanodiamonds
in high vacuum [447]. Even silica particles with low absorption can reach temperatures
∼ 1000 K [525]. As an example, figure 45d shows the internal temperature as a function of
pressure.
Fig. 45. Heating and temperatures of an optically levitated particle. (a) Damping and
(b) heating rate as a function of pressure for feedback γfb/2pi = 20 Hz. (c) Center of mass
temperature as a function pressure. At low pressures recoil heating dominates and the rates
and the center of mass temperature become pressure independent. (d) Internal temperature
as a function of pressure. At a few millibars, there is a sharp transition between convective
cooling and radiative cooling via black body radiation and the internal temperature transitions
from the ambient temperature to a much higher value. The internal temperature leads to a
slightly higher center-of-mass heating rate visible as a small bump in (b).
5.6.6. Coupling between internal temperature and external degrees of freedom
As we discussed earlier, the bulk temperature couples to the external degrees of freedom through
the residual gas in the vacuum chamber (section 5.5). This coupling can be explained by a simple
two-bath model, where the gas molecules that interact with the particle are divided into two
families: molecules that impinge on the particle being in thermal equilibrium with the vacuum
chamber, and molecules that emerge from the hot surface of the particle at a higher temperature.
From equation (174), the thermal force noise increases with increasing bulk temperature. This
allows to determine the internal bulk temperature from the fluctuation of the center-of-mass of
the particle by solving
Tcm =
T3/2gas + pi8T
3/2
em√
Tgas + pi8
√
Tem
(196)
for Tem, where the center-of-mass temperature is defined as Tcm = Ω20〈v2〉 /(CkB) , C being
the energy calibration factor and 〈v2〉 the variance of the voltage fluctuation on the detector
(section 5.6.1). Then, from Tem one determines the temperature of the particle as
Tbulk = c−1acc
(
Tem − Tgas
)
+ Tgas. (197)
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The method described above requires the particle’s center-of-mass to reach its equilibrium
steady state. This is impractical at low pressures where the particle is easily lost without feedback
stabilization. At low pressures, the thermal noise force from the interaction with the gas can
be determined measuring the heating rate [525]. Thereby, the center-of-mass motion is first
reduced with feedback cooling (section 5.7). When the feedback is switched off, the particle
energy increases at a rate
Γ = γimTgas + γemTem = γim
T3/2gas + pi8T
3/2
em√
Tgas
. (198)
This is a linear function of the gas pressure (see also equation (171) and Fig. 46a). Hence, the
slope of the measured heating rates as a function of the gas pressure yields Tem from which we
can then determine Tbulk [485].
Note that knowledge of the accommodation factor cacc is required to determine the particle
temperature. It can be determined by measuring Tem at two different particle temperatures.
The particle temperature can be raised by increasing the laser power to which the particle is
exposed. Ideally, the additional heating is generated with a weakly focused secondary laser
at a wavelength that is strongly absorbed by the particle, e.g., a CO2 laser for silica particles,
which has 6 to 7 orders more absorption than that typical trapping laser. Thereby, the internal
temperature of the particle increases without changing the particle response, as would be the
case when increasing the power of the trapping laser. (The scattering force is negligible because
the intensity is many orders of magnitude smaller.) From the two measurements, we get the
difference ∆Tem = cacc∆Tbulk. The temperature change ∆Tbulk is measured independently from
the observation that the particle oscillation frequency
Ω0 ∝
√
κ
m
∝
√
α′
m
∝
√
1
ρp
n2 − 1
n2 + 2
(199)
depends on temperature because both the particle refractive index n and its density ρp are
temperature dependent. For silica, this leads to a linear increase of the oscillation frequency with
the internal particle temperature. The relative temperature change is given by
∆Ω0
Ω0
= cT∆Tbulk (200)
with cT = (1.43 ± 0.01) · 10−5 K−1 (Fig. 46c). Using this method, Hebestreit et al. [485, 525]
measured the accommodation coefficient to be cacc = 0.61±0.07. This allowed them to determine
the accommodation coefficient of water on silica for the first time combining this measurement
with the measurement of the partial pressures (Fig. 39).
5.7. Feedback control
One of the primary goals in optical levitation is to reduce the center-of-mass energy and cool
the motional degrees of freedom of a levitated particle to its quantum mechanical ground state
(∼ 5 µK for Ω0 ≈ 100 kHz); the original proposals suggested the use of optical cavities and to
cool the particle motion via the optomechanical interaction [412–414]. Initial experimental
attempts were limited to relatively high pressures due to particle loss, where the interaction with
the residual gas is too strong to achieve ground-state cooling [526]. Recently, cavity cooling
by coherent scattering was demonstrated as a robust route to three-dimensional cavity cooling
primarily limited by fluctuations of the trap center with respect to the cavity, i.e., displacement
noise [419, 420]. The first demonstration of quantum mechanical motion has been achieved with
feedback cooling [418] with a residual occupation of n¯ = 4, and recently an occupation below
n¯ = 1 has been claimed with cavity cooling [424].
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Fig. 46. Particle heating. (a) Heating rates as a function of pressure extracted from
relaxation measurements without additional heating of the internal temperature (blue) and
with heating by a CO2 laser intensity of 0.47 µW µm−2 (orange). The dashed lines are linear
fits to the data points. Error bars are smaller than the marker size. (b) Heating rates at
different intensities of the CO2 laser measured at a pressure of 1 · 10−5 mbar. The error bars
indicate the standard deviation of the measurements. (c) Calculated temperature dependence
of oscillation frequency. When the particle is heated with the CO2 laser, its oscillation
frequency increases due to changes in the particle’s material properties. This leads to a
nearly linear relation between relative frequency change and increase of the internal particle
temperature. Adapted from Ref. [525].
With feedback cooling the oscillation amplitude is low enough that cross-coupling between
the degrees of freedom can be neglected. This justifies the approximation where the particle
center-of-mass motion is treated as three independent harmonic oscillators. Each degree of
motion obeys the following equation of motion (c.f. equation (160)):
Üq(t) + γ0 Ûq(t) +Ω20q(t) = m−1 [FL(t) + Ffb(t)] , (201)
where Ffb(t) is the feedback force (equation (160)). For most purposes, the stochastic contribution
FL and the bare damping γ0 result from interactions with the background gas. Additional
contributions are discussed in section 5.5.
The feedback damps the particle motion at a rate (γ f b/2pi). The additional damping reduces
the fluctuations of the position of the particle. As a consequence, feedback cooling reduces the
response time to external perturbations and increases the confinement of the particle. Since
in a thermal equilibrium the variance of the position is proportional to the temperature of the
environment, we define the effective temperature for the center-of-mass motion (equation (167))
as
Tcm =
mΩ20
kB
〈
q2(t)〉 = γ0
γ0 + γfb
T, (202)
which assumes that the particle position and energy distributions reflect the distributions of
a harmonic oscillator in thermal equilibrium at temperature Tcm. It is important to point out,
however, that under the action of feedback the particle is not in thermal equilibrium and the
assumption of a simple thermal distribution might be violated, in particular for nonlinear feedback
schemes (section 5.7.2).
126
5.7.1. Force feedback
From an inspection of equation (201), it is apparent that a feedback term proportional to the
particle velocity results in damping. Instead, a feedback term proportional to the particle position
allows to optimize the transient times [417]. Thus, the feedback force of a linear feedback
controller reads
Ffb = −kd Ûq − kpq, (203)
where kd is the derivative feedback gain and kp is the proportional feedback gain. Purely
velocity-dependent feedback (i.e., kp = 0) is also called cold damping.
Experimentally such a force can be implemented with radiation pressure from a weakly focused
beam. This technique was used in Ashkin and Dziedzic’s original experiments to stabilize
a particle against gravity [403], and later by Li et al. to feedback-cool microspheres in high
vacuum [527]. The latter experiment required three laser beams in addition to the trapping laser
to exert radiation pressure forces along the three spatial dimensions.
More recent experiments use electrostatic forces instead [415,417,528]. Electrodes near the
optical trap apply a force FQ = QpE, where Qp is the total charge on the particle and E the
electric field at the location of the particle. Often the electrode geometry is chosen such that
they form a plate capacitor around the particle so that the field is homogeneous and given by
E = (Velec/delec)nelec, where Velec is the applied voltage, delec the distance between the electrodes
and nelec a unit vector pointing from one electrode to the other. The electrostatic force along
direction ei is then given by FQ = FQ · ei and the electrode geometry can be chosen such that
there is a force along all degrees of freedom. Implementation of the velocity-dependent force
requires to measure the instantaneous velocity of the particle. In practice, however, this is
achieved with a bandpass filter that acts on the position time trace q(t) and produces a time delay
such that the signal is in phase with the velocity Ûq(t) [415]. For example if the particle motion is
approximately harmonic q(t) ∼ sin(Ω0t), a delay τ = pi/(2Ω0) leads to a signal ∝ cos(Ω0t) that
is proportional to the particle velocity Ûq(t).
In the frequency domain, the equation of motion with linear feedback reads
q˜
[−ω2 + iωγ0 +Ω20] = m−1 [F˜L + f˜fb] , (204)
where the tilde indicates the Fourier transform and f˜fb(ω) = H(ω) [q˜ + q˜n] with filter funcion
H(ω) = −ikdω − kp. Explicitly accounting for the noise in the measurement of the position qn
we arrive at
q˜(ω) = m−1 χfb(ω)F˜L − χfb(ω)
[
Ω2fb + iωγfb
]
q˜n (205)
where the susceptibility χfb(ω) =
[
Ω20 +Ω
2
fb − ω2 + iω(γ0 + γfb)
]−1, and we introduced the
feedback damping γfb = kd/m and frequency shift Ω2fb = kp/m. The in-loop detector signal is
q˜IL = q˜ + q˜n. Hence, the measured in-loop two-sided PSD is [415,417]
SILqq(ω) = |χfb |2m−2Sff + |χfb |2
[(Ω20 − ω2)2 + ω2γ20 ] Snn (206)
=
m−2Sff +
[(Ω20 − ω2)2 + ω2γ20 ] Snn
(Ω20 +Ω2fb − ω2)2 + (γ0 + γfb)2ω2
, (207)
where Sqq = 〈|q˜ |2〉 and Snn is the noise PSD of the in-loop detector (Fig. 47). The in-loop
measurement noise is reintroduced into the feedback loop, which drives the particle. The
correlations between the particle’s position and the measurement noise lead to noise squashing,
where the apparent signal is squashed below the noise floor [529] (Fig. 47b).
In contrast, an out-of-loop detector provides an independent measurement of the actual particle
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motion q˜OoL = q˜ + q˜ν:
SOoLqq (ω) = |χfb |2m−2Sff + |χfb |2
[
Ω4fb + ω
2γ2fb
]
Snn + Sνν (208)
=
m−2Sff +
[
Ω4fb + ω
2γ2fb
]
Snn
(Ω20 +Ω2fb − ω2)2 + (γ0 + γfb)2ω2
+ Sνν, (209)
where Sνν is the noise PSD of the out-of-loop detector (Fig. 47).
Integration over the PSD yields the position variance40
〈q2〉 =
∫ ∞
−∞
[
SOoLqq (ω) − Sνν
]
dω
=
pim−2Sff +Ω4fbSnn
(Ω20 +Ω2fb)(γ0 + γfb)
+
piγ2fbSnn
(γ0 + γfb)
≈ 1
γfb
piSff
m2Ω20
+ γfbpiSnn. (210)
In the approximation we set kp = Ωfb = 0 and γfb  γ0 and we used Sff = kBTmγ0/pi. The
first term in equation (210) scales with the inverse of the feedback cooling rate. This term
resembles the desired action of the feedback, which is to reduce the impact of the heating
term given by the fluctuating force. The second term is proportional to the feedback damping
rate, which is multiplied by the measurement noise. This term resembles the undesired but
inevitable effect of the control-loop heating the particle by feeding back measurement noise.
Consequently, there exists an optimum feedback cooling rate γopt =
√
Sff /Snn /(mΩ0) , where the
mode temperature reaches its minimum value 〈q2〉min = 2pi
√
SffSnn /(mΩ0) . With cold damping,
optically levitated nanoparticles have been cooled to 4 occupational quanta, corresponding to an
effective temperature of 11 µK [418] (Fig. 47(b) and Fig. 42).
Classically, the measurement is not perturbative and the position variance can be reduced
to arbitrarily low values, because, at least in principle, the noise Snn can be made arbitrarily
small (equation (210)). However, quantum mechanics imposes that every measurement is
accompanied by a measurement back-action, leading to a finite contribution Snn even in an
ideal measurement. In the case of an optical measurement this back action is the random
arrival of photons and the resulting random momentum kicks that lead to a stochastic back-
action force [416]. Therefore, in a regime where the measurement back-action is the dominant
contribution to the force noise, the impression back-action product is SffSnn = (~/(4pi))2/ηdet,
where ηdet < 1 is the measurement efficiency [415, 519]. The impression back-action product
is a manifestation of the Heisenberg uncertainty principle and describes the tradeoff between
measurement imprecision and measurement back-action. At the optimal feedback gain, the
effective phonon occupation number ncm = mΩ0〈q2〉min/~ − 1/2 depends only on the detection
efficiency as nmin = (η−1/2det − 1)/2. At the Heisenberg limit (ηdet = 1), when the imprecision noise
is minimized by optimally detecting all photons scattered by the levitated particle, the particle’s
center-of-mass motion could, in principle, be brought to its quantum ground state nmin = 0.
Hence, to reach the ground state with feedback cooling, the experiment should be operated in the
photon-recoil-limited regime (Pgas ≤ 10−8 mbar) and the collection of scattered photons needs
to be optimized. A promising approach is to collect the scattered photons with a high-finesse
optical cavity, which collects a fraction of (ηP/(ηP + 1)) of the overall scattered power due to the
40We make use of
1
2pi
∫ ∞
−∞
[
(ω2 −ω20 )2 + γ2ω2
]−1
dω =
[
2ω20γ
]−1
and
1
2pi
∫ ∞
−∞
ω2
[
(ω2 −ω20 )2 + γ2ω2
]−1
dω = [2γ]−1 .
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Purcell effect, where ηP = (6Fcλ2)/(pi3w20) is the Purcell factor for a cavity with finesse Fc and
beam waist w0 [530].
5.7.2. Parametric feedback cooling
While cooling levitated particles with linear feedback is very powerful, its experimental imple-
mentation along all three motional degrees of freedom is challenging. All-optical linear feedback
requires three auxiliary laser beams to apply radiation pressure in all directions [527]. Electrical
feedback relies on a finite net charge on the levitated object.
The method of choice to control charge-neutral optically levitated particle is parametric
feedback cooling [407], which allows to control all three spatial degrees of freedom with the
same laser that is used for trapping, thereby significantly reducing the experimental complexity.
The basic concept of parametric feedback is to introduce a modulation in time of the intensity
of the trapping laser. In particular, applying a modulation δI(t) = I0(ηpara/Ω0)q Ûq results in the
parametric feedback force
Fparamfb = −kparaq2 Ûq, (211)
where kpara = Ω0mηpara is the parametric feedback gain. When the particle moves away from the
trap center, the intensity modulation δI(t) stiffens the trap. When the particle falls back to the
trap center the feedback softens the trap. Thus, by synchronizing the laser intensity modulation
with the particle motion energy is extracted from the center-of-mass motion of the particle [488].
This principle is analogous to the way a child on a swing gains motional energy by modulating
its center-of-mass.
Constructing the feedback signal as in equation (211) provides exactly the right phase relation,
such that the trap stiffens when the particle moves away from the trap center and softens when is
falls back, thereby cooling the particle. However, latencies in the experimental implementation
require an additional phase shifter to compensate for unwanted phase shifts. With an additional
phase shift we can also amplify the particle motion. Note that, in the absence of active feedback,
the particle’s oscillation self-locks (entrains its phase) to the modulation in such a way that the
motion is amplified [531]. Cooling therefore requires active stabilization of the modulation
phase.
Experimentally, the detector signal is first frequency-doubled and then phase-shifted, where
the right phase is determined empirically by optimizing the cooling performance, i.e., minimizing
the position variance 〈q2〉. The QPD or split-detection measurement yields a position signal for
each spatial direction. The feedback signal is produced for each axis independently and the three
signals are summed together, which allows to effectively cool all spatial degrees of freedom with
a single laser beam (section 5.3). For a particle oscillating at frequency Ω0 with q(t) ∝ cos(Ω0t),
parametric feedback generates a signal ∝ sin(2Ω0). Thus, the feedback signal appears on the
in-loop detector signal predominantly at 2Ω0. The contribution to the detector signal at Ω0 is
much smaller, on the order of ∼ ηpara〈q2〉 and, thus, much smaller than the contribution from the
particle motion 〈q2〉. Hence, noise squashing of the in-loop detector signal does not occur and
the trapping laser can also be used for particle detection.
Due to the nonlinear nature of the parametric feedback, there is no closed expression for the
detector PSD. In particular, the position distribution is not a thermal distribution because large
amplitude fluctuations are damped more strongly than small fluctuations [481,532]. However,
we can still assign an effective temperature to the center-of-mass motion kBTcm = mΩ20〈q2〉. For
strong feedback (ηpara  mΩ0γ0 /(kBT) ), the position variance is [481, 532]
〈q2〉 =
√
4kBTγ0
piηparamΩ30
. (212)
In contrast to linear-feedback cooling, the effective temperature or position variance scales with
the square root of the feedback gain and not linearly. This can be understood intuitively. The
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Fig. 47. Feedback cooling. (a) Single-sided power spectral densities S˜Oolyy of the motion of
the nanoparticle measured by the out-of-loop detector for different feedback damping rates
γfb. The solid lines are Lorentzian fits to the data. The gray data points denote the measured
shotnoise level on the out-of-loop detector. (b) Power spectral densities S˜ILyy measured by
the in-loop detector for the same settings as in (a). In contrast to (a), for a large feedback
gain the measured signal drops below the noise floor because of correlations between the
detector noise and the feedback signal (noise squashing) . (c) Mode temperature Ty derived
from the out-of-loop signal as in (a) function of feedback gain γfb. The red (blue) circles
denote the measured values at a pressure of 1.4 · 10−8 mbar (1.2 · 10−7 mbar. (d) Steady state
under parametric PLL feedback cooling. Mean occupation number along the three principal
axes (x, y, z) as a function of gas pressure measured under constant feedback cooling. At
low enough pressures, photon recoil becomes the main source of heating and therefore the
occupation number remains constant. Adapted from Ref. [415] (a-c) and from Ref. [416] (d).
modulation depth and therefore the feedback force is proportional to the energy of the particle.
Hence, as the feedback reduces the particle motion it also becomes less effective. Nonetheless,
the quantum mechanical theory suggests that ground state-cooling with parametric feedback
cooling is possible [533], even though direct feedback seem to be more promising [534].
5.7.3. Parametric PLL cooling
Parametric feedback extracts energy from or pumps energy into the particle center-of-mass
motion by modulating the trapping laser and therefore the trap stiffness at twice the particle
oscillation frequency. A phase locked loop (PLL) synthesizes an output signal whose phase is
related to the phase of a sinusoidal input signal. Thereby, a PLL can track an input frequency and
it can generate a frequency that is an integer multiple of the input frequency. Hence, tracking the
detector signal with a PLL and feeding the PLL output at the second harmonic into the optical
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modulator results in a feedback term
FPLLfb = −kPLL cos(2 [Ω0t + φPLL])q, (213)
where kPLL = mΩ20ηPLL is the PLL feedback gain and ηPLL is the modulation depth. The PLL
feedback loop keeps the phase φPLL fixed with respect to the randomly changing phase of the
particle oscillation. Similarly to the case of the q Ûq parametric feedback, a phase of φPLL = −pi/4
reduces the oscillation amplitude. However, in contrast to the previous case, where the modulation
depth is proportional to the variance of the particle position, the PLL feedback has a constant
amplitude. As a consequence, the position variance with PLL parametric feedback is
〈q2〉 = kBT
mΩ20
[
1 − ηPLLΩ0 sin(2φPLL)
2γ0
]−1
≈ γ0
ηPLLΩ0/2
kBT
mΩ20
. (214)
The approximation holds for φPLL = −pi/4 and in the limit ηPLLΩ0 /2γ0  1. Comparing
equation (214) with equation (202), we can identify the PLL damping as γPLL = ηPLLΩ0/2.
Interestingly, even though parametric feedback with a PLL is a nonlinear feedback, we find
the same linear scaling as for linear feedback and also the energy distribution follows the
Boltzmann distribution associated with a harmonic oscillator at thermal equilibrium with a
bath at temperature Tcm = (γ0/γPLL)T [532]. Like in the case of linear feedback, noise in the
feedback will ultimately limit how far one can cool. However, unlike in the case of linear feedback
(equation (210)), there is no analytical solution for the minimum temperature for parametric
feedback. Using PLL parametric feedback simultaneous cooling of all three motional degrees of
freedom to millikelvin temperatures (n below 100) has been demonstrated [416] (Fig. 47(d)).
5.8. Outlook
Levitated particles have already opened the door to a wide range of interesting physics in the
classical regime and are now entering into the quantum regime. The next challenges are to
achieve ground state cooling for all three center-of-mass translational degrees of freedom, to
control the librational modes and precession of the particle, and to preparte truely non-classical
states.
Even though our discussion has been focused on optical tweezers in high vacuum, their
combination with cavity optomechanics will play an important role towards creating more exotic
quantum mechanical states beyond the ground state. Once a strong cavity optomechanical
interaction has been realized, a range of traditional quantum optics experiments can be realized
with these massive particles such as quantum state transfer, quantum squeezing, entanglement,
and teleportation [413,432,436].
The envisioned fundamental tests of quantum mechanics require to control the internal
temperature of levitated particles, since high internal temperature will wash out quantum
interference effects [535]. The internal temperature can be reduced with optical refrigeration
that exploit optical dopants inside the particle [476,536]. Dopants can also be used to directly
measure the particle temperature [537]. Experimental data of the internal dynamics of levitated
particles could challenge our understanding of thermalization dynamics on the nanoscale [538]
and it will be important to measure what is going on inside the particle.
There is still plenty of room in the classical regime, where levitated particles will allow to
test fundamental questions in single particle thermodynamics in the underdamped regime and
provide new insights into the nonlinear dynamics of nanomechanical resonators. Most attention
has been given to the center-of-mass degrees of freedom and simple Gaussian beams. There
remains a lot to be explored about the remaining degrees of freedom and complex light fields, for
example beams carrying orbital angular momentum [539]. In addition, new materials, material
combinations in the form of doped particles or composite particles and new shapes will enable
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unprecedented light matter interactions [489]. Optical levitation experiments will hugely benefit
from the tools that have been developed for traditional optical tweezers experiments, such as
structured light fields [540] and holographic tweezers [43, 541]. Those tools will then also allow
to study collective particle dynamics, for example optical binding and forces between levitated
particles [11]. This will be required the development of new techniques and calibration methods
that are able to resolve the fast particle dynamics in high vacuum at a high spatial resolution over
a large field of view.
Careful calibration with a solid understanding of all the statistical and systematic error sources
will be paramount for precision measurements with levitated particles. In particular, experiments
aiming at detecting near field forces at interfaces require to approach a surface with a levitated
particle [542]. The surface will scatter the trapping light and, thus, these experiments need
detection and calibration techniques that are robust in extreme experimental conditions that might
even change over the course of a measurement.
Funding
JG is supported by the European Commission H2020-MSCA-IF-2014 (SEQOO 655369). IPC
acknowledges financial support from the funding UNAM-DGAPA-PAPIIT-IA103417. JRGS.
acknowledges financial support from DGAPA-UNAM PAPIIT Grant No. IA103320. AVA
acknowledges financial support from the funding UNAM-DGAPA-PAPIIT-IN111919. KVS
acknowledges support from DGAPA-UNAM (grant PAPIIT IN113419 and PASPA grant for
sabbatical leave). AVA and GV acknowledge the Swedish Council for Higher Education through
the Linnaeus-Palme International Exchange Program (contract 3.3.1.34.10235-2018). GV
acknowledges funding from the European Research Council (ERC) Starting Grant ERC-677511
ComplexSwimmers.
We thank Erik Hebestreit, Vijay Jain, Martin Frimmer, Felix Tebbenjohanns, Francesco Ricci
for providing us with data and feedback and the Quidant and Novotny groups for stimulating
discussions. IPC gratefully thanks Édgar Roldán for illuminating discussions about Carnot cycles
and microscopic engines.
References
1. A. Ashkin, “Acceleration and trapping of particles by radiation pressure,” Phys. Rev. Lett. 24, 156–159 (1970).
2. A. Ashkin, J. M. Dziedzic, J. E. Bjorkholm, and S. Chu, “Observation of a single-beam gradient force optical trap for
dielectric particles,” Opt. Lett. 11, 288–290 (1986).
3. A. Ashkin, Optical trapping and manipulation of neutral particles using lasers: A reprint volume with commentaries
(World Scientific, 2006).
4. “Arthur Ashkin – Nobel Lecture,” https://www.nobelprize.org/prizes/physics/2018/ashkin/
lecture/. NobelPrize.org. Nobel Media AB 2019. Thu. 4 Jul 2019.
5. S. Chu, “Nobel Lecture: The manipulation of neutral particles,” Rev. Mod. Phys. 70, 685–706 (1998).
6. A. Ashkin, K. Schütze, J. M. Dziedzic, U. Euteneuer, and M. Schliwa, “Force generation of organelle transport
measured in vivo by an infrared laser trap,” Nature 348, 346–348 (1990).
L. P. Ghislain and W. W. Webb, “Scanning-force microscope based on an optical trap,” Opt. Lett. 18, 1678–1680
(1993).
7. S. M. Block, L. S. B. Goldstein, and B. J. Schnapp, “Bead movement by single kinesin molecules studied with optical
tweezers,” Nature 348, 348–352 (1990).
8. C. Bustamante, J. F. Marko, E. D. Siggia, and S. Smith, “Entropic elasticity of lambda-phage DNA,” Science 265,
1599–1599 (1994).
9. J. T. Finer, R. M. Simmons, and J. A. Spudich, “Single myosin molecule mechanics: Piconewton forces and nanometre
steps,” Nature 368, 113–119 (1994).
10. D. G. Grier, “A revolution in optical manipulation,” Nature 424, 810–816 (2003).
11. K. Dholakia and P. Zemánek, “Colloquium: Gripped by light: Optical binding,” Rev. Mod. Phys. 82, 1767–1791
(2010).
12. K. Dholakia and T. Čižmár, “Shaping the future of manipulation,” Nat. Photon. 5, 335–342 (2011).
13. M. L. Juan, M. Righini, and R. Quidant, “Plasmon nano-optical tweezers,” Nat. Photon. 5, 349–356 (2011).
14. M. Padgett and R. Bowman, “Tweezers with a twist,” Nat. Photon. 5, 343–348 (2011).
15. M. Padgett and R. Di Leonardo, “Holographic optical tweezers and their relevance to lab on chip devices,” Lab Chip
11, 1196–1205 (2011).
132
16. O. M. Maragò, P. H. Jones, P. G. Gucciardi, G. Volpe, and A. C. Ferrari, “Optical trapping and manipulation of
nanostructures,” Nat. Nanotech. 8, 807–819 (2013).
17. D. V. Petrov, “Raman spectroscopy of optically trapped particles,” J. Opt. A. Pure. Appl. Op. 9, S139 (2007).
18. I. A. Martínez, É. Roldán, L. Dinis, and R. Rica, “Colloidal heat engines: A review,” Soft Matter 13, 22–36 (2017).
19. J. Gieseler and J. Millen, “Levitated nanoparticles for microscopic thermodynamics: A review,” Entropy 20, 326
(2018).
20. R. M. Robertson-Anderson, “Optical tweezers microrheology: From the basics to advanced techniques and
applications,” ACS Macro Lett. 7, 968–975 (2018).
21. F. M. Fazal and S. M. Block, “Optical tweezers study life under tension,” Nat. Photonics 5, 318–321 (2011).
22. P. H. Jones, O. M. Maragò, and G. Volpe, Optical tweezers: Principles and applications (Cambridge University
Press, 2015).
23. T. A. Nieminen, V. L. Y. Loke, A. B. Stilgoe, G. Knöner, A. M. Brańczyk, N. R. Heckenberg, and H. Rubinsztein-
Dunlop, “Optical tweezers computational toolbox,” J. Opt. A: Pure Appl. Opt. 9, S196–S203 (2007).
24. A. Callegari, M. Mijalkov, A. B. Gököz, and G. Volpe, “Computational toolbox for optical tweezers in geometrical
optics,” J. Opt. Soc. Am. B 32, B11–B19 (2015).
25. G. Volpe and G. Volpe, “Simulation of a Brownian particle in an optical trap,” Am. J. Phys. 81, 224–230 (2013).
26. S. P. Smith, S. R. Bhalotra, A. L. Brody, B. L. Brown, E. K. Boyda, and M. Prentiss, “Inexpensive optical tweezers
for undergraduate laboratories,” Am. J. Phys. 67, 26–35 (1999).
27. J. Bechhoefer and S. Wilson, “Faster, cheaper, safer optical tweezers for the undergraduate laboratory,” Am. J. Phys.
70, 393–400 (2002).
28. A. S. Mellish and A. C. Wilson, “A simple laser cooling and trapping apparatus for undergraduate laboratories,” Am.
J. Phys. 70, 965–971 (2002).
29. D. C. Appleyard, K. Y. Vandermeulen, H. Lee, and M. J. Lang, “Optical trapping for undergraduates,” Am. J. Phys.
75, 5–14 (2007).
30. W. M. Lee, P. J. Reece, R. F. Marchington, N. K. Metzger, and K. Dholakia, “Construction and calibration of an
optical trap on a fluorescence optical microscope,” Nat. Prot. 2, 3226 (2007).
31. M. Mathew, S. I. C. O. Santos, D. Zalvidea, and P. Loza-Alvarez, “Multimodal optical workstation for simultaneous
linear, nonlinear microscopy and nanomanipulation: upgrading a commercial confocal inverted microscope,” Rev.
Sci. Instrumen. 80, 073701 (2009).
32. G. Pesce, G. Volpe, O. M. Maragó, P. H. Jones, S. Gigan, A. Sasso, and G. Volpe, “Step-by-step guide to the
realization of advanced optical tweezers,” J. Opt. Soc. Am. B 32, B84–B98 (2015).
33. L. Pérez García, A. Magazù, G. Pesce, J. Gieseler, J. R. Gomez-Solano, I. Castillo, M. Gironella-Torrent, X. Viader-
Godoy, F. Ritort, A. V. Arzola, K. Volke-Sepulveda, and G. Volpe, “Optical tweezers: A comprehensive tutorial from
calibration to applications,” https://github.com/softmatterlab/OpticalTweezersTutorial
(2020). Online.
34. N. B. Simpson, K. Dholakia, L. Allen, and M. J. Padgett, “Mechanical equivalence of spin and orbital angular
momentum of light: an optical spanner,” Opt. Lett. 22, 52–54 (1997).
35. E. M. Furst, “Applications of laser tweezers in complex fluid rheology,” Curr. Opn. Colloid Interf. Sci. 10, 79–86
(2005).
36. J. Guck, R. Ananthakrishnan, H. Mahmood, T. J. Moon, C. C. Cunningham, and J. Käs, “The optical stretcher: a
novel laser tool to micromanipulate cells,” Biophys. J. 81, 767–784 (2001).
37. M. P. MacDonald, G. C. Spalding, and K. Dholakia, “Microfluidic sorting in an optical lattice,” Nature 426, 421–424
(2003).
38. T. Čižmár, M. Šiler, M. Šery`, P. Zemánek, V. Garcés-Chávez, and K. Dholakia, “Optical sorting and detection of
submicrometer objects in a motional standing wave,” Phys. Rev. B 74, 035105 (2006).
39. I. Ricárdez-Vargas, P. Rodríguez-Montero, R. Ramos-García, and K. Volke-Sepúlveda, “Modulated optical sieve for
sorting of polydisperse microparticles,” Appl. Phys. Lett. 88, 121116 (2006).
40. K. Visscher, S. P. Gross, and S. M. Block, “Construction of multiple-beam optical traps with nanometer-resolution
position sensing,” IEEE J. Sel. Top. Quant. El. 2, 1066–1076 (1996).
41. E. R. Dufresne and D. G. Grier, “Optical tweezer arrays and optical substrates created with diffractive optics,” Rev.
Sci. Instrumen. 69, 1974–1977 (1998).
42. J. Leach, G. Sinclair, P. Jordan, J. Courtial, M. J. Padgett, J. Cooper, and Z. J. Laczik, “3D manipulation of particles
into crystal structures using holographic optical tweezers,” Opt. Express 12, 220–226 (2004).
43. D. G. Grier and Y. Roichman, “Holographic optical trapping,” Appl. Opt. 45, 880–887 (2006).
44. H. He, M. E. J. Friese, N. R. Heckenberg, and H. Rubinsztein-Dunlop, “Direct observation of transfer of angular
momentum to absorptive particles from a laser beam with a phase singularity,” Phys. Rev. Lett. 75, 826–829 (1995).
45. K. Volke-Sepulveda, V. Garcés-Chávez, S. Chávez-Cerda, J. Arlt, and K. Dholakia, “Orbital angular momentum of a
high-order Bessel light beam,” J. Opt. B: Quant. Semiclass. Opt. 4, S82–S89 (2002).
46. A. V. Arzola, P. Jákl, L. Chvátal, and P. Zemánek, “Rotation, oscillation and hydrodynamic synchronization of
optically trapped oblate spheroidal microparticles,” Opt. Express 22, 16207–16221 (2014).
47. O. Brzobohaty`, A. V. Arzola, M. Šiler, L. Chvátal, P. Jákl, S. Simpson, and P. Zemánek, “Complex rotational
dynamics of multiple spheroidal particles in a circularly polarized, dual beam trap,” Opt. Express 23, 7273–7287
(2015).
133
48. J. Guck, S. Schinkinger, B. Lincoln, F.Wottawah, S. Ebert, M. Romeyke, D. Lenz, H.M. Erickson, R. Ananthakrishnan,
D. Mitchell, J. Käs, S. Ulvick, and C. Bilby, “Optical deformability as an inherent cell marker for testing malignant
transformation and metastatic competence,” Biophys. J. 88, 3689–3698 (2005).
49. A. Jonáš and P. Zemanek, “Light at work: The use of optical forces for particle manipulation, sorting, and analysis,”
Electrophoresis 29, 4813–4851 (2008).
50. K. T. Gahagan and G. A. Swartzlander, “Optical vortex trapping of particles,” Opt. Lett. 21, 827–829 (1996).
51. A. T. O’Neil and M. J. Padgett, “Three-dimensional optical confinement of micron-sized metal particles and the
decoupling of the spin and orbital angular momentum within an optical spanner,” Opt. Commun. 185, 139–143
(2000).
52. V. Garcés-Chávez, K. Volke-Sepulveda, S. Chávez-Cerda, W. Sibbett, and K. Dholakia, “Transfer of orbital angular
momentum to an optically trapped low-index particle,” Phys. Rev. A 66, 063402 (2002).
53. R. J. Hernández, A. Mazzulla, A. Pane, K. Volke-Sepúlveda, and G. Cipparrone, “Attractive-repulsive dynamics on
light-responsive chiral microparticles induced by polarized tweezers,” Lab Chip 13, 459–467 (2013).
54. M. M. Burns, J.-M. Fournier, and J. A. Golovchenko, “Optical binding,” Phys. Rev. Lett. 63, 1233–1236 (1989).
55. M. M. Burns, J.-M. Fournier, and J. A. Golovchenko, “Optical matter: crystallization and binding in intense optical
fields,” Science 249, 749–754 (1990).
56. S. K. Mohanty, J. T. Andrews, and P. K. Gupta, “Optical binding between dielectric particles,” Opt. Express 12,
2746–2753 (2004).
57. V. Karásek, T. Čižmár, O. Brzobohaty`, P. Zemánek, V. Garcés-Chávez, and K. Dholakia, “Long-range one-dimensional
longitudinal optical binding,” Phys. Rev. Lett. 101, 143601 (2008).
58. V. Demergis and E.-L. Florin, “Ultrastrong optical binding of metallic nanoparticles,” Nanolett. 12, 5756–5760
(2012).
59. F. Schmidt, B. Liebchen, H. Löwen, and G. Volpe, “Light-controlled assembly of active colloidal molecules,” J.
Chem. Phys. 150, 094905 (2019).
60. L. P. Faucheux, L. S. Bourdieu, P. D. Kaplan, and A. J. Libchaber, “Optical thermal ratchet,” Phys. Rev. Lett. 74,
1504–1507 (1995).
61. B. A. Koss and D. G. Grier, “Optical peristalsis,” Appl. Phys. Lett. 82, 3985–3987 (2003).
62. S.-H. Lee, K. Ladavac, M. Polin, and D. G. Grier, “Observation of flux reversal in a symmetric optical thermal
ratchet,” Phys. Rev. Lett. 94, 110601 (2005).
63. A. V. Arzola, K. Volke-Sepúlveda, and J. L. Mateos, “Experimental control of transport and current reversals in a
deterministic optical rocking ratchet,” Phys. Rev. Lett. 106, 168104 (2011).
64. I. Buttinoni, G. Volpe, F. Kümmel, G. Volpe, and C. Bechinger, “Active Brownian motion tunable by light,” J. Phys.:
Condens. Matter 24, 284129 (2012).
65. G. Volpe, G. Volpe, and S. Gigan, “Brownian motion in a speckle light field: Tunable anomalous diffusion and
selective optical manipulation,” Sci. Rep. 4, 3936 (2014).
66. A. V. Arzola, M. Villasante-Barahona, K. Volke-Sepúlveda, P. Jákl, and P. Zemánek, “Omnidirectional transport in
fully reconfigurable two dimensional optical ratchets,” Phys. Rev. Lett. 118, 138002 (2017).
67. A. V. Arzola, L. Chvátal, P. Jákl, and P. Zemánek, “Spin to orbital light momentum conversion visualized by particle
trajectory,” Sci. Rep. 9, 4127 (2019).
68. P. Galajda and P. Ormos, “Complex micromachines produced and driven by light,” Appl. Phys. Lett. 78, 249–251
(2001).
69. M. E. J. Friese, H. Rubinsztein-Dunlop, J. Gold, P. Hagberg, and D. Hanstorp, “Optically driven micromachine
elements,” Appl. Phys. Lett. 78, 547–549 (2001).
70. S. Maruo, K. Ikuta, and H. Korogi, “Force-controllable, optically driven micromachines fabricated by single-step
two-photon microstereolithography,” J. Microelectromech. Syst. 12, 533–539 (2003).
71. J. Enger, M. Goksör, K. Ramser, P. Hagberg, and D. Hanstorp, “Optical tweezers applied to a microfluidic system,”
Lab Chip 4, 196–200 (2004).
72. S. L. Neale, M. P. MacDonald, K. Dholakia, and T. F. Krauss, “All-optical control of microfluidic components using
form birefringence,” Nat. Mater. 4, 530–533 (2005).
73. M. M. Wang, E. Tu, D. E. Raymond, J. M. Yang, H. Zhang, N. Hagen, B. Dees, E. M. Mercer, A. H. Forster,
I. Kariv, P. J. Marchand, and W. F. Butler, “Microfluidic sorting of mammalian cells by optical force switching,” Nat.
Biotechnol. 23, 83–87 (2005).
74. J. Leach, H. Mushfique, R. di Leonardo, M. Padgett, and J. Cooper, “An optically driven pump for microfluidics,”
Lab Chip 6, 735–739 (2006).
75. E. Eriksson, J. Enger, B. Nordlander, N. Erjavec, K. Ramser, M. Goksör, S. Hohmann, T. Nyström, and D. Hanstorp,
“A microfluidic system in combination with optical tweezers for analyzing rapid and reversible cytological alterations
in single cells upon environmental changes,” Lab Chip 7, 71–76 (2007).
76. X. Wang, S. Chen, M. Kong, Z. Wang, K. D. Costa, R. A. Li, and D. Sun, “Enhanced cell sorting and manipulation
with combined optical tweezer and microfluidic chip technologies,” Lab Chip 11, 3656–3662 (2011).
77. M. E. J. Friese, T. A. Nieminen, N. R. Heckenberg, and H. Rubinsztein-Dunlop, “Optical alignment and spinning of
laser-trapped microscopic particles,” Nature 394, 348–350 (1998).
78. A. T. O’Neil, I. MacVicar, L. Allen, and M. J. Padgett, “Intrinsic and extrinsic nature of the orbital angular momentum
of a light beam,” Phys. Rev. Lett. 88, 053601 (2002).
134
79. C. López-Mariscal, J. C. Gutiérrez-Vega, G. Milne, and K. Dholakia, “Orbital angular momentum transfer in helical
Mathieu beams,” Opt. Express 14, 4182–4187 (2006).
80. T. A. Nieminen, N. R. Heckenberg, and H. Rubinsztein-Dunlop, “Forces in optical tweezers with radially and
azimuthally polarized trapping beams,” Opt. Lett. 33, 122–124 (2008).
81. J. Baumgartl, M. Mazilu, and K. Dholakia, “Optically mediated particle clearing using Airy wavepackets,” Nat.
Photon. 2, 675–678 (2008).
82. E. Fällman and O. Axner, “Design for fully steerable dual-trap optical tweezers,” Appl. Opt. 36, 2107–2113 (1997).
83. K. Sasaki, M. Koshioka, H. Misawa, N. Kitamura, and H. Masuhara, “Pattern formation and flow control of fine
particles by laser-scanning micromanipulation,” Opt. Lett. 16, 1463–1465 (1991).
84. C.Mio, T. Gong, A. Terray, and D.W.M.Marr, “Design of a scanning laser optical trap for multiparticle manipulation,”
Rev. Sci. Instrumen. 71, 2196–2200 (2000).
85. F. Arai, K. Yoshikawa, T. Sakami, and T. Fukuda, “Synchronized laser micromanipulation of multiple targets along
each trajectory by single laser,” Appl. Phys. Lett. 85, 4301–4303 (2004).
86. L. Zaidouny, T. Bohlein, J. Roth, and C. Bechinger, “Periodic average structures of colloidal quasicrystals,” Soft
Matter 10, 8705–8710 (2014).
87. A. E. Chiou, W. Wang, G. J. Sonek, J. Hong, and M. W. Berns, “Interferometric optical tweezers,” Opt. Commun.
133, 7–10 (1997).
88. P. Zemánek, V. Karásek, and A. Sasso, “Optical forces acting on rayleigh particle placed into interference field,” Opt.
Commun. 240, 401–415 (2004).
M. P. MacDonald, L. Paterson, K. Volke-Sepulveda, J. Arlt, W. Sibbett, and K. Dholakia, “Creation and manipulation
of three-dimensional optically trapped structures,” Science 296, 1101–1103 (2002).
89. V. G. Shvedov, A. V. Rode, Y. V. Izdebskaya, A. S. Desyatnikov, W. Krolikowski, and Y. S. Kivshar, “Selective
trapping of multiple particles by volume speckle field,” Opt. Express 18, 3137–3142 (2010).
90. G. Volpe, L. Kurz, A. Callegari, G. Volpe, and S. Gigan, “Speckle optical tweezers: Micromanipulation with random
light fields,” Opt. Express 22, 18159–18167 (2014).
91. J. Liesener, M. Reicherter, T. Haist, and H. J. Tiziani, “Multi-functional optical tweezers using computer-generated
holograms,” Opt. Commun. 185, 77–82 (2000).
92. J. E. Curtis, B. A. Koss, and D. G. Grier, “Dynamic holographic optical tweezers,” Opt. Commun. 207, 169–175
(2002).
93. A. Jesacher, C. Maurer, A. Schwaighofer, S. Bernet, and M. Ritsch-Marte, “Full phase and amplitude control of
holographic optical tweezers with high efficiency,” Opt. Express 16, 4479–4486 (2008).
94. P. Jakl, A. V. Arzola, M. Siler, L. Chatal, K. Volke-Sepulveda, and P. Zemanek, “Optical sorting of nonspherical and
living microobjects in moving interference structures,” Opt. Express 22, 29746–29760 (2014).
95. J. Durnin, “Exact solutions for nondiffracting beams. i. the scalar theory,” J. Opt. Soc. Am. A 4, 651–654 (1987).
96. J. C. Gutiérrez-Vega, M. D. Iturbe-Castillo, and S. Chávez-Cerda, “Alternative formulation for invariant optical fields:
Mathieu beams,” Opt. Lett. 25, 1493–1495 (2000).
97. J. Arlt, V. Garcés-Chávez, W. Sibbett, and K. Dholakia, “Optical micromanipulation using a Bessel light beam,” Opt.
Commun. 197, 239–245 (2001).
98. M. A. Bandres, J. C. Gutiérrez-Vega, and S. Chávez-Cerda, “Parabolic nondiffracting optical wave fields,” Opt. Lett.
29, 44–46 (2004).
99. I. Golub, “Fresnel axicon,” Opt. Lett. 31, 1890–1892 (2006).
100. V. Arrizón, D. Sánchez-de La-Llave, U. Ruiz, and G. Méndez, “Efficient generation of an arbitrary nondiffracting
Bessel beam employing its phase modulation,” Opt. Lett. 34, 1456–1458 (2009).
101. R. J. Hernández-Hernández, R. A. Terborg, I. Ricardez-Vargas, and K. Volke-Sepúlveda, “Experimental generation
of Mathieu–Gauss beams with a phase-only spatial light modulator,” Appl. Opt. 49, 6903–6909 (2010).
102. A. S. Ostrovsky, C. Rickenstorff-Parrao, and V. Arrizón, “Generation of the “perfect” optical vortex using a
liquid-crystal spatial light modulator,” Opt. Lett. 38, 534–536 (2013).
103. P. A. M. Neto and H. M. Nussenzveig, “Theory of optical tweezers,” EPL (Europhys. Lett.) 50, 702–710 (2000).
104. A. Rohrbach, “Stiffness of optical traps: Quantitative agreement between experiment and electromagnetic theory,”
Phys. Rev. Lett. 95, 168102 (2005).
105. R. S. Dutra, N. B. Viana, P. A. M. Neto, and H. M. Nussenzveig, “Absolute calibration of forces in optical tweezers,”
Phys. Rev. A 90, 013825 (2014).
106. K. Berg-Sorensen and H. Flyvbjerg, “Power spectrum analysis for optical tweezers,” Rev. Sci. Instrumen. 75,
594–612 (2004).
107. L. Pérez García, J. Donlucas Pérez, G. Volpe, A. V. Arzola, and G. Volpe, “High-performance reconstruction of
microscopic force fields from Brownian trajectories,” Nat. Commun. 9, 5166 (2018).
108. I. Pérez Castillo, G. Volpe, L. Pérez García, and A. V. Arzola, “Bayesian inference for estimating parameters of
Brownian motion,” preparation (2019).
109. H. Risken, The Fokker-Planck equation (Springer, 1996).
110. D. Ryter and U. Deker, “Properties of the noise-induced "spurious" drift. I.” J. Math. Phys. 21, 2662–2665 (1980).
111. P. Wu, R. Huang, C. Tischer, A. Jonas, and E.-L. Florin, “Direct measurement of the nonconservative force field
generated by optical tweezers,” Phys. Rev. Lett. 103, 108101 (2009).
112. G. Volpe, L. Helden, T. Brettschneider, J. Wehr, and C. Bechinger, “Influence of noise on force measurements,”
Phys. Rev. Lett. 104, 170602 (2010).
135
113. T. Brettschneider, G. Volpe, L. Helden, J. Wehr, and C. Bechinger, “Force measurement in the presence of Brownian
noise: Equilibrium-distribution method versus drift method,” Phys. Rev. E 83, 041113 (2011).
114. A. W. C. Lau and T. C. Lubensky, “State-dependent diffusion: Thermodynamic consistency and its path integral
formulation,” Phys. Rev. E 76, 011123 (2007).
115. S. Hottovy, A. McDaniel, G. Volpe, and J. Wehr, “The Smoluchowski-Kramers limit of stochastic differential
equations with arbitrary state-dependent friction,” Commun. Math. Phys. 336, 1259–1283 (2015).
116. G. Volpe and J. Wehr, “Effective drifts in dynamical systems with multiplicative noise: A review of recent progress,”
Rep. Prog. Phys. 79, 053901 (2016).
117. R. Singh, D. Ghosh, and R. Adhikari, “Fast Bayesian inference of the multivariate Ornstein-Uhlenbeck process,”
Phys. Rev. E 98, 012136 (2018).
118. S. Türkcan, A. Alexandrou, and J.-B. Masson, “A Bayesian inference scheme to extract diffusivity and potential
fields from confined single-molecule trajectories.” Biophys. J. 102, 2288–2298 (2012).
119. M. U. Richly, S. Türkcan, A. Le Gall, N. Fiszman, J. Masson, N. Westbrook, K. Perronet, and A. Alexandrou,
“Calibrating optical tweezers with Bayesian inference,” Opt. Express 21, 31578–31590 (2013).
120. M. El Beheiry, S. Türkcan, M. U. Richly, A. Triller, A. Alexandrou, M. Dahan, and J.-B. Masson, “A primer on the
Bayesian approach to high-density single-molecule trajectories analysis,” Biophys. J. 110, 1209–1215 (2016).
121. S. Bera, S. Paul, R. Singh, D. Ghosh, A. Kundu, A. Banerjee, and R. Adhikari, “Fast Bayesian inference of optical
trap stiffness and particle diffusion,” Sci. Rep. 7, 41638 (2017).
122. G. Volpe and D. Petrov, “Torque detection using Brownian fluctuations,” Phys. Rev. Lett. 97, 210603 (2006).
123. G. Volpe, G. Volpe, and D. Petrov, “Brownian motion in a nonhomogeneous force field and photonic force
microscope,” Phys. Rev. E 76, 061118 (2007).
124. G. Pesce, G. Volpe, A. C. De Luca, G. Rusciano, and G. Volpe, “Quantitative assessment of non-conservative
radiation forces in an optical trap,” EPL (Europhys. Lett.) 86, 38002 (2009).
125. R. M. Simmons, J. T. Finer, S. Chu, and J. A. Spudich, “Quantitative measurements of force and displacement using
an optical trap,” Biophys. J. 70, 1813–1822 (1996).
126. S. F. Tolić-Nørrelykke, E. Schäffer, J. Howard, F. S. Pavone, F. J., and H. Flyvbjerg, “Calibration of optical tweezers
with positional detection in the back focal plane,” Rev. Sci. Instrumen. 77, 103101 (2006).
127. S. B. Smith, Y. Cui, and C. Bustamante, “Optical-trap force transducer that operates by direct measurement of light
momentum,” in Methods in enzymology, vol. 361 (Elsevier, 2003), pp. 134–162.
128. A. Farré and M. Montes-Usategui, “A force detection technique for single-beam optical traps based on direct
measurement of light momentum changes,” Opt. Express 18, 11955–11968 (2010).
129. G. Thalhammer, L. Obmascher, and M. Ritsch-Marte, “Direct measurement of axial optical forces,” Opt. Express
23, 6112–6129 (2015).
130. P. Young, Everything you wanted to know about data analysis and fitting but were afraid to ask (Springer, 2015).
131. P. J. Huber, Robust Statistics (Wiley, 1981).
132. K. Fogelmark, M. A. Lomholt, A. Irbäck, and T. Ambjörnsson, “Fitting a function to time-dependent ensemble
averaged data,” Sci. Rep. 8, 6984 (2018).
133. F. Ritort, “Single-molecule experiments in biological physics: Methods and applications,” J. Phys.: Condens. Matter
18, R531–R583 (2006).
134. A. A. Deniz, S. Mukhopadhyay, and E. A. Lemke, “Single-molecule biophysics: At the interface of biology, physics
and chemistry,” J. Royal Soc. Interfac. 5, 15–45 (2007).
135. K. C. Neuman, T. Lionnet, and J.-F. Allemand, “Single-molecule micromanipulation techniques,” Annu. Rev. Mater.
Res. 37, 33–67 (2007).
136. J. R. Moffitt, Y. R. Chemla, S. B. Smith, and C. Bustamante, “Recent advances in optical tweezers,” Annu. Rev.
Biochem. 77, 205–228 (2008).
137. K. C. Neuman and A. Nagy, “Single-molecule force spectroscopy: Optical tweezers, magnetic tweezers and atomic
force microscopy,” Nat. Methods 5, 491–505 (2008).
138. X. Zhang, L. Ma, and Y. Zhang, “High-resolution optical tweezers for single-molecule manipulation,” Yale J. Biol.
Med. 86, 367–383 (2013).
139. M. Capitanio and F. S. Pavone, “Interrogating biology with force: Single molecule high-resolution measurements
with optical tweezers,” Biophys. J. 105, 1293–1303 (2013).
140. H. Miller, Z. Zhou, J. Shepherd, A. J. M. Wollman, and M. C. Leake, “Single-molecule techniques in biophysics: A
review of the progress in methods and applications,” Rep. Prog. Phys. 81, 024601 (2017).
141. J. Camunas-Soler, M. Ribezzi-Crivellari, and F. Ritort, “Elastic properties of nucleic acids by single-molecule force
spectroscopy,” Annu. Rev. Biophys. 45, 65–84 (2016).
142. M. T. Woodside and S. M. Block, “Reconstructing folding energy landscapes by single-molecule force spectroscopy,”
Annu. Rev. Biophys. 43, 19–39 (2014).
143. J. Schönfelder, D. De Sancho, and R. Perez-Jimenez, “The power of force: Insights into the protein folding process
using single-molecule force spectroscopy,” J. Mol. Biol. 428, 4245–4257 (2016).
144. M. Manosas, J. Camunas-Soler, V. Croquette, and F. Ritort, “Single molecule high-throughput footprinting of small
and large DNA ligands,” Nat. Commun. 8, 304 (2017).
145. J. A. Spudich, S. E. Rice, R. S. Rock, T. J. Purcell, and H. M. Warrick, “Optical traps to study properties of molecular
motors,” Cold Spring Harb. Protoc. 2011, pdb–top066662 (2011).
136
146. F. Ritort, “Nonequilibrium fluctuations in small systems: From physics to biology,” Adv. Chem. Phys. 137, 31–123
(2008).
147. S. Ciliberto, “Experiments in stochastic thermodynamics: Short history and perspectives,” Phys. Rev. X 7, 021051
(2017).
148. R. Sarkar and V. V. Rybenkov, “A guide to magnetic tweezers and their applications,” Front. Phys. 4, 48 (2016).
149. J. Zlatanova, S. M. Lindsay, and S. H. Leuba, “Single molecule force spectroscopy in biology using the atomic force
microscope,” Prog. Biophys. Mol. Biol. 74, 37–61 (2000).
150. G. Sitters, D. Kamsma, G. Thalhammer, M. Ritsch-Marte, E. J. G. Peterman, and G. J. L. Wuite, “Acoustic force
spectroscopy,” Nat. Methods 12, 47–50 (2015).
151. F. Ruggeri, F. Zosel, N. Mutter, M. Różycka, M. Wojtas, A. Ożyhar, B. Schuler, and M. Krishnan, “Single-molecule
electrometry,” Nat. Nanotech. 12, 488–495 (2017).
152. A. M. Streets and Y. Huang, “Microfluidics for biological measurements with single-molecule resolution,” Curr.
Opn. Biotechnol. 25, 69–77 (2014).
153. T. Yanagida, Y. Ishii, and A. Ishijima, “Single-molecule measurements using microneedles,” in Single Molecule
Enzymology, (Springer, 2011), pp. 143–159.
154. E. Evans, K. Ritchie, and R. Merkel, “Sensitive force technique to probe molecular adhesion and structural linkages
at biological interfaces,” Biophys. J. 68, 2580–2587 (1995).
155. W. P. Wong and K. Halvorsen, “Massively parallel single-molecule manipulation using centrifugal force,” Biophys.
J. 100, L53–L55 (2011).
156. M. Ribezzi-Crivellari, J. M. Huguet, and F. Ritort, “Counter-propagating dual-trap optical tweezers based on linear
momentum conservation,” Rev. Sci. Instrumen. 84, 043104 (2013).
157. J. M. Huguet, “Statistical and thermodynamic properties of DNA unzipping experiments with optical tweezers,”
Ph.D. thesis, Universitat de Barcelona (2010).
158. U. di Parma, “Assemblies: Pipette Puller,” http://tweezerslab.unipr.it/cgi-bin/mt/
assemblies.pl/Show?_id=7c1b. Accessed: 2019-12-12.
159. P. Nelson, Biological physics (WH Freeman, New York, 2004).
160. I. Sela-Culang, V. Kunik, and Y. Ofran, “The structural basis of antibody-antigen recognition,” Front. Immunol. 4,
302 (2013).
161. C. E. Chivers, A. L. Koner, E. D. Lowe, and M. Howarth, “How the biotin–streptavidin interaction was made even
stronger: investigation via crystallography and a chimaeric tetramer,” Biochem. J. 435, 55–63 (2011).
162. F. Pincet and J. Husson, “The solution to the streptavidin-biotin paradox: the influence of history on the strength of
single molecular bonds,” Biophys. J. 89, 4374–4381 (2005).
163. N. Forns, S. de Lorenzo, M. Manosas, K. Hayashi, J. M. Huguet, and F. Ritort, “Improving signal/noise resolution
in single-molecule experiments using molecular constructs with short handles,” Biophys. J. 100, 1765–1774 (2011).
164. U. Seifert, “Stochastic thermodynamics, fluctuation theorems and molecular machines,” Rep. Prog. Phys. 75, 126001
(2012).
165. J. F. Marko and E. D. Siggia, “Stretching DNA,” Macromolecules 28, 8759–8770 (1995).
166. A. Alemany and F. Ritort, “Determination of the elastic properties of short ssDNA molecules by mechanically
folding and unfolding DNA hairpins,” Biopolymers 101, 1193–1199 (2014).
167. R. R. Sinden, DNA Structure and Function (Elsevier Science, 1994).
168. J. SantaLucia, “A unified view of polymer, dumbbell, and oligonucleotide DNA nearest-neighbor thermodynamics,”
Proc. Natl. Acad. Sci. 95, 1460–1465 (1998).
169. A. Marzo and B. W. Drinkwater, “Holographic acoustic tweezers,” Proc. Natl. Acad. Sci. 116, 84–89 (2019).
170. A. Candelli, G. J. L. Wuite, and E. J. G. Peterman, “Combining optical trapping, fluorescence microscopy and
micro-fluidics for single molecule studies of DNA–protein interactions,” Phys. Chem. Chem. Phys. 13, 7263–7272
(2011).
171. J. C. Cordova, D. K. Das, H. W. Manning, and M. J. Lang, “Combining single-molecule manipulation and
single-molecule detection,” Curr. Opn. Struct. Biol. 28, 142–148 (2014).
172. K. D. Whitley, M. J. Comstock, and Y. R. Chemla, “High-resolutio “Fleezers”: Dual-trap optical tweezers combined
with single-molecule fluorescence detection,” Methods Mol. Biol. pp. 183–256 (2017).
173. U. F. Keyser, B. N. Koeleman, S. Van Dorp, D. Krapf, R. M. M. Smeets, S. G. Lemay, N. H. Dekker, and C. Dekker,
“Direct force measurements on DNA in a solid-state nanopore,” Nat. Phys. 2, 473–477 (2006).
174. R. D. Bulushev, L. J. Steinbock, S. Khlybov, J. F. Steinbock, U. F. Keyser, and A. Radenovic, “Measurement of the
position-dependent electrophoretic force on DNA in a glass nanocapillary,” Nanolett. 14, 6606–6613 (2014).
175. A. Ashkin and J. M. Dziedzic, “Optical trapping and manipulation of viruses and bacteria,” Science 235, 1517–1520
(1987).
176. A. Ashkin, J. M. Dziedzic, and T. Yamane, “Optical trapping and manipulation of single cells using infrared laser
beams,” Nature 330, 769–771 (1987).
177. S. M. Block, D. F. Blair, and H. C. Berg, “Compliance of bacterial flagella measured with optical tweezers,” Nature
338, 514–518 (1989).
178. P. Roca-Cusachs, V. Conte, and X. Trepat, “Quantifying forces in cell biology,” Nat. Cell Biol. 19, 742–751 (2017).
179. F. Basoli, S. M. Giannitelli, P. Mozetic, M. Gori, A. Bonfanti, M. Trombetta, and A. Rainer, “Biomechanical
characterization at the cell scale: present and prospects,” Front. Physiol. 9, 1449 (2018).
137
180. D. J. Müller and Y. F. Dufrêne, “Force nanoscopy of living cells,” Curr. Biol, 21, R212–R216 (2011).
181. Y. F. Dufrêne and A. E. Pelling, “Force nanoscopy of cell mechanics and cell adhesion,” Nanoscale 5, 4094–4104
(2013).
182. S. Hormeno and J. R. Arias-Gonzalez, “Exploring mechanochemical processes in the cell with optical tweezers,”
Biol. Cell 98, 679–695 (2006).
183. I. Verdeny, A. Farré, J. Mas Soler, C. López Quesada, E. M. Badosa, and M. Montes Usategui, “Optical trapping: A
review of essential concepts,” Óptica Pura Apl. 44, 527–551 (2011).
184. C. Arbore, L. Perego, M. Sergides, and M. Capitanio, “Probing force in living cells with optical tweezers: From
single-molecule mechanics to cell mechanotransduction,” Biophys. Rev pp. 1–18 (2019).
185. D. Wirtz, “Particle-tracking microrheology of living cells: Principles and applications,” Annu. Rev. Biophys. 38,
301–326 (2009).
186. H. Shen, L. J. Tauzin, R. Baiyasi, W. Wang, N. Moringo, B. Shuang, and C. F. Landes, “Single particle tracking:
From theory to biophysical applications,” Chem. Rev. 117, 7331–7376 (2017).
187. U. S. Schwarz and J. R. D. Soiné, “Traction force microscopy on soft elastic substrates: A guide to recent
computational advances,” Biochimica Biophys. Acta 1853, 3095–3104 (2015).
188. H. Colin-York and M. Fritzsche, “The future of traction force microscopy,” Curr. Opn. Biomed. Eng. 5, 1–5 (2018).
189. A. Ferrari, “Recent technological advancements in traction force microscopy,” Biophys. Rev. 11, 679–681 (2019).
190. M. Puig-De-Morales, M. Grabulosa, J. Alcaraz, J. Mullol, G. N. Maksym, J. J. Fredberg, and D. Navajas,
“Measurement of cell microrheology by magnetic twisting cytometry with frequency domain demodulation,” J. Appl.
Physiol. 91, 1152–1159 (2001).
191. R. Sorkin, G. Bergamaschi, D. Kamsma, G. Brand, E. Dekel, Y. Ofir-Birin, A. Rudik, M. Gironella, F. Ritort,
N. Regev-Rudzki, W. H. Roos, and G. J. L. Wuite, “Probing cellular mechanics with acoustic force spectroscopy,”
Mol. Biol. Cell 29, 2005–2011 (2018).
192. L. M. Lee and A. P. Liu, “The application of micropipette aspiration in molecular mechanics of single cells,” J.
Nanotech. Eng. Med. 5, 040902 (2014).
193. T. Betz, M. Lenz, J.-F. Joanny, and C. Sykes, “ATP-dependent mechanics of red blood cells,” Proc. Natl. Acad. Sci.
106, 15320–15325 (2009).
194. H. Turlier, D. A. Fedosov, B. Audoly, T. Auth, N. S. Gov, C. Sykes, J.-F. Joanny, G. Gompper, and T. Betz,
“Equilibrium physics breakdown reveals the active nature of red blood cell flickering,” Nat. Phys. 12, 513–519 (2016).
195. A. Bosco, J. Camunas-Soler, and F. Ritort, “Elastic properties and secondary structure formation of single-stranded
DNA at monovalent and divalent salt conditions,” Nucleic Acids Res. 42, 2064–2074 (2013).
196. S. Piomelli and C. Seaman, “Mechanism of red blood cell aging: Relationship of cell density and cell age,” Am. J.
Hematol. 42, 46–52 (1993).
197. T. A. Waigh, “Advances in the microrheology of complex fluids,” Rep. Prog. Phys. 79, 074601 (2016).
198. R. B. Bird, R. C. Armstrong, and O. Hassager, Dynamics of polymeric liquids. Vol. 1: Fluid mechanics (John Wiley
& Sons, New York, 1987).
199. S. Fusco, A. Borzacchiello, L. Miccio, G. Pesce, G. Rusciano, A. Sasso, and P. A. Netti, “High frequency viscoelastic
behaviour of low molecular weight hyaluronic acid water solutions,” Biorheol. 44, 403–418 (2007).
200. G. Pesce, A. C. De Luca, G. Rusciano, P. A. Netti, S. Fusco, and A. Sasso, “Microrheology of complex fluids using
optical tweezers: A comparison with macrorheological measurements,” J. Opt. A Pure Appl. Opt. 11, 034016 (2009).
201. T. M. Squires and T. G. Mason, “Fluid mechanics of microrheology,” Annu. Rev. Fluid Mech. 42, 413–438 (2010).
202. M. Tassieri, R. M. L. Evans, R. L. Warren, N. J. Bailey, and J. M. Cooper, “Microrheology with optical tweezers:
data analysis,” New J. Phys. 14, 115032 (2012).
203. R. Kubo, “The fluctuation-dissipation theorem,” Rep. Prog. Phys. 29, 255–284 (1966).
204. N. Z.Handzy andA.Belmonte, “Oscillatory rise of bubbles inwormlikemicellar fluidswith differentmicrostructures,”
Phys. Rev. Lett. 92, 124501 (2004).
205. D. H. Everett, “Manual of symbols and terminology for physicochemical quantities and units, appendix II: Definitions,
terminology and symbols in colloid and surface chemistry,” Pure Appl. Chem. 31, 577–638 (1972).
206. M. E. Cates and S. J. Candau, “Statics and dynamics of worm-like surfactant micelles,” J. Phys.: Condens. Matter 2,
6869–6892 (1990).
207. M. Tassieri, F. Del Giudice, E. J. Robertson, N. Jain, B. Fries, R. Wilson, A. Glidle, F. Greco, P. A. Netti, P. L.
Maffettone, T. Bicanic, and C. J. M., “Microrheology with optical tweezers: Measuring the relative viscosity of
solutions “at a glance”,” Sci. Rep. 5, 8831 (2015).
208. R. G. Larson, The structure and rheology of complex fluids (Oxford University Press, New York, 1999).
209. B. Schnurr, F. Gittes, F. C. MacKintosh, and C. F. Schmidt, “Determining microscopic viscoelasticity in flexible
and semiflexible polymer networks from thermal fluctuations,” Macromolecules 30, 7781–7792 (1997).
210. K. Nishi, M. L. Kilfoil, C. F. Schmidt, and F. C. MacKintosh, “A symmetrical method to obtain shear moduli from
microrheology,” Soft Matter 14, 3716–3723 (2018).
211. L. G. Wilson and W. C. K. Poon, “Small-world rheology: An introduction to probe-based active microrheology,”
Phys. Chem. Chem. Phys. 13, 10617–10630 (2011).
212. D. Mizuno, D. A. Head, F. C. MacKintosh, and C. F. Schmidt, “Active and passive microrheology in equilibrium
and nonequilibrium systems,” Macromolecules 41, 7194–7202 (2008).
213. F. Gallet, D. Arcizet, P. Bohec, and A. Richert, “Power spectrum of out-of-equilibrium forces in living cells:
138
Amplitude and frequency dependence,” Soft Matter 5, 2947–2953 (2009).
214. J. R. Gomez-Solano, V. Blickle, and C. Bechinger, “Nucleation and growth of thermoreversible polymer gels,” Phys.
Rev. E 87, 012308 (2013).
215. P. Jop, J. R. Gomez-Solano, A. Petrosyan, and S. Ciliberto, “Experimental study of out-of-equilibrium fluctuations
in a colloidal suspension of laponite using optical traps,” J. Stat. Mech.: Theo. Exp. 2009, P04012 (2009).
216. N. Şenbil, M. Gruber, C. Zhang, M. Fuchs, and F. Scheffold, “Observation of strongly heterogeneous dynamics at
the depinning transition in a colloidal glass,” Phys. Rev. Lett. 122, 108002 (2019).
217. E. R. Dufresne, D. Altman, and D. G. Grier, “Brownian dynamics of a sphere between parallel walls,” EPL
(Europhys. Lett.) 53, 264–270 (2001).
218. G. M. Wang, R. Prabhakar, and E. M. Sevick, “Hydrodynamic mobility of an optically trapped colloidal particle
near fluid-fluid interfaces,” Phys. Rev. Lett. 103, 248303 (2009).
219. R. Shlomovitz, A. A. Evans, T. Boatwright, M. Dennin, and A. J. Levine, “Measurement of monolayer viscosity
using noncontact microrheology,” Phys. Rev. Lett. 110, 137802 (2013).
220. J. C. Crocker, M. T. Valentine, E. R. Weeks, T. Gisler, P. D. Kaplan, A. G. Yodh, and D. A. Weitz, “Two-point
microrheology of inhomogeneous soft materials,” Phys. Rev. Lett. 85, 888–891 (2000).
221. S. Paul, A. Kundu, and A. Banerjee, “Active microrheology to determine viscoelastic parameters of Stokes-Oldroyd
B fluids using optical tweezers,” J. Phys. Commun. 3, 035002 (2019).
222. C. D. Chapman and R. M. Robertson-Anderson, “Nonlinear microrheology reveals entanglement-driven molecular-
level viscoelasticity of concentrated DNA,” Phys. Rev. Lett. 113, 098303 (2014).
223. J. R. Gomez-Solano and C. Bechinger, “Transient dynamics of a colloidal particle driven through a viscoelastic
fluid,” New J. Phys. 17, 103032 (2015).
224. R. N. Zia, “Active and passive microrheology: Theory and simulation,” Ann. Rev. Fluid Mech. 50, 371–405 (2018).
225. J. K. G. Dhont, An introduction to dynamics of colloids (Elsevier, 1996).
226. W. Poon, “Colloids as big atoms,” Science 304, 830–831 (2004).
227. V. J. Anderson and H. N. W. Lekkerkerker, “Insights into phase transition kinetics from colloid science,” Nature
416, 811–815 (2002).
228. P. N. Pusey and W. Van Megen, “Phase behaviour of concentrated suspensions of nearly hard colloidal spheres,”
Nature 320, 340–342 (1986).
229. S. Auer and D. Frenkel, “Prediction of absolute crystal-nucleation rate in hard-sphere colloids,” Nature 409,
1020–1023 (2001).
230. M. S. Elliot, S. B. Haddon, and W. C. K. Poon, “Direct observation of pre-critical nuclei in a metastable hard-sphere
fluid,” J. Phys.: Condens. Matter 13, L553–L368 (2001).
231. U. Gasser, E. R. Weeks, A. Schofield, P. N. Pusey, and D. A. Weitz, “Real-space imaging of nucleation and growth
in colloidal crystallization,” Science 292, 258–262 (2001).
232. K. N. Pham, A. M. Puertas, J. Bergenholtz, S. U. Egelhaaf, A. Moussaıd, P. N. Pusey, A. B. Schofield, M. E. Cates,
M. Fuchs, and W. C. K. Poon, “Multiple glassy states in a simple model system,” Science 296, 104–106 (2002).
233. D. G. A. L. Aarts, M. Schmidt, and H. N. W. Lekkerkerker, “Direct visual observation of thermal capillary waves,”
Science 304, 847–850 (2004).
234. U. T. Gonzenbach, A. R. Studart, E. Tervoort, and L. J. Gauckler, “Ultrastable particle-stabilized foams,” Ang.
Chemie Int. Ed. 45, 3526–3530 (2006).
235. M. Zanini, C. Marschelke, S. E. Anachkov, E. Marini, A. Synytska, and L. Isa, “Universal emulsion stabilization
from the arrested adsorption of rough particles at liquid-liquid interfaces,” Nat. Commun. 8, 15701 (2017).
236. E. Dickinson and D. J. McClements, Advances in food colloids (Springer Science & Business Media, 1995).
237. D. Zerrouki, J. Baudry, D. Pine, P. Chaikin, and J. Bibette, “Chiral colloidal clusters,” Nature 455, 380–382 (2008).
238. J. D. Van der Waals, Over de Continuiteit van den Gas-en Vloeistoftoestand (Sijthoff, 1873).
239. V. Parsegian, Van der Waals forces: a handbook for biologists, chemists, engineers, and physicists (Cambridge
University Press, 2005).
240. M. B. McBride and P. Baveye, “Diffuse double-layer models, long-range forces, and ordering in clay colloids,” Soil
Sci. Soc. Am. J. 66, 1207–1217 (2002).
241. I. Popa, P. Sinha, M. Finessi, P. Maroni, G. Papastavrou, and M. Borkovec, “Importance of charge regulation in
attractive double-layer forces between dissimilar surfaces,” Phys. Rev. Lett. 104, 228301 (2010).
242. J. N. Israelachvili, Intermolecular and surface forces (Academic Press, 2015).
243. W. B. Russel, W. Russel, D. A. Saville, and W. R. Schowalter, Colloidal dispersions (Cambridge University Press,
1991).
244. W. A. Ducker, T. J. Senden, and R. M. Pashley, “Direct measurement of colloidal forces using an atomic force
microscope,” Nature 353, 239–241 (1991).
245. E. Dickinson, “Flocculation of protein-stabilized oil-in-water emulsions,” Colloids Surfaces B: Biointerfaces 81,
130–140 (2010).
246. B. P. Binks, Modern aspects of emulsion science (Royal Society of Chemistry, 2007).
247. Y. Cao, E. Dickinson, and D. J. Wedlock, “Creaming and flocculation in emulsions containing polysaccharide,”
Food Hydrocoll. 4, 185–195 (1990).
248. S. S. Moghaddam, M. R. A. Moghaddam, and M. Arami, “Coagulation/flocculation process for dye removal using
sludge from water treatment plant: optimization through response surface methodology,” J. Hazard. Mater. 175,
139
651–657 (2010).
249. J. Bratby, Coagulation and flocculation in water and wastewater treatment (IWA publishing, 2016).
250. S. Asakura and F. Oosawa, “On interaction between two bodies immersed in a solution of macromolecules,” J.
Chem. Phys. 22, 1255–1256 (1954).
251. J.-L. Barrat and J.-P. Hansen, Basic concepts for simple and complex liquids (Cambridge University Press, 2003).
252. D. Marenduzzo, K. Finan, and P. R. Cook, “The depletion attraction: An underappreciated force driving cellular
organization,” J. Cell. Biol. 175, 681–686 (2006).
253. P. G. de Gennes, “Polymer solutions near an interface. adsorption and depletion layers,” Macromolecules 14,
1637–1644 (1981).
254. F. Oosawa and S. Asakura, “Surface tension of high-polymer solutions,” J. Chem. Phys. 22, 1255–1255 (1954).
255. M. E. Fisher and P. G. de Gennes, “Phenomena at the walls in a critical binary mixture.” C. R. Acad. Sci. Paris B
287, 207–209 (1978).
256. A. Gambassi, “The Casimir effect: From quantum to critical fluctuations,” J. Phys.: Conf. Ser. 161, 012037 (2009).
257. A. Gambassi and S. Dietrich, “Critical Casimir forces steered by patterned substrates,” Soft Matter 7, 1247–1253
(2011).
258. H. B. G. Casimir, “On the attraction between two perfectly conducting plates,” Proc. K. Ned. Akad. Wet 51, 793–795
(1948).
259. C. Hertlein, L. Helden, A. Gambassi, S. Dietrich, and C. Bechinger, “Direct measurement of critical Casimir forces,”
Nature 451, 172–175 (2008).
260. S. Paladugu, A. Callegari, Y. Tuna, L. Barth, S. Dietrich, A. Gambassi, and G. Volpe, “Nonadditivity of critical
Casimir forces,” Nat. Commun. 7, 11403 (2016).
261. D. Bonn, J. Otwinowski, S. Sacanna, H. Guo, G. Wegdam, and P. Schall, “Direct observation of colloidal aggregation
by critical Casimir forces,” Phys. Rev. Lett. 103, 156101 (2009).
262. R. Piazza, S. Buzzaccaro, A. Parola, and J. Colombo, “When depletion goes critical,” J. Phys.: Condens. Matter 23,
194114 (2011).
263. A. Magazzù, A. Callegari, J. P. Staforelli, A. Gambassi, S. Dietrich, and G. Volpe, “Controlling the dynamics of
colloidal particles by critical Casimir forces,” Soft matter 15, 2152–2162 (2019).
264. F. Soyka, O. Zvyagolskaya, C. Hertlein, L. Helden, and C. Bechinger, “Critical Casimir forces in colloidal
suspensions on chemically patterned surfaces,” Phys. Rev. Lett. 101, 208301 (2008).
265. U. Nellen, L. Helden, and C. Bechinger, “Tunability of critical Casimir interactions by boundary conditions,” EPL
(Europhys. Lett.) 88, 26001 (2009).
266. D. G. Grier, “Optical tweezers in colloid and interface science,” Curr. Opn. Colloid Interface Sci. 2, 264–270 (1997).
267. G. Pesce, G. Rusciano, and A. Sasso, “Blinking optical tweezers for microrheology measurements of weak elasticity
complex fluids,” Opt. Express 18, 2116–2126 (2010).
268. G. Pesce, G. Volpe, G. Volpe, and A. Sasso, “Long-term influence of fluid inertia on the diffusion of a Brownian
particle,” Phys. Rev. E 90, 042309 (2014).
269. C. A. Grattoni, R. A. Dawe, C. Y. Seah, and J. D. Gray, “Lower critical solution coexistence curve and physical
properties (density, viscosity, surface tension, and interfacial tension) of 2,6-lutidine+water,” J. Chem. Eng. Data 38,
516–519 (1993).
270. A. Gambassi, A. Maciołek, C. Hertlein, U. Nellen, L. Helden, C. Bechinger, and S. Dietrich, “Critical Casimir
effect in classical binary liquid mixtures,” Phys. Rev. E 80, 061143 (2009).
271. J. C. Crocker and D. G. Grier, “Methods of digital video microscopy for colloidal studies,” J. Colloid Interface Sci.
179, 298–310 (1996).
272. O. Vasilyev, A. Gambassi, A. Maciołek, and S. Dietrich, “Monte Carlo simulation results for critical Casimir forces,”
EPL (Europhys. Lett.) 80, 60009 (2007).
273. O. Vasilyev, A. Gambassi, A. Maciołek, and S. Dietrich, “Universal scaling functions of critical Casimir forces
obtained by Monte Carlo simulations,” Phys. Rev. E 79, 041142 (2009).
274. M. Hasenbusch, “Thermodynamic Casimir effect: Universality and corrections to scaling,” Phys. Rev. B 85, 174421
(2012).
275. G. K. Batchelor, “Brownian diffusion of particles with hydrodynamic interaction,” J. Fluid Mech. 74, 1–29 (1976).
276. J. C. Clunie and J. K. Baird, “Interdiffusion coefficient and dynamic viscosity for the mixture 2,6-lutidine+water
near the lower consolute point,” Phys. Chem. Liq. 37, 357–371 (1999).
277. E. Marino, T. E. Kodger, J. B. ten Hove, A. H. Velders, and P. Schall, “Assembling quantum dots via critical Casimir
forces,” Sol. Energy Mater. Sol. Cells 158, 154–159 (2016).
278. T. A. Nguyen, A. Newton, D. J. Kraft, P. G. Bolhuis, and P. Schall, “Tuning patchy bonds induced by critical Casimir
forces,” Materials 10, 1265 (2017).
279. F. Schmidt, A. Magazzù, A. Callegari, L. Biancofiore, F. Cichos, and G. Volpe, “Microscopic engine powered by
critical demixing,” Phys. Rev. Lett. 120, 068004 (2018).
280. L. Beguin, A. Vernier, R. Chicireanu, T. Lahaye, and A. Browaeys, “Direct measurement of the van der Waals
interaction between two Rydberg atoms,” Phys. Rev. Lett. 110, 263201 (2013).
281. L. M. Woods, D. A. R. Dalvit, A. Tkatchenko, P. Rodriguez-Lopez, A. W. Rodriguez, and R. Podgornik, “Materials
perspective on Casimir and van der Waals interactions,” Rev. Mod. Phys. 88, 045003 (2016).
282. L. Cademartiri and K. J. M. Bishop, “Programmable self-assembly,” Nat. Mater. 14, 2–9 (2014).
140
283. A. Simon and A. Libchaber, “Escape and synchronization of a Brownian particle,” Phys. Rev. Lett. 68, 3375–3379
(1992).
284. L. I. McCann, M. Dykman, and B. Golding, “Thermally activated transitions in a bistable three-dimensional optical
trap,” Nature 402, 785–787 (1999).
285. H. A. Kramers, “Brownian motion in a field of force and the diffusion model of chemical reactions,” Physica 7,
284–304 (1940).
286. R. Landauer and J. A. Swanson, “Frequency factors in the thermally activated process,” Phys. Rev. 121, 1668–1674
(1961).
287. A. Zehtabi-Oskuie, H. Jiang, B. R. Cyr, D. W. Rennehan, A. A. Al-Balushi, and R. Gordon, “Double nanohole
optical trapping: dynamics and protein-antibody co-trapping,” Lab Chip 13, 2563–2568 (2013).
288. A. Curran, M. P. Lee, M. J. Padgett, J. M. Cooper, and R. Di Leonardo, “Partial synchronization of stochastic
oscillators through hydrodynamic coupling,” Phys. Rev. Lett. 108, 240601 (2012).
289. Y. Seol, D. L. Stein, and K. Visscher, “Phase measurements of barrier crossings in a periodically modulated
double-well potential,” Phys. Rev. Lett. 103, 050601 (2009).
290. H. B. Callen and T. A. Welton, “Irreversibility and generalized noise,” Phys. Rev. 83, 34–40 (1951).
291. U. M. B. Marconi, A. Puglisi, L. Rondoni, and A. Vulpiani, “Fluctuation–dissipation: response theory in statistical
physics,” Phys. Rep. 461, 111–195 (2008).
292. R. Chetrite, G. Falkovich, and K. Gawedzki, “Fluctuation relations in simple examples of non-equilibrium steady
states,” J. Stat. Mech.: Theo. Exp. 2008, P08005 (2008).
293. V. Blickle, T. Speck, C. Lutz, U. Seifert, and C. Bechinger, “Einstein relation generalized to nonequilibrium,” Phys.
Rev. Lett. 98, 210601 (2007).
294. S. Toyabe, H.-R. Jiang, T. Nakamura, Y. Murayama, and M. Sano, “Experimental test of a new equality: Measuring
heat dissipation in an optically driven colloidal system,” Phys. Rev. E 75, 011122 (2007).
295. S. Toyabe and M. Sano, “Energy dissipation of a Brownian particle in a viscoelastic fluid,” Phys. Rev. E 77, 041403
(2008).
296. J. R. Gomez-Solano, A. Petrosyan, and S. Ciliberto, “Fluctuations, linear response and heat flux of an aging system,”
EPL (Europhys. Lett.) 98, 10007 (2012).
297. P. Bohec, F. Gallet, C. Maes, S. Safaverdi, P. Visco, and F. Van Wijland, “Probing active forces via a fluctuation-
dissipation relation: Application to living cells,” EPL (Europhys. Lett.) 102, 50005 (2013).
298. L. P. Faucheux, G. Stolovitzky, and A. Libchaber, “Periodic forcing of a Brownian particle,” Phys. Rev. E 51,
5239–5250 (1995).
299. J. R. Gomez-Solano, A. Petrosyan, S. Ciliberto, R. Chetrite, and K. Gawe˛dzki, “Experimental verification of a
modified fluctuation-dissipation relation for a micron-sized particle in a nonequilibrium steady state,” Phys. Rev. Lett.
103, 040601 (2009).
300. J. R. Gomez-Solano, A. Petrosyan, S. Ciliberto, and C. Maes, “Fluctuations and response in a non-equilibrium
micron-sized system,” J. Stat. Mech.: Theo. Exp. 2011, P01008 (2011).
301. V. Blickle, T. Speck, U. Seifert, and C. Bechinger, “Characterizing potentials by a generalized Boltzmann factor,”
Phys. Rev. E 75, 060101 (2007).
302. S. Ciliberto, R. Gomez-Solano, and A. Petrosyan, “Fluctuations, linear response, and currents in out-of-equilibrium
systems,” Annu. Rev. Condens. Matter Phys. 4, 235–261 (2013).
303. K. Sekimoto, “Langevin equation and thermodynamics,” Prog. Theo. Phys. Suppl. 130, 17–27 (1998).
304. K. Sekimoto, Stochastic energetics (Springer, 2010).
305. G. M. Wang, E. M. Sevick, E. Mittag, D. J. Searles, and D. J. Evans, “Experimental demonstration of violations of
the second law of thermodynamics for small systems and short time scales,” Phys. Rev. Lett. 89, 050601 (2002).
306. U. Seifert, “Entropy production along a stochastic trajectory and an integral fluctuation theorem,” Phys. Rev. Lett.
95, 040602 (2005).
307. C. Jarzynski, “Nonequilibrium equality for free energy differences,” Phys. Rev. Lett. 78, 2690–2693 (1997).
308. G. E. Crooks, “Entropy production fluctuation theorem and the nonequilibrium work relation for free energy
differences,” Phys. Rev. E 60, 2721–2726 (1999).
309. S. Carnot, “Réflexions sur la puissance motrice du feu et sur les machines propres à développer cette puissance,” in
Annales scientifiques de l’École Normale Supérieure, vol. 1 (1824), pp. 393–457.
310. C. B. Vining, “An inconvenient truth about thermoelectrics,” Nat. Mater. 8, 83–85 (2009).
311. I. I. Novikov, “The efficiency of atomic power stations (a review),” J. Nucl. Energy 7, 125–128 (1958).
312. F. L. Curzon and B. Ahlborn, “Efficiency of a Carnot engine at maximum power output,” Am. J. Phys. 43, 22–24
(1975).
313. A. Calvo Hernández, J. M. M. Roco, A. Medina, and N. Sánchez-Salas, “Heat engines and the Curzon-Ahlborn
efficiency,” Revista Mexicana de Física 60, 384–389 (2014).
314. V. Blickle and C. Bechinger, “Realization of a micrometre-sized stochastic heat engine,” Nat. Phys. 8, 143–146
(2012).
315. P. A. Quinto-Su, “A microscopic steam engine implemented in an optical tweezer,” Nat. Commun. 5, 5889 (2014).
316. I. A. Martínez, É. Roldán, J. M. R. Parrondo, and D. Petrov, “Effective heating to several thousand kelvins of an
optically trapped sphere in a liquid,” Phys. Rev. E 87, 032159 (2013).
317. J. R. Gomez-Solano, L. Bellon, A. Petrosyan, and S. Ciliberto, “Steady-state fluctuation relations for systems driven
141
by an external random force,” EPL (Europhys. Lett.) 89, 60003 (2010).
318. A. Bérut, A. Petrosyan, and S. Ciliberto, “Energy flow between two hydrodynamically coupled particles kept at
different effective temperatures,” EPL (Europhys. Lett.) 107, 60004 (2014).
319. I. A. Martínez, É. Roldán, L. Dinis, D. Petrov, and R. A. Rica, “Adiabatic processes realized with a trapped Brownian
particle,” Phys. Rev. Lett. 114, 120601 (2015).
320. I. A. Martínez, É. Roldán, L. Dinis, D. Petrov, J. M. R. Parrondo, and R. A. Rica, “Brownian Carnot engine,” Nat.
Phys. 12, 67–70 (2016).
321. T. Schmiedl and U. Seifert, “Efficiency at maximum power: An analytically solvable model for stochastic heat
engines,” EPL (Europhys. Lett.) 81, 20003 (2007).
322. J. C. Maxwell, Theory of Heat, Text-books of science (Longmans, 1871).
323. L. Szilard, “Über die Entropieverminderung in einem thermodynamischen System bei Eingriffen intelligenter
Wesen,” Zeit. Physik 53, 840–856 (1929).
324. L. Brillouin, “Maxwell’s demon cannot operate: Information and entropy. i,” J. Appl. Phys. 22, 334–337 (1951).
325. R. Landauer, “Irreversibility and heat generation in the computing process,” IBM J. Res. Dev. 5, 183–191 (1961).
326. C. H. Bennett, “The thermodynamics of computation: A review,” Int. J. Th. Phys. 21, 905–940 (1982).
327. T. Sagawa and M. Ueda, “Second law of thermodynamics with discrete quantum feedback control,” Phys. Rev. Lett.
100, 080403 (2008).
328. T. Sagawa, “Thermodynamics of information processing in small systems,” Prog. Theo. Phys. 127, 1–56 (2012).
329. S. Toyabe, T. Sagawa, M. Ueda, E. Muneyuki, and M. Sano, “Experimental demonstration of information-to-energy
conversion and validation of the generalized Jarzynski equality,” Nat. Phys. 6, 988–992 (2010).
330. T. Sagawa and M. Ueda, “Minimal energy cost for thermodynamic information processing: measurement and
information erasure,” Phys. Rev. Lett. 102, 250602 (2009).
331. É. Roldán, I. A. Martinez, J. M. R. Parrondo, and D. Petrov, “Universal features in the energetics of symmetry
breaking,” Nat. Phys. 10, 457–461 (2014).
332. M. Ribezzi-Crivellari and F. Ritort, “Large work extraction and the Landauer limit in a continuous Maxwell demon,”
Nat. Phys. 15, 660–664 (2019).
333. R. Di Leonardo, A. Búzás, L. Kelemen, G. Vizsnyiczai, L. Oroszi, and P. Ormos, “Hydrodynamic synchronization
of light driven microrotors,” Phys. Rev. Lett. 109, 034104 (2012).
334. R. Lhermerout, N. Bruot, G. M. Cicuta, J. Kotar, and P. Cicuta, “Collective synchronization states in arrays of
driven colloidal oscillators,” New J. Phys. 14, 105023 (2012).
335. N. Koumakis and R. Di Leonardo, “Stochastic hydrodynamic synchronization in rotating energy landscapes,” Phys.
Rev. Lett. 110, 174103 (2013).
336. J. Kotar, L. Debono, N. Bruot, S. Box, D. Phillips, S. Simpson, S. Hanna, and P. Cicuta, “Optimal hydrodynamic
synchronization of colloidal rotors,” Phys. Rev. Lett. 111, 228103 (2013).
337. C. Bechinger, R. Di Leonardo, H. Löwen, C. Reichhardt, G. Volpe, and G. Volpe, “Active particles in complex and
crowded environments,” Rev. Mod. Phys. 88, 045006 (2016).
338. F. Cihos, K. Gustavsson, B. Mehlig, and G. Volpe, “Machine learning for active matter,” Nat. Mach. Intell. 2,
94–103 (2020).
339. A. Argun, A.-R. Moradi, E. Pinçe, G. B. Bagci, A. Imparato, and G. Volpe, “Non-boltzmann stationary distributions
and nonequilibrium relations in active baths,” Phys. Rev. E 94, 062150 (2016).
340. K. Mangold, P. Leiderer, and C. Bechinger, “Phase transitions of colloidal monolayers in periodic pinning arrays,”
Phys. Rev. Lett. 90, 158302 (2003).
341. A. Yethiraj, “Tunable colloids: Control of colloidal phase transitions with tunable interactions,” Soft Matter 3,
1099–1115 (2007).
342. L. Zaidouny, T. Bohlein, R. Roth, and C. Bechinger, “Light-induced phase transitions of colloidal monolayers with
crystalline order,” Soft Matter 9, 9230–9236 (2013).
343. A. N. Rubinov, “Physical grounds for biological effect of laser radiation,” J. Phys. D: Appl. Phys. 36, 2317 (2003).
344. M. P. MacDonald, L. Paterson, W. Sibbett, K. Dholakia, and P. E. Bryant, “Trapping and manipulation of low-index
particles in a two-dimensional interferometric optical trap,” Opt. Lett. 26, 863–865 (2001).
345. A. V. Arzola, K. Volke-Sepulveda, and J. L. Mateos, “Dynamical analysis of an optical rocking ratchet: Theory and
experiment,” Phys. Rev. E 87, 062910 (2013).
346. S. Bianchi, R. Pruner, G. Vizsnyiczai, C. Maggi, and R. Di Leonardo, “Active dynamics of colloidal particles in
time-varying laser speckle patterns,” Sci. Rep. 6, 27681 (2016).
347. A. V. Arzola, K. Volke-Sepúlveda, and J. L. Mateos, “Force mapping of an extended light pattern in an inclined
plane: Deterministic regime,” Opt. Express 17, 3429–3440 (2009).
348. J. Arlt, M. MacDonald, L. Paterson, W. Sibbett, K. Dholakia, and K. Volke-Sepulveda, “Moving interference
patterns created using the angular Doppler-effect,” Opt. Express 10, 844–852 (2002).
349. M. Šiler, T. Čižmár, A. Jonáš, and P. Zemánek, “Surface delivery of a single nanoparticle under moving evanescent
standing-wave illumination,” New J. Phys. 10, 113010 (2008).
350. C. Bechinger, M. Brunner, and P. Leiderer, “Phase behavior of two-dimensional colloidal systems in the presence of
periodic light fields,” Phys. Rev. Lett. 86, 930–933 (2001).
351. M. Brunner and C. Bechinger, “Phase behavior of colloidal molecular crystals on triangular light lattices,” Phys.
Rev. Lett. 88, 248302 (2002).
142
352. J. Baumgartl, M. Zvyagolskaya, and C. Bechinger, “Tailoring of phononic band structures in colloidal crystals,”
Phys. Rev. Lett. 99, 205503 (2007).
353. E. Schonbrun, R. Piestun, P. Jordan, J. Cooper, K. D. Wulff, J. Courtial, and M. Padgett, “3d interferometric optical
tweezers using a single spatial light modulator,” Opt. Express 13, 3777–3786 (2005).
354. J. Mikhael, J. Roth, L. Helden, and C. Bechinger, “Archimedean-like tiling on decagonal quasicrystalline surfaces,”
Nature 454, 501–504 (2008).
355. J. Mikhael, M. Schmiedeberg, S. Rausch, J. Roth, H. Stark, and C. Bechinger, “Proliferation of anomalous
symmetries in colloidal monolayers subjected to quasiperiodic light fields,” Proc. Natl. Acad. Sci. 107, 7214–7218
(2010).
356. K. Volke-Sepúlveda, S. Chávez-Cerda, V. Garcés-Chávez, and K. Dholakia, “Three-dimensional optical forces and
transfer of orbital angular momentum from multiringed light beams to spherical microparticles,” J. Opt. Soc. Am. B
21, 1749–1757 (2004).
357. T. Čižmár, V. Garcés-Chávez, K. Dholakia, and P. Zemánek, “Optical conveyor belt for delivery of submicron
objects,” Appl. Phys. Lett. 86, 174101 (2005).
358. G. Milne, K. Dholakia, D. McGloin, K. Volke-Sepulveda, and P. Zemánek, “Transverse particle dynamics in a
Bessel beam,” Opt. Express 15, 13972–13987 (2007).
359. L. Paterson, E. Papagiakoumou, G. Milne, V. Garcés-Chávez, S. A. Tatarkova, W. Sibbett, F. J. Gunn-Moore, P. E.
Bryant, A. C. Riches, and K. Dholakia, “Light-induced cell separation in a tailored optical landscape,” Appl. Phys.
Lett. 87, 123901 (2005).
360. S. A. Tatarkova, W. Sibbett, and K. Dholakia, “Brownian particle in an optical potential of the washboard type,”
Phys. Rev. Lett. 91, 038101 (2003).
361. P. Hänggi and F. Marchesoni, “Artificial Brownian motors: Controlling transport on the nanoscale,” Rev. Mod.
Phys. 81, 387–442 (2009).
362. J. Bewerunge and S. U. Egelhaaf, “Experimental creation and characterization of random potential-energy landscapes
exploiting speckle patterns,” Phys. Rev. A 93, 013806 (2016).
363. P. Reimann, “Brownian motors: Noisy transport far from equilibrium,” Phys. Rep. 361, 57–265 (2002).
364. B. A. Garetz and S. Arnold, “Variable frequency shifting of circularly polarized laser radiation via a rotating
half-wave retardation plate,” Opt. Commun. 31, 1–3 (1979).
365. B. A. Garetz, “Angular Doppler effect,” J. Opt. Soc. Am. 71, 609–611 (1981).
366. L. Paterson, M. P. MacDonald, J. Arlt, W. Sibbett, P. E. Bryant, and K. Dholakia, “Controlled rotation of optically
trapped microscopic particles,” Science 292, 912–914 (2001).
367. T. Čižmár, M. Šiler, and P. Zemánek, “An optical nanotrap array movable over a milimetre range,” Appl. Phys. B 84,
197–203 (2006).
368. T. Čižmár, O. Brzobohaty`, K. Dholakia, and P. Zemánek, “The holographic optical micro-manipulation system
based on counter-propagating beams,” Laser Phys. Lett. 8, 50 (2010).
369. D. B. Ruffner and D. G. Grier, “Optical conveyors: A class of active tractor beams,” Phys. Rev. Lett. 109, 163903
(2012).
370. Y. Roichman, V. Wong, and D. G. Grier, “Colloidal transport through optical tweezer arrays,” Phys. Rev. E 75,
011407 (2007).
371. K. Dholakia, W. M. Lee, L. Paterson, M. P. MacDonald, R. McDonald, I. Andreev, P. Mthunzi, C. T. A. Brown,
R. F. Marchington, and A. C. Riches, “Optical separation of cells on potential energy landscapes: Enhancement with
dielectric tagging,” IEEE J. Sel. Top. Quant. El. 13, 1646–1654 (2007).
372. P. T. Korda, M. B. Taylor, and D. G. Grier, “Kinetically locked-in colloidal transport in an array of optical tweezers,”
Phys. Rev. Lett. 89, 128301 (2002).
373. K. Ladavac, K. Kasza, and D. G. Grier, “Sorting mesoscopic objects with periodic potential landscapes: Optical
fractionation,” Phys. Rev. E 70, 010901 (2004).
374. R. Dasgupta, R. S. Verma, and P. K. Gupta, “Microfluidic sorting with blinking optical traps,” Opt. Lett. 37,
1739–1741 (2012).
375. A. Libal, C. Reichhardt, B. Janko, and C. J. O. Reichhardt, “Dynamics, rectification, and fractionation for colloids
on flashing substrates,” Phys. Rev. Lett. 96, 188301 (2006).
376. S.-H. Lee and D. G. Grier, “One-dimensional optical thermal ratchets,” J. Phys. Condens. Matter 17, S3685–S3695
(2005).
377. K. Xiao, Y. Roichman, and D. G. Grier, “Two-dimensional optical thermal ratchets based on Fibonacci spirals,”
Phys. Rev. E 84, 011131 (2011).
378. R. León-Montiel and P. A. Quinto-Su, “Noise-enabled optical ratchets,” Sci. Rep. 7, 44287 (2017).
379. T. Imasaka, Y. Kawabata, T. Kaneta, and Y. Ishidzu, “Optical chromatography,” Anal. Chem. 67, 1763–1765 (1995).
380. S. J. Hart and A. V. Terray, “Refractive-index-driven separation of colloidal polymer particles using optical
chromatography,” Appl. Phys. Lett. 83, 5316–5318 (2003).
381. P. Jákl, T. Čižmár, M. Šerý, and P. Zemánek, “Static optical sorting in a laser interference field,” Appl. Phys. Lett.
92, 161110 (2008).
382. R. F. Marchington, M. Mazilu, S. Kuriakose, V. Garcés-Chávez, P. J. Reece, T. F. Krauss, M. Gu, and K. Dholakia,
“Optical deflection and sorting of microparticles in a near-field optical geometry,” Opt. Express 16, 3712–3726
(2008).
143
383. M. Šiler, T. Čižmár, M. Šery`, and P. Zemánek, “Optical forces generated by evanescent standing waves and their
usage for sub-micron particle delivery,” Appl. Phys. B 84, 157–165 (2006).
384. D. Erickson, X. Serey, Y.-F. Chen, and S. Mandal, “Nanomanipulation using near field photonics,” Lab Chip 11,
995–1009 (2011).
385. O. Brzobohaty`, V. Karásek, M. Šiler, L. Chvátal, T. Čižmár, and P. Zemánek, “Experimental demonstration of
optical transport, sorting and self-arrangement using a ’tractor’ beam,” Nat. Photon. 7, 123–127 (2013).
386. G. Tkachenko and E. Brasselet, “Optofluidic sorting of material chirality by chiral light,” Nat. Commun. 5, 3577
(2014).
387. A. Hayat, J. P. B. Mueller, and F. Capasso, “Lateral chirality-sorting optical forces,” Proc. Natl. Acad. Sci. 112,
13190–13194 (2015).
388. X. Cao, E. Panizon, A. Vanossi, N. Manini, and C. Bechinger, “Orientational and directional locking of colloidal
clusters driven across periodic surfaces,” Nat. Phys. 15, 776–780 (2019).
389. T. Brazda, A. Silva, N. Manini, A. Vanossi, R. Guerra, E. Tosatti, and C. Bechinger, “Experimental observation of
the Aubry transition in two-dimensional colloidal monolayers,” Phys. Rev. X 8, 011050 (2018).
390. T. Bohlein and C. Bechinger, “Experimental observation of directional locking and dynamical ordering of colloidal
monolayers driven across quasiperiodic substrates,” Phys. Rev. Lett. 109, 058301 (2012).
391. T. Bohlein, J. Mikhael, and C. Bechinger, “Observation of kinks and antikinks in colloidal monolayers driven across
ordered surfaces,” Nat. Mater. 11, 126–130 (2012).
392. A. Lehmuskero, P. Johansson, H. Rubinsztein-Dunlop, L. Tong, and M. Kall, “Laser trapping of colloidal metal
nanoparticles,” ACS Nano 9, 3453–3469 (2015).
393. M. Righini, A. S. Zelenina, C. Girard, and R. Quidant, “Parallel and selective trapping in a patterned plasmonic
landscape,” Nat. Phys. 3, 477–480 (2007).
394. M. Righini, G. Volpe, C. Girard, D. Petrov, and R. Quidant, “Surface plasmon optical tweezers: Tunable optical
manipulation in the femtonewton range,” Phys. Rev. Lett. 100, 186804 (2008).
395. T. Shoji and Y. Tsuboi, “Plasmonic optical tweezers toward molecular manipulation: tailoring plasmonic nanostruc-
ture, light source, and resonant trapping,” J. Phys. Chem. Lett. 5, 2957–2967 (2014).
396. P. Y. Chiou, A. T. Ohta, and M. C. Wu, “Massively parallel manipulation of single cells and microparticles using
optical images,” Nature 436, 370–372 (2005).
397. L. Lin, X. Peng, X. Wei, Z. Mao, C. Xie, and Y. Zheng, “Thermophoretic tweezers for low-power and versatile
manipulation of biological cells,” ACS Nano 11, 3147–3154 (2017).
398. J. Li, L. Lin, Y. Inoue, and Y. Zheng, “Opto-thermophoretic tweezers and assembly,” J. Micro Nano-Manufacturing
6, 040801 (2018).
399. J. Shi, D. Ahmed, X. Mao, S.-C. S. Lin, A. Lawit, and T. J. Huang, “Acoustic tweezers: patterning cells and
microparticles using standing surface acoustic waves (SSAW),” Lab Chip 9, 2890–2895 (2009).
400. J. Friend and L. Y. Yeo, “Microscale acoustofluidics: Microfluidics driven via acoustics and ultrasonics,” Rev. Mod.
Phys. 83, 647–704 (2011).
401. D. Baresch, J.-L. Thomas, and R. Marchiano, “Observation of a single-beam gradient force acoustical trap for
elastic particles: acoustical tweezers,” Phys. Rev. Lett. 116, 024301 (2016).
402. P. Zemánek, G. Volpe, A. Jonáš, and O. Brzobohaty`, “Perspective on light-induced transport of particles: from
optical forces to phoretic motion,” Adv. Opt. Photon. 11, 577–678 (2019).
403. A. Ashkin and J. M. Dziedzic, “Feedback stabilization of optically levitated particles,” Appl. Phys. Lett. 30, 202–204
(1977).
404. A. Ashkin and J. M. Dziedzic, “Optical levitation in high vacuum,” Appl. Phys. Lett. 28, 333–335 (1976).
405. A. Ashkin and J. M. Dziedzic, “Optical levitation by radiation pressure,” Appl. Phys. Lett. 19, 283–285 (1971).
406. R. Omori, T. Kobayashi, and A. Suzuki, “Observation of a single-beam gradient-force optical trap for dielectric
particles in air,” Opt. Lett. 22, 816–818 (1997).
407. J. Gieseler, B. Deutsch, R. Quidant, and L. Novotny, “Subkelvin parametric feedback cooling of a laser-trapped
nanoparticle,” Phys. Rev. Lett. 109, 103603 (2012).
408. V. Salakhutdinov, M. Sondermann, L. Carbone, E. Giacobino, A. Bramati, and G. Leuchs, “Optical trapping of
nanoparticles by full solid-angle focusing,” Optica 3, 1181–1186 (2016).
409. M. Rashid, T. Tufarelli, J. Bateman, J. Vovrosh, D. Hempston, M. S. Kim, and H. Ulbricht, “Experimental realization
of a thermal squeezed state of levitated optomechanics,” Phys. Rev. Lett. 117, 273601 (2016).
410. T. Li, S. Kheifets, D. Medellin, and M. G. Raizen, “Measurement of the instantaneous velocity of a Brownian
particle,” Science 328, 1673–1675 (2010).
411. G. Ranjit, D. P. Atherton, J. H. Stutz, M. Cunningham, and A. A. Geraci, “Attonewton force detection using
microspheres in a dual-beam optical trap in high vacuum,” Phys. Rev. A 91, 051805 (2015).
412. O. Romero-Isart, M. L. Juan, R. Quidant, and J. I. Cirac, “Toward quantum superposition of living organisms,” New
J. Phys. 12, 033015 (2010).
413. D. E. Chang, C. A. Regal, S. B. Papp, D. J. Wilson, J. Ye, O. Painter, H. J. Kimble, and P. Zoller, “Cavity
opto-mechanics using an optically levitated nanosphere,” Proc. Natl. Acad. Sci. 107, 1005–1010 (2010).
414. P. F. Barker and M. N. Shneider, “Cavity cooling of an optically trapped nanoparticle,” Phys. Rev. A 81, 023826
(2010).
415. F. Tebbenjohanns, M. Frimmer, A. Militaru, V. Jain, and L. Novotny, “Cold damping of an optically levitated
144
nanoparticle to microkelvin temperatures,” Phys. Rev. Lett. 122, 223601 (2019).
416. V. Jain, J. Gieseler, C. Moritz, C. Dellago, R. Quidant, and L. Novotny, “Direct measurement of photon recoil from
a levitated nanoparticle,” Phys. Rev. Lett. 116, 243601 (2016).
417. G. P. Conangla, F. Ricci, M. T. Cuairan, A. W. Schell, N. Meyer, and R. Quidant, “Optimal feedback cooling of a
charged levitated nanoparticle with adaptive control,” Phys. Rev. Lett. 122, 223602 (2019).
418. F. Tebbenjohanns, M. Frimmer, V. Jain, D.Windey, and L. Novotny, “Motional sideband asymmetry of a nanoparticle
optically levitated in free space,” arXiv preprint arXiv:1908.05079 (2019).
419. U. Delić, M. Reisenbauer, D. Grass, N. Kiesel, V. Vuletić, and M. Aspelmeyer, “Cavity cooling of a levitated
nanosphere by coherent scattering,” Phys. Rev. Lett. 122, 123602 (2019).
420. D. Windey, C. Gonzalez-Ballestero, P. Maurer, L. Novotny, O. Romero-Isart, and R. Reimann, “Cavity-based 3d
cooling of a levitated nanoparticle via coherent scattering,” Phys. Rev. Lett. 122, 123601 (2019).
421. N. Meyer, A. de los Rios Sommer, P. Mestres, J. Gieseler, V. Jain, L. Novotny, and R. Quidant, “Resolved-sideband
cooling of a levitated nanoparticle in the presence of laser phase noise,” Phys. Rev. Lett. 123, 153601 (2019).
422. J. D. Teufel, T. Donner, D. Li, J. W. Harlow, M. S. Allman, K. Cicak, A. J. Sirois, J. D. Whittaker, K. W. Lehnert,
and R. W. Simmonds, “Sideband cooling of micromechanical motion to the quantum ground state,” Nature 475,
359–405 (2011).
423. J. Chan, T. P. M. Alegre, A. H. Safavi-Naeini, J. T. Hill, A. Krause, S. Gröblacher, M. Aspelmeyer, and O. Painter,
“Laser cooling of a nanomechanical oscillator into its quantum ground state,” Nature 478, 89–92 (2011).
424. U. Delić, M. Reisenbauer, K. Dare, D. Grass, V. Vuletić, N. Kiesel, and M. Aspelmeyer, “Cooling of a levitated
nanoparticle to the motional quantum ground state,” Science 367, 892–895 (2020).
425. S. Haroche, “Nobel lecture: Controlling photons in a box and exploring the quantum to classical boundary,” Rev.
Mod. Phys. 85, 1083–1102 (2013).
426. D. J. Wineland, “Nobel lecture: Superposition, entanglement, and raising schrödinger’s cat,” Rev. Mod. Phys. 85,
1103 (2013).
427. J. Tüxen, S. Gerlich, S. Eibenberger, M. Arndt, and M. Mayor, “Quantum interference distinguishes between
constitutional isomers,” Chem. Commun. 46, 4145–4147 (2010).
428. K. Hornberger, S. Gerlich, P. Haslinger, S. Nimmrichter, and M. Arndt, “Colloquium: Quantum interference of
clusters and molecules,” Rev. Mod. Phys. 84, 157–173 (2012).
429. D. Kleckner, I. Pikovski, E. Jeffrey, L. Ament, E. Eliel, J. Van Den Brink, and D. Bouwmeester, “Creating and
verifying a quantum superposition in a micro-optomechanical system,” New J. Phys. 10, 095020 (2008).
430. R. Kaltenbaek, G. Hechenblaikner, N. Kiesel, O. Romero-Isart, K. C. Schwab, U. Johann, and M. Aspelmeyer,
“Macroscopic quantum resonators (maqro),” Exp. Astron. 34, 123–164 (2012).
431. O. Romero-Isart, “Quantum superposition of massive objects and collapse models,” Phys. Rev. A 84, 052121 (2011).
432. O. Romero-Isart, A. C. Pflanzer, F. Blaser, R. Kaltenbaek, N. Kiesel, M. Aspelmeyer, and J. I. Cirac, “Large quantum
superpositions and interference of massive nanometer-sized objects,” Phys. Rev. Lett. 107, 020405 (2011).
433. J. Bateman, S. Nimmrichter, K. Hornberger, and H. Ulbricht, “Near-field interferometry of a free-falling nanoparticle
from a point-like source,” Nat. Commun. 5, 4788 (2014).
434. A. Bassi, K. Lochan, S. Satin, T. P. Singh, and H. Ulbricht, “Models of wave-function collapse, underlying theories,
and experimental tests,” Rev. Mod. Phys. 85, 471–527 (2013).
435. Z.-Q. Yin, A. A. Geraci, and T. Li, “Optomechanics of levitated dielectric particles,” Int. J. Mod. Phys. B 27,
1330018 (2013).
436. M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt, “Cavity optomechanics,” Rev. Mod. Phys. 86, 1391–1452
(2014).
437. W. P. Bowen and G. J. Milburn, Quantum optomechanics (CRC press, 2015).
438. R. Keil, F. Dreisow, M. Heinrich, A. Tünnermann, S. Nolte, and A. Szameit, “Classical characterization of biphoton
correlation in waveguide lattices,” Phys. Rev. A 83, 013808 (2011).
439. C. Galland, N. Sangouard, N. Piro, N. Gisin, and T. J. Kippenberg, “Heralded single-phonon preparation, storage,
and readout in cavity optomechanics,” Phys. Rev. Lett. 112, 143602 (2014).
440. J. D. Cohen, S. M. Meenehan, G. S. MacCabe, S. Gröblacher, A. H. Safavi-Naeini, F. Marsili, M. D. Shaw, and
O. Painter, “Phonon counting and intensity interferometry of a nanomechanical resonator,” Nature 520, 522–525
(2015).
441. S. Hong, R. Riedinger, I. Marinković, A. Wallucks, S. G. Hofer, R. A. Norte, M. Aspelmeyer, and S. Gröblacher,
“Hanbury brown and twiss interferometry of single phonons from an optomechanical resonator,” Science 358,
203–206 (2017).
442. P. Rabl, “Cooling of mechanical motion with a two-level system: The high-temperature regime,” Phys. Rev. B 82,
165320 (2010).
443. P. Rabl, P. Cappellaro, M. V. G. Dutt, L. Jiang, J. R. Maze, and M. D. Lukin, “Strong magnetic coupling between an
electronic spin qubit and a mechanical resonator,” Phys. Rev. B 79, 041302 (2009).
444. Z.-Q. Yin, N. Zhao, and T. Li, “Hybrid opto-mechanical systems with nitrogen-vacancy centers,” Sci. China Phys.,
Mech. Astron. 58, 1–12 (2015).
445. L. P. Neukirch, E. Von Haartman, J. M. Rosenholm, and A. N. Vamivakas, “Multi-dimensional single-spin
nano-optomechanics with a levitated nanodiamond,” Nat. Photon. 9, 653–657 (2015).
446. L. P. Neukirch, J. Gieseler, R. Quidant, L. Novotny, and A. N. Vamivakas, “Observation of nitrogen vacancy
145
photoluminescence from an optically levitated nanodiamond,” Opt. Lett. 38, 2976–2979 (2013).
447. A. C. Frangeskou, A. T. M. A. Rahman, L. Gines, S. Mandal, O. A. Williams, P. F. Barker, and G. W. Morley, “Pure
nanodiamonds for levitated optomechanics in vacuum,” New J. Phys. 20, 043016 (2018).
448. A. T. M. A. Rahman, A. C. Frangeskou, M. S. Kim, S. Bose, G. W. Morley, and P. F. Barker, “Burning and
graphitization of optically levitated nanodiamonds in vacuum,” Sci. Rep. p. 21633 (2016).
449. T. M. Hoang, J. Ahn, J. Bang, and T. Li, “Electron spin control of optically levitated nanodiamonds in vacuum,”
Nat. Commun. 7, 12250 (2016).
450. M. R. Vanner, J. Hofer, G. D. Cole, and M. Aspelmeyer, “Cooling-by-measurement and mechanical state tomography
via pulsed optomechanics,” Nat. Commun. 4, 2295 (2013).
451. M. R. Vanner, I. Pikovski, G. D. Cole, M. S. Kim, Č. Brukner, K. Hammerer, G. J. Milburn, and M. Aspelmeyer,
“Pulsed quantum optomechanics,” Proc. Natl. Acad. Sci. 108, 16182–16187 (2011).
452. R. Riedinger, “Single phonon quantum optics – An experimental exploration of a silicon photonics quantum
memory,” Ph.D. thesis, Vienna (2018).
453. T. M. Hoang, Y. Ma, J. Ahn, J. Bang, F. Robicheaux, Z.-Q. Yin, and T. Li, “Torsional optomechanics of a levitated
nonspherical nanoparticle,” Phys. Rev. Lett. 117, 123604 (2016).
454. M. Rashid, M. Toroš, A. Setter, and H. Ulbricht, “Precession motion in levitated optomechanics,” Phys. Rev. Lett.
121, 253601 (2018).
455. G. Ranjit, M. Cunningham, K. Casey, and A. A. Geraci, “Zeptonewton force sensing with nanospheres in an optical
lattice,” Phys. Rev. A 93, 053801 (2016).
456. D. Hempston, J. Vovrosh, M. Toroš, G. Winstone, M. Rashid, and H. Ulbricht, “Force sensing with an optically
levitated charged nanoparticle,” Appl. Phys. Lett. 111, 133111 (2017).
457. C. P. Blakemore, A. D. Rider, S. Roy, Q. Wang, A. Kawasaki, and G. Gratta, “Three-dimensional force-field
microscopy with optically levitated microspheres,” Phys. Rev. A 99, 023816 (2019).
458. F. Monteiro, S. Ghosh, A. G. Fine, and D. C. Moore, “Optical levitation of 10-ng spheres with nano-g acceleration
sensitivity,” Phys. Rev. A 96, 063841 (2017).
459. A. D. Rider, D. C. Moore, C. P. Blakemore, M. Louis, M. Lu, and G. Gratta, “Search for screened interactions
associated with dark energy below the 100 µ m length scale,” Phys. Rev. Lett. 117, 101101 (2016).
460. D. C. Moore, A. D. Rider, and G. Gratta, “Search for millicharged particles using optically levitated microspheres,”
Phys. Rev. Lett. 113, 251801 (2014).
461. A. Geraci and H. Goldman, “Sensing short range forces with a nanosphere matter-wave interferometer,” Phys. Rev.
D 92, 062002 (2015).
462. A. Canaguier-Durand, A. Gérardin, R. Guérout, P. A. M. Neto, V. V. Nesvizhevsky, A. Y. Voronin, A. Lambrecht,
and S. Reynaud, “Casimir interaction between a dielectric nanosphere and a metallic plane,” Phys. Rev. A 83, 032508
(2011).
463. A. Manjavacas, F. J. Rodríguez-Fortuño, F. J. García de Abajo, and A. V. Zayats, “Lateral Casimir force on a rotating
particle near a planar surface,” Phys. Rev. Lett. 118, 133605 (2017).
464. W. Nie, Y. Lan, Y. Li, and S. Zhu, “Dynamics of a levitated nanosphere by optomechanical coupling and Casimir
interaction,” Phys. Rev. A 88, 063849 (2013).
465. Z. Xu and T. Li, “Detecting Casimir torque with an optically levitated nanorod,” Phys. Rev. A 96, 033843 (2017).
466. A. Arvanitaki and A. A. Geraci, “Detecting high-frequency gravitational waves with optically levitated sensors,”
Phys. Rev. Lett. 110, 071105 (2013).
467. R. Lifshitz and M. C. Cross, “Nonlinear dynamics of nanomechanical and micromechanical resonators,” Rev.
Nonlinear Dyn. Complex. pp. 1–52 (2008).
468. J. Gieseler, M. Spasenović, L. Novotny, and R. Quidant, “Nonlinear mode coupling and synchronization of a
vacuum-trapped nanoparticle,” Phys. Rev. Lett. 112, 103603 (2014).
469. F. Ricci, R. A. Rica, M. Spasenović, J. Gieseler, L. Rondin, L. Novotny, and R. Quidant, “Optically levitated
nanoparticle as a model system for stochastic bistable dynamics,” Nat. Commun. p. 15141 (2017).
470. J. Gieseler, L. Novotny, and R. Quidant, “Thermal nonlinearities in a nanomechanical oscillator,” Nat. Phys. 9,
806–810 (2013).
471. E. Hebestreit, M. Frimmer, R. Reimann, and L. Novotny, “Sensing static forces with free-falling nanoparticles,”
Phys. Rev. Lett. 121, 063602 (2018).
472. B. A. Stickler, B. Papendell, S. Kuhn, B. Schrinski, J. Millen, M. Arndt, and K. Hornberger, “Probing macroscopic
quantum superpositions with nanorotors,” New J. Phys. 20, 122001 (2018).
473. Y. Arita, M. Mazilu, and K. Dholakia, “Laser-induced rotation and cooling of a trapped microgyroscope in vacuum,”
Nat. Commun. 4, 2374 (2013).
474. S. Kuhn, P. Asenbaum, A. Kosloff, M. Sclafani, B. A. Stickler, S. Nimmrichter, K. Hornberger, O. Cheshnovsky,
F. Patolsky, and M. Arndt, “Cavity-assisted manipulation of freely rotating silicon nanorods in high vacuum,” Nano
Lett. 15, 5604–5608 (2015).
475. S. Kuhn, A. Kosloff, B. A. Stickler, F. Patolsky, K. Hornberger, M. Arndt, and J. Millen, “Full rotational control of
levitated silicon nanorods,” Optica 4, 356–360 (2017).
476. A. T. M. A. Rahman and P. F. Barker, “Laser refrigeration, alignment and rotation of levitated yb 3+: Ylf
nanocrystals,” Nat. Photon. 11, 634–639 (2017).
477. J. Ahn, Z. Xu, J. Bang, Y.-H. Deng, T. M. Hoang, Q. Han, R.-M. Ma, and T. Li, “Optically levitated nanodumbbell
146
torsion balance and GHz nanomechanical rotor,” Phys. Rev. Lett. 121, 033603 (2018).
478. R. Reimann, M. Doderer, E. Hebestreit, R. Diehl, M. Frimmer, D. Windey, F. Tebbenjohanns, and L. Novotny, “Ghz
rotation of an optically trapped nanoparticle in vacuum,” Phys. Rev. Lett. 121, 033602 (2018).
479. R. Zhao, A. Manjavacas, F. J. García de Abajo, and J. B. Pendry, “Rotational quantum friction,” Phys. Rev. Lett.
109, 123604 (2012).
480. L. Rondin, J. Gieseler, F. Ricci, R. Quidant, C. Dellago, and L. Novotny, “Direct measurement of kramers turnover
with a levitated nanoparticle,” Nat. Nanotech. 12, 1130–1133 (2017).
481. J. Gieseler, R. Quidant, C. Dellago, and L. Novotny, “Dynamic relaxation of a levitated nanoparticle from a
non-equilibrium steady state,” Nat. Nanotech. 9, 358–364 (2014).
482. T. M. Hoang, R. Pan, J. Ahn, J. Bang, H. T. Quan, and T. Li, “Experimental test of the differential fluctuation
theorem and a generalized Jarzynski equality for arbitrary initial states,” Phys. Rev. Lett. 120, 080602 (2018).
483. M. Debiossac, D. Grass, J. J. Alonso, E. Lutz, and N. Kiesel, “Thermodynamics of continuous non-markovian
feedback control,” arXiv preprint arXiv:1904.04889 (2019).
484. M. Frimmer, J. Gieseler, and L. Novotny, “Cooling mechanical oscillators by coherent control,” Phys. Rev. Lett.
117, 163601 (2016).
485. E. Hebestreit, “Thermal properties of levitated nanoparticles,” Ph.D. thesis, ETH Zurich (2017).
486. F. Ricci, “Levitodynamics toward force nano-sensors in vacuum,” Ph.D. thesis, Universitat Politècnica de Catalunya
(2019).
487. A. Gruber, A. Dräbenstedt, C. Tietz, L. Fleury, J. Wrachtrup, and C. Von Borczyskowski, “Scanning confocal
optical microscopy and magnetic resonance on single defect centers,” Science 276, 2012–2014 (1997).
488. J. Gieseler, “Dynamics of optically levitated nanoparticles in high vacuum,” Ph.D. thesis, Universitat Politècnica de
Catalunya (2014).
489. S. E. S. Spesyvtseva and K. Dholakia, “Trapping in a material world,” ACS Photon. 3, 719–736 (2016).
490. S. Divitt, L. Rondin, and L. Novotny, “Cancellation of non-conservative scattering forces in optical traps by
counter-propagating beams,” Opt. Lett. 40, 1900–1903 (2015).
491. M. E. Gehm, K. M. O’hara, T. A. Savard, and J. E. Thomas, “Dynamics of noise-induced heating in atom traps,”
Phys. Rev. A 58, 3914–3921 (1998).
492. C. Gonzalez-Ballestero, P. Maurer, D. Windey, L. Novotny, R. Reimann, and O. Romero-Isart, “Theory for
cavity cooling of levitated nanoparticles via coherent scattering: Master equation approach,” arXiv preprint
arXiv:1902.01282 (2019).
493. V. Jain, “Levitated optomechanics at the photon recoil limit,” Ph.D. thesis, ETH Zurich (2017).
494. S. Kheifets, A. Simha, K. Melin, T. Li, and M. G. Raizen, “Observation of Brownian motion in liquids at short
times: instantaneous velocity and memory loss,” Science 343, 1493–1496 (2014).
495. A. Rohrbach and E. H. K. Stelzer, “Three-dimensional position detection of optically trapped dielectric particles,” J.
Appl. Phys. 91, 5474–5488 (2002).
496. G. Volpe, G. Kozyreff, and D. Petrov, “Backscattering position detection for photonic force microscopy,” J. Appl.
Phys. 102, 084701 (2007).
497. F. Tebbenjohanns, M. Frimmer, and L. Novotny, “Optimal position detection of a dipolar scatterer in a focused
field,” Phys. Rev. A 100, 043821 (2019).
498. V. Svak, O. Brzobohaty`, M. Šiler, P. Jákl, J. Kaňka, P. Zemánek, and S. H. Simpson, “Transverse spin forces and
non-equilibrium particle dynamics in a circularly polarized vacuum optical trap,” Nat. Commun. 9, 5453 (2018).
499. M. D. Summers, D. R. Burnham, and D. McGloin, “Trapping solid aerosols with optical tweezers: A comparison
between gas and liquid phase optical traps,” Opt. Express 16, 7739–7747 (2008).
500. U. Delić, “Cavity cooling by coherent scattering of a levitated nanosphere in vacuum,” Ph.D. thesis, University of
Vienna, Vienna (2019).
501. L.-O. Heim, J. Blum, M. Preuss, and H.-J. Butt, “Adhesion and friction forces between spherical micrometer-sized
particles,” Phys. Rev. Lett. 83, 3328–3331 (1999).
502. T. Li, Fundamental tests of physics with optically trapped microspheres (Springer Science & Business Media, 2012).
503. H. Park and T. W. LeBrun, “Contact electrification of individual dielectric microparticles measured by optical
tweezers in air,” ACS Appl. Mater. Interfaces 8, 34904–34913 (2016).
504. D. P. Atherton, “Sensitive force measurements with optically trapped micro-spheres in high vacuum,” Ph.D. thesis,
University of Nevada, Reno (2015).
505. P. Asenbaum, S. Kuhn, S. Nimmrichter, U. Sezer, and M. Arndt, “Cavity cooling of free silicon nanoparticles in
high vacuum,” Nat. Commun. 4, 2743 (2013).
506. D. S. Bykov, P. Mestres, L. Dania, L. Schmöger, and T. E. Northup, “Direct loading of nanoparticles under high
vacuum into a Paul trap for levitodynamical experiments,” arXiv preprint arXiv:1905.04204 (2019).
507. P. Mestres, J. Berthelot, M. Spasenović, J. Gieseler, L. Novotny, and R. Quidant, “Cooling and manipulation of a
levitated nanoparticle with an optical fiber trap,” Appl. Phys. Lett. 107, 151102 (2015).
508. D. S. Bykov, O. A. Schmidt, T. G. Euser, and P. S. J. Russell, “Flying particle sensors in hollow-core photonic
crystal fibre,” Nat. Photon. 9, 461–466 (2015).
509. D. Grass, J. Fesel, S. G. Hofer, N. Kiesel, and M. Aspelmeyer, “Optical trapping and control of nanoparticles inside
evacuated hollow core photonic crystal fibers,” Appl. Phys. Lett. 108, 221103 (2016).
510. J. Casas-Vázquez and D. Jou, “Temperature in non-equilibrium states: A review of open problems and current
147
proposals,” Rep. Prog. Phys. 66, 1937–2023 (2003).
511. P. Mestres, I. A. Martinez, A. Ortiz-Ambriz, R. A. Rica, and E. Roldan, “Realization of nonequilibrium thermody-
namic processes using external colored noise,” Phys. Rev. E 90, 032116 (2014).
512. S. A. Beresnev, V. G. Chernyak, and G. A. Fomyagin, “Motion of a spherical particle in a rarefied gas. part 2. drag
and thermal polarization,” J. Fluid Mech. 219, 405–421 (1990).
513. L. Martinetz, K. Hornberger, and B. A. Stickler, “Gas-induced friction and diffusion of rigid rotors,” Phys. Rev. E
97, 052112 (2018).
514. J. Millen, T. Deesuwan, P. Barker, and J. Anders, “Nanoscale temperature measurements using non-equilibrium
Brownian dynamics of a levitated nanosphere,” Nat. Nanotech. 9, 425–429 (2014).
515. P. S. Epstein, “On the resistance experienced by spheres in their motion through gases,” Phys. Rev. 23, 710–733
(1924).
516. L. Novotny, “Radiation damping of a polarizable particle,” Phys. Rev. A 96, 032108 (2017).
517. M. Aspelmeyer, P. Meystre, and K. Schwab, “Quantum optomechanics,” Phys. Today 65, 29–35 (2012).
518. E. Hebestreit, M. Frimmer, R. Reimann, C. Dellago, F. Ricci, and L. Novotny, “Calibration and energy measurement
of optically levitated nanoparticle sensors,” Rev. Sci. Instrumen. 89, 033111 (2018).
519. A. A. Clerk, M. H. Devoret, S. M. Girvin, F. Marquardt, and R. J. Schoelkopf, “Introduction to quantum noise,
measurement, and amplification,” Rev. Mod. Phys. 82, 1155–1208 (2010).
520. T. P. Purdy, P.-L. Yu, N. S. Kampel, R. W. Peterson, K. Cicak, R. W. Simmonds, and C. A. Regal, “Optomechanical
Raman-ratio thermometry,” Phys. Rev. A 92, 031802 (2015).
521. A. H. Safavi-Naeini, J. Chan, J. T. Hill, T. P. M. Alegre, A. Krause, and O. Painter, “Observation of quantum motion
of a nanomechanical resonator,” Phys. Rev. Lett. 108, 033602 (2012).
522. A. J. Weinstein, C. U. Lei, E. E. Wollman, J. Suh, A. Metelmann, A. A. Clerk, and K. C. Schwab, “Observation and
interpretation of motional sideband asymmetry in a quantum electromechanical device,” Phys. Rev. X 4, 041003
(2014).
523. M. Frimmer, K. Luszcz, S. Ferreiro, V. Jain, E. Hebestreit, and L. Novotny, “Controlling the net charge on a
nanoparticle optically levitated in vacuum,” Phys. Rev. A 95, 061801 (2017).
524. J. Chaste, A. Eichler, J. Moser, G. Ceballos, R. Rurali, and A. Bachtold, “A nanomechanical mass sensor with
yoctogram resolution,” Nat. Nanotech. 7, 301–304 (2012).
525. E. Hebestreit, R. Reimann, M. Frimmer, and L. Novotny, “Measuring the internal temperature of a levitated
nanoparticle in high vacuum,” Phys. Rev. A 97, 043803 (2018).
526. N. Kiesel, F. Blaser, U. Delić, D. Grass, R. Kaltenbaek, and M. Aspelmeyer, “Cavity cooling of an optically levitated
submicron particle,” Proc. Natl. Acad. Sci. 110, 14180–14185 (2013).
527. T. Li, S. Kheifets, and M. G. Raizen, “Millikelvin cooling of an optically trapped microsphere in vacuum,” Nat.
Phys. 7, 527–530 (2011).
528. M. Iwasaki, T. Yotsuya, T. Naruki, Y. Matsuda, M. Yoneda, and K. Aikawa, “Electric feedback cooling of single
charged nanoparticles in an optical trap,” Phys. Rev. A 99, 051401 (2019).
529. M. Poggio, C. L. Degen, H. J. Mamin, and D. Rugar, “Feedback cooling of a cantilever’s fundamental mode below
5 mk,” Phys. Rev. Lett. 99, 017201 (2007).
530. E. M. Purcell, “Spontaneous emission probabilities at radio frequencies,” in Confined Electrons and Photons,
(Springer, 1995), pp. 839–839.
531. A. Yariv, Quantum electronics (John Wiley & Sons, New York, 1989).
532. J. Gieseler, L. Novotny, C. Moritz, and C. Dellago, “Non-equilibrium steady state of a driven levitated particle with
feedback cooling,” New J. Phys. 17, 045011 (2015).
533. B. Rodenburg, L. P. Neukirch, A. N. Vamivakas, and M. Bhattacharya, “Quantum model of cooling and force
sensing with an optically trapped nanoparticle,” Optica 3, 318–323 (2016).
534. C. Zhong, T. Li, and F. Robicheaux, “Quantum calculation of feedback cooling a laser levitated nanoparticle in the
shot-noise-dominant regime,” arXiv preprint arXiv:1708.01203 (2017).
535. C. Wan, M. Scala, G. W. Morley, A. T. M. A. Rahman, H. Ulbricht, J. Bateman, P. F. Barker, S. Bose, and M. S. Kim,
“Free nano-object Ramsey interferometry for large quantum superpositions,” Phys. Rev. Lett. 117, 143003 (2016).
536. M. Kern, J. Jeske, D. W. M. Lau, A. D. Greentree, F. Jelezko, and J. Twamley, “Optical cryocooling of diamond,”
Phys. Rev. B 95, 235306 (2017).
537. T. Delord, L. Nicolas, M. Bodini, and G. Hétet, “Diamonds levitating in a Paul trap under vacuum: Measurements
of laser-induced heating via NV center thermometry,” Appl. Phys. Lett. 111, 013101 (2017).
538. A. E. R. López, C. Gonzalez-Ballestero, and O. Romero-Isart, “Internal quantum dynamics of a nanoparticle in a
thermal electromagnetic field: A minimal model,” Phys. Rev. B 98, 155405 (2018).
539. Y. Arita, M. Chen, E. M. Wright, and K. Dholakia, “Dynamics of a levitated microparticle in vacuum trapped by a
perfect vortex beam: three-dimensional motion around a complex optical potential,” J. Opt. Soc. Am. B 34, C14–C19
(2017).
540. H. Rubinsztein-Dunlop, A. Forbes, M. V. Berry, M. R. Dennis, D. L. Andrews, M. Mansuripur, C. D., C. Alpmann,
P. Banzer, T. Bauer, E. Karimi, L. Marrucci, M. Padgett, M. Ritsch-Marte, N. M. Litchinitser, N. P. Bigelow,
C. Rosales-Guzmán, A. Belmonte, J. P. Torres, T. W. Neely, M. Baker, R. Gordon, A. B. Stilgoe, J. Romero, A. G.
White, R. Fickler, A. E. Willner, G. Xie, B. McMorran, and A. M. Weiner, “Roadmap on structured light,” J. Opt. 19,
013001 (2016).
148
541. D. R. Burnham and D. McGloin, “Holographic optical trapping of aerosol droplets,” Opt. Express 14, 4175–4181
(2006).
542. R. Diehl, E. Hebestreit, R. Reimann, F. Tebbenjohanns, M. Frimmer, and L. Novotny, “Optical levitation and
feedback cooling of a nanoparticle at subwavelength distances from a membrane,” Phys. Rev. A 98, 013851 (2018).
149
