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Abstract
Hybrid analog/digital processing is crucial for millimeter-wave (mmWave) MIMO systems, due
to its ability to balance the gain and cost. Despite fruitful recent studies, the optimal beamform-
ing/combining method remains unknown for a practical multiuser, broadband mmWave MIMO
equipped with low-resolution phase shifters and low-resolution analog-to-digital converters (ADCs).
In this paper, we leverage artificial intelligence techniques to tackle this problem. Particularly, we
propose a neural hybrid beamforming/combining (NHB) MIMO system, where the various types
of hybrid analog/digital mmWave MIMO systems are transformed into a corresponding autoen-
coder (AE) based neural networks. Consequently, the digital and analog beamformers/combiners
are obtained by training the AE based new model in an unsupervised learning manner, regardless
of particular configurations. Using this approach, we can apply amachine learning-based design
methodology that is compatible with a range of different beamforming/combing architectures. We
also propose an iterative training strategy for the neural network parameter updating, which can
effective guarantee fast convergence of the established NHB model. According to simulation results,
the proposed NHB can offer a significant performance gain over existing methods in term of bit
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error rate (BER). Moreover, NHB is more promising for practice due to its better flexibility and
compatibility.
Index Terms
Artificial Intelligence, Hybrid Beamforming, Multiple-Input and Multiple-Output, Millimeter
Wave.
I. INTRODUCTION
Hybrid beamforming (HB) has emerged as a promising technology to support future millimeter
(mmWave) massive multiple-input multiple-output (MIMO) systems [1]. The hybrid beamforming
approaches generally adopt a large-scale high-resolution phase shifter (PS) network to implement a
high-dimensional analog beamformer in order to compensate for the severe path-loss at mmWave
bands [2]. This is used together with several radio frequency (RF) chains realizing low-dimensional
digital beamforming to provide the necessary flexibility for advanced multiplexing/multiuser scenarios.
Through this combination of analog and digital techniques, an HB system is capable of striking an
attractive trade-off balance between transmission rate and design complexity [3].
A. Related Works and Motivations
Compared with a conventional fully-digital beamforming design, the joint optimization of an
HB system is a highly non-convex problem due to the constant modulus constraint in the analog
beamformer/combiner by the phase shifters [4]–[6]. Most existing approaches overcome this difficulty
by first decoupling the original problem into precoding and combining sub-problems. Then, the
two sub-problems can be solved by approximating the optimal beamformer and combiner under the
constant modulus constraint of the phase shifter. It is an effective and widely used method to transform
the HB system design into a matrix factorization problem and to minimize the Euclidean distance
between the hybrid beamformer with a fully-digital beamformer [7]. In addition, the closed-form
solution of digital beamformers was derived in [8] according to the original objective, i.e., maximal
transmission rate. Then, the analog beamformer/combiner is obtained by several iterative algorithms
with the constant modulus constraint. Most of the previous studies aim to maximize the spectral
efficiency in the design of an HB system. The mean square error (MSE) is another critical metric for
HB design, as it is a direct performance measure for characterizing the transmission reliability [9]–
[13]. Some works have used a minimize MSE (MMSE) criterion for HB design in mmWave systems
[14]–[16]. The proposed neural network-based hybrid beamforming MIMO system can be considered
as the MMSE criterion optimization-based scheme, which exhibits superior MSE performance as
achieved in the state-of-the-art methods proposed in [17].
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Recent HB system design research has generally focused on multiuser, broadband, low-resolution
analog phase shifter and low-resolution analog digital converter (ADC) scenarios, which is believed
important for the practical system. For the downlink of multiuser multiple-input single-output (MISO)
systems in [18], [19], hybrid beamforming can achieve a sum-rate that is comparable to the sum-rate
of fully digital zero-forcing (ZF) beamforming, which is regarded as being near-optimal for massive
MIMO systems [20]. A method to design hybrid precoders that reduces the gap between the rate
achieved and the maximum capacity was proposed in [6]. However, the maximum capacity criterion-
based HB design suffers from significant performance loss in terms of the bit error rate (BER). Several
recent works have considered the use of a hybrid beamforming architecture for broadband frequency-
selective channels [3], [21]–[24]. Kong et al. [23] devised an alternating optimization algorithm
based on the equivalence between the sum-rate maximization problem and the weighted sum MSE
minimization. In practice, however, for wideband systems, it is desirable to design the precoders such
that a per-subcarrier power constraint, i.e. the power spectrum density constraint, is satisfied [25], [26].
In contrast to [23], the algorithm in [3] addressed the hybrid precoding design problem for the per-
subcarrier power constraint. However, the performance gap between existing methods and optimal HB
design is still substantial. In mmWave communication, choosing the best transmitting and receiving
analog beamforming vectors is a critical problem in beamforming design (see references in [27]–
[29]), especially for a low-resolution phase shifter. In [2], a two-stage analog combiner was designed
to optimize the mutual information (MI) between the transmitted and quantized signals by effectively
managing the quantization error. The optimization of a low-resolution ADC based HB system has
still not been completely solved. While infinite resolution ADCs were considered for hybrid MIMO
systems in the previous studies [30], [31], the works [32]–[38] investigated hybrid beamforming
systems with low-resolution ADCs to integrate the advantages of both the hybrid beamforming and
low-resolution ADC structures. Although the analysis in [36], [37], [39] provided useful insights for
the achievable rate and power tradeoff, the quantization error was not explicitly taken into account
in the hybrid beamformer design.
Recent developments in artificial intelligence and machine learning provide a new approach for com-
munication system design. A channel autoencoder-based deep learning technique for optimizing the
transmitter, receiver, and signal representation was first introduced in [40], but without considerations
for large-scale MIMO HB systems. Yang [41] outlined a number of key technical challenges as well
as the potential solutions in future communication. Wang et al. [42] proposed a convolutional neural
network (CNN) framework to design the precoder and combiners jointly, in which the network accepts
the channel matrix as input and produces the analog and baseband beamformers as outputs. However,
extracting certain features from a random channel matrix is difficult, which leads to substantial
performance degradation in terms of BER performance. The most closely related work was proposed
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in [43], which formulates the beamformer as an AE neural network without consideration of the
combiner design. However, that method employs training data generated from traditional geometric
mean decomposition (GMD) methods, which suffers from a performance limitation. In addition, the
challenges from the various optimizations for multiple HB systems still need to be addressed.
These various HB systems impose quite distinct constraint conditions, which requires a unique
optimization strategy for each system. This has inspired us to raise the question: Is there a design
methodology that is compatible with multiple hybrid beamforming/combining schemes?
B. Contributions and Paper Organization
In this work, we propose a machine learning-based design methodology for multiple beamforming
architectures by mapping each HB architecture to a corresponding neural network and training the
neural network to obtain the optimal beamformer/combiner. We refer to the proposed method as
neural hybrid beamforming (NHB), which can implement various HB architectures, i.e., single-user,
multiuser, broadband, low-resolution analog shifter, and highly quantized schemes. By mapping the
various HB architectures to neural networks, the optimal analog and digital beamformer/combiner
sections are obtained through the neural network training process. Specifically, this paper presents
the following contributions:
• Neural Hybrid Beamforming for Broadband and Multiuser Schemes. Starting from the basic
structure of the proposed single-user NHB, we propose a novel NHB design architecture based
on multiple channels with shared analog layer (MCSA) NHB, where the multiple digital network
channels share one analog network layer to enable multi-carrier, signal stream transmission.
We also propose a global-local iteration training method to formulate the shared parameters
for an analog beamformer/combiner, and independent parameters for multiple digital beam-
former/combiner units. To implement a multiuser HB scheme, we propose a splitting NHB
network for the multiuser hybrid beamforming system, where neural network at the multiuser
side is divided into multiple, independent, sub-connected neural networks. The proposed MCSA
NHB and splitting networks NHB can be combined to implement a general broadband, multiuser
HB system.
• Neural Hybrid Beamforming for Low-resolution Analog Phase Shifter and ADCs Schemes. We
also consider the design of a low-resolution analog phase shifter NHB system, where the phase
shifter can only select angles from a finite set of values. We employ a floating-fixed iterative
training strategy to train the NHB, which iteratively updates the network parameters by relaxing
the phase shifter to full precision, and then fixing it to finite precision. The proposed low-
resolution analog shifter NHB exhibits small BER performance degradation due to hardware
impairments. In the ternary (2-bit) NHB, the analog streams from the analog combiner are
October 24, 2019 DRAFT
SUBMITTED TO IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS 5
converted to ternary digital streams by 2-bit ADCs. The threshold value and amplification factor
are obtained by solving an optimization problem, which minimizes the error between the full
resolution signal and the ternary signal.
• Superior Performance for Different Schemes. We further simulate and compare the performance
in terms of BER, where the proposed NHB exhibits superior performance for different schemes.
For the single-user NHB, the proposed scheme has about a 4 dB performance gain compared
to the existing methods [17], and the gain is 3 dB for multiple user NHB [6]. The broadband
NHB outperforms the state-of-the-art HB broadband methods by about 1 dB [17]. For the low-
resolution analog shifter based HB scheme with quantized step pi/6 , the proposed NHB only
has a 0.1 dB performance loss compared with the full-resolution, while the traditional HB has
1 dB performance loss [44]. Finally, the BER performance of the proposed ternary NHB (2-bit
quantization) outperforms current methods having the same quantization resolution [2].
The rest of the paper is organized as follows. We introduce the single-user narrowband NHB in
section II. The broadband NHB system is presented in section III. Section IV introduces the multiuser
NHB. In section V, the low-resolution analog phase shifter based NHB is described. The ternary NHB
for low-resolution ADCs is given in section VI. The performance evolution is presented in section
VII. We conclude our work and discuss the current challenges for NHB and possible solutions as
future work in section VIII.
This paper uses lower-case letters x for scalars, lower-case bold letters x for vectors, and upper-
case bold letters X for matrices. Here, X(i, j) denotes the i-th row and j-th column in matrix X. A
matrix with a superscript XH is the Hermitian transpose of a matrix. The symbol Cm×n denotes an
m-by-n dimensional complex space, and the symbol I denotes the identity matrix with appropriate
dimensions. The zero-mean valued complex Gaussian distribution with covariance matrix R is denoted
by CN (0,R). Finally, |·| denotes the determinant or absolute value, depending on the context.
II. NEURAL HYBRID BEAMFORMING
A. System Model
We consider a narrowband downlink single-cell, single-user MIMO system with Ns data streams
followed by N rft RF chains and Nt antennas on the transmitting side, as shown in Fig. 1a. At the
receiving side, the number of receiving antennas is Nr followed by N
rf
t RF chains. The number
of transmitting RF chains is no less than the number of data streams but lower than the number of
transmitting antennas. Ns ≤ N rft < Nt . The hardware architecture of the transmitter consists of an
N rft × Ns digital beamformer Fbb, followed by an Nt × N rft analog beamformer Frf . Hence, the
transmitted signal is given by st = FrfFbbs, where s is the transmitted symbol vector with dimension
of Ns× 1. To recover the transmitted symbol vector, the receiver employs an analog combiner Wrf ,
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Fig. 1: Illustration of single-user narrowband traditional HB and neural hybrid beamforming.
followed by a digital combiner Wbb. The function representing the signal transmission and estimation
process is given by
sˆ = WbbWrfHFrfFbbs+WbbWrfn, (1)
where n is the received independent and identically distributed (i.i.d.) complex Gaussian noise vector
with CN (0, σ2nINr). Here, H is the MIMO channel matrix between the receiver and transmitter,
represented as
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H =
√
NtNr
NCNR
NC∑
i=1
NR∑
j=1
ρijαr(θ
r
ij)αt(θ
t
ij)
H
, (2)
where NC and NR are the number of clusters and rays, respectively, and ρij denotes the complex
gain of the jth ray in the ith propagation cluster. Here, αr(θrij) and αt(θ
t
ij) denote the normalized
responses of the transmit and received antennas arrays to the jth ray in the ith cluster, respectively,
where θrij and θ
t
ij denote the angles of arrival and departure as
αr(θ
r
ij)=
1√
Nr
[1 ejpi sin θ
r
ij . . . ejpi(Nr−1) sin θ
r
ij ]
T
,
αt(θ
t
ij)=
1√
Nr
[1 ejpi sin θ
t
ij . . . ejpi(Nt−1) sin θ
t
ij ]
T
.
If the signal modulation mode and channel information are known, then the optimization problem of
the digital and analog beamformer/combiner with the MMSE criterion is given by
minimize
Frf ,Fbb,Wrf ,Wbb
‖s− (WbbWrfHFrfFbbs+WbbWrfn)‖2
s.t. |Frf (i, j)|2 = 1, ∀i, j
|Wrf (i, j)|2 = 1,∀i, j
‖FrfFbb‖2F ≤ P.
(3)
where P is the signal transmission power constraint. Due to the nonconvexity of the first two
constraints in eq.(3), the optimization problem is non-convex and it is hard to derive the optimal
solution over (Fbb,Frf ,Wbb,Wrf ) using traditional optimization tools.
B. Neural Hybrid Beamforming
For a traditional digital beamformer, the signal processing is a matrix-vector multiplication as
xbb = Fbbs, where both xbb and s are complex signals having amplitude and phase. Since the
transformation from s to xbb can be considered as a mapping process, we can represent it as a
generalized form as xbb=f(s). In other words, we can employ any function to transform from s to
xbb, not just matrix-vector multiplication. To this end, we can employ a neural network with trainable
parameters θ = [W,b], i.e., weights and biases, to perform the transformation as
xbb = fθ(s) = σ(W · s+ b), (4)
where W and b are the weight and bias parameters of the neural network, respectively. Here, σ is
the activation function, which can be either the hyperbolic tangent function σ(x) = tanh(x) or the
rectified linear unit (ReLU) function
σ(x) =
x, x ≥ 0.0, x < 0.
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The neural network can be cascaded in multiple layers as a deep neural network (DNN) structure,
which is given by
xbb=fθ(...fθ(fθ(s))). (5)
For simplicity, but without loss of generality, we only use a one-layer neural network representation
xbb=fθ(s) in the following discussion. The digital beamformer is implemented with a DNN and the
digital combiner can be implemented with the same method in an inverted form, from xˆbb to sˆ as
sˆ=fϑ(xˆbb). Here, xˆbb is combining signal at the receiver end, and ϑ is the set of trainable parameters
of the combiner neural network. Since signal processing for the digital beamformer/combiner is
performed in the digital domain, the DNN based signal processing is perfectly compatible with
existing beamforming hardware.
For the analog beamformer, since only the phase can be adjusted, the DNN does not satisfy
the constant modulus constraint of the phase shifter. To address this issue, we propose a phase
shifter constraint neural network for the analog beamformer/combiner, where only the signal phase
is adjustable. For a single analog phase shifter, the function is given by
xrfi = x
bb
i · ejωi , (6)
where ωi is phase shifting angle. We can consider ωi as a trainable neural network parameter. The
analog beamformer/combiner can be implemented by a phase shifter constraint neural network, as
shown in Fig.1c. Thus, the neural network function representation for analog beamformer is given by
xrf = gω(x
bb), (7)
ω is the trainable parameters in analog beamformer neural network. Similarly, for the analog combiner,
the neural network function representation is given by
xˆbb = g$(xˆ
rf ), (8)
where xˆrf is the received RF signal, and $ is the trainable analog combiner parameters. The power
constraint operation is added at the output of the analog beamformer layer as
xhb = ppow(xrfi ) = P
(
xrf/
Nt∑
i=1
∣∣∣xrfi ∣∣∣
)
. (9)
After obtaining the digital and analog beamformer/combiner units, we can assemble them to form
the complete NHB system shown in Fig. 1b. The blocks represent the process procedures described
as above. As the output is expected as the same as input, thus we can employ an autoencoder (AE)
neural network training strategy to obtain the network parameters, i.e. where the training label is the
same as the training data. To guarantee that the entire network is trainable from the receiving end to
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the transmitting end, we can add a channel layer and a noise layer to implement the channel matrix
multiplication and noise addition. The function of these layers is given by
y = H · xhb + n. (10)
As opposed to the beamformer layer and the combiner layer, there are no trainable neural network
parameters in these layers. Hence, the complete function of NHB network is represented as
sˆ = fϑ(g$(p
pow(gω(fθ(s)))H+ n)). (11)
Since the power constraint function performs the scaling for all transmitted signals, without loss
of generality, we can omit that symbol when analyzing the training strategy, giving
sˆ = fϑ(g$(gω(fθ(s))H+ n)). (12)
The optimization goal of the neural network is to minimize the Euclidean distance between the
transmitted and detected symbol vectors as
minimize
θ,ϑ,ω,$
‖s− fϑ(g$(gω(fθ(s))H+ n))‖2,
which also can be used as the loss function for network training as
Lθ,ϑ,ω,$ = ‖s− fϑ(g$(gω(fθ(s))H+ n))‖2.
We employ the stochastic gradient descent (SGD) method to learn the trainable parameters of the
neural network as
θ ← θ − α∇θL(θ;x(i), y(i)), (13)
where θ = {θ, ϑ, ω,$} includes all trainable parameters, α is the learning rate, and the pair (x(i), y(i))
is the training data and label.
The objective of the DNN is to formulate the transformation function between the input data and
the output label within a given task. However, for an AE neural network, the objective is different
from that of a DNN, which encodes the input as a kind of code and recovers the input data from the
code. The training data and label in an AE neural network are the same, where a hidden layer that
describes a code is used to represent the input mapping functions as an encoder. The decoder, which
consists of multiple hidden layers, maps the code to a reconstruction of the original input.
For the proposed AE neural network-based HB system, the beamforming neural network can be
considered as the encoder, which encodes the transmitted signal s. The code is the beamforming
signal vector xhb output from the analog beamforming network. The code is distorted by the fading
channel and additive noise, and hence the combiner, which can be considered as the decoder, is used
to recover the original s from the distorted signal y = H · xhb + n. We assume that the channel
matrix is perfectly known and unchanged within a coherence time period. Therefore, for a given H,
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Fig. 2: The machine learning-based NHB design methodology for different HB schemes.
we fix it during the training phase. If the channel matrix H changes, the network should be retrained.
Hence, we can consider that different H matrices correspond to different tasks. The SGD-based NHB
parameter updating procedure is given by
θ ← θ − α∇θL(θ,H; s(i), s(i)). (14)
For a given channel matrix H, we can randomly generate a large number of transmitted signals
s and noise vectors n for the NHB training. The training process is performed in an unsupervised
learning style, where the training labels are the same as the training data.
After the training process has completed, the obtained parameters θ are loaded into each neural
network to perform the digital and analog beamforming/combining operations.
Hence, for different HB schemes, i.e, broadband, multiuser, low-resolution phase shifter and low-
resolution ADCs in this design, we can employ a machine learning-based design methodology that is
compatible with different scheme as shown in Fig. 2. Different from the traditional methods, which
require to establish the correct model for different HB schemes, the proposed NHB design is a
model-free based methodology. We first transform the HB schemes with different system constraints
to the corresponding AE neural networks. Then, the design of HB system is converted to a neural
network parameter updating process by direct training (multiuser) or iteratively training (broadband
and low-resolution shifter/ADCs) process. Hence, we need not to establish the mathematical model and
consider the optimization process regardless different HB schemes. The optimal beamformer/combiner
for NHB can be obtained by a unified training process.
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III. BROADBAND NHB SYSTEM
A. System model
We suppose that orthogonal frequency division multiplexing (OFDM) technology is employed in the
HB system, where the channel fading on each subcarrier can be regarded as being flat. As shown in Fig.
3, the broadband mmWave MIMO system consists of M subcarrier signals as s = [sT1 , ..., s
T
M ]
T . For
each subcarrier signal, M digital beamformers are employed, where each beamformer has a different
beamforming matrix. These are followed by N rft M -point inverse fast Fourier transforms (IFFT)s to
transform the signal from the frequency domain to the time domain. Following the IFFT modules are
N rft RF chains which convert the digital signals into analog signals. An analog beamformer adjusts
the signal phase and transmits it through Nt transmitting antennas. At the receiver end, the signal is
processed inversely. After receiving Nr signals at the receiving antennas, an analog combiner is used
to perform signal combining in the analog domain. Then, N rft RF chains convert the analog signals
into digital signals. This is followed by N rft M -point fast Fourier transform (FFT) modules, which
transforms the signal from the time domain to the frequency domain. Finally, M digital combiners
are employed to recover the transmitted symbols. The mathematical representation of the above signal
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processing chain is given by
sˆm = W
(m)
bb WrfHmFrfF
(m)
bb sm +W
(m)
bb Wrfnm,
where F(m)bb and W
(m)
bb denote the digital beamformer and combiner for the mth subcarrier, respec-
tively. Here, Hm is the channel matrix at the mth subcarrier and is given by
Hm =
√
NtNr
NCNR
NC∑
i=1
NR∑
j=1
ρijαr(θ
r
ij)αt(θ
t
ij)
H
e−j
2pi
M (i−1)m, (15)
where the parameters are defined in the same way as in (2). It is worth noting that in the broadband
scenario, the digital beamformers F(m)bb and combiners W
(m)
bb must be optimized for different subcar-
riers while the analog precoder or combiner is invariant for all subcarriers due to their post-IFFT or
pre-FFT processing. To deal with the complexity in the HB design for broadband mmWave MIMO
systems, we consider the sum-MSE of all the subcarriers and all the streams to be the objective
function, as
minimize
Frf ,F
(m)
bb ,Wrf ,W
(m)
bb
M∑
m=1
||sm − (W(m)bb WrfHmFrfF(m)bb sm +W(m)bb Wrfnm)||2
s.t.|Frf (i, j)|2 = 1,∀i, j∣∣Wrf (i, j)∣∣2 = 1,∀i, j∥∥∥FrfF(m)bb ∥∥∥2
F
≤ P.
(16)
By comparing the problem in (16) with that in (2) for the narrowband scenario, it can be seen that
the two functions have almost the same form except that in (16) the digital beamformers need to be
optimized for different subcarriers.
B. Multiple channels with shared analog layer NHB
We use an MCSA NHB structure to implement the broadband OFDM HB system. The proposed
MCSA NHB consists of multiple digital beamformer/combiner layers and one shared analog beam-
former/combiner layer pair, as shown in Fig. 3b. Since the IFFT and FFT are coupled, we can remove
them without loss of generality for HB design, as indicated in [21]. Hence, we can replace the IFFT
module by a parallel to serial module and the FFT by a serial to parallel module in order to maintain
the original data flow pattern. The function of the MCSA NHB network is given by
sˆm = fϑm(g$((gω(fθm(sm)))Hm + nm)). (17)
Consequently, the loss function is obtained by calculating the MSE between the detected signal
and the intended signal as
Lθ,ϑ,ω,$ =
M∑
m=1
‖sm − fϑm(g$((gω(fθm(sm)))Hm + nm))‖2. (18)
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Algorithm I Global-local iteration training for MCSA NHB
Input: Hm
Output: θm, ϑm, ωG, $G
Initialization: Randomly initialized for parameters θm, ϑm,
ωG, $G
1: Randomly generate s(i)m and nm for training
2: while within global iteration do
3: Synchronization for local parameters ω1, ..., ωM ← ωG,
$1, ..., $M ← $G
4: while within global iteration do
5: Construct M independent NHB networks
6: Evaluate ∇θmL(θm,Hm; s(i)m , sˆ(i)k ) with (19) training
data by SGD
7: Update M network parameters independently with
θm ← θm − αm∇θmL(θm,Hm; s(i)m , sˆ(i)k )
8: Compute global parameter ωG = 1M
M∑
m=1
ωm,
$G= 1M
M∑
m=1
$m
9: Fixed global parameters ωG, $G
10: Fine tuning: Update M digital layers network parameters
with θm, ϑm ← θm, ϑm − α
M∑
m=1
∇θm,ϑmL(θm, ϑmωG, $G,
Hm; s
(i)
m , sˆ
(i)
k )
11: Return: θm, ϑm, ωG, $G
The loss function of broadband NHB is similar to that of multiple user NHB. However, for
broadband NHB, multiple subcarrier signals share one analog beamformer and combiner, while
for multiple user NHB, multiple users have different, independent analog and digital combiners.
Hence, the multiple-task learning (MTL)-based training strategy in multiple user NHB is not suited
for broadband NHB. To overcome this issue, we introduce a global-local iteration training method
to formulate the shared parameters for the analog beamformer and combiner. First, we relax the
constraint of one shared analog beamformer/combiner network layer by introducing multiple analog
layers for the different channels. Hence, the gradient updating function for the relaxed constraint is
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given by
θm ← θm − αm∇θmL(θm,Hm; s(i)m , sˆ(i)k ) m = 1, 2, ...,M, (19)
where θm={θm, ϑm, ωm, $m}, and the gradient updating function is the same as for the single-user
narrowband training process. The parameter updates for each subcarrier can be performed in parallel.
We can consider the multiple independent parameters for each subcarrier as local parameters. After
the local training process runs a certain number of iterations, we average the parameters of the analog
beamformer/combiner as
ωG =
1
M
M∑
m=1
ωm, $G=
1
M
M∑
m=1
$m, (20)
where ωG and $G are considered to be global parameters. Then, we synchronize each analog
beamformer and combiner with the global parameters as
ω1, ..., ωM ← ωG, $1, ..., $M ← $G . (21)
After the synchronization of local parameters, the local parameter updating process is rerun. This
local-global iteration is executed until the loss function decreases to a given level. At the final step,
the fine-tuning training iteration is performed by fixing the global parameters and only updating the
digital beamformer/combiner as
θm, ϑm ← θm, ϑm − α
M∑
m=1
∇θm,ϑmL(θm, ϑm, ωG, $G,Hm; s(i)m , sˆ(i)k ). (22)
We summarize the global-local iteration training for MCSA NHB in Algorithm I.
IV. MULTIPLE USER NHB SYSTEM
A. System model
A typical narrowband downlink single-cell multiuser MIMO system is shown in Fig. 4a. The
transmitted signal vectors s are divided into K groups, where K is the number of users in a cell.
Without loss of generality, we suppose that each user has the same number, d, of the transmitted
signal streams. At the receiving end, each user is equipped with NKr antennas, where N
K
r  d. The
transmitted signal can be rewritten as
xrf=FrfFbb · s=
K∑
`=1
FrfF
`
bb · s`, (23)
where Fbb = [F1bb, ...,F
K
bb ]. Here, s ∈ CNs×1 is a vector of data symbols which is the concatenation
of each users data stream vector, i.e. s = [sT1 , ..., s
T
K ]
T , where s` is the data stream vector for the
user `. Suppose that the channel matrix from the BS to the kth user is Hk ∈ CNKr ×Nt with noise
vector nk, the received signal for user k is given by
yk = HkFrfF
k
bb · sk +H`
∑
` 6=k
FrfF
k
bb · s` + nk. (24)
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Fig. 4: Illusion of multi-user HB for both traditional HB and neural hybrid beamforming.
Similar to the single-user HB system, we employ an analog and digital combiner to estimate the
received signal for user k as
sˆk = W
k
bbW
k
rf · yk. (25)
In the multiple-user multipe-input single-output (MU-MISO) case, the receiving antennas are not
collocated. Therefore we cannot use the MMSE optimization expression in (8), which assumes
cooperation between the receivers. The hybrid beamforming design for MU-MISO systems must
account for the effect of inter-user interference. To this end, in such a system, the MMSE optimization
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of k users is given by
minimize
Frf ,Fbb,Wkrf ,W
k
bb
K∑
k=1
∥∥∥sk − (WkbbWkrf · yk +WkbbWkrfn)∥∥∥2
s.t.|Frf (i, j)|2 = 1,∀i, j∣∣∣Wkrf (i, j)∣∣∣2 = 1,∀i, j, k
‖FrfFbb‖2F ≤ P.
(26)
The optimal hybrid beamformer and combiner for each user is obtained by solving the above
problem. As opposed to the single-user MMSE optimization problem, the signal combining process
for each user is independent. Hence, the solution process for the analog and digital combiner matrices
WkbbW
k
rf is quite different from the single-user scenario.
B. Splitting the NHB network for the multiuser scenario
The proposed splitting NHB network for the multiuser HB system is shown in Fig. 4b. The
beamformer layer, channel layer, and noise layer are the same as for a single-user point-to-point
NHB. Hence, the receiving signal function at user k is given by
yk = gω(fθ(sk, s`6=k))Hk + nk. (27)
However, to implement the multiple user scenario, we split the combiner layer into K disjoint
subnetworks, where each subnetwork is independent of the others. Hence, the function of the splitting
NHB is given by
sˆk =fϑk(g$k(yk))
=fϑk(g$k(gω(fθ(sk, s` 6=k))Hk + nk)),
(28)
where ϑk, $k are the trainable parameters of the subnetworks for different users at the receiver. At
the transmitter, the users all share one neural network with global parameters θ, ω. The loss function
of the splitting NHB network for the multiuser HB system is to minimize the MSE between the
detected signals from multiple users and the transmitted signal vectors as
Lθ,ϑ,ω,$ =
K∑
k=1
‖sk − fϑk(g$k(gω(fθ(sk, s`6=k))Hk + nk))‖2. (29)
The parameters of each neural network can be obtained by the SGD algorithm as
θk ← θk − αk∇θkL(θk,Hk; (s(i)k , s(i)` 6=k), sˆ(i)k , (30)
where θk={θ, ϑk, ω,$k}. The multiple-user NHB is similar to an MTL network [45]. An MTL
network consists of shared hidden layers together with multiple, independent layers for each task.
For the NHB network, the beamforming network can be considered as the shared hidden layers, and
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the combining network is the multiple independent network layers. In the MTL training strategy,
the model is forced to learn a generalized representation for several tasks instead of for one specific
task. To this end, we can input all K user intended signal symbols s = [sT1 , ..., s
T
K ]
T to the NHB
network and calculate the loss. In this way, we can update the shared hidden layers and the multiple,
independent network layers simultaneously. Hence, the parameter update by SGD can be rewritten as
θ1,...K ← θ1,...K −
K∑
k=1
αk∇θkL(θk,Hk; (s(i)k , s(i)` 6=k), sˆ(i)k ). (31)
To improve the training efficiency of multiuser NHB, the learning rate for different users is changed
according to the loss value of each user as
αk ∝ L(θk; (s(i)k , s(i)`6=k), sˆ(i)k ), (32)
where ∝ is the symbol of positive proportionality. The splitting NHB can also support distinct priority
levels among the transmitted signal streams from different users, which is a practical requirement
in a multiple-user multiple-input multiple-output (MU-MIMO) system. To accomplish this, we only
need to modify the loss function and include a priority factor as
Lθ,ϑ,ω,$ =
K∑
k=1
‖sk − ηk · fϑk(g$k(gω(fθ(sk, s` 6=k))Hk + nk))‖2, (33)
where ηk is the priority factor for the kth user. In this way, the optimizer will automatically make
a larger effort in the training phase to optimize the transmitted streams having higher priority than
those with lower priority.
We can combine the MCSA network proposed in this section and the splitting network of the
previous section into one NHB network. This combined network can implement a multiple-user,
broadband HB system, which is currently a widely used configuration.
V. LOW-RESOLUTION ANALOG SHIFTER BASED NHB
A. System model
In a practical sense, the employment of full-resolution phase shifters with arbitrary phase is
infeasible or, at least, is expensive because of hardware limitations. We propose a finite analog
shifter NHB, where the phase shifters can only supply discrete phase adjustments to facilitate a low-
cost implementation. We consider a single-user finite analog shifter mmWave massive MIMO NHB
system, which is the same as the single-user NHB system. The value of each phase shifter is quantized
to a set having a finite number of elements. The phase shifter can only select angles from the set
Ω={Λ/2 3Λ/2 . . . (2n − 1)Λ/2} , where n = 2pi/Λ . In other words, Λ is the quantitation step size
for a uniform quantizer. Accordingly, the function of the analog beamformer/combiner is rewritten as
xrfi = x
bb
i · ejφi ,
xbbi = x
rf
i · ejϕi ,
φi, ϕi ∈ Ω. (34)
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Algorithm II Floating-fixed iterative training for
low-resolution phase shifter NHB
Input: Hm, Ω = {0, Λ, ..., (2B − 1)Λ}
Output: θ, ϑ, ωF , $F
Initialization: Randomly initialized for parameters θ, ϑ,
ωF , $F
1: Randomly generate s(i) and n for training
2: while within maximal iteration do
3: Construct floating-point NHB networks
4: Evaluate ∇θL(θF ,H; s(i), sˆ(i)k ) with (36) training
data by SGD
5: Update floating-point based parameters
θ, ϑ, ωF , $F ← θ, ϑ, ωF , $F − α∇θL(θF ,H; s(i), sˆ(i)k )
6: Quantize the angle of phase shifter by
ωb ← arg min
b∈Ω
(
∣∣ωb − ωF ∣∣)
$b ← arg min
b∈Ω
(
∣∣$b −$F ∣∣)
7: Update digital layer by fixed phase shifter angle
θ, ϑ← θ, ϑ− α∇θ,ϑL(θ, ϑ, ωb, $b,H; s(i), sˆ(i)k )
8: Return: θ, ϑ, ωF , $F
B. Floating-fixed iterative training strategy for the low-resolution phase shifter NHB
To train the low-resolution phase shifter based NHB, we propose using a floating-fixed iterative
training strategy. We first relax the constraint on the phase shifter to become full resolution at the start
of the training phase. Then, we quantize the angle of the analog shifter to the nearest value from the
angle selection set Ω, and then we fix the phase shifter angle to train the digital beamformer/combiner.
After a certain number of training iterations, we relax the constraint of the phase shifter again and
repeat the above training process until the loss function reaches a given level. The training algorithm
is summarized in Algorithm II.
At the beginning of the training process, the parameters θ, ϑ, ω,$ of each network layer are
initialized randomly. The SGD training method is employed during the relaxation of the phase shifter
constraint to the floating-point domain, which is the same as the optimization form of (13). We rewrite
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it here for convenience
θ, ϑ, ωF , $F ← θ, ϑ, ωF , $F − α∇θL(θF ,H; s(i), sˆ(i)k ), (35)
where the superscript F denotes the floating-point domain. The process of quantizing to the nearest
available angle is given by
ωb ← arg min
b∈Ω
(
∣∣∣ωb − ωF ∣∣∣),
$b ← arg min
b∈Ω
(
∣∣∣$b −$F ∣∣∣). (36)
Then, SGD is performed only for the parameter update of the digital layer using the fixed phase
shifter angle as
θ, ϑ← θ, ϑ− α∇θ,ϑL(θ, ϑ, ωb, $b,H; s(i), sˆ(i)k ). (37)
The iterative floating-fixed training process is repeated until the loss value Lθ,ϑ,ωb,$b is reduced to
the desired level.
VI. TERNARY NHB FOR LOW-RESOLUTION ADCS
A. System model
Low-resolution ADCs are employed at the receiver end as an alternate way to reduce the hardware
cost and the energy consumption for HB. In this work, we propose a ternary NHB to implement a
low-resolution ADC based HB system. We first consider the system model for a single user low-
resolution NHB. The difference compared to full-resolution ADCs is the additional low quantization
converter (LQC) layer between the analog combiner layer and the digital combiner layer. Each real
and imaginary part of the combined signal is quantized at the ADCs with q quantization bits. Then,
the quantized signal vector is expressed as
xˆbbq =Q(xˆbb), (38)
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where Q(·) is the element-wise quantizer and where the subscript q denotes a quantized signal. Hence,
the recovery signal after the digital combiner is given by
sˆq = fϑ(Q(g$(gω(fθ(s))H+ n))). (39)
The loss function to minimize the MSE between sˆq and s is given by
minimize
θ,ϑ,ω,$
‖s− fϑ(Q(g$(gω(fθ(s))H+ n)))‖2. (40)
The low-resolution ADCs have reduced hardware cost and energy consumption, but with the penalty
of increased quantization error. It is a challenging task to design an effective HB system using lower
resolution ADCs.
B. Ternary Quantization based NHB
Recently, binary and ternary approaches, which replace arithmetic computations by simple logic
operations have emerged as efficient methods to reduce the complexity of deep neural networks. In
particular, the ternary weight networks constrain the synaptic weights to the ternary values {−1, 0, 1}.
As opposed to existing ternary neural networks, where both input data and the network parameters,
i.e., weights and biases, are quantized to ternary values, we only quantize the input data to ternary
values and maintain full resolution for the network parameters. This is because that the hardware cost
and energy consumption of an analog ADC are much higher than for the digital computing logic.
With this assumption, we rewrite the quantized signal with a ternary form as
Q(xˆbbi ) =

A , xˆbbi > ψ
0 , xˆbbi ≤ ψ
−A , xˆbbi < −ψ
, (41)
where ψ is a positive threshold parameter, and A is a nonnegative scaling factor. To best approximate
the original, full-precision input as ternary values, the optimization problem is formulated as follows,
minimize
A,xˆbbq
∥∥∥xˆbb −A · xˆbbq ∥∥∥2
s.t. A ≥ 0,
xˆbbq,i ∈ {−1, 0, 1}.
(42)
By using (42) in (41), the optimization problem becomes
minimize
A,ψ
∥∥∥∥∥∥|Iψ|A2 − 2(
∑
i∈Iψ
xˆbb)A+ cψ
∥∥∥∥∥∥
2
s.t. A ≥ 0, ψ > 0.
(43)
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where Iψ={i
∣∣∣∣xˆbbi ∣∣ > ψ} and |Iψ| denotes the number of elements in |Iψ|, and where cψ = ∑
i∈Iψ
(xˆbbi )
2
is an A-independent constant. Hence, for any given ψ, the optimal A is calculated as follows,
A†ψ =
1
|Iψ|
∑
i∈Iψ
∣∣∣xˆbbi ∣∣∣. (44)
By substituting A†ψ into (43), we get a ψ-dependent equation, which can be simplified as follows
ψ† = arg max
ψ>0
1
|Iψ|
∑
i∈Iψ
∣∣∣xˆbbi ∣∣∣
2. (45)
According to ternary neural network design theory, the approximated optimal solution of ψ† is given
by
ψ† =
0.7
n
·
n∑
i=1
∣∣∣xˆbbi ∣∣∣, (46)
where n is the length of the vector xˆbbi . However, the full resolution value of xˆ
bb
i is unknown, since
it has been converted to the ternary form. A feasible solution is to pre-estimate the distribution
of
n∑
i=1
∣∣xˆbbi ∣∣ performing a large amount of offline simulation for different transmitting signal power
and channel gain. Then, we store these values and the corresponding transmitting signal power and
channel gain values in a parameter memory. In this way, the processing in the LQC module has three
steps. First, we look up the value of
n∑
i=1
∣∣xˆbbi ∣∣ from the parameter memory. Second, we compute the
threshold value ψ† and the scaling factor A†ψ with (46) and (44), respectively. Finally, we can convert
the received analog signal to a ternary digital signal with (41).
Since backpropagation of the gradient can be done with the ternary conversion function (41), we
can employ the standard SGD algorithm to train the ternary NHB network.
VII. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the proposed NHB in terms of BER and spectrum
efficiency, and we make comparisons with existing HB and fully-digital algorithms. The channel
models for the narrowband and the broadband scenarios are based on equations (2) and (15), respec-
tively. Unless otherwise mentioned, the number of clusters is set to NC = 2, with the number of rays
NR = 5 in each cluster. The angles of arrival and departure are generated randomly with a Laplacian
distribution, and the mean cluster angles are uniformly sampled from [0, 2pi]. It is assumed that the
channel estimation and system synchronization are perfect. Unless otherwise noted, the numbers of
transmitting and receiving antennas are set to Nt = 64 and Nr = 16, respectively, and uncoded
quadrature phase-shift keying (QPSK) modulation is used.
The following HB schemes are selected as benchmarks: a) FDB, the optimal fully-digital beamform-
ing algorithms based on the MMSE criterion [9]. b) MO-HB [17], which is also an MMSE criterion-
based HB design for both narrowband and broadband HB. c) MU-HB, which aims at maximizing
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Fig. 6: BER performance comparison for a single user narrowband QPSK HB system.
the spectral efficiency [6]. d) OMP [4], which is based on the classic orthogonal matching pursuit
(OMP) linear beamformer. e) DL-HB [43], where a deep learning-based algorithm is employed to
approximate the optimal solution of GMD. f) TS-HB [2], which is a two-stage HB for the low-
resolution ADCs. The proposed method is denoted as NHB and NFB for neural hybrid beamforming
and neural fully-digital beamforming, respectively.
A. Single User Narrowband HB performance
Fig. 6 shows the BER performance of the proposed NHB and NFB in comparison with existing
methods. As can be seen, both the proposed NHB and NFB have the best BER performance, even
outperforming the optimal fully-digital beamforming (FDB) system. The proposed NHB has a 2.5 dB
performance gain compared with FDB and MO-HBF, which are both MMSE criterion-based methods.
Also, compared with the deep learning-based algorithm DL-HB, the proposed method exhibits a nearly
4 dB performance gain. The proposed neural network consists of multiple hidden layers with nonlinear
activation functions, giving it a strong ability for data regression and representation. Compared with
traditional matrix decomposition, the AE neural network provides a strong representation ability to
map the beamforming design into a network training process. This can explain why the proposed
design outperforms the matrix decomposition-based method.
We also obtain the BER performance with 16-QAM modulation, as shown in Fig. 7. The proposed
NHB outperforms FDB by about 1 dB and MO-HBF by about 2.5 dB, respectively. This indicates that
the NHB also performs well with higher-order modulation signals. We also performed a convergence
analysis in terms of the loss function and test accuracy. As shown in Fig. 8, the loss value decreases
gradually as the training iterations increase. At the same time, the accuracy increases rapidly with
more iterations.
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Fig. 7: BER performance comparison for a single-user narrowband 16-QAM HB system.
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Fig. 8: Convergence simulation in terms of the loss function and BER for QPSK.
B. Broadband HB performance
We compare the performance for a broadband HB system with different methods in this subsection.
The total number of subcarriers is set to M = 16 with Ns = 4 transmitting streams for each subcarrier.
Hence, the total number of transmitting streams for an OFDM symbol is 64. As shown in Fig. 9,
the proposed NHB has the best BER performance. MO-HB, which proposes a wideband manifold
optimization to design the broadband HB system, has the second-best BER performance but still
suffers a 1 dB loss compared with NHB. The other two methods, DL-HB, and OMP without special
optimizations for broadband HB have the lowest BER performance with about a 2 dB loss compared
with NHB. The simulation results indicate that the proposed NHB is a potential solution for the
practical broadband HB system. The convergence simulation for broadband HB is shown in Fig. 10.
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Fig. 9: BER performance comparison for a broadband QPSK HB system.
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Fig. 10: Convergence simulation for broadband HB system.
The training loss with BER has a sharp increase at the global parameter updating point. The reason
is that the local parameters are leveraged by the global parameter from all sub-carriers. But the loss
value and BER decrease gradually as the local parameter updating. After several iterations, the local
parameter will be updated to a global point with low loss value and BER.
C. Multiple User HB performance
In this subsection, we exhibit the performance comparison for a downlink multi-user HB system
with the sub-connected architecture, where the number of users is set to K = 2. For each user, the
number of clusters is set to NC = 2, with a single ray (NR = 1) and NR = 5 in each cluster.
The number of data streams is set to Ns = 1, and the number of RF chains is Nrf = 1 with
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Fig. 12: BER performance comparison for a low-resolution analog shifter QPSK HB system.
16 receive antennas connected at each RF chain. At the BS, there are KNs = 2 data streams and
KNrf = 2 RF chains with a total of Nt = 32 transmit antennas. As shown in Fig. 11, the proposed
NHB outperforms baseline by 3.5 dB in terms of BER performance. The baseline uses the digital
ZF precoder and analog precoder designed in [46]. To explain the phenomenon, we check the beam
pattern of each channel realization and find that the main lobe of NHB has less interference from
other sidelobes.
D. Low-Resolution Analog shifter Performance
The simulation results for the low-resolution analog shifter configuration are illustrated in Fig 12.
The system setup is based on a single-user narrowband HB system. The resolution is selected from
the set Λ = {full, pi/6, pi/3}, where ‘full’ means full precision at the analog beamformer/combiner.
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Fig. 13: Convergence simulation for a low-resolution analog shifter HB system.
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Fig. 14: BER performance comparison for a low-resolution ADC QPSK HB system.
As can be seen, the BER performance of the proposed method degrades only gradually with lower
resolution of the phase shifter, i.e. going from full-resolution down to a quantization step of pi/3. In
contrast to this, the BER performance of the OMP scheme drops dramatically, and it reaches as high
as a BER of 10−2 with the pi/3 resolution. The convergence simulation for the low-resolution analog
shifter NHB is exhibited in Fig. 13. We first train the NHB with a full precision analog beamformer
and then we quantize the shifter to a fixed step value of pi/6 for further training. We see that the
loss function jumps from 10−1 to 1 at the quantization shift point. However, as the training proceeds
further, the loss is decreased again and remains at a steady level of around 1000. It is indicated that
the proposed neural HB has good robustness for the low-resolution analog shifter scheme.
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E. Ternary NHB performance
Finally, we present the simulation results for the BER performance of ternary NHB with a single
user narrowband HB system, as shown in Fig. 14. The benchmarks used in the comparison are 2-bit,
3-bit and 4-bit MO-HB quantization schemes, and TS-HB for low-resolution ADCs with maximal
spectrum efficiency. The proposed ternary NHB employs 2-bit quantization ADCs. According to the
simulation results, the ternary NHB suffers a 2 dB performance loss compared to the 4-bit MO-HB
quantization method. However, the proposed ternary NHB outperforms 3-bit MO-HB by more than
3 dB, which is much better than the other two 2-bit quantization methods. In other words, the 2-bit
quantization ternary NHB has better performance than the existing 3-bit HB methods. In Fig. 14, we
also give the simulation results of NHB with the combined ternary-NHB and low-resolution shifter
(LRS) using a quantization step of pi/6. The performance of ternary-NHB with LRS suffers a 2 dB
performance loss compared with ternary NHB but still outperforms 2-bit MO-HB. In summary, the
proposed AE neural network shows superior BER performance over the traditional methods, especially
when hardware restrictions are included.
VIII. CONCLUSIONS, CURRENT CHALLENGES FOR NHB, POSSIBLE SOLUTIONS AND FUTURE
WORK
We have presented a new vision for hybrid beamforming design from the perspective of an AE based
neural network using deep learning. With the proposed NHB, the various HB schemes can be designed
in a unified methodology by mapping to corresponding neural network structures. Moreover, the
method exhibits significantly superior performance, in terms of BER, compared with traditional linear
matrix decomposition methods. By bridging the gap between deep learning and hybrid beamforming
design, the approach may have significant potential in terms of guiding the design of future intelligent
radio systems. However, several open issues remain for the practical application of NHB in a real
communication system, as summarized in the following subsections.
A. How to train the NHB in an end-to-end style in a real system?
As presented, the AE neural network is trained in an end-to-end style to simultaneously obtain
the parameters for each layer. Notice that it is unnecessary to actually transmit the signal over the
air to obtain the neural network output. We only need to establish the AE neural network with a
channel layer and a noise layer to simulate the data transmission and to perform the training process
in an offline manner. However, the beamformer and combiner are distributed at the transmitter and
receiver, respectively. A question which arises is, how can the neural network parameters be shared
at transmitter and receiver? One possible solution is transmitting the neural network parameters from
one side to the other after the neural network training process has completed. However, this method
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significantly sacrifices the communication efficiency due to a large number of parameters, and thus
may only be suitable for communication systems having wide bandwidth, such as in mmWave systems.
Another possible solution is to train the AE neural network on both sides, using the same initial
random value. In other words, the same training data and pseudorandom noise should be used on
both sides by setting the same random seed in the training process. Hence, the training process can
be performed independently at each side without any need for sharing information, which reduces
the communication overhead compared to the first method.
B. How to rapidly train the NHB to satisfy a real-time processing requirement?
To update the parameters, i.e. the weights and biases, in a timely and efficient manner with a
change of CSI, we can apply meta-learning to optimize the training strategy. This approach will learn
new tasks much more quickly by incorporating prior training experience [47]. To be more specific,
a meta-learner will formulate the meta parameters of the neural network using a pre-training process
with a large number of random channel matrices. Then, a fast learner will fine-tune the parameters
with few-shot training. As a result, the meta-learning based scheme could significantly reduce the
training time required.
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