We propose a scheme to manipulate the electron-hole excitation in the voltage pulse electron source, which can be realized by a voltage-driven Ohmic contact connecting to a quantum hall edge channel. It has been known that the electron-hole excitation can be suppressed via Lorentzian pulses, leading to noiseless electron current. We show that, instead of the Lorentzian pulses, driven via the voltage pulse V (t) = 2 e √ 3 π kBT h arctanh(
I. INTRODUCTION
The on-demand coherent injection of single or few electrons in solid-state circuits is an important task in electron quantum optics, which focus on the manipulation of electrons in optics-like setups. [1] [2] [3] [4] [5] [6] The injection can be implemented simply by a voltage-pulse-driven Ohmic contact connecting to a quantum hall edge channel, which is usually referred as the voltage pulse electron source. 7 The Ohmic contact serves as an electron reservoir, while the quantum hall edge channel serves as an electron waveguide. Driven by the voltage pulse applied on the Ohmic contact, electrons incoming from the reservoir can be injected on the Fermi sea of the edge channel, leading to the single-electron quasi-particle excitation propagating along the waveguide. However, additional electron-hole excitation can usually be created during the injection, 8 inducing charge current noise.
As far as the charge transport is concerned, it is desired to suppress the electron-hole excitation. In a series of seminal works, Levitov et al. have proposed that, driven by Lorentzian pulses with integer Faraday flux, integer electrons can be injected, while the accompanied electron-hole excitation can be suppressed, leading to a noiseless current flow. [9] [10] [11] This has been realized and extensively studied in the experiments reported in the group of D.C. Glattli. 7, 12, 13 Later, Gabelli et al. further show that a similar suppression can be realized by using bi-harmonic voltage pulses.
14 Besides, the existence of the electron-hole excitation can also be helpful in certain situation. Moskalets have demonstrated that, driven by the Lorentzian pulse with a half-integer flux, a zero-energy excitation with half-integer charge can be created in the driven Fermi sea at zero temperature, * Author to whom correspondence should be addressed; yin80@scu.edu.cn.
which cannot exist without the presence of electron-hole excitation. 15 These works demonstrate the possibility of manipulating electron-hole excitation via engineering the temporal profile of the voltage pulse.
In contrast, if the thermal transport is concerned, [16] [17] [18] [19] [20] [21] [22] [23] the electron-hole excitation are favorable, since they carry a finite amount of energy, while do not affect the average charge transport. In fact, a fully thermalized state at finite temperature can be regarded as the mixed state of certain electron-hole excitations, where the energy distribution follows the Fermi distribution, while the quantum coherence totally vanishes. If the electronhole excitation can be manipulated via engineering the voltage pulse, it is then nature to ask: is it possible to tune the electron-hole excitation so that the corresponding state has exactly the same energy distribution of the fully thermalized state, while the quantum coherence is still preserved? Such a state will be helpful in the study of thermal transport and quantum decoherence processes in mesoscopic systems. In this paper, we propose a scheme to create such a state by using the voltage pulse electron source. We find that, instead of Lorentzian pulses, driving via the voltage pulse with duration t 0 , i.e., t ∈ [0, t 0 ], which has the temporal profile
with k B being the Boltzmann constant, electrons incoming from the reservoir at temperature T S and chemical potential µ can be excited so that the corresponding outgoing electrons can have the time-averaged energy distribution as
which is exactly a Fermi distribution at temperature
Note that such Fermi distribution is obtained solely by coherent excitation via voltage pulses and no additional energy relaxation mechanism is needed. Hence the quantum coherence is still preserved for the state. Experimentally, it is possible to detect the energy distribution of the state via quantum-dot-based energy filter.
20, 21 We further show that such state can also be detected in situ at the voltage pulse electron source via shot noise thermometry technique, 24 making it convenient in further experimentally studies.
The paper is organized as follows. In Sec. II, we present the model of the voltage pulse electron source and introduce the time-averaged energy distribution for the electrons. In Sec. III, we demonstrate how to manipulate the temporal profile of the pulse so that the time-averaged energy distribution of the emitted electrons follows the Fermi distribution we desired. In Sec. IV, we discuss the detection of the state via shot noise thermometry technique. We summarized in Sec. V.
II. MODEL AND FORMALISM
The voltage pulse electron source can be modeled as an one-dimensional quantum wire connecting two reservoir A and B, 11 as illustrated in Fig. 1 . The system is biased with a time-dependent voltage pulse V (t) with duration t 0 . The voltage drop is assumed to occur across a short interval at the center of the wire. If the voltage drop is spatially slow-varying on the scale of the Fermi wavelength 1/k F , the electron in such system can be wellapproximated as dispersionless Fermi systems with the corresponding single-particle Hamiltonian
with e being the charge of electron and v F being the Fermi velocity. The sign ± corresponds to left-and right-going electrons, respectively. Without loss of generality, we focus on the right-going electron. The field operator of the electronψ(x, t) can be expressed aŝ
with φ(t) = e t dτ V (τ ) describing the effect of the voltage pulse V (t). The Fermi operatorâ(t) andb(t) corresponds to the incoming and outgoing electron modes, respectively, which is also indicated in Fig. 1 . They are related via the forward scattering phase 11,25-27
which can be obtained by requiring the field operator ψ(x, t) is continuity at the boundary x = 0. Now we turn to discuss the energy distribution function of the incoming and outgoing electrons. Following previous works, the non-interacting electrons can be characterized by their one-body density matrix, which has the form of the first-order Glauber correlation function in the time-domain. [28] [29] [30] The correlation function for the incoming and outgoing electrons can be constructed as
respectively, where ... represents the thermal expectation over the reservoir degree of freedom. For incoming electrons, which can be modelled as the stationary wave-packet emitted from the reservoir A at thermal equilibrium, the correlation function satisfies translation invariant in the time-domain, and hence only depends on the time difference τ = t−t ′ . The energy distribution function can be obtained through Fourier transformation, which has the form
For reservoir A at temperature T S and chemical potential µ, the distribution f a (ω) follows the Fermi distribution
In contrast, driven by the time-dependent potential V (t), the outgoing electrons are described by the nonstationary wave-packet and the translation invariant of the correlation function is broken. In this situation, one can introduce the time-averaged energy distribution function over the time interval t 0 , which can be written as 9,10,15,31-33
which can be measured experimentally by using quantum dot as an adjustable energy filter. 20, 31, 32 By using the scattering phase given in Eq. (6), the time-averaged distribution function of the outgoing electrons can be related to the incoming ones via
III. TUNING DISTRIBUTION VIA VOLTAGE PULSE
If the distribution f V (ω) given in Eq. (11) follows the Fermi distribution f D (ω) given in Eq. (2), then the outgoing electron state will have the same energy distribution as a fully thermalized state at the temperature T D . To do so, one requires that the integral kernel Π V (ω) in Eqs. (11) equals to(see Appendix A for the derivation)
The typical profiles ofΠ h (t) at sub-kelvin temperatures are illustrated in Fig. 2 . To achieve such requirement, one need to find a proper V (t) so that the power spectral density of e −iφ(t) follows Π h (ω), i.e.,
with φ(t) given below Eq. (6). It should be noted that since Π V (ω) is non-negative according to Eq. (11), equation (14) cannot be satisfied for T D < T S , since Π h (ω) can be negative in this case. Finding V (t) satisfying the requirement Eq. (14) is equivalent to the problem of phase control of pulse shaping, which has been extensively studied in the field of ultrafast optics. 34 The basic idea is to attack the problem by working out the Fourier transformation in Eq. (14) within the stationary phase approximation. Here we only outline the procedure, leaving the technical details to the Appendix B.
Within the stationary phase approximation, Eq. (14) can be satisfied by requiring the voltage pulse V (t) follows the relation 
where
By further applying the approximation erf
π arctanh(x), the above equation reduced to
which is just Eq. (1) given in Sec. I. Note that there are some freedom in the choice of the pulse duration t 0 . In principle, t 0 should be large enough so that the stationary phase approximation holds. In the realistic calculation, we find that it is adequate to choose t 0 to be two times larger than the Full width at half maximum (FWHM) of the profileΠ h (t). According to Fig. 2 , the typical value of t 0 is of the order of 1 ns at sub-kelvin temperatures, corresponding to the frequency of the order of 1 GHz. One may also worry about the divergence of the function arctanh(τ ) at the boundary τ = ±1 in Eq. (18) . This can be fixed by set a limit of the amplitude of V (t), which has minor influence if the overall profile of V (t) does not change too much.
Despite the approximation we have used in above derivation, the time-averaged energy distribution of the outgoing electron produced by the voltage pulse V (t) can follow the desired Fermi distribution quite well, which we demonstrate in Fig. 3 The temporal profile of the applied voltage pulse V (t) is shown in the inset (a) of Fig. 3 . The pulse duration t 0 is chosen to be 2.3 ns, which is just equal to two times of the FWHM of the correspondingΠ h (t)[red solid curve in Fig. 2] . The amplitude limit of V (t) is set to 60 µV, which has little impact on the overall profile of the pulse. In the inset (b), we also compare the integral kernel Π V (ω)[calculated from V (t) via Eqs. (11) ] to the integral kernel Π h (ω) given in Eq. (12) . One can see that, despite some small ripples, the overall profile of the two kernel agrees with each other, which justifies the approximation we have used in the derivation.
By further increasing the pulse duration t 0 , the ripples in the integral kernel can be suppressed, as can be seen from Fig. 4 . Comparing to Fig. 3 , we have increase t 0 to 11.5 ns, while keeping other parameter fixed. The suppression of the ripples in the integral kernel can be clearly in the inset (b) of Fig. 4 . As a consequence, the energy distribution of the outgoing electrons(red solid curve) agrees quite well with the Fermi distribution with T D = 100 mK(green dashed curve), so that they are almost indistinguishable from each other in the main panel of the figure.
Hence, one can see that, applying the voltage pulse V (t) with the temporal profile given in Eq. (18), the energy distribution of the outgoing electrons can be tuned to follow the Fermi distribution from Eq. (2) quite well. According to Eq. (18) , to achieve such tuning for higher temperature T D , voltage pulse with larger amplitude is required. In this case, the amplitude limit of the pulse can have more pronounced impact on the result. Such impact is demonstrated in Fig. 5 . All the parameters are chosen the same as Fig. 3 , except the temperature T D , which is increased to 300 mK in this case. From the inset (a), one can see that the pulse profile is modified due to the amplitude limit of the pulse, leading to small platforms close to the edges. As a consequence, these platforms induces ripples in the corresponding integral kernel, which is shown in the inset (b). Such ripples can also be identified in the energy distribution of the outgoing electron, which is shown as red solid curve in the main panel of the figure.
Note that in the case where the profile of the pulse has been changed due to the amplitude limitation, the induced ripples cannot be suppressed by increasing the pulse duration t 0 , which we demonstrate in Fig. 6 . In this case, all the parameters are chosen the same as Fig. 5 , except the pulse duration t 0 , which is increased to 11.5 ns. One can still identify large ripples in the integral kernel[inset (b)]. The impact of these ripples can lead to pronounced distortion of the energy distribution of outgoing electrons far from the Fermi level, which can be seen in the main panel of Fig. 6 . It should be noted that in the realistic situation, the voltage pulse can also lead to Joule heating. 35 To make the manipulation observable, the amplitude of the voltage pulse should be kept low enough so that the Joule heating is not significant. It has been reported that in typical quantum point contacts, voltage pulses with the root mean square amplitude 60 µV can heat up the electrons to about 50 mK, 12 which is smaller then the effect we shown here. So we expect that such manipulation can be experimentally detected in a realistic system.
IV. SHOT NOISE THERMOMETER
Experimentally, the time-averaged energy distribution of the outgoing electrons can be detected via an adjustable energy filter, which can be realized by using a quantum dot fabricated at a certain distance from the voltage source. 20, 31 However, as the profile of the energy distribution can be changed during the propagation due to various energy relaxation mechanisms, such as the coupling to electrons on counter-propagating edge channels, 21, 22, 32, 36 it is more favorable to detect the distribution in situ at the voltage pulse source. This can be done by using the shot noise thermometry technique, 24 which we will discuss in this section.
In the standard shot noise thermometry technique, the electron temperature is extracted from the DC-biasvoltage dependence of the current noise across a tunneling barrier. 24 This can be implemented in the voltage pulse electron source by introducing a static potential in the short interval at the center of the wire, which is illustrated in Fig. 7 . Note that the static potential is assumed to be rapidly-varying comparing to the Fermi wavelength 1/k F , which can lead to backscattering between left-and right-going electrons in the system.
Following the scattering formalism, the scattering between the left-and right-going electrons can be described by the time-dependent scattering matrix 25, 26 
with D 0 being the time-independent transmission coefficient due to the static potential. The Fermi operator a 1(2) andb 2(1) represent the incoming(outgoing) electrons modes from(towards) the reservoir A and B, respectively. The phase factor φ(t) is given below Eq. (6). For simplicity, we assume both the reservoir A and B are kept at the same temperature T S and chemical potential µ.
Consider the time-averaged current noise detected at the reservoir B, it can be given as
where the current operatorĵ B (t) has the form
By using the time-dependent scattering matrix Eq. (19), the current noise can be written as
with S e and S n being the equilibrium and nonequilibrium contribution, respectively. The equilibrium term
is just the Nyquist-Johnson noise which is independent on the applied DC bias voltage. The non-equilibrium (1 − D0)kBTS/(2π 2 ) being the zero-bias noise. The temperature TS of the reservoirs A and B is chosen to be TS = 10 mK. The green squares and red dots are shot noise with voltage pulse duration t0 = 2.3 ns and 11.5 ns, corresponding to the case in Fig. 3 and Fig. 4 , respectively. The blue dotted curve represents the normalized shot noise between two reservoirs at temperature TS and TD. The orange dashed curve represents the universal function x/ tanh(x/2).
term, i.e., the shot noise term, can be written as
with f V (ω) given in Eqs. (11) .
One can see immediately that, if f V (ω) is tuned to the Fermi distribution f D (ω) given in Eq. (2), then Eq. (24) should be equal tō
which is just the shot noise between two reservoirs with different temperature T S and T D . Hence, to check if the manipulation of the energy distribution is properly achieved, one just compare the DC bias dependence S n from Eq. (24) to the predicted oneS n from Eq. (25) .
As an example, we perform such comparison for the case with T S = 10 mK and T D = 100 mK in Fig. 8 . The shot noise is normalized to the zero-bias noise
, which is plotted as a function of the normalized voltage x = eV 0 /(k B T S ). The predicted S n from Eq. (25) is plotted as blue dotted curve. The green squares represent the shot noise obtained by applying the voltage pulse V (t) with t 0 = 2.3 ns, while the red dots correspond to the case with t 0 = 11.5 ns. The corresponding energy distribution of the outgoing electrons can be found in Fig. 3[t Fig. 3 and Fig. 4 ] , while the shot noise approaches the predicted shot noisē S n , indicating that the shot noise can be used as a hallmark of the profile of the energy distribution of the outgoing electrons. Note that without the voltage pulse V (t), the normalized shot noise follows the well-known universal function x/ tanh(x/2), which is shown as orange dashed curves in the figure.
V. SUMMARY
In summary, we have propose a scheme to manipulate the electron-hole excitation in the voltage pulse electron source. By using stationary phase approximation, we derive a simple analytical expression of the voltage pulse V (t) [Eq. (1)], which can tuned the electron-hole excitation so that the energy distribution of the emitted electrons from the electron source follows a desired Fermi distribution with higher temperature. Such distribution can be established without introducing additional energy relaxation mechanism. We also show that such distribution can be detected in situ at the voltage pulse electron source via shot noise thermometry technique, making it helpful in the study of thermal transport and decoherence in mesoscopic system.
Performing the Fourier transformation on both side of Eq. (A2) and using the identity
with
which gives Π h (ω) given in Eq. (12) and (13) . One can also apply a Gaussian approximation for the derivative of the distribution function. In this case, one assume
where the width σ S(D) is chosen so that the average energy of the system satisfies
which gives σ S(D) = πk B T S(D) / √ 3. By combining the Gaussian approximation with Eq. (A1), the integral kernel can be approximated via
which is just Eq. (16).
Appendix B: Phase control of pulse shaping
In this appendix, we introduce the phase control of the pulse shaping following Ref. 37 , which we have used in the derivation of Eq. (15) from Eq. (14) .
The problem of phase control of pulse shaping is to find a signal s(t) = a(t) exp[iθ(t)],
whose power spectral density follows a given function U (ω), i.e.,
with Φ(ω) being an arbitrary function. Here a(t), θ(t), Φ(ω) and U (ω) are all real.
To attack this problem, one first evaluate the Fourier transformation Eq. (B2) by using the stationary phase approximation. For a given ω, this can be done by performing the Taylor expansion of the phase factor around t = T ω as
where T ω is obtained by using the stationary phase condition
Here θ ′ (t) and θ ′′ (t) represents the first-and second-order derivative of the function θ(t) over time t, respectively.
Substituting Eqs. (B3) and (B4) into Eq. (B2), one obtains
from which one has
By combining Eq. (B6) with the stationary phase condition Eq. (B4), one can obtain a differential equation, from which θ(t) can be solved if the function a(t) and U (ω) are known. To make this clear, let x = ω and y = T ω , Eqs. (B4) and (B6) have the form
Substituting Eq. (B7) into Eq. (B8), one can eliminate θ(y), which gives the differential equation
from which the function y(x)[or equivalent, the function x(y)] can be solved. The phase θ(y) can then be obtained from Eq. (B7). To applying the above procedure to solve Eq. (14), one choose
and U 2 (x) = Π h (x). Integrating both side of Eq. (B8), one has
This equation can be reduced to Eq. (15) for y ∈ [0, t 0 ] by performing the substitution y → t and
x → e V (t) = dφ(t) dt .
