ABSTRACT Direction-of-arrival (DOA) estimation under low signal-to-noise ratio (SNR) and snapshot deficient scenarios has practical application value. Since the array output of the uniform linear array (ULA) can be viewed as a linear combination of the equal interval sampling complex exponentials, it can be annihilated by a spatial annihilating filter and the DOAs are able to be obtained from the filter coefficients. To reconstruct the spatial annihilating filter, a multiple measurement vectors structured total least norm approach is used under the structured total least squares framework, along with a spatial fast Fourier transform based initialization method. It is proved that the new method is equivalent to the deterministic maximum likelihood estimator of DOA. It can resolve up to M − 1 sources using M -element ULA and is capable of both incoherent and coherent signals. Numerical results show that the proposed method surpasses the representative methods largely in resolution and estimation performance under the low SNR, snapshot deficient, and closely spaced signals scenarios.
I. INTRODUCTION
The DOA estimation of multiple signals using sensor array has been a hot research topic for decades of history [1] . It finds important and practical applications in many areas such as radars and wireless communications.
Since the advent of the subspace based methods, eg., MUSIC [2] and ESPRIT [3] , the resolution ability of DOA estimation has been greatly improved. However, the high resolution of these methods is only attainable with moderately high SNR or adequate snapshots [4] . Unfortunately, for certain applications, eg., the automotive radar and personal wireless communication, the limited signal power and the real-time requirement will result in low SNR and snapshot deficient scenarios. The ML method (i.e., the DML estimator or the stochastic ML (SML) estimator) [5] can perform well under such challenging scenarios. Nevertheless, the complexity and computational load of maximizing the corresponding multivariate nonlinear likelihood function prevents it from practical application. Based on the signal sparsity in the spatial domain, the sparse reconstruction techniques can be introduced to handle the DOA estimation problem under low SNR and snapshot deficient scenarios. The 1-SVD [6] which is based on 1-norm constraint and solved by the convex optimization and SBL-DOA [4] which is based on sparse Bayesian learning and solved by the expectation-maximization (EM) algorithm are the two representative algorithms. In addition to the shortcomings of the specific algorithms, eg., biased estimation for 1-SVD [7] and slow convergence for SBL-DOA [8] , the sparse reconstruction based methods require the pre-set spatial grids. Only the on-grid DOAs are treated as candidates and the off-grid DOAs will bring the model mismatch, which will degrade the estimation performance [9] .
In the filed of spectral analysis, there is another classical tool which is called the Prony's method. It has a close relationship to the linear prediction and revealed that the frequency information of a linear combination of temporal EISCE can be obtained from its linear prediction coefficients.
As we can prove the convolution between the linear combination of temporal EISCE and the linear prediction coefficients is zero, we call the linear prediction coefficients the annihilating filter. Since the output of the ULA is a linear combination of spatial EISCE, by reconstructing its annihilating filter we can obtain the spatial information (i.e., the DOAs). In temporal applications, the methods for reconstructing the annihilating filter has been relatively well studied. The simplest way is adopting the linear least squares (LS) based approach which had been used for reconstructing the finite rate of innovation (FRI) signals in [10] . The total least square (TLS) based approach is a more reasonable and complex method which performs the singular value decomposition (SVD) on the data matrix and looks for the right singular vector corresponding to the smallest singular value [11] , [12] . However, the two methods are both sensitive to noise. Recently, a model fitting based method [13] tries to recover the FRI signals (which is equivalent to reconstructing the annihilating filter) under the structured total least squares (STLS) framework. This method exhibits the best performance compared with the LS and TLS based methods. However, the method for resolving the STLS problem in [13] is essentially the iterative quadratic maximum likelihood (IQML) method [14] . As we know, the IQML method can only yield a suboptimal solution which is close to the optimal solution [15] , [16] . This suboptimality will become more noticeable with the multiple measurement vectors (MMV) model in the DOA estimation problem, which leads to the inconsistency of the IQML based DOA estimation method [17] , [18] . The structured total least norm (STLN) is another mathematical method for solving the STLS problem [19] , [20] . Although the STLN can yield optimal solution for the STLS problem, its the cost function has multiple local minima. So how to choose a good initialization is very important. A HTLS algorithm [21] is adopted for the STLN initialization in [22] . Nevertheless, this initialization method will be computationally complex for the MMV model in DOA estimation problem.
There has already been one DOA estimation method based on reconstructing the annihilating filter [23] , [24] . This method reconstructs the filter that annihilates the elements of the array covariance matrix which are linear combinations of spatial EISCE when the signals are uncorrelated. However, this method has three drawbacks. The first is the DOA estimation performance will be affected by the correlation between signals since it is applied in the covariance data domain. The second is this method reconstructs the annihilating filter by a TLS based method which is not a good enough approach. The last is it can only resolve up to (M − 1)/2 sources using M -element ULA.
In this paper, we try to improve the resolution and estimation performance of the DOA estimation with ULA under the low SNR and snapshot deficient scenarios from the spatial annihilating filter reconstruction perspective. First, the signal model of ULA and the temporal annihilating filter are briefly reviewed in Section II. In Section III, the temporal annihilating filter is introduced to the spatial domain and an MMV annihilation relation is built. Based on this annihilation relation, a STLS problem is presented. Then an MMV-STLN approach is used to reconstruct the annihilating filter by solving the STLS problem. The conventional beamforming (CBF) which can be accelerated by the spatial FFT is adopted to provide the initialization for the iterative calculations of MMV-STLN approach. After reconstructing the annihilating filter, the DOAs can be obtained by finding the roots of the polynomial formed from the annihilating filter coefficients. We prove that the proposed method is equivalent to the DML estimator of DOA and present a computational complexity reduction technique which is based on SVD for the new method. It can resolve up to M − 1 sources using M -element ULA and is capable of both incoherent and coherent signals. The performance of the new method is demonstrated via numerical simulations in Section IV. The whole paper is concluded in Section V.
Notations used in the paper are introduced as follows.(·) * , (·) T , (·) H and (·) + are denoted as the conjugate, transpose, conjugate transpose and pseudo-inverse operator, respectively. · 2 and · F denote the 2 norm and the Frobenius norm, respectively. tr(·), ( * ) and ⊗ are the trace, convolution, and Kronecker product operator respectively. vec(·) is the operator that builds a column vector by stacking the column vectors of a matrix below one another and I N is the N × N identity matrix. a j denotes the jth element of a.
II. ULA MODEL AND ANNIHILATING FILTER PRINCIPLE
In this section, we will introduce the basic signal model for the ULA and the temporal annihilating filter principle which underlies the proposed method.
A. ULA SIGNAL MODEL
Assume an M -element ULA located at the x-axis is exposed to K far-field narrowband sources. The DOAs of the source signals measured clockwise from the positive x-axis are
T with the noise
T and x m [n] is the output of the mth element which can be written as
where
is the inter-element spacing and λ is the wave length of the signals. Here we set d = λ/2 for array being free of ambiguity. s(θ k , n) is the signal from DOA θ k and ε m [n] is the Gaussian noise of the mth element which is temporally and spatially white with variance σ 2 .
B. TEMPORAL ANNIHILATING FILTER
Consider a temporal signal
, where c k ∈ C is constant along the temporal samples, and
Then, the convolution of
So, we can say the signal x [n] which is a linear combination of the temporal EISCE is annihilated by the filter h [k] and h [k] is called the annihilating filter [10] , [25] .
III. SPATIAL ANNIHILATING FILTER RECONSTRUCTION FOR DOA ESTIMATION
In this section, we will introduce the temporal annihilating filter to the spatial domain and find applications on DOA estimation.
A. SPATIAL ANNIHILATING FILTER
From (1), we can find the elements of the ULA output vector x[n]−ε[n] are the linear combinations of the spatial EISCE as the combination coefficients {s(θ k , n)} K k=1 remain unchanged along the array elements and the number of spatial samples is M . According to the annihilating filter principle, the noiseless array output
are sampled in the spatial domain, we call h the spatial annihilating filter. If we are able to reconstruct the spatial annihilating filter, then the DOAs can be obtained by finding the root of (2).
According to (4) which is the annihilation relation in temporal domain, we have the spatial annihilation relation
Writing (5) in a matrix form, we obtain
and L(ε[n]) has the same structure. As we see, (6) 
. Then the MMV model of (6) is written as
L(E) has the same structure.
B. SPATIAL FILTER RECONSTRUCTION UNDER THE STLS FRAMEWORK
By noticingL(E) is the noise component, to reconstruct the annihilating filter h, a nature choice is to look for the solution accompanied by the minimized L (E) 2 F . This is able to be done under the LS or TLS framework. However,L(E) is a matrix of special structure (a vertical stack of Toeplitz matrices). So, the STLS framework is a better choice.
Under the STLS framework, to reconstruct h is to solve the following problem
is a vertical stack of Toeplitz matrices (9) where ω is a constant vector and ω H h = 1 is to ensure h to be uniquely determined. Here, we set a monic constraint on h, i.e., ω = [1, 0, . . . , 0] T . To solve the problem (9), we present an MMV-STLN approach which is a variation of the classical STLN approach [19] , [20] , [22] . SinceL(E) is a vertical stack of Toeplitz matrices, we havē
where R(h) ∈ C (M −K )×M and
Then let ν = vec(E) and problem (9) can be reformulated as
It can be seen that the first constraint equation in (12) is nonlinear with ν and h. Therefore, by considering the nature of the STLS problem, (12) needs an iterative solution. For the MMV-STLN approach, in the (q + 1)th iteration the first constraint equation is linearized around last step solution point (represented by ν (q) and h (q) ). Let ν represent a small change in ν (q) , h represent a small change in h (q) and
) is the Jacobian of r(ν, h) with respect to ν T , h T T and E (q) is derived from ν (q) via ν = vec(E). So, in the (q+1)th iteration, the MMV-SLTN needs to solve a stand linear equality constrained LS problem which is
where ∈ C (MN +K +1)×(MN +K +1) is a diagonal matrix with the first MN diagonal elements being 1 and the last K + 1 diagonal elements being 0. After (14) is solved, we obtain the estimatedˆ ν andˆ h. Then update rule for ν (q+1) and h (q+1) is as follows
The iterative computation is terminated when the iteration converges or the maximum number of iterations I is reached. The iteration is considered to be converged when
where ζ is the iteration termination threshold which is a small number.
C. ITERATION INITIALIZATION AND DOA ESTIMATION
The iterative calculation of (15) needs an initialization, which means we need to determine ν (0) and h (0) . Since problem (12) is non-convex, its cost function has multiple local minima. So, we need to choose an initialization close to the optimal solution.
From (2), we can find that h can be coarsely estimated by performing the inverse one-sided Z-transform on a polynomial constituted from the pre-estimated DOAs. So, we can perform a simple conventional beamforming (CBF) to obtain a coarse DOA pre-estimation. The CBF based DOA estimation is able to be accelerated by a spatial fast Fourier transform (FFT). Assumingθ k , k = 1, 2, . . . ,K is the preestimated DOAs andK is the number of peaks of the CBF spectrum, the initialization h (0) can be written as
The true number of sources K is assumed to be known or estimated by the source number estimator such as the Akaike information criterion (AIC) method [26] or the minimum description length (MDL) method [27] . If there are more than one source locate in the same spatial beam, the peak number of the CBF spectrumK will not coincide with the true number of sources K , i.e.,K < K . As h (0)
∈ Z (K +1)×1 , there will be K −K zeros in h (0) according to Eq. (17) . This is equivalent to placing K −K roots of the corresponding polynomial in (17) at the origin of the Z plane. In the simulation part, we will see this will not influence the resolution of the closely-spaced sources. As we have obtained a coarsely estimated DOAs θ k , k = 1, 2, . . . ,K , the corresponding array manifold matrix can be written asÃ = a(μ 1 ), a(μ 2 ) , . . . , a(μK ) where
can be determined by finding the projection of array output X on the orthogonal complement of the range of manifold matrixÃ, which is
After the convergence of the iterative computation, the spatial annihilating filter coefficients are reconstructed asĥ = [ĥ 1 ,ĥ 2 , . . . ,ĥ K +1 ] T . Then, according to (2), the final estimated DOAsθ = [θ 1 ,θ 2 , . . . ,θ K ] T can be written aŝ θ = acos angle root
So far, we have exhibited the derivation of the proposed DOA estimation algorithm. The steps of the algorithm are concluded in Algorithm 1.
Algorithm 1 DOA Estimation Based on Spatial Annihilating Filter Reconstruction
Input: The MMV of the array output X, the number of sources K , the maximum number of iterations I , the iteration termination threshold ζ . Output: The estimated DOA vectorθ . 1 Initialize h and ν with h (0) and v (0) according to (17) and (18) 
D. SOME DISCUSSIONS 1) EQUIVALENCY TO THE DML DOA ESTIMATION METHOD
For (12), omitting the second constraint equation will not influence the minimization of ν 2 2 . Then, from the first constraint equation, the min-norm solution VOLUME 6, 2018 of ν is
So,
where we have taken the advantage of R(h)R H (h) (12) with respect to ν and h is equivalent to minimizing (21) with respect to h. Since it has been proved in [14] that
where A is the array manifold, we have min ν The right side of (22) is exactly the DML DOA estimation criterion [5] . So the DOA estimation algorithm proposed in the paper is equivalent to a DML estimator of DOA.
2) CONVERGENCE, COMPUTATIONAL COMPLEXITY AND A COMPLEXITY REDUCTION TECHNIQUE
The convergence property of the general STLN method is studied in [19] . It is shown the STLN approach is essentially a Gauss-Newton method because of the linearization operation. In general, the Gauss-Newton method will converge to the closest local minimum when the residual is sufficiently small [28] . Furthermore, [19] has verified through simulations that SLTN is able to converge to a minimum value which is independent of the selection of initialization. Also, in the numerical simulations in Section IV, we find this algorithm converges in all simulation environments.
As for the computational complexity of the proposed algorithm, the most time consuming part is the iterative computation. In each iteration, we need to solve a stand linear equality constrained LS problem (14) . For a general linear equality constrained LS problem which is 
So, solving the linear equality constrained LS problem is to solve (24) . On the assumption that the dimension of the coefficient matrix is η × η, the computation complexity for solving (24) using general method is O(η 3 ) [29] . Combining the two constraint equations of (14) into one and fitting (14) into (23), we can derive a system of equations like (24) whose coefficient matrix has the size of
As we see, the computational complexity increase with the number of snapshots. The computational burden will be very heavy when the number of snapshots is large. Inspired by the method in [6] , we can substitute the MMV array output X with its largest K singular vectors weighted by the corresponding singular values to reduce the algorithm complexity. Performing SVD on X, we have X = USV H where the singular values are arranged in descending order on the diagonal. Let
So columns of X s are the largest K singular vectors of X weighted by the corresponding singular values. Then the noise term becomes E s = EV D K and we have
This is similar to (25) , so the following steps for DOA estimation is the same as the original method except the number of snapshots becomes N = K . Now for the complexity reduced algorithm, the computational complexity is O (2M −K )K + K + 2 3 which is much lower than the original one. The complexity is reduced at the sacrifice of additional SVD operation. However, the SVD is performed only once and can be done by the economy-sized SVD whose computational complexity is only O(M 2 N ) [29] . What should be noted is that, for scenarios mixed with coherent sources, the number of singular vectors K should be reduced to the number of incoherent sources.
In the actual calculation, we can use the robust and efficient constrained linear least-squares solvers which are packaged in functions to solve (14) . For example, the cgglse function in the LAPACK library and lsqlin function in the optimization toolbox of MATLAB are both capable for solving the linear equality constrained LS problem.
3) THE MAXIMUM NUMBER OF RESOLVABLE DOAS, ADAPTION TO COHERENT SIGNALS AND OTHER ARRAY STRUCTURES
Since the algorithm needs to formulate the Toeplitz matrix in (7) using the array output, M ≥ K + 1 must be guaranteed. Furthermore, from (8), we can conclude the proposed method is able to resolve MN /(N + 1) sources with N snapshots. So the maximum number of resolved DOAs of the algorithm is M −1 when the number of snapshots is greater than or equal to M − 1.
During the derivation of the new method, we have not imposed any correlation between signals. So this method is supposed to work normally with coherent signals.
Although this algorithm is developed with the ULA, adaption to other array structure is possible. It is shown in [30] that, with the array interpolation technique, the array having an arbitrary structure can be transformed into a virtual ULA. Then the DOAs can be obtained by applying the proposed algorithm on that virtual ULA.
IV. NUMERICAL SIMULATIONS
In this section, several numerical examples are presented to evaluate the performance of the proposed DOA estimation method. In the following examples, we set the maximum number of iterations I = 100, the iteration termination threshold ζ = 10 −8 , the number of array elements M = 8. The computational complexity reduction technique introduced in Section III D is used and the MATLAB function lsqlin is adopted to solve the linear equality constrained LS problem (14) . For performance comparison, four representative DOA estiamtion methods which are MUSIC [2] , IQML [14] , 1-SVD [6] , AF-DOA [24] are selected and the CRLB is also included as the performance reference. For IQML, we follow the initialization approach in [14] and place a monic constraint on the polynomial coefficients. For 1-SVD, the interval of the uniform grids and the penalty parameter are set as 2 • and 0.625 respectively and grid refinement technique presented in [6] is used to improve estimation accuracy. For AF-DOA, the version II which provides better performance under low SNR condition [24] is utilized. The average root mean square error (RMSE) of DOA estimation is used for performance comparison and it is defined as
where G is the number of Monte Carlo trials and θ g ,θ g is the true DOA vector, estimated DOA vector in the gth Monte Carlo trial. In all Monte Carlo simulations, we set G = 500.
In the first example, we plot the magnitude angle response of the reconstructed spatial annihilating filters under two extreme scenarios. In one scenario two very close signal sources at [85. in Fig. 2 . It can be seen that the proposed method possesses the lowest SNR threshold for angle resolution. It reaches the CRLB when SNR = 2dB and is consistent with the tendency of CRLB as SNR increases. The performance of AF-DOA is overall the worst, which is largely because of the improper modeling method of AF-DOA and the weak performance of TLS. In addition, MUSIC does not obtain satisfied resolution performance until the SNR becomes moderately high. IQML and 1-SVD achieve better performance than MUSIC under low SNR condition. However, due to the bias of the algorithm, 1-SVD deviates from CRLB significantly as the SNR goes high.
In the third example, the DOA estimation performance of the proposed method are studied under different numbers on snapshots. We set SNR = 0dB and vary the number of snapshot from 5 to 195. The other conditions remain the same as the last example. The results are shown in Fig. 3 . It indicates that, under 0dB SNR, the proposed method only needs 15 snapshots to realize angular resolution and reaches the CRLB with 35 snapshots. 1-SVD has the same threshold. However, its RMSE is larger. When the number of snapshots increases, the inconsistency of IQML becomes visible, which exactly corresponds to the result in [17] . MUSIC needs 65 snapshots to resolve the sources and the performance of AF-DOA is still overall the worst.
In the fourth example, we test the resolution performance under different angle separations. We set SNR is lower than IQML, but they both deviate from the CRLB. The The RMSE of AF-DOA is the largest for large angle separation scenario.
In the last example, we evaluate the DOA estimation performance under different correlations between signals. In order to reduce the impact of other factors, two sources are placed at [85.2 • , 110.7 • ] and SNR = 5dB. The other conditions remain the same as the last example. The correlation coefficient between two signals varies from 0 to 1 and the simulation results are shown in Fig 5. We can find that, like IQML, the proposed method is almost unaffected by the correlation between signals. MUSIC is the most affected and 1-SVD is only a bit affected under high correlation condition. AF-DOA is affected within large correlation range.
V. CONCLUSION
In this paper, we presented a new DOA estimation method with ULA from the spatial annihilating filter reconstruction perspective. The MMV-STLN approach, along with a FFT based initialization method are used to reconstruct the annihilating filter under the STLS framework. The new method is equivalent to the DML estimator of DOA. It can resolve up to M − 1 sources using M -element ULA and is capable of both incoherent and coherent signals. The DOA estimation performance of the proposed method surpasses other representative methods largely under the low SNR, snapshot deficient and closely spaced signals scenarios.
