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This paper presents spectral characterization for eﬃcient image detection using hyperspectral processing techniques. We investi-
gate the relationship between the number of used bands and the performance of the detection process in order to find the optimal
number of band reductions. The band reduction significantly reduces computation and implementation complexity of the algo-
rithms. Specifically, we define and characterize the contribution coeﬃcient for each band. Based on the coeﬃcients, we heuristically
select the required minimum bands for the detection process. We have shown that the small number of bands is eﬃcient for eﬀec-
tive detection. The proposed algorithm is suitable for low-complexity and real-time applications.
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1. INTRODUCTION
The hyperspectral imaging systems have found various civil-
ian and military applications. The high eﬃciency and flexi-
bility of hyperspectral sensors provide a powerful measure-
ment technology currently being demonstrated with mod-
ern airborne and spaceborne hyperspectral systems. The hy-
perspectral sensor typically gets one hundred to several hun-
dreds of bands for exact spectral classification. The property
of the hyperspectral sensor is similar to that of the sensor
used in advanced digital cameras. The hyperspectral sensor
is capable of covering infrared and/or ultraviolet radiation as
well as visible light using the enormous number of bands; a
typical digital camera sensor covers only visible light using
three bands which are called RGB. The hyperspectral pro-
cessing technology is gradually incorporated into modern
civil and military remote sensing systems along with other
sensors such as imaging radar and laser systems [1].
Hyperspectral processing requires an extremely large
amount of input data for the spectral classification. More-
over, the computational requirement for processing input is
significant. There are many approaches for analyzing hyper-
spectral data. Hardware clusters may be a feasible solution
because they are used to achieve high performance, high
availability, or horizontal scaling. Cluster technology can also
be used for highly scalable storage or data management.
These computing resources could be utilized to eﬃciently
process the remotely sensed data before transmission to the
ground [2]. Digital signal processors are also suitable for hy-
perspectral computations because it can be optimized for
performing multiply-and-accumulate operations. It is usu-
ally implemented in digital signal processor (DSP) clusters
for parallel processing [1, 2]. Even though these process-
ing systems have been applied for hyperspectral processing,
high-speed image processing and eﬃcient communication
within processors are still hot issues. In addition, new pro-
cessing algorithms and the highly eﬀective memory manage-
ment are essential for the new hyperspectral sensor which
contains higher resolution and much more bands. For a real-
time processing hyperspectral system, these are some of the
key issues [3].
The objective of this paper is to characterize key pa-
rameters used in hyperspectral processing in order to min-
imize computational requirements, which are essential for
high-speed real-time processing. Even though hyperspectral
processing is often used in classification problems, we are
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Figure 1: Comparison of detected images based on conventional
approach and hyperspectral approach.
focusing on target detection problems used in surveillance
applications [4].
The rest of this paper is organized as follows. Section 2
describes the background of hyperspectral signal processing.
The image data structures as well as processing data flow
are described. We also characterize various key parameters
involved in the detection process. Section 3 discusses detec-
tion characteristics as a function of the bands and libraries.
In Section 4, we present a heuristic band selection strategy.
The algorithm design and the evaluation are discussed in
Section 5, and finally Section 6 concludes the paper.
2. BACKGROUND AND PROBLEM DESCRIPTION
2.1. Hyperspectral image processing for
detection problems
Consider the problem of detecting flowers in a garden where
a mixture of flowers and various plants are present [5].
Figure 1 illustrates the results where detection based on hy-
perspectral image processing is compared to that of conven-
tional image processing. As shown in Figure 1(a), the object
is detected in conventional image processing with edge detec-
tion using RGB information. Since this image contains many
fragmented detected edges, isolating the desired target image
becomes a challenge [6]. On the other hand, edge detection
can be carried out after the hyperspectral image processing.
The result is shown in Figure 1(b) in which only the images
of flowers are detected. Such detection is possible because ev-
ery material has an essential spectral property [7]. In this pa-
per, Figure 1(b) is the ground truth image for comparisons.
Hyperspectral processing involves three key stages. The
first step is the calibration stage. The image data produced
by a sensor is manipulated to minimize sensor nonunifor-
mity. The sensor is also calibrated by using the initially mea-
sured samples to consider the environment of measurement
[4, 8]. Each image cube contains a number of bands of spec-
tral contents. For example, the image cube representing the
garden of flowers as shown in Figure 2 consists of 30 bands of
spectral information. Each band represents the information
corresponding to a specific frequency range. Thus, a library
(or spectral information) is constituted by a set of values,
where the number of values corresponds to the number of
Figure 2: Illustration of images corresponding to diﬀerent bands of
the hyperspectral cube.
bands. In other words, every pixel in the cube is represented
by a set of values; thus, a target (i.e., object image to be de-
tected) is represented by numerous sets of values in a library.
The second step is the detection stage. In the detection stage,
target images are detected via isolating the portion of data
which is highly correlated with the given target library. The
target library contains spectral information about the object
intended to be detected. The objective of the detection stage
is to find out the image from the input cube that correlates
with the spectral information stored in the target library. The
third step is the visualization stage which collects detected
image pixels and visualizes through color composition [8].
In this paper, we focus our discussion on the detection
stage. Figure 3 illustrates the block diagram of hyperspec-
tral processing. The main challenge of general hyperspectral
image processing is the backside of its advantages: high vol-
ume and complexity of hyperspectral data. The performance
of detection depends on the quality of spectral information
stored in the target library. The main operation in the hy-
perspectral processing for target detection is to compare the
input cube with the target library to determine correlation in
terms of spectra. The detection is based on perceptual seg-
mentation where spectra contents for each subband are cor-
related with the spectra contents stored in the library. How-
ever, not all bands are necessary since some may contain re-
dundant information where they are compared to the tar-
get library. The easiest approach is to reduce the number
of bands and the amount of library for processing. How-
ever, such reduction may eliminate the merit of hyperspec-
tral processing. Hence, one of our objectives is to determine
which bands are eﬀective in detecting the target and selecting
them accordingly. The eﬀectiveness is measured in terms of
the amount of target being detected with a fewer number of
bands. In practice, a perfect target library, which is a set of all
spectra comprising the target image, does not exist since ob-
jects exhibit diﬀerent spectral characteristics which are sensi-
tive to environmental factors such as lighting [4, 8, 9]. In the
application of target detection, the basic library is a target





































Figure 3: The block diagram of overall hyperspectral processing. A detailed description of steps is explained in Section 5.
spectrum which is generated in laboratories or measured in
typical environments. Hence, the spectrum of the target im-
age measured by diﬀerent conditions results in mismatching
the target library. Thus, we propose to refine the target li-
brary dynamically so that eﬀective detection can be achieved
with a small amount of target library information.
2.2. Related work
Traditional store-and-processing system performance is in-
adequate for real-time hyperspectral image processing with-
out data reduction [3]. In this work, a fine-grain, low-
memory and single-instruction multiple-data (SIMD) pro-
cessor is presented as an eﬃcient computational solution for
hyperspectral processing. However, the SIMD processor does
not fully solve the higher resolution and a large number of
band problems.
To minimize the volume of hyperspectral image pro-
cessing, several data compression algorithms are proposed
[10]. They achieve impressive compression ratios but could
lose valuable information for detection or classification even
though the error can beminimized by the clever compression
algorithm. However, overall process is aﬀected by the decom-
pression complexity [11]. Statistical approach based on pat-
tern recognition is one of the solutions for high dimensional-
ity of hyperspectral image processing. It uses a small number
of reference measurements to distinguish material identifica-
tion. However, it requires a large number of sample pixels to
determine accurate probability density function [11].
Even though hyperspectral image processing uses hun-
dreds of bands to detect or classify targets, there is redun-
dancy which means that partial bands eﬃciently accomplish
the edge detection as described in [11, 12]. In [11], the band
selection is based on the band add-on (BAO) procedure that
chooses an initial pair of bands and classifies two spectra by
correlation, and then adds additional bands that increase the
correlation of two spectra. It is a feasible solution to deter-
mine eﬀective bands when an unknown pixel is classified by
using many reference classes. A set of best-bases feature ex-
traction algorithms is proposed for classification of hyper-
spectral data as well [13]. This method is simple, fast, and
highly eﬀective so that it can reduce the input space from
183 dimensions to less than four dimensions in many cases.
However, this approach is based on classification so that it
is suitable when a spectrum of a pixel is classified by many
numbers of libraries. In the application domain of target de-
tection, the input image is compared to a few libraries which
represent the spectrum contents of the target.
2.3. Correlation coefficient of image (A)
Correlation coeﬃcient, A, is a measure of similarity between
the stored spectra in a target library and the obtained spec-
tra from sensors. The high value of correlation indicates the
high degree of similarity between two spectra [14]. The cor-
relation coeﬃcient is defined as












where NT is the number of bands in input spectrum, ti is the
test spectrum of the ith band, and ri is the reference spec-
trum of the ith band. The value of correlation defines a de-
gree of similarity between input spectrum and target spec-
trum stored in the target library.
The input spectra of an object is compared to the spectra
in the target library. This comparison is based on the cor-
relation coeﬃcient. In this paper, we define At as the mini-
mum correlation coeﬃcient value which recognizes the tar-
get between unknown spectra. When the correlation value
is higher than or equal to At, the object is assumed to be
matched with the data in the target library. Thus, the value
is used as an indicator for the degree of confidence in detec-
tion.
If we use lower At to detect targets, it increases the pos-
sibility of wrong detection which means that some back-
grounds are detected as a target. However, if the numbers of
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Figure 4: Relationship between the correlation value used and de-
tected image percentage of detected image (P). Thirty one bands of
input image data are used in the simulation.
libraries and bands applied in detection is increased, the per-
formance of target detection is improved. However, even if all
possible information is used to detect targets, there is a limit
value where target and background cannot be isolated. Thus,
the minimum correlation coeﬃcient (At) is related to the
similarity within the target and background. We define Ab
as a maximum correlation value where any correlation value
belowAb is considered to be a background, whichmeans that
the pixel is not a target at least. The detected image with the
correlation value below Ab may not be the interest of objects
which may capture a large portion of the background.
2.4. Percentage of detected image (P)
Percentage of detected image (P) shows the eﬀectiveness of
selected bands in the detection process. Figure 4 illustrates
the relationship between the correlation coeﬃcients and per-
centage of detected image (P) where three types of target li-
braries are used. When the given correlation coeﬃcient At is
1, the value of percentage of detected image (P) is very low
(i.e., approaches zero). For all libraries, when the correla-
tion coeﬃcient is increased, the percentage of detected image
(P) is decreased. We define At as the correlation value where
the change in percentage of detected image (P) is smaller than
some value δ as we increase the value of the correlation coef-
ficient.
Figure 5 shows the simulation results of the detected im-
age as a function of the minimum correlation values for one
target library, lib1. The detected images are shown for diﬀer-
ent minimum correlation values: 0.70, 0.75, and 0.85. In the
case where At of lib1 is 0.7, unwanted objects that satisfy the
minimum correlation value are detected as a target. However,
as At is increased to 0.85, the unwanted objects almost disap-
pear in the detection at the cost of losing the target image. At
(a) At = 0.7 (b) At = 0.75 (c) At = 0.85
Figure 5: The result of detected image as a function of correlation
values At for lib1. Thirty one input bands are used and processed
with one library.
(a) 2 bands (b) 4 bands (c) 16 bands
Figure 6: The results of detected image as a function of the number
of bands used out of 31 input bands.
the minimum correlation At of 0.85, the process tries to find
only the image from the input that is highly correlated with
the target library.
The values of percentage of detected image (P) have two
interpretations. First, the higher value of percentage of de-
tected image (P) (i.e., more images have been detected) im-
plies that more target images are detected. Second, the higher
value of percentage of detected image (P) can imply that some
of the detected images are not the target. Hence, detection
depends on the number of libraries (spectral information)
and their qualities as well as the minimum correlation values
used in the process.
Under the assumption which multiple libraries are used
in the detection, we define the total percentage of detected









where l is the index of each library and P(l,At) is the per-
centage of detected image (P) value at the correlation value
At when library l is used. We will use the total percentage of
detected image (P) as an indicator for detection performance.
3. TARGET DETECTION
3.1. Effects of number of bands
Since the motivation of our work is to use the smaller num-
ber of bands for detecting the target, we investigate the eﬀects
of the number of bands on detection performance. Thus, the
goal is to minimize the total percentage of detected image (PT)
at the minimum correlation (At) given the number of bands
(NE).
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Figure 7: Relationship between the correlation values and percent-
age of detected image (P) when clustered bands (27, 28, 29, 30) are
used in the detection.
Figure 6 shows the detected image where a partial num-
ber of bands are used to detect flowers. When the number
of bands, NE, is equal to 2, the detected image includes the
target image as well as other unwanted background images.
It implies that two bands are not eﬀectively isolating the tar-
get image. When the number of bands is more than 4, the
detected images become isolated and percentage of detected
image (P) is lower than that of the image generated with 2
bands. However, there is only slight improvement (the total
percentage of detected image (P) is decreased) from 4 bands to
16 bands.
We define the degree of eﬀectiveness in terms of the total
percentage of detected image (PT). As shown in Figure 6(a), to-
tal percentage of detected image (PT) is higher than that shown
in Figures 6(b) and 6(c) (i.e., more images are shown). How-
ever, total percentage of detected image (PT) is improved (re-
duced) very slightly from 4 bands to 16 bands. This shows
that the complete use of the bands is not always necessary for
detecting the target from the input image.
3.2. Redundancy between bands
To use the partial number of bands, the simplest approach is
to select bands in random. In this section, we consider two
types of band selection in order to characterize the eﬀect of
band selection on detection performance. We investigate the
redundancy within the bands.
3.2.1. Clustered bands
Cluster band selection selects NE consecutive bands. Figure 7
shows the relationship between the correlation coeﬃcient
and percentage of detected image (P) when 4 consecutive
bands are selected out of 31 possible bands. The selected
(a) With lib1 (b) With lib2 (c) With lib3
(d) Detection with clusters (e) Detected image with full
colors
Figure 8: Result of detected image when clustered bands are used
in the detection. Bands used are (27, 28, 29, 30).
bands are (27, 28, 29, 30). The figure shows a much higher
percentage of detected image (P) for the entire range of corre-
lation values when it is compared to that of Figure 4. Thus,
the figure indicates that it has detected more image from the
background. In this situation, it is likely that the detected im-
age contains a lot of unwanted images.
The analysis with the percentage of detected image (P) is
proven by the detected image illustrated in Figure 8. Each of
the three libraries were not eﬀective in detecting the flowers.
Even with the correlation coeﬃcient of 0.95, the target is not
separated from the background. This simulation suggested
that those clustered bands contain redundancy and the clus-
tered bands are not eﬀective in detecting the target. Similar
results were obtained when the other sets of clusters are used.
Thus, the clustering is not an eﬀective way to select the bands
for detection.
3.2.2. Maximum separation bands
On the other hand, we select the bands that are maximally
separated. There are several combinations of sets of bands.
Figure 9 shows the relationship between correlation and per-
centage of detected image (P) where bands are selected by
maximal separation as (2, 10, 18, 26).
As shown in Figure 9, percentage of detected image (P) val-
ues of each library as well as the total percentage of detected
image (PT) are much lower than that for the entire range
of the correlation values. For example, the total percentage
of detected image (PT) of clustering case at At = 80 is 70
while maximum separation case at At = 80 is 40. This im-
plies that the maximal separation performs better than the
clustering at any minimum correlation value. The detected
image by each library shown in Figure 10 contains only the
flowers. This is improved detection much over the clustering
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Figure 9: Relationship between the correlation values and percent-
age of detected image (P) when maximum separation bands are used
in the detection. Band used are (2, 10, 18, 26).
(a) With lib1 (b) With lib3 (c) With lib3
(d) Detection with maximum
separation
(e) Detected image with full
colors
Figure 10: Result of detected image when maximum separation
bands are used in the detection. Bands used are (2, 10, 18, 26).
method. Figure 10(d) illustrates the detected image when all
three libraries are used.
However, in the results generated by the maximum sep-
aration, some of the targets were lost. Similar results are
obtained with a diﬀerent set of bands (4, 12, 20, 28). The
detected images by three target libraries are illustrated in
Figure 11. The band set (4, 12, 20, 28) performs better than
the band set (2, 10, 18, 26) in detecting and isolating the tar-
get images. This implies that while the maximum separation
scheme is better than the clustering, more bands may be nec-
essary since the total percentage of detected image (PT) value
obtained is much higher than the case of 31 bands. We will
present an eﬀective band selection scheme in Section 4.
(a) With lib1 (b) With lib2 (c) With lib3
Figure 11: Result of detected image when maximum separation
bands are used in the detection. Bands used are (4, 12, 20, 28).
3.2.3. Observation
We can observe from the results that detected images are im-
proved when the percentage of detected image (P) value is low
for the given correlation values. This observation coincides
when we compare Figures 4, 7, and 9. Percentage of detected
image (P) is the lowest when all bands are used for given
correlation value. We will consider an approach for selecting
bands in the next section.
When the number of bands is increased, percentage of
detected image (P) is reduced and then it is saturated. This
means that a target can be detected by using only partial
bands because some bands have enough information to de-
tect a target.
4. COMPLEXITY REDUCTION STRATEGY
The main objective in reducing computational complexity is
to determine the minimum number of bands used in the de-
tection process as well as selecting a specific set of bands. In
this section, we first define the band contribution coeﬃcient
and present a band selection strategy based on the coeﬃcient.
4.1. Band contribution in detection
Library usually has several spectra for a target because the
spectrum depends on the measurement part of the target
and the condition of light sources. Figure 12 is an example
of spectra for library and background, which shows three li-
braries and two background spectra. When the spectral in-
formation of the target is highly diﬀerent from the back-
ground, the target detection is easier. In Figure 12, the spec-
trum of lib1 from the 18th band to the 31st band is saturated.
Also, spectrum waveform of lib2 is similar to lib3. However,
the magnitude is diﬀerent within the two libraries, back-
ground1 is extracted from leaves and background2 is from
the back of a scene.










where NB is the number of backgrounds, ll,k is the kth spec-
trum content in the lth library, and bb,k is the kth spectrum
content in the bth background.

























Figure 12: The comparison between spectrum of target libraries



























Figure 13: Illustration of contribution coeﬃcient of each band.
If a spectrum of a target is similar to that of data in the
library, target detection is achieved more eﬀectively; we will
define the eﬀectiveness as contribution. The contribution co-






where ck is the contribution of the kth band and Nlib is the
number of libraries.
The relationship between the contribution factor and the
number of bands is illustrated in Figure 13. Contribution of
lib2 and lib3 is less than 20 while lib1 has much higher con-
tribution than other two libraries. Thus, the contribution of
lib1 is dominant as shown in Figure 13.
Even though the contribution coeﬃcient is not an abso-
lute indicator for detection, the coeﬃcient is considered to be
one of the factors for isolating the target. To obtain the con-
tribution, we need to choose samples of backgrounds. Sam-
ples are randomly selected in a scene, and then each sample
is verified to be a background or an applicant of a target by
using the maximum correlation coeﬃcient (Ab). If the corre-
lation coeﬃcients between an input spectrum and all of the
libraries are lower than Ab, the input spectrum is considered
a background. Also, Ab is experimentally decided depending
on an application. Although background and library can be
highly correlated, the contribution factor is a powerful factor
under the condition of which Ab is lower than At.
4.2. Effective band selection
Since the contribution coeﬃcient represents the eﬀectiveness
to detect targets, it has a benefit for eﬀective band selection.
However, if the high contribution bands are selected, it may
lead to select clustered bands (i.e., bands 27, 28, 29, 30).
From the definition of correlation in (1), the correla-
tion of library and background is basically the variation
of the diﬀerence in two spectra. For example, if the spec-
trum contents in a reference are (10, 20, 40, 60, 50, 30) and
the test spectrum has 10 times higher value of contents like
(100, 200, 400, 600, 500, 300), the correlation between two
spectra is 1, which means that two spectra are perfectly cor-
related since the variations of spectrum contents between ad-
jacent bands are the same.
Thus, eﬀective bands represent the variation of diﬀer-
ences between the library and the background. Since contri-
bution is related to the diﬀerence between the library and the
background, isolating the target and background in lower At
can be one of the solutions in maximally separated bands. To
maximally separate the contribution of selected bands, the
first band has minimum contribution and the last band has
maximum contribution. The contribution of the kth bands is
((maxC)− (minC))/(NE − 1)× k + (minC), where (maxC)
and (minC) are the values of maximum and minimum con-
tributions, respectively.
For example, let us assume a series of contributions is
(90, 180, 360, 540, 450, 270). Since the contribution of the 1st
band is minimum and the 4th band is maximum, the 1st and
the 4th are selected. Then, since the gap of selected bands
is 150(= (540 − 90)/3), contributions of second and third
bands are approximately 240 and 390, respectively. Since the
contribution values of the 6th and the 3rd bands are close
to 240 and 390, the 6th and the 3rd bands are selected as ef-
fective bands. Figure 14 shows the result of target detection
when eﬀective bands are selected. The result is similar to the
one in the case where full bands are used.
4.3. Library selection
We have observed that some target libraries work better in
detecting the target than other target libraries. Theoretically,
a larger set of target libraries will enhance the detection but
at the cost of computational complexity. We investigate the
target library selection in cases where the finite number of
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(a) With lib1 (b) With lib2 (c) With lib3
(d) Detection with eﬀective
band selection
(e) Detected image with full
colors
Figure 14: Result of detected image when eﬀective band selection
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Figure 15: Relationship between the correlation values and percent-
age of detected image (P) when eﬀective band selection strategy is
used.
target libraries is to be used for reducing the computational
complexity. However, the best possible sets of target libraries
cannot be generated or obtained before the processing. How-
ever, the target library can be improved during the detection
process.
In Figure 15, the total percentage of detected image (PT)
from lib1, lib2, and lib3 is 14% when At is equal to 0.8. Even
though lib1 is more eﬀective to detect targets than other li-
braries, lib2 or lib3 can detect the diﬀerent part of the targets.
Note that the lower value of PT does not imply that the
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Figure 16: Relationship between the correlation values and the per-
centage of detected image (P) when two libraries are used.
probability that the detected image is only a target. Figure 16
shows the relationship between percentage of detected image
(P) and correlation coeﬃcient when it has two libraries (lib2
and lib3). In addition, when several libraries are used, more
eﬀective libraries will produce bigger contributions.
Figure 17 shows the result of target detection where lib2
and lib3 are used. Figures 17(a) and 17(b) have 5.71% and
4.71% of percentage of detected image (P), respectively. Since
the total percentage of detected image (PT) is 10.39%, two de-
tected areas are slightly overlapped.
4.4. Library refinement
One important aspect that we have discussed in this paper
is that the performance depends on the quality of the target
library. Library refinement improves the detection process.
The overall process starts with a set of basic libraries. Once a
target image is detected, the target library from the detected
image is refined. The refined library has all spectrums of the
detected target. Once the refined library is generated, the li-
brary is applied in lieu of the basic library.
Figure 18 shows the results of library refinement where
the detected image has 0.9 of the correlation coeﬃcient.
Figure 18(a) uses the basic library and Figures 18(b) and
18(c) use the refined library. Since At is not 1 (perfect cor-
relation value), a background image is detected as a target.
Hence, the chosen target image with library refinement is a
candidate of the new library. The randomly selected target
image is compared to the basic library each time. If the cor-
relation between the new library candidate and basic library
satisfies the condition (≥At), the current library is replaced
by the new library candidate. Otherwise, the basic library is
used in the process.
In Figure 19, refined libraries are shown by the dashed
line where all refined libraries satisfy the condition of corre-
lation (At = 0.9). The refined library can be adopted in a
variety of light source conditions.
Kyoung-Su Park et al. 9
(a) With lib1 (5.71%) (b) With lib2 (4.71%) (c)With lib1 and lib2
(10.39%)
Figure 17: Library selection.
(a) Basic library (b) Case 1 of refined
library
(c) Case 2 of refined
library
Figure 18: Result of detected images when the libraries are refined from detected samples (At = 0.9).
5. ALGORITHM DESIGN
5.1. Algorithm overview
Figure 20 illustrates the overall algorithm for detecting and
isolating target images in processing where the algorithm has
two processing flows. The right-hand side is for comparing
the input cube with the target libraries. The left-hand side has
two parts where the target library is refined and the eﬀective
band selection is performed.
We assume that the basic parameters are loaded in Step 1.
The basic parameters are the number of bands (NE), the
number of libraries (Nlib), the number of background sam-
ples (NB) and the number of target samples (NT), the mini-
mum correlation coeﬃcient between library and target (At),
and the maximum correlation coeﬃcient between library
and background (Ab). The basic parameters are based on the
type of the target and detecting environment. The output of
processing is a series of end members which represents a type
of a target.
5.2. Iteration process
The algorithm repeats the following steps until i = Nx and
j = Ny for a cube.
Step 1. Load spectrum contents in a pixel (i, j) and libraries.
Initially, maximally separated bands are selected as eﬀective
bands. Then, from the next cube, eﬀective bands are selected
by Step 6. Thus, the number of spectrum contents is the same
as the number of eﬀective bands (NE).
Step 2. Compute the correlation coeﬃcient between an input
spectrum and the lth library.
Step 3. Classify each pixel (i, j) whether it is a target or a
background; Step 3.1 is for target detection, and Step 3.2 is
for background detection.
Step 3.1. If the correlation coeﬃcient (A) is higher than At,
it is considered to be a target. Even though the libraries are
only for a target, the detected results are saved separately for
library refinement.
Step 3.2. If A is lower than Ab, it can be a candidate for the
background. Even if a spectrum of a pixel is not considered
to be a target, it can be a target of other libraries so that there
is a tag bit which takes either false (0) or true value (1). After
the loop for library refinement is completed with tag bit 1, it
is classified as a background.
If the valueA is betweenAb andAt, it is impossible for the
pixel to be classified due to insuﬃcient information. Thus, to
save end members, Nx × Ny × (Nlib + 1) size of bit memo-
ries is required since the area size of x-y plane is Nx×Ny and
each endmember requires a bit memory to save the informa-
tion where 1 is the end member and 0 is the unknown object.
In addition, since the number of bits to save the type of the
end members in a pixel is the sum of the number of libraries
(Nlib) and a background, the (Nlib + 1) bits are required for
end members. For example, if there are three libraries, the
required end member bits are 4 bits. Furthermore, if all end
member bits are 0 (where background bit is also 0), it is clas-
sified as a background.
Step 4. Choose samples for background and target. To rep-
resent the spectrum of the background area, the samples
of background are randomly selected where the number of
background samples is NB. For library refinement, each li-
brary uses one sample as a candidate to replace the current
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Figure 19: The refined libraries of lib1 and lib2 (At = 0.9).
Step 3
Choose target samples (NT )















l = l + 1
Get contribution for a libraryStep 5
Band
selection




Step 0 i = 1, j = 1
load libraries
Load a spectrum of P(i, j)
b = 0, l = 1
Step 1
Get correlation between




No A < Ab
Yes




l = l + 1
Yes
No
b = 1Step 2b
Yes
Save as a background
j = Ny No j = j + 1
Yes
i = Nx No i = i + 1,j = 1
Yes
Postprocessing
Figure 20: Flowchart of proposed algorithm for the detection process.
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Figure 22: The execution time in function of number of eﬀective bands and the number of libraries, where (a)Nlib = 3,Nx = 820,Ny = 748,
NB = 1000, NT = 1000; (b) NE = 4, Nx = 820, Ny = 748, NB = 1000, NT = 1000.
library. We assume the area of targets is much smaller
than the area of background. All of the detected targets are
counted and randomly selected in endmembers. If we count
all backgrounds to select randomly, they make excessive data
loading so that we select NB random pixels from the entire
image.
Step 5. Refine current library. The sample is a candidate for
the new library. Since the partial number of bands is used to
obtain correlation in Steps 2 and 3, the sample is compared
to the basic library again for entire bands. If A is higher than
At where the correlation between the lth library and a spec-
trum of a sample uses all of the bands of which size is Nz, the
candidate replaces the current library. Otherwise, the current
library goes back to the basic library. The refined library is
saved to a memory for libraries.
Step 6. Select eﬀective bands. From Step 5, we obtained the
new library so that eﬀective bands are changed to support
the new library. Since the band selection is based on contri-
bution, (Nlib × NB) operations are required to get contribu-
tion (c). From the distribution of contribution coeﬃcient,
NE bands are selected.
Figure 21 shows the timing flow of hyperspectral process-
ing algorithm. Tinit represents the time interval for loading
libraries and several coeﬃcients such as the minimum corre-
lation coeﬃcient between library and input image (At), the
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Figure 23: The execution time in function of number of background samples or the number of target samples, where (a) NE = 4, Nlib = 3,
Nx = 820, Ny = 748, NT = 1000; (b) NE = 4, Nlib = 3, Nx = 820, Ny = 748, NB = 1000.
maximum correlation coeﬃcient between a library and an
input image (Ab), the number of libraries (Nlib), the num-
ber of target samples (NT), the number of background sam-
ples (NB), and the number of eﬀective bands (NE). Tpixel is
the processing time for a pixel and the sum of Tload, Tcorr
and Tdetect from Step 1 to Step 3, where Tload is the required
time for the function load(·) in Step 1, Tcorr is for the func-
tion corr(·) in Step 2, and Tdetect is the required time for
the function detect(·) in Step 3. Thus, the total required
time for a cube is Tinit + Tpixel × Nx × Ny + Tchoose samples +
Trefine lib + Tget ebands, where Tchoose samples is the required time
for the function choose samples(·) in Step 4, Trefine lib is for
the function of refine lib(·) in Step 5, and Tget ebands(·) is the
required time for the function get ebands(·) in Step 6.
5.3. Complexity
The complexity of this algorithm has been estimated by
TMS320C6713 (300MHz) based on the VLIW architecture.
The internal program memory is structured so that a total of
eight instructions can be fetched in every cycle [15, 16]. We
estimate the execution time from the instruction cycle count
using Code Composer Studio 3.1.
Figure 22(a) shows the execution time in terms of the
number of bands used. The complexity of the system is di-
rectly related to the execution time. When the number of ef-
fective bands is increased, the complexity as well as the exe-
cution time are increased.
The computation complexity in terms of the number of
target libraries is shown in Figure 22(b). The increasing rate
of complexity is higher than the case shown in Figure 22(a)
since the complexity of Step 3 is also increased as the number
of libraries is increased.
The band selection is based on the relationship between
backgrounds and libraries. The background samples rep-
resent the background area. Thus, the number of back-
ground samples is important for the eﬀective band selection.
Figure 23(a) shows the complexity in terms of the number of
background samples. When the number of background sam-
ples is larger, the complexity of Steps 4 and 6 is increased.
However, the total computation complexity is slightly in-
creased.
The number of target samples is important for library
refinement since the sample represents the detected image.
Figure 23(b) shows the variation of computation complexity
in terms of the number of background samples.
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6. CONCLUSION
This paper has presented spectral characterization for eﬃ-
cient image detection using hyperspectral processing tech-
niques. We proposed an algorithm to reduce complexity and
improve the library by using eﬀective band selection and li-
brary refinement. The eﬀective bands are heuristically se-
lected for processing based on the contribution coeﬃcient
defined in this paper. The complexity of the proposed algo-
rithm has been estimated in TMS320C6713 DSP. This ap-
proach has reduced the computation complexity. We have
shown that for eﬀective detection, only a small number of
bands are needed.
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