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Abstract
This paper presents the calculation of the electric transition dipole moment in a pre-
Born–Oppenheimer framework. Electrons and nuclei are treated equally in terms of the
parametrization of the non-relativistic total wave function, which is written as a linear com-
bination of basis functions constructed with explicitly correlated Gaussian functions and
the global vector representation. The integrals of the electric transition dipole moment are
derived corresponding to these basis functions in both the length and the velocity repre-
sentation. The complete derivation and the calculations are performed in laboratory-fixed
Cartesian coordinates without relying on coordinates which separate the center of mass from
the translationally invariant degrees of freedom. The effect of the overall motion is elimi-
nated via translationally invariant integral expressions. As a numerical example the electric
transition dipole moment is calculated between two rovibronic levels of the H2 molecule
assignable to the lowest rovibrational states of the X 1Σ+g and B
1Σ+u electronic states in
the clamped-nuclei framework. This is the first evaluation of this quantity in a full quantum
mechanical treatment without relying on the Born–Oppenheimer approximation.
1corresponding author; e-mail: matyus@chem.elte.hu
2corresponding author; e-mail: markus.reiher@phys.chem.ethz.ch
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1 Introduction
In this work, we are interested in the evaluation of the electric transition dipole mo-
ment. In a semi-classical picture, it mediates transitions between two rovibrational
or rovibronic states of a molecule induced by the electric component of the classical
electromagnetic radiation field.
Almost all calculations presently carried out on molecular systems rely on the Born–
Oppenheimer (BO) approximation, which separates the electronic and nuclear degrees
of freedom. For small systems, however, very accurate calculations can be carried
out if the BO approximation is avoided. The simultaneous description of electrons
and nuclei using explicitly correlated Gaussian functions has been pioneered by the
Adamowicz group [1, 2] and by Suzuki and Varga [3–5].
Here, we follow these lines and extend our earlier work [6–8]. The basis functions are
constructed from explicitly correlated Gaussian functions [9–13] and the global vector
representation [3–5] in order to ensure that the wave function is an eigenfunction of
the total spatial angular momentum operators, Lˆ2 and Lˆz, and parity. The parameters
of the basis functions are optimized variationally through stochastic sampling.
Rather than relying on a set of Cartesian coordinates which separates the translation-
ally invariant Cartesian coordinates (TICC) from the center of mass, we use laboratory-
fixed Cartesian coordinates. Any translational contamination to the total energy is
eliminated from the integrals as presented in our recent paper [7]. We illustrate in
this work that this scheme can be applied to the calculation of molecular properties
such as the electric transition dipole moment. Previous calculations in the literature
of the electric transition dipole moment in a pre-BO framework have been performed
in TICC [14,15].
In Section 2, we present the pre-BO framework used in this work and the most essential
conceptual aspects of the electric permanent and transition dipole moments. In Section
3, we derive the translationally invariant integral expressions of the electric transition
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dipole moment components. In Section 4, we discuss numerical results for transitions
of the four-particle H2 = {p+, p+, e−, e−} molecule.
2 Theoretical Background
In this section, we present the theoretical background relevant to this work. We begin
with a short introduction to the variational procedure of pre-BO molecular structure
theory based on explicitly correlated Gaussian functions (ECGs) [9–13] in the global
vector representation (GVR) [3–5]. Furthermore, we discuss some fundamental aspects
of the electric transition and permanent dipole moment in the pre-BO theory.
2.1 pre-Born–Oppenheimer Molecular Structure Theory
The non-relativistic quantum Hamiltonian of an (n+ 1)-particle system of nuclei and
electrons in atomic units is
Hˆ = −
n+1∑
i=1
1
2mi
∆ri +
n+1∑
i=1
n+1∑
j>i
qiqj
|ri − rj| (1)
where rT = (rT1 , . . . , r
T
n+1) is the collection of the laboratory-fixed Cartesian coordi-
nates (LFCC) and mi is the mass and qi is the electric charge of the i
th particle. The
time-independent Schro¨dinger equation for this Hamiltonian is solved variationally by
writing the wave function as a linear combination of basis functions, which also contain
(non-linear) variational parameters.
The spatial part of the basis functions used in this work is constructed from explicitly
correlated Gaussian functions (ECG) and the global vector representation (GVR). The
basis functions are eigenfunctions of the total spatial angular momentum operators,
denoted by Lˆ2 and Lˆz, with the corresponding quantum numbers, L and ML, as well
as the space inversion operator with parity p = (−1)L (only natural-parity states are
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considered in this work). Then, a spatial basis function is [5]
φLML(r;A,u, K) = |v|2K+LY LML(vˆ) exp
(
−1
2
rT(A⊗ 13)r
)
(2)
with the global vector
v = (u⊗ 13)r . (3)
In Eq. (2), A, u and K are variational parameters. The matrix A describes the
pairwise correlations among the elements of r. It is positive-definite in order to obtain
basis functions which are square-integrable and have a non-vanishing norm. Further
variational parameters are the vector u = (u1, . . . , un+1) determining the direction and
magnitude of the so-called global vector and the exponent K is a non-negative integer.
The spherical harmonic function Y LML of degree L and order ML describes the angular
part of the quantum system. The Condon–Shortley phase convention is used for Y LML
throughout this work. We note that the quantum number L corresponds here to the
total spatial angular momentum operator (the vector sum of the orbital and rotational
angular momentum), which is a common notation in the literature of quantum me-
chanical few-particle systems (see for example Refs. [2–5], Refs. [14, 15]). Hence, this
L is equivalent to N often used in molecular spectroscopy according to the IUPAC
recommendations [16].
The basis function described in Eq. (2) can also be formulated in terms of a generating
function [5]:
φLML(r;A,u, K) =
1
BKL
∫
dεˆY LML(εˆ)
{
∂2K+L
∂a2K+L
g(r;A, au⊗ ε)
}
a=0,|ε|=1
(4)
with the generating function
g(r;A, au⊗ ε) = exp
(
−1
2
rT(A⊗ 13)r + (au⊗ ε)Tr)
)
(5)
and
BmL =
4pi(L+ 2m)!(L+m+ 1)!2L+1
m!(2L+ 2m+ 2)!
. (6)
4
We have found this form is particularly convenient for the derivation of integral ex-
pressions.
The total basis functions also include a spin part, constructed from the eigenfunctions
of the elementary spin operators (Sˆ2e , Sˆze) and (Sˆ
2
p, Sˆzp) of the electrons and protons [6].
The particle-exchange symmetry is imposed on the total basis functions through an
explicit anti-symmetrization procedure. For more details, the reader is referred to Ref.
[6]. The non-linear parameters of the basis functions are partially taken from earlier
calculations, where the parameter selection and optimization have been described in
detail [6]. Parameters generated for this work are obtained accordingly.
The generalized eigenvalue problem corresponding to the matrix representation of the
Hamiltonian is solved by the standard linear algebra library routines of LAPACK
(Version 3.2.1) [17] through the Armadillo framework (Version 3.4.0) [18].
2.2 Electric Permanent and Transition Dipole Moments in
Pre-BO Theory
As we are interested in the components of the electric transition dipole moment in pre-
BO theory. In systems containing n+ 1 particles the electric dipole moment operator
is defined as
µˆ =
n+1∑
i=1
qiri (7)
where qi and ri are the electric charge and position of particle i, respectively. This
operator has odd parity and describes both permanent and transition dipole moments.
But although being closely related, there are significant conceptual differences between
the two types of dipole moments which we will discuss in this section.
Molecules described in the BO approximation have generally a non-zero permanent
electric dipole moment (i.e. they are polar). The only exceptions are molecules which
are non-polar due to certain symmetry properties contained within the molecular
5
structure (e.g. methane, benzene or H2). This illustrates how closely the molecular
structure and the permanent electric dipole are related. The concept of structure (or
shape) where the nuclei form a rigid scaffold, which is stabilized by the electrons, is
the core concept in chemistry and clearly defined in the BO picture. Yet, there is
currently no complete understanding how this concept is to be interpreted in a pre-BO
framework since the nuclei are not fixed but treated as quantum particles to which
particle densities are assigned. Several authors have been discussing the subject in
great detail [19–36].
Generally, the symmetry properties of a pre-BO wave function are enough to gain
some information about pre-BO permanent dipole moments. The total pre-BO wave
function is an eigenfunction of the parity operator if no external potential is present.
This is due to the isotropy of space and the resulting conservation of the total spatial
angular momentum. The parity of the pre-BO wave function together with the odd
parity of the dipole moment operator results in an integral over a function with unger-
ade symmetry and therefore always evaluates to zero. Yet, the squared length of the
dipole moment
µˆTµˆ =
n+1∑
j=1
n+1∑
i=1
qiqjr
T
i rj , (8)
has even parity. Thus, the integral of the squared length has gerade symmetry and is
not strictly zero. We can conclude from this that a pre-BO wave function has no per-
manent dipole moment but can still be polarized. This indicates that the permanent
dipole vanishes because it has no preferred orientation due to the symmetry proper-
ties of the wave function. This idea might be investigated in later work. Another
method to determine the permanent transition dipole moment (and higher-order elec-
tric properties) was presented by Cafiero, Bubin and Adamowicz [37]. They included
the interaction energy of an external electric field with the permanent electric dipole
in the total Hamiltonian and extrapolated the zero field energy and electric properties
from results at various field strengths.
In contrast to the status of the permanent dipole moment, which is related to the
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classical chemical structure concept, the evaluation of the electric transition dipole
moment, which is a spectroscopic quantity, is more straightforward in the pre-BO
theory. The pre-BO wave function already contains not only the electronic but also
the rotational-vibrational degrees of freedom.
The subscripts i and f denote the initial and final states of a transition. Transitions
mediated through an electric transition dipole feature a set of selection rules such that
µif = 〈Ψi| µˆ |Ψf〉 6= 0 . (9)
Electric transition dipole moments are complex three-vectors of the form µ = (µx, µy, µz)
T.
The length of the electric transition dipole moment is then
|µ| = (µ†µ)1/2 . (10)
For the spatial angular quantum numbers (Li,MLi) and (Lf ,MLf), with natural parity
pi = (−1)Li and pf = (−1)Lf , the integral in Eq. (9) is non-vanishing if Li − Lf ∈
{+1,−1} and for MLi −MLf ∈ {+1, 0,−1}. The selection rules for ML are related to
different polarizations of the absorbed/emitted light. For the spin quantum numbers
one finds Si − Sf = MSi −MSf = 0. Transitions which do not fulfill these selection
rules are either symmetry forbidden (selection rules related to L and ML) or spin
forbidden (selection rules related to S and MS). Spin forbidden transitions become
allowed if different spin states mix, e.g, if relativistic effects are considered. Symmetry
forbidden transitions become allowed with respect to transitions mediated by means
of higher-order electric transition multi-poles.
Furthermore, degenerate substates have to be considered: Transitions involve all rota-
tional substates ΨL,ML with −L ≤ ML ≤ L and all possible transitions for which Eq.
(9) is fulfilled. The squared length of the transition dipole moment is then obtained
as [38]
|〈ΨLi |µˆ| ΨLf 〉|2 =
Li∑
j=−Li
Lf∑
k=−Lf
|〈ΨLi,j |µˆ| ΨLf ,k〉|2 . (11)
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3 Evaluation of the Electric Transition Dipole Mo-
ment Integrals
In this section, we focus on the electric transition dipole moment and its determina-
tion from explicitly correlated Gaussian functions with the global vector representation
in an laboratory-fixed Cartesian coordinate pre-BO framework. First, we recall two
different forms of the electric transition dipole moment, commonly known as the ve-
locity and the length representation. The two representations are equivalent only for
the exact wave function. Then, expressions are presented for the transition dipole
integrals.
3.1 Velocity and Length Representation
The transition dipole moment between the “i” initial and “f” final state is
µ
(l)
if =
n+1∑
j=1
〈Ψi |qjrj| Ψf〉 (12)
in the “length” (l) representation, while it can also be evaluated in the “velocity” (v)
representation [39]
µ
(v)
if = −
1
(Ei − Ef)
n+1∑
j=1
〈
Ψi
∣∣∣∣ qjmj∇rj
∣∣∣∣ Ψf〉 . (13)
The equivalence of Eqs. (12) and (13) can be shown with the help of the commutation
relation
[Hˆ, qjrj] = − qj
mj
∇rj . (14)
Acting with the initial state from the left and the final state from the right leads to
the integral
〈Ψi| [Hˆ, qjrj] |Ψf〉 = −〈Ψi| qj
mj
∇rj |Ψf〉 . (15)
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Exploiting the fact, that the inital and the final state are eigenfunction of the Hamil-
tonian we find
(Ei − Ef) 〈Ψi| qjrj |Ψf〉 = −〈Ψi| qj
mj
∇rj |Ψf〉 (16)
where Ei and Ef are the energies of the initial and the final states, respectively. Eq.
(16) can be easily rearranged into
〈Ψi| qjrj |Ψf〉 = − 1
(Ei − Ef) 〈Ψi|
qj
mj
∇rj |Ψf〉 (17)
which are the individual terms of the sums in Eqs. (12) and (13). The equality in Eq.
(17) holds only for exact wave functions. At the same time, no conclusion can be drawn
on which representation is less sensitive to approximations in the wave functions [40].
3.2 Evaluation of the Integrals
The following three-step evaluation procedure used already for the evaluation of the
overlap, kinetic and Coulomb potential energy integrals [6] is employed in the present
work for the calculation of the transition dipole moment integrals in both the length
and velocity representation. The three steps for some operator Oˆ are:
1. Evaluate the integrals of Oˆ with the generating functions of Eq. (5):
I1 = 〈g(r,AI , aIuI ⊗ εI)| Oˆ |g(r,AJ , aJuJ ⊗ εJ)〉 . (18)
2. Evaluate the derivatives at aI = aJ = 0:
I2 =
∂2KI+LI
∂a2KI+LII
∂2KJ+LJ
∂a2KJ+LJJ
I1(aI , aJ)
∣∣∣∣
aI=aJ=0
. (19)
3. Evaluate the angular integrals:
I3 =
1
BKILIBKJLJ
∫
dεˆI
∫
dεˆJY
LI∗
MLI
(εˆI)Y
LJ
MLJ
(εˆJ)I2(εI , εJ) . (20)
In order to avoid numerical instabilities, quasi-normalized basis functions are used,
i.e., each basis function is normalized with respect to its spatial part. The (I th,J th)
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matrix elements for operator Oˆ are then
[O]IJ =
〈
φ
(LI ,MLI)
I (r;AI ,uI , KI)
∣∣∣ Oˆ ∣∣∣φ(LJ ,MLJ )J (r;AJ ,uJ , KJ)〉∣∣∣φ(LI ,MLI)I ∣∣∣ ∣∣∣φ(LJ ,MLJ )J ∣∣∣ , (21)
where
∣∣∣φ(LI ,MLI)I ∣∣∣ and ∣∣∣φ(LJ ,MLJ )J ∣∣∣ are the normalization factors and the square brackets
denote the matrix representation of Oˆ.
In this work, the integrals in Eqs. (12) and (13) are evaluated with ECG basis func-
tions in the GVR. Instead of the original Cartesian components α ∈ {x, y, z} we use
transformed components
(Ωˆj)+ = (Ωˆj)x − i(Ωˆj)y (22)
(Ωˆj)− = (Ωˆj)x + i(Ωˆj)y (23)
(Ωˆj)z = (Ωˆj)z (24)
collected under the label β ∈ {+,−, z} where Ωˆj ∈ {µˆ(v), µˆ(l)}. The transformed
components are especially convenient for evaluating the angular integrals. For the
complete derivation we may refer the reader to the supporting information.
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Following this integration scheme we get the expression:
[Ωβ]IJ =
〈
φ
(LI ,MLI)
I
∣∣∣ Ωˆβ ∣∣∣φ(LJ ,MLJ )J 〉∣∣∣φ(LI ,MLI)I ∣∣∣ ∣∣∣φ(LJ ,MLJ )J ∣∣∣
=
(
det(2AI) det(2AJ)
det(AIJ) det(AIJ)
)3/4(
pII
qI
)KI (pJJ
qJ
)KJ ( pIJ√
qIqJ
)LJ
Cβ1 (LJ , LI ,MLJ ,MLI) (qI)
−1/2
×
GΩI min(KI ,KJ )∑
m=0
(
pIJpIJ
pIIpJJ
)m
H1(m,KI , KJ , LJ)
+
GΩJ pII
pIJ
min(KI+1,KJ )∑
m=1
(
pIJpIJ
pIIpJJ
)m
H2(m,KI , KJ , LI)

+
(
det(2AI) det(2AJ)
det(AIJ) det(AIJ)
)3/4(
pII
qI
)KI (pJJ
qJ
)KJ ( pIJ√
qIqJ
)LI
Cβ2 (LI , LJ ,MLI ,MLJ) (qJ)
−1/2
×
GΩI pJJ
pIJ
min(KI ,KJ+1)∑
m=1
(
pIJpIJ
pIIpJJ
)m
H2(m,KJ , KI , LJ)
+GΩJ
min(KI ,KJ )∑
m=0
(
pIJpIJ
pIIpJJ
)m
H1(m,KI , KJ , LI)
 (25)
where β ∈ {+,−, z}, AIJ = AI +AJ and the terms related to the overlap of the ECGs
are
pXY =
1
2
uXA
−1
IJuY with X, Y ∈ {I, J} . (26)
The length and velocity dependence is contained within the factors
GΩI =

∑
n
qn(AJA
−1
IJ vI)n
mn(Ei − Ef) if Ω = µ
(v)
if∑
n
qn(A
−1
IJ vI)n if Ω = µ
(l)
if
(27)
GΩJ =

∑
n
qn(AJA
−1
IJ vJ − vJ)n
mn(Ei − Ef) if Ω = µ
(v)
if∑
n
qn(A
−1
IJ vJ)n if Ω = µ
(l)
if
(28)
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while the different contributions from the “x”, “y” and “z” components are contained
within the factors
Cβ1 (LJ , LI ,MLJ ,MLI) =

(
(LJ+MLJ+1)(LJ−MLJ+1)
(2LJ+1)(2LJ+3)
)1/2
δMLJ ,MLIδLI ,LJ+1 if β = z(
(LJ−MLJ+2)(LJ−MLJ+1)
(2LJ+1)(2LJ+3)
)1/2
δMLJ ,MLI+1δLI ,LJ+1 if β = +
−
(
(LJ+MLJ+2)(LJ+MLJ+1)
(2LJ+1)(2LJ+3)
)1/2
δMLI ,MLJ+1δLI ,LJ+1 if β = −
(29)
Cβ2 (LI , LJ ,ML,MLJ) =

(
(LI+MLI+1)(LI−MLI+1)
(2LI+1)(2LI+3)
)1/2
δMLI ,MLJ δLJ ,LI+1 if β = z
−
(
(LI+MLI+2)(LI+MLI+1)
(2LI+1)(2LI+3)
)1/2
δMLJ ,MLI+1δLJ ,LI+1 if β = +(
(LI−MLI+2)(LI−MLI+1)
(2LI+1)(2LI+3)
)1/2
δMLI ,MLJ+1δLJ ,LI+1 if β = −
(30)
which include the selection rules for the different transitions. Note that the selec-
tion rules emerge naturally from the derivation and are not included in a technical
fashion. In order to increase the efficiency of the calculations the following terms are
precalculated:
H1(m,K1, K2, L) =
BmL
(K1 −m)!(K2 −m)!(2m+ L)! [F (K1, L+ 1)F (K2, L)]
−1/2 (31)
H2(m,K1, K2, L) =
B(m−1)L
(K1 −m+ 1)!(K2 −m)!(2m+ L− 2)! [F (K1, L)F (K2, L− 1)]
−1/2 .
(32)
The remaining terms
qX =
1
2
uTXA
−1
X uX with X ∈ {I, J} (33)
F (K,L) =
K∑
m=0
4mBmL
4K(K −m)!(K −m)!(L+ 2m)! (34)
originate from the quasi-normalization.
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Finally, we perform the back transformations of Eqs. (22) and (23) in order to obtain
the original (x, y, z) Cartesian components
Cβ1 (LJ , LI ,MLJ ,MLI) =

1
2
[C−1 (LJ , LI ,MLJ ,MLI) + C
+
1 (LJ , LI ,MLJ ,MLI)] if β = x
i
2
[C−1 (LJ , LI ,MLJ ,MLI)− C+1 (LJ , LI ,MLJ ,MLI)] if β = y
,
(35)
Cβ2 (LI , LJ ,ML,MLJ) =

1
2
[C−2 (LI , LJ ,ML,MLJ) + C
+
2 (LI , LJ ,ML,MLJ)] if β = x
i
2
[C−2 (LI , LJ ,ML,MLJ)− C+2 (LI , LJ ,ML,MLJ)] if β = y
.
(36)
This step concludes the derivation for the integral expressions for the electric transition
dipole moment. The squared length is then calculated according to Eq. (11) as the
sum of the squared lengths of the allowed transitions among the degenerate substates
of the initial and final state.
3.3 Elimination of the Translational Contamination
We aim at calculating an internal molecular property free from contributions of the
center of mass Cartesian coordinate. The traditional approach is to perform a linear
transformation Ux of the LFCC
xTICM =
 x
XCM
 = (Ux ⊗ 13)r (37)
which separates the coordinates of the center of mass, XCM, from a set of translation-
ally invariant Cartesian coordinates xT = (xT1 , . . . ,x
T
n ) (TICC) [41]. The Hamiltonian
and any property operator are transformed accordingly. The separated center of mass
coordinate can then be eliminated and a new formalism is obtained which only involves
TICC.
As an alternative, we showed in a recent paper [7] that it is possible to avoid any
coordinate transformation and work with the original LFCC. The translational con-
tamination is identified in the integral expressions and eliminated by subtraction. This
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practical approach is based on a parametrization of the basis functions considering the
transformation behaviour of A and u between LFCC and TICC:
A = UTxA
(x)Ux and u = U
T
xu
(x) . (38)
The transformed A(x) and u(x) feature a special block structure:
A(x) =
A(x) 0
0 cA
 and u(x) =
u(x)
cu
 . (39)
The factors cA and cu can be assigned to the Cartesian coordinates of the center of
mass. The basis functions are translationally invariant if both cA and cu are zero [6].
For cu, this does not cause any problems. Yet, cA = 0 is in direct contradiction with the
requirement that A is positive-definite which is important to ensure a non-vanishing
(positive-definite) norm for the wave function. Hence, we have to select cA > 0 for
any practical implementation and subtract the contributions of cA from the individual
terms in the integral expression.
The contributions from cA to Eq. (25) are identified by substitutingA and u with their
corresponding expressions in terms of A(x) and u(x) according to Eq. (38). Most of the
contributions of cA cancel from the integral expressions due to the quasi-normalization
of the basis functions. The remaining contributions of cA are then eliminated from the
integral expressions by subtraction if necessary. There are two terms through which
such a contamination might be introduced in the dipole integrals: GΩI , Eq. (27), and
GΩJ , Eq. (28). Performing the substitutions, we find that the results of Eq. (25) are
free from any translational contamination if cu is zero. This allows us to evaluate and
implement the transition dipole integrals in the LFCC formalism.
The advantages of performing calculations in LFCC are three-fold. First, one does
not have to choose a set of TICC, which introduces some ambiguity. Furthermore the
physical picture is more intuitive, and most importantly, the many-particle integrals
are evaluated more easily [42]. An advantage of a TICC pre-BO framework is that the
dimension of A is n× n rather than (n+ 1)× (n+ 1) so some of the involved matrix
operations become slightly computationally less expensive. TICCs are also more suited
to represent correlations paths among certain particles [6].
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Since the parameters cA and cu are independent for the specific choice of the transfor-
mation Ux, LFCC-TICC hybrid methods can be imagined where specific correlations
paths can be included into the parametrization. This idea might be investigated in
later work.
The numerical implementation of the dipole integrals has been validated for HT+ by
comparison to the results of Tian and co-workers [14] as references.
4 Numerical Results
In this section, we present numerical results for the electric transition dipole moment
calculated for the H2 = {p+, p+, e−, e−} molecule. Pure rotational dipole transitions
of H2 with ∆L = ±1 are not possible because of the alternating ortho (Sp = 1) and
para (Sp = 0) states in the ground electronic state [34]. There can be, however, non-
vanishing transition moments between rovibronic levels of different electronic states
with the same electron spin state (Se). Thus, we have considered rovibronic transitions
between energy levels assignable to the two lowest-lying singlet electronic states in the
BO theory, X 1Σ+g and B
1Σ+u (Figure 1). For these transitions the electronic dipole
transition function has already been calculated [43], but we are not aware of any
calculation of the dipole transition moments using this dipole transition function in a
non-adiabatic framework. In the present work, we do not rely on any dipole moment
function, but evaluate the electric transition dipole moments by directly evaluating
the transition dipole integrals with the pre-BO wave functions. The wave functions
used in this work have been successfully applied for the calculation of resonances in a
recent work [8]. The employed parameter sets corresponding to 2250 basis functions
for each state are provided in the supporting information. The mass of the proton mp
was chosen in terms of the electron mass me as mp/me = 1836.15267247 [44].
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Figure 1: Sketch of the spectrum of H2 = {p+, p+, e−, e−} for the lowest two rovibronic states involved
in this work. All states are illustrated in terms of the BO and the pre-BO framework. The individual
electronic states are designated by their electronic state labels X 1Σ+g and B
1Σ+u and the relevant
quantum numbers (L: spatial angular momentum state; p: parity (−1)L; Se: electronic spin state; Sp:
proton spin state). Furthermore, all potential transitions are listed. We denote whether the transitions
are allowed or forbidden with respect to electric dipole transitions. Note that the pre-BO energy levels
are generally higher than the corresponding BO energy levels.
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Table I: Energies E of the H2 = {p+,p+, e−, e−} parameter sets used in this work together with references
from the literature. The size of the parameter sets was 2250 in all cases. All results are in Hartree atomic
units [Eh]. Only vibrational ground states are considered.
(L,p,Sp,Se)
a E [Eh]
b η [10−9]c ERef − E [µEh] Ref. Assignmentd
(0,+1,0,0) −1.164025029 1.451 −0.0014 [45] X 1Σ+g
(1,−1,1,0) −1.163485171 2.217 −0.0014 [45] X 1Σ+g
(0,+1,1,0) −0.753027184 7.714 1.3813 [46] B 1Σ+u
(1,−1,0,0) −0.752850232 1.515 1.4435 [46] B 1Σ+u
a: L: Spatial angular momentum quantum number; p: parity (p = (−1)L); Sp and Se: total spin
quantum numbers for the protons and the electrons, respectively.
b: Energy obtained from the parameter set used in a recent work [8]. The parameter sets are available
in the supporting information.
c: The virial ratio: η = |1 + 〈Ψ| Vˆ |Ψ〉 /(2 〈Ψ| Tˆ |Ψ〉)| where 〈Ψ| Tˆ |Ψ〉 and 〈Ψ| Vˆ |Ψ〉 are the kinetic and
the potential energies respectively. In the case of the exact wave function we find η = 0.
d: Born–Oppenheimer electronic state label. Each energy level given here can be assigned to the
lowest-energy vibrational level of the electronic state.
Table I lists the energies corresponding to the basis functions which we use for the
rovibronic states considered. We use reference values from the literature to assess
the quality of our parameter sets. Our energies are either comparable to the best
available reference values (X 1Σ+g ) or more accurate (B
1Σ+u ) and therefore suited for
the calculation of electric transition dipole moments.
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Table II: Electric transition dipole moments obtained in our work for H2 = {p+, p+, e−, e−}. The initial
and final states are characterized by their assigned state label and the associated quantum numbers. All
results are in atomic units. Only vibrational ground states are considered.
Initial State Final State Transition Dipole Moments
Assignmenta (L,p,Sp,Se)
b Assignmenta (L,p,Sp,Se)
b Ei-Ef [Eh] |µ(v)if | |µ(l)if |
X 1Σ+g (0,+1,0,0) B
1Σ+u (1,–1,0,0) –0.411174797 0.078415 0.078414
B 1Σ+u (0,+1,1,0) X
1Σ+g (1,–1,1,0) –0.410457987 0.079802 0.079801
a: Born–Oppenheimer electronic state label. Each energy level given here can be assigned to the
lowest-energy vibrational level of the electronic state.
b: L: Spatial angular momentum quantum number; p: parity (p = (−1)L); Sp and Se: total spin
quantum numbers for the protons and the electrons, respectively.
The calculated electric transition dipole moments are listed in Table II. The transition
dipole moments are presented with a precision that shows the first differing digit. We
recognize that the values for |µ(l)if | and |µ(v)if | have converged.
5 Conclusions
We presented the expressions for the integrals of the electric transition dipole moments
and its squared length. We exploited the simple form of the electric transition dipole
operators in laboratory-fixed Cartesian coordinates. Integral expressions were derived
for the components of the transition dipole in the length and the velocity representa-
tion. These two representations only yield identical results for exact wave functions.
We have then calculated the electric transition dipole moments for the H2 molecule
for transitions between the lowest two rovibronic levels of the ortho- and para-H2.
Some sensitivity to the approximation of the wave functions was observed. Yet this
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was negligible and we obtained converged results for the electric transition dipole
moments.
Furthermore, we illustrated the strength of our scheme for the elimination of the trans-
lational contribution to any internal molecular property. This scheme was presented in
our previous work [7] and allows us to perform pre-Born–Oppenheimer calculations in
laboratory-fixed Cartesian coordinates. Previous work relied on a linear combination
of these LFCCs to yield a set of translationally invariant Cartesian coordinates, which
separates the center of mass coordinate in order to eliminate any contribution from
the overall motion of the system.
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1 Introduction
In this section, we start with the introduction of the coordinate transformation used for the
evaluation of the angular integrals. Then, we present the three step integral evaluation pro-
cedure used in this derivation.
1.1 Transformed Coordinates
For the evaluation of the angular integrals we use the following transformed coordinates:
ε− = εx + iεy (S1)
ε+ = εx − iεy (S2)
while εz is the same in both coordinate systems. This change of the coordinate system yields
simple expressions for the angular integrals. The operators of the momentum and position
components are transformed accordingly
Ω− = Ωx + iΩy (S3)
Ω+ = Ωx − iΩy (S4)
with Ω ∈ {µ(v)if ,µ(l)if } where
µ
(l)
if =
n+1∑
j=1
〈Ψi |qjrj | Ψf〉 (S5)
is the length representation of the transition dipole operator and
µ
(v)
if = −
1
(Ei − Ef)
n+1∑
j=1
〈
Ψi
∣∣∣∣ qjmj∇rj
∣∣∣∣ Ψf〉 . (S6)
is the velocity representation. The components Ωx and Ωy can be expressed as
Ωx =
1
2
(Ω− +Ω+) (S7)
Ωy = − i
2
(Ω− −Ω+) . (S8)
The components of the two coordinate systems are collected in the subscripts
α ∈ {+,−, z} (S9)
β ∈ {x, y, z} (S10)
3
1.2 Three-Step Integral Evaluation Procedure
The integrals expression for some operator Oˆ and explicitly correlated Gaussian functions with
the global vector representation (Eq. (TK) in the paper) can be evaluated following a three
step procedure. During the derivation, we rely on the generating functions g(r,A, au⊗ε) of the
basis functions (Eq. (TK) in the paper). The three steps are then:
1. Evaluate the integrals of Oˆ with the generating functions:
I1 = 〈g(r,AI , aIuI ⊗ εI)| Oˆ |g(r,AJ , aJuJ ⊗ εJ)〉 . (S11)
2. Evaluate the derivatives at aI = aJ = 0:
I2 =
∂2KI+LI
∂a
2KI+LI
I
∂2KJ+LJ
∂a
2KJ+LJ
J
I1(aI , aJ)
∣∣∣∣
aI=aJ=0
. (S12)
3. Evaluate the angular integrals:
I3 =
1
BKILIBKJLJ
∫
dεˆI
∫
dεˆJY
LI∗
MLI
(εˆI)Y
LJ
MLJ
(εˆJ)I2(εI , εJ) . (S13)
2 Radial Integrals and Derivative
We start by deriving the radial integral expressions for the one-particle momentum and position
operators. The resulting expressions are then used to formulate one general radial integral
expression for the transition dipole operator in both the length and velocity representation.
4
2.1 Momentum Components Integral Expressions
〈
exp
(
−1
2
rT(AI ⊗ 13)r + vTI r
)∣∣∣∣ ∂∂(rn)β
∣∣∣∣exp(−12rT(AJ ⊗ 13)r + vTJ r
)〉
=
〈
exp
(
−1
2
rT(AI ⊗ 13)r + vTI r
) ∣∣∣∣ exp(−12rT(AJ ⊗ 13)r + vTJ r
)
× ∂
∂(rn)β
(
−1
2
rT(AJ ⊗ 13)r + vTJ r
)〉
=
〈
exp
(
−1
2
rT(AI ⊗ 13)r + vTI r
) ∣∣∣∣∣ exp
(
−1
2
rT(AJ ⊗ 13)r + vTJ r
)(
−
N∑
k=1
(rk)β(AJ)nk + (vJ)nβ
)〉
=
∫
R3N
dr exp
(
−1
2
rT(AIJ ⊗ 13)r + vTIJr
)(
−
N∑
k=1
(rk)β(AJ)nk + (vJ)nβ
)
=
N∑
k=1
(−(AJ)nk)
∫
R3N
dr exp
(
−1
2
rT(AIJ ⊗ 13)r + vTIJr
)
(rk)β
+(vJ)nβ
∫
R3N
dr exp
(
−1
2
rT(AIJ ⊗ 13)r + vTIJr
)
=
N∑
k=1
(−(AJ)nk)D exp
(
1
2
vTIJ(A
−1
IJ ⊗ 13)vIJ
) N∑
j=1
(vIJ)jβ(A
−1
IJ )kj
+(vJ)nβ D exp
(
1
2
vTIJ(A
−1
IJ ⊗ 13)vIJ
)
= D exp
(
1
2
vTIJ(A
−1
IJ ⊗ 13)vIJ
) N∑
n=1
(
−
N∑
k=1
N∑
j=1
(AJ)nk(A
−1
IJ )kj(vIJ)jβ + (vJ)nβ
)
(S14)
where we have used
D =
(
(2pi)N
det (AIJ)
)3/2
(S15)
AIJ = AI +AJ (S16)
vIJ = vI + vJ (S17)
for convenience.
Substitution of
vI = aI (uI ⊗ εI)
vJ = aJ (uJ ⊗ εJ)
into Eq. (S14) yields
D exp
(
a2IpII + a
2
JpJJ + aIaJ(εIεJ)pIJ
)
(aI(εI)βWI(n) + aJ (εJ)βWJ(n))
= D (aI(εI)βWI(n) + aJ(εJ)βWJ(n))
∞∑
i=0
∞∑
j=0
∞∑
k=0
a2i+kI a
2j+k
J (εIεJ)
k p
i
IIp
j
JJp
k
IJ
i!j!k!
(S18)
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with
WI(n) = −
N∑
k=1
N∑
j=1
(AJ)nk(A
−1
IJ )kj(uI)j (S19)
WJ(n) = −
N∑
k=1
N∑
j=1
(AJ)nk(A
−1
IJ )kj(vJ)j +
N∑
n=1
(vJ)n (S20)
pII =
1
2
uTI A
−1
IJ uI (S21)
pJJ =
1
2
uTJA
−1
IJ uJ (S22)
pIJ = u
T
I A
−1
IJ uJ (S23)
2.2 Position Components Integral Elements
〈
exp
(
−1
2
rT(AI ⊗ 13)r + vTI r
)∣∣∣∣ (rn)β ∣∣∣∣exp(−12rT(AJ ⊗ 13)r + vTJ r
)〉
=
∫
R3N
dr exp
(
−1
2
rT(AIJ ⊗ 13)r + vTIJr
)
(rn)β
= D exp(
1
2
vTIJ
(
A−1IJ ⊗ 13
)
vIJ)
N∑
k=1
(A−1IJ )nk(vIJ)kβ (S24)
where we have again used
D =
(
(2pi)N
det (AIJ)
)3/2
(S25)
AIJ = AI +AJ (S26)
vIJ = vI + vJ (S27)
for convenience.
Substitution of
vI = aI (uI ⊗ εI)
vJ = aJ (uJ ⊗ εJ)
into Eq. (S24) yields
D exp(a2IpII + a
2
JpJJ + aIaJ(ε
T
I εJ)) (RIaI(εI)β +RJaJ(εJ)β)
= D (aI(εI)βRI(n) + aJ(εJ)βRJ(n))
∞∑
i=0
∞∑
j=0
∞∑
k=0
a2i+kI a
2j+k
J (εIεJ)
k p
i
IIp
j
JJp
k
IJ
i!j!k!
(S28)
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with
RI(n) =
N∑
k=1
(A−1IJ )nk(uI)k (S29)
RJ(n) =
N∑
k=1
(A−1IJ )nk(uJ)k (S30)
2.3 General Expressions
We can now form a general expression for I1(aI , aJ ) in step 1 from Eqs. (S18) and (S28)
I1(aI , aJ) =
〈
exp
(
−1
2
rT(AI ⊗ 13)r + vTI r
)∣∣∣∣Ωβ ∣∣∣∣exp(−12rT(AJ ⊗ 13)r + vTJ r
)〉
= D
(
aI(εI)βG
Ω
I + aJ(εJ)βG
Ω
J
) ∞∑
i=0
∞∑
j=0
∞∑
k=0
a2i+kI a
2j+k
J (εIεJ)
k p
i
IIp
j
JJp
k
IJ
i!j!k!
(S31)
with
GΩI =

∑
n
qn(AJA
−1
IJ vI)n
mn(Ei − Ef ) if Ω = µ
(v)
if∑
n
qn(A
−1
IJ vI)n if Ω = µ
(l)
if
GΩJ =

∑
n
qn(AJA
−1
IJ vJ − vJ)n
mn(Ei − Ef ) if Ω = µ
(v)
if∑
n
qn(A
−1
IJ vJ)n if Ω = µ
(l)
if
Step 2: Evaluate the derivatives at aI = aJ = 0 of Eq. (S28):
I2(εI , εJ) =
∂2KI+LI
∂a
2KI+LI
I
∂2KJ+LJ
∂a
2KJ+LJ
J
I1(aI , aJ )
∣∣∣∣
aI=aJ=0
= D
∞∑
i=0
∞∑
j=0
∞∑
k=0
piIIp
j
JJp
k
IJ
i!j!k!
(
εTI εJ
)k
κI !κJ !
(
GΩI (εI)βδκI ,2i+k+1δκJ ,2j+k +G
Ω
J (εJ)βδκI ,2i+kδκJ ,2j+k+1
)
.
(S32)
3 Angular Integrals
We continue now with the third step in the evaluation scheme. The angular integral are
derived separately for the components of α and then collected to form general expressions. In
this part, the following relations and short-hand notations are used.
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Associated Legendre Polynomials PLM (x):
∫ +1
−1
PLM (x) P
L′
M (x) dx =
2(L+M)!
(2L+ 1)(LM )!
δLL′ (S33)
xPLM (x) =
(L−M + 1)
(2L+ 1)
PL+1M (x) +
(L+M)
(2L+ 1)
PL−1M (x) (S34)√
1− x2PLM (x) = 1
2L+ 1
(
PL−1M+1 (x)− PL+1M+1 (x)
)
(S35)
Spherical Harmonics YLM (θ, ϕ):
YLM (θ, ϕ) = N
M
L exp(iMϕ)P
L
M (cos(θ)) (S36)
NML =
(
(2L+ 1)(L−M)!
4pi(L+M)!
)1/2
(S37)∫ pi
0
dθ sin(θ)
∫ 2pi
0
dϕ
(
YLM (θ, ϕ)
)∗
YL
′
M′ (θ, ϕ) = δLL′δMM′ (S38)(
εTI εJ
)k
=
(
εTJ εI
)k
=
k∑
l=0
B k−l
2 ,l
l∑
m=−l
(
Ylm (εˆJ)
)∗
Ylm (εˆI) (S39)
with
Bm,L =
8pi(L+ 2m)!(L+m+ 1)!2L
m!(2L+ 2m+ 2)!
m,L ∈ N0 (S40)
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3.1 (z)-Component
∫ ∫
dεˆIdεˆJ(εI)z(ε
T
I εJ)
k
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆJ)
=
k∑
l=0
l∑
m=−l
∫ ∫
dεˆIdεˆJB k−l
2 ,l
(εI)z
(
Y
L1
M1
(εˆI)
)∗
Ylk (εˆI)
(
Ylk (εˆJ)
)∗
Y
L2
M2
(εˆJ)
= B k−L2
2 ,L2
∫
dεI(εI)z
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆI)
= B k−L2
2 ,L2
N
M1
L1
N
M2
L2
∫ pi
0
∫ 2pi
0
dθdϕ sin(θ) cos(θ) exp (i(M2 −M1)ϕ) PL1M1 (cos(θ)) P
L2
M2
(cos(θ))
= 2piB k−L2
2 ,L2
N
M1
L1
N
M2
L2
δM1,M2
∫ pi
0
dθ sin(θ) cos(θ)P
L1
M1
(cos(θ)) P
L2
M2
(cos(θ))
= 2piB k−L2
2 ,L2
N
M1
L1
N
M2
L2
δM1,M2
∫ +1
−1
dx xP
L1
M1
(x) P
L2
M2
(x)
= 2piB k−L2
2 ,L2
N
M1
L1
N
M2
L2
(
L2 −M2 + 1
2L2 + 1
)
δM1,M2
∫ +1
−1
dx P
L1
M (x) P
L2+1
M (x)
+2piB k−L2
2 ,L2
N
M1
L1
N
M2
L2
(
L2 +M2
2L2 + 1
)
δM1,M2
∫ +1
−1
dx P
L1
M (x) P
L2−1
M (x)
= 2piB k−L2
2 ,L2
N
M1
L1
N
M2
L2
(
L2 −M2 + 1
2L2 + 1
)(
2(L1 +M)!
(2L1 + 1)(L1 −M)!
)
δL1,L2+1δM1,M2
+2piB k−L2
2 ,L2
N
M1
L1
N
M2
L2
(
L2 +M2
2L2 + 1
)(
2(L1 +M1)!
(2L1 + 1)(L1 −M1)!
)
δL1+1,L2δM1,M2
= B k−L2
2 ,L2
(
(L2 +M2 + 1)(L2 −M2 + 1)
(2L2 + 1)(2L2 + 3)
)1/2
δL1,L2+1δM1,M2
+B k−L2
2 ,L2
(
(L1 +M1 + 1)(L1 −M1 + 1)
(2L1 + 1)(2L1 + 3)
)1/2
δL1+1,L2δM1,M2
= B k−L2
2 ,L2
Cz1 (L2,M1,M2)δL1,L2+1 +B k−L2
2 ,L2
Cz2 (L1,M1,M2)δL1+1,L2 (S41)
where
Cz1 (L2,M2,M1) =
(
(L2 +M2 + 1)(L2 −M2 + 1)
(2L2 + 1)(2L2 + 3)
)1/2
δM1,M2 (S42)
Cz2 (L1,M1,M2) =
(
(L1 +M1 + 1)(L1 −M1 + 1)
(2L1 + 1)(2L1 + 3)
)1/2
δM1,M2 (S43)
Analogously for
∫ ∫
dεˆIdεˆJ(εJ)z(ε
T
I εJ)
k
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆJ)
= B k−L1
2 ,L1
Cz1 (L2,M2,M1)δL1,L2+1 +B k−L1
2 ,L1
Cz2 (L1,M1,M2)δL1+1,L2 (S44)
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3.2 (–)-Component
∫ ∫
dεˆIdεˆJ [(εI)x + i(εI)y] (εI
TεJ )
k
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆJ)
= B k−L2
2 ,L2
∫
dεˆI [(εI)x + i(εI)y]
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆI)
= B k−L2
2 ,L2
N
M1
L1
N
M2
L2
∫ 2pi
0
dϕ [cos(ϕ) + i sin(ϕ)] exp (i(M2 −M1)ϕ)
∫ pi
0
dθ sin(θ)2P
L1
M1
(cos(θ)) P
L2
M2
(cos(θ))
= B k−L2
2 ,L2
N
M1
L1
N
M2
L2
∫ 2pi
0
dϕ exp (i(M2 + 1−M1)ϕ)
∫ +1
−1
dx
√
1− x2PL1M1 (x) P
L2
M2
(x)
= B k−L2
2 ,L2
N
M1
L1
N
M2
L2
2piδM1,M2+1
∫ +1
−1
dx
√
1− x2PL1M1 (x) P
L2
M2
(x)
= B k−L2
2 ,L2
N
M1
L1
N
M2
L2
2pi
2L2 + 1
δM1,M2+1
∫ +1
−1
dx P
L1
M2+1
(x) P
L2−1
M2+1
(x)− PL1M2+1 (x) P
L2+1
M2+1
(x)
= 4piB k−L2
2 ,L2
N
M1
L1
N
M2
L2
(L1 +M1)!
(2L2 + 1)(2L1 + 1)(L1 −M1)!δM1,M2+1
(
δL1+1,L2 − δL1,L2+1
)
= B k−L2
2 ,L2
δM1,M2+1
((
(L1 −M1 + 2)(L1 −M1 + 1)
(2L1 + 1)(2L1 + 3)
)1/2
δL1+1,L2 −
(
(L2 +M2 + 2)(L2 +M2 + 1)
(2L2 + 1)(2L2 + 3)
)1/2
δL1,L2+1
)
= B k−L2
2 ,L2
C−1 (L2,M1,M2)δL1,L2+1 +B k−L2
2 ,L2
C−2 (L1,M1,M2)δL1+1,L2 (S45)
where
C−1 (L2,M2,M1) = −
(
(L2 +M2 + 2)(L2 +M2 + 1)
(2L2 + 1)(2L2 + 3)
)1/2
δM1,M2+1 (S46)
C−2 (L1,M1,M2) =
(
(L1 −M1 + 2)(L1 −M1 + 1)
(2L1 + 1)(2L1 + 3)
)1/2
δM1,M2+1 (S47)
Analogously for
∫ ∫
dεˆIdεˆJ [(εJ)x + i(εJ)y] (ε
T
I εJ)
k
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆJ)
= B k−L1
2 ,L1
C−1 (L2,M2,M1)δL1,L2+1 +B k−L1
2 ,L1
C−2 (L1,M1,M2)δL1+1,L2 (S48)
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3.3 (+)-Component
∫ ∫
dεˆIdεˆJ [(εI)x − i(εI)y] (εITεJ )k
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆJ)
= B k−L2
2 ,L2
∫
dεˆI [(εI)x − i(εI)y]
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆI)
= B k−L2
2 ,L2
N
M1
L1
N
M2
L2
∫ 2pi
0
dϕ [cos(ϕ)− i sin(ϕ)] exp (i(M2 −M1)ϕ)
∫ pi
0
dθ sin(θ)2P
L1
M1
(cos(θ)) P
L2
M2
(cos(θ))
= B k−L2
2 ,L2
N
M1
L1
N
M2
L2
∫ pi
0
dϕ exp (i(M2 −M1 − 1)ϕ)
∫ +1
−1
dx
√
1− x2PL1M1 (x) P
L2
M2
(x)
= B k−L2
2 ,L2
N
M1
L1
N
M2
L2
2piδM1+1,M2
∫ +1
−1
dx
√
1− x2PL1M1 (x) P
L2
M2
(x)
= B k−L2
2 ,L2
N
M1
L1
N
M2
L2
2pi
2L1 + 1
δM1+1,M2
∫ +1
−1
dx P
L1−1
M1+1
(x) P
L2
M1+1
(x)− PL1+1M1+1 (x) P
L2
M1+1
(x)
= 4piB k−L2
2 ,L2
N
M1
L1
N
M2
L2
(L2 +M2)!
(2L1 + 1)(2L2 + 1)(L2 −M2)!δM1+1,M2
(
δL1,L2+1 − δL1+1,L2
)
= B k−L2
2 ,L2
δM1+1,M2
((
(L2 −M2 + 2)(L2 −M2 + 1)
(2L2 + 1)(2L2 + 3)
)1/2
δL1,L2+1 −
(
(L1 +M1 + 2)(L1 +M1 + 1)
(2L1 + 1)(2L1 + 3)
)1/2
δL1+1,L2
)
= B k−L2
2 ,L2
C+1 (L2,M2,M1)δL1,L2+1 +B k−L2
2 ,L2
C+2 (L1,M1,M2)δL1+1,L2 (S49)
where
C+1 (L2,M2,M1) =
(
(L2 −M2 + 2)(L2 −M2 + 1)
(2L2 + 1)(2L2 + 3)
)1/2
δM1+1,M2 (S50)
C+2 (L1,M1,M2) = −
(
(L1 +M1 + 2)(L1 +M1 + 1)
(2L1 + 1)(2L1 + 3)
)1/2
δM1+1,M2 (S51)
Analogously for∫ ∫
dεˆIdεˆJ [(εJ)x + i(εJ)y] (ε
T
I εJ)
k
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆJ)
= B k−L1
2 ,L1
C+1 (L2,M2,M1)δL1,L2+1 +B k−L1
2 ,L1
C+2 (L1,M1,M2)δL1+1,L2 (S52)
3.4 General Expressions
We can now collect Eqs. (S41), (S45) and (S49) and generalize them as:∫ ∫
dεˆIdεˆJ(εI)β(εI
TεJ )
k
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆJ)
= B k−L2
2 ,L2
Cα1 (L2,M2,M1)δL1,L2+1 +B k−L2
2 ,L2
Cα2 (L1,M1,M2)δL1+1,L2 (S53)
and ∫ ∫
dεˆIdεˆJ(εJ)β(εI
TεJ )
k
(
Y
L1
M1
(εˆI)
)∗
Y
L2
M2
(εˆJ)
= B k−L1
2 ,L1
Cα1 (L2,M2,M1)δL1,L2+1 +B k−L1
2 ,L1
Cα2 (L1,M1,M2)δL1+1,L2 (S54)
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with
Cα1 (L2,M2,M1) =

(
(L2+M2+1)(L2−M2+1)
(2L2+1)(2L2+3)
)1/2
δM1,M2 if α = z (Eq. (S42))(
(L2−M2+2)(L2−M2+1)
(2L2+1)(2L2+3)
)1/2
δM1+1,M2 if α = + (Eq. (S50))
−
(
(L2+M2+2)(L2+M2+1)
(2L2+1)(2L2+3)
)1/2
δM1,M2+1 if α = − (Eq. (S46))
(S55)
and
Cα2 (L1,M1,M2) =

(
(L1+M1+1)(L1−M1+1)
(2L1+1)(2L1+3)
)1/2
δM1,M2 if α = z (Eq. (S43))
−
(
(L1+M1+2)(L1+M1+1)
(2L1+1)(2L1+3)
)1/2
δM1+1,M2 if α = + (Eq. (S51))(
(L1−M1+2)(L1−M1+1)
(2L1+1)(2L1+3)
)1/2
δM1,M2+1 if α = − (Eq. (S47))
(S56)
Using Eqs. (S53) and (S54) for the angular integrals and Eq. (S32) as I2(εI , εJ) we find the
final result I3 of step 3:
I3 =
1
BKILIBKJLJ
∫
dεˆI
∫
dεˆJY
LI∗
MLI
(εˆI)Y
LJ
MLJ
(εˆJ)I2(εI , εJ)
=
κI !κJ !
BKIL1BKJL2
D
∞∑
i=0
∞∑
j=0
∞∑
k=0
piIIp
j
JJp
k
IJ
i!j!k!
Cα1 (L2,M2,M1)
×
(
GΩI B k−L2
2 ,L2
δκI ,2i+k+1δκJ ,2j+k +G
Ω
J B k−L1
2 ,L1
δκI ,2i+kδκJ ,2j+k+1
)
(S57)
4 Final Expressions
In this part, we collect the results from sections 2 and 3 to form the final integral expressions.
4.1 Summation Indices
In order to limit the summation indices we exploit the properties of the Bm−L
2 ,L
factor described
in Eq. (S57): We require that k−L
2
∈ N0.
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4.1.1 Case L1 = L2 + 1
I3 =
κI !κJ !
BKIL1BKJL2
D
∞∑
i=0
∞∑
j=0
∞∑
k=0
piIIp
j
JJp
k
IJ
i!j!k!
Cα1 (L2,M2,M1)
×
(
GΩI B k−L2
2 ,L2
δκI ,2i+k+1δκJ ,2j+k +G
Ω
J B k−L1
2 ,L1
δκI ,2i+kδκJ ,2j+k+1
)
=
κI !κJ !
BKIL1BKJL2
D
∞∑
i=0
∞∑
j=0
∞∑
k=0
piIIp
j
JJp
k
IJ
i!j!k!
Cα1 (L2,M2,M1)G
Ω
I B k−L2
2 ,L2
δκI ,2i+k+1δκJ ,2j+k (S58)
+
κI !κJ !
BKIL1BKJL2
D
∞∑
i=0
∞∑
j=0
∞∑
k=0
piIIp
j
JJp
k
IJ
i!j!k!
Cα1 (L2,M2,M1)G
Ω
J B k−L1
2 ,L1
δκI ,2i+kδκJ ,2j+k+1 (S59)
Summation indices for term (S58)
k − L2
2
= m ⇒ k = 2m+ L2 (S60)
κI = 2KI + L1 = 2KI + L2 + 1 = 2i+ 2m+ L2 + 1 ⇒ i = KI −m (S61)
κJ = 2KJ + L2 = 2j + 2m+ L2 ⇒ j = KJ −m (S62)
Summation indices for term (S59)
k − L1
2
= m− 1 ⇒ k = 2m+ L1 − 2 (S63)
κI = 2KI + L1 = 2i+ 2m− 2 + L1 ⇒ i = KI −m+ 1 (S64)
κJ = 2KJ + L2 = 2j + 2m+ L1 − 1 = 2j + 2m+ L2 ⇒ j = KJ −m (S65)
Insertion of these new summation indices into terms (S58) and (S59) leads to
I3 =
κI !κJ !
BKIL1BKJL2
Dp
KI
II p
KJ
JJ p
L2
IJG
Ω
I
min(KI,KJ )∑
m=0
(
pIJpIJ
pIIpJJ
)m ( Cα1 (L2,M2, L1)BmL2
(KI −m)!(KJ −m)!(2m+ L2)!
)
+
κI !κJ !
BKIL1BKJL2
Dp
KI+1
II p
KJ
JJ p
L2−1
IJ G
Ω
J
min(KI+1,KJ )∑
m=1
(
pIJpIJ
pIIpJJ
)m ( Cα1 (L2,M2,M1)B(m−1)L1
(KI −m+ 1)!(KJ −m)!(2m+ L1 − 2)!
)
=
κI !κJ !
BKIL1BKJL2
Dp
KI
II p
KJ
JJ p
L2
IJC
α
1 (L2,M2,M1)×GΩI min(KI,KJ )∑
m=0
(
pIJpIJ
pIIpJJ
)m ( BmL2
(KI −m)!(KJ −m)!(2m+ L2)!
)
+
GΩJ pII
pIJ
min(KI+1,KJ )∑
m=1
(
pIJpIJ
pIIpJJ
)m ( B(m−1)L1
(KI −m+ 1)!(KJ −m)!(2m+ L1 − 2)!
) (S66)
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4.1.2 Case L1 + 1 = L2
I3 =
κI !κJ !
BKIL1BKJL2
D
∞∑
i=0
∞∑
j=0
∞∑
k=0
piIIp
j
JJp
k
IJ
i!j!k!
Cα2 (L1,M1,M2)
×
(
GΩI B k−L2
2 ,L2
δκI ,2i+k+1δκJ ,2j+k +G
Ω
J B k−L1
2 ,L1
δκI ,2i+kδκJ ,2j+k+1
)
=
κI !κJ !
BKIL1BKJL2
D
∞∑
i=0
∞∑
j=0
∞∑
k=0
piIIp
j
JJp
k
IJ
i!j!k!
Cα2 (L1,M1,M2)G
Ω
I B k−L2
2 ,L2
δκI ,2i+k+1δκJ ,2j+k (S67)
+
κI !κJ !
BKIL1BKJL2
D
∞∑
i=0
∞∑
j=0
∞∑
k=0
piIIp
j
JJp
k
IJ
i!j!k!
Cα2 (L1,M1,M2)G
Ω
J B k−L1
2 ,L1
δκI ,2i+kδκJ ,2j+k+1 (S68)
Summation indices for term (S67)
k − L2
2
= m− 1 ⇒ k = 2m+ L2 − 2 (S69)
κI = 2KI + L1 = 2i+ 2m+ L2 − 1 = 2i+ 2m+ L1 ⇒ i = KI −m (S70)
κJ = 2KJ + L2 = 2j + 2m+ L2 − 2 ⇒ j = KJ −m+ 1 (S71)
Summation indices for term (S68)
k − L1
2
= m ⇒ k = 2m+ L1 (S72)
κI = 2KI + L1 = 2i+ 2m+ L1 ⇒ i = KI −m (S73)
κJ = 2KJ + L2 = 2j + 2m+ L1 + 1 = 2j + 2m+ L2 ⇒ j = KJ −m (S74)
Insertion of these new summation indices into terms (S67) and (S68) leads to
I3 =
κI !κJ !
BKIL1BKJL2
Dp
KI
II p
KJ+1
JJ p
L1−1
IJ G
Ω
I
min(KI,KJ+1)∑
m=1
(
pIJpIJ
pIIpJJ
)m ( Cα2 (L1,M1,M2)B(m−1)L2
(KI −m)!(KJ −m+ 1)!(2m+ L2 − 2)!
)
+
κI !κJ !
BKIL1BKJL2
Dp
KI
II p
KJ
JJ p
L1
IJG
Ω
J
min(KI,KJ )∑
m=0
(
pIJpIJ
pIIpJJ
)m ( Cα2 (L1,M1,M2)BmL1
(KI −m)!(KJ −m)!(2m+ L1)!
)
=
κI !κJ !
BKIL1BKJL2
Dp
KI
II p
KJ
JJ p
L1
IJC
α
2 (L1,M1,M2)×GΩI pJJ
pIJ
min(KI,KJ+1)∑
m=1
(
pIJpIJ
pIIpJJ
)m ( B(m−1)L2
(KI −m)!(KJ −m+ 1)!(2m+ L2 − 2)!
)
+ GΩJ
min(KI,KJ )∑
m=0
(
pIJpIJ
pIIpJJ
)m ( BmL1
(KI −m)!(KJ −m)!(2m+ L1)!
) (S75)
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4.2 Quasi-Normalisation Factor
We quasi normalize our basis functions according to Eq. (TK) in the original paper as:
〈
φ
(L1,M1)
I
∣∣∣φ(L1,M1)I 〉 = 〈exp(−12rT(AI ⊗ 13)r + vTI r
) ∣∣∣∣ exp(−12rT(AI ⊗ 13)r + vTI r
)〉
=
κI !κI !
BKIL1BKIL1
(
(2pi)N
det(2AI)
)3/2
q
2KI+L1
I F (KI , L1) (S76)
with
F (K,L) =
K∑
m=0
4mBmL
4K(K −m)!(K −m)!(L+ 2m)! (S77)
qI =
1
2
uTI A
−1
I uI (S78)
With this, the quasi-normalization factor of the integral becomes
∣∣∣φ(L1,M1)I ∣∣∣ ∣∣∣φ(L2,M2)J ∣∣∣ = κI !κJ !BKIL1BKJL2
(
(2pi)2N
det(2AI) det(2AJ)
)3/4
q
KI+L1/2
I q
KJ+L2/2
J (F (KI , L1)F (KJ , L2))
1/2
(S79)
4.3 Quasi-Normalised Integral Expressions
We now form the quasi normalized integral expressions from Eq. (S79) and Eq. (S66) for
L1 = L2 + 1 and Eq. (S75) L1 + 1 = L2 as〈
φ
(L1,M1)
I
∣∣∣Ωα ∣∣∣φ(L2,M2)J 〉∣∣∣φ(L1,M1)I ∣∣∣ ∣∣∣φ(L2,M2)J ∣∣∣ =
I3∣∣∣φ(L1,M1)I ∣∣∣ ∣∣∣φ(L2,M2)J ∣∣∣ (S80)
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4.3.1 Case L1 = L2 + 1
〈
φ
(L1,M1)
I
∣∣∣Ωα ∣∣∣φ(L2,M2)J 〉∣∣∣φ(L1,M1)I ∣∣∣ ∣∣∣φ(L2,M2)J ∣∣∣
=
(
det(2AI) det(2AJ)
det(AIJ) det(AIJ)
)3/4 (
pII
qI
)KI (pJJ
qJ
)KJ ( pIJ√
qIqJ
)L2
Cα1 (L2,M2,M1) (qIF (KI , L1)F (KJ , L2))
−1/2×GΩI min(KI,KJ )∑
m=0
(
pIJpIJ
pIIpJJ
)m ( BmL2
(KI −m)!(KJ −m)!(2m+ L2)!
)
+
GΩJ pII
pIJ
min(KI+1,KJ )∑
m=1
(
pIJpIJ
pIIpJJ
)m ( B(m−1)L1
(KI −m+ 1)!(KJ −m)!(2m+ L1 − 2)!
)
=
(
det(2AI) det(2AJ)
det(AIJ) det(AIJ)
)3/4 (
pII
qI
)KI (pJJ
qJ
)KJ ( pIJ√
qIqJ
)L2
Cα1 (L2,M2,M1) (qI)
−1/2×GΩI min(KI,KJ )∑
m=0
(
pIJpIJ
pIIpJJ
)m
H1(m,KI ,KJ , L2) +
GΩJ pII
pIJ
min(KI+1,KJ )∑
m=1
(
pIJpIJ
pIIpJJ
)m
H2(m,KI ,KJ , L1)

(S81)
with
pXY =
1
2
vXA
−1
IJ vY with X,Y ∈ {I, J} (S82)
qX =
1
2
vTXA
−1
X vX with X ∈ {I, J} (S83)
H1(m,K1,K2, L) =
BmL
(K1 −m)!(K2 −m)!(2m+ L)! [F (K1, L+ 1)F (K2, L)]
−1/2 (S84)
H2(m,K1,K2, L) =
B(m−1)L
(K1 −m+ 1)!(K2 −m)!(2m+ L− 2)! [F (K1, L)F (K2, L− 1)]
−1/2 (S85)
GΩI =

∑
n
qn(AJA
−1
IJ vI)n
mn(Ei − Ef ) if Ω = µ
(v)
if∑
n
qn(A
−1
IJ vI)n if Ω = µ
(l)
if
GΩJ =

∑
n
qn(AJA
−1
IJ vJ − vJ)n
mn(Ei − Ef ) if Ω = µ
(v)
if∑
n
qn(A
−1
IJ vJ)n if Ω = µ
(l)
if
(S86)
Cα1 (L2,M2,M1) =

(
(L2+M2+1)(L2−M2+1)
(2L2+1)(2L2+3)
)1/2
δM1,M2 if α = z (Eq. (S42))(
(L2−M2+2)(L2−M2+1)
(2L2+1)(2L2+3)
)1/2
δM1+1,M2 if α = + (Eq. (S50))
−
(
(L2+M2+2)(L2+M2+1)
(2L2+1)(2L2+3)
)1/2
δM1,M2+1 if α = − (Eq. (S46))
(S87)
Cα2 (L1,M1,M2) =

(
(L1+M1+1)(L1−M1+1)
(2L1+1)(2L1+3)
)1/2
δM1,M2 if α = z (Eq. (S43))
−
(
(L1+M1+2)(L1+M1+1)
(2L1+1)(2L1+3)
)1/2
δM1+1,M2 if α = + (Eq. (S51))(
(L1−M1+2)(L1−M1+1)
(2L1+1)(2L1+3)
)1/2
δM1,M2+1 if α = − (Eq. (S47))
(S88)
16
where
F (K,L) =
K∑
m=0
4mBmL
4K(K −m)!(K −m)!(L+ 2m)! (S89)
Bm,L =
8pi(L+ 2m)!(L+m+ 1)!2L
m!(2L+ 2m+ 2)!
m,L ∈ N0 (S90)
4.3.2 Case L1 + 1 = L2
〈
φ
(L1,M1)
I
∣∣∣Ωα ∣∣∣φ(L2,M2)J 〉∣∣∣φ(L1,M1)I ∣∣∣ ∣∣∣φ(L2,M2)J ∣∣∣
=
(
det(2AI) det(2AJ)
det(AIJ) det(AIJ)
)3/4 (
pII
qI
)KI (pJJ
qJ
)KJ ( pIJ√
qIqJ
)L1
Cα2 (L1,M1,M2) (qJF (KI , L1)F (KJ , L2))
−1/2×GΩI pJJ
pIJ
min(KI,KJ+1)∑
m=1
(
pIJpIJ
pIIpJJ
)m ( B(m−1)L2
(KI −m)!(KJ −m+ 1)!(2m+ L2 − 2)!
)
GΩJ
min(KI,KJ )∑
m=0
(
pIJpIJ
pIIpJJ
)m ( BmL1
(KI −m)!(KJ −m)!(2m+ L1)!
)
=
(
det(2AI) det(2AJ)
det(AIJ) det(AIJ)
)3/4 (
pII
qI
)KI (pJJ
qJ
)KJ ( pIJ√
qIqJ
)L1
Cα2 (L1,M1,M2) (qJ)
−1/2×GΩI pJJ
pIJ
min(KI,KJ+1)∑
m=1
(
pIJpIJ
pIIpJJ
)m
H2(m,KJ ,KI , L2) +G
Ω
J
min(KI,KJ )∑
m=0
(
pIJpIJ
pIIpJJ
)m
H1(m,KI ,KJ , L1)

(S91)
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with
pXY =
1
2
vXA
−1
IJ vY with X,Y ∈ {I, J} (S92)
qX =
1
2
vTXA
−1
X vX with X ∈ {I, J} (S93)
H1(m,K1,K2, L) =
BmL
(K1 −m)!(K2 −m)!(2m+ L)! [F (K1, L+ 1)F (K2, L)]
−1/2 (S94)
H2(m,K1,K2, L) =
B(m−1)L
(K1 −m+ 1)!(K2 −m)!(2m+ L− 2)! [F (K1, L)F (K2, L− 1)]
−1/2 (S95)
GΩI =

∑
n
qn(AJA
−1
IJ vI)n
mn(Ei − Ef ) if Ω = µ
(v)
if∑
n
qn(A
−1
IJ vI)n if Ω = µ
(l)
if
GΩJ =

∑
n
qn(AJA
−1
IJ vJ − vJ)n
mn(Ei − Ef ) if Ω = µ
(v)
if∑
n
qn(A
−1
IJ vJ)n if Ω = µ
(l)
if
(S96)
Cα1 (L2,M2,M1) =

(
(L2+M2+1)(L2−M2+1)
(2L2+1)(2L2+3)
)1/2
δM1,M2 if α = z (Eq. (S42))(
(L2−M2+2)(L2−M2+1)
(2L2+1)(2L2+3)
)1/2
δM1+1,M2 if α = + (Eq. (S50))
−
(
(L2+M2+2)(L2+M2+1)
(2L2+1)(2L2+3)
)1/2
δM1,M2+1 if α = − (Eq. (S46))
(S97)
Cα2 (L1,M1,M2) =

(
(L1+M1+1)(L1−M1+1)
(2L1+1)(2L1+3)
)1/2
δM1,M2 if α = z (Eq. (S43))
−
(
(L1+M1+2)(L1+M1+1)
(2L1+1)(2L1+3)
)1/2
δM1+1,M2 if α = + (Eq. (S51))(
(L1−M1+2)(L1−M1+1)
(2L1+1)(2L1+3)
)1/2
δM1,M2+1 if α = − (Eq. (S47))
(S98)
where
F (K,L) =
K∑
m=0
4mBmL
4K(K −m)!(K −m)!(L+ 2m)! (S99)
Bm,L =
8pi(L+ 2m)!(L+m+ 1)!2L
m!(2L+ 2m+ 2)!
m,L ∈ N0 (S100)
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