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Since it was first discussed by Baxter in 1970, the three coloring model has been studied in
several contexts, from frustrated magnetism to superconducting devices and glassiness. In presence
of interactions, when the model is no longer exactly soluble, it was already observed that the phase
diagram is highly non-trivial. Here we discuss the generic case of ‘color-dependent’ nearest-neighbor
interactions between the vertex chiralities. We uncover different critical regimes merging into one
another: c = 1/2 free fermions combining into c = 1 free bosons; c = 1 free bosons combining into
c = 2 critical loop models; as well as three separate c = 1/2 critical lines merging at a supersymmetric
c = 3/2 critical point. When the three coupling constants are tuned to equal one another, transfer-
matrix calculations highlight a puzzling regime where the central charge appears to vary continuously
from 3/2 to 2.
I. INTRODUCTION
The three coloring model was introduced by Baxter
in 1970 as the combinatorial problem to compute the
“number of ways ... of coloring the bonds of a hexagonal
lattice ... with three colors so that no adjacent bonds
are colored alike”. The author showed that the model is
integrable in the absence of interactions and proceeded
to find an exact solution1.
In the absence of interactions, a parallel can be drawn
between the three coloring model and the fully packed
loop model with fugacity 2. The latter is critical and
was argued to have central charge c = 2 and SU(3) sym-
metry by Reshetikhin2, from results on the integrability
of the model. At a kagome workshop in 1992, N. Read
presented a formulation of the model that illustrates ex-
plicitly the SU(3) symmetry and argued that the long-
wavelength limit is described by an SU(3)1 conformal
field theory3, by means of mapping to a two-component
height model4. This was later confirmed by Kondev and
collaborators5.
The model received renewed attention when it was
noticed that three coloring configurations describe the
ground states of an Heisenberg antiferromagnet on the
kagome lattice4. The physics of the three coloring model
was also found to be relevant to the behavior of arrays of
Josephson junctions6,7 and kagome networks of supercon-
ducting wires7–10, provided that appropriate (uniform)
interactions are introduced in the model. These interac-
tions – which are typically written in terms of vertex chi-
rality spins, encoding the parity of the three colors that
appear around each vertex – were shown to give rise to
an exotic thermodynamic behavior, encompassing lines
of critical points with varying critical exponents7. The
interplay between interactions and coloring constraints
gives rise to a novel type of dynamical obstruction to
equilibration whereby the system freezes into a polycrys-
tal instead of reaching its ordered ground state7,11–13.
Here we study the effects of nearest-neighbor inter-
actions where the interaction strength depends on the
color of the intervening bond between the two neighbor-
ing vertices (color-dependent interactions). We show that
this leads to an unusually rich phase diagram with dif-
ferent ordered phases separated by lines, sheets and even
three-dimensional regions of critical points (in parameter
space). In particular, the ability to tune the interaction
according to the color of the bond that ‘carries’ it allows
us to break down the criticality with central charge c = 2
of the non-interacting model and to see it arise from its
originating components, all the way down to three Ising
c = 1/2 critical points.
Along the symmetric line, where the three coupling
constants are equal, we observe a line of critical points
whose central charge appears (numerically) to be varying
from c = 2 to c = 3/2, as first noted in Ref. 14 (Fig. 4).
Whilst our work allows to understand the origin of the
value c = 3/2, the behavior of the system in between the
two points remains a mystery – plausibly the effect of
some unusually large but not critical correlation length
which tricks here (and nowhere else in the phase dia-
gram) the numerical algorithms into measuring an incor-
rect value of the central charge.
The paper is organized as follows. In Sec. II A, we in-
troduce the model and we present a summary of our main
results with an overview of the complete phase diagram
of the model. The remaining sections are an account of
the analytical calculations, arguments, and numerics that
support our results. In Sec. III, we study some useful lim-
its, where analytical progress can be made by mapping
to other known models, and we compare our findings to
numerical results from transfer-matrix calculations. In
Sec. IV, we apply the transfer-matrix method to the rest
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2of the phase diagram of the system. This section contains
the most important results in the paper: the c = 2 criti-
cality can be viewed as arising from the merging of c = 1
free-boson planes of critical points, which in turn origi-
nate each by the merging of two c = 1/2 planes of critical
points. We argue that the model exhibits a (seemingly
supersymmetric) c = 3/2 critical point where three Ising
c = 1/2 critical planes merge. And we also observe a
region where the central charge appears to be varying
continuously between 3/2 and 2 as a function of the cou-
pling constants – a likely artifact of an unusually large
but finite correlation length whose origin is yet to be fully
understood. Finally, we draw our conclusions in Sec. V.
Details of the transfer-matrix calculations are given in
App. A. For completeness, we provide details of Read’s
argument for the SU(3)1 CFT description of the non-
interacting three coloring model in App. B.
II. MODEL AND SUMMARY OF RESULTS
A. Model
Consider a honeycomb lattice with degrees of freedom
living on the bonds and taking three different values, or
colors, A, B, and C, under the constraint that no two
bonds meeting at a vertex can be of the same color. Each
vertex on the lattice must then be in one of the configu-
rations illustrated in Fig. 1, up to cyclic rotations of the
colors.
A
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FIG. 1: (Color online) Allowed vertices in the three
coloring model (modulo cyclic rotations of the colors)
and relative values of the chirality spins (namely, the
parity of the color sequence around the vertex in the
counterclockwise direction). [A bonds are red, B bonds
are blue, and C bonds are green throughout the rest of
this paper.]
In the non-interacting limit, i.e., from a purely com-
binatorial perspective, the model is exactly soluble and
it exhibits long range correlations2. As it was elegantly
shown by N. Read at a kagome workshop in 1992, the
discrete S3 symmetry of the system is promoted to a
continuous SU(3) symmetry of the coarse grained CFT
describing its long wavelength behavior (see App. B).
The model can be alternatively interpreted as a fully-
packed loop model with fugacity 2. For instance, remov-
ing all bonds of a given color, say C, from the lattice
yields a fully-packed configuration of closed loops with
alternating coloring AB or BA. This in turn allows one
to map the three coloring model onto a two-component
height model, which in the non-interacting limit is sit-
ting precisely at a roughening transition5. Note that one
is free to choose a description in terms of AB, BC, or
CA loops: any three coloring configuration can indeed
be seen as the classical superposition of three coexist-
ing fully-packed loop configurations (strongly correlated
with one another!).
One can introduce chirality spins σi = ±1 on the sites
of the honeycomb lattice, the positive sign assigned say
to vertices where the colors appear counterclockwise in
an even permutation of the sequence ABC (as illustrated
in Fig. 1). The three coloring model can then be mapped
onto a constrained Ising system on the sites of a honey-
comb lattice, where each plaquette has either magnetiza-
tion 0 or ±6.7
The effect of nearest-neighbor interactions between the
spins was studied in Ref. 7 by a combination of numer-
ical and analytical techniques (see also Ref. 14 for fur-
ther results). The behavior is surprisingly rich, as high-
lighted for example by the fact that weak antiferromag-
netic (AFM) interactions do not seem to order the sys-
tem, but rather give rise to a mysterious line of critical
points with an apparent ‘continuously’ varying central
charge14. This is surprising, given the fact that the sys-
tem is at a roughening transition in the non-interacting
limit, precisely towards the AFM phase, and the addi-
tion of AFM interactions should give a finite mass to the
critical modes. Moreover, a continuously varying cen-
tral charge is forbidden by Zamolodchikov’s c-theorem
in unitary theories; following the general belief that a
model with local constraints and real local energy terms
is unitary.
Partly in the attempt to shed light into this unusual
behavior, we consider a generalization of the model in
this paper. We assume that the strength of the nearest-
neighbor couplings between the Ising spins depends on
the color of the intervening bond, and the interaction
energy is given by,
E = −
∑
l=A,B,C
Jl
∑
〈ij〉l
σiσj , (2.1)
where 〈ij〉l stands for a pair of neighboring sites i, j con-
nect by a bond of color l ∈ {A,B,C}. We investigate the
phase diagram of the system as a function of the reduced
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FIG. 2: (Color online) A FM arrangement of the
chirality spins (left) say across a B bond minimizes the
local energy for xB > 0 and corresponds to configuring
the adjacent A and C bonds parallel colorwise. This
results in ‘straight’ AB and BC loop segments. Vice
versa for an AFM arrangement of spins (right).
FIG. 3: (Color online) Examples of fully ferromagnetic
(left) and antiferromagnetic (right) coloring
configurations.
couplings Jl/T with T being temperature, and for con-
venience of notation we shall directly use the relabeling
JA ≡ JA
T
, JB ≡ JB
T
, JC ≡ JC
T
. (2.2)
The phase space is spanned by the three real coordinates
Jl ∈ (−∞,∞), which we compactify for convenience to
(−1,+1) by introducing the parameters
xl = tanh Jl , with l = A,B,C . (2.3)
The Boltzmann weight for bond k, which connects
neighboring vertices i and j, can then be rewritten as
eJlkσiσj = eJlk δσiσj ,+1 + e
−Jlk δσiσj ,−1 (2.4)
= cosh(Jlk) (1 + xlk σiσj) , (2.5)
where lk is the color of bond k. The factor of cosh(Jlk)
can be neglected, since it contributes a trivial overall fac-
tor to the partition function.
A positive (ferromagnetic, FM) coupling xl > 0 fa-
vors parallel bonds of the same color, as illustrated in
Fig. 2. As such, it favors straight loop configurations
(i.e., it favors maximal local tilt of the height mapping in
the direction of the bond). Vice versa, a negative (anti-
ferromagnetic, AFM) coupling xl < 0 favors non-parallel
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FIG. 4: (Color online) The two plots of the central
charge from Figs. 7 and 12 assembled on a cube. The
color scale for the central charge is shown on the right,
and the gray coloring indicates non-critical regions of
propagating color loops. The following regions are
highlighted in this plot: (1) FM-ordered Ising plaquette
spin phase with broken sublattice and Z2 symmetry,
also referred to as columnar phase; (2) paramagnetic
Ising plaquette spin phase with broken sublattice but
restored Z2 symmetry; (3) non-critical stripe phases,
also referred to as staggered phases; and (4) c = 2
critical region containing the non-interacting limit.
arrangements of colored bonds and curled loop configu-
rations (i.e., favors locally flat configurations: if crossing
a loop changes the height, crossing an adjacent loop in
the same direction leads to the opposite height change).
See Fig. 3 for examples of fully-FM and fully-AFM con-
figurations (interactions in dimer-like models that act as
loop tension – equivalently, aligning / anti-aligning terms
– have been considered before on experimentally relevant
grounds, e.g., in Ref. 15).
B. Summary of results
For convenience, we summarize here the results of the
paper, which make up the phase diagram of the system
illustrated in Fig. 4.
For large AFM couplings, xA, xB , xC → −1, the sys-
tem orders in a 6-fold degenerate state where all two-color
loops are maximally curled into single hexagons (Fig. 3,
right panel). We find a cube-shaped region whose phase
is continuously connected to this fully-AFM state (also
referred to as the columnar phase). As we explain below,
this phase breaks both lattice translation symmetry and
Z2 symmetry. It can be seen as the FM-ordered phase of
three distinct effective Ising plaquette spins, according to
whether we identify the spins with the orientation of the
4FIG. 5: (Color online) Example of a configuration that
minimizes the energy of the system for xA → −1,
xC → +1.
AB, BC or CA loops. Upon increasing either the xA, xB
or xC coupling, the system eventually exits the columnar
phase into three distinct paramagnetic phases where the
Z2 symmetry is restored, but the sublattice symmetry
remains broken. The corresponding phase transition is
of the Ising universality class (c = 1/2, shown in purple
in Fig. 4). These three phases correspond to disordered
Ising phases, but the curled loops live (predominantly)
on one of the three different sublattices of the triangular
lattice, face-dual to the original honeycomb lattice, and
they appear to be nowhere continuously connected with
one another in the phase diagram.
When the Ising critical boundaries from different ef-
fective descriptions merge pairwise, our numerics suggest
that the c = 1/2 critical degrees of freedom fuse to give a
c = 1 free-boson theory at its BKT transition16,17. Per-
haps even more surprisingly (given that the three Ising
descriptions are in fact not at all independent!), when all
three c = 1/2 merge at the isotropic xA = xB = xC line,
the system exhibits a c = 3/2 critical behavior suggestive
of a supersymmetric point (confirming and providing a
deeper understanding of, the results already obtained in
Ref. 7 and 14 along the line xA = xB = xC).
At the phase boundaries where these phases meet pair-
wise, the system becomes critical with central charge
c = 1 (red regions in Fig. 4). As the couplings become
larger, these c = 1 sheets develop into thick ‘wings’ of
critical points, of which we currently lack analytical un-
derstanding. The larger the value of the coupling, the
thicker the wings.
Beyond the c = 1 wings, the system enters four differ-
ent stripe-ordered phases, which are also referred to as
propagating phases, as all two-color loops of bonds prop-
agate across the entire system and do not form closed
loops (shown in gray in Fig. 4). One of the four phases
is the phase with all bonds being FM aligned, shown in
Fig. 3, and it is favored when all coupling constants are
strongly FM. The other three phases have either all A, all
B, or all C bonds AFM aligned, and they appear when
respectively xA < 0, xB < 0, or xC < 0 while the other
two coupling constants are strongly FM. An example of
such an ordered configuration is shown in Fig. 5. As dis-
cussed in Sec. III B, we expect these four phases to be
stable not only in the limit of infinite coupling strength,
but also in a finite region of the phase diagram. The tran-
sition between the fully-FM and the three AFM phases
is described by a 1D Ising model with nearest-neighbor
interactions whose strength scales with the size of the
system (see Sec. III F). Hence the transitions between
these different stripe phases is strongly first order, as is
the transition between the stripe phases and the phases
that break sublattice symmetry.
In the following sections, we present how these results
were obtained using a combination of analytics and nu-
merics.
III. USEFUL LIMITS
Let us begin our study of the compactified phase dia-
gram of the model by considering some informative lim-
iting cases.
A. The xA, xB → −1 line
Consider the limit xA = xB → −1, which forces the
AB loops to be maximally curled around single hexago-
nal plaquettes (see Fig. 6), as a function of xC ∈ (−1,+1)
(i.e., along one edge of the compactified phase diagram,
see Fig. 4 and Fig. 7). The centers of the hexagonal
plaquettes on the honeycomb lattice form a triangular
lattice that is tripartite. Once all the AB loops form sin-
gle hexagons, they are bound to occupy exclusively one
of the three sublattices. In the limit xA = xB → −1,
the only freedom left in coloring the system is the orien-
tation of each hexagonal AB loop, say from ABABAB
to BABABA, which does not change the sublattice of
the dual triangular lattice occupied by the AB loops. As
a result, this phase breaks lattice translation symmetry
into three sectors, depending on which of the three sub-
lattices the AB loops ‘condense’ on.
Within each sector, all allowed configurations are
identified by the orientations of the AB loops, either
ABABAB or BABABA. In the limit xC → −1, all
the loops order with the same orientation, as shown in
the left panel of Fig. 6. We can then take one of these
two configurations as our reference and label all others in
the same sector using Ising degrees of freedom living at
the centers of the AB hexagonal loops (as illustrated in
Fig. 6). Namely, we can define Ising spins Sp ∈ {+1,−1}
at the centers p of the AB plaquettes, where Sp = +1
(Sp = −1) if the AB hexagon at p has the same (resp.
different) color orientation as in Fig. 6 (left panel). What
we obtain is a 1-to-1 mapping, modulo the choice of ori-
entation of one AB plaquette, between the three coloring
model in the limit of xA = xB → −1 and a triangular
lattice Ising model18. With the help of Fig. 6, one can
verify that a finite coupling xC translates into a nearest-
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FIG. 6: (Color online) Three coloring configurations
with xA = xB → −1. The effective Ising degrees of
freedom live at the centers of a triangular lattice formed
by one sublattice of the hexagonal plaquettes. (These
are not to be confused with the chirality spins
introduced earlier.) The left panel shows one of the two
configurations that are selected in the limit xC → −1.
Here we take the one illustrated as the reference
configuration, where all the effective spins are positive.
The middle and right panels show the same color
configuration that differs from the left panel by two
effective spins that have been flipped. Not all hexagonal
plaquettes now form two-color loops and longer loops
are present, highlighted in yellow and cyan respectively.
By comparing the panels, one can explicitly see how the
xC interaction in the effective spin language translates
into a nearest-neighbor coupling of strength −xC
between the plaquette spins, where the sign accounts
for the fact that xC < 0 is now FM.
neighbor interaction between the effective spins Sp,
E = JC
∑
〈pq〉
SpSq . (3.1)
Note that xC < 0 is FM and xC > 0 is AFM (opposite
to the behavior in terms of chirality spins).
Taking advantage of the (exact) mapping in the limit
xA, xB → −1, we obtain immediately the behavior of
the three coloring model as a function of xC . Starting
from the xC → −1 limit, the system is in a FM ordered
phase, ending at a second order phase transition of the
Ising universality class (central charge c = 1/2) at x∗C '
−0.26795 (J∗C ' −0.27465)19. For larger values of xC ,
the system enters a disordered phase controlled by the
paramagnetic fixed point xC = 0. (Note that only the
Z2 symmetry is restored at this transition, whereas the
lattice translation symmetry remains broken.)
At xC = 0, positive and negative Sp spins are dis-
tributed randomly with probability 1/2 and the model is
equivalent to critical site percolation on the triangular
lattice. As a manifestation of the O(1) loop model, this
is part of the dense c = 0 phase. It is interesting to
see how this single O(1) loop model originates from the
three coexisting fully-packed loop models (AB, BC and
CA) that identify a three coloring configuration (recall
Sec. II A). Consider either the ensemble of BC or CA
loops on the lattice (we shall see that the two structures
give in the end the same coarse grained loop model).
When three neighboring effective spins Sp have the same
sign, the corresponding AB hexagons have all the same
orientation and the hexagonal plaquette in the middle
of the three spins must have alternating coloring, either
BC or CA (see Fig. 6). By construction, this plaque-
tte sits in the bulk of a domain of the effective Ising
model. Since in site percolation one is interested in the
domain boundaries, we shall remove this single BC or
CA hexagon from the corresponding BC or CA loop en-
semble, without losing any information. After repeating
this operation throughout the lattice, we are left with
BC and CA loop configurations that are no longer fully
packed. One can further verify that for every loop in
the former, there is a unique loop in the latter having
precisely the same backbone (see the yellow and cyan
shaded loops in Fig. 6) and vice versa. In other words,
the two loop configurations are effectively identical and
they trace the domain walls in the Sp Ising model. These
are nothing but the conventional O(1) domain wall loops
in the loop gas construction by Nienhuis20 and the crit-
ical (site percolation) behavior can be directly inferred
from them.
When xC > 0, the interactions between the effective
spins become AFM and the model is frustrated. The
disordered phase survives for any finite positive xC , and
xC = 0 is the fixed point for the entire x
∗
C < xC < +1
basin. Spatial correlations diverge again in the limit
xC → +1, where the system is equivalent to the zero-
temperature limit of the classical Ising AFM on the trian-
gular lattice. This fully-frustrated system can be mapped
onto a dimer model on the dual honeycomb lattice (which
is not the same as the original lattice of the three color-
ing model), whose long wavelength behavior is captured
by a free-boson CFT with central charge c = 1.
Notice that the fully-frustrated triangular Ising model
is only obtained if the limit xC → +1 is taken after
xA, xB → −1. In Sec. III B we shall see how an entirely
different behavior arises if for instance we take the limit
xA → −1 first, then xC → +1 and then xB → −1. We
postpone the discussion of this issue of order of limits to
Sec III C.
Notice that the system is generically symmetric under
any permutation of the colors and the considerations in
this section extend straightforwardly to the lines xB =
xC → −1 and xA = xC → −1 in the phase diagram.
Similarly for results presented in the following sections.
The results of this section are reported in the left panel
of Fig. 7 in magenta.
B. The xA → −1, xC → +1 line
Let us consider then the other distinct edge of the back
plane xA → −1 in parameter space (Fig. 4, and also
Fig. 7), namely the limit xA → −1, xC → +1 (equiva-
lently, xA → −1, xB → +1).
It is convenient to start by setting xB = 0. The energy
of the system is then minimized by configurations where
6all A bonds are AFM ordered and all C bonds are FM
ordered. These conditions can be satisfied throughout
the lattice without frustration, and 6 configurations are
selected, related by symmetry to the one shown in Fig. 5.
In these configurations, all BC loops are straight (i.e.,
the chirality spins are FM ordered along the loops) and
there are perfect AFM correlations across the loops. No-
tice that all of the configurations are necessarily FM or-
dered across the B bonds, even in the absence of xB
interactions: the very same phase is obtained upon tak-
ing xB → +1 and xC → +1, and then taking xA → −1.
In the chirality spin language, this constitutes a stripe
phase.
Clearly, these remain the lowest (free) energy config-
urations for 0 < xB < +1. They in fact remain the
lowest energy configurations in the entire region of phase
space where xA < 0 and xB , xC > 0. However, they
have no entropy and one would need to assess whether
they are stable in presence of thermal fluctuations. In
analogy with previously studied dimer/loop models with
tension,15,21 it is reasonable to envision that the stripe
phase (xA → −1, xB ≥ 0, and xC → +1) survives in
a finite 3D region of the phase diagram and is not lost
as soon as the reduced couplings become finite. Indeed,
one can (qualitatively) view xA < 0 and xB , xC > 0
as tension terms in a fully-packed BC loop model on
the honeycomb lattice. The latter is expected to enter
the staggered phase where all the loops are completely
straight at some finite value of the reduced tension.
The case of a −1 < xB < 0 tends to destabilize the
stripe phase. However, this is unlikely to occur abruptly
and the phase should survive a finite extent into the phase
diagram for large but finite values of xC .
Notice the peculiar entropic behavior of these ordered
configurations. As one can directly verify in Fig. 5, they
do not allow finite energy fluctuations. All the two-color
loops wind around the system. Consequently, the small-
est re-arrangement that is obtained by exchanging the
colors along one of the loops has an energy cost that
scales with the linear size L of the system, whereas the
entropic gain scales only as ln(L). All fluctuations about
these configurations are infinitely suppressed in the ther-
modynamic limit: they form vanishing entropy basins in
the free energy landscape of the three coloring model.
We expect the system to enter or exit this phase via a
first-order transition.
The results of this section are reported in the left panel
of Fig. 7 in yellow.
C. Non-commuting order of limits in the
(−1,−1,+1) corner
Notice that the behavior of the system near each
of the three corners (−1,−1,+1), (−1,+1,−1), and
(+1,−1,−1) in parameter space depends on the direction
of approach. Consider for instance the case xA = −1. If
you first take xC → +1 and then xB → −1, the system is
locked into one of the 6 stripe configurations discussed in
Sec. III B. On the other hand, if you first take xB → −∞
and then xC → +1 you enter the fully-frustrated limit
(dual to a triangular Ising AFM) discussed in Sec. III A.
The two phases are not continuously connected and
the order of limits matters. In the neighborhood of
(−1,−1,+1), the frustrated phase has lower energy and
finite entropy, and we expect it to dominate in parameter
space. This is indeed reflected in the numerical results in
Sec. III E.
D. The xA → −1, xB = xC line
Along the diagonal xB = xC of the xA → −1 plane
(see Fig. 7), it is convenient to describe the system as a
BC loop model. One can verify that it is always possi-
ble to color any fully-packed loop configuration on the
honeycomb lattice so that the chirality spins are AFM
correlated across all of the bonds that are not part of the
loop configuration22. Indeed, there are precisely two such
coloring patterns per loop configuration. Therefore, if the
non-interacting three coloring model can be viewed as a
fully-packed BC loop model with fugacity 2, taking the
limit xA → −1 simply locks the BC loop coloring with
one another and reduces the fugacity from 2 to 1. It has
no effect on the choice of loop covering.
As a result, we obtain a fully-packed loop model on
the honeycomb lattice with fugactiy 1. The couplings
xB = xC provide a tension term acting along the loops.
This model was studied by Jacobsen and Alet for xB =
xC < 0
15. The case of both positive and negative tension,
albeit on the square rather than the honeycomb lattice,
was studied in Refs. 21, 23, and 24.
The tensionless limit xB = xC = 0 is equivalent to a
dimer model on the honeycomb lattice, whose long wave-
length correlators are the same as in a c = 1 free-boson
CFT. Couplings xB = xC > 0 induce a tension term
that favors straight loops. This leads to a line of criti-
cal points where c = 1 survives up to a first-order phase
transition to the ‘staggered’ phase at a finite value of the
coupling. Similarly on the AFM side of the interactions
xB = xC < 0, except that the transition to the ‘colum-
nar’ phase is of the Beresinskii-Kosterlitz-Thouless kind.
The results of this section are reported in the left panel
of Fig. 7 in turquois.
E. Numerical results on the xA → −1 plane
In order to complete the phase diagram of the system
on the xA → −1 plane, away from the limiting cases
considered above, we calculate the central charge as a
function of xB and xC using a transfer-matrix approach.
This allows to identify the phase-transition boundaries
between the massive phases (where c = 0), and provides
also an initial characterization of the critical behavior.
7FIG. 7: (Color online) Left: Schematic illustration of the limits of the model considered in Sec. III A-III D on the
xA → −1 plane. Middle: Intensity plot of the central charge c(xB , xC) from numerical simulations on the xA → −1
plane. The color scale for the central charge values is on the right. Lattices of size N = 18, 24, 30 were used to
obtain this data. Right: Schematic renormalization group flow lines for the xA → −1 plane. Note that RG flow lines
have to protrude from critical lines or regions in a perpendicular way.
The transfer matrix for adjacent row colorings is con-
structed for a three coloring configuration on a cylinder,
and the free energy in the thermodynamic limit of infinite
cylinder length can be obtained from the largest eigen-
value of the matrix. Computing the reduced free-energy
density f (i.e., measured per temperature and unit area)
for different values of the system size along the circum-
ference L of the cylinder, and using the relation25
f(L) = f0 − pic
6L2
, (3.2)
the central charge c can be determined from the finite-
size scaling of the free energy, where f0 is the infinite-
size free energy of the system. When constructing the
transfer matrix, we find that its eigenspaces decompose
into sectors of fixed numbers of bonds of the three colors
on the rows winding around the cylinder. We focus only
on the sector with equal number of bonds of each color, as
this sector contains all the coloring configurations with
no two-color loops propagating around the cylinder or
along its length. Fluctuations of the latter configurations
are suppressed in the thermodynamic limit, and hence
the corresponding transfer-matrix sectors will be relevant
only for phases of the system that are dominated by zero-
entropy configurations, similar to the ones discussed in
Sec. III B. We expect those phases to be non-critical, and
to be connected via first-order phase transitions.
We give a detailed description of the construction of
the transfer matrix, the exploitation of various symme-
tries, and the finite-size scaling in App. A.
We plot the numerical results for the central charge c
as a function of xB and xC on the xA → −1 plane in
Fig. 7 (middle), where the portion of the diagram col-
ored in gray corresponds to the propagating phase of the
system. These results are in good agreement with the
analytical arguments provided in Sec. III A-III D, which
are indicated in Fig. 7 (left).
A first-order phase transition line separates the propa-
gating (gray) phases from the non-propagating (colored)
phases, and is in good agreement with the first-order
transition of the loop model with tension discussed in
Sec. III D, as well as with the predicted ground state for
the xA → −1, xC → +1 line discussed in Sec. III B.
The locations of the c = 1/2 ridges for xC → −1 and
xB → −1 are in excellent agreement with the value
x∗B , x
∗
C = −0.26795, that the mapping to the triangu-
lar lattice Ising models predicts (see Sec.III A). In the
corners of the plane where xB → +1, or xC → −1 re-
spectively, the numerics indicate c = 1, which is also in
good agreement with the dimer models on a honeycomb
lattice dual to the triangular lattice of the plaquette cen-
ters that is discussed in Sec. III A. The c = 1/2 transition
lines and the c = 1 critical lines are surprisingly parallel
to the coordinate axes, suggesting that the softening of
the constraint that allowed the mapping to an effective
Ising model does not actually alter the free energy of the
latter.
The Ising c = 1/2 lines merge into a c = 1 critical
point when they meet at the xB = xC symmetry line.
This appears to coincide with the end of the line of c =
1 critical points of the xB = xC loop model, where it
undergoes a BKT transition to the ‘columnar’ phase and
we can report this point to be at xB = x
∗
B and xC = x
∗
C .
A discussion of the merging of two free Majorana fermion
CFTs into a free boson CFT at a BKT transition can be
found in Refs. 16 and 17.
While the c = 1/2 ridges are consistent within numeri-
cal accuracy with 1D lines of critical points, the numeri-
cal results around the c = 1 xB = xC critical line suggest
that it extends into a finite 2D critical region upon in-
creasing xB and xC .
We note that the numerical results cannot conclusively
rule out the possibility that the c = 1 wings that originate
from the fully-packed loop model on the xB = xC line is
8connected to the c = 1 region originating from the fully-
frustrated AFM on the triangular lattice in the corners
of the phase diagram. This issue is discussed in further
detail in App. A 4.
To check that the different critical behaviours observed
in this model are mutually consistent, we present a plau-
sible sketch of renormalization group (RG) flow lines on
the xA → −1 plane in Fig. 7 (right). For concreteness,
we consider only the case where the c = 1 critical regions
are continuously connected.
F. The xB , xC → +1 line
In order to investigate what happens as we leave the
three ‘back’ planes in the phase diagram in Fig. 4, let us
again consider first some limiting cases. We start here
by discussing the line xB , xC → +1 (i.e., one of the re-
maining independent edges of the compactified phase di-
agram), where the BC loops are all straight. The xA
interaction couples the coloring patterns in neighboring
BC loops, so that two adjacent loops arranged as in the
left panel of Fig. 8 have energy ∝ −JAL, whilst two ad-
jacent loops arranged as in the right panel of Fig. 8 have
energy ∝ +JAL, where L is the linear size of the sys-
tem (in the horizontal direction in Fig. 8) and we recall
that JA = artanh(xA). We assume here for simplicity a
square system of size L× L.
The system behaves as a classical 1D Ising chain of
length L, where the Ising degrees of freedom corre-
spond to the coloring sequence of each BC loop (either
BCBCBC . . . or CBCBCB . . .). In this language, JA
gives rise to a nearest neighbor interaction of effective
strength ∝ JAL/2. Customarily, a 1D Ising model with
short range interactions does not order at finite values of
the couplings. However, in this case the induced coupling
is proportional to the length L of the system, and hence
it orders FM (AFM) for any xA > 0 (xA < 0). Indeed,
neglecting the constant contribution due to xB and xC ,
+
+
+
+
+
+
–
+
–
+
FIG. 8: (Color online) Example of configurations that
minimize the energy of the system for xB , xC → +1.
The left panel is favored by xA > 0, the right panel by
xA < 0.
the free energy of the system is given by
F ∼ −JAL2 , JA < 0 ,
F ∼ ln (2L) = ln(2)L , JA = 0 ,
F ∼ +JAL2 , JA > 0 .
(3.3)
In analogy with the discussion in Sec. III B, both
phases (xA < 0 and xA > 0) are zero entropy basins
of the free energy. Any transition into and out of these
phases is therefore expected to be strongly first order.
G. The xB = xC = 0 line
Consider then the line where xB = xC = 0, as a func-
tion of xA. Similarly to the discussion in Sec. III D, the
behavior of the system is most readily understood if we
interpret it as a fully-packed loop model of BC loops.
The fact that xB = xC = 0 means that there is no
loop tension and the remaining interaction xA couples
the coloring patterns (BCBCBC . . . or CBCBCB . . .)
on adjacent loops.
In the limit xA → −1, the loops lock into an AFM pat-
tern (i.e., the chirality spins have perfect AFM correla-
tions between loops). As already mentioned in Sec. III D,
one can verify that such correlations are never frustrated.
That is, it is always possible to minimize each and every
xA interaction by choosing an appropriate coloring pat-
tern for any chosen loop configuration22. In this limit,
one recovers the fully-packed loop model on the honey-
comb lattice with fugacity 1, which is critical with central
charge c = 1.
The non-interacting xA = 0 point is a fully-packed
loop model with fugacity 2 (i.e., we are free to choose
either the BCBCBC . . . or the CBCBCB . . . coloring
for each loop). This is again critical, with central charge
c = 2. One expects the system to simply transition from
one critical theory to the other as a function of xA < 0
−1.0 −0.5 0.0 0.5 1.0
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FIG. 9: Behavior of the central charge of the system
along the line xB = xC = 0, as a function of xA.
9and this is indeed confirmed numerically (see Fig. 9).
However, a rigorous analytical argument to capture the
transition is not readily available.
The case xA > 0 is intrinsically different, since in the
limit xA → +1 the system becomes ‘frustrated’: most
BC loop configurations do not allow for a coloring that
produces FM correlations across all A bonds. A large
positive xA progressively selects configurations that are
compatible with FM order between loops. This is a
subextensive set of all configurations (there are ∼ 2L
of them), characterized by having all BC loops winding
and parallel to each other (notice that they need not be
straight, hence their number scales with 2L). They cor-
respond clearly to a non-critical, massive phase (c = 0).
Again, there is no available analytical argument to un-
derstand the transition from the c = 2 critical theory at
xA = 0 and the massive phase that obtains for xA → +1.
Numerical transfer-matrix results below indicate that it
happens at a finite value of xA > 0 and the essentially
staggered nature of the ordered phase suggests that the
transition ought to be first order.
H. The xA = 0, xB = xC line
Once again, along the line xA = 0 as a function of
xB = xC = x
′, it is convenient to view the system as
a fully-packed loop model of BC loops. The loops are
not interacting across A bonds. On the other hand, the
coupling x′ translates into a tension term along the loops
(compare with the discussion in Sec. III D).
In the limit x′ → +1, the loops are forced to be
as straight as possible, with a residual 2L degener-
acy due to the fact that each loop can be colored ei-
ther BCBCBC . . . or CBCBCB . . ., irrespectively of its
neighbors (see Sec. III F). Vice versa, for x′ → −1 the
loops are curled into single hexagons, with the same resid-
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FIG. 10: Behaviour of the central charge of the system
along the line xA = 0, xB = xC = x
′.
ual degeneracy as that of an Ising paramagnet on the
triangular lattice, as discussed in Sec. III A.
The non-interacting x′ = 0 point is a fully-packed
loop model with fugacity 2, which is critical with central
charge c = 2. In analogy with the behavior of the case
with fugacity 1 as a function of tension (see Sec. III D
and Refs. 15, 21, 23, and 24), one expects the system
to exhibit a line of c = 2 critical points that terminates
into a BKT transition towards the columnar phase and
into a first-order transition towards the staggered phase.
This is indeed consistent with the behavior of the central
charge that is obtained from transfer-matrix calculations,
illustrated in Fig. 10.
I. The isotropic line: xA = xB = xC
We finally consider the phase diagram in the isotropic
limit of this model (xA = xB = xC ≡ x), which was
already studied in detail in Refs. 7 and 14, using both
numerical (transfer-matrix and Monte-Carlo simulations)
as well as analytical (cluster mean-field) techniques. We
briefly summarize it here for completeness.
Consistently with the discussion above, the system en-
ters a ‘columnar’ phase for x→ −1. Each two-color loop
is maximally curved around single hexagonal plaquettes
(AFM state). Vice versa, for x → 1 the system enters
a ‘staggered’ phase where all the loops are maximally
straight and wind around the system (FM state).
In between these two phases, the system exhibits a
line of critical points, ending in a continuous transition
−1.0 −0.5 0.0 0.5 1.0
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FIG. 11: Behavior of the central charge of the system
along the line xA = xB = xC . The central charge is
obtained from finite-size fittings of the free energy for
systems with system size N equal to 1) 30 and 24, 2) 24
and 18, and 3) 18 and 12. Notice the significantly
reduced finite size change of the central charge between
c = 2 and c = 3/2 (on the negative side of the horizontal
axis), with respect to the behaviour outside this range.
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towards the columnar phase and in a strongly first or-
der transition towards the staggered phase. As observed
previously14, we find a remarkably small change with sys-
tem size in the central charge between the c = 2 and
c = 3/2 points, in contrast to the far more substantial
drift outside this range (see Fig. 11). We shall discuss
this behavior in greater detail in Sec. IV and in Sec. V.
IV. THE FULL PHASE DIAGRAM
To complete the picture, we use the numerical transfer-
matrix approach to study other 2D slices through the 3D
phase diagram. In Fig. 12, we show the central charge
values on the plane (xA, xB = xC) that interpolates be-
tween the Z2 Ising effective description (left vertical axis)
and the fully-packed loop model with tension (bottom
horizontal axis). This allows us to understand that the
c = 1 free boson line on the horizontal axis, extends into
a region for finite (negative) values of xA.
We also note that the c = 1/2 lines seen in Fig. 7 extend
in fact to 2D c = 1/2 planar sheets forming three adjacent
faces of the approximate cube containing the columnar
ordered phase. The horizontal c = 1/2 line in Fig. 12
runs along the diagonal of one such cubic face. When
the cubic faces meet, two distinct c = 1/2 critical degrees
of freedom merge into a c = 1 BKT edge, bordering the
c = 1 sheets discussed above. This is precisely what
happens along the vertical left-most edge of the c = 1
sheet in Fig. 12.
Comparing these results with cuts across planes per-
pendicular to the isotropic xA = xB = xC axis, shown in
Fig. 13, we see that when the three c = 1 sheets merge
at a point xA = xB = xC ' −0.25, they give rise to a re-
gion with apparent ‘smoothly increasing’ central charge.
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FIG. 12: (Color online) Plot of c(xA, xB = xC) from
numerical simulation on the xB = xC plane. Lattices of
size N = 12, 18, 24 were used to obtain this data. The
color scale for the central charge values is on the right.
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FIG. 13: (Color online) Plots of c from numerical
simulation on planes perpendicular to the
xA = xB = xC line. Planes with distance −1.1, −0.7,
−0.3, −0.1, and 0.0 from the origin are shown. Lattices
of size N = 12, 18, 24 were used to obtain this data. The
color scale for the central charge values is on the right.
This region starts from c = 3/2 at the point where the
three Z2 Ising critical points merge – suggestive of su-
persymmetric properties – and increases up to c = 2 at
approximately x = 0.
For positive values of the couplings, the c = 1 sheets
develop into thick wing-shaped regions (see Fig. 7 in
Sec. III E). From Fig. 12 and Fig. 13 we learn that, as
these wings merge in the bulk of the phase diagram, they
give rise to an extended 3D region with central charge
c = 2, inclusive of the exactly solvable non-interacting
point xA = xB = xC = 0.
Once again, the gray regions in Fig. 12 and Fig. 13
correspond to stripe and staggered (i.e., FM) phases, as
discussed in Sec. III E. The numerical results along the
edges of the gray regions are consistent with the conjec-
tured first-order nature of the transition.
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V. CONCLUSIONS
We already summarized our main results and the
phase diagram of the system in Sec. II B. The most
controversial and interesting behavior occurs when
the three sublattice-translation symmetry-broken phases
meet along the isotropic line xA = xB = xC . 0. Here,
the three different c = 1 free boson sheets meet but their
critical behavior cannot add up (as is the case instead for
the c = 1/2 sheets meeting at the c = 3/2 point) because
they are effective descriptions of a model that can host at
most two free bosonic degrees of freedom and not three.
The result is a puzzling (numerical) central charge,
which starts from c = 3/2 at a finite x < 0 and appears to
increase continuously – to the best of our finite size scal-
ing – up to c = 2 (see Fig. 11). However, the c-theorem
forbids a continuously varying central charge along a line
of fixed points in a unitary CFT.
In the study of the full phase diagram of the interacting
three coloring model, we have seen how one can some-
times map the system onto a fully-packed loop model
with different values of the fugacity. Interestingly, if the
fugacity is varied continuously between 1 and 2 in such a
model, unitarity is lost and the system remains critical in
between the two unitary limits, with a continuously vary-
ing central charge between 1 and 226. One may therefore
wonder whether the interacting three coloring model may
in fact be non-unitary. However, the fact that the con-
straints are local and the interactions are real and local
suggest otherwise, and we cannot offer a convincing argu-
ment in favor of non-unitarity. An alternative intriguing
conjecture is that the RG flow lines of the unitary three
coloring model along the xA = xB = xC line may run
close to those of a non-unitary fully-packed loop model
with continuously varying fugacity, thence exhibiting its
scaling behavior up to very large length scales (beyond
which the true scaling of the unitary model would be
reveled – length scales which are unfortunately not ac-
cessible using our numerical transfer-matrix approach).
What the true unitary behavior of the system is in be-
tween the c = 3/2 and c = 2 points remains therefore
elusive: one possible scenario is that the central charge
remains constant at 3/2 up to the xA = xB = xC ∼ 0
point, where it increases to 2; the difference between the
two CFTs is a massive vs. massless Majorana fermion,
which may be responsible for an unusually long correla-
tion length that is mistakenly picked up by the finite-size
scaling as an effective contribution to the central charge.
However, one can clearly envisage many alternative sce-
narios and further work is needed to fully elucidate this
conundrum.
The software to generate the numerical values for the
central charge, the data obtained from it for the cases
studied and plotted in this paper, and the scripts to gen-
erate those plots from the data are available online27.
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Appendix A: Details of the transfer-matrix
calculations
We begin by considering a cylindrical lattice of circum-
ference L with N bonds and infinite length, as illustrated
in Fig. 14. We label the coloring configurations of each
horizontal row of the system by n, n′, n′′, . . . ∈ B, where
we use the basis set B = {n ∈ (A,B,C)N : ni 6= ni+1},
and we apply periodic boundary conditions ni = ni+N .
The transfer matrix is a matrix with elements Tn,n′′
that vanish identically if the stacking of n and n′′ is
not an allowed three coloring configuration, and that
FIG. 14: Bond labels used in the transfer-matrix
approach. Measurements are given relative to the edge
length a.
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take the value of the sum of the contributions to the
Boltzmann factor of all the bonds on n and between n
and n′′ for an allowed stacking. With this well-known
prescription, the partition function of the system can
be obtained as Z(L) = limk→∞ Tr(T k), from which we
can derive f(L) = − limk→∞[ln Tr(T k)]/(LK), where
K = k×δh is the length of the cylinder, and δh is defined
in Fig. 14. If T has a unique largest eigenvalue ΛT0 , then
f(L) = − ln ΛT0 /(Lδh).
With the current choice of orientation, it is clear that
the transfer matrix has geometrically inequivalent in-
dices: row n is not related to row n′ by a mere vertical
translation, which is why we have so far only defined the
transfer matrix T to act between next-nearest neighbor-
ing rows n and n′′. T is the standard transfer matrix,
and it is positive semi-definite and symmetric. Here, we
choose to proceed by decomposing T into the product
of two semi-transfer matrices τ , which then act between
nearest-neighboring rows n and n′. We adopt the la-
beling scheme shown in Fig. 14, which treats nearest-
neighboring rows differently. This convention implies
that
∑
n′ τnn′τn′ n′′ = Tnn′′ . The largest eigenvalue Λ
T
0
of matrix T is then equal28 to the square of the largest
eigenvalue Λτ0 of matrix τ , i.e., we find Λ
T
0 = (Λ
τ
0)
2
.
Therefore by setting the edge length a = 1, we find the
following relation between the largest eigenvalue of τ and
the finite-size scaling with bond number N ,
− 2
√
3
pi
ln Λτ0
N
= γ0 − c
N2
, (A1)
where γ0 is the fitting parameter for the free-energy of
the infinite-size system.
For convenience, we write the semi-transfer matrix as
τnn′ = ρ(n)ω(n, n
′) , (A2)
where ρ(n) accounts for all the Boltzmann weights of
the bonds on the horizontal row n, and ω(n, n′) accounts
for all the weights of the vertical bonds connecting rows
n and n′ (where the numbering according to Fig. 14 is
used, and ω(n, n′) = 0 for non-matching n and n′). Using
Eq. (2.5), this can be written as:
ρ(n) =
N∏
i=1
[
1− (−1)δni−1ni+1 xni
]
, (A3)
where (−1)δni−1ni+1 = ±1 if the colors on the bonds i−1
and i+ 1 are different (equal), corresponding to an AFM
(FM) contribution of the interaction term across bond i.
Note that we are not checking the validity of the color
configuration n because it is inherently chosen from the
set of allowed row colorings B. Similarly, we can write:
ω(n, n′) =
N∏
j=2
(even)
[
δnjn′N−j+1δnj+1n′N−j+2(1 + x`nj,nj+1 )
+δnjn′N−j+2δnj+1n′N−j+1(1− x`nj,nj+1 )
]
,
(A4)
FIG. 15: (Color online) After crossing between
adjacent rows via a vertical bond, a loop can propagate
along the row either an even number of bonds, and
cross backward to the first row via a vertical bond of
opposite color (left panel), or it can propagate an odd
number of bonds, and cross forward to the next row via
a vertical bond of the same color (right panel).
where we introduced the index `nj ,nj+1 ∈ {A,B,C} such
that nj 6= `nj ,nj+1 6= nj+1 (recall that nj and nj+1 are
different by definition). The function ω(n, n′) simultane-
ously checks that the two row configurations match one
another respecting the color constraints at all vertices
(via the product of delta functions), and contributes to
the corresponding Boltzmann factor.
1. Coloring-sector decomposition and
non-propagating sector
Consider two pairs of two horizontal bonds con-
nected via a vertical bond, e.g., (n2m, n2m+1) and
(n′N+2−2m, n
′
N+1−2m) in Fig. 14. Due to the hard col-
oring constraint, the bonds of these two pairs must be of
the same color, which in turn implies that the number of
A, B and C bonds in the basis row is conserved by the
action of the transfer matrix. Thus we can decompose
the transfer matrix into sectors classified by the numbers
NA, NB , and NC of the A, B, and C bonds respectively
within the basis states.
This decomposition has important implications, which
are clearest in the loop representation. Observe that each
closed AB loop crossing between two adjacent rows via
an A bond must either cross back via a B bond, or cross
forward to the next row via an A bond, as shown in
Fig. 15. All closed two-color loops contribute an equal
number of bonds of each of the two colors on a row of ver-
tical bonds. An imbalance in the number of A, B and C
vertical bonds signals the presence of propagating loops
running along the length of the cylinder. The condition of
equal numbers of bonds of each color on each vertical row
of bonds is equivalent to the condition of equal numbers
of bonds of each color on each horizontal row of bonds,
i.e. NA = NB = NC . Hence, all other transfer-matrix
sectors that do not satisfy that condition must contain
coloring configurations with propagating two-color loops.
In this paper, we focus on the transfer-matrix sec-
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tors with equal number of bond colors to study the
non-propagating phase of the system. The propagating
phases, where some two-color loops are extended and run
either along the length of the cylinder or wind around it,
have their excitations suppressed in the thermodynamic
limit, and hence represent zero-entropy systems that can
only be favored energetically. We therefore expect the
phase transition between the propagating and the non-
propagating phases to be of first order. We do not treat
those phases with the finite-size scaling approach, but
instead only compute the line of first-order phase tran-
sitions between the propagating and non-propagating
phases in our simulations by comparing the largest eigen-
value of the non-propagating transfer-matrix sector with
the largest eigenvalues of all other sectors for fixed system
size N = 18.
Finally, for systems with number of bonds on a hor-
izontal row N being not a multiple of 6, the condi-
tion NA = NB = NC cannot be fulfilled and the ar-
gument presented above forces propagating loops to be
present independent of the values of the coupling con-
stants. These propagating loops appear due to geometric
frustration, which does not play a role in the limit of an
infinite system. Hence, we restrict N for the configura-
tions used in the transfer-matrix and finite-size calcula-
tions to be an integer multiple of 6.
2. Proof of the irreducibility of the transfer-matrix
sectors
In Sec. A 3, we will use symmetries of the semi-transfer
matrix to simplify our calculations. This requires that
the coloring sectors defined in Sec. A 1 are irreducible,
for which we provide a proof here.
Irreducibility of each coloring sector is equivalent to
the possibility to connect two given row configurations
by a finite number of intermediate steps of vertical and
horizontal rows, which we construct for an arbitrary row
coloring below. Specifically, we prove that two adjacent
vertical bonds can be interchanged by adding two rows
of horizontal and one row of vertical bonds. Since that
operation generates the full permutation group, this is
sufficient as proof.
Start with a configuration of vertical bonds (see Fig. 16
(a)), for which we intend to interchange two neighboring
bonds. We assume those two bonds to be red and green
(without loss of generality). Next, add a set of horizontal
bonds (see Fig. 16 (b)) in such a way that the two vertical
bonds that we want to interchange are connected via the
same colors, i.e. again red and green. The fact that this
is always possible, is discussed in the next paragraph.
Next, copy all the horizontal bond colorings to the next
horizontal row (see Fig. 16 (c)). Finally, pick all missing
bond colors to fulfill the coloring constraint (see Fig. 16
(d)). So far, the original coloring of the vertical bonds
has been reproduced. Next, repeat the four steps laid out
above, but this time, when copying the horizontal bond
colorings, swap the two horizontal bonds connected to
the two vertical bonds that we intend to interchange (see
Fig. 16 (a’) to (d’)). The system ends up with the desired
configuration of vertical bonds, where only two adjacent
vertical bonds have been interchanged.
We now have to show that it is always possible to
find a horizontal row configuration that connects the
two vertical bonds that we intend to interchange via the
same color, i.e. red and green (see bonds in gray box in
Fig. 17). This forces the next attached horizontal bond
to be blue. If the next vertical bond is red (green), we are
forced to continue with one green (red) and one blue bond
on the horizontal row (see Fig. 17(a) and (b)). However,
if the next vertical bond is blue, we can choose the next
two horizontal bonds to be either red and green or green
and red (see Fig. 17(c) and (d)), and therefore the next
bond can be any of the three colors, which puts no fur-
ther constraint on all following bonds on the horizontal
row. Thus, the statement holds as long as there exists at
least one vertical blue bond.
Therefore, in the case that the vertical bonds have at
least one bond of each color, the sector is irreducible.
This is the case when NA, NB , NC < N/2. Otherwise,
if for example NB = N/2, the system is in a state in
which all AC-loops travel the length of the cylinder. We
assume these sectors to be relevant only for the stripe
phase, when it is well separated (in phase space) from the
non-propagating phases that we are focusing our studies
on, and we can therefore neglect the lack of irreducibility
for these sectors.
3. Transfer-matrix symmetries
The symmetry group of the lattice is generated by two
discrete transformations: rotations R± : ni → ni±2, and
inversions I± : ni → nN+2−i∓1. The plus (minus) signs
have to be taken when acting on the right (left) increas-
ing states, i.e. when acting on n (n′) in Fig. 14, so that τ
is symmetric with respect to the symmetry transforma-
tions,
τn,n′ = τR+n,R−n′ and τn,n′ = τI+n,I−n′ . (A5)
R ∈ {R+,R−} and I ∈ {I+, I−} generate the full group
of symmetry operations A with N elements,
A =
{
1,R,R2, . . . ,RN/2−1,
I, IR, IR2, . . . , IRN/2−1
}
, (A6)
and it holds that RN/2 = I2 = 1, and RIR = I.
If τ was invariant under symmetry operations acting
equally on its two indices, the matrix would naturally
decouple into momentum and parity eigenstates. This is
not the case here, as for example τ couples states of op-
posite momenta, which is clear from τn,n′ = τR+n,R−n′ .
However, the zero momentum eigensectors still decouple,
as we show hereafter.
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(a) (a’)
(b) (b’)
(c) (c’)
(d) (d’)
FIG. 16: (Color online) Two vertical bonds can be interchanged by first reproducing the same bonds (left), and then
changing the horizontal bonds between those two vertical bonds in the process (right).
(a) (b)
(c) (d)
FIG. 17: (Color online) To be able to interchange two adjacent vertical bonds as described in Fig. 16, they have to
be connected to each other via the same colors on the horizontal row. This can always be done if there is at least
one vertical bond of the other color (blue in this example).
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We define nrν = Rr+Iν+n0 for a fixed n0 ∈ B with r =
0, 1, 2, . . . , q − 1, and ν = 0, 1, where q is half the length
of the shortest repeating sequence of n0. Analogously,
we define n′r′ν′ , and therefore write the elements of τ as
τrν,r′ν′ = τnrν ,nr′ν′ . The rotational symmetry of τ takes
the form
τrν,r′ν′ = τrν,(−r+r+r′)ν′ = τ0ν,(r+r′)ν′ = τν,ν′(r + r′) ,
(A7)
and the inversion symmetry takes the form
τν+1,ν′+1(r + r
′)
(A7)
= τ0(ν+1),(r+r′)(ν′+1)
def.
= τIν+1+ n0,Rr+r
′
+ Iν
′+1
+ n0
= τI+Iν+n0,Rr+r
′
+ I+Iν
′
+ n0
(A5)
= τIν+n0,I−Rr+r
′
+ I+Iν
′
+ n0
(∗)
= τIν+n0,I+Rr+r
′−1
+ I+Iν
′
+ n0
(∗∗)
= τIν+n0,R−r−r
′+1
+ Iν
′
+ n0
= τν,ν′(−r − r′ + 1),
(A8)
where we used that I− = I+R−1+ (∗), and IRI =
R−1 (∗∗). The transformation into moment and parity
eigenstates,
vkσ =
∑
r ν
eikreiσνnrν , (A9)
then yields the matrix element,
τkσ,k′σ′ =
∑
r r′
∑
ν ν′
e−i(kr−k
′r′)e−i(σν−σ
′ν′)τrν,r′ν′ (A10)
(A7)
= δk,−k′
∑
r′′
e−ikr
′′∑
ν ν′
e−i(σν−σ
′ν′)τνν′(r
′′) ,
where we mapped r 7→ r + r′ = r′′. Hence, the matrix
only couples states of opposite momenta to each other.
In particular, the zero-momentum sector decouples from
all other sectors. For k = k′ = 0, it further holds that
τkσ,k′σ′ =
∑
r′′
∑
ν ν′
e−i(σν−σ
′ν′)τνν′(r
′′) (A11)
=
∑
r′′
∑
ν
e−iν(σ−σ
′)
[
τνν(r
′′) + eiσ
′
τν(ν+1)(r
′′)
]
,
and by using the inversion symmetry of τ (see Eq. (A8))
and letting r′′ → −r′′ + 1 in the term with ν = 1,
τkσ,k′σ′ = 2
∑
r′′
∑
ν
e−iν(σ−σ
′)
[
τ00(r
′′) + eiσ
′
τ01(r
′′)
]
= δσσ′2
∑
r′′
[
τ00(r
′′) + eiσ
′
τ01(r
′′)
]
. (A12)
Thus, also the parity eigensectors decouple.
This result can also be obtained more intuitively by
realizing that a symmetric state v0 = vk=0,σ=0 is in-
variant under symmetry transformations: It holds that
R−v0 = R+v0 and I−v0 = I+v0. The symmetry relation
for τ in Eq. (A5) then becomes
τv,v′ = τR+v,R+v′ and τv,v′ = τI+v,I+v′ , (A13)
as long as one of v or v′ is in the zero-momentum and
zero-parity eigensector. The result then follows from
standard Fourier and parity-eigenstate transformations.
The fact that the zero-momentum eigensector decou-
ples from all other sectors of the semi-transfer matrix is
important, since it contains the eigenvector correspond-
ing to the largest eigenvalue. To understand this, let v be
an eigenvector of the semi-transfer matrix τ with eigen-
value λ. A fully-symmetric vector can be defined by
vsym =
∑
Q∈A
Qv, (A14)
which is equally an eigenvector of τ with eigenvalue λ.
This new eigenvector could in principle be zero. Since T
is non-negative and each coloring sector is irreducible (see
App. A 2), the Perron-Frobenius theorem insures that
all components of the eigenvector corresponding to the
largest eigenvalue are strictly positive. If v is positive
(i.e., all its components are positive), then so must be
the components of the transformed eigenvectors Qv with
Q ∈ A. Therefore, if λ is the largest eigenvalue, the
symmetric summation in Eq. (A14) has to be non-zero.
Thus, for the largest eigenvalue, there exists at least one
eigenvector that is symmetric under all symmetry trans-
formations Q ∈ A of the semi-transfer matrix τ .
We proceed by transforming τ into the basis of fully-
symmetric vectors. All other sectors can be neglected,
since the symmetric sector contains the largest eigen-
value. For each subspace that is spanned by the M ele-
ments of a symmetry class [n] = {n˜ : ∃Q ∈ A so that n˜ =
Qn}, the following matrix of dimension M ×M defines
a valid similarity transformation,
U =

1 1 · · · 1
0
...
0
1
 , U−1 =

1 −1 · · · − 1
0
...
0
1
 .
Looking at only the first component of this transformed
subspace, which represents the fully-symmetric superpo-
sition, it holds that
τ[n],[n′] = [n] U τ U
−1 [n′]
=
∑
s∈[n]
τs,n′ . (A15)
Thus, to obtain the matrix element between the sym-
metric superpositions of any two symmetry classes [n]
and [n′], we compute the individual matrix element of
each s in the symmetry class [n] with an arbitrary but
fixed element n′ of class [n′], and sum up all these in-
dividual matrix elements. The spectrum of the matrix
remains the same under the similarity transformation.
Therefore, the largest eigenvalue of τ is the same as the
largest eigenvalue of the matrix in the symmetrized basis.
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FIG. 18: (Color online) Top: Results for the central
charge for fitting it with the CFT finite-size scaling
using only c and γ0 as fitting parameters. Bottom: The
same results using γ4 as an additional fitting parameter.
Lattices of size up to N = 30 were used to obtain this
data. For the color coding, see Fig. 7. Gray regions
have been confirmed to have the largest eigenvalue in
one of the propagating transfer-matrix sectors.
4. Fitting of finite-size effects
As explained in the main text, our numerical results
are built upon the finite-size scaling of the reduced free-
energy density in Eq. (A1). This scaling relation holds
when mapping the CFT describing the long-wavelength
limit of an infinite system onto a cylinder. In our simu-
lations, we are only able to access systems of relatively
small size with respect to the lattice spacing. This in-
troduces additional finite-size effects, which we expect to
fade away as N → ∞. In order to account for this, it is
customary to add further terms to the fitting formula,
− 2
√
3
pi
ln Λτ0
N
= γ0 − c
N2
+
γ3
N3
+
γ4
N4
+ . . . . (A16)
We find that our final results depend slightly on what
additional fitting terms we include. In Fig. 18, we present
the numerical results of the central charge for the xA →
−1 plane (compare to Fig. 7) that we obtain by either
omitting all optimization parameters other than γ0 and c,
or by using γ4 as an additional fitting parameter, where
we set the number of different system sizes N used equal
to the number of optimization parameters. (Adding γ3
or other higher-order fitting terms results in very poor
data with unphysical values of the central charge, and
we therefore do not present it here.)
The additional fitting terms introduce errors, i.e. some
slight unphysical negative values for the central charge.
However, they also make transitions between different
values of the central charge sharper. In the paper we
decided to fit the free energy using the optimization with
parameters γ0, c, and γ4.
It is worth mentioning that the data obtained from fits
without any additional optimization parameters (γ4 = 0)
suggests that the c = 1 wings originating from the fully-
packed loop model on the xB = xC line (see Sec. III A)
are connected to the c = 1 region originating from the
fully-frustrated AFM on the triangular lattice in the cor-
ners of the phase diagram (see Sec. III D). This is in con-
trast to the case when γ4 is also used. For a conclusive
answer on this matter, more extensive numerical calcu-
lations are in order, which is beyond the scope of this
paper.
Finally, it is important to mention that the numerical
results on the xA → −1 plane can achieve a higher ac-
curacy than in the rest of the phase diagram, since all
matrix elements with FM A bonds vanish in this limit.
This allows us to significantly reduce the size of the trans-
fer matrix, and therefore reach larger system sizes with
N up to 30.
Appendix B: SU(3) symmetry in a discrete S3
system
At a kagome workshop in 1992, N. Read presented an
argument illustrating how a continuous SU(3) symmetry
can emerge from the inherent discrete S3 symmetry in the
three coloring model. From this argument, he further ob-
tained that the model is described in the continuum limit
by an SU(3)1 CFT. We believe that the argument (which
was never published) can help the reader understand the
behavior of this model.
The argument begins by noting the equivalence be-
tween the phase space of the three coloring model and
the degenerate ground state configurations of the classi-
cal three-state Potts AFM on the kagome lattice at zero
temperature. The classical partition function of the AFM
3-state Potts model is
Z
(3)
Potts(T ) =
∑
{σi }
e−βH
(3)
Potts , (B1a)
H
(3)
Potts ≡ J
∑
〈ij〉
(
δSiSj − 1
)
, (B1b)
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FIG. 19: Mapping of a 3-state Potts model ground-state
configuration onto the three coloring model. Left: An
exemplary ground state configuration of spins in the
3-state Potts model (also referred to as the all-in all-out
configuration). Right: The corresponding configuration
of the three coloring model (observe that this is the
fully-FM configuration).
where J > 0, 〈ij〉 denotes directed nearest-neighbor sites
on the kagome lattice, and the 3-state Potts variables are
Si = 1, 2, 3 . (B1c)
The exchange interaction J(δSiSj − 1) assumes the value
−J when Si 6= Sj and the value 0 when Si = Sj . A
state with Si 6= Sj for all 〈ij〉 belongs to the ground
state manifold and has energy−JN〈ij〉, where N〈ij〉 is the
number of nearest-neighbor links of the kagome lattice.
At zero temperature,
Z
(3)
Potts(0) =
[
lim
β→∞
eβJN〈ij〉
]∑
{σi }
∏
〈ij〉
(
1− δσi σj
)
.(B2)
The ground state manifold of the AFM 3-state Potts
model on the kagome lattice is invariant under the group
S3 of global permutations of the values 1, 2, 3 taken by
the Potts spins. One can straightforwardly find a one-to-
one correspondence between this ground state manifold
and the phase space of the three coloring model on the
honeycomb lattice by simply drawing the (dual) hexago-
nal lattice joining the centers of the triangular plaquettes
in the kagome lattice and identifying the colors A, B, C
with the values 1, 2, 3 assumed by the Potts variables
(see Fig. 19).
The argument to suggest that there exists a hidden
SU(3) symmetry in the 3-state Potts AFM at zero tem-
perature is elegantly simple. First of all, let us extend
the phase space allowing for color mismatches across the
bonds. Each vertex has three bonds of different colors
departing from it (which we call a decorated vertex ), but
now bonds connecting two spins can have two different
colors at the two ends (see Fig. 20). The enlarged phase
space is the one obtained by covering the honeycomb lat-
tice with decorated vertices independently of one another,
for a total of 6N configurations on a honeycomb lattice
of N sites.
One then assigns a three-dimensional (complex) vector
b` ≡ (bα` ) =
 b1`b2`
b3`
 ∈ C3 (B3a)
to each bond ` of the lattice, as illustrated in Figure 20,
with the idea of identifying each color with a different
component of the vector: A with the first component, B
with the second and C with the third one. Using these
vectors, one can construct the following terms
3∑
α1=1
3∑
α2=1
3∑
α3=1
εα1,α2,α3b
α1
`1i
bα2
`2i
bα3
`3i
(B3b)
3∑
β1=1
3∑
β2=1
3∑
β3=1
εβ1,β2,β3 b¯
β1
`1j
b¯β2
`2j
b¯β3
`3j
(B3c)
associated to vertices i, j belonging to sublattice A and B
respectively. Here α1,2,3 and β1,2,3 are used to index the
components of vectors b` and their complex conjugates
b¯`. The labels `
q
i and `
q
j refer to the three bonds q =
1, 2, 3 departing from vertex i ∈ A and j ∈ B respectively.
This notation, though simple, is clearly redundant, as
nearest neighboring sites share one bond and therefore
〈i, j〉 ⇒ `qi ≡ `qj , ∃! q = 1, 2, or 3 , (B3d)
(see Fig. 20). Note that the Levi-Civita (totally antisym-
metric) tensor,
α1α2α3 =

+1 if (α1, α2, α3) is an even
permutation of (1, 2, 3)
−1 if (α1, α2, α3) is an odd
permutation of (1, 2, 3)
0 otherwise,
(B3e)
is used here to ensure that no two colors (A, B, C ⇔ α1,
α2, α3 = 1, 2, 3) are repeated at any vertex. The product
of all the above terms, corresponding to all the sites of
the honeycomb lattice,
∏
i∈A
[
3∑
α1=1
3∑
α2=1
3∑
α3=1
εα1,α2,α3b
α1
`1i
bα2
`2i
bα3
`3i
]
×
∏
j∈B
 3∑
β1=1
3∑
β2=1
3∑
β3=1
εβ1,β2,β3 b¯
β1
`1j
b¯β2
`2j
b¯β3
`3j
 (B3f)
gives a sum of terms in one-to-one correspondence with
all the 6N configurations of decorated vertices. Each bond
` contributes a factor given by the product of the b` com-
ponents
bα` b¯
α′
` , (B3g)
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FIG. 20: (Color online) Illustration of the extended
phase space of the three coloring model, which allows
color mismatches across the bonds.
where α and α′ are related to the colors of the bond `
close to its adjacent sites belonging to sublattice A and
to sublattice B, respectively.
Upon integration over the complex variables∏
α,`
dbα` db¯
α
` , (B4)
all the terms containing at least one factor (B3g) having
α 6= α′ vanish because of complex phase integration. This
eliminates all unwanted configurations where colors mis-
match across a given bond. One can therefore construct
the partition function of the original three coloring model
as a sum of integrals over continuous variables. The re-
sult gives the partition function in Read’s presentation
at the kagome workshop:
ZU(3) =
∫ ∏
`∈Λ
∏
α`=1,2,3
db
α`
` db¯
α`
`
2pii
exp
(−|bα`` |2)
×
∏
i∈A
 3∑
α1=1
3∑
α2=1
3∑
α3=1
α1α2α3b
α1
`1i
b
α2
`2i
b
α3
`3i

×
∏
j∈B
 3∑
β1=1
3∑
β2=1
3∑
β3=1
β1β2β3 b¯
β1
`1j
b¯
β2
`2j
b¯
β3
`3j
 , (B5)
where Λ is the set of all bonds on the honeycomb lattice,
and a convergence Gaussian factor exp
(−|bα`` |2) was in-
troduced to normalize the non-vanishing integrals.
In Eq. (B5) we overlooked one important aspect: all
nonvanishing terms in the partition function ZU(3) ought
to be positive, whereas the Levi-Civita tensor elements
can take negative values. The sign of each term in ZU(3)
is given by the product of all elements εαβγ appearing in
the integrand. These are nothing but the chirality spins
introduced in Sec. II A, i.e., the parities of the three col-
ors around each site of the lattice, say counterclockwise.
Whereas this product is not in general positive (see for
instance the recent systematic study in Ref. 29 and refer-
ences therein), it is conserved by any loop updates (local
or winding). Indeed, by selecting an alternating coloring
path on the lattice, say ABABAB..., and exchanging the
two colors along the path A↔ B, we flip all the chirality
spins along the path. On a lattice with periodic boundary
conditions, the number of sites along the path is always
even (for appropriately chosen system sizes that respect
sublattice symmetry as well as color tiling). Therefore,
within each sector of phase space identified by configura-
tions that are connected to one another by loop updates,
we have that ZU(3) = Z
(3)
Potts(0) or ZU(3) = −Z(3)Potts(0),
and the SU(3) symmetry argument given below holds
separately in each sector.
Moreover, on appropriately commensurate lattices, one
can show that the relevant ordered configurations (stag-
gered, stripe, and columnar) discussed in the main text
satisfy the condition of the product of all chirality spins
being positive, and they are connected to one another via
loop updates. According to Ref. 29, this sector of phase
space is the largest one, and at the very least N. Read’s
construction applies to it.
In order to discuss the symmetries of the partition
function ZU(3) it is convenient to rewrite it as
ZU(3) =
∫ ∏
`∈Λ
db` · db¯`
2pii
exp
(−b¯` · b`)∏
i∈A
[
b`1i
·
(
b`2i
∧ b`3i
)] ∏
j∈B
[
b¯`1j
·
(
b¯`2j
∧ b¯`3j
)]
=
∫ ∏
`∈Λ
db` · db¯`
2pii
exp
(−b¯` · b`)
× exp
{∑
i∈A
ln
[
b`1i
·
(
b`2i
∧ b`3i
)]
+
∑
j∈B
ln
[
b¯`1j
·
(
b¯`2j
∧ b¯`3j
)] . (B6)
The second equality emphasizes the local and the 3-body
nature of the interaction. The symmetries of ZU(3) are:
• Invariance under local U(1) transformations,
b¯` → e−iθ` b¯`, b` → e+iθ`b`, (B7)
θ` ∈ [0, 2pi[ ∀` ∈ Λ.
Note that b
`1i
·
(
b
`2i
∧ b
`3i
)
has U(1) charge +3 and
that b¯
`1j
·
(
b¯
`2j
∧ b¯
`3j
)
has U(1) charge −3.
• Invariance under global SU(3) transformations,
b¯` → U¯ b¯`, b` → U b`, (B8)
∀` ∈ Λ U ∈ SU(3).
Note that the measure
∏
`∈Λ db` · db¯` exp(−b` · b¯`)
is invariant under local U(3) transformations
b¯` → U¯` b¯`, b` → U` b`, (B9)
U` ∈ U(3), ∀` ∈ Λ,
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whilst the integrand∏
i∈A
[
b`1i
·
(
b`2i
∧ b`3i
)] ∏
j∈B
[
b¯`1j
·
(
b¯`2j
∧ b¯`3j
)]
(B10)
is invariant under local SU(3) transformations,(
b¯`1j
, b¯`2j
, b¯`3j
)
→ U¯j
(
b¯`1j
, b¯`2j
, b¯`3j
)
, (B11a)
Uj ∈ SU(3), ∀j ∈ B,(
b`1i
, b`2i
, b`3i
)
→ Ui
(
b`1i
, b`2i
, b`3i
)
, (B11b)
Ui ∈ SU(3), ∀i ∈ A.
• invariance under a transformation that induces the
local change
b`1i
·
(
b`2i
∧ b`3i
)
→ −b`1i ·
(
b`2i
∧ b`3i
)
. (B12)
This can be achieved in many ways. For example,
with the following local U(3) matrix
Ui =
 0 1 01 0 0
0 0 1
 (B13a)
or with the local U(1) transformation
θ`1i
= θ`2i
= θ`3i
=
pi
3
(B13b)
or with the combined action of a local Vi ∈ SU(3)
and a local U(1) transformation,
Vi =
 0 e+ipi/3 0e+ipi/3 0 0
0 0 e+ipi/3
 (B13c)
θ`1i
=θ`2i
= θ`3i
= −pi
3
.
Notice that we can equivalently define the vectors b`
in R3. In this case, the cancellation of color-mismatching
configuration terms is due to vanishing odd Gaussian
integrals over real variables. The resulting O(3) =
Z2 × SO(3) symmetry is indeed a subgroup of U(3) =
U(1)× SU(3) obtained above.
It is interesting to remark how the use of the Levi-
Civita tensor, which plays a key role in uncovering the
hidden symmetry, is a non-trivial choice in Eq. (B5).
Indeed, all we need there is to forbid the same color
to appear twice at the same vertex. This is naturally
achieved by a tensor corresponding to the absolute value
of the totally antisymmetric tensor |εαβγ |. Using instead
the Levi-Civita tensor results in the introduction of spu-
rious negative signs associated to some of the vertices,
which ought to be dealt with carefully, as in our discus-
sion above. The Levi-Civita tensor (and not its absolute
value) is however key to the hidden SU(3) symmetry.
From the symmetry of this construction, one sees that
the height representation4 takes values in the weight lat-
tice of SU(3). The global SU(3) symmetry on the lattice
is then promoted to a current algebra symmetry in the
continuum, namely that of the well-known Frenkel-Kac
scalar-field representation of ‘simply-laced’ affine Lie al-
gebras. The two currents of the Cartan subalgebra are
i∂h1 and i∂h2 (where h1 and h2 are the two components
of the scalar field); whereas the six currents associated
with the roots ~G of the reciprocal lattice are the vertices
exp(±i ~G · ~h). The normalization due to the current Lie
algebra relations fixes the value of the level k = 1 as a
byproduct. Similarly to the better known SU(2) case, one
thus obtains that the three coloring model is described
in the continuum limit by an SU(3)k=1 CFT. (A similar
argument was later derived and published independently
by Kondev et al5.)
We close by noting that the introduction of generic
interactions between the chirality spins explicitly breaks
the SU(3) symmetry – which is the case e.g., for the near-
est neighbor interactions in Sec. II A. Indeed, in order to
identify the Ising spin at a given site of the honeycomb
lattice, we seek a local combination of the b¯’s and b’s
that is a U(1) singlet and that picks up a sign under odd
permutations of the three colors around the site.
For instance, the quantity
det
(
b`1i
, b`2i
, b`3i
)
per
(
b¯`1i
, b¯`2i
, b¯`3i
)
, (B14a)
for i ∈ A and
per
(
b`1j
, b`2j
, b`3j
)
det
(
b¯`1j
, b¯`2j
, b¯`3j
)
, (B14b)
for j ∈ B, satisfies both conditions. However, if we recall
that a permanent can be expressed as
per (A,B,C) =
3∑
α=1
3∑
β=1
3∑
γ=1
|αβγ |AαBβCγ , (B15)
we immediately recognize that the SU(3) symmetry is
lost once we introduce such term in the partition func-
tion.
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