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5Re´sume´
Le travail pre´sente´ concerne l’e´tude nume´rique de l’e´volution d’une onde de Stokes.
Cette e´tude s’inscrit dans la compre´hension de la transformation de l’e´nergie de la houle
par le processus de de´ferlement et des transferts a` la surface libre.
L’approche Volume Of Fluid utilise´e, consiste a` discre´tiser les e´quations de Navier-
Stokes sur un maillage fixe en volume fini. Deux phases fluides sont prises en compte par
le taux de pre´sence calcule´ par une me´thode de capture de front.
Une e´tude parame´trique est mene´e en faisant varier la cambrure initiale de l’onde de
Stokes et la valeur du nombre de Reynolds. La distinction entre les re´gimes de´ferlant et
non-de´ferlant observe´s, permet d’e´tablir un crite`re de de´ferlement en fonction des para-
me`tres de l’e´tude. Diffe´rents re´gimes de de´ferlement des ondes sont mis en e´vidence et
nomme´s : de´ferlement glissant, de´ferlement plongeant superficiel, de´ferlement plongeant
englobant et de´ferlement plongeant renversant. Ils sont de´crits en terme de dynamique
spatio-temporelle du taux de pre´sence, des champs de vitesse et de vorticite´. Une carto-
graphie de ces diffe´rents re´gimes dans l’espace des parame`tres (cambrure et nombre de
Reynolds) est pre´sente´e.
Apre`s validation du calcul de la dissipation, on montre que la dissipation totale pour
des ondes non-de´ferlantes suit un mode`le de diffusion e´quivalent. Dans les cas de´ferlants,
l’e´volution temporelle de l’e´nergie me´canique totale suit trois phases de de´croissance (pre´-
de´ferlement, pendant le de´ferlement et post-de´ferlement) et un temps caracte´ristique de
de´ferlement est de´fini en fonction des parame`tres du proble`me. La dissipation d’e´nergie
pendant le de´ferlement est e´value´e et exprime´e en fonction des parame`tres du proble`me.
Pendant le de´ferlement, chaque extrema de l’e´volution temporelle de la dissipation
totale est relie´ a` un e´vennement dissipatif sur les champs spatio-temporels du taux de
dissipation. Ces champs spatio-temporels montrent les me´canismes dissipatifs, diffe´rents
en fonction des re´gimes de de´ferlement. Une seconde estimation de la dissipation par le
de´ferlement est propose´e a` partir de l’e´volution temporelle de la dissipation totale et est
en accord avec la premie`re estimation.
Enfin, des transforme´es de Fourier spatiales de l’e´nergie me´canique totale mettent en
e´vidence la ge´ne´ration de petites e´chelles pendant le de´ferlement et qu’aucune e´nergie
n’est stoke´e aux petites e´chelles. Cependant, la difficulte´ de la simulation directe pour de´-
crire les phases de me´lange air/eau apre`s de´ferlement, souligne la ne´cessite´ de l’utilisation
d’un mode`le de sous-maille diphasique turbulent pour de´crire cette phase.
Mots Cle´s : Simulation directe, de´ferlement, onde de Stokes, dissipation
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Chapitre 1
INTRODUCTION
Le de´ferlement des vagues joue un roˆle capital dans la transformation de l’e´nergie
de la houle. Il transforme l’e´nergie ondulatoire des ondes en un e´coulement de vorticite´.
L’e´nergie de la houle est en grande partie dissipe´e par le de´ferlement et la partie re´siduelle
de l’e´nergie reste pre´sente dans l’e´coulement sous forme de courants ou de turbulence.
En milieu littoral, des mode`les analytiques de transformation de la houle existent.
La validite´ de ces mode`les de houle grande e´chelle ne´cessite des crite`res de de´ferlement
correctement adapte´s et une parame´trisation re´aliste de la dissipation d’e´nergie par ce pro-
cessus de de´ferlement. Ces mode`les sont parame´trise´s par des grandeurs caracte´ristiques
de longueur d’onde, d’amplitude de la houle mais ne´gligent les e´ventuels effets visqueux
pourtant caracte´ristiques de la dissipation. La dissipation est de´duite de mode`les de res-
sauts hydrauliques ou de mode`les de de´ferlements glissants plus simples a` caracte´riser
que les de´ferlements plongeants. Meˆme si ces mode`les semblent apporter des solutions
raisonnables, ils ne caracte´risent pas tous les types de houle. De plus, il est reconnu que
l’e´volution morphodynamique des plages est controˆle´e par les variations de l’hydrodyna-
mique dans les re´gions de de´ferlement. Une bonne connaissance des e´coulements ge´ne´re´s
par le de´ferlement est essentielle.
En milieu oce´anique, l’inte´reˆt est de caracte´riser les e´changes d’e´nergie entre oce´an
et atmosphe`re. Il est reconnu que ces e´changes sont facilite´s et augmente´s en pre´sence
du de´ferlement, cependant ces me´canismes d’e´change restent peu compris. Des mode`les
de transformation de l’e´nergie des vagues a` grande e´chelle existent et ont pour objectif
la quantification des transferts d’e´nergie et de quantite´ de mouvement entre l’oce´an et
l’atmosphe`re. Ces mode`les ne´cessitent la parame´trisation des effets non-line´aires lie´s aux
interactions entre ondes, des tranferts de quantite´ de mouvement par le vent responsables
de la ge´ne´ration de la houle ou meˆme du de´ferlement des vagues et de la dissipation
associe´e au de´ferlement. De nombreux auteurs notent le manque de donne´es quantitatives
pour la validation de ces mode`les. Ils notent que la dissipation d’e´nergie par le de´ferlement
est le me´canisme le moins compris et donc le moins bien parame´trise´.
Ensuite, le de´ferlement est responsable de l’augmentation des transferts de masse au
travers de l’interface. Ce me´canisme est important autant en milieu littoral qu’oce´anique.
Il a des re´percussions a` diffe´rents niveaux. A e´chelle plane´taire, il participe au cycle du
carbone, les petites bulles d’air injecte´es en profondeur sous la surface libre le disolvant
dans l’eau et il est reconnu que le de´ferlement augmente la vitesse d’absorbtion de l’air. Ces
questions sont d’actualite´ face au re´chauffement plane´taire actuel. De meˆme, le de´ferlement
participe a` la production d’ae´rosols dans l’atmosphe`re. En milieu littoral, l’entraˆınement
induit la ge´ne´ration d’une intense turbulence.
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Enfin, a` plus petite e´chelle, le de´ferlement d’une surface libre est e´galement observe´
dans de nombreux syste`mes ferme´s, par exemple, lorsque l’on remplit un re´cipient avec un
liquide, lorsqu’un re´servoir de ve´hicule (voiture, avion, fuse´e) est soumis a` une acce´le´ra-
tion ou de´ce´le´ration. Le de´ferlement dans de tels syste`mes est tre`s peu documente´ car il se
caracte´rise par des nombres de Reynolds de plusieurs ordres de grandeur plus petits que
le de´ferlement de la houle. Cependant les meˆmes questions se posent pour la ge´ne´ration
d’agitation dans le syste`me et pour le me´lange entre phases, impliquant le respect d’un
temps de repos du fluide stocke´, avant utilisation.
Notre e´tude se place dans ce contexte de ne´cessite´ d’une meilleure compre´hension
des me´canismes mis en jeu dans le de´ferlement. En particulier, nous nous inte´ressons a`
la parame´trisation de la dissipation et des crite`res de de´ferlement. Des e´tudes ont e´te´
mene´es pour caracte´riser l’impact particulier de la cambrure et du nombre de Reynolds.
Pour ce dernier, la gamme des nombres de Reynolds e´tudie´e est ge´ne´ralement petite et
son action de´crite qualitativement au travers de modifications dans le comportement des
phases initiales du de´ferlement. L’effet combine´ de ces deux parame`tres n’a jusqu’ici pas
e´te´ e´tudie´ en ce qui concerne la parame´trisation des crite`res de de´ferlement et de la
dissipation induite. Notre e´tude se consacre donc a` pallier ce manque en pre´sentant une
e´tude dans laquelle la cambrure d’une onde de Stokes et le nombre de Reynolds varient
dans des gammes relativement larges. Le me´lange entre phases a e´te´ aborde´ dans notre
e´tude au travers de la dynamique des de´ferlements et de l’e´coulement induit par l’injection
d’air sous la surface libre.
Dans la gamme des cambrures et des nombres de Reynolds utilise´s, les me´canismes de
de´ferlement sont diffe´rents. Afin d’identifier les me´canismes de de´ferlement des ondes, nous
avons choisi de re´aliser des simulations d’ondes de Stokes en simulation directe. Le code
JADIM choisi pour cette e´tude se base sur une me´thode Volume Of Fluid. Les e´quations
de Navier-Stokes incompressibles sont re´solues par discre´tisation en volumes finis sur des
maillages fixes. Deux phases sont prises en compte, l’eau et l’air. Aucun mode`le de sous
maille turbulent ou diphasique, n’a e´te´ imple´mente´ pour cette e´tude. Un certain nombre
d’auteurs (Abadie et al. (1998), Chen et al. (1999), Guignardet al. (2001)) utilisent une
me´thode identique dans des e´tudes de de´ferlement. L’originalite´ de nos travaux re´side
dans l’e´tude de la dissipation induite par le de´ferlement. En particulier, nous calculons
localement le taux de dissipation en simulation directe afin de proposer une e´tude fine des
me´canismes dissipatifs.
Le document pre´sente´ est compose´ de huit chapitres, dont cette introduction ge´ne´rale.
Le second chapitre est consacre´ aux connaissances actuelles du processus de de´ferlement
des vagues permettant de pre´ciser les motivations de nos travaux. Dans le troisie`me cha-
pitre, un rappel des diffe´rentes approches nume´riques ge´ne´ralement utilise´es pour l’e´tude
du de´ferlement est pre´sente´ et le code nume´rique JADIM est de´crit. Sa validite´ pour si-
muler le de´ferlement est pre´sente´e dans un quatrie`me chapitre, sur deux configurations
diffe´rentes de de´ferlement, en comparant a` des e´tudes nume´riques. Le cinquie`me chapitre
est consacre´ a` la validation du calcul de la dissipation sur diffe´rents e´coulements tests. Le
sixie`me chapitre pre´sente l’e´volution d’une onde de Stokes non-de´ferlante et de´ferlante.
Les diffe´rents re´gimes observe´s seront classifie´s dans l’espace des parame`tres de l’e´tude.
Un crite`re de de´ferlement fonction de la cambrure et du nombre de Reynolds est propose´.
Le dernier chapitre est consacre´ a` l’e´tude de la dissipation dans chacun des re´gimes mis
en e´vidence. Une mode´lisation de la dissipation est propose´e et compare´e a` des donne´es
expe´rimentales.
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Chapitre 2
LE DEFERLEMENT DES ONDES
DE SURFACE
2.1 Introduction
Nous allons introduire dans la premie`re partie de ce chapitre les mode`les de propagation
de la houle utilise´s en milieu littoral et oce´anique. Ces mode`les reposent sur des bilans
e´nerge´tiques dans lesquels un terme source permet de prendre en compte le processus de
de´ferlement des vagues. Ce terme doit eˆtre correctement parame´trise´, il s’agit de l’une des
motivations principales de nos travaux.
Tout d’abord, il est important de pouvoir pre´voir dans quelles conditions les ondes
vont de´ferler, d’identifier les me´canismes qui conduisent au de´ferlement et de baˆtir un
crite`re. Ces e´tudes font l’objet de la seconde partie de ce chapitre.
Ensuite, l’observation montre qu’en fonction des parame`tres du proble`me, les de´ferle-
ments peuvent eˆtre classifie´s en diffe´rents types dont les plus ge´ne´ralement observe´s sont
les de´ferlements glissants et plongeants.
Ces deux types de de´ferlement sont alors pre´sente´s successivement dans une quatrie`me
partie, en terme de dynamique ge´ne´rale.
Enfin, les me´canismes responsables de la dissipation de l’e´nergie de la houle engendre´e
par le de´ferlement et les e´chelles auxquelles ont lieu cette dissipation font l’objet d’une
cinquie`me partie.
Les objectifs de nos travaux sont finalement pre´sente´s.
2.2 Mode`les de houle
2.2.1 Les diffe´rentes the´ories de la houle
Dans cette section, nous faisons un bref rappel des principaux mode`les de houle et
des hypothe`ses sous-jacentes. Pour plus de de´tails, nous renvoyons le lecteur a` Lighthill
(1978).
La the´orie potentielle est a` la base des mode`les de houle. Elle est de´duite des e´quations
de Navier-Stokes par l’hypothe`se d’e´coulement irrotationnel.
La houle line´aire (houle d’Airy ou houle de Stokes d’ordre 1) est obtenue sous l’hypo-
the`se d’onde de petite cambrure, ce qui revient a` ne´gliger les termes non-line´aires.
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Fig. 2.1 – Domaine d’utilisation des diffe´rentes the´ories de la houle (Bonnefille (1992)).
Pour la houle d’amplitude finie, les inconnues sont de´compose´es en se´ries de puissance
d’un petit parame`tre δ. En milieu peu profond, on choisit δ = d/λ ou` λ est la longueur
d’onde et d la profondeur, ce qui permet d’obtenir une approximation d’ondes longues
(ondes cno¨ıdales ou elliptiques et ondes solitaires). En milieu profond, le parame`tre choisi
est la cambrure de l’onde δ = H/λ et on obtient la the´orie des ondes de Stokes (Lamb
(1932)), avec H l’amplitude totale de l’onde.
Ces diffe´rents mode`les de houle ont des domaines de validite´ limite´s (Fig. 2.1). La
the´orie de Stokes est plutoˆt valide en eaux profondes. Plus l’ordre de de´veloppement
augmente, plus la the´orie peut rendre compte de la propagation des ondes de grande
cambrure. La the´orie de Stokes peut s’appliquer au milieu peu profond correspondant
au rapport λ/d < 25 pour les cambrures les plus petites. La the´orie des ondes cno¨ıdales
s’applique aux eaux peu profondes et de profondeurs interme´diaires avec des limites variant
entre λ/d  8 pour les vagues infiniment petites et λ/d  7 pour les ondes de fortes
cambrures.
2.2.2 Mode`les de transformation de la houle
Dans cette partie nous pre´sentons inde´pendemment les mode`les de transformation
de la houle en milieu oce´anique et en milieu littoral. Ces deux mode`les pre´sentent une
limitation commune qui vient du manque de connaissance du processus de de´ferlement
des vagues qui doit parame´trise´.
En milieu littoral, les mode`les s’appuient sur la conservation du flux d’e´nergie perpen-
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diculairement a` la ligne de coˆte :
∂cg(x)E(x)
∂x
= −D(x) (2.1)
ou` E = ρgH2/8 est la densite´ d’e´nergie moyenne de la houle par unite´ de surface, ρ
la densite´ de l’eau, H l’amplitude de l’onde, cg est la vitesse de groupe et D le taux
de dissipation de l’e´nergie de la houle par unite´ de surface. En zone de leve´e, D = Df
correspond a` la dissipation par frottement visqueux au fond. En zone de de´ferlement, un
terme de dissipation par le de´ferlement Db est introduit (D = Df + Db). Des mode`les
assez pre´cis existent pour parame´triser la dissipation par frottement au fond. Il en existe
aussi pour la dissipation par le de´ferlement, mais leur validite´ demeure en question.
En milieu oce´anique, l’e´volution des vagues de vent est ge´ne´ralement mode´lise´e par
une e´quation non-line´aire (Phillips (1985), Melville (1994)) de´crivant l’e´volution de la
densite´ d’action des vagues en fonction du nombre d’onde et de la position spatiale. Un
terme source permet la prise en compte du forc¸age par le vent, un autre mode´lise les
transferts non-line´aires et un terme repre´sente la dissipation d’e´nergie par le de´ferlement.
La parame´trisation des deux premiers termes est assez documente´e. Melville (1996) note
par contre un manque de connaissance du terme de dissipation d’e´nergie, lui meˆme condi-
tionne´ par des probabilite´s de de´ferlement.
La pre´cision des mode`les de transformation de la houle est donc conditionne´e par le
choix du crite`re de de´ferlement utilise´ et par une bonne parame´trisation de la dissipation
qui en re´sulte. Le manque de connaissance sur ces sujets motive notre travail.
2.3 Me´canismes et crite`res de de´ferlement
2.3.1 De´ferlement bathyme´trique
En milieu littoral, le me´canisme principal de de´ferlement est l’augmentation de l’ampli-
tude des ondes qui re´sulte de la diminution de la profondeur d’eau au voisinage des coˆtes.
Ce me´canisme de de´ferlement a conduit de nombreux auteurs a` proposer des crite`res de
de´ferlement en fonction de l’amplitude de l’onde et de la profondeur d’eau locale.
Une des ide´es suivie est que le de´ferlement se produit quand la vitesse des particules
fluides au sommet de l’onde devient supe´rieure a` la ce´le´rite´ de l’onde, ge´ne´rant l’e´jection
d’un jet. Miche (1944) propose un crite`re en se basant sur cette ide´e et sur la the´orie
non-line´aire de la houle de Stokes (Fig. 2.1) :
Hbk = 0, 89 tanh(kdb) (2.2)
ou` H = 2a repre´sente la hauteur de l’onde, k le nombre d’onde, d la profondeur d’eau
et ou` l’indice b est relatif aux caracte´ristiques au de´but du de´ferlement (breaking). Le
coefficient Hb/db est usuellement nomme´ indice de de´ferlement. Asymptotiquement, le
crite`re de Miche (1944) (Eq. 2.2) admet deux limites. Lorsque la profondeur est grande
kdb >> 1 (ondes courtes), le crite`re se limite a` une cambrure critique c = πHb/λ =
0, 4432. Pour les ondes longues kdb << 1 (Eq. 2.2), les ondes de´ferlent lorsque le rapport
entre leurs hauteurs et la profondeur atteint Hb/d = 0, 88. La pertinence de ce crite`re a
e´te´ valide´e expe´rimentalement dans une gamme 0, 7 ≤ H/λ ≤ 1, 2 et l’estimation du point
de de´ferlement est raisonnable. Cependant, la pente de la plage doit rester faible. En effet,
Tsai et al. (2005) montrent avec des expe´riences sur une plage de pente m = 1/10, que le
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crite`re de Miche (1944) donne une bonne estimation de la hauteur au de´ferlement, mais
que pour des pentes de m = 1/3 et 1/5, le crite`re surestime la hauteur au de´ferlement
respectivement de 50% et 60%.
Weggel (1972) ame´liore le crite`re de Miche en introduidant l’effet de la pente m d’une
plage :
Hb
db
= b1(m)− a1(m) Hb
gT 2
(2.3)
ou` g repre´sente l’acce´le´ration gravitationnelle, T la pe´riode de l’onde, et b1 et a1 sont
deux coefficients fonction de la pente de la plage m. Weggel (1972) propose les valeurs
empiriques :
a1(m) = 43, 8[1− exp(−19m)]
b1(m) = 1, 56[1 + exp(−19, 5m)] (2.4)
Lee and Heo (2005) comparent les indices de de´ferlement d’ondes de Stokes sur une
plage, obtenus par simulation nume´rique des e´quations de Navier-Stokes, avec ceux de
Weggel (1972). Ils trouvent un accord satisfaisant avec Weggel (1972) pour les pentes
m = 1/5, 1/10 et 1/30, dans le domaine de validite´ annonce´ par Weggel (1972) et pour
H0/λ ∈ [0, 032; 0, 1].
McCowan’s (1894) utilise la the´orie des ondes solitaires pour de´finir un crite`re de
de´ferlement et montre que le de´ferlement de´bute pour Hb/db = 0, 78. Un certain nombre
d’estimations du rapport Hb/db sont obtenues par la the´orie des ondes solitaires, prenant
en compte des degre´s diffe´rents de de´veloppement en se´ries de puissance. Galvin (1969)
rapporte une liste des estimations de Hb/db publie´es et note qu’elles varient de 0,73 a` 1,03.
Il pre´cise que la valeur la plus fre´quente est 0, 83.
Chanson and Jaw-Fang (1997) re´alisent des expe´riences de de´ferlement en canal sur
une plage incline´e de pente m = 1/12 et retrouvent le re´sultat de crite`re de de´ferlement
des ondes solitaires : Hb/db = 0, 78. Ces re´sultats confirment le re´sultat de McCowan’s
(1894).
Grilli et al. (1997) ont re´alise´ des simulations d’ondes solitaires de´ferlant sur des plages
a` pente constante, avec une me´thode d’inte´grale de frontie`re, c’est-a`-dire en e´coulement
potentiel. Les simulations sont re´alise´es pour des plages de pente m comprise entre 1/100
et 1/8 et des rapports d’amplitude des ondes sur la profondeur H0/d0 compris entre
0,06 et 0,7. Les auteurs pre´sentent un crite`re de de´ferlement fonction de la pente m et
des parame`tres initiaux H0/d0, tel que H0/h0 = 16, 9m
2. Ils montrent que le parame`tre
de´terminant pour le devenir des ondes est la pente de la plage, la hauteur initiale de l’onde
e´tant secondaire. Aucun de´ferlement n’est observe´ en dessous de m < 1/4, 7. Grilli et al.
(1997) s’inte´ressent aussi a` l’indice de de´ferlement Hb/db, ils montrent que la limite de
stabilite´ 0,78 de´finie par McCowan’s (1894) est respecte´e. Les auteurs vont plus loin en
proposant un crite`re prenant en compte la pente m de la plage :
Hb
db
= 0, 841 exp[6, 412S0(m)] (2.5)
avec S0(m) = 1, 521m/
√
H0/d0, un parame`tre de cambrure fonction de la pente de la
plage.
10
2.3 Me´canismes et crite`res de de´ferlement 11
Fig. 2.2 – Profils d’un mode instable a` diffe´rents instants (Longuet-Higgins et al. (1994)).
2.3.2 Interactions et instabilite´s
Les me´canismes du de´ferlement en milieu profond restent partiellement incompris
(Longuet-Higgins and Cleaver (1994), Melville (1996)). Il est reconnu que le de´ferle-
ment est provoque´ par des interactions entre les ondes elles-meˆmes, entre les ondes et
le vent, ou entre les ondes et les courants. Meˆme si ces me´canismes de de´ferlement sont
identifie´s, leur quantification par des crite`res reste encore limite´e.
La plupart des crite`res e´nonce´s en milieu profond sont base´s sur l’ide´e d’une cam-
brure critique des ondes au-dela` de laquelle les ondes deviennent instables et de´ferlent.
Le crite`re de Miche (1944) apparaˆıt limite´ car il s’applique seulement a` un train d’ondes
monochromatiques stationnaires. De nombreuses expe´riences montrent en effet que des
ondes de plus faibles cambrures que la cambrure critique de Stokes (ou de Miche (1944)),
peuvent de´ferler car soumises a` des instabilite´s intrinse`ques. Comme le note Bonmarin
(1989), des ondes de cambrure aussi faibles que 0,2 peuvent de´ferler.
La dispersion des ondes conduit a` la modulation de paquet d’ondes. Elle peut focaliser
l’e´nergie des vagues, pouvant ainsi conduire au de´ferlement (Donelan et al. (1972)).
En laboratoire, la technique d’interfe´rence constructive est inte´ressante pour ge´ne´rer un
de´ferlement (Melville and Rapp (1985), Duncan et al. (1994)) car il est facile de pre´voir
ou` l’e´nergie va se focaliser et donc le lieu du de´ferlement.
Les instabilite´s d’un train d’ondes uniformes ont donc e´te´ e´tudie´es the´oriquement et
nume´riquement en vue d’e´tablir des crite`res de de´ferlement plus re´alistes. Yuen and Lake
(1980) proposent un passage en revue complet sur les instabilite´s, Banner and Peregrine
(1993), Melville (1996) et Peregrine (1983) les abordent plus succinctement, donnant
les re´fe´rences essentielles.
Longuet-Higgins and Cleaver (1994) ont e´tudie´ the´oriquement l’instabilite´ de la creˆte
d’une onde de Stokes stationnaire de grande cambrure, soumise a` une perturbation infi-
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nite´simale instationnaire. Ils montrent que la creˆte est instable et qu’il existe un mode
dont le taux de croissance exponentiel ω ∼ R
1/2
c ou` Rc est le rayon de courbure de la
creˆte (Fig. 2.2). Cette instabilite´ peut repre´senter le stade initial d’un de´ferlement glis-
sant. Longuet-Higgins et al. (1994), avec une me´thode nume´rique BIEM (e´coulement
potentiel), perturbent aussi une onde de Stokes et montrent que le mode le plus instable
est le plus petit harmonique du train d’ondes conside´re´. L’instabilite´ se de´veloppe alors
pour une cambrure  = ak = 0, 4423. Tanaka (1983) e´value, avec une me´thode similaire,
la cambrure critique d’apparition de l’instabilite´ a`  = 0, 4292.
L’instabilite´ de Benjamin-Feir (Benjamin and Feir (1967)) peut conduire au de´ferle-
ment (Melville (1982), (1983)). Dold and Peregrine (1986) ont confirme´ nume´riquement
que des trains d’ondes uniformes de cambrure de l’ordre de 0,1 de´ferlent par l’instabilite´ de
Benjamin-Feir. Avec des simulations nume´riques pour des e´coulements potentiels, Wang
et al. (1994) e´tudient l’e´volution d’un train d’ondes instables. Le de´ferlement des ondes a
lieu a` des distances e´loigne´es de l’ordre de 100 longueurs d’ondes du ge´ne´rateur de houle.
Un re´sultat inte´ressant est note´ lorsque la vitesse des particules dans la creˆte atteint la
vitesse de groupe line´aire de la composante dominante, l’onde de´ferle alors dans un de´lais
de 0,25T . Cette e´tude montre que le crite`re cine´matique utilise´ pour de´finir le crite`re de
Stokes et de Miche (1944) (Eq. 2.2) est pertinent dans la mesure ou` l’on remplace la
vitesse de phase par la vitesse de groupe. Melville (1982) montre qu’un train d’ondes
de cambrure le´ge`rement infe´rieure a` 0,3, devient instable par instabilite´ de Benjamin-Feir
qui conduit ensuite au de´ferlement. Pour des cambrures plus grandes, des instabilite´s 3D
apparaissent et dominent (Yuen and Lake (1980), Su et al. (1982), McLean et al. (1981)).
Banner and Peregrine (1993) font aussi re´fe´rence aux instabilite´s de Rayleigh-Taylor
qui peuvent conduirent les ondes a` de´ferler.
Les interactions des ondes avec le vent sont aussi une cause du de´ferlement. Diffe´rents
me´canismes sont possibles. Tout d’abord, le vent agit comme une source de quantite´ de
mouvement qui nourrit l’onde en e´nergie et la fait croˆıtre en amplitude. Une autre action
peut eˆtre le cisaillement local de la creˆte par l’air qui peut engendrer le de´ferlement. Ces
me´canismes restent jusqu’a` pre´sent peu quantifie´s (Melville (1996)).
Le processus de de´ferlement engendre des changements importants dans les parame`tres
ge´ome´triques de l’onde avant de de´ferler. Les crite`res de de´ferlement e´tablis expe´rimen-
talement, donnant des cambrures critiques, de´pendent de l’instant choisi pour estimer la
cambrure. Melville and Rapp (1988) montrent (Fig. 2.3) que l’onde non-de´ferlante qui
suit une onde de´ferlante pre´sente une cambrure plus grande que celle de l’onde de´ferlante.
Ils soulignent donc le danger d’utiliser les observations du de´ferlement a` un instant donne´
de son e´volution pour en de´duire des crite`res de de´ferlement, sans avoir caracte´rise´ sa
dynamique.
Finalement, l’e´tude des crite`res de de´ferlement reste un champ d’investigations ouvert.
Il ne serait pas surprenant que les crite`res de de´ferlement ne de´pendent pas uniquement des
e´chelles ge´ome´triques des ondes, comme le souligne Melville and Rapp (1988), mais aussi
des e´chelles de vitesses et d’un nombre de Reynolds local. Dans notre e´tude parame´trique
ou` la cambrure et le nombre de Reynolds varient, nous nous inte´resserons a` la de´pendance
des crite`res de de´ferlement en fonction de ces parame`tres.
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Fig. 2.3 – Exemple de de´placement de la surface libre et de la vitesse pour des ondes de´ferlantes suivies
par un train d’ondes non-de´ferlantes (Melville and Rapp (1988)). −− : de´placement de la surface libre
η ; − : vitesse horizontale.
2.4 Les diffe´rents types de de´ferlement
2.4.1 De´finition des de´ferlements plongeant et glissant
Il existe diffe´rentes classifications du de´ferlement relie´es a` des comportements carac-
te´ristiques de la dynamique.
L’e´tude bien connue de Galvin (1968) a permis de classifier les types de de´ferlement
(Fig. 2.4). Les principaux de´ferlements observe´s sont :
– le de´ferlement plongeant : un jet est e´jecte´ du haut de la creˆte, e´voluant dans un
mouvement de renversement pour impacter sur la surface a` l’avant de la creˆte ;
– le de´ferlement glissant : un me´lange d’air et d’eau se de´veloppe sur la face avant de
la creˆte.
Ces types de de´ferlement sont reporte´s sur la figure 2.4.
2.4.2 Transition entre le de´ferlement plongeant et glissant
Il est important pour la mode´lisation de la dissipation d’e´nergie de diffe´rencier le type
de de´ferlement et de le caracte´riser en fonction des parame`tres du proble`me.
Galvin (1969) montre a` partir des mesures empiriques de Galvin (1968) que les
transitions entre types de de´ferlement suivent la loi (Fig. 2.5) :
Hb
H0
= α
(
Hb
λ0
)− 1
2
(2.6)
ou` α = 0, 2 pour une transition glissant/plongeant (Fig. 2.5).
Lee and Heo (2005) re´alisent des simulations de de´ferlement d’ondes de Stokes sur des
plages a` pente constante (1/5, 1/10, 1/30) avec une me´thode re´solvant les e´quations de
13
14 LE DEFERLEMENT DES ONDES DE SURFACE
Fig. 2.4 – Les types de de´ferlement (Galvin (1968)). (a) de´ferlement glissant et (b) de´ferlement
plongeant.
Fig. 2.5 – De´pendance du type de de´ferlement avec la cambrure et l’indice de de´ferlement (Galvin
(1969)). − : transitions entre les types de de´ferlement (Eq. 2.6) ; −− : crite`re e´quivalent a` l’e´quation 2.6
pour les ondes solitaires.
Navier-Stokes. Ils montrent un bon accord entre la transition glissant/plongeant et celle
de Galvin (1968). Lee and Heo (2005) montrent nume´riquement un bon accord avec
l’e´quation (2.6).
Grilli et al. (1997) s’inte´ressent a` la transition entre les types de de´ferlement pour
des ondes solitaires de´ferlant sur des plages (m ∈ [1/100; 1/8]). Ils montrent qu’un para-
14
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Fig. 2.6 – Evolution sche´matique du de´ferlement glissant pour de faibles (a` gauche) et de forts (a`
droite) effets capillaires (Duncan (2001)).
me`tre de cambrure fonction de la pente de la plage m : S0(m) = 1, 521m/
√
H0/d0 est
caracte´ristique du type de de´ferlement. Ils observent des de´ferlements plongeants pour
S0 ∈ [0, 025; 0, 3] et des de´ferlements glissants pour S0 < 0, 025, la transition entre ces
deux types de de´ferlement ayant lieu pour S0 = 0, 025.
A notre connaissance, aucun crite`re e´quivalent n’a e´te´ mis en e´vidence pour distinguer
les types de de´ferlement en milieu profond.
Comme pour les crite`res de de´ferlement, il est probable que d’autres parame`tres comme
le nombre de Reynolds aient une influence sur ces transitions. Nous nous inte´resserons a`
cette de´pendance dans notre e´tude, en fonction de la cambrure et du nombre de Reynolds.
La dynamique de la surface libre des de´ferlements glissant et plongeant est diffe´rente
et ne´cessite d’eˆtre pre´cise´e dans les deux cas. Nous pre´sentons dans cette partie a` la
dynamique de ces deux types de de´ferlement, en terme de champs de vitesse et de vorticite´
ge´ne´re´e pendant le de´ferlement.
2.5 Les de´ferlements glissants
Duncan (2001) distingue deux initiations du de´ferlement glissant (Fig. 2.6). La pre-
mie`re correspond au cas ou` les effets capillaires sont faibles devant les effets de gravite´
(ondes longues). Un jet de petite taille est e´jecte´ de la creˆte et apre`s son impact, une
re´gion de me´lange turbulent d’eau et d’air se forme en surface. La seconde correspond
aux cas ou` les effets capillaires dominent. Un gonflement a` l’avant de la creˆte remplace la
formation du jet, des ondes capillaires peuvent apparaˆıtre au bout de cette zone gonfle´e
et former un motif re´gulier (Fig. 2.6). Le syste`me forme´ par la zone de gonflement et le
train d’ondes capillaires se de´stabilise et forme une re´gion de me´lange d’eau et d’air a` la
surface, comme dans le premier cas.
En tenant compte de l’observation de Duncan (2001), nous distinguerons la phase
d’initiation du de´ferlement glissant de la phase que nous nommerons e´tablie, a` partir de
laquelle le comportement du de´ferlement glissant est similaire. En comple´ment, Perlin and
Schultz (2000) proposent un passage en revue des e´tudes de la ge´ne´ration de vorticite´
par les ondes capillaires.
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2.5.1 Phase initiale d’un de´ferlement glissant
Le rapport entre la longueur d’onde et l’e´chelle de longueur capillaire est un parame`tre
de´terminant dans la phase initiale de de´veloppement du de´ferlement glissant. Ce rapport
est caracte´rise´ par le nombre de Bond B = ρgλ2/σ avec ρ la densite´ de l’eau, g l’acce´le´ra-
tion gravitationelle, σ la tension de surface et λ la longueur d’onde. Le second parame`tre
ge´ne´ralement conside´re´ est la cambrure de l’onde  = ak, ou` a repre´sente l’amplitude de
l’onde et k le nombre d’onde.
2.5.1.1 Ondes longues de gravite´
Longuet-Higgins and Cokelet (1976) ont re´alise´ les premie`res simulations du de´fer-
lement d’une onde de Stokes ( = 0, 4) avec une me´thode potentielle, sans tension de
surface. Le de´ferlement observe´ de´bute par l’e´jection d’un petit jet au sommet de l’onde.
En s’appuyant sur des observations expe´rimentales, les auteurs e´mettent l’hypothe`se que
la phase initiale du de´ferlement glissant peut eˆtre comparable a` celle du de´ferlement plon-
geant, avec cependant, une taille du jet e´jecte´ plus petite.
New et al. (1985) explorent avec une approche potentielle sans tension de surface,
la taille et la forme des jets e´jecte´s pour le de´ferlement d’ondes de Stokes de cambrure
 ∈ [0, 19; 0, 34]. Il montrent que la taille des jets augmente avec la cambrure, i.e. a`
amplitude fixe´e, elle de´croˆıt si la longueur d’onde augmente. Ils montrent que la forme des
jets obtenue est identique lorsqu’ils sont normalise´s par leur longueur. Ces observations
sont cohe´rentes avec l’ide´e que la phase initiale d’un de´ferlement glissant peut eˆtre vue
comme celle d’un de´ferlement plongeant.
Christensen and Deigaard (2001) re´alisent des simulations d’ondes solitaires de´ferlant
sur une plage utilisant les e´quations de Navier-Stokes (m = 1/20, 0 = 0, 09 e´quivalente
en milieu profond) (Fig. 2.7). L’interface est suivie par la me´thode des marqueurs et un
mode`le de sous-maille de type Smagorinsky est utilise´ pour prendre en compte l’effet
dissipatif de la turbulence. Ils montent aussi la formation d’un petit jet et l’e´volution
de ce type de de´ferlement glissant. Ils confirment l’existence de ce type d’initiation du
de´ferlement glissant en indiquant qu’il correspond au type glissant dans la de´finition de
Galvin (1968) (Fig. 2.5).
2.5.1.2 Roˆle de la tension de surface
Song and Sirviente (2004), par une me´thode de type Volume Of Fluid (VOF) avec
reconstruction d’interface, s’inte´ressent a` l’effet de la tension de surface sur la phase initiale
du de´ferlement d’une onde de Stokes de grande cambrure  = 0, 55. Les auteurs font varier
le nombre de Bond B = ρgλ2/σ ∈ [1, 5 103; 2, 3 104], les autres nombres adimensionnels
e´tant constants. Ils montrent (Fig. 2.8) qu’un large jet se de´veloppe pour le plus grand
nombre de Bond, caracte´ristique du de´ferlement plongeant. Lorsque les effets capillaires
augmentent (ou la longueur d’onde diminue), le jet se transforme en une zone gonfle´e au
bout de laquelle apparaissent des ondes capillaires. Song and Sirviente (2004) retrouvent
le re´gime domine´ par les effets capillaires, de´crit par Duncan (2001) (Fig. 2.6). Ce re´sultat
laisse penser qu’un nombre de Bond interme´diaire permettrait de retrouver le de´ferlement
glissant domine´ par la gravite´, propose´ par Duncan (2001).
Le re´sultat de Song and Sirviente (2004) est en accord avec les travaux de Ceniceros
and Hou (1999) qui utilisent une me´thode BIEM. Ceniceros and Hou (1999) montrent
des de´ferlements d’ondes de Stokes pour diffe´rentes longueurs d’ondes correspondant a`
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Fig. 2.7 – Phase initiale du de´veloppement d’un de´ferlement glissant (Christensen and Deigaard
(2001)).
une gamme de nombre de Bond B ∈ [14; 3 105] ( = 0, 1). Ils montrent en particulier qu’a`
partir de B = 8 104, un petit jet est forme´ et un syste`me d’ondes capillaires peut eˆtre
observe´ pre`s de l’extre´mite´ du jet. Perlin et al. (1996) trouvent expe´rimentalement des
structures d’ondes capillaires pour des longueurs d’ondes de 0,8 m.
Les deux types d’initialisation du de´ferlement glissant montre´s par Duncan (2001)
ne sont ge´ne´ralement pas distingue´s dans la litte´rature, et la longueur des ondes est
le seul indicateur donne´ (Fig. 2.9). Des efforts pour caracte´riser l’effet de la cambrure
dans ces re´gimes seraient ne´cessaires. Dans le cadre de notre e´tude, la tension de surface
17
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Fig. 2.8 – Se´quences temporelles d’e´volution de la surface libre pour des ondes de Stokes de´ferlantes
et trois valeurs du nombre de Bond B. (Re(λ, c) = cλ/νL = 2, 2 103 : le nombre de Reynolds, avec c la
ce´le´rite´, λ la longueur d’onde et νL la viscosite´ cine´matique du liquide ; ρ = 3, 57 le rapport de densite´
entre le liquide et le gaz ; μ = 2 le rapport de viscosite´ dynamique entre le liquide et le gaz ;  = ak = 0, 55
la cambrure initiale de l’onde avec a son amplitude et k = 2π/λ le nombre d’onde). τ = tc/λ : temps
adimensionnel (Song and Sirviente (2004)).
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est ne´glige´e, on se place donc dans le cadre de la dominance de la gravite´. Le second
re´gime dans lequel les effets capillaires dominent, est donc de´veloppe´ succinctement. Nous
renvoyons le lecteur a` la revue de Duncan (1981) pour plus de de´tails.
Fig. 2.9 – Illustration de l’effet de la tension de surface (σ = 0, 072 Nm−1) pour diffe´rentes longueurs
d’ondes (Duncan (2001)).
2.5.1.3 Ondes courtes de gravite´-capillarite´
La seconde phase d’initiation du de´ferlement glissant quand les effets capillaires sont
forts (Duncan (2001)) (Fig. 2.6) est assez bien de´crite dans la litte´rature.
Duncan et al. (1999) montrent une e´volution temporelle de la surface libre obtenue
expe´rimentalement pendant la phase d’initiation du de´ferlement glissant, pour des ondes
de tre`s petites longueurs d’ondes ( = ak ∈ [0, 15; 0, 16], B = ρgλ2/σ ∈ [8 104; 1, 9 105],
Re(λ, c) = λc/ν ∈ [6, 5 105; 1, 2 106]) (Fig. 2.10). Le de´ferlement de´bute par la formation
d’une re´gion bombe´e au sommet de la creˆte, qui croˆıt en taille pendant que des ondes
capillaires apparaissent au bout de cette re´gion. Ensuite, le syste`me forme´ par la re´gion
gonfle´e et les ondes capillaires se de´stabilise pour former une re´gion de me´lange en surface,
caracte´ristique des de´ferlements glissants. Un certain nombre d’expe´riences relatent cette
meˆme e´volution temporelle (Dabiri and Gharib (1997), Lin and Rockwell (1995), Qiao
and Duncan (2001), Kamran Siddiqui et al. (2001)).
Duncan (1981) indique que l’altitude du bout de la re´gion de gonflement avant le
de´but de son glissement sur la surface libre, serait caracte´ristique de l’e´nergie qui sera
dissipe´e par le de´ferlement. C’est certainement associe´ a` la quantite´ d’air entraˆıne´e par la
suite, qui serait supe´rieure quand le gonflement se situe plus pre`s du sommet de la creˆte.
Duncan et al. (1999) montrent que lorsque le bout de la re´gion de gonflement se
met en mouvement, il acce´le`re tout d’abord pour atteindre ensuite une vitesse constante,
fonction de la ce´le´rite´ de l’onde. La taille caracte´ristique de la re´gion de gonflement et des
ondes capillaires reste inde´pendante de la fre´quence de l’onde et de´pend de la longueur
capillaire.
Qiao and Duncan (2001) montrent des champs de vitesse et de vorticite´ expe´rimentaux
pendant la phase initiale du de´ferlement glissant (Fig. 2.11). Pendant le de´veloppement
de la re´gion de gonflement, le maximum de vitesse horizontale augmente et atteint une
valeur proche de la ce´le´rite´ de l’onde lorsque la re´gion de gonflement se met en mouvement.
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(a) De´but de formation de la re´gion
de gonflement
(b) Syste`me re´gion de gonflement et
ondes capillaires forme´
(c) Avant la phase de mouvement de
la re´gion de gonflement
(d) Pendant la phase de mouvement
de la re´gion de gonflement
(e) Ridules apparaissant sur la re´gion
de gonflement
(f) Formation de la re´gion de me´lange
en surface
Fig. 2.10 – Ombroscopie de creˆtes de´ferlantes (Duncan et al. (1999))
Ce maximum est situe´ au milieu de la re´gion de gonflement et a` proximite´ de la surface
libre. De la vorticite´ apparaˆıt alors au bout de la re´gion de gonflement. Le processus de
de´ferlement continue et la re´gion de vorticite´ s’e´tend jusqu’a` la creˆte. Lin and Rockwell
(1995) montrent le meˆme type de comportement.
Duncan (2001) indique que la pre´sence de vorticite´ apre`s la re´gion de gonflement (Qiao
and Duncan (2001)) est certainement le re´sultat d’une se´paration de l’e´coulement. En
aval du bout de la re´gion de gonflement, les particules fluides proches de la surface libre
ne peuvent remonter vers le bout du gonflement, car elles y sont contraintes par de forts
effets capillaires lie´s a` la courbure locale. Elles se mettent donc en rotation. Ce re´sultat
est en accord avec l’e´tude de Fedorov and Melville (1998) qui trouvent une acce´le´ration
centripe`te de 140 g au bout de la re´gion de me´lange. Selon Duncan (2001), les ondes
capillaires sont donc une manifestation de tourbillons sous la surface libre, ge´ne´re´s dans la
couche limite de cisaillement dans l’eau. Longuet-Higgins (1994) montre the´oriquement
que la couche de cisaillement est ge´ne´re´e par les ondes capillaires, en opposition a` l’ide´e
de Duncan (2001).
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(a)
(b)
(c)
Fig. 2.11 – Champs de vecteur vitesse dans le repe`re en mouvement avec la creˆte (Qiao and Duncan
(2001)).  : vitesse horizontale maximale ;  : vitesse horizontale minimale.
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2.5.2 La re´gion de me´lange du de´ferlement glissant
Il est ne´cessaire de mieux comprendre la dynamique de la re´gion de me´lange pour
pouvoir re´aliser des mode`les de dissipation par le de´ferlement glissant. L’organisation des
champs de vitesse et de la vorticite´ dans la re´gion de me´lange permet de de´terminer si la
re´gion de me´lange peut eˆtre conside´re´e comme une re´gion inde´pendante de l’e´coulement de
l’onde et comment cette re´gion agit sur le reste de l’e´coulement. Nous pre´sentons ensuite
quelques mode`les de de´ferlement glissant.
2.5.2.1 Dynamique de la re´gion de me´lange
Un certain nombre d’e´tudes s’inte´ressent a` la phase e´tablie du de´ferlement glissant.
Cette re´gion est qualifie´e d’e´tablie dans le sens ou` une re´gion de me´lange de grande e´chelle
est apparue apre`s de´sinte´gration de la zone de gonflement et des ondes capillaires, ou apre`s
l’impact du petit jet issu de la creˆte.
Lin and Rockwell (1994), (1995) pre´sentent des mesures de champs instantane´s dans
la re´gion de me´lange e´tablie d’un de´ferlement glissant (Fig. 2.12). L’observation des vi-
tesses instantane´es indique que la re´gion de me´lange est se´pare´e du reste de l’e´coulement.
Cette se´paration de´bute au bout de la re´gion de me´lange a` l’avant de la creˆte et elle est
caracte´rise´e par un ensemble de petits tourbillons cohe´rents. Les auteurs indiquent que le
champ de vitesse inte´gre´ temporellement montre un mouvement de recirculation dans la
zone supe´rieure.
Fig. 2.12 – Champs instantane´s d’un e´coulement stationnaire pleinement de´veloppe´ d’un de´ferlement
glissant (Lin and Rockwell (1994)). (a) champ de vitesse dans le repe`re fixe, (b) champ de vitesse dans
le repe`re de l’onde et (c)iso-contours de vorticite´. Vorticite´ minimum : 40 s−1, incre´ment de vorticite´ 40
s−1.
Dabiri and Gharib (1997) re´alisent des mesures de champs instantane´s pour examiner
les sources de vorticite´ au bout de la re´gion de me´lange. Ils montrent que le me´canisme
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contribuant au flux de vorticite´ au bout de la re´gion de me´lange est associe´ a` la de´ce´le´ration
dans le fluide a` l’avant de cette re´gion (fig. 2.13), il s’agit donc d’un me´canisme visqueux.
Fig. 2.13 – Diagramme repre´sentant le processus de flux de vorticite´ dans l’e´coulement forme´ par un
de´ferlement glissant (Dabiri and Gharib (1997)).
Svendsen et al. (2000) montrent des profils verticaux de tensions de Reynolds a` diffe´-
rentes abscisses dans un ressaut hydraulique. Un maximum dans les tensions de Reynolds
est observe´ a` proximite´ de la se´pation entre l’e´coulement et le ressaut. Les auteurs de´-
finissent alors la se´paration de l’e´coulement comme l’ordonne´e a` laquelle le de´bit moyen
d’eau a` travers une section verticale est identique au de´bit d’eau dans le canal. Dans ses
expe´riences de de´ferlement glissant, Duncan (1981) (1983) de´termine une ligne de se´para-
tion entre l’e´coulement de l’onde et la re´gion de me´lange, comme s’il s’agissait d’une ligne
de courant. Svendsen et al. (2000) montrent que la ligne de se´paration dans le mode`le de
Duncan (1981) correspond a` celle qu’il a de´fini a` partir d’un ressaut hydraulique. Cela
indique que le de´ferlement glissant peut eˆtre mode´lise´ par un ressaut hydraulique. Dabiri
and Gharib (1997) montrent aussi que la re´gion de me´lange peut eˆtre mode´lise´e par un
ressaut hydraulique.
Battjes and Sakai (1981) mesurent expe´rimentalement la vitesse moyenne, les inten-
site´s turbulentes et l’e´paisseur du sillage a` l’arrie`re de l’onde de´ferlante. Ils montrent que
l’e´coulement ge´ne´re´ pre´sente les proprie´te´s d’un sillage turbulent.
Peu d’e´tudes nume´riques ont e´te´ mene´es pour la caracte´risation de la re´gion de me´-
lange dans un de´ferlement glissant et les quelques travaux pre´sente´s ont ge´ne´ralement
pour objectif la validation de la me´thode nume´rique utilise´e. On notera les travaux de
Christensen and Deigaard (2001) qui montrent nume´riquement que la turbulence est
ge´ne´re´e par une se´rie de petits tourbillons dans la couche limite de cisaillement sous la
re´gion de me´lange (Fig. 2.14).
2.5.2.2 Mode`les de de´ferlement glissant
Nous pre´sentons a` pre´sent les mode`les mis en oeuvre pour repre´senter la dynamique
d’un de´ferlement glissant. Les mode`les destine´s a` l’e´tude de la dissipation d’e´nergie par le
de´ferlement seront de´taille´s dans la section 2.7 de ce chapitre consacre´e aux e´tudes de la
dissipation d’e´nergie par le de´ferlement.
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Fig. 2.14 – Champs de vitesse et iso-contours d’e´nergie cine´tique turbulente dans un de´ferlement
glissant : 5 10−3, 1,5 10−3 et 2,5 10−3 m2 s−1(Christensen and Deigaard (2001)).
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Longuet-Higgins and Turner (1974) proposent un mode`le dans lequel la re´gion de
me´lange associe´e au de´ferlement glissant est ide´alise´e par un courant de surface. La re´gion
de me´lange s’e´tend a` l’avant de la creˆte avec a` son extre´mite´ une re´gion de recirculation
(Fig. 2.15). Le mode`le prend en compte l’entraˆınement d’air a` la limite supe´rieure de
la re´gion de me´lange et l’injection d’eau a` la limite infe´rieure en contact avec l’onde. Il
pre´dit que le fluide de la re´gion de me´lange se de´place le long de la surface libre avec une
acce´le´ration constante et que l’e´paisseur de la re´gion de me´lange croˆıt line´airement avec
la distance a` la creˆte. La densite´ de la re´gion de me´lange de´croˆıt quand la cambrure de la
face avant de l’onde croˆıt, donc pour des cambrures supe´rieures a` 34,5 degre´s, les ondes
peuvent de´ferler sans entraˆınement d’air.
(a) Parame`tres du proble`me
(b) Se´nario du mouvement de la re´gion de
me´lange turbulente ae´re´e
Fig. 2.15 – Sce´nario d’un de´ferlement glissant utilise´ dans le mode`le de Longuet-Higgins and Turner
(1974).
Le mode`le de Longuet-Higgins and Turner (1974) pre´dit une acce´le´ration constante
dans le temps du bout de la re´gion de me´lange. Ce re´sultat est en de´saccord avec les
observations expe´rimentales de Duncan et al. (1994) qui montrent une bre`ve acce´le´ration
suivie d’une propagation a` vitesse constante.
En utilisant les observations de diminution de la quantite´ de mouvement dans le sillage
des ondes de´ferlantes (Duncan (1981)), Cointe and Tulin (1994) pre´sentent une the´orie
pour les de´ferlements glissants stationnaires. Il sagit d’un de´ferlement derrie`re un obstacle
fixe. Ils montrent que la traˆıne´e associe´e au de´ferlement est fonction de la hauteur de la
re´gion de me´lange au carre´, elle-meˆme fonction line´aire de´croissante de l’amplitude du
train d’ondes.
Les re´sultats de Cointe and Tulin (1994) sont exprime´s en terme de traˆıne´e totale,
c’est-a`-dire de la somme de la traˆıne´e associe´e a` la re´gion de de´ferlement et a` celle du
train d’ondes a` l’arrie`re. Ils retrouvent the´oriquement les re´sultats de Duncan (1981).
Ils montrent que pour de faibles traˆıne´es totales, le syste`me ne peut exister sous forme
de´ferlante. Lorsque la traˆıne´e augmente, trois e´tats peuvent exister : un e´tat non-de´ferlant,
un e´tat de´ferlant dans lequel le rouleau de de´ferlement est grand et l’amplitude du train
d’ondes est petite, et un troisie`me e´tat dans lequel le rouleau est petit et l’amplitude de
train d’ondes grande. Cointe and Tulin (1994) soulignent que des expe´riences doivent eˆtre
mene´es pour parame´triser le coefficient moyen de friction entre la re´gion de me´lange et le
reste de l’e´coulement.
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La re´gion de me´lange d’un de´ferlement est ge´ne´ralement vue comme se´pare´e du reste de
l’e´coulement, avec une limite souvent admise : une ligne de courant se´parant l’e´coulement
de l’onde (Fig. 2.16).
(a) Vision traditionnelle du rouleau de de´-
ferlement
(b) Vision comme une re´gion turbulente
Fig. 2.16 – De´ferlement glissant (dans Peregrine (1983)).
Peregrine and Svendsen (1978) montrent les deux fac¸ons de voir le de´ferlement glissant
(Fig. 2.16). Ils sugge`rent que les mode`les de de´ferlement glissant pourraient eˆtre ame´liore´s
en conside´rant la totalite´ de la re´gion turbulente plutoˆt que le mode`le simple de rouleau
(Fig. 2.16).
2.6 Le de´ferlement plongeant
Cette partie du document a pour vocation de de´crire les avance´es dans la compre´hen-
sion des me´canismes mis en jeu dans le de´ferlement plongeant, par les e´tudes consacre´es
au de´tail de la dynamique de ces de´ferlements et les conditions hydrodynamiques locales
qu’ils engendrent. Nous tenterons de respecter la chronologie en trois e´tapes de´crite par
Bonmarin (1989).
Bonmarin (1989) de´crit avec pre´cision des de´ferlements plongeants plus ou moins dis-
sipatifs, observe´s dans des expe´riences en canal a` houle et met en e´vidence des phases
caracte´ristiques d’e´volution. Sche´matiquement, le de´ferlement plongeant peut eˆtre de´crit
par trois e´tapes successives, reproduites sche´matiquement sur la figure 2.17. (i) La pre-
mie`re correspond au de´veloppement initial. A l’instant de de´ferlement, la creˆte de l’onde
s’est de´forme´e et forme un front vertical. Un jet est e´jecte´ du sommet de la creˆte et e´vo-
lue en un mouvement caracte´ristique de renversement. (ii) La seconde e´tape commence a`
l’impact du jet a` l’avant de l’onde. Lorsque le jet rencontre la surface libre a` l’avant de la
creˆte de l’onde, une quantite´ non-ne´gligeable d’air est entraˆıne´e dans l’eau. Un jet secon-
daire se forme a` l’endroit de l’impact. Ce jet secondaire croˆıt en taille et effectue a` son
tour un mouvement de renversement. A ce stade deux types d’e´volutions sont possibles,
certainement de´pendantes de la vitesse d’impact et de la taille des jets qui impactent. Soit
des cycles de jets secondaires sont observe´s. Soit l’e´coulement devient complexe avec de
forts mouvements turbulents de me´lange entre eau et air. (iii) Enfin, la troisie`me e´tape
du de´ferlement de´crit la de´ge´ne´rescence de l’onde initiale.
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Fig. 2.17 – Sce´narios de de´formation de la surface libre caracte´ristiques d’un de´ferlement plongeant
de´crivant les trois e´tapes successives du de´ferlement plongeant.
2.6.1 Phase initiale
2.6.1.1 Dynamique
Les mouvements de renversement semblent vraiment similaires pour tous les de´ferle-
ments plongeants, peu importe leur e´chelle (Peregrine (1983)). Peregrine (1983) sugge`re
qu’il doit y avoir des similarite´s dans les solutions permettant la descrition locale du mou-
vement de renversement. En se basant sur cette observation, des mode`les the´oriques ont
e´te´ de´veloppe´s pour de´crire la boucle forme´e par le dessous du jet e´jecte´ et la surface libre
en dessous non-perturbe´e.
Longuet-Higgins (1982) pre´sente une solution mathe´matique analytique caracte´rise´e
par une forme d’hyperbole rotative ayant des asymptotes formant un petit angle (Fig.
2.18). L’e´coulement pre`s de l’extre´mite´ du jet a aussi e´te´ de´crit. Longuet-Higgins (1980)
(1983) propose aussi un mode`le de´crivant la formation du jet de liquide e´jecte´ du haut de
la creˆte de l’onde.
New (1983) montre que le tube forme´ par le jet est bien repre´sente´ par une ellipse
ayant un ratio de
√
3 entre les axes. Des comparaisons avec des profils expe´rimentaux
obtenus avec des vide´os montrent un bon accord entre l’ellipse et la surface libre pendant
l’ensemble du mouvement de renversement.
Greenhow (1983) ame´liore ces mode`les en proposant une solution combinant le mode`le
d’ellipse de New (1983) et le mode`le de formation du jet de Longuet-Higgins (1982). La
solution permet de de´crire la face avant de l’onde, la boucle forme´e par le jet et le dos de
l’onde a` proximite´ de la creˆte de fac¸on tre`s re´aliste.
Ces mode`les ont ame´liore´ la description de la premie`re phase du de´ferlement plongeant
mais ne de´crivent qu’une partie du profil de surface libre de l’onde, pas la re´gion de
de´ferlement dans son ensemble.
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Fig. 2.18 – Solution P3 de Longuet-Higgins (1982) superpose´e sur une image de de´ferlement plongeant
(Peregrine (1983)).
.
Fig. 2.19 – Tubes de de´ferlements interpole´s par des ellipses de ratio
√
3 (New (1983)).
Peregrine et al. (1980) montrent trois re´gions caracte´ristiques pendant le mouvement
de renversement (Fig. 2.20). On peut remarquer que ces re´gions existent pendant la phase
de raidissement de l’onde avant que la face avant ne devienne verticale et pendant la phase
de renversement.
Une re´gion de forte vitesse (i) de´passant la ce´le´rite´ de l’onde est situe´e dans le haut
de la creˆte et dans le jet. Une estimation de la vitesse montre des valeurs supe´rieures a`
trois fois la ce´le´rite´ de l’onde. On note cependant que le calcul de cette vitesse se fait a`
partir des profils de surface libre et ne prend pas en compte l’acce´le´ration du jet pendant
sa chute. Cette mesure s’ave`rera largement surestime´e.
La seconde re´gion (ii) sur la face avant de l’onde, sous le haut de la creˆte est soumise a`
une forte acce´le´ration de´passant celle de la gravite´. Meˆme si l’existence de cette re´gion reste
inexplique´e, Peregrine et al. (1980) indiquent que des acce´le´rations spectaculaires sont
ne´cessaires pour acce´le´rer les particules d’eau proches de la surface pour les e´jecter de la
creˆte. Les re´sultats nume´riques de Peregrine et al. (1980) indiquent que ces acce´le´rations
peuvent de´passer cinq fois l’acce´le´ration gravitationnelle pendant le renversement.
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La troisie`me re´gion (iii) est beaucoup plus vaste et recouvre, a` partir de la creˆte,
l’arrie`re de l’onde. Cette zone posse`de de tre`s faibles valeurs d’acce´le´ration.
Fig. 2.20 – sche´ma des trois re´gions significatives pendant le raidissement d’une onde (Peregrine et al.
(1980)).
De nombreuses autres e´tudes nume´riques ont confirme´ l’existence de ces re´gions (Ya-
suda et al. (1997), Chen et al. (1999), Guignardet al. (2001), . . . )
Certaines e´tudes expe´rimentales donnent acce`s aux vitesses et acce´le´rations dans le
jet. Pour des cambrures dans une gamme de 0,4 a` 0,46, Grue and Jensen (2006) trouvent
des vitesses horizontales maximales dans le jet toujours infe´rieures a` c la ce´le´rite´ des ondes
mais du meˆme ordre de grandeur. Ces maxima de vitesse sont localise´s dans une petite
re´gion a` la base du jet. Pour des cambrures le´ge`rement plus faibles  ∈ [0, 28; 0, 3], Baldock
et al. (1996) mesurent des vitesses maximales valant 40% de c et pour la meˆme gamme
de parame`tres, Skyner (1996) montre des vitesses maximales de 1,14 c. Grue and Jensen
(2006) associent la dispersion dans ces mesures a` une influence du fond qui varie selon
les expe´riences, meˆme conside´re´es en milieu profond.
Chanson and Jaw-Fang (1997) s’inte´ressent aux caracte´ristiques de jets plongeants
pour le de´ferlement sur une plage dans une gamme de cambrures initiales faibles 0 = 0, 05
a` 0,1 estime´es loin de la plage (Fig. 2.21). La vitesse d’e´jection moyenne sur l’ensemble
des expe´riences est de 4% supe´rieure a` la ce´le´rite´ des ondes. Ils montrent que pour l’en-
semble des expe´riences re´alise´es, l’angle de pe´ne´tration du jet θ varie line´airement avec
la cambrure initiale des ondes et varie entre 20 a` 45 degre´s, avec une valeur moyenne de
31 degre´s. Ce re´sultat est en accord avec les expe´riences mene´es par Melville and Rapp
(1985). Chanson and Jaw-Fang (1997) montrent aussi que la vitesse a` l’impact, ui, peut
eˆtre estime´e a` partir de l’e´quation de la trajectoire d’un jet en chute libre. La vitesse a`
la position d’impact est donc fonction de la vitesse d’e´jection ub, de l’amplitude totale a`
l’e´jection Ab et a` l’impact Ai :
ui =
√
u2b + 2g(Ab − Ai) (2.7)
et l’angle d’impact forme´ avec la verticale :
tan (α + β) =
√
2g(Ab − Ai)
ub
(2.8)
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Fig. 2.21 – Parame`tres d’un de´ferlement plongeant (Chanson and Jaw-Fang (1997)).
Grue and Jensen (2006) observent, pendant le renversement du jet, une acce´le´ration
horizontale de 1,1g sous la base et une acce´le´ration verticale maximale sur la face avant
de l’onde sous le jet de 1,5g. Ils comparent ces valeurs a` celles obtenues pour les cas non-
de´ferlants dans lesquels les acce´le´rations horizontales sont de 0,7g. Chen et al. (1999)
trouvent pour une cambrure plus grande de 0,55, une acce´le´ration maximale pendant le
renversement de 3,25g, associe´e a` la pression exerce´e par l’air sur le bout du jet. En effet,
dans la simulation, la phase gazeuse est plus visqueuse et plus dense que l’air. Les deux
maxima d’acce´le´ration du jet pendant la phase de renversement indique´s par Grue and
Jensen (2006) et Chen et al. (1999), sont en contradiction avec l’estimation de Peregrine
et al. (1980), qui proposaient des valeurs supe´rieures a` 5g.
2.6.1.2 Vorticite´
A l’aide de simulations VOF (code SURFER), Chen et al. (1999) montrent des
contours de vorticite´ adimensionnelle dans la re´gion du jet avant son impact (Fig. 2.22)
( = ak = 0, 55 ; B = ρgλ2/σ = 104 ; Re(λ, c) = λc/ν = 4 103). La vorticite´ ge´ne´re´e a` l’in-
terface est diffuse´e dans l’e´coulement dans une couche limite de surface d’e´paisseur variant
en
√
νt ou` ν est la viscosite´ cine´matique du liquide. Les auteurs indiquent que la courbure
locale de l’interface est responsable de la ge´ne´ration d’une vorticite´ supple´mentaire. La
vorticite´ positive se situe a` la surface libre supe´rieure du jet et au bout du jet (maximum
ωy = 49, 8
√
λ/g) et la vorticite´ ne´gative sous le jet (minimum ωy = −17, 3
√
λ/g), le reste
de l’e´coulement pouvant eˆtre conside´re´ comme irrotationnel (wy ∼ 2
√
λ/g).
Lee and Heo (2005) montrent le meˆme type de distribution de vorticite´ pour un
de´ferlement sur une plage (0 = 0, 1 e´quivalente en milieu profond ; Re(λ, c) = 4 10
5). Les
maxima de vorticite´ en dehors de la couche limite de paroi, sont dans le jet et ont des
valeurs adimensionnelles proches de 6 et -11. L’e´cart peut venir du fait que Lee and Heo
(2005) utilisent des rapports de densite´ et de viscosite´ qui sont ceux existant entre eau et
air, contrairement a` Chen et al. (1999) (ρ = ρL/ρG = 100 ; μ = μL/μG = 2, 5) ; du fait
que la tension de surface ne soit pas prise en compte dans l’e´tude de Lee and Heo (2005),
ceci modifie a` la fois la vitesse tangentielle et la courbure de l’interface dont de´pend la
vorticite´ sur une interface libre.
Song and Sirviente (2004) e´tudient l’effet du rapport de viscosite´ μ ∈ [3, 1, 43] entre
le liquide et le gaz sur la distribution de vorticite´ dans le jet avant impact (Re(λ, c) =
2, 2 103 ;  = 0, 56, B = 8, 8 103). Ils remarquent que lorsque le rapport de viscosite´ entre
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Fig. 2.22 – Iso-contours de vorticite´ adimensionnelle ωy avant l’impact du jet (Chen et al. (1999)). − :
vorticite´ positive ; −− : vorticite´ ne´gative (ωy ∈ [−17, 3; 49, 8] ; Δωy = 3, 7). Adimensionnalisation par :√
λ/g.
fluides augmente, une moindre quantite´ de gaz est entraˆıne´e. Ils indiquent que lorsque le
rapport de viscosite´ augmente, les effets de la tension de surface sont plus importants.
Cependant, les auteurs ne montrent pas comment varient les niveaux de vorticite´ en
fonction de ce rapport. De plus, la gamme de rapport de viscosite´ e´tudie´ est petite et
reste largement infe´rieure au rapport entre eau et air μ = 55.
2.6.2 Phase interme´diaire
2.6.2.1 Me´canisme des cycles de jets secondaires
Bonmarin (1989) montre que les jets secondaires sont ge´ne´re´s aux positions d’impact
des jets et que le jet secondaire peut atteindre et meˆme de´passer l’amplitude de l’onde
originelle.
Une question importante concerne les me´canismes par lesquels sont ge´ne´re´s les jets
secondaires. Peregrine (1983) pre´sente trois sce´narios possibles pour la ge´ne´ration d’un
jet secondaire (Fig. 2.23) :
– le mode (a) : le jet rebondit sur la surface libre ;
– le mode (b) : le jet pe´ne`tre la surface libre, pousse localement l’eau qui est alors
e´jecte´e ;
– le mode (c) : le jet pe´ne`tre en partie, poussant l’eau et participe aussi a` la formation
du jet secondaire.
Peregrine (1983) conjecture que le sce´nario le plus probable est le mode (c).
Abadie et al. (1998) montrent le suivi temporel d’un volume d’eau marque´ (Fig.
2.24) pendant la phase de ge´ne´ration des jets secondaires. Ils observent que le processus
ressemble au mode (b) propose´ par Peregrine (1983), avec un jet secondaire forme´ es-
sentiellement d’eau initialement sous le point d’impact du jet. Ce re´sultat indique qu’en
pe´ne´trant le jet transfe`re une part importante de sa quantite´ de mouvement. La vitesse a`
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Fig. 2.23 – Sce´nario possibles pour la ge´ne´ration de jet secondaire (Peregrine (1983)).
l’impact est supe´rieure a` 2 fois la ce´le´rite´ de l’onde. Lubin (2004) utilise des parame`tres
identiques a` ceux d’Abadie et al. (1998), a` l’exception de la valeur du nombre de Rey-
nolds, qui est de Re(λ, c) = 3, 2 104 pour Lubin (2004) et le´ge`rement infe´rieure mais du
meˆme ordre de grandeur de 104 pour Abadie et al. (1998). Lubin (2004) montre que le
mode (c) serait le me´canisme de formation du jet secondaire en accord avec Peregrine
(1983). Dalrymple and Rogers (2006) confirment ce mode de ge´ne´ration du jet secondaire
en utilisant une me´thode nume´rique diffe´rente.
Fig. 2.24 – Suivi d’un volume de fluide marque´ (noir) durant l’impact (Abadie et al. (1998)).
2.6.2.2 Grandes e´chelles tourbillonnaires
Battjes (1988) re´pertorie les travaux mene´s pour mettre en e´vidence la ge´ne´ration et
l’importance des tourbillons pendant le processus de de´ferlement bathyme´trique.
A l’impact du jet secondaire (Fig. 2.25), Bonmarin (1989) montre qu’un premier
tourbillon apparaˆıt dans la re´gion de l’air entraˆıne´ par le jet. L’e´coulement dans le jet
secondaire est plus complexe et semble se scinder en deux tourbillons. Une partie de
l’e´coulement dans le jet secondaire chute vers l’avant et ge´ne`re un jet tertiaire alors que
l’autre partie chute vers l’arrie`re. Des tourbillons contra-rotatifs apparaissent, sources de
cisaillements importants. Dans un premier temps, le jet secondaire ne semble pas interagir
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avec l’onde initiale. Cependant, Bonmarin (1989) montre que l’occurence du jet secondaire
co¨ıncide avec la de´croissance de la ce´le´rite´ de la creˆte originelle.
Fig. 2.25 – Profils de surface libre caracte´ristiques d’un de´ferlement plongeant (Bonmarin (1989)).
Un grand nombre d’e´tudes nume´riques ont e´te´ mene´es pour caracte´riser l’organisation
des tourbillons cohe´rents de grande e´chelle ge´ne´re´s pendant les cycles de jets secondaires.
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Sakai et al. (1986) montrent l’existence de tourbillons co-rotatifs autour de l’air entraˆıne´
(Fig. 2.26). La dynamique observe´e est moins complexe que dans les expe´riences de Bon-
marin (1989), d’ou` une terminologie diffe´rente pour de´crire les tourbillons.
Fig. 2.26 – Tourbillons co-rotatifs dans une simulation 2D (Sakai et al. (1986)).
Lubin et al. (2006) montrent deux types de de´veloppement des tourbillons : co-rotatifs
et contra-rotatifs (Fig. 2.27). Ils observent que les tourbillons s’organisent autour de l’air
entraˆıne´. Ils montrent que les tourbillons contra-rotatifs apparaissent quand l’amplitude
(a)
(b)
Fig. 2.27 – Simulation nume´rique 2D de de´ferlement montrant le de´veloppement de tourbillons (a)
co-rotatifs et (b) contra-rotatifs (Lubin et al. (2006)).
des jets secondaires devient plus grande que celle de la creˆte originelle. Dans ce type
d’e´volution, une partie du jet se renverse vers l’arrie`re, comme observe´ par Bonmarin
(1989) et ge´ne`re un tourbillon en entraˆınant de l’air. Ce mode d’entraˆınement de l’air a
e´te´ initialement remarque´ par Bonmarin (1989) (Fig. 2.28).
2.6.2.3 Champs de vorticite´
Takikawa et al. (1997) montrent la distribution de vorticite´ pendant la ge´ne´ration des
jets secondaires obtenue nume´riquement en re´solvant les e´quations de Navier-Stokes (Fig.
2.29). Ils trouvent que le maximum de vorticite´ ge´ne´re´e est de 50 s−1 et se situe dans la
re´gion de cisaillement entre les deux tourbillons co-rotatifs forme´s autour de l’air entraˆıne´.
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Fig. 2.28 – Modes possibles d’entraˆınement de l’air dans un de´ferlement plongeant (Bonmarin (1989)).
Cependant pour ces simulations aucune re´fe´rence de ce´le´rite´, d’amplitude et de longueur
des ondes n’est donne´e et aucune comparaison quantitative ne peut eˆtre faite avec cette
e´tude.
Fig. 2.29 – Iso-contours de vorticite´ pendant la ge´ne´ration des jets secondaires (Takikawa et al. (1997)).
Chen et al. (1999) montrent aussi la distribution de vorticite´ adimensionnelle obtenue
pendant la phase de ge´ne´ration des jets secondaires (Fig. 2.30). La vorticite´ s’organise
autour des poches d’air entraˆıne´es et est associe´e aux tourbillons ge´ne´re´s apre`s impact
du jet et des jets secondaires. Les maxima et les minima de vorticite´ sont de 2 et 5 fois
supe´rieurs a` ceux observe´s avant l’impact du jet (Fig. 2.22).
2.6.2.4 Dynamique tourbillonnaire tridimensionnelle
Zang and Sunamura (1990) examinent les caracte´ristiques et les conditions d’appari-
tion des tourbillons dans le de´ferlement. Ils diffe´rentient deux classes de tourbillons : les
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Fig. 2.30 – Iso-contours de vorticite´ adimensionnelle ωy pendant la ge´ne´ration des jets secondaires
(Chen et al. (1999)). − : vorticite´ positive, −− : vorticite´ ne´gative (ωy ∈ [−85, 2; 88, 1] ; Δωy = 3, 7).
Adimensionnalisation par
√
g/λ.
obliques et les horizontaux. Quatre sous-classes de tourbillons horizontaux sont indenti-
fie´es, en fonction de leur e´volution :
– type A : formation d’un tourbillon horizontal qui se transforme en tourbillon oblique ;
– type B : formation de tourbillons horizontaux qui se de´veloppent en se´quences ;
– type C : formation de tourbillons horizontaux qui disparaissent sur un temps court ;
– type D : formation d’un tourbillon horizontal qui se de´veloppe rapidement en plu-
sieurs tourbillons non-syste´matiques.
Fig. 2.31 – Larges structures tourbillonnaires observe´es pendant et apre`s le de´ferlement (Nadaoka et al.
(1989)).
Nadaoka et al. (1989) montrent une figure re´sumant la dynamique a` grande e´chelle en
zone de de´ferlement (Fig. 2.31). Ils montrent que des tourbillons obliques descendants se
forment a` l’arrie`re de l’onde de´ferlante et sont identiques a` ceux de´crits par Sakai et al.
(1986). Ces structures jouent un roˆle important dans la ge´ne´ration de tension de Reynolds,
affectant la de´formation de l’e´coulement moyen. Lin and Hwung (1992) montrent que les
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interactions entre les jets, les tourbillons et l’air entraˆıne´ soumis a` la pousse´e d’archime`de
controˆlent le devenir des tourbillons.
Plus re´cemment, des simulations tridimensionnelles ont e´te´ re´alise´es. Watanabe and
Saeki (1999) montrent que de larges vitesses late´rales se de´veloppent a` partir de l’impact
du jet et pendant les cycles de jets secondaires. Ils montrent que la vorticite´ se de´veloppe
principalement autour des tubes d’air entraˆıne´s, formant les grandes structures tourbillon-
naires. Christensen and Deigaard (2001) ont e´tudie´ le de´ferlement sur une plage incline´e
Fig. 2.32 – Champs de vitesses montrant un tourbillon obliquement descendant (Christensen and
Deigaard (2001)).
et retrouvent les structures tourbillonnaires de grande e´chelle ge´ne´re´es par les cycles de
jets secondaires. La tridimensionnalite´ des simulations permet aussi de mettre en e´vidence
la pre´sence de tourbillons descendant obliquement a` l’arrie`re de l’onde, pendant le pro-
cessus de ge´ne´ration des jets secondaires (Fig. 2.32). Ce re´sultat est en accord avec les
observations expe´rimentales de Zang and Sunamura (1990).
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2.6.3 Phase finale
La phase finale du de´ferlement est peu de´crite dans la litte´rature. On notera les travaux
de Kamran Siddiqui et al. (2001) et Melvilleet al. (2002) qui montrent qu’une fois que
la phase active du de´ferlement est termine´e, un tourbillon cohe´rent reste pre´sent dans
l’e´coulement et se propage lentement dans le sens de propagation de l’onde, a` une vitesse
infe´rieure a` la ce´le´rite´ de l’onde initiale.
Christensen and Deigaard (2001) montrent qu’apre`s le de´ferlement, un e´coulement
comple`tement turbulent et tridimensionnel se de´veloppe. L’e´nergie cine´tique turbulente
est analyse´e et son ordre de grandeur est identique a` celui trouve´ expe´rimentalement.
Melvilleet al. (2002) montrent expe´rimentalement que la vorticite´, l’e´nergie cine´tique et
les tensions de Reynods de´croissent en t−1, re´sultat en accord avec les re´sultats nume´riques
de Chen et al. (1999).
L’utilisation de mode`les de sous-maille dans les e´tudes nume´riques pour de´crire les
e´chelles de la turbulence s’est aussi beaucoup de´veloppe´e ces dernie`res anne´es. Cependant,
les niveaux de turbulence sont ge´ne´ralement surestime´s, principalement dans les re´gions
de me´lange avec la phase gazeuse comme le montrent les travaux de Lin and Liu (1998)
qui les surestiment de 25 a` 50% par rapport a` Ting and Kirby (1994).
Lubin et al. (2006) re´alisent aussi des simulations tridimensionnelles d’ondes de´fer-
lantes sur des plages. Ils trouvent aussi que de hauts niveaux de turbulence sont ge´ne´re´s a`
proximite´ de la surface libre subissant de fortes de´formations et autour de l’air entraˆıne´.
Par ailleurs, aucun mode`le diphasique de sous-maille n’a e´te´ de´veloppe´ et utilise´ pour
de´crire l’e´tape finale du processus de me´lange. En effet, un tel mode`le est indispensable
pour de´crire l’interaction de petites e´chelles entre la phase disperse´e et la turbulence.
2.7 Dissipation d’e´nergie
Peu d’e´tudes sont consacre´es a` la dissipation d’e´nergie qui joue cependant un roˆle
capital dans le de´ferlement. Dans cette partie, nous exposons les re´sultats concernant la
dissipation lors du de´ferlement ainsi que les me´canismes dissipatifs mis en e´vidence dans
la litte´rature.
2.7.1 Energie perdue par le de´ferlement
Melville and Rapp (1985), Rapp and Melville (1990), Loewen and Melville (1991a)
re´alisent des expe´riences de de´ferlement en canal par focalisation de l’e´nergie des ondes. La
surface libre est mesure´e en deux positions du canal, e´loigne´es de la re´gion de de´ferlement.
La premie`re mesure est re´alise´e avant la re´gion de de´ferlement (de´but du canal) et la
seconde a` une abscisse apre`s la re´gion de de´ferlement (fin du canal). Ils introduisent la
dissipation dite ”fractionnelle”. En remarquant que la variance de la position moyenne de
la surface libre η2 :
η2(x) =
1
T
∫ T
0
η2(x, t) dt (2.9)
est proportionnelle a` la densite´ d’e´nergie locale a` une abscisse donne´e E :
E(x) = ρgη2(x) (2.10)
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La dissipation fractionnelle repre´sente la perte d’e´nergie entre l’e´nergie mesure´e a` une
abscisse au de´but du canal (indice 0) et l’e´nergie mesure´e a` une abscisse a` la fin du canal
(indice f), la re´gion de de´ferlement se situant entre ces deux points de mesure :
Dfrt =
E0 −Ef
E0
=
η20 − η2f
η20
(2.11)
Rapp and Melville (1990) montrent expe´rimentalement que l’e´nergie perdue par un
groupe d’ondes a` cause d’un de´ferlement glissant est de l’ordre de 10% ( ∈ [0, 28; 0, 32] ;
Re(λ, c) ∈ [7 105; 4 106]) et que pour un de´ferlement plongeant, elle varie entre 25 et 30%
( ∈ [0, 35; 0, 41] ; Re(λ, c) ∈ [7 105; 4 106]). Ils montrent que 4 pe´riodes apre`s le de´but
du de´ferlement, moins de 10% de l’e´nergie perdue par les ondes est pre´sente sous forme
d’e´nergie cine´tique turbulente, soit plus de 90% de l’e´nergie dissipe´e, pour une dure´e du
de´ferlement actif estime´e de l’ordre de la pe´riode de l’onde. Rapp and Melville (1990)
notent que si la totalite´ ou meˆme une fraction majeure de l’e´nergie initiale de l’onde
ge´ne`re de la turbulence, cette turbulence ge´ne´re´e par le de´ferlement est alors hautement
dissipative.
Kwayet al. (1998) acce`dent a` la dissipation d’e´nergie en calculant le spectre de densite´
d’e´nergie de la densite´ de flux de quantite´ de mouvement. Ils montent que l’e´nergie totale
dissipe´e par des de´ferlements plongeants varie de 14% a` 22% ( = 0, 73 ; Re(λ, c) = 3 106),
en relatif accord avec Rapp and Melville (1990).
Melville (1994) remarque que la rapidite´ de la dissipation des expe´riences de Rapp
and Melville (1990) s’expliquerait par les expe´riences ( ∈ [0, 38; 0, 54]) de Lamarre and
Melville (1991) qui montrent que plus de 50% de l’e´nergie dissipe´e par le de´ferlement serait
dissipe´e par l’entraˆınement d’air sous la surface libre (contre les forces de flottaison) (Fig.
2.33).
Fig. 2.33 – Evolution temporelle de l’e´nergie perdue par l’entraˆınement d’air contre les forces de
flottaison (Lamarre and Melville (1991)). Ed : e´nergie perdue par le de´ferlement obtenue par l’e´quation
2.11 sans normalisation par l’e´nergie initiale ; Eb = ρgb
∫
A
Cz dz : e´nergie potentielle totale sur l’aire A de
la re´gion de me´lange eau/air, avec g l’acce´le´ration gravitationelle, b la largeur du canal, C la proportion
locale de gaz, tb l’instant de de´ferlement et T la pe´riode des ondes.
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Chen et al. (1999) e´tudient le de´ferlement plongeant d’une onde de Stokes instable
( = 0, 55 > c = 0, 44 ; Re(λ, c) = 4 10
3 ; ρ = ρ/ρG = 100 ; μ = μL/μG = 2, 5). Ils
mettent en e´vidence les e´changes entre l’e´nergie potentielle et cine´tique pendant le de´fer-
lement. Dans leur simulation, 80% de l’e´nergie initiale est dissipe´e apre`s un peu plus de
trois pe´riodes. Cette e´nergie reste principalement dans l’e´coulement sous forme d’e´nergie
cine´tique (30% de l’e´nergie cine´tique initiale ; 5% d’e´nergie potentielle). L’e´nergie totale
de´croˆıt exponentiellement avec le temps, avec un taux de de´croissance de 3 10−2 jusqu’a`
l’impact du jet. Pendant le processus de de´ferlement, ce taux de de´croissance augmente
et vaut 0,16. Apre`s deux pe´riodes, l’e´nergie totale de´croˆıt en t−1. Cette de´pendance est
en accord avec les re´sultats expe´rimentaux de Melville and Rapp (1985) et Rapp and
Melville (1990).
Pour l’e´tude d’une onde de Stokes de´ferlant sur fond plat, Lubin (2004) utilise une ap-
proche LES pour mode´liser les petites e´chelles de sous-maille ( ∈ [0, 19; 0, 56];Re(λ, c) ∼
106 ; ρ = 850 ; μ = 54 ; h/λ ∈ [0, 1; 0, 2]). Il pre´sente les e´volutions temporelles des e´ner-
gies me´caniques totales pour une cambrure  = 0, 4 et une profondeur de h/λ = 0, 17. Il
retrouve les e´changes d’e´nergies observe´s par Chen et al. (1999). Apre`s trois pe´riodes,
60% de l’e´nergie initiale a e´te´ dissipe´e et il reste 45% de l’e´nergie cine´tique initiale pour
10% d’e´nergie potentielle. Ces ordres de grandeur sont comparables a` ceux de Chen et al.
(1999), l’e´cart pouvant s’expliquer par les rapports de densite´ et de viscosite´ non-re´alistes
utilise´s par Chen et al. (1999). Lubin (2004) trouve un taux de de´croissance de l’e´nergie
en t−0,3 plus faible que celui de Chen et al. (1999).
Lubin (2004) compare les e´volutions temporelles des e´nergies me´caniques obtenues
avec et sans l’utilisation d’un mode`le de sous-maille (Fig. 2.34). Les re´sultats obtenus sont
comparables jusqu’a` l’impact du jet. Il observe des e´carts dans la suite de l’e´volution du
de´ferlement, la simulation directe montrant des niveaux d’e´nergies le´ge`rement plus faibles
que ceux obtenus avec la LES. Apre`s moins d’une pe´riode, il reste 28% de l’e´nergie initiale
dans l’e´coulement pour la simulation directe et 30% avec un mode`le de sous-maille.
Loewen and Melville (1991a) montrent que la dissipation fractionnelle est fortement
de´pendante d’un parame`tre de cambrure e´quivalente , repre´sentant la cambrure maximale
que permet la superposition line´aire des N composantes (Fig. 2.35). Ils montrent que pour
 < 0, 23 les ondes ne de´ferlent pas et perdent ne´anmoins environ 10% de leur e´nergie
initiale. Pour  > 0, 28 des de´ferlements multiples ont lieu entre les positions de mesure
(Eq. 2.11) et une perte d’e´nergie constante de l’ordre de 30% est observe´e. Finalement
pour  ∈ [0, 23; 0, 28], la dissipation fractionnelle obtenue croˆıt line´airement avec .
Rapp and Melville (1990) montrent l’e´volution temporelle de la re´gion turbulente
ge´ne´re´e par un de´ferlement glissant et plongeant (Fig. 2.36). Durant deux pe´riodes apre`s
le de´but du de´ferlement, ils observent une croissance rapide line´aire de la longueur de la
re´gion turbulente L avec un taux de croissance de 0,8 fois la ce´le´rite´ de l’onde initiale.
Ensuite, la longueur de la re´gion turbulente devient stationnaire kL ∼ 5 pour tout type
de de´ferlement. Un cas de de´ferlement plongeant atteint kL ∼ 8, cet e´cart e´tant associe´ a`
une plus grande quantite´ d’air entraˆıne´e ( = 0, 35). Rapp and Melville (1990) montrent
aussi que l’e´paisseur de la re´gion turbulente D (Fig. 2.37) augmente rapidement pendant
la phase active du de´ferlement et atteint une valeur de l’ordre de grandeur de la longueur
d’onde. Par la suite D suit une de´pendance en t1/4.
Yang and Tryggvason (1997) e´tudient nume´riquement la dissipation d’e´nergie pour
des ondes de Stokes. Ils montrent que la dissipation pour des ondes non-de´ferlantes suit la
de´croissance exponentielle en 4νk2 pre´dite par un mode`le de diffusion (Lamb (1932)) pour
des nombres de Reynolds relativement bas (Re(λ, c) = 50 ;  = 0, 6 ; ρ = 100 ; μ = 100).
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Fig. 2.34 – Evolution temporelle de l’e´nergie totale. − : avec la prise en compte d’une viscosite´ tur-
bulente de sous-maille νt ; −− : νt uniquement dans l’eau et dans l’air ; . . . : simulation directe (Lubin
(2004)).
Fig. 2.35 – Dissipation fractionnelle en fonction de la cambrure (Loewen and Melville (1991a) a` partir
des mesures de Melville and Rapp (1985)).
2.7.2 Mode`les de dissipation
Dans cette partie, les mode`les de dissipation sont pre´sente´s.
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Fig. 2.36 – Evolution temporelle de la re´gion de turbulence ge´ne´re´e par un de´ferlement glissant (a`
gauche) ( = 0, 3) et plongeant (a` droite) ( = 0, 39), le temps de re´fe´rence e´tant l’observation du de´but
du de´ferlement, le temps est exprime´ en secondes (Rapp and Melville (1990)).
Fig. 2.37 – Evolution temporelle de la profondeur D de la re´gion turbulente, pour un de´ferlement
glissant (a` gauche) et un de´ferlement plongeant (a` droite) (Rapp and Melville (1990)). tob est l’instant
du de´but du de´ferlement.
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2.7.2.1 Analogie avec un ressaut hydraulique
Une analogie entre un ressaut hydraulique et un de´ferlement glissant ame`ne Le Me-
haute´ (1962) a` de´finir l’e´nergie dissipe´e par un de´ferlement glissant comme celle dissipe´e
par un ressaut hydraulique (Fig. 2.38). La dissipation d’e´nergie dans un ressaut hydrau-
lique est de´finie par :
Dr =
1
4
ρg
(h2 − h1)3
h1h2
Q (2.12)
ou` les hauteurs h1 et h2 repre´sente´es sur la figure 2.38(b) font re´fe´rence aux hauteurs aval
et amont du ressaut et Q au de´bit. En utilisant cette analogie Le Mehaute´ (1962) e´crit :
Fig. 2.38 – Repre´sentation sche´matique d’un de´ferlement glissant (a` gauche) et d’un ressaut hydraulique
(a` droite) (Le Mehaute´ (1962)).
h2 − h1 = βhH(x) (2.13)
h1h2 = O(d
2) (2.14)
Q = cd (2.15)
ou` βh repre´sente la partie de la hauteur de houle qui va eˆtre dissipe´e, H(x) la hauteur
de la houle, d la profondeur, c la ce´le´rite´ de la houle. En introduidant ces approximations
dans l’e´quation de 2.12, on obtient le taux de dissipation moyen sur une pe´riode :
D′w(x) =
Cdef
4
ρg
[βhH(x)]
3
d(x)
c(x) (2.16)
ou` Cdef est un coefficient de proportionnalite´ entre les deux phe´nome`nes. Le taux de
dissipation par unite´ de surface est obtenu en divisant l’expression par la longueur :
Dw(x) =
α
4T
ρg
H(x)3
d(x)
(2.17)
avec T la pe´riode et α = Cdefβ
3
h un coefficient ge´ne´ralement pris e´gal a` 1.
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2.7.2.2 Mode`le de de´ferlement glissant de Duncan
Duncan (1981) provoque le de´ferlement dans le sillage d’un profil immerge´ dont il peut
faire varier l’angle d’inclinaison (Fig. 2.39). Il de´finit la re´gion de me´lange du de´ferlement
glissant a` partir d’une ligne de courant se´parant les deux e´coulements (Fig. 2.39). Il e´tablit
Fig. 2.39 – Repre´sentation sche´matique du de´ferlement glissant et du train d’onde suivant (Duncan
(1981)).
un bilan de quantite´ de mouvement sur la re´gion de me´lange permettant de caracte´riser les
contraintes agissant sur le reste de l’e´coulement. Le rouleau de me´lange est maintenu en
e´quilibre par les tensions de Reynolds turbulentes agissant dans la re´gion de cisaillement
se´parant la zone de me´lange du reste de l’e´coulement. Duncan (1981) relie l’action de la
re´gion de me´lange sur l’e´coulement au de´ficit de quantite´ de mouvement dans le sillage
de l’onde et e´tablit une expression de la traˆıne´e associe´e au de´ferlement :
T = α
ρc4
g sin(θ)
(2.18)
ou` θ est l’angle d’inclinaison de la surface libre sous la re´gion de me´lange par rapport a`
l’horizontale. Le travail de la re´gion de me´lange sur l’onde, soit le taux de dissipation par
le de´ferlement, s’exprime comme suit :
D = α
ρc5
g sin(θ)
(2.19)
Dans les expe´riences de Duncan le coefficient α varie entre 0,0075 et 0,009 pour des angles
θ compris entre 6,5 et 14 degre´s. L’expression de la dissipation peut se re´e´crire :
D = β
ρc5
g
(2.20)
avec β compris entre 31 10−3 et 66 10−3.
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Melville (1994) conside`re des de´ferlements glissants et plongeants dits instationnaires
car ne pouvant eˆtre assimile´s a` une re´gion de me´lange stationnaire, et montre que la
dissipation peut eˆtre estime´e par une formulation identique a` celle propose´e par Duncan
(1981) (Eq. 2.20). Melville (1994) re´examine les mesures de Loewen and Melville (1991a),
il montre que β est une fonction croissante de l’angle θ et prend des valeurs entre 4 10−3
et 12 10−3. L’auteur remarque que la dissipation a une normalisation commune pour les
de´ferlements glissants et plongeants, simplement car c’est le re´sultat d’une dynamique
similaire base´e sur la relation de dispersion. L’e´cart entre les deux types de de´ferlement
intervient dans les valeurs du coefficient β.
2.8 Objectifs de l’e´tude
La simulation nume´rique est un outil actuellement tre`s de´veloppe´ pour l’e´tude du de´-
ferlement. Cependant, la limitation actuelle re´side dans l’e´chelle limite impose´e par la taille
du maillage choisi, qui ne permet pas de re´aliser une simulation directe du phe´nome`ne,
c’est-a`-dire de de´crire l’ensemble des e´chelles turbulentes et diphasiques. Cependant, les
travaux re´alise´s montrent des re´sultats encourageants pour la description de l’ensemble de
la dynamique du de´ferlement et des re´sultats comparables aux expe´riences (Abadie et al.
(1998), Chen et al. (1999), Iafrati et al. (2001), Guignardet al. (2001), Watanabe and
Saeki (2002), Iafrati and Campana (2003), Lubin (2004)).
Par ailleurs, les e´tudes parame´triques de la dynamique du de´ferlement et notamment
de la dissipation d’e´nergie associe´e, sont rares et ne prennent ge´ne´ralement en compte
que la variation d’un unique parame`tre. L’e´tude de l’influence de la cambrure est assez
re´pandue, celle de la tension de surface l’est un peu moins et tre`s peu d’e´tudes font varier
la valeur du nombre de Reynolds dans des gammes permettant de voir son influence.
Pourtant ce nombre est repre´sentatif des effets de non-line´arite´ face aux effets visqueux
et semble essentiel pour caracte´riser les me´canismes dissipatifs.
Pour notre e´tude, nous re´aliserons des simulations nume´riques avec une me´thode Vo-
lume Of Fluid (VOF) re´solvant les e´quations de Navier-Stokes. Cette me´thode permet la
prise en compte de deux phases. Nous re´alisons une e´tude parame´trique du de´ferlement
d’ondes de Stokes, en faisant varier la cambrure initiale des ondes et la valeur du nombre
de Reynolds. Nous nous placerons dans une gamme de nombre de Reynolds permettant
de re´aliser une simulation directe au sens monophasique du terme, ce que nous validerons
par l’e´tude des e´chelles pre´sentes dans nos simulations du de´ferlement.
La figure 2.40 re´sume les notations qui seront utilise´es pour caracte´riser les ondes de
Stokes e´tudie´es. L’e´tude sera mene´e dans un domaine pe´riodique. L’e´volution de la surface
libre η(x, t) est caracte´rise´e par : λ la longueur d’onde et H(t) = 2a(t) la hauteur totale
de l’onde, ou` a(t) est l’amplitude de l’onde. L’onde se propage a` la ce´le´rite´ c, la surface
libre η a` un niveau moyen note´ Z0.
L’indice b indiquera l’instant de de´ferlement et l’indice 0, l’instant initial de l’e´volution
de l’onde. Les principaux parame`tres adimensionnels qui seront utilise´s pour caracte´riser
l’e´volution de l’onde sont :
– le rapport de viscosite´ entre un liquide (L) et un gaz (G) : μ = μL/μG ;
– le rapport de densite´ entre un liquide (L) et un gaz (G) : ρ = ρL/ρG ;
– la cambrure de l’onde :  = ak ou` k = 2π/λ est le nombre d’onde ;
– le nombre de Reynolds base´ sur la ce´le´rite´ c de l’onde et la longueur d’onde λ :
Re(λ, c) = λc/ν ;
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Fig. 2.40 – Nomenclature utilise´e pour les ondes de Stokes.
– le nombre de Reynolds base´ sur la ce´le´rite´ c et l’amplitude de l’onde a λ : Re(a, c) =
ac/ν.
Les principales grandeurs locales utilise´es dans cette e´tude sont :
– le taux de pre´sence de phase C qui vaut 0 dans l’eau, 1 dans le gaz et prend une
valeur interme´diaire en pre´sence d’une interface ;
– la vitesse horizontale : ux et verticale : uz ;
– la pression : p ;
– la vorticite´ : ω(x, t) ;
– l’e´nergie me´canique totale : e(x, t) ;
– l’e´nergie cine´tique : ec(x, t) ;
– l’e´nergie potentielle : ep(x, t) ;
– le taux de dissipation d’e´nergie : d(x, t).
et certaines e´quivalences en valeurs inte´gre´es spatialement :
– l’e´nergie me´canique totale inte´gre´e : E(t) ;
– l’e´nergie cine´tique inte´gre´e : Ec(t) ;
– l’e´nergie potentielle inte´gre´e : Ep(t) ;
– la dissipation totale : Di(t).
Lorsqu’aucun indice n’apparaˆıt, l’inte´gration de la grandeur est re´alise´e sur le domaine
nume´rique Ω et lorsqu’elles sont inte´gre´es dans l’eau, l’indice e apparaˆıt.
Le temps τd est le temps de diffusion visqueux et τb le temps de de´ferlement. Dib
repre´sente la dissipation pendant le de´ferlement.
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Chapitre 3
METHODOLOGIE
3.1 Introduction
Lorsqu’une onde de gravite´ de´ferle, la surface libre entre les phases liquide et gazeuse
est soumise a` de grandes de´formations et se rompt souvent ou se reconnecte. Des structures
d’e´chelles varie´es peuvent apparaˆıtre. L’e´tude du de´ferlement des vagues dans un cas
ide´al ne´cessite la re´solution des e´quations de mouvement dans l’eau et l’air, mais les
difficulte´s e´nonce´es pre´ce´demment rendent les solutions de ce phe´nome`ne impossibles a`
trouver analytiquement.
Dans ce chapitre, nous pre´sentons tout d’abord les diffe´rentes approches nume´riques
ge´ne´ralement utilise´es pour e´tudier le de´ferlement des vagues. Dans une seconde partie,
nous motivons le choix d’une me´thode Volume Of Fluid (VOF) en simulation directe pour
notre e´tude et nous pre´sentons le code nume´rique JADIM utilise´ pour cette e´tude. Enfin,
nous pre´sentons brie`vement les e´le´ments de validation du code nume´rique mis en oeuvre
lors des pre´ce´dents de´veloppements de ce code.
3.2 Les approches pour l’e´tude du de´ferlement des
vagues
Le de´veloppement simultane´ de nouveaux mode`les nume´riques et de calculateurs (y
compris via des PC/LINUX) a permis d’envisager la simulation nume´rique directe de
la dynamique des ondes de surface jusqu’au processus de de´ferlement. Il est possible de
classifier les principales me´thodes utilise´es actuellement pour l’e´tude des ondes de surface
en trois cate´gories :
1. les me´thodes utilisant des e´quations inte´gre´es sur la profondeur : les mode`les de
transformation de l’e´nergie de la houle, les e´quations de type KdV, de Boussinesq
ou de Serre . . . ;
2. les me´thodes issues de la the´orie potentielle (BEIM) ;
3. les me´thodes base´es sur la re´solution des e´quations de Navier-Stokes.
Chaque approche a un domaine d’application bien pre´cis. La suite de cette partie s’attache
a` passer en revue succinctement chacune d’entre elles.
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3.2.1 Mode`les base´s sur les e´quations inte´gre´es sur la profon-
deur
De nombreux mode`les nume´riques ont e´te´ de´veloppe´s pour e´tudier la propagation des
ondes en milieu peu profond, tels que les mode`les ”wave-averaged” (Wood et al. (2001),
Christensen et al. (2002), Zhao et al. (2003)), les mode`les base´s sur les e´quations de
Boussinesq (Madsen and Sha¨ffer (1999), Ozanne et al. (2000), Ting et al. (2005)), ou de
Korteweg-de Vries (Myint and Grimshaw (1995)). Ces mode`les montrent ge´ne´ralement
de bons re´sultats pour pre´dire la hauteur de la surface libre et les champs moyenne´s sur la
verticale dans les zones de de´ferlement (surf ) ou le transport de se´diments. Associe´s a` des
mode`les de rouleaux propagatifs (Memos et al. (2005)) ou a` des fonctions de dissipation
e´quivalentes (Dally et al. (1985), Mase and Kirby (1992), Chen et al. (1997), Memos
et al. (2005)), certains de´veloppements permettent la prise en compte du phe´nome`ne de
de´ferlement, mais les hauteurs de surface libre sont ge´ne´ralement surestime´es. De plus, ces
mode`les qui ont pour vocation de renseigner sur les grandeurs moyennes a` grande e´chelle,
ne permettent pas de de´crire l’hydrodynamique locale de l’e´coulement.
3.2.2 Mode`les issus de la the´orie potentielle
Au nombre des premie`res me´thodes de´veloppe´es pour l’e´tude locale du de´ferlement,
viennent les me´thodes d’inte´grales de frontie`re (Boundary Element Method, BEM), repo-
sant sur la the´orie potentielle. Le principe de l’approche consiste a` s’appuyer sur l’e´criture
harmonique du potentiel des vitesses pour ramener le proble`me a` une re´solution sur les
frontie`res du domaine d’e´tude. La de´formation de la surface libre est ainsi directement
couple´e a` la re´solution du potentiel des vitesses aux frontie`res. Cette approche est donc
pertinente tant que la vorticite´ reste confine´e au voisinage de l’interface.
Cette me´thode a e´te´ introduite pour l’e´tude du de´ferlement par Longuet-Higgins and
Cokelet (1976). Ces travaux ont e´te´ de´die´s au de´veloppement d’une approche mixte
eule´rienne/lagrangienne, combine´e avec une formulation des e´quations inte´gre´es sur les
frontie`res (BEIM). De nombreux travaux ont suivi ce premier de´veloppement de la me´-
thode BEIM (Vinge and Brevik (1981), Longuet-Higgins (1982), New et al. (1985),
Dommermuth et al. (1987), Grilli et al. (1989), Cointe (1990), Yasuda et al. (1997))
pour re´soudre les proble`mes d’ondes hautement non-line´aires, sous une forme bidimension-
nelle avec des de´veloppements d’ordres e´leve´s. Le bon accord des pre´dictions nume´riques
obtenues avec des donne´es expe´rimentales prouvent la pertinence de la me´thode.
Grilli et al. (2001) proposent une version tridimensionnelle de la me´thode d’inte´grale
de frontie`re et une application au mouvement de renversement d’ondes solitaires. De
multiples applications ont permis de valider cette extension 3D (Guyenne and Grilli
(2003), Grilli et al. (2004)).
Cependant, l’une des limites des me´thodes BEM est qu’elles ne permettent pas la
description de l’e´coulement a` partir de l’impact du jet e´jecte´ de la creˆte, sur la surface avant
de l’onde, et qu’elles ne prennent pas en compte les effets e´ventuels de l’air. L’hypothe`se de
base d’irrotationnalite´ est aussi une limite tre`s restrictive sur l’e´tude de la dynamique du
de´ferlement car comme nous le montrerons dans cette e´tude, de hauts niveaux de vorticite´
sont ge´ne´re´s a` la creˆte de l’onde, au point de de´ferlement.
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3.2.3 Mode`les re´solvant les e´quations de Navier-Stokes
Le moyen le plus direct et pre´cis pour l’e´tude d’e´coulements complexes tels que ceux
engendre´s par le de´ferlement des vagues, reste les approches base´es sur la re´solution des
e´quations de Navier-Stokes. De tels mode`les existent sous forme 2D ou 3D et permettent
d’avoir acce`s a` l’ensemble des champs de vitesse et pression des e´coulements e´tudie´s.
Ils se de´clinent sous diffe´rentes formes, que ce soit des me´thodes de suivi de l’interface
eule´rienne, lagrangienne ou des re´solutions hybrides entre ces deux approches.
3.2.3.1 Me´thode des marqueurs
Parmis les mode`les re´solvant les e´quations de Navier-Stokes pour des e´coulements
diphasiques, on trouve les me´thodes des marqueurs de surface et de volume. Ce sont
des me´thodes mixtes eule´rienne/lagrangienne : les champs de vitesse et de pression sont
estime´s sur un maillage fixe et l’interface ou` les volumes de fluides sont identifie´s par des
particules hydrodynamiques traite´es de manie`re lagrangienne.
Pour les me´thodes des marqueurs de surface, des particules faisant office de traceurs
sont utilise´es afin de localiser l’interface entre deux fluides, leurs positions e´voluant dans le
temps, comme dans le cas des maillages lagrangiens adaptatifs. Ces marqueurs permettent
d’avoir acce`s aux de´formations d’une surface libre a` des e´chelles plus petites que celle
du maillage fixe utilise´. Cependant, les de´tails de l’hydrodynamique locale peuvent eˆtre
perdus lorsqu’apparaissent des petites structures. Ces me´thodes deviennent difficiles a`
imple´menter pour un nombre de phases supe´rieur a` 2, mais sont facilement extensibles
aux e´coulements 3D (Scardovelli and Zaleski (1999)).
Pour l’e´tude du de´ferlement, le premier de´veloppement re´alise´ en utilisant cette ap-
proche de marqueurs est la me´thode Marker-And-Cell (MAC), introduite par Sakai et al.
(1986). Des ame´liorations ont e´te´ apporte´es depuis avec les Simplified Marker-And Cell
(SMAC) (Takikawa et al. (1997)) et la me´thode Surface Markers (SM) (Christensen and
Deigaard (2001)).
Des me´thodes de marqueurs de volumes ont aussi e´te´ de´veloppe´es et utilise´es pour
l’e´tude d’e´coulements diphasiques complexes, tel le de´ferlement des vagues (Lee and Heo
(2005)). Ces approches permettent le suivi de fines structures fluides. Cependant, lorsque
deux fluides de densite´ et de viscosite´ diffe´rentes sont utilise´s, la diffe´rence de densite´
doit apparaˆıtre dans les champs de vitesse et de pression, ce qui n’est pas le cas pour les
e´chelles infe´rieures a` celle du maillage.
3.2.3.2 Me´thode SPH (Smoothed Particules Hydrodynamics)
Les me´thodes Smoothed Particules Hydrodynamics (SPH) ont e´te´ re´cemment utilise´es
pour e´tudier des e´coulements a` surface libre (Monaghan (1994)). Des travaux comme
l’e´tude d’impact de vagues sur des structures (Go´mez-Gesteira and Dalrymple (2004),
Go´mez-Gesteira et al. (2005)), d’anti-rolls (Iglesias et al. (2001)) ou de de´ferlement
d’ondes de surface (Monaghan et al. (1994), Yang and Tryggvason (1997), Monaghan
and Kos (1999), Lo and Shao (2002), Dalrymple and Rogers (2006)) montrent des
re´sultats prometteurs.
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3.2.3.3 Me´thodes Volume Of Fluid
Dans les me´thodes de suivi d’interface, une des plus re´pandues est la me´thode Volume
Of Fluid (VOF) (Hirt and Nichols (1981)), qui existe sous deux formes : avec et sans
reconstruction de l’interface. Ces mode`les sont base´s sur la re´solution des e´quations pour
un e´coulement monophasique, l’aspect diphasique apparaissant par une densite´ et une
viscosite´ du fluide unique, variables en espace et en temps. Un taux de pre´sence de phase
permet de de´finir ces propie´te´s physiques du fluide et de localiser les phases.
Les me´thodes VOF avec reconstruction d’interface transportent le taux de pre´sence
de phase a` chaque ite´ration d’une simulation et reconstruisent l’interface en segments
continus. Ainsi, la position de la surface libre est connue avec pre´cision. Cependant, ce type
de me´thode ne permet pas de repre´senter des e´le´ments de taille infe´rieure a` la maille (bulles
ou gouttes), la reconstruction de l’interface s’effectuant a` l’e´chelle supe´rieure. Diffe´rents
algorithmes de reconstruction de l’interface ont e´te´ de´veloppe´s. Le premier et le plus simple
fait appel a` la me´thode des Doneurs-Accepteurs, utilise´e dans l’algorithme Simple Line
Interface Construction (SLIC-VOF) (Lemos (1992), Lin and Liu (1998), Bradford (2000),
Zhao et al. (2004)). L’algorithme SLIC a e´te´ ame´liore´ par de nombreux auteurs. Parmi
les de´veloppements les plus exploite´s, on retrouve les me´thodes Piecewise Linar Interface
Construction : PLIC (Abadie et al. (1998), Chen et al. (1999), Hieu and Tanimoto
(2006)), Semi-lagrangian : SL (Guignardet al. (2001)), ou le Defineed Donation Region :
DDR (Hieu et al. (2004)).
La deuxie`me classe dans les me´thodes VOF sont les mode`les pour lesquels l’interface
n’est pas reconstruite au cours du temps. La position de l’interface n’est pas connue pre´-
cise´ment, elle est diffuse sur une e´paisseur de l’ordre de grandeur de la maille. L’avantage
d’une non-reconstruction est que les petites quantite´es (bulles ou gouttes, par exemple)
qui ont une taille infe´rieure ou e´gale a` celle de la maille peuvent exister et sont trans-
porte´es par l’e´coulement. Les approches les plus utilise´es pour transporter l’interface sans
e´tape de reconstruction sont les me´thodes Level Set (Iafrati et al. (2001), Iafrati and
Campana (2003), Lubin (2004)), les sche´mas de type Lax-Wendroff Total Variation Di-
minishing : TDV (Lubin et al. (2003)) et les sche´mas de type Flux Corrected Transport :
FCT (Bonometti (2005)).
3.2.3.4 Mode´lisation des e´chelles turbulentes
En simulation directe, il est actuellement impossible de re´soudre l’ensemble des e´chelles
d’un e´coulement, c’est-a`-dire aussi petites que l’e´chelle de Kolmogorv, soit la plus petite
atteinte dans la cascade d’e´chelles turbulentes. L’e´chelle minimale re´solue est de l’ordre
de grandeur de la taille des mailles.
Des e´tudes ont e´te´ re´cemment conduites pour estimer la turbulence ge´ne´re´e pendant
un processus de de´ferlement et tenter de comprendre les me´canismes de transport et de
transfert d’e´nergie a` cette e´chelle. Lemos (1992) a imple´mente´ une me´thode Reynolds
Averaged Navier-Stokes (RANS) en utilisant une formulation k −  pour repre´senter les
e´chelles turbulentes. Des travaux supple´mentaires (Lin and Liu (1998), Liu and Cheng
(2001),Chang et al. (2001)) conduisent a` une meˆme conclusion : les niveaux de tubulence
obtenus sont surestime´s en comparaison avec les re´sultats expe´rimentaux. Bradford (2000)
compare deux mode`les de turbulence : une approche k−  et une approche multi-e´chelles
l − . Il trouve des tendances communes pour les deux mode`les et un assez bon accord
avec des mesures expe´rimentales. L’estimation l −  pour la turbulence a e´te´ teste´e plus
re´cemment par Zhao et al. (2004). Les auteurs montrent une globale e´quivalence entre
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les niveaux de turbulence obtenus avec des mode`les k − , l −  et w −  (Yokojima and
Street (2004)).
Une autre possiblite´ pour rendre compte de la turbulence dans des simulations est
d’imple´menter une dissipation de sous-maille repre´sentative de la cascade d’e´nergie non
de´crite a` cause du filtrage spatial. L’ide´e la plus simple est de choisir une viscosite´ dite
turbulente constante pour de´crire la dissipation de l’e´nergie a` l’e´chelle de sous-maille. Ce
mode`le a e´te´ de´veloppe´ par Petit et al. (1994). Malgre´ un manque certain de re´alisme
physique dans ce mode`le, ces travaux montrent un accord raisonnable avec des mesures
expe´rimentales. Actuellement, le de´veloppement d’algorithmes de Large Eddy Simulation
(LES) commence a` avoir du succe`s. Ces mode`les de sous-maille sont base´s sur l’approche
de Smagoringky (Watanabe and Saeki (1999), Hieu et al. (2004), Christensen (2006),
Lubin et al. (2006)). Ces travaux montrent des re´sultats encourageants sur les champs de
vitesse d’ondes de´ferlantes, cependant les niveaux de turbulence, comme pour les me´thodes
pre´ce´demment de´crites, sont surestime´s par rapport aux re´sultats expe´rimentaux.
Un avantage des me´thodes VOF sans reconstruction d’interface par rapport aux tech-
niques de reconstruction, est qu’aucune approximation n’est apporte´e au niveau des inter-
faces apre`s transport. La non-reconstruction permet aussi l’existence de quantite´s fluides a`
une e´chelle infe´rieure au filtrage spatial. Cela permet de simuler l’air entraˆıne´ pendant un
de´ferlement. Cependant, la bonne re´solution du mouvement diphasique des petites e´chelles
(i.e. infe´rieure a` la maille) ne´cessite l’introduction d’un mode`le de sous-maille. Celui-ci doit
notamment permettre de reproduire correctement le glissement entre phases. A ce jour,
aucun mode`le de sous-maille diphasique n’a e´te´ de´veloppe´.
3.3 Le code JADIM
Aux vues des avantages et inconve´nients de ces diffe´rents mode`les, notre choix s’est
porte´ sur l’utilisation d’une me´thode VOF sans reconstruction d’interface. Cette me´thode
permet de re´soudre directement les e´quations de Navier-Stokes et de prendre en compte la
dynamique de la phase gazeuse ainsi que les transferts entre phases a` l’interface. De plus,
les diffe´rentes e´tudes mene´es dans ce sens montrent des re´sultats prometteurs (Abadie
et al. (1998), Chen et al. (1999), Iafrati et al. (2001), Guignardet al. (2001), Watanabe
and Saeki (2002), Iafrati and Campana (2003), Lubin (2004)). Il faut e´galement souligner
que peu d’e´tudes nume´riques du de´ferlement des vagues ont e´te´ re´alise´es avec ce type
d’approche, la plupart mettant en jeu des fluides tre`s visqueux avec des rapports de
densite´ et de viscosite´ diffe´rents du syste`me eau/air.
Le code nume´rique JADIM est de´veloppe´ depuis une quinzaine d’anne´es au sein du
groupe INTERFACE de l’Institut de Me´canique des Fluides de Toulouse et fait l’objet
de de´veloppements permanents. Le code est construit en modules autour d’un module
central permettant de re´soudre les e´quations de Navier-Stokes sur des maillages curvilignes
orthogonaux tridimensionnels (Rivero (1991), Calmet (1995), Legendre (1996)). Ce
module central est utilise´ pour de nombreux proble`mes hydrodynamiques en re´solution
nume´rique directe. Autour de ce noyau, s’articulent plusieurs modules diffe´rents :
– le module ”Simulation des grandes e´chelles de la turbulence”(Calmet (1995), Calmet
and Magnaudet (1997), Merle (2004), Merle et al. (2005)) ;
– le module ”Suivi Lagrangien de particules et coulages inverses” (Climent (1996),
Legendre et al. (1999), Climent and Magnaudet (1999))
– le module ”Transport d’un scalaire” (Legendre (1996), Legendre et al. (1998)) ;
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– le module ”Suivi d’interfaces mobiles” (Benkenida (1999)) de´veloppe´ pour des e´cou-
lements triphasiques (Cranga (2002)) et la prise en compte de l’histoire du maillage
(Dupont (2007)).
Ce dernier module associe´ au module central forme la version ”Jadim-VOF” utilise´e pour
nos simulations de de´ferlement. Nous reprenons ici les grandes lignes de l’approche VOF
de JADIM. Le lecteur est renvoye´ a` Benkenida (1999) et Bonometti (2005) pour une
description plus exhaustive.
3.3.1 Le mode`le a` un fluide
L’e´criture du mode`le a` un fluide s’appuie sur l’e´criture des e´quations de Navier-Stokes
dans chaque phase k et des conditions aux limites a` l’interface. Ces e´quations dans chaque
phase k s’e´crivent :
∂ρk
∂t
+∇.(ρkuk) = 0 (3.1)
∂(ρkuk)
∂t
+∇.(ρkukuk) = ∇(−pkI + τk) + ρkg (3.2)
avec ρ la densite´, μ la viscosite´, ui le vecteur vitesse, p le champ de pression, τij = 2μSij
le tenseur des contraintes avec Sij = (∂ui/∂xj + ∂uj/∂xi)/2 le tenseur des de´formations
et Iij est le tenseur identite´. L’e´quation 3.1 repre´sente la conservation de la masse et la
3.2 la conservation de la quantite´ de mouvement dans chaque phase (k = 1, 2).
Les e´quations a` l’interface s’e´crivent :
u1.t = u2.t (3.3)
2∑
k=1
Jk =
2∑
k=1
ρk(uk − us).nk = 0 (3.4)
2σHn−∇sσ =
2∑
k=1
(−pkI.n + 2τk.n + 2− Jkuk) (3.5)
ou` n repre´sente le vecteur normal a` la surface libre choisi arbitrairement comme e´tant
n = n1 le vecteur normal a` la phase k=1, t = t1 le vecteur tangentiel a` l’interface.
L’ope´rateur ∇s est le gradient surfacique, σ la tension interfaciale, 2H la courbure locale
de la surface libre, us la vitesse a` l’interface et Jk est le flux de masse a` l’interface, nul
dans notre e´tude.
Pour simplifier la formulation le proble`me, il est possible de de´finir un mode`le a` ”un
fluide”. L’ide´e est de de´finir une distribution permettant d’indiquer la phase k = 1, 2
pre´sente en (x, t). Pour cela, on introduit la fonction indicatrice de phase χk telle que :
χk(x, t) = 1 si la phase k est en (x, t)
= 0 sinon
(3.6)
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Cette fonction χk admet les proprie´te´s suivantes :
2∑
k=1
χk = 1 (3.7)
χiχj =
{
1 si i = j
0 si i = j (3.8)
∇χk = −nkδs (3.9)
∂χk
∂t
+ uk.∇(χk) = 0 (3.10)
ou` δs est la distribution de Dirac permettant de localiser l’interface.
La fonction indicatrice de phase χk permet de de´finir les grandeurs physiques ρ, μ, p
et u pour un fluide unique dont les valeurs varient en fonction de l’espace et du temps
telles que, pour un champ F scalaire ou vectoriel donne´, on ait :
F =
∑
χkFk (3.11)
Le mode`le a` un fluide et le syste`me d’e´quations permettent de re´soudre l’e´volution de
p et u de´finis par 3.11.
3.3.1.1 Premie`re hypothe`se intrinse`que au mode`le
L’inte´reˆt de ce mode`le a` un fluide est de re´soudre un nombre re´duit d’e´quations. Pour
l’obtenir, il faut ponde´rer chaque e´quation par χk et faire la sommation (
∑
k). On fait
alors apparaˆıtre l’e´quation ve´rifie´e par les grandeurs du me´lange.
Cependant, la de´composition du tenseur des de´formations Sij en variables monopha-
siques ne´cessite une attention particulie`re. En effet, apre`s calcul, elle s’e´crit :
S =
∑
χkSk −
1
2
∑
[ uknk + (uknk)
T ] (3.12)
Cette relation se simplifie lorsque
∑
uknk = 0. Cette hypothe`se implique qu’il n’y ait pas
de transfert de masse a` l’interface entre les deux phases : Jk = 0. Sous cette hypothe`se et
en tenant compte de la condition de continuite´ de la vitesse tangentielle a` l’interface (Eq.
3.3), on obtient la continuite´ des vitesses entre les deux fluides a` l’interface : u1 = u2, ce
qui montre que la vitesse u =
∑
χkuk est continue a` l’interface.
Finalement, avec cette hypothe`se, les e´quations de conservation de la masse et de la
quantite´ de mouvement avec les grandeurs monophasiques s’e´crivent :
∂ρ
∂t
+∇.(ρu) = 0 (3.13)
∂ρu
∂t
+∇.(ρu u) =
∇.(−pI + 2μS) + ρg + 2σHnδs −∇sσδs (3.14)
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3.3.1.2 Discre´tisation et hypothe`ses supple´mentaires
La re´solution nume´rique des e´quations de Navier-Stokes et de continuite´ ne´cessite leur
interpolation en des points discrets du maillage.
Cette ope´ration de discre´tisation introduit donc une notion de filtrage spatial, qui se
formalise en appliquant un ope´rateur G sur un domaine de filtrage V correspondant aux
mailles, tel que :
G(x− x′) ≥ 0 ∀ x, x′ (3.15)∫
V
G(x− x′)dx′ = 1 (3.16)
Cette fonction de filtrage ainsi de´finie permet d’introduire le taux de pre´sence de phase Ck
comme e´tant le filtrage spatial de la fonction indicatrice de phase χk pour chaque phase
k, telle que :
Ck(xk, t) = 〈χk〉 =
∫
V
G(x− x′)χk(x′, t)dx′ (3.17)
Ainsi, il est possible de de´finir le filtrage 〈gk〉 pour toute grandeur physique gk :
Ck(xk, t)〈gk〉 = 〈χkgk〉 =
∫
V
G(x− x′)χk(x′, t)gk(x′, t)dx′ (3.18)
On peut remarquer ici que l’on ne peut rendre compte des fluctuations des variables
physiques a` une e´chelle infe´rieure a` celle de la maille. Des mode`les peuvent eˆtre mis en
forme pour tenter de rendre compte des e´ve´nements qui ont lieu a` des e´chelles tre`s petites
comme par exemple les fluctuations turbulentes, mais aussi le mouvement de bulles et de
gouttes de tailles plus petites que celles des mailles.
On peut maintenant exprimer des grandeurs diphasiques filtre´es 〈F〉 quelconque dans
un mode`le a` un fluide comme e´tant :
〈F〉 =
∑
Ck〈Fk〉 (3.19)
Il est possible de montrer que le taux de pre´sence de phase C suit la loi de transport :
∂C
∂t
+ 〈u〉 · ∇C = 0 (3.20)
Si on s’inte´resse au cas particulier du tenseur des de´formations, on souhaite pouvoir
l’e´crire sous la forme d’un champ monophasique filtre´ (Eq. 3.19) tel que : 〈S〉 =∑Ck〈Sk〉.
Cependant, il s’e´crit sous la forme :
〈S〉 = 1
2
(∇〈u〉+ (∇〈u〉)T
=
∑ 1
2
Ck(∇〈uk〉+ (∇〈uk〉)T ) +
∑ 1
2
(∇Ck + (∇Ck)T )∇〈u〉 (3.21)
=
∑
Ck〈Sk〉+
∑ 1
2
(∇Ck + (∇Ck)T )∇〈u〉
(3.22)
Comme explique´ pre´ce´demment, il est donc ne´cessaire pour retrouver la forme 3.19 sou-
haite´e que 〈u1〉 = 〈u2〉 a` l’interface, c’est-a`-dire qu’il y ait glissement a` l’e´chelle de la
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maille. Ceci montre que le glissement a` l’e´chelle de sous-maille ne peut exister et doit
eˆtre pris en compte par une mode´lisation adapte´e. Cela repre´sente la seconde hypothe`se
ne´cessaire pour imple´menter notre mode`le a` un fluide.
Finalement, on peut re´e´crire les e´quations de conservation pour les variables filtre´es :
∂〈ρ〉
∂t
+∇.(〈ρ〉〈u〉) = 0 (3.23)
∂〈ρ〉〈u〉
∂t
+∇.(〈ρ〉〈u〉〈u〉) =
∇.(−〈p〉I + 2〈μ〉〈S〉) + 〈ρ〉g + 2〈σHnδs〉 − 〈∇sσδs〉 (3.24)
Des hypothe`ses supple´mentaires sont applique´es aux e´quations du mode`le a` un fluide
(Eqs. 3.26 et 3.27) :
– la tension interfaciale σ est choisie constante, son gradient e´tant nul et le dernier
membre de l’e´quation 3.27 disparaˆıt. Les effets de type Marangoni ne peuvent eˆtre
de´crits ;
– les fluides conside´re´s sont incompressibles (∇.〈u〉 = 0).
En conse´quence, les e´quations du mouvement s’e´crirent :
∂C
∂t
+ 〈u〉∇C = 0 (3.25)
∇.〈u〉 = 0 (3.26)
∂〈ρ〉〈u〉
∂t
+∇.(〈ρ〉〈u〉〈u〉) =
∇.(−〈p〉I + 2〈μ〉〈S〉) + 〈ρ〉g + 2〈σHnδs〉 (3.27)
Ce syste`me d’e´quations permet de de´crire le mouvement d’un fluide e´quivalent unique
ayant des proprie´te´s physiques μ et ρ qui de´pendent de l’espace et du temps et qui sont
the´oriquement discontinus a` l’interface. Par soucis de lisibilite´, dans la suite du manuscrit,
les parenthe`ses 〈〉 indiquant le filtrage spatial des variables de l’e´coulement n’apparaˆıtront
plus.
3.3.1.3 Mode´lisation des contraintes visqueuses
Physiquement, il y a une discontinuite´ dans les parame`tres physiques entre deux fluides
a` leur interface. Nume´riquement dans un mode`le a` un fluide, la discre´tisation en des points
fixes d’un maillage, ne permet pas de rendre compte de cette discontinuite´ dans la plupart
des cas. De plus, meˆme les approches de type VOF avec reconstruction d’interface de
type front tracking, introduisent une e´paisseur d’interface pour le calcul des proprie´te´s
physiques afin de stabiliser la re´solution nume´rique. Les proprie´te´s physiques du fluide
dans le mode`le a` un fluide, s’e´crivent comme une ponde´ration par le taux de pre´sence
entre les proprie´te´s des deux phases :
ρ = Cρ1 + (1− C)ρ2 (3.28)
μ = Cμ1 + (1− C)μ2 (3.29)
L’expression de la densite´ ρ est bien adapte´e pour mode´liser au niveau discontinu, une
interface au niveau continu car ρ est une grandeur extensive. Cependant, il n’en est pas
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de meˆme pour la viscosite´ μ, car n’e´tant pas une grandeur extensive, elle ne peut pas eˆtre
mode´lise´e, en toute rigueur, par une ponde´ration line´aire au niveau des interfaces.
L’effet de la viscosite´ apparaˆıt a` travers les contraintes visqueuses τ = 2μS ou` S =
(∇u+(∇u)T )/2 est le tenseur des de´formations. A l’interface, les contraintes tangentielles
doivent eˆtre continues en l’absence d’effet Marangoni (∇Sσ = 0). Benkenida (1999)
montre que pour respecter cette condition de continuite´ des contraintes tangentielles, il
est ne´cessaire d’introduire, en plus de la viscosite´ dite ”line´aire” (Eq. 3.29), un coefficient
supple´mentaire, dit ”harmonique” : κ = μ1μ2/(Cμ2 + (1 − C)μ1). L’auteur donne alors
l’expression correcte des contraintes visqueuses, telles que :
(τij)h = τij +
∼
τ ij = 2μSij + (κ− μ)[Siknknj + Sjknkni − Skmnknmninj] (3.30)
On appelle ce mode`le de repre´sentation des effets visqueux ”mode`le de viscosite´ har-
monique”, en opposition a` la repre´sentation la plus courante dite ”mode`le de viscosite´
line´aire”. Ces deux mode`les sont inde´pendamment disponibles dans l’outil nume´rique JA-
DIM et sont teste´s dans la suite du document pour le calcul du taux de dissipation au
niveau de l’interface (Ch. 5).
3.3.1.4 Mode´lisation des effets capillaires
La force associe´e aux effets capillaires est repre´sente´e dans l’e´quation de conservation
de la quantite´ de mouvement par : F σ = 〈σ2Hnδs〉. Le filtrage spatial a transforme´ une
force originellement surfacique en une contribution moyenne sur un volume. La me´thode
couramment utilise´e pour re´soudre le terme capillaire est le ”Continuum Surface Force”
(CSF) propose´ par Brackbill et al. (1992). Il s’agit d’e´taler l’effet capillaire dans le volume
correspondant au volume diffuse´ de l’interface. A partir de la de´finition de C, il est possible
de montrer que : 〈nδs〉 = ∇C. On peut alors de´finir la normale moyenne a` l’interface :
〈n〉 = −∇C/||∇C|| et la courbure moyenne varie : 〈2H〉 = ∇.〈n〉. La force capillaire
apparaˆıt donc sous la forme :
F σ = σ ∇.(
∇C
||∇C||) ∇C (3.31)
C’est sous cette forme qu’elle est re´solue. A noter que la discre´tisation de ce terme introduit
l’apparition de champs de vorticite´ parasites (Spririous current) dont il est possible de
diminuer l’intensite´ par filtrage du taux de pre´sence utilise´ pour la discre´tisation de 3.31
(Benkenida (1999), Lafaurie et al. (1994)).
3.3.2 Re´solution nume´rique des e´quations de Navier-Stokes
3.3.2.1 Discre´tisation spatiale
Les e´quations 3.26 et 3.27 sont discre´tise´es sur un maillage a` variables de´calle´es par
une me´thode de type Volumes Finis du second ordre. Ces e´quations sont inte´gre´es sur
chaque volume e´le´mentaire V, borne´ par une surface ferme´e Γ. A chaque composante de
vitesse correspond un volume e´le´mentaire d’inte´gration diffe´rent : respectivement suivant
les directions Ox, Oy et Oz correspondent les volumes e´le´mentaires Vux , Vuy et Vuz centre´s
sur les points de calcul des vitesses ux, uy et uz (Fig 3.1). La pression, le taux de pre´sence
de phase et tous les autres scalaires sont inte´gre´s sur Vp, centre´ sur le point de calcul de la
pression p. Le choix d’un maillage a` variables de´cale´es permet une estimation pre´cise des
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Fig. 3.1 – Position des noeuds de pression, de vitesse et de taux de pre´sence de phase sur un maillage
de´calle´, en deux et trois dimensions
flux sur les facettes des volumes d’inte´gration ainsi qu’un bon couplage vitesse-pression
lors de l’e´tape de projection pour le calcul de la pression.
Le syste`me d’e´quations s’e´crit alors, dans le syste`me de coordonne´es curvilignes or-
thogonales ξ :
∫
Γ
uini dΓ = 0 (3.32)∫
V
∂ρui
∂t
dV = −
∫
V
1
ρ
∂p
∂ξi
dV
+
∫
V
(H ijujuj −Hji ujui) dV −
∫
Γ
uiujnj dΓ
+
∫
V
1
ρ
(Hji τij −H ijτjj) dV +
∫
Γ
1
ρ
τijnj dΓ (3.33)
+
∫
V
1
ρ
(Hji
∼
τ ij −H ij
∼
τ jj) dV +
∫
Γ
1
ρ
∼
τ ijnj dΓ
+
∫
V
gi dV +
∫
V
1
ρ
Fσi dV
ou` n est le vecteur normal a` la surface ferme´e Γ. Le symbole Hji de´signe le facteur de
courbure de la coordonne´e i dans la direction j (Rivero (1991), Legendre (1996)).
On rappelle que τ repre´sente les contraintes dans un mode`le de viscosite´ dit line´aire et
∼
τ la composante supple´mentaire ajoute´e aux contraintes lorsque l’on utilise un mode`le de
viscosite´ dit ”harmonique”. Le tenseur des contraintes visqueuses, en notation indicielle,
s’e´crit en coordonne´es curvilignes orthogonales :
τij =
μ
ρ
(
∂ui
∂ξj
+
∂uj
∂ξi
−H ijuj −Hji ui + 2Hki ukδij) (3.34)
ou` δ est le tenseur de Kronecker. Toutes les de´rive´es spatiales sont centre´es et calcule´es
de fac¸on a` assurer une pre´cision d’ordre 2, meˆme si le maillage utilise´ est irre´gulier.
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3.3.2.2 Prise en compte des effets capillaires
Afin de comple`ter la discre´tisation spatiale des e´quations monophasiques, il est ne´ces-
saire de calculer une forme discre`te de l’inte´grale de la force F σ, repre´sentation des effets
capillaires sous la forme d’une force volumique (Eq. 3.31). Cette inte´grale est re´e´crite pour
appliquer le the´ore`me de la divergence a` la courbure ∇.n, comme suit :∫
V
F σ dV = σ
∇C
ρ
∫
Γ
∇C
||∇C|| .n dΓ (3.35)
ou` ∇C repre´sente la valeur moyenne de ∇C sur le volume de la cellule de calcul. Les
discre´tisations spatiales sont re´alise´es a` partir de diffe´rences centre´es, cependant les erreurs
lie´es a` la discre´tisation spatiale conduisent a` des erreurs dans l’estimation de la courbure.
Ces erreurs injecte´es dans le bilan de quantite´ de mouvement cre´ent des vitesses parasites
au niveau des interfaces courbes, appele´es courants parasites. Ces courant peuvent eˆtre
atte´nue´s en remplac¸ant dans le terme repre´sentatif des effets capillaires, le taux de pre´sence
de phase re´el local C par un taux de pre´sence lisse´
∧
C obtenu par moyenne ponde´re´e avec
les taux de pre´sence de phase voisins de la cellule de calcul conside´re´e (Popinet and Zaleski
(1999)). Dans les cas bidimensionnels, ce lissage s’e´crit :
∧
C = 3/4 Ci,j + (Ci+1,j + Ci−1,j + Ci,j+1 + Ci,j−1)/4
Cette proce´dure de lissage rend les gradients de
∧
C plus homoge`nes et limite la ge´ne´ration
de courants parasites. Il est ne´cessaire de re´aliser plusieurs fois cette ope´ration de lissage
et 4 a` 10 lissages sont souvent ne´cessaires (Benkenida (1999), Bonometti (2005)). Plus
re´cemment, Dupont (2007) a montre´ l’effet du lissage sur le calcul du saut de pression
capillaire a` l’interface.
3.3.2.3 Discre´tisation temporelle
Les termes advectifs et la contribution des forces exte´rieures telles que la gravite´,
sont traite´s par un sche´ma de Runge-Kutta a` trois pas fractionnaires. Ce sche´ma est
pre´cis a` l’ordre Δt3 et fournit une condition de stabilite´ tre`s avantageuse, le CFL e´tant
max(|ux|, |uy|, |uz|) =
√
3 (Canuto et al. (1988)).
Les termes visqueux sont calcule´s par un sche´ma semi-implicite de type Crank-Nicolson.
Seul le terme
∫
Γ
∂ui
∂ξj
nj dΓ intervenant dans le calcul de
∫
Γ
1
ρ
τijnj dΓ est traite´ implicite-
ment, les autres termes e´tant traite´s de fac¸on explicite. Ce sche´ma permet d’assurer une
pre´cision a` l’ordre Δt2. L’utilisation de ce sche´ma semi-implicite permet d’e´viter un crite`re
de stabilite´ visqueux qui implique l’utilisation de pas de temps d’avancement tre`s faibles
dans le cas de maillages tre`s fins ou de fluides tre`s visqueux.
3.3.2.4 Calcul de la pression
La condition d’incompressibilite´ est satisfaite au moyen d’une me´thode de projection
(Peyret and Taylor (1983)). Son principe repose sur la possibilite´ de de´composer tout
champ de vecteur en des contributions rotationnelle et potentielle. La discre´tisation tem-
porelle du bilan de quantite´ de mouvement s’e´crit sous la forme (Calmet (1995)) :
un+1i − uni
Δt
V = −
(
1
ρ
∂p
∂ξi
)n+1
V+ Gravite´ + Advection + Diffusion + Effets capillaires
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(3.36)
l’indice n correspondant au pas de temps t = nΔt. Une estimation de u,
∧
u est obtenue a`
partir de l’expression connue de la pression a` t (indice n) :
∧
u
n+1
i − uni
Δt
V = −
(
1
ρ
∂p
∂ξi
)n
V+ Gravite´ + Advection + Diffusion + Effets capillaires
(3.37)
Le champ
∧
u
n+1
ainsi obtenu, ne satisfait pas la condition de divergence nulle. Un potentiel
auxiliaire Φn+1 est donc introduit et permet de relier
∧
u
n+1
au champ un+1 que l’on cherche
a` estimer, tel que :
un+1i −
∧
u
n+1
i
Δt
= −1
ρ
∂Φn+1
∂ξi
(3.38)
A l’aide de la condition d’incompressibilite´ : ∇.un+1 = 0, la divergence de l’e´quation
3.38 permet d’e´crire une pseudo-e´quation de Poisson pour le potentiel Φn+1 :
1
Δt
∇.∧un+1 = ∇.
(
1
ρ
∇Φn+1
)
(3.39)
Cette e´quation est re´solue par une inversion directe avec un algorithme de Cholesky dans
les cas bidimensionnels et par une me´thode ite´rative dans les cas tridimensionnels. Cette
me´thode ite´rative fait intervenir la technique du Gradient Conjuge´ Pre´conditionne´ avec
un pre´conditionnement de type Jacobi. Finalement, les e´quations 3.36 et 3.37 montrent
que la pression a` t + Δt s’obtient par :
pn+1 = pn + Φn+1 (3.40)
La me´thode de projection se re´sume donc en trois e´tapes successives :
1. Calcul de
∧
u
n+1
avec la re´solution de l’e´quation 3.37 ;
2. Calcul du potentiel auxiliaire Φn+1 par re´solution de la pseudo-e´quation de Poisson
3.39 ;
3. Calcul de la pression pn+1 avec 3.40.
3.3.3 Re´solution nume´rique du transport du taux de pre´sence
Cette partie est de´die´e a` la pre´sentation du calcul du taux de pre´sence de phase per-
mettant de suivre l’e´volution de l’interface entre les fluides en pre´sence. On peut rappeler
ici que le taux de pre´sence vaut 1 dans une phase, par exemple un gaz, 0 dans la seconde
phase qui peut eˆtre un liquide et une valeur interme´diaire entre 0 et 1, dans les cellules
traverse´es par l’interface. L’e´quation suivante de´finit l’e´volution du taux de pre´sence :
∂C
∂t
+ u ∇C = 0 (3.41)
Cette dernie`re e´quation a` re´soudre peut s’e´crire sous sa forme conservative :
∂C
∂t
+∇.(Cu) = 0 (3.42)
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Cette formulation permet de calculer plus pre´cise´ment les flux advectifs sur les maillages
a` grilles de´calle´es. Le champ de vitesse e´tant connu, l’e´quation 3.41 est re´solue par un
sche´ma proche de celui de´veloppe´ par Zalesak (1979) pour obtenir la solution pour le
champ C. Ce type de sche´ma fait partie de la famille des sche´mas Correcteurs de Flux
(Flux Corrected Tansport, FCT) initialement de´veloppe´s pour transporter les fronts (Boris
and Book (1973)).
Le sche´ma de re´solution de l’e´quation 3.41 par le sche´ma de Zalesak ge´ne`re des dis-
tortions proble´matiques sur les formes des fronts (Benkenida, 1999) (Fig. 3.2). Benkenida
propose une ame´lioration a` ce mode`le de re´solution (Fig. 3.3). L’ide´e (Rudman (1997))
est de de´coupler comple`tement l’e´quation en 3 (ou 2 pour les cas 2D) e´quations unidirec-
tionnelles, ce qui simplifie conside`rablement la mise en oeuvre de la technique de Zalesak
et permet de s’affranchir des proble`mes de distorsions. Il modifie donc le sche´ma pour
re´soudre les e´quations suivantes :
∂C
∂t
+
∂Cux
∂x
= C
∂ux
∂x
(3.43)
∂C
∂t
+
∂Cuy
∂y
= C
∂uy
∂y
(3.44)
∂C
∂t
+
∂Cuz
∂z
= C
∂uz
∂z
(3.45)
Ces e´quations sont re´solues successivement. L’ordre de re´solution de ces e´quations change
a` chaque pas de temps par permutation circulaire afin de ne privile´gier aucune direction.
Fig. 3.2 – Rotation solide d’un disque par re´solution de l’e´quation de transport du taux de pre´sence
de phase 3.41(Benkenida (1999)). Iso-contours de C=0,025 ; 0,5 ; 0,975.
La me´thode de re´solution des e´quations 3.43, 3.44 et 3.45 e´tant identique, nous pre´sen-
terons uniquement le traitement d’une e´quation unidirectionnelle (Eq. 3.43). En inte´grant
3.43 sur un volume e´le´mentaire centre´ tel que : V = Vp et en discre´tisant l’e´quation par
une me´thode de type Volumes Finis, on obtient pour C(x, t) :
Cn+1i − Cni
Δt
V + (Cux)
n
i+1/2 − (Cux)ni−1/2
Δx
V = Cn−1i
(ux)
n
i+1/2 − (ux)ni−1/2
Δx
V (3.46)
ou` l’indice supe´rieur n correspond au pas de temps conside´re´ tel que : t = nΔt et l’indice
i correspond a` la position des points du maillage suivant l’axe des Ox tel que : x = iΔx.
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Fig. 3.3 – Rotation solide d’un disque par re´solution ”en sous-e´tapes 1D”de l’e´quation de transport du
taux de pre´sence de phase (Benkenida (1999)). Isocontours de C=0,025 ; 0,5 ; 0,975.
L’introduction du de´calage 1/2 sur l’indice i de l’abscisse x, vient du de´calage entre les
positions de Ci et de (ux)i. En posant F = CuxΔt/Δx, le flux a` travers une frontie`re de
la cellule de calcul, l’e´quation devient :
Cn+1i = C
n
i − (F ni+1/2 − F ni−1/2) + Cni
(ux)
n
i+1/2 − (ux)ni−1/2
Δx
Δt (3.47)
Le flux F conditionne le caracte`re dissipatif ou dispersif du sche´ma. Dans les sche´mas
FCT, F est estime´ en utilisant la somme de deux flux : FL dit d’ordre faible, rendant le
sche´ma dissipatif mais stable et FH dit d’ordre e´leve´, le rendant dispersif mais instable.
Le flux peut donc s’exprimer comme une ponde´ration entre une partie ”diffusive” FL et
une partie ”anti-diffusive” FH :
F ni+1/2 = mi + 1/2FH
n
i+1/2 + (1−mi+1/2)FLni+1/2 (3.48)
ou` mi+1/2 est un coefficient de ponde´ration compris entre 0 et 1. FL
n
i+1/2 et FH
n
i+1/2 sont
de´finis d’apre`s le sche´ma de Zalesak par :
FLni+1/2 =
1
2
Δt
Δx
[((ux)
n
i+1/2 − |(ux)ni+1/2|)Cni+1 + ((ux)ni+1/2 + |(ux)ni+1/2|)Cni ] (3.49)
FHni+1/2 =
Δt
Δx
[553
840
(Cni+1 + C
n
i )− 139840(Cni+2 + Cni−1) +
29
840
(Cni+3 + C
n
i−2)− 1128(Cni+4 + Cni−3)] (3.50)
On remarque que si mi + 1/2 = 0, le sche´ma est e´gal a` un sche´ma FCT de type centre´
amont. On note aussi que FH est estime´ a` l’ordre 8 lorsque les mailles sont re´gulie`res et
de´ge´ne`re a` 4 sinon. Les maillages non-uniformes sont donc source de plus de dissipation
nume´rique que les maillages uniformes.
Pour de´terminer les coefficients mni+1/2 jusqu’ici inconnus, il est ne´cessaire de calculer
FL et FH dans un premier temps. Quatre e´tapes sont alors ne´cessaires :
1. Tout d’abord, on proce`de a` une e´tape dite de ”transport-diffusion”en re´injectant les
solutions FL dans l’e´quation 3.47 :
∧
Ci = C
n
i − (FLni+1/2 − FLni−1/2) + Cni
(ux)
n
i+1/2 − (ux)ni−1/2
Δx
Δt (3.51)
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On calcule alors deux coefficients locaux Cmaxi et C
min
i tels que :
Cmini = max(C
a
i−1, C
a
i , C
a
i+1) (3.52)
Cmaxi = max(C
b
i−1, C
b
i , C
b
i+1) (3.53)
avec Cai = min(C
n
i ,
∧
Ci) et C
b
i = max(C
n
i ,
∧
Ci).
2. On proce`de ensuite a` une e´tape dite ”d’anti-diffusion”en calculant Φ qualifie´ de ”flux
anti-diffusif”, tel que :
Φi+1/2 = si+1/2max[0,min{|FHni+1/2−FLni+1/2|, si+1/2(
∧
Ci−
∧
Ci−1), si+1/2(
∧
Ci+2−
∧
Ci+1)}]
(3.54)
avec si+1/2 = signe(
∧
Ci+1 −
∧
Ci)
3. La troisie`me e´tape revient a` calculer les grandeurs suivantes :
P+i = max(0,Φi−1/2)−min(0,Φi+1/2) (3.55)
Q+i = C
max
i −
∧
Ci (3.56)
R+i =
{
min(1, Q+i /P
+
i ) si P
+
i > 0
0 si P+i = 0
(3.57)
P−i = max(0,Φi+1/2)−min(0,Φi−1/2) (3.58)
Q−i =
∧
Ci − Cmini (3.59)
R−i =
{
min(1, Q−i /P
−
i ) si P
−
i > 0
0 si P−i = 0
(3.60)
4. Les coefficients mi+1/2 sont de´termine´s tels que :
mi+1/2 =
{
min(R+i+1, R
−
i ) si Φi+1/2 ≥ 0
min(R+i , R
−
i+1) si Φi+1/2 < 0
(3.61)
Le sche´ma utilise´ pour le transport du taux de pre´sence de phase est d’ordre 2 en espace
et d’ordre 1 en temps (Benkenida (1999)).
3.4 Ele´ments de validation de l’outil
Le code nume´rique JADIM a e´te´ principalement utilise´ pour e´tudier par exemple
la dynamique de bulles ou de gouttes (O(1 mm)), de poches dans des e´coulements en
conduites (O(1 cm)), c’est-a`-dire pour l’e´tude d’e´coulements diphasiques a` petites e´chelles.
De nombreuses e´tudes avec JADIM ont montre´ la pertinence du code a` reproduire la
dynamique d’e´coulements diphasiques. Nous avons retenu ici trois tests pertinents pour
notre e´tude.
3.4.1 Mouvement d’une bulle
Tout d’abord, Benkenida (1999) montre un re´sultat important sur la re´solution mi-
nimale ne´cessaire pour de´crire la dynamique d’un e´coulement. Pour cela, il simule avec
diffe´rentes re´solutions l’ascension d’une bulle dans un fluide au repos. Il montre qu’un
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minimum de 6 mailles est ne´cessaire en simulation directe pour estimer raisonnablement
la mise en mouvement de la bulle (Fig. 3.4). Cette information sera pertinente pour notre
e´tude car le de´ferlement ge´ne`re une cascade d’e´chelles qui varient de la longueur de l’onde
aux tailles millime´triques (bulles d’air entraˆıne´es). On voit ainsi que les bulles de plus pe-
tites e´chelles que les mailles ne sont pas mises en mouvement correctement. Leur agitation
induite est aussi sous-estime´e.
Fig. 3.4 – Mise en mouvement d’une bulle en ascension dans un fluide au repos pour diffe´rentes
re´solutions (Benkenida (1999)).
3.4.2 Ecoulement de Poiseuille
Le mode`le de viscosite´ harmonique a e´te´ teste´ sur un e´coulement de Poiseuille dipha-
sique (Benkenida (1999), Bonometti (2005)) pour lequel les effets visqueux jouent un roˆle
central. Deux fluides au repos sont superpose´s dans une boˆıte carre´e de coˆte´ L, le fluide 1
e´tant place´ en dessous du fluide 2 ( ρ1/ρ2= 1, μ1/μ2= 50 et σ = 0). La mise en mouvement
des deux fluides est engendre´e par un gradient de pression. Le profil vertical de vitesse est
mesure´ lorsque l’e´coulement est e´tabli et compare´ au profil the´orique. On remarque sur la
figure 3.5 que le profil vertical de vitesse obtenu avec un mode`le de viscosite´ line´aire est
proche du champ the´orique mais que celui obtenu avec un mode`le de viscosite´ harmonique
est identique au champ the´orique. Cet exemple montre bien la pertinence du mode`le de
viscosite´ harmonique pour des e´coulements cisaille´s. On note que l’erreur commise avec
le mode`le de viscosite´ line´aire est cependant raisonnable (∼ 5%).
3.4.3 Onde de gravite´ non-de´ferlante
Benkenida (1999) re´alise des simulations de transport d’une onde sinuso¨ıdale de faible
amplitude ( = 2a/λ = 0, 17, avec  : la cambrure, a : l’amplitude, λ : la longueur d’onde).
Les fluides utilise´s pour repre´senter l’eau et l’air ont des viscosite´s tre`s faibles et des
rapports de densite´ de ρ = ρL/ρG = 10 et 100. En relevant la pulsation des ondes simule´es
pour des nombres d’onde fixe´s, il montre un bon accord entre la relation de dispersion
the´orique line´aire et les re´sultats nume´riques pour un minimum de 50 mailles dans la
longueur d’onde (Fig. 3.6).
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Fig. 3.5 – Profil de vitesse dans un e´coulement de Poiseuille a` deux couches, permanent. − : solution
analytique ; ◦ : mode`le de viscosite´ line´aire ;  : mode`le de viscosite´ harmonique ; − horizontal : iso-contour
C = 0, 5 ; . . . : re´gion de transition (Benkenida (1999)).
Fig. 3.6 – Pulsation par des ondes de gravite´. − : the´orie line´aire (Benkenida (1999)).
D’autres tests ont par ailleurs montre´ que l’e´quation de dispersion de l’onde gravitaire
est correctement de´crite, meˆme si l’amplitude de l’onde est infe´rieure a` la taille de la maille
(Vaillard (2002)).
3.5 Conclusion
Dans ce chapitre, nous avons pre´sente´ les diffe´rentes me´thodes nume´riques ge´ne´ra-
lement utilise´es pour de´crire le de´ferlement des vagues. Les avantages et inconve´nients
de chaque me´thode sont discute´s. Notre choix est de simuler le de´ferlement en simula-
tion directe a` l’aide d’une me´thode Volume Of Fluid sans reconstruction d’interface. Le
code nume´rique JADIM a ensuite e´te´ pre´sente´. Enfin, quelques exemples de validation de
JADIM, pertinents pour notre e´tude du de´ferlement, ont e´te´ reporte´s.
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Chapitre 4
ETUDE COMPARATIVE DE
DEFERLEMENT
4.1 Introduction
Avant d’aborder le coeur de ce travail, nous avons re´alise´ deux simulations pre´limi-
naires permettant de comparer nos re´sultats avec ceux de la litte´rature. Pour cela, deux
configurations d’ondes de´ferlantes en milieu profond et peu profond ont e´te´ teste´es. La
premie`re configuration est celle d’une onde solitaire de´ferlant sur un re´cif immerge´ e´tu-
die´e auparavant par Yasuda et al. (1997)) avec une me´thode BIEM. La seconde est une
onde de Stokes instable en milieu infiniment profond. Cette configuration est identique
a` celle propose´e par Chen et al. (1999) utilisant une me´thode VOF avec reconstruction
d’interface (code SURFER) et permet des comparaisons quantitatives pre´cises. Ces cas
tests ont fait l’objet d’une publication dans un congre`s (Duval et al. (2004)) qui figure
en annexe (Annexe A).
4.2 De´ferlement d’une onde solitaire
On se propose d’e´tudier l’e´volution d’un soliton se propageant vers un re´cif immerge´,
en reprenant la configuration propose´e par Yasuda et al. (1997). La condition initiale est
une onde solitaire du 9ime ordre (Fenton (1972)). La phase gazeuse est initialement au
repos. Les parame`tres adimensionnels choisis sont ceux propose´s par Yasuda et al. (1997)
pour ge´ne´rer un de´ferlement plongeant :
R
h
=0, 6
a
h
=0, 5
ou` a repre´sente l’amplitude du soliton, h la hauteur de la surface d’eau non perturbe´e et
R la hauteur de l’obstacle (Fig. 4.1). Les valeurs choisies pour ces grandeurs sont a = 0, 22
m, h = 0, 43 m et R = 0, 26 m, les fluides e´tant l’eau et l’air (ρL = 10
3 kg m−3, ρG = 1 kg
m−3, μL = 10−3 kg m−1 s−1 et μG = 10−5 kg m−1 s−1). Un domaine de calcul rectangulaire
est choisi (fig.4.1), de hauteur 1, 5 m pour e´viter les effets de confinement et de longueur
20 m.
Dans cette configuration, le domaine complet doit eˆtre maille´. Pour pouvoir capter les
petites e´chelles associe´es au de´ferlement, il est ne´cessaire d’avoir un raffinement important
du maillage dans la re´gion de de´ferlement. L’utilisation d’un maillage uniforme semble
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Fig. 4.1 – Proble`me physique e´tudie´
inadapte´ a` la ge´ome´trie du proble`me. Un maillage non-uniforme est ainsi utilise´ (472x125)
pour ces simulations, posse´dant une re´gion centrale maille´e uniforme´ment au-dessus du
re´cif dans la re´gion ou` l’onde doit de´ferler. La taille des mailles de´croˆıt ge´ome´triquement
en s’e´cartant de cette zone avec une raison de l’ordre de 0,95. Le raffinement minimum est
Δx = 0, 01 m et Δz = 0, 005 m. Ce maillage a l’avantage d’augmenter la re´solution dans
la zone de de´ferlement mais ne´cessite la connaissance pre´alable de cette re´gion. La zone
de raffinement est positionne´e suivant l’axe des X, entre le de´but du re´cif et l’abscisse 18
m, ou` l’on s’attend a` voir le soliton de´ferler et suivant l’axe des Z, entre le sommet du
re´cif et l’ordonne´e 0, 8 m.
La figure 4.2 montre l’e´volution temporelle de la surface libre (C = 0, 5) pour une onde
solitaire de´ferlant sur un re´cif immerge´. L’onde solitaire se transporte tout d’abord sans
se de´former. Lorsque sa creˆte atteint le niveau de l’obstacle, l’onde se de´forme, on observe
une oscillation de la surface libre. Cela peut s’expliquer par l’adaptation de la vitesse de
l’onde solitaire a` la nouvelle profondeur locale. En effet, on remarque (Fig. 4.2) que la
ce´le´rite´ de la creˆte solitaire c =
√
gh se modifie apre`s son passage sur le re´cif, suivant la
ce´le´rite´ correspondant a` la nouvelle profondeur. L’onde continue de se propager sur le re´cif
en se raidissant. A t ∼ 18 s, la face avant de l’onde est devenue quasi-verticale et l’onde se
pre´pare a` de´ferler. La ce´le´rite´ a` la creˆte de l’onde est de l’ordre de 2,47 m s−1, comparable a`
la ce´le´rite´ de l’onde 2,51 m s−1. La surface libre est alors soumise a` de fortes fluctuations
et avant qu’un jet ne soit e´jecte´, l’onde se de´grade en un de´ferlement plus proche du
de´ferlement glissant que du de´ferlement plongeant pre´dit par Yasuda et al. (1997). Ces
oscillations sont certainement lie´es au manque de raffinement dans la re´gion d’e´jection du
jet. En effet, le jet e´jecte´ dans les simulations de Yasuda et al. (1997) pendant l’e´jection
du jet pre´sente une longueur d’environ 1,75 cm et une largeur maximale de 2 cm. Ces
e´chelles de longueur dans nos simulations repre´sentent respectivement 1, 75Δx et 4Δz, ce
qui indique une sous-re´solution.
La figure 4.3 montre une comparaison ente les profils obtenus dans notre simulation
et ceux obtenus par Yasuda et al. (1997) pendant la phase de de´formation et le de´but
du mouvement de renversement. De fac¸on ge´ne´rale, la surface libre obtenue dans notre
simulation est bien de´finie a` l’avant et a` l’arrie`re de la creˆte. Elle est tre`s proche de
celle montre´e par Yasuda et al. (1997). Ensuite, pendant le raidissement de la creˆte de
l’onde, les profils se superposent parfaitement. Des e´carts apparaissent au niveau de la
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Fig. 4.2 – Evolution temporelle du profil de la surface libre (C = 0, 5) d’une onde solitaire se propageant
vers un re´cif immerge´. − bleu : iso-contour C = 0, 5 ; −− vert et bleu clair : ce´le´rite´ the´orique de l’onde
pour les deux profondeurs ; • rouge : position de l’amplitude maximale de la creˆte ; × : abscisse du re´cif.
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creˆte pendant le processus de renversement, lie´s aux oscillations de la surface libre que
observe´es pendant le de´ferlement (Fig. 4.2). L’ecart maximal d’amplitude de l’onde sur le
dernier profil pre´sente´ (Fid. 4.3) est cependant raisonnable et de l’ordre de 5%.
Fig. 4.3 – Profils de surface libre a` diffe´rents instants pendant la de´formation d’une onde solitaire se
propageant sur un re´cif immerge´. −, −−, −.−, . . . et − : profils de Yasuda et al. (1997) a` t = 17, 81 s,
18,02 s, 18,20 s, 18,37 s, 18,46 s et 18,61 s ; •, ◦, ×, ∗ et  : profils avec JADIM (C = 0, 5) aux meˆmes
instants.
Il apparaˆıt donc un accord correct entre les simulations par la me´thode BIEM (Yasuda
et al. (1997)) et les simulations avec notre code Navier-Stokes. Cependant, le manque de
raffinement ne permet pas de plus amples comparaisons. L’utilisation de maillage plus fin
est toujours possible afin d’avoir une meilleure caracte´risation de la re´gion de de´ferlement.
Cependant, si l’on conside`re les e´chelles du jet dans les simulations de Yasuda et al. (1997)
e´voque´es pre´ce´demment, un raffinement de l’ordre de Δx = Δz = 10−3 m serait ne´cessaire
pour que le jet soit compose´ d’une dizaine de mailles (Sect. 3.4.1).
Pour cette raison, on choisit de se placer dans une configuration plus ide´ale pour valider
plus pre´cisement la pertinence de notre code nume´rique pour de´crire le de´ferlement.
4.3 De´ferlement d’une onde de Stokes
La configuration d’une onde de Stokes d’ordre 3 propose´e par Chen et al. (1999) a e´te´
reprise. Cette configuration est plus ide´ale que la configuration de Yasuda et al. (1997)
pre´sente´e pre´ce´demment, car le maillage est concentre´ sur une longueur d’onde, ce qui
permet avec des maillages raisonnables, d’obtenir un niveau de raffinement beaucoup plus
e´leve´ que dans le cas pre´ce´dent.
La condition initiale est solution du proble`me potentiel et admet les champs de vitesse
et pression suivants (Lamb (1932), Sect. 250) :⎧⎨
⎩
p = p0 + (kc
2 − g − k3c2β2)ρz
u = cβk cos(kx) exp(kz)
v = cβk sin(kx) exp(kz)
(4.1)
avec p0 une constante de pression additive, k = 2π/λ le nombre d’onde, λ la longueur
d’onde, g l’acce´le´ration gravitationnelle, a l’amplitude de l’onde. La vitesse de phase c
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de l’onde posse`de un terme correctif de´pendant de la cambrure  = ak en comparaison
avec la ce´le´rite´ line´aire clin =
√
g/k, tel que : c2 = g/k(1 + 2). Le coefficient β est une
correction de l’amplitude prenant en compte l’ordre 3 de l’onde et de´fini comme solution
de l’e´quation β(1 + 9/8k2β2) = a. La position initiale de la surface libre est de´finie par :
η(x, 0) =
1
2
a2k + acos(kx) +
1
2
a2kcos(2kx) +
3
8
a3k2cos(3kx) (4.2)
Cinq nombres adimensionnels sont ne´cessaires pour de´crire l’e´coulement. Nous repre-
nons ici les valeurs de Chen et al. (1999) :⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
 = ak = 0, 55
ρ = ρL
ρG
= 100
μ = μL
μG
= 2, 5
Re = ρLg
1/2λ3/2
μL
= 104
B = ρLgλ
2
σ
= 104
ou` Re est le nombre de Reynolds, B le nombre de Bond et σ la tension de surface. Les
e´chelles de longueur et de vitesse utilise´es pour construire ces nombres adimensionnels
sont respectivement λ et
√
λg comme dans l’e´tude de Chen et al. (1999). ρ et μ sont
respectivement le rapport de densite´ et de viscosite´ entre le liquide, indice´ de L et le gaz,
indice´ de G.
Tout d’abord, la cambrure initiale est bien supe´rieure a` la cambrure critique de´finie par
Stokes : c = 0, 4432 (Lamb (1932)). Cette cambrure donne a priori un caracte`re instable
a` l’onde qui devrait par conse´quent de´ferler. Ensuite, les rapports ρ et μ ne sont pas les
rapports pour un syste`me eau/air. De meˆme, le Re est tre`s bas compare´ aux valeurs qu’il
peut prendre par exemple dans l’oce´an, variant plutoˆt dans une gamme de 106 a` 109. Le
choix de ces valeurs est justifie´ par Chen et al. (1999) comme un compromis entre la
pre´cision des simulations et les phe´nome`nes physiques intervenant dans le processus de
de´ferlement.
Le domaine nume´rique est un carre´ de coˆte´ λ. Une condition de pe´riodicite´ est appli-
que´e sur les parois late´rales permettant a` l’onde pe´riodique d’entrer et de ressortir de la
boˆıte de calcul en se propageant. Une condition de syme´trie (glissement sans frottement)
est applique´e en haut et en bas du domaine nume´rique. L’onde est centre´e au milieu du
domaine. Un maillage uniforme 512x512 est utilise´ ainsi qu’un pas de temps constant
Δt = 10−4
√
λ/g, comme dans l’e´tude de Chen et al. (1999).
L’ensemble des re´sultats seront pre´sente´s adimensionne´s avec les e´chelles de longueur
et de vitesse : λ et
√
λg.
4.3.1 Dynamique de l’onde
La dynamique ge´ne´rale du taux de pre´sence est repre´sente´e sur les figures 4.4 et 4.5,
ainsi que celle observe´ par Chen et al. (1999). Les instants repre´sente´s sont choisis en vue
de correspondre a` l’e´volution pre´sente´e par Chen et al. (1999).
Tout d’abord, l’onde augmente en amplitude et se raidit pour former un front quasi-
vertical (Fig. 4.4(a)) a` un instant nomme´ usuellement instant de de´ferlement. Un jet de
liquide est e´jecte´ de la creˆte de l’onde (Fig. 4.4(c)), il se renverse et vient impacter la
surface a` l’avant de l’onde (Fig. 4.4(e)), entraˆınant une poche importante de gaz. Un jet
secondaire se de´veloppe a` l’abscisse du point d’impact : il a un mouvement ascendant
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(a) t = 0, 56
√
λ/g (b) t = 0, 56
√
λ/g
(c) t = 1, 20
√
λ/g (d) t = 1, 20
√
λ/g
(e) t = 1, 80
√
λ/g (f) t = 1, 44
√
λ/g
(g) t = 2, 10
√
λ/g (h) t = 1, 76
√
λ/g
Fig. 4.4 – Distribution spatiale du taux de pre´sence de phase C a` diffe´rents instants de l’e´volution
d’une onde de Stokes. 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8. A droite (a) (c) (e) (g) : simulation avec JADIM ;
a` gauche (b) (d) (f) (h) : simulation de Chen et al. (1999).
et sa taille augmente. Ce jet secondaire se de´veloppe et suit a` son tour un mouvement
de renversement. Il impacte (Fig. 4.4(g)) en entraˆınant une poche d’air plus petite que
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(a) t = 2, 56
√
λ/g (b) t = 2, 08
√
λ/g
(c) t = 3, 56
√
λ/g (d) t = 2, 96
√
λ/g
(e) t = 5, 50
√
λ/g (f) t = 5, 76
√
λ/g
(g) t = 7, 50
√
λ/g (h) t = 8, 00
√
λ/g
Fig. 4.5 – Suite de la figure 4.4.
celle entraˆıne´e par le jet primaire. Un jet tertiaire se forme (Fig. 4.4(g)). Dans la suite du
de´ferlement, l’onde initiale perd en amplitude tandis que celle du jet secondaire augmente.
L’onde initiale et le jet secondaire entrent en interaction et le jet secondaire se renverse sur
la creˆte initiale (Fig. 4.5(a)). Cette interaction cause l’entrainement d’une petite bulle de
gaz. Globalement la dynamique pre´sente´e ici est tre`s proche de celle de´crite par Bonmarin
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(1989) et reporte´e sur la figure 2.25 du chapitre 2. Plus particulie`rement, ce second mode
d’entrainement est en accord avec l’expe´rience de Bonmarin (1989).
La suite de l’e´volution du de´ferlement est plus agite´e, l’onde initiale a quasiment
disparu (Fig. 4.5(c)). On observe un important me´lange entre les deux phases a` la surface
libre et de grosses zones gazeuses restent pre´sentes dans l’eau a` une profondeur maximale
de l’ordre de 0,2 λ, soit plus de 2 fois l’amplitude initiale de l’onde. Le me´lange en surface
se poursuit lentement (Figs. 4.5(e) et 4.5(g)). La surface libre jusqu’alors bien de´finie (Figs.
4.4(a) a` 4.5(c)) devient diffuse. Les poches d’air de grosse taille contiennent un nombre
de mailles suffisant pour que leur mouvement soit correctement de´crit (Sect. 3.4.1), alors
que dans la phase finale du de´ferlement les bulles dans la re´gion de me´lange eau/air sont
de petite taille, infe´rieure a` celle de la maille et nous savons que leur dynamique est alors
mal de´crite.
La dynamique d’ensemble est en bon accord avec les re´sultats de Chen et al. (1999)
(Figs. 4.4 et 4.5), obtenus avec une me´thode VOF avec reconstruction d’interface. On
peut cependant remarquer que le jet e´jecte´ a une forme plus arrondie dans la simulation
de Chen et al. (1999) que dans la noˆtre (Fig. 4.4(d) et 4.4(c)). En comparant les champs
de vitesse a` cet instant (Figs. 4.6(a) et 4.7(a)), on remarque que, dans notre simulation,
la composante verticale de la vitesse dans le jet est moins importante que dans celle de
Chen et al. (1999) et que les vecteurs vitesses sont oriente´s dans le sens de propagation de
l’onde. La vitesse horizontale maximale se situe au bout du jet et est de 60% supe´rieure
a` la ce´le´rite´ c de l’onde. Chen et al. (1999) trouvent une vitesse maximale dans le jet de
45% supe´rieure a` la ce´le´rite´ de l’onde (Fig. 4.7(a)), soit infe´rieure a` la noˆtre.
A partir de la phase de chute du jet (Fig. 4.4(c)), l’e´volution du de´ferlement est plus
lente dans notre simulation que dans celle de Chen et al. (1999). La distribution de vitesse
dans le jet au de´but de l’e´jection (Fig. 4.6(a)) a pour conse´quence le de´veloppement d’un
jet de forme plus allonge´e dans notre simulation (Figs. 4.6(b) et 4.7(b)), l’inertie dominant
localement sur les effets de gravite´. Le jet impacte a` une abscisse plus e´loigne´e de la creˆte
et a` une ordonne´e plus basse que dans la simulation de Chen et al. (1999). La figure 4.6(b)
montre le champ de vitesse avant l’impact. Malgre´ la forme du jet beaucoup plus allonge´e
et sensiblement diffe´rente du jet dans notre simulation, le champ de vitesse est assez
similaire a` celui de Chen et al. (1999) (Fig. 4.7(b)). Ces derniers trouvent une vitesse
horizontale maximale de 1, 76c dans le jet. Dans notre simulation, la vitesse maximale
horizontale est supe´rieure de 1, 89c au bout du jet, pour une vitesse minimale verticale
ayant double´ par rapport au de´but de l’e´jection du jet.
L’ensemble de la dynamique du jet est plus lente dans la suite de l’e´volution du de´fer-
lement et plus dynamique. En effet, lors de l’apparition du jet tertiaire (Fig. 4.5(a)), on
observe une interaction entre la creˆte et le premier jet secondaire, qui n’apparait pas dans
la simulation de Chen et al. (1999). Les deux me´thodes donnent des re´sultats similaires
a` t = 8
√
λ/g (Figs. 4.5(g) et 4.5(h)), en terme de position de la surface libre.
Les figures 4.8(a) et 4.8(b) montrent les champs de vitesse obtenus dans notre simula-
tion a` l’impact du jet et lorsque le jet a pe´ne´tre´ la surface libre. On peut remarquer (Fig.
4.8(a)) que le jet issu de la creˆte semble rebondir et on constate une forte quantite´ de
mouvement dans le sens de propagation de l’onde. Sur la figure 4.8(b), le jet a pe´ne´tre´ la
surface libre, on notera des champs de vitesse ayant une composante verticale importante
au niveau du point d’impact et l’apparition sous ce point, de deux tourbillons contra-
rotatifs. On observe de fortes vitesses ascendantes, le jet secondaire forme´ semblant aussi
nourri par le fluide sous la surface libre. Peregrine (1983) propose trois modes possibles
de ge´ne´ration des jets secondaires (Sect. 2.6.2, Fig. 2.23). Sans pouvoir conclure de fac¸on
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(a) t = 1, 20
√
λ/g (b) t = 1, 75
√
λ/g
Fig. 4.6 – Champs de vitesse (a) pendant le mouvement de renversement a` t = 1, 20
√
λ/g : umax =
0, 74
√
λg, vmax = 0, 24
√
λg et vmin = −0, 16
√
λg et (b) avant l’impact du jet a` t = 1, 75
√
λ/g avec
umax = 0, 87
√
λg, vmax = 0, 21
√
λg et vmin = −0, 34
√
λg. − : iso-contour C = 0, 5.
(a) t = 1, 20
√
λ/g (b) t = 1, 40
√
λ/g
Fig. 4.7 – Champs de vitesse a` deux instants de la simulation de Chen et al. (1999). (a) pendant le
mouvement de renversement a` t = 1, 20
√
λ/g : |umax| = 0, 68
√
λg avec umax = 0, 67
√
λg et (b) avant
l’impact du jet sur la face avant de l’onde a` t = 1, 40
√
λ/g : |umax| = 0, 83
√
λg avec umax = 0, 81
√
λg.
de´finitive, il semblerait a` la vue des champs de vitesse, a` la formation du jet secondaire
et apre`s son impact (Fig. 4.8) que dans notre simulation, le me´canisme de ge´ne´ration du
jet secondaire serait tout d’abord le rebond, soit le mode A, puis correspondrait au mode
C propose´ par Peregrine (1983), c’est-a`-dire une combinaison entre le mode A (rebond)
et le mode B (jet forme´ par l’eau sous l’impact du jet).
Abadie et al. (1998) ont montre´ (Fig. 2.24) ( = 0, 41) que pour une onde de Stokes
de´ferlant sur fond plat (h/λ = 0, 17 avec h la profondeur ; ρ = 850 ; μ = 54) et une valeur
du nombre de Reynolds Re = 104 avec les e´chelles caracte´ristiques utilise´es par Chen
et al. (1999), que la ge´ne´ration du jet secondaire correspond principalement au mode B.
Lubin (2004) observe le mode C (combinaison de A et B) avec les meˆmes parame`tres que
Abadie et al. (1998) et une valeur du nombre de Reynolds plus e´leve´e Re ∼ 3, 2 104. Il
associe cet e´cart a` la valeur du Reynolds.
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(a) t = 1, 81
√
λ/g (b) t = 1, 98
√
λ/g
Fig. 4.8 – Champs de vitesse (a) apre`s l’impact du jet sur la surface libre a` l’avant de l’onde a`
t = 1, 81
√
λ/g : umax = 1, 10, vmax = 0, 20
√
λg et vmin = −0, 35
√
λg et (b) apre`s l’impact du jet
secondaire a` t = 1, 98
√
λ/g : umax = 0, 72
√
λg, vmax = 0, 44
√
λg et vmin = −0, 44
√
λg. − : iso-contour
C = 0, 5.
4.3.2 Champs de vorticite´
Les champs de vorticite´ pendant le de´ferlement sont pre´sente´s sur la figure 4.9. Les
champs sont adimensionne´s par
√
g/λ. Dans notre simulation, le champ de vitesse ini-
tialement impose´ est irrotationnel. Par conse´quent, la vorticite´ est initialement nulle et
apparaˆıt uniquement a` la surface libre et est ge´ne´re´e par la condition de raccord a` l’inter-
face. La vorticite´ ge´ne´re´e a` la surface est proportionnelle a` la courbure de l’interface et a`
la vitesse tangentielle du fluide.
Sur la figure 4.9(a), on remarque qu’un tourbillon de vorticite´ positive est ge´ne´re´ dans
l’air au-dessus de la creˆte de l’onde. De la vorticite´ positive est transporte´e dans la creˆte
vers l’arrie`re de l’onde. De la vorticite´ ne´gative apparaˆıt a` l’avant de l’onde, du haut du
front vers le creux.
Dans le jet (Fig. 4.9(b)), de la vorticite´ positive est ge´ne´re´e a` la surface supe´rieure ainsi
qu’au bout du jet e´jecte´ et de la vorticite´ ne´gative est observe´e a` la surface libre infe´rieure
de jet et dans la creˆte. Ces observations sont en accord avec les re´sultats de Chen et al.
(1999). A l’impact du jet (Fig. 4.9(c)), un maximum de vorticite´ ne´gative de 140 est
ge´ne´re´ dans l’eau, dans la re´gion d’impact. Pendant la formation du jet secondaire (Fig.
4.9(d)), des tourbillons se de´veloppent autour du gaz entraˆıne´. Les re´gions de vorticite´
positive sont localise´es dans l’air, dans les re´gions des fortes courbures de l’interface, les
re´gions de vorticite´ ne´gative se trouvent dans l’eau, autour du gaz entraˆıne´. On peut
donc penser qu’un des me´canismes de dissipation d’e´nergie est lie´ au cisaillement induit
par l’air entraˆıne´ et par son action contre les forces de flottaisons (Lamarre and Melville
(1991)). Cette se´quence de structures tourbillonnaires a de´ja` e´te´ observe´e et Battjes
(1988) propose une revue des travaux mene´s pour mettre en e´vidence la ge´ne´ration et
l’importance des tourbillons pendant le de´ferlement.
Dans la suite du de´ferlement (Figs. 4.9(f) a` 4.9(h)), les niveaux de vorticite´ dimi-
nuent et l’organisation de la vorticite´ devient plus complexe, tout comme la topologie de
l’e´coulement. A t = 7, 5
√
λ/g (Fig. 4.9(h)), l’eau posse`de encore des niveaux de vorti-
cite´ importants avec un maximum de 65, c’est-a`-dire plus de 8 fois celui de l’instant de
74
4.3 De´ferlement d’une onde de Stokes 75
(a) t = 0, 56
√
λ/g (b) t = 1, 20
√
λ/g
(c) t = 1, 80
√
λ/g (d) t = 2, 10
√
λ/g
(e) t = 2, 56
√
λ/g (f) t = 3, 56
√
λ/g
(g) t = 5, 50
√
λ/g (h) t = 7, 50
√
λ/g
(i) Le´gende : wy
√
λ/g ∈ [−20; 20]
Fig. 4.9 – Distribution spatiale de la vorticite´ wy = w · ey adimensionnalise´e par
√
g/λ, a` diffe´rents
instants du de´ferlement d’une onde de Stokes. 0 < x/λ < 1 et 0, 8 < z/λ < 0, 2 ; − : iso-contour C = 0, 5 ;
→ : vecteur vitesse.
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de´ferlement.
4.3.3 Bilan d’e´nergie
L’e´nergie me´canique totale est de´finie comme la somme de l’e´nergie cine´tique Ec,
potentielle Ep et de l’e´nergie capillaire. La contribution de l’e´nergie associe´e aux effets
capillaires est ne´glige´e car initialement d’un ordre de grandeur 100 fois infe´rieure aux
autres e´nergies. L’e´nergie totale dans le liquide s’e´crit E = Ec + Ep, avec Ep et Ec tels
que :
Ec =
∫∫
L
ρu2 dx dz Ep =
∫∫
L
ρgz dx dz + Ep0 (4.3)
ou` Ep0 est une constante permettant d’obtenir une e´nergie potentielle nulle au niveau de
repos du liquide Z0 et L indique une inte´gration sur le liquide (C = 0).
Avant la formation du jet (t < 0, 56
√
λ/g) (Fig. 4.10), l’e´nergie potentielle augmente,
atteignant un maximum de 1, 1E0 a` l’instant de de´ferlement car l’onde croˆıt en amplitude
pendant la phase initiale de de´formation, alors que l’e´nergie cine´tique diminue et atteint
un minimum a` l’instant de de´ferlement. Entre l’instant de de´ferlement et l’impact du jet
(0, 56 < t
√
λ/g < 1, 80), l’e´nergie potentielle diminue alors que l’e´nergie cine´tique croˆıt
pour atteindre une valeur proche de sa valeur initiale. Les e´nergies cine´tiques et potentielles
suivent ensuite diffe´rentes oscillations pouvant eˆtre mises en lien avec la formation du jet
secondaire et la suite du de´ferlement. Leurs oscillations sont en opposition de phase ce qui
est repre´sentatif d’e´changes entre ces deux e´nergies. On remarque tout d’abord (Fig. 4.10),
0 2 4 6 80
0.2
0.4
0.6
0.8
1
t(λ/g)−1/2
E
/E
0
Fig. 4.10 – Evolution temporelle des e´nergies me´caniques inte´gre´es dans l’eau normalise´es par leur
valeur initiale. − : e´nergie totale E ; −.− : e´nergie potentielle Ep ; −− : e´nergie cine´tique Ec.
que dans les premiers instants de la simulation, l’onde perd brutalement de l’e´nergie. Le
champ de vitesse dans l’air e´tant initialement nul, une partie de la quantite´ de mouvement
de l’eau est transmise a` l’air pour sa mise en mouvement. De fac¸on surprenante (Fig.
4.11(a)), cette chute initiale de l’e´nergie n’est pas observe´e dans la simulation de Chen
et al. (1999). Jusqu’a` l’impact du jet (t=1,80), l’e´nergie de´croˆıt exponentiellement avec
un taux de de´croissance adimensionel e´quivalent a` celui de la simulation de Chen et al.
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(1999) de γ1 = 7, 2 10
−2 (Fig. 4.11(a)). Pendant le de´ferlement (1, 8 < t
√
λ/g < 5, 2),
le taux de de´croissance de l’e´nergie totale augmente et vaut γ2 = 0, 41, valeur du meˆme
ordre de grandeur que celui de Chen et al. (1999) (γ2 = 0, 32). Apre`s t = 5, 2
√
λ/g,
l’e´nergie suit une loi de puissance en t0,33 alors que Chen et al. (1999) obtiennent une
loi t−1 qui est en accord avec Rapp and Melville (1990). L’e´nergie totale de´croˆıt donc
au cours du temps en suivant trois re´gimes de de´croissance diffe´rents : avant, pendant et
apre`s le de´ferlement.
0 1 2 3 4 5 6 7 8 9 100
0.2
0.4
0.6
0.8
1
t (λ/g)−1/2
E/
E 0
(a) Dans l’eau
0 1 2 3 4 5 6 7 8 9 100
0.2
0.4
0.6
0.8
1
t (λ/g)−1/2
E/
E 0
(b) Dans tous le domaine
Fig. 4.11 – Evolution temporelle de l’e´nergie me´canique totale normalise´e par sa valeur initiale (a)
inte´gre´e dans l’eau et (b) inte´gre´e sur le domaine nume´rique. + : maillage 512x512 ; ∗ : maillage M3
(e´quivalent 256x256 ; Ch. 6 ) ; −− : taux de de´croissance de l’e´nergie obtenus par Chen et al. (1999) pour
le maillage 512x512.
Apre`s trois pe´riodes (Fig. 4.11(a)), il reste 20% de l’e´nergie totale de l’onde initiale,
qui se re´partit en 27% de l’e´nergie cine´tique, 16% d’e´nergie potentielle, valeurs proches
de celles de la simulation de Chen et al. (1999) qui trouvent respectivement : 20%, 30%
et 5%.
La figure 4.11(a) montre aussi l’e´volution temporelle de l’e´nergie totale pour deux
maillages. On remarque (Fig. 4.11(a)), que l’e´volution temporelle de l’e´nergie totale est
similaire quel que soit le raffinement jusqu’a` l’impact du jet. On note cependant que
l’impact se produit plus toˆt (t = 1, 6
√
λ/g) pour le maillage le moins raffine´. Le taux
de de´croissance observe´ pendant le de´ferlement (1, 6 < t
√
λ/g < 5, 5) pour le maillage
le moins raffine´ est plus proche de celui de Chen et al. (1999) : γ2 = 0, 34. Apre`s t =
5, 5
√
λ/g, la de´croissance de l’e´nergie temporelle suit une loi de puissance t−0,54, plus
rapide que celle observe´e pour le maillage le plus raffine´ mais toujours plus lente que celle
observe´e par Chen et al. (1999).
Enfin, l’e´volution de l’e´nergie totale inte´gre´e sur l’ensemble du domaine est repre´sente´e
sur la figure 4.11(b). On remarque que pour le maillage le plus raffine´, identique a` celui
de Chen et al. (1999), l’accord est quasi-parfait, avec un e´cart d’environ 1% sur le niveau
final d’e´nergie totale. Ce re´sultat est surprenant et semble montrer que dans la simulation
de Chen et al. (1999), l’air est moins dynamique que dans la noˆtre.
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4.4 Conclusion
Dans ce chapitre, deux configurations d’ondes de´ferlantes de´crites dans la litte´rature
(Yasuda et al. (1997), Chen et al. (1999)) sont e´tudie´es afin de valider le code nume´rique
JADIM pour l’e´tude du de´ferlement.
Les re´sultats de la simulation d’une onde solitaire de´ferlant sur un re´cif immerge´ ont
tout d’abord e´te´ pre´sente´s. La re´solution dans cette configuration n’est pas suffisante pour
de´crire la phase d’e´jection du jet, cependant la comparaison des profils de surface libre
en-dehors de la re´gion d’e´jection du jet est en accord quasi-parfait avec ceux obtenus par
Yasuda et al. (1997), utilisant une me´thode BIEM.
Ensuite, nous avons choisi d’e´tudier la configuration d’une onde de Stokes propose´e
par Chen et al. (1999), permettant une meilleure re´solution de l’onde de´ferlante. La
dynamique de l’onde dans notre simulation est en bon accord avec les re´sultats de Chen
et al. (1999) utilisant une me´thode VOF avec reconstruction d’interface. La dynamique
de la vorticite´ a e´te´ pre´sente´e. Un bilan d’e´nergie comparable a` celui de Chen et al. (1999)
a aussi e´te´ montre´.
Afin de poursuivre la validation de notre outil nume´rique, le chapitre suivant pre´sente
les tests re´alise´s pour le calcul du taux de dissipation.
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Chapitre 5
VALIDATION DU CALCUL DE LA
DISSIPATION
5.1 Introduction
Dans notre e´tude, nous nous inte´ressons a` la dissipation d’e´nergie par le de´ferlement.
Avant toute chose, il est donc ne´cessaire de s’assurer de la validite´ du calcul du taux de
dissipation avec notre me´thode nume´rique. Nous exposons tout d’abord, les proble`mes
lie´s au calcul de la dissipation.
Mode`les de viscosite´
Le taux de dissipation d’e´nergie D s’exprime en fonction de la viscosite´ dynamique μ
et des composantes du tenseur des de´formations Sij = 1/2(∂ui/∂xj + ∂uj/∂xi) tel que :
d = 2μSijSij (5.1)
Dans une approche macroscopique, la vicosite´ est discontinue au travers d’une surface
libre, elle passe d’une valeur μL dans un liquide a` une valeur μG dans un gaz. Cette
discontinuite´ est difficile a` discre´tiser car la viscosite´ μ est a` e´valuer dans les re´gions
interfaciales correspondant a` une proportion donne´e de liquide et de gaz.
Dans le code JADIM, deux mode`les de viscosite´ sont imple´mente´s pour caracte´riser
les re´gions interfaciales. Le mode`le le plus simple correspond a` une distribution line´aire
de μ avec la proportion de chacune des phases liquide et gazeuse :
μ = CμG + (1− C)μL (5.2)
ou` on rappelle que le taux de pre´sence de phase vaut 0 dans le liquide et 1 dans le
gaz. On note que ce mode`le est mal adapte´ au niveau d’une interface car la viscosite´
n’est pas une quantite´ extensive et ne peut pas par conse´quent physiquement se sommer
(Sects. 3.3.1.3 et 3.4.2). Le second mode`le imple´mente´ dans JADIM, nomme´ mode`le de
viscosite´ harmonique, se caracte´rise par un terme additionnel dans le calcul des contraintes
permettant la continuite´ des contraintes tangentielles a` une interface et la discontinuite´
de la viscosite´ de part et d’autre de cette interface au niveau discret :
(τij)h = 2μSij + (κ− μ)[Siknknj + Sjknkni − Skmnknmninj ] (5.3)
ou` μ est la viscosite´ dite ”line´aire”, de´finie dans l’e´quation 5.2, et κ = μGμL
(1−C)μG+CμL une
contribution additionnelle assurant la parfaite continuite´ des contraintes tangentielles.
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L’interpolation de la viscosite´ en re´gion interfaciale pouvant eˆtre une source d’erreur
dans l’estimation de la dissipation, les deux mode`les de viscosite´ sont teste´s en ve´rifiant la
continuite´ des contraintes tangentielles au travers d’une interface et permettre de choisir
le mode`le le mieux adapte´.
Interpolations dans l’estimation de la dissipation
La bonne estimation de la dissipation au niveau des interfaces repose sur l’interpolation
locale des gradients et de la viscosite´. Il est important de rappeler que dans le code JADIM,
le choix d’un maillage a` grilles de´calle´es entre le champ de pression et les champs de vitesse,
a e´te´ fait (Fig. 5.1) pour la discre´tisation spatiale des e´quations de Navier-Stokes (Sect.
3.3.2.1). Cette distribution des champs permet un calcul pre´cis des gradients de vitesse et
donc des contraintes intervenant dans le bilan de quantite´ de mouvement (Fig. 5.2).
U( i , j )
V( i , j )
P( i , j )
Fig. 5.1 – Grilles a` mailles de´cale´es utilise´es dans
le code JADIM. − : une maille de pression avec •
son centre ; . . . : une maille du champ de vitesse
horizontale avec → son centre et −− : une maille
du champ de vitesse verticale avec ↑ son centre.
μ ( i , j )
S
Sxx
zz( i , j )
( i , j )
SxzSxz ( i+1,j+1 )
S ( i,j ) Sxzxz ( i+1,j )
( i,j +1)
Fig. 5.2 – Positions de calcul des composantes
du tenseur des de´formations Sij dans JADIM, sur
une maille de pression.
Les diffe´rentes interpolations possibles pour le calcul du taux de dissipation sont e´va-
lue´es. On note qu’il est probable que l’utilisation des contraintes et en particulie`rement de
la proprie´te´ de continuite´ des contraintes tangentielles a` travers les interfaces, permette
un meilleur calcul du taux de dissipation. Des re´gions d’e´paississement ou de diffusion de
l’interface pouvant eˆtre observe´es dans nos simulations du de´ferlement (Fig. 5.3), les dif-
fe´rentes interpolations de la dissipation sont teste´es dans ces situations moins optimales.
Deux calculs de la dissipation inte´grale
La dissipation inte´gre´e sur le domaine nume´rique Ω peut eˆtre calcule´e de deux fac¸ons,
la comparaison de ces deux calculs permettra de s’assurer de la validite´ de notre calcul de
la dissipation locale.
L’e´quation de conservation de l’e´nergie sous sa forme inte´grale s’e´crit :
∂
∂t
(
∫∫∫
Ω
ρu.u
2
dΩ)+
∫∫
∂Ω
(
ρu.u
2
+ρgz)u.n dS = +
∫∫
∂Ω
(−pu.n+τ .u.n) dS−
∫∫∫
Ω
d dΩ
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(a) Situation de de´ferlement plongeant (b) Situation de me´lange
Fig. 5.3 – Distribution spatiale du taux de pre´sence de phase dans deux configurations d’onde de Stokes
de´ferlante.
(5.4)
ou` u et p repre´sentent les champs de vitesse et de pression, τ le tenseur des contraintes, d
le taux de dissipation, ρ la densite´, g l’acce´le´ration gravitationnelle, z l’ordonne´e et n la
normale a` l’interface. On de´finit la dissipation totale par inte´gration du taux de dissipation
sur le domaine nume´rique Ω :
Di(t) =
∫∫∫
Ω
d(x, t) dΩ (5.5)
Les e´coulements conside´re´s pour valider le calcul du taux de dissipation ont une ca-
racte´ristique commune : une condition de pe´riodicite´ sur les parois late´rales. Sur ces fron-
tie`res, le flux global d’e´nergie cine´tique, le travail des forces de pression et des contraintes
normales au domaine, s’e´quilibrent entre la paroi d’ ”entre´e” et celle de ”sortie” de l’e´cou-
lement. Suivant les configurations e´tudie´es, le calcul du taux de dissipation inte´gre´ sur le
domaine nume´rique est donne´ soit par la de´rive´e temporelle de l’e´nergie totale, soit par
la puissance des contraintes applique´es normalement aux frontie`res du domaine. En effet,
les cas tests diffe´rent de par la manie`re dont le fluide est mis en mouvement :
1. soit par une paroi mobile, le bilan d’e´nergie 5.4 permet de de´duire le taux de dissi-
pation (en re´gime e´tabli) :
Di(t) = − d
dt
(
∫∫∫
Ω
e dΩ) (5.6)
ou` e repre´sente la densite´ d’e´nergie me´canique totale, somme de l’e´nergie cine´tique
ec = ρu.u/2 et de l’e´nergie potentielle ep = ρgz.
2. soit par la propagation d’une onde avec des conditions de syme´trie sur les fron-
tie`res nord et sud du domaine. Dans ces conditions, le bilan d’e´nergie 5.4 donne la
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dissipation totale :
Di(t) = −
∫∫
∂Ω
τ .u.n dS (5.7)
Dissipation nume´rique
Ensuite, il est ne´cessaire d’estimer la dissipation nume´rique pour s’assurer que notre
calcul de la dissipation n’est pas parasite´ par ce phe´nome`ne.
Plan de l’e´tude
Pour cela, trois configurations de complexite´ croissante ont e´te´ teste´es. Les conditions
initiales pour ces e´coulements tests sont pre´sente´es dans la premie`re partie de ce cha-
pitre. La premie`re configuration est un e´coulement de Couette cisaille´ en pre´sence d’une
interface. La seconde est celle d’une onde de Stokes non-de´ferlante. La troisie`me situation
teste´e est un de´ferlement.
La seconde partie de ce chapitre est consacre´e a` l’e´tude de la continuite´ des contraintes
tangentielles pour les trois e´coulements pre´sente´s dans la premie`re partie. Cette e´tude
permet de de´terminer le mode`le de viscosite´ le mieux adapte´.
Dans une troisie`me partie, le calcul de la dissipation par les diffe´rentes interpolations
possibles est teste´ sur les trois e´coulements de re´fe´rence. La validite´ de chaque estimation
est discute´e et permet de de´finir l’expression de la dissipation qui est utilise´e dans notre
e´tude.
Dans une quatrie`me partie, les deux estimations de la dissipation totale (inte´gration
du taux de dissipation sur le domaine nume´rique) sont compare´es afin de valider par une
approche inte´grale, le calcul de la dissipation locale, par ve´rification de la conservation de
l’e´nergie.
Ensuite, pour les ondes de Stokes, l’effet de la condition initiale de l’air est conside´re´.
Un champ de vitesse dans l’air a e´te´ propose´ et est discute´ dans une cinquie`me partie.
Enfin, une conclusion re´sume les tests de validation pour le calcul du taux de dissipa-
tion.
5.2 Conditions initiales des cas tests
Les trois configurations de re´fe´rence utilise´es dans ce chapitre sont pre´sente´es. Tout
d’abord, on se propose d’e´tudier un e´coulement simple : un e´coulement de Couette cisaille´
en pre´sence d’une interface. Cet e´coulement est choisi car il fait intervenir uniquement les
contraintes tangentielles τxz (τxx = τxz = 0) dont on pourra ve´rifier la continuite´ a` travers
une interface plane.
Ensuite, une onde de Stokes en milieu infiniment profond permet de tester les deux
me´thodes de calcul de dissipation totale a` partir de la dissipation locale et de la de´rive´e
de l’e´nergie me´canique. Le choix d’une cambrure faible ou importante, pour cette onde,
permet de se placer dans une configuration non-de´ferlante ou de´ferlante.
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5.2.1 Ecoulement de Couette cisaille´
Le champ de vitesse initialement impose´ (Fig. 5.4) est de´fini par :
u=
{
α1z z ≤ h
α1μz + α1h(1− μ) z > h
v=0
(5.8)
avec α1 = V1/h. On note que le raccordement des contraintes tangentielles a` l’interface :
V1
2
L
V
h
G
μρ
ρ μ
LL
G
Fig. 5.4 – Ecoulement de Couette cisaille´ en pre´sence d’une interface. → : profil de vitesse ; V1 : vitesse
a` l’interface (z = h) ; V2 : vitesse a` paroi supe´rieur mobile ; . . . : condition de pe´riodicite´ et −− : condition
de paroi (fixe ou mobile).
(τxz)L = (τxz)G, impose un gradient vertical de u dans le gaz (z > h) proportionnel au
rapport de viscosite´ entre les deux fluides μ.
La gravite´ et la tension interfaciale e´tant choisies nulles, quatre nombres adimension-
nels permettent de de´crire l’e´coulement (Fig. 5.4) :⎧⎪⎪⎪⎨
⎪⎪⎪⎩
h/L = 0, 41
ρ = ρL
ρG
= 1000
μ = μL
μG
= 50
Re = ρLV1h
μL
= 0, 2
ou` z = h repre´sente l’ordonne´e de l’interface, L le cote´ du domaine nume´rique carre´, ρ et
μ repre´sentent respectivement les rapports de densite´ et de viscosite´ entre la phase liquide
et la phase gazeuse, et Re est le nombre de Reynolds base´ sur la vitesse a` l’interface
u(z = h) = V1 et la hauteur de liquide h. Les rapports ρ et μ sont proches des rapports
entre l’eau et l’air.
Le domaine nume´rique est un carre´ de coˆte´ L (Fig. 5.4). On impose des conditions de
pe´riodicite´ sur les parois late´rales, de paroi en bas du domaine et de paroi mobile avec une
vitesse V2, en haut du domaine. Le pas de temps utilise´ est constant pendant la simulation
Δt= 5 10−4 s et assure un CFL infe´rieur a` 1.
Sauf mention contraire, les re´sultats sont pre´sente´s pour un maillage uniforme de 50x50
mailles.
5.2.2 Ondes de Stokes non-de´ferlante et de´ferlante
La position initiale de la surface libre (Eq. 4.2) et les champs de vitesse et de pression
initialement impose´s sont ceux d’une onde de Stokes du troisie`me ordre de´finis dans la
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section 4.3 (Eq. 4.1).
En choisissant une tension de surface nulle, quatre parame`tres adimensionnels per-
mettent de de´crire l’e´coulement :⎧⎪⎪⎪⎨
⎪⎪⎪⎩
 = 2πa
λ
ρ = ρL
ρG
= 770
μ = μL
μG
= 55
Re = ρLg
1/2λ3/2
μL
= 104
ou` Re repre´sente le nombre de Reynolds, ρ et μ sont respectivement, les rapports de
densite´ et de viscosite´ entre le liquide et le gaz.
Une cambrure  = 0, 2 infe´rieure a` la cambrure critique c de´fine par Stokes (Lamb
(1932)) est choisie pour les ondes non-de´ferlantes et  = 0, 55 > c pour les cas de´ferlants.
Le domaine nume´rique est un carre´ de coˆte´s la longueur d’onde de l’onde initiale. On
applique une condition de pe´riodicite´ sur les parois late´rales du domaine et de syme´trie
en haut et bas. Le maillage non-uniforme (M3) utilise´ dans cette partie, est uniforme
suivant l’axe horizontal (Δx = 5 10−3λ). Suivant la verticale, il posse`de une re´gion centrale
autour de l’onde, maille´e uniforme´ment (Δz = 1, 67 10−3λ), entoure´e de deux re´gions dans
lesquelles la taille des mailles de´croˆıt ge´ome´triquement (raison de l’ordre de 0,9) en s’en
e´cartant. Un pas de temps impose´ a` Δt = 10−4
√
λ/g ve´rifie la condition CFL.
Dans les cas non-de´ferlants, les distributions verticales des contraintes sont pre´sente´es
en deux abscisses fixes : X1 = 0, 2λ et X2 = 0, 5λ. Dans les cas de´ferlants, deux situa-
tions sont e´tudie´es. La premie`re (Fig. 5.3(a)) est un de´ferlement plongeant pour lequel la
surface libre du jet primaire est bien de´finie et peu e´paisse. L’abscisse indique´e en pointille´
(X = 0, 3λ) sur la figure 5.3(a), indique la position de mesure des champs utilise´s pour
la validation du calcul du taux de dissipation. Ce cas permet de tester la dissipation au
passage d’interfaces multiples et courbes. Dans la seconde situation, le jet forme´ pendant
le de´ferlement a une interface diffuse sur l’e´paisseur entie`re d’une zone de me´lange (Fig.
5.3(b)). Ce cas est plus complexe et permet de ve´rifier le calcul du taux de dissipation en
pre´sence d’une interface diffuse. L’abscisse de mesure des champs (X = 0, 2λ) traverse la
zone de me´lange.
5.3 Choix d’un mode`le de viscosite´
Les deux mode`les de viscosite´ disponibles (line´aire et harmonique) dans le code JA-
DIM, vont eˆtre teste´s sur les e´coulements de´crits dans la section pre´ce´dente. Nous e´tudions
dans cette partie, la continuite´ des contraintes tangentielles a` travers des interfaces.
Les figures 5.1 et 5.2, nous montrent que la viscosite´ μ, est calcule´e au centre des
mailles de pression mais que le taux de de´formation tangentiel Sxz, l’est aux coins de
cette meˆme maille. Pour obtenir les contraintes tangentielles τxz au point de pression, il
est ne´cessaire d’interpoler ces deux quantite´s. Pour faciliter la lecture, dans l’expose´ des
interpolations possibles pour le calcul des contraintes tangentielles τxy, nous notons :
– pas d’exposant : lorsqu’aucune interpolation n’est effectue´e sur un champ donne´,
c’est-a`-dire mesure´ a` la position ou` il est calcule´ dans le code (Figs. 5.2 et 5.1)
– en exposant p : champ donne´ interpole´ au point de pression
– en exposant c : champ donne´ interpole´ aux coins de la maille de pression
Deux calculs sont possibles pour les contraintes tangentielles τxz aux points de pression :
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– C1 : τxz = μ×Spxz : calcul des contraintes par l’interpolation des taux de de´formation
tangentiels au point de pression.
– C2 : τxz = ( μ
c × Sxz )p=( τxz )p : interpolation de la viscosite´, pour calculer les
contraintes aux coins de la maille de pression et interpoler ensuite les contraintes au
centre de la maille de pression.
Dans le cas d’un e´coulement de Couette, l’e´coulement n’est pas stationnaire de`s les
premiers instants mais le devient lorsque la solution nume´rique s’est e´tablie. Pour cette
raison, l’instant initial et l’e´coulement e´tabli sont e´tudie´s inde´pendamment.
5.3.1 Ecoulement de Couette a` l’instant initial
La figure 5.5 montre la distribution verticale des deux interpolations C1 et C2 possibles
pour calculer les contraintes tangentielles τxz, pour les mode`les de viscosite´ line´aire μl (Fig.
5.5(a)) et harmonique μh (Fig. 5.5(b)).
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Fig. 5.5 – Distribution verticale des contraintes tangentielles τxz (kg m−1s−1) (x/L=0,43, instant
initial) dans un e´coulement de Couette en pre´sence d’une interface (h/L = 0, 41). × : C1 = μ × Spxz ; ◦ :
C2 = (μc × Sxz)p ; −− : contraintes tangentielles the´oriques (continues) et · · · : iso-contour C = 0, 5 (en
un point de pression).
Le calcul C1 ne permet pas le raccord des contraintes tangentielles τxz a` l’interface,
et avec aucun des mode`les de viscosite´ (Fig. 5.5). On observe une forte augmentation de
l’intensite´ de τxz a` l’interface, supe´rieure a` 1600% en comparaison a` la valeur the´orique.
Pour calcul C2, la continuite´ de τxz en z = h n’est pas respecte´e avec un mode`le de
viscosite´ line´aire μl (Fig. 5.5(a)) et on constate une augmentation de la valeur de τxz dans
les mailles a` proximite´ de l’interface. Par contre, avec le mode`le de viscosite´ harmonique
μh, le profil vertical de τxz est continu et les valeurs des contraintes autour de l’interface
s’e´cartent au maximum de 45% de leurs valeurs the´oriques.
5.3.2 Ecoulement de Couette devenu stationnaire
Dans les premiers instants des simulations re´alise´es avec chacun des mode`les de vis-
cosite´, l’e´coulement de Couette a une dynamique instationnaire puis converge vers une
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solution nume´rique stationnaire a` t > tc. Cela s’explique par la pre´sence d’une interface
qui implique l’interpolation de la viscosite´ a` l’interface. La figure 5.6 montre, lorsque
l’e´coulement est e´tabli, que le champ de vitesse s’est e´carte´ de la solution initialement im-
pose´e autour de l’interface. Avec le mode`le de viscosite´ line´aire (Fig. 5.6(a)), on observe
un e´cart relatif maximum entre le champ de vitesse mesure´ et sa valeur the´orique de 64%
et de 32% avec le mode`le de viscosite´ harmonique (Fig. 5.6(b)).
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Fig. 5.6 – Distribution verticale de l’erreur relative entre le champ de vitesse mesure´ a` t = tc et se valeur
the´orique (Eq. 5.8) pour un e´coulement de Couette cisaille´ en pre´sence d’une interface. (a) mode`les de
viscosite´ line´aire μl et (b) mode`les de harmonique μh. · · · : iso-contour C = 0, 5 (en un point de pression).
Les contraintes tangentielles calcule´es par C1 ne sont pas continues au passage de l’in-
terface pour aucun des mode`les de viscosite´ (Fig. 5.7). On note un e´cart sur la valeur
des contraintes par rapport a` la the´orie plus important pour le mode`le de viscosite´ har-
monique que pour le line´aire. L’interpolation des contraintes par C2, par contre, montre
une continuite´ parfaite des contraintes tangentielles au travers de l’interface plane (e´cart
relatif avec la the´orie : 10−3%), pour les deux mode`les de viscosite´.
Les deux calculs des contraintes tangentielles avec C1 et C2 ont e´te´ teste´s sur les
autres e´coulements pre´sente´s dans la section pre´ce´dente. Il ressort comme pour l’e´tude de
l’e´coulement de Couette, que C2 est l’interpolation a` retenir pour le calcul des contraintes
tangentielles. Dans la suite, nous retenons l’interpolation C2 et l’interpolation C1 ne sera
plus e´voque´e.
5.3.3 Onde de Stokes non-de´ferlante
Cette partie a pour objectif de s’assurer du raccordement des contraintes tangentielles
pour une interface courbe. Les contraintes tangentielles sont mesure´es dans le repe`re car-
te´sien et projete´es dans le repe`re de la surface libre.
La figure 5.8 montre les profils des contraintes tangentielles dans le repe`re de l’interface
a` l’instant initial, aux instants t = Δt, t = T et t = 2T . Initialement, le champ de vitesse
dans l’air e´tant nul, les contraintes tangentielles τxz ne peuvent eˆtre continues. Apre`s un
pas de temps Δt, les profils verticaux de τxz montrent des valeurs tre`s e´loigne´es des valeurs
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Fig. 5.7 – Distribution verticale des contraintes tangentielles τxz (kg m−1s−1) (x/L=0,43, t = tc) dans
un e´coulement de Couette e´tabli en pre´sence d’une interface (h/L = 0, 41). × : C1 = μ × Spxz ; ◦ : C2 = (μc
× Sxz)p ; −− : contraintes tangentielles the´oriques (continues) et · · · : iso-contour C = 0, 5 (en un point
de pression).
the´oriques autour de l’interface. Les profils obtenus apre`s une et deux pe´riode se super-
posent assez bien et l’e´coulement gaz/liquide peut eˆtre conside´re´ e´tabli. Les deux mode`les
de viscosite´ donnent des re´sultats comparables. On remarque que les profils verticaux de
τxz sont continus lorqu’ils traversent l’interface et aucune valeur extreˆme n’est observe´e.
5.3.4 Onde de Stokes de´ferlante
Dans cette partie, nous conside´rons une onde de Stokes de´ferlante dans les deux si-
tuations de´crites par la figure 5.3. La figure 5.9 illustre les variations du taux de pre´sence
de phase C aux abscisses ou` vont eˆtre pre´sente´es les contraintes tangentielles. On note la
complexite´ du profil vertical de C pour la situation d’une zone de me´lange (Fig. 5.9(b)).
Dans la situation d’un de´ferlement plongeant, la boucle forme´e par le jet est bien de´finie
et l’interface aussi (Fig. 5.3(a)). La figure 5.10 montre que les contraintes tangentielles
τxz sont continues aux passages successifs des interfaces et qu’aucune valeur excessive
n’est observe´e pour les deux mode`les de viscosite´. On note cependant que la distribution
verticale de τxz admet des diffe´rences selon le mode`le de viscosite´ choisi. En effet, on
remarque qu’a` la surface libre la plus profonde, le signe de τxz est positif pour le mode`le
de viscosite´ line´aire et ne´gatif pour le mode`le harmonique (intensite´s e´quivalentes). Cela
est difficile a` expliquer mais vient certainement des effets cumule´s a` chaque pas de temps
de chacun des mode`les, donnant localement une dynamique sensiblement diffe´rente.
Dans la situation d’une interface fortement diffuse (situation de me´lange) (Figs. 5.3(b)
et 5.9(b)), les profils verticaux de τxz (Fig. 5.11) sont continus a` travers la re´gion de me´-
lange pour les deux mode`les de viscosite´. On note cependant que pour le mode`le de
viscosite´ line´aire μl, τxz affiche des variations assez importantes lorsque les gradients ver-
ticaux du taux de pre´sence changent de signe, ce qui n’est pas le cas pour le mode`le de
viscosite´ harmonique μh. Cette observation nous permet de choisir le mode`le de viscosite´
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(a) Mode`le μl, X1 = 0, 2λ (b) Mode`le μh, X1 = 0, 2λ
(c) Mode`le μl, X2 = 0, 4λ (d) Mode`le μh, X2 = 0, 4λ
Fig. 5.8 – Distribution verticale des contraintes tangentielles τxz (kg m−1s−1) pour une onde de Stokes
non-de´ferlante, projete´e dans le repe`re de la surface libre en deux abscisses : X1 = 0, 2λ et X2 = 0, 4λ.
(a) et (c) mode`le de viscosite´ line´aire μl et (b) et (d) : mode`le de viscosite´ harmonique μh. ◦ : t = 0 ; × :
t = Δt ;  : t = T et  : 2T . −− : contraintes the´oriques dans le liquide et · · · : iso-contour C = 0, 5.
harmonique qui repre´sente mieux le raccordement des contraintes tangentielles au travers
de zones de me´lange complexes.
Finalement, nous retiendrons de cette partie que les deux mode`les de viscosite´ per-
mettent le raccord des contraintes tangentielles au travers d’interfaces lorsque l’e´coulement
est e´tabli. Ces deux mode`les de viscosite´ montrent des contraintes d’ordre de grandeur
comparables. Cependant, dans des situations complexes de zone de me´lange, le mode`le de
viscosite´ harmonique semble re´duire les effets lie´s a` la discre´tisation de la viscosite´. On
choisit donc d’utiliser le mode`le de viscosite´ harmonique pour la suite de notre e´tude.
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(a) Situation de de´ferlement plongeant (b) Situation de me´lange
Fig. 5.9 – Profil vertical du taux de pre´sence de phase C pour des ondes de Stokes de´ferlantes aux
abscisses de mesure pre´sente´es sur la figure 5.3. . . . : changements de signe du gradient vertical de C.
(a) Mode`le μl, x/λ = 0, 3 (b) Mode`le μh, x/λ = 0, 3
Fig. 5.10 – Distribution verticale des contraintes tangentielles τxz pour le de´ferlement d’une onde de
Stokes de type plongeant (x/λ = 0, 3, Fig. 5.3(a)). (a) mode`le de viscosite´ line´aire μl et (b) mode`le de
viscosite´ harmonique μh. . . . : changements de signe du gradient vertical de C (Fig. 5.9(a)).
5.4 Estimation de la dissipation par diffe´rentes inter-
polations
Nous abordons a` pre´sent les interpolations possibles pour le calcul du taux de dissi-
pation. Ce calcul peut poser proble`me en pre´sence d’une interface car la viscosite´ y est
interpole´e mais aussi les gradients de vitesse. Il est important de de´finir l’interpolation
qui n’engendre pas de surestimation du taux de dissipation dans les re´gions interfaciales.
Nous allons tout d’abord pre´senter les diffe´rentes interpolations possibles pour ce calcul
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(a) Mode`le μl, en x/λ = 0, 2 (b) Mode`le μh, en x/λ = 0, 2
Fig. 5.11 – Distribution verticale des contraintes tangentielles τxz pour le de´ferlement d’une onde de
Stokes en situation de me´lange (x/λ = 0, 2, Fig. 5.3(b)). (a) mode`le de viscosite´ line´aire μl et (b) mode`le
de viscosite´ harminique μh. . . . : changements de signe du gradient vertical de C (Fig. 5.9(b)).
et ensuite les e´tudier sur les trois e´coulements tests de´finis dans la section 5.2.
Le taux de dissipation peut se de´composer en deux parties, faisant intervenir inde´-
pendamment les composantes normales et tangentielles du taux de de´formation, tel que :
d = 2μΣS2ii + 2μΣi=jS
2
ij = dN + dT (5.9)
Les figures 5.1 et 5.2 montrent que la viscosite´ μ et les composantes normales du tenseur
des de´formations Sxx et Syy, sont calcule´es au centre des mailles de pression. Leur esti-
mation est unique. Le taux de de´formation tangentiel Sxz, en revanche, est calcule´ aux
coins des mailles. Pour obtenir le taux de dissipation d, il est ne´cessaire d’interpoler l’une
de ces deux quantite´s.
On reprend ici les notations utilise´es pre´ce´demment (Sect. 5.3), c’est-a`-dire un exposant
p si une variable est interpole´e au point de pression et c si elle l’est aux coins de la maille.
Aucun indice n’apparaˆıt lorsque la variable est exprime´e a` sa position de calcul. Six calculs
sont possibles pour obtenir le taux de dissipation d’e´nergie dT aux points de pression :
1. d1 : dT = (μ
c × S2xz)p = (τxz × Sxz)p
2. d2 : dT = (μ
c × Sxz)p × Spxz = (τxz)p × Spxz
3. d3 : dT = μ× (S2xz)p
4. d4 : dT = μ× (Spxz)2
5. d5 : dT =
((μc×Sxz)2)p
μ
= (τ
2
xz)
p
μ
6. d6 : dT =
((μc×Sxz)p)2
μ
= (τ
p
xz)
2
μ
On note que d1, d2, d5 et d6 respectent la proprie´te´ de continuite´ des contraintes tangen-
tielles au travers des interfaces et on peut de`s a` pre´sent penser que ces estimations du
taux de dissipation donneront de meilleurs re´sultats.
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L’objectif de cette partie est de tester ces diffe´rentes approches du calcul du taux de
dissipation sur les e´coulements tests introduits dans la section 5.2 et d’en de´terminer une
pour le reste de l’e´tude.
5.4.1 Ecoulement de Couette
On s’inte´resse tout d’abord, au taux de dissipation dans le cas d’un e´coulement de
Couette en pre´sence d’une interface. La figure 5.12(a) montre les profils verticaux de
dissipation obtenus pour les 6 estimations possibles a` l’instant initial. On remarque que
les profils pour les calculs d3 et d4 affichent des valeurs extreˆmes autour de l’interface en
z = h, ce qui est la conse´quence de la discontinuite´ des contraintes observe´e avec le calcul
C1 (Sect. 5.3.1). Les autres estimations de la dissipation sont plus proches de la solution
the´orique autour de l’interface. On peut remarquer deux tendances en z = h : d1 et d2 qui
semblent suivre le profil dicontinu the´orique ; d5 et d6 dont la valeur semble conditionne´e
par le taux de pre´sence de phase local de 0,5.
On rappelle que la solution initialement impose´e n’est pas solution du proble`me nu-
me´rique et que les champs de vitesse s’e´tablissent et deviennent stationnaires a` tc (Sect.
5.3.2). On remarque (Fig.5.12(b)) que les profils verticaux de dissipation a` tc, par les
estimations d3 et d4 restent de´raisonnables autour de l’interface. Les autres profils s’ap-
prochent plus de la distribution the´orique. En dehors de l’interface, d5 suit parfaitement
le profil the´orique.
(a) t = 0 (b) t = tc
Fig. 5.12 – Distribution verticale du taux de dissipation d’e´nergie (x/L=0,43) pour un e´coulement de
Couette en pre´sence d’une interface (h/L= 0,41) a` deux instants : (a) t = 0 et (b) t = tc. ◦ : d1 ;  : d2 ;
+ : d3 ; × : d4 ; : d5 et • : d6. −− : valeur the´orique du taux de dissipation.
Ces re´sultats ne suffisent pas pour conclure sur le choix d’une me´thode d’estimation
du taux de dissipation mais permettent d’en e´carter deux : d3 et d4.
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5.4.2 Onde de Stokes non-de´ferlante
Les figures 5.13(a) et 5.13(c) montrent les profils verticaux du taux de dissipation
d obtenus avec les 6 me´thodes propose´es en deux abscisses a` l’instant initial. La phase
gazeuse e´tant initialement au repos, les gradients ne sont pas correctement estime´s a`
l’interface car la continuite´ des contraintes tangentielles, n’est pas respecte´e et on observe
des pics du taux de dissipation pour toutes les me´thodes di, i=1,. . . ,6.
Apre`s une pe´riode, l’e´coulement e´tant e´tabli, on observe (Figs. 5.13(b) et 5.13(d)) que
les distributions du taux de dissipation n’affichent plus les valeurs excessives initialement
observe´es autour de l’interface. On remarque une chute du taux de dissipation a` proximite´
de l’interface, lie´e a` la condition de raccord des contraintes tangentielles. Ce point sera
aborde´ dans l’e´tude de la dissipation au chapitre 7 (Sect. 7.2.6). Comme pour l’e´coulement
de Couette pre´ce´demment e´tudie´, on remarque (Fig. 5.13(b)) que les profils pour d3 et
D4 fluctuent imme´diatement au-dessus de l’interface sur des valeurs de l’ordre de 10
−3 et
10−4. Ils semblent donc mals adapte´s pour le calcul du taux de dissipation. L’ensemble des
autres profils sont continus a` travers l’interface. On remarque aussi sur la figure 5.13(b) que
les profils verticaux du taux de dissipation obtenus avec d1 et d2 sont les plus continus a`
passage de l’interface, alors qu’a` une abscisse diffe´rente (Fig. 5.13(d)) se sont les profils du
calcul d1. Cela indique que d1 reste une estimation acceptable inde´pendante de l’abscisse.
5.4.3 Onde de Stokes de´ferlante
La figure 5.14, reporte les profils verticaux des diffe´rentes estimations du taux de
dissipation dans le cas d’ondes de Stokes de´ferlantes. On remarque que les profils sont
proches pour l’ensemble des estimations. On observe aussi que le taux de dissipation est
relativement continue et n’affiche pas de pics de´mesure´s a` travers la re´gion de me´lange.
5.4.4 Bilan
Nous venons de tester six diffe´rentes me´thodes de discre´tisation pour le calcul du taux
de dissipation. Nous les avons compare´es pour les cas tests retenus. Ces tests ont permi
de mettre en e´vidence que les interpolations d3 et d4 sont a` proscrire. L’interpolation d1
ressort comme e´tant la plus prometteuse. Dans la suite de notre e´tude, on expose donc
les re´sultats avec ce calcul uniquement, en ayant pris soin de ve´rifier au travers des profils
verticaux, le comportement du taux de dissipation.
5.5 Dissipation totale
La dissipation totale peut eˆtre soit obtenue par l’inte´gration directe du taux de dissi-
pation (Eq. 5.5) ou soit par le bilan d’e´nergie (Eq. 5.4) qui se simplifie en l’e´quation 5.6
ou 5.7 selon l’e´coulement conside´re´. L’objectif de cette partie est donc de comparer ces
deux approches inte´grales afin de valider notre calcul de la dissipation et de ve´rifier que
l’outil nume´rique JADIM conserve bien l’e´nergie.
5.5.1 Ecoulement de Couette cisaille´
Dans le cas d’un e´coulement de Couette, le travail de la paroi supe´rieure mobile com-
pense la perte d’e´nergie par dissipation et le bilan d’e´nergie est donne´ par l’e´quation 5.7.
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(a) X1 = 0,2 λ ; t = 0 (b) X1 = 0,2 λ ; t = T
(c) X2 = 0,5 λ ; t = 0 (d) X2 = 0,5 λ ; t = T
Fig. 5.13 – Distribution verticale du taux de dissipation d pour une onde de Stokes non-de´ferlante, en
deux abscisses : x/λ = 0, 2 et x/λ = 0, 5. (a) et (c) t = 0 et (b) et (d) t = T . ◦ : d1 ;  : d2 ; + : d3 ; × :
d4 ; : d5 et • : d6. −− : valeur the´orique du taux de dissipation.
La figure 5.15 montre les deux estimations de la dissipation totale a` l’instant initial et
lorsque que l’e´coulement est devenu stationnaire. L’e´cart entre les deux me´thodes est tre`s
faible et de l’ordre de 2% pour un maillage grossier. Les deux me´thodes convergent line´ai-
rement avec le raffinement du maillage vers la solution the´orique. On remarque aussi que
l’e´cart entre les deux me´thodes reste constant entre l’instant initial et tc.
5.5.2 Onde de Stokes non-de´ferlante
Dans le cas d’une onde de Stokes non de´ferlante, la figure 5.16 compare la dissipa-
tion totale calcule´e par les deux me´thodes : par l’inte´gration de la de´rive´e de l’e´nergie
me´canique totale (Eq. 5.6), soit par l’inte´gration du taux de dissipation (Eq. 5.5). D’une
fac¸on ge´ne´rale, on remarque que les deux me´thodes donnent des re´sultats tre`s similaires.
L’e´cart relatif entre les deux est de l’ordre de 1%. On peut donc en de´duire que pour les
simulations d’ondes de Stokes non-de´ferlantes, notre code nume´rique conserve l’e´nergie de
manie`re pre´cise.
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(a) Situation de de´ferlement plongeant
(b) Situation de me´lange
Fig. 5.14 – Distribution verticale du taux de dissipation d pour deux situations d’ondes de Stokes
de´ferlantes : (a) un de´ferlement plongeant (x/λ = 0, 3, Fig. 5.3(a)) et (b) une situation de zone de
me´lange (x/λ = 0, 2, Fig. 5.3(b)). ◦ : d1 ;  : d2 ; + : d3 ; × : d4 ; : d5 et • : d6. · · · : changements de
signe du gradient vertical de C (Figs. 5.9(a) et 5.9(b)).
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Fig. 5.15 – Erreur relative sur la dissipation totale (%) en comparaison a` sa valeur the´orique dans le
cas d’un e´coulement de Couette en pre´sence d’une interface (h/L = 0, 41) a` deux instants : − : t = 0 et
−− : tc. ◦ :
∫∫∫
Ω DdΩ (Eq. 5.5) et × :
∫∫
∂Ω τ.u.ndS (Eq. 5.7).
On note cependant (Fig. 5.16) qu’a` l’instant initial la dissipation est tre`s e´leve´e pour
les deux calculs de la dissipation et vaut a` t = 0 plus de 30 fois le niveau moyen de
dissipation atteint par la suite (t > 0, 1T , avec T la pe´riode de l’onde). Le pics du taux
de dissipation observe´s a` l’interface a` l’instant initial sur les distributions verticales (Sect.
5.4.2) apparaissent clairement dans le bilan inte´gral. Rappelons que cela re´sulte de la
condition initiale et disparaˆıt ensuite lorsque les contraintes tangentielles sont devenues
continues.
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Fig. 5.16 – Evolution temporelle de la dissipation totale Di pour une onde de Stokes non-de´ferlante,
par deux approches inte´grales. − : Di = ∫∫∫Ω d dΩ (Eq. 5.5) et - : Di = −d(∫∫∫Ω edΩ)/dt (Eq. 5.6).
5.5.3 Onde de Stokes de´ferlante
On compare a` pre´sent les deux calculs de la dissipation totale a` partir de la de´rive´e de
l’e´nergie (Eq. 5.6) et de l’inte´gration du taux de dissipation (Eq.5.5) dans des situations
de de´ferlement.
On remarque sur la figure 5.17 que la dissipation totale a` partir de l’inte´grale de la
de´rive´e de l’e´nergie et celle obtenue en inte´grant le taux de dissipation, montrent les
meˆmes e´volutions au cours d’un processus de de´ferlement autant pour le cas de de´ferle-
ment plongeant que pour le cas d’une re´gion de me´lange (Fig. 5.3). On peut cependant
noter des e´carts relatifs assez important a` certains instants entre les deux courbes de
dissipation totale, lorqu’apparaissent des oscillations hautes fre´quences dans les signaux.
L’ordre de grandeur des deux estimations est cependant le meˆme au cours du processus
de de´ferlement.
5.6 Dissipation nume´rique
Une haute re´solution e´tant ne´cessaire pour caracte´riser les petites e´chelles associe´es au
de´ferlement, l’utilisation de maillages non-uniformes sera souvent privile´gie´e, afin de mini-
miser les temps de calcul de nos simulations. Il est donc ne´cessaire d’estimer la dissipation
nume´rique dans ce cas. Le maillage non-uniforme (M3) est utilise´ dans cette partie.
Pour estimer une dissipation nume´rique DiN , on conside`re que la dissipation totale
que l’on mesure Di est la somme de la dissipation physique Did et de DiN , telle que :
Di=Did+DiN . La dissipation Did varie line´airement avec la viscosite´ du fluide μL, en
conside´rant que la dissipation dans l’air est ne´gligeable (μ = 55). La me´thode propose´e
pour estimer une dissipation nume´rique DiN est de faire tendre la viscosite´ du liquide vers
des valeurs tre`s faibles (μL → 0), tout en conservant le rapport μ = 55 de viscosite´ entre
les fluides, c’est-a`-dire Did ∝ μLc2/λ2 → 0 et Di ∼ DiN , la dissipation totale mesure´e
devenant une dissipation purement nume´rique.
La figure 5.18 montre une moyenne sur une pe´riode de la dissipation totale pour des
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(a) Situation de de´ferlement plongeant (b) Situation de me´lange
Fig. 5.17 – Evolution temporelle de la dissipation totale Di pour des ondes de Stokes de´ferlantes, par
deux approches inte´grales. (a) cas d’un de´ferlement plongeant et (b) situation de me´lange. − : Di =∫∫∫
Ω d dΩ (Eq.5.5) et · · · : Di = −d(
∫∫∫
Ω edΩ)/dt (Eq. 5.6).
ondes non-de´ferlantes ( = 0, 2), en fonction du nombre de Reynolds. On constate que
pour les nombres de Reynolds Re < 105, la dissipation de´croˆıt line´airement mais que
pour les valeurs de Re > 105, la dissipation sature a` une valeur de l’ordre de 10−5. Cette
quantite´ est donc repre´sentative de la dissipation nume´rique et on note qu’elle est faible
(<5%) pour la gamme de valeur du nombre de Reynolds conside´re´s dans ce travail.
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Fig. 5.18 – Dissipation totale moyenne sur une pe´riode en fonction du nombre de Reynolds Re pour
des ondes de Stokes non-de´ferlantes ( = 0, 2 ; ρ = 770 ; μ = 55).
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Fig. 5.19 – Evolution temporelle de la dissipation totale Di pour une onde de Stokes non-de´ferlante,
par deux approches inte´grales, lorsque des champs de vitesse et pression sont initialise´s dans le gaz a`
t = 0 (Eqs. 5.10 a` 5.12). − : Di = ∫∫∫
Ω
d dΩ (Eq. 5.5) et - : Di = −d(∫∫∫
Ω
edΩ)/dt (Eq. 5.6). .
5.7 Initialisation d’un champ de vitesse dans l’air
pour les ondes de Stokes
Nous avons vu pre´ce´demment, que la condition initiale pour l’onde de Stokes (gaz au
repos) se traduit par une production artificielle de vorticite´ (et de dissipation) interfaciale
qui disparaˆıt ensuite lorsque les contraintes visqueuses sont devenues continues. Afin de
limiter cet effet, un champ de vitesse initial dans le gaz est propose´ dans cette section.
La de´finition de ce champ de vitesse dans le gaz qui satisfasse les e´quations a` l’interface
est de´licate car il n’existe pas, a` notre connaissance, de solution the´orique correspondante.
On choisit donc de de´finir un champ de vitesse respectant la condition de raccordement
des contraintes tangentielles et les conditions de continuite´ des vitesses a` l’interface. Les
champs initiaux dans le gaz sont donne´s par :
p
ρ
=
p0
ρ
+ (kc2th − g − k3c2β2)z (5.10)
u = c(βkekzcos(kx)− 1) (5.11)
v = cβkekzsin(kx) (5.12)
On pre´sente (Fig. 5.19) les re´sultats obtenus pour une onde de petite cambrure ( =
0, 2), les autres nombres adimensionnels e´tant ceux pre´sente´s dans la section 5.2.2. On
remarque que la dissipation totale calcule´e avec l’inte´grale du taux de dissipation posse`de
un niveau initial du meˆme ordre de grandeur que la dissipation moyenne. En comparant
l’e´volution temporelle de la dissipation avec (Fig. 5.19) et sans initialisation de l’air (Fig.
5.16), on constate une re´duction significative de la dissipation initiale. On remarque e´ga-
lement que la dynamique est ensuite inchange´e. Le meˆme constat peut eˆtre fait pour les
ondes de´ferlantes de plus grande cambrure ( = 0, 55).
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5.8 Conclusions
Ce chapitre avait pour objectif la validation du calcul nume´rique du taux de dissipa-
tion . Pour cela, trois e´coulements diffe´rents ont e´te´ choisis pour leur proprie´te´s physiques
et leur complexite´ croissante : un e´coulement de Couette en pre´sence d’une interface, une
onde de Stokes non-de´ferlante et une onde de Stokes de´ferlante dans une situation ou
l’interface est bien de´finie (jet plongeant) et une situation plus critique ou` l’interface est
diffuse (re´gion de me´lange). Tout d’abord, on a montre´ que le mode`le de viscosite´ har-
monique permettait de respecter le raccord des contraintes tangentielles au travers des
interfaces. Ensuite, diffe´rentes interpolations pour le calcul du taux de dissipation ont e´te´
teste´es et l’interpolation permettant d’e´viter des augmentations brutales du taux de dis-
sipation aux interfaces a e´te´ se´lectionne´e. Pour chaque e´coulement teste´, deux calculs de
la dissipation totale sont possibles : l’une par l’inte´gration du taux de dissipation, l’autre
par le bilan d’e´nergie global. La comparaison de ces deux approches montre des re´sultats
tre`s similaires, ce qui conforte nos re´sultats. Ensuite, l’estimation de la dissipation nume´-
rique montre qu’elle est ne´gligeable dans la gamme des valeurs du nombre de Reynolds
conside´re´s dans ce travail. Enfin, l’imple´mentation d’une condition initiale de vitesse dans
le gaz est pre´sente´e.
98
Chapitre 6
DYNAMIQUE DES ONDES DE
STOKES
6.1 Introduction
Le code nume´rique ayant e´te´ valide´ pour le de´ferlement d’une onde de Stokes visqueuse
(Ch. 4), on souhaite a` pre´sent e´tudier le de´ferlement pour des fluides usuels tels que l’eau
et l’air. On se propose de re´aliser une e´tude parame´trique en faisant varier la cambrure
initiale de l’onde et les valeurs du nombre de Reynolds pour e´tudier l’e´volution des ondes
et du de´ferlement en fonction de ces parame`tres.
Dans le premier paragraphe de ce chapitre, une discussion sur le choix des parame`tres
adimensionnels variant dans notre e´tude est mene´e. La configuration nume´rique de l’e´tude
est ensuite pre´sente´e. Le second paragraphe du chapitre est consacre´ a` l’e´tude de l’e´volu-
tion de l’onde initiale. Il est important de caracte´riser l’e´tat dans lequel les ondes de´ferlent.
L’e´volution temporelle des profils de surface libre, pour diffe´rents parame`tres, est de´crite.
On e´tudie la composition spectrale de la surface libre au cours du temps. Dans un troi-
sie`me paragraphe, la dynamique de diffe´rents re´gimes d’e´volution des ondes observe´s dans
notre e´tude parame´trique est pre´sente´e. Les e´volutions spatio-temporelles du taux de pre´-
sence, des champs de vitesse et de vorticite´ sont discute´es. Nous pre´sentons un diagramme
montrant la re´partition de ces re´gimes dans l’espace des parame`tres.
6.2 L’e´tude parame´trique
Pour la configuration initiale d’une onde de Stokes, cinq nombres adimensionnels per-
mettent de de´crire l’e´coulement (Sect. 4.3) : la cambrure de l’onde  = ak, le nombre de
Reynolds Re(L, cth) = Lcth/ν avec cth =
√
g/k(1 + 2) la ce´le´rite´ the´orique de l’onde de
Stokes d’ordre 3 et L une e´chelle de longueur caracte´ristique, le nombre d’Eo¨tvo¨s ou de
Bond B = ρgλ2/σ et les rapports de densite´ ρ et de viscosite´ μ. Parmi ces nombres, ρ et
μ sont constants pour des fluides donne´s. On a choisi pour l’ensemble de nos simulations
les rapports ρ = 770 et μ = 55, repre´sentatifs des rapports entre l’eau et l’air (ρL = 10
3
kg m−3 ; ρG = 1, 3 kg m−3 ; μL = 1, 3 10−3 kg m−1s−1 ; μG = 1, 85 10−5 kg m−1s−1 a` 10
degre´s).
La longueur capillaire lc =
√
σ/(ρg) = 2, 5 mm est la longueur de coupure entre les
ondes capillaires et les ondes gravitaires, σ e´tant la tension de surface. Pour les vagues que
nous souhaitons e´tudier deux e´chelles caracte´ristiques existent. Pour la houle, la longueur
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d’onde λ est ge´ne´ralement comprise dans une gamme de l’ordre de 10 a` 100 m et son
amplitude totale H = 2a de l’ordre de 1 a` 10 m. Pour la propagation de telles ondes,
l’e´chelle capillaire est donc ne´gligeable comme l’indique la valeur du nombre de Bond :
B ∼ 105 >> 1. A noter que pour le de´ferlement dans un re´servoir de ve´hicule, la longueur
d’onde varie de 0,5 a` quelques me`tres et l’amplitude est d’une dizaine de centime`tres. Les
effets capillaires sont ge´ne´ralement ne´gligeables a` cette e´chelle.
Lorsque les vagues de´ferlent, des structures de plus petites tailles apparaissent telles
que les bulles entraˆıne´es sous la surface libre ou` localement les effets capillaires dominent
et controˆlent la taille et la forme des bulles. Dans notre e´tude nume´rique, des structures
aussi petites sont de l’ordre de grandeur de la maille. N’ayant pas de´veloppe´ de mode`le de
sous-maille pour de´crire la dynamique de ces bulles, les effets capillaires a` cette e´chelle ne
sont donc pas correctement de´crits. Le choix de ne pas de´crire la tension de surface a e´te´
fait. Il faut garder a` l’esprit que cette hypothe`se n’est pas valide pour toutes les phases
d’e´volution du de´ferlement.
Finalement, dans nos simulations deux nombres adimensionnels varient :  etRe(L, cth),
puisque nous nous plac¸ons dans la limite B >> 1. L’e´chelle de longueur caracte´ristique
sera la longueur d’onde λ, et l’e´chelle de vitesse sera la ce´le´rite´ re´elle de l’onde c qui sera
de´finie dans la section suivante (Sect. 6.3). Le nombre de Reynolds sera aussi construit
tel que : Re(λ, c) = cλ/ν. Un instant de re´fe´rence sera aussi de´fini dans la section sui-
vante (Sect. 6.3) et permettra de de´finir la cambrure dite initiale 0 = (H0/2)k avec
H0 l’amplitude totale de l’onde a` l’instant t0. Ces parame`tres varient dans une gamme
relativement large : 0 ∈ [0, 2; 0, 68] et Re(λ, c) ∈ [38, 3 104] (soit  ∈ [0, 2; 0, 55] et
Re(λ, cth) ∈ [102, 105]).
Deux maillages ont e´te´ utilise´s pour notre e´tude parame´trique. Le raffinement horizon-
tal du premier maillage (M3) est uniforme avec Δx/λ = 5 10−3. Le raffinement vertical
de (M3) est uniforme dans une re´gion centre´e sur l’onde entre 0, 3 < z/λ < 0, 7 avec
Δzmin/λ = 1, 67 10
−3. De part et d’autre de cette re´gion, la taille des mailles croˆıt avec
une raison proche de 0, 9. Ce raffinement vertical permet un gain de 40% de points de
calcul en comparaison a` un maillage uniforme e´quivalent. Le second maillage utilise´ (M6)
est construit de la meˆme fac¸on que (M3), mais est deux fois plus raffine´ : Δx/λ = 2, 5
10−3 et Δzmin/λ = 8, 33 10−4.
Le maillage de re´fe´rence est le maillage (M3), le maillage (M6) ayant e´te´ ge´ne´ralement
utilise´ dans des tests de raffinement ou aux limites de transitions entre les diffe´rents
re´gimes observe´s dans nos simulations. Dans la suite du document, l’utilisation de (M6)
sera explicitement indique´e.
6.3 Etude de l’e´volution de la condition initiale
6.3.1 Profils de surface libre
La figure 6.1 montre l’e´volution temporelle du profil de surface libre obtenu pour
trois valeurs du nombre de Reynolds Re(λ, cth) : 2, 1 10
2 ; 2, 1 103 et 4, 2 103, ou` cth =√
g/k(1 + 2) est la ce´le´rite´ the´orique d’une onde de Stokes d’ordre 3 et une cambrure
 = 0, 35. Les cas pre´sente´s ne de´ferlent pas. Pour le nombre de Reynolds le plus faible (Fig.
6.1(a)), l’onde se propage en apparence sans se de´former et s’amortit progressivement sous
l’action d’effets visqueux importants. A la fin de la simulation l’amortissement de l’onde
initiale est quasi-total. On retrouve le comportement d’un syste`me dissipatif line´aire.
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(a) Re(λ, cth) = 2, 1 102 (b) Re(λ, cth) = 2, 1 103 (c) Re(λ, cth) = 4, 2 103
Fig. 6.1 – Evolution temporelle de la surface libre (C = 0, 5) d’ondes de Stokes d’ordre 3 non-de´ferlantes
(μ = 55 ; ρ = 770). (a)  = 0, 35 et Re(λ, cth) = 2, 1 102 ; (b)  = 0, 35 et Re(λ, cth) = 2, 1 103 et (c)
 = 0, 3 et Re(λ, cth) = 4, 2 103. T = λ/cth est pe´riode des ondes avec cth =
√
g/k(1 + 2) la ce´le´rite´
the´orique d’une onde de Stokes d’ordre 3.
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Dans le second cas (Fig. 6.1(b)), on remarque que la creˆte de l’onde se raidit pendant
les deux premie`res pe´riodes puis s’amortit comme pour le nombre de Reynolds le plus
bas (Fig. 6.1(a)) sur une e´chelle de temps cependant plus longue. Le syste`me pre´sente un
comportement non-line´aire mais il est fortement dissipatif.
Dans le dernier cas pre´sente´ (Fig. 6.1(c)) correspondant au nombre de Reynolds le plus
e´leve´, la creˆte de l’onde se raidit pendant environ 1, 5T , se de´raidit sur une pe´riode iden-
tique, puis se raidit a` nouveau. Ce phe´nome`ne pe´riodique de raidissement-de´raidissement
est associe´ a` un lent amortissement. L’amplitude de l’onde s’amortit peu sur l’ensemble de
la simulation. Dans cette situation, on observe un e´tat non-line´aire entretenu quasiment
en e´quilibre avec les effets visqueux.
On observe donc des comportements de la surface libre assez diffe´rents, conditionne´s
par le nombre de Reynolds caracte´risant l’importance des effets visqueux vis-a`-vis des
effets non-line´aires.
6.3.2 Temps d’adaptation de la solution et onde re´sultante
Afin de connaˆıtre la composition spectrale des ondes au cours du temps, une transfor-
me´e de Fourier de la position de la surface libre est re´alise´e a` chaque pas de temps. La den-
site´ d’e´nergie P (k) associe´e a` chaque nombre d’onde est calcule´e : P (k) = A(k)A(k)/Δk,
avec A(k) : l’amplitude du mode k de Fourier et A(k), son complexe conjugue´.
La figure 6.2 montre l’e´volution temporelle pendant la premie`re demi-pe´riode, de la
densite´ d’e´nergie des six premiers modes de Fourier, pour les trois cas pre´sente´s sur la figure
6.1. On remarque tout d’abord que des modes absents de la solution initiale apparaissent
de`s les premiers instants. La condition initiale s’adapte sur un temps court t0, de l’ordre de
t0 = 0, 1T . On le de´finit comme e´tant le temps d’apparition du premier maximum P (k4)
du mode k4 = 4k = 8π/λ. Nous avons constate´ que t0 est quasi-constant sur l’ensemble des
simulations re´alise´es, i.e. quelle que soit la valeur du nombre de Reynolds et l’amplitude
de l’onde. Ce temps sera choisit comme re´fe´rence dans nos simulations et les quantite´s
dites initiales seront e´value´e a` cet instant et indice´es d’un 0.
Ensuite, on peut remarquer que la densite´ d’e´nergie P (k) des trois premiers modes
initialement pre´sents dans la solution n’ont pas le meˆme comportement temporel que
celle les modes d’ordres plus e´leve´s (Figs. 6.2(c), 6.2(c) et 6.2(e)). On constate qu’elle
reste assez constante pour les valeurs du nombre de Reynolds Re les plus grands (Figs.
6.2(c) et 6.2(e)) mais pas pour le plus faible (Fig. 6.2(a)). Pour t < t0 (Fig. 6.2(a)), la
densite´ d’e´nergie P (k) des trois premiers modes reste assez constante. Elle de´croˆıt ensuite
exponentiellement. Plus le nombre d’onde est grand, plus son taux de de´croissance est
grand. On remarque aussi que le mode k3 est module´ par une oscillation de pe´riode 2t0
pour l’ensemble des cas pre´sente´s.
En s’inte´ressant aux modes d’ordre plus e´leve´s (Figs. 6.2(b), 6.2(d) et 6.2(f)), on
constate que leur densite´ d’e´nergie P (k) oscille au cours du temps avec une pe´riode proche
de 2t0. L’amplitude de ces oscillations est assez constante apre`s t0 et non-ne´gligeable
devant la valeur moyenne. En comparaison, elle varie entre 20 et 40% pour P (k4), elle est
de l’ordre de grandeur de la valeur moyenne pour P (k5) et varie de 100 a` plus de 200%
pour P (k6). On remarque aussi que cette oscillation est en opposition de phase avec celle
du mode k3. L’oscillation de P (k4) croˆıt quand P (k3) diminue et de´croˆıt quand P (k3) est
constant ou augmente.
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Fig. 6.2 – Evolution temporelle de l’e´nergie des modes principaux composant la surface libre, dans
l’espace de Fourier, pour des ondes de Stokes d’ordre 3 non-de´ferlantes (μ = 55 ; ρ = 770). − : k1 = k =
2π/λ ; −− : k2 = 2k ; −.− : k3 = 3k ; . . . : k4 = 4k ; − gris : k5 = 5k et −− gris : k6 = 6k. (a-b)  = 0, 35,
Re(λ, cth) = 2, 1 102 ; (c-d)  = 0, 35, Re(λ, cth) = 2, 1 103 et (e-f)  = 0, 3, Re(λ, cth) = 4, 2 103. La
pe´riode des ondes repre´sente´e est T = λ/cth.
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6.3.3 Evolution des ondes aux temps longs
On s’inte´resse a` pre´sent a` la structure des ondes pour des temps plus longs (Fig.
6.3). La me´thode utilise´e pour obtenir l’e´volution temporelle de la densite´ d’e´nergie de
chaque mode P (k) est identique a` celle pre´sente´e dans la section pre´ce´dente 6.3.2. Pour la
valeur du nombre de Reynolds la plus faible (Fig. 6.3(a)), on remarque que P (k) de´croˆıt
exponentiellement avec des taux de de´croissance augmentant avec le nombre d’onde k. On
peut noter que la densite´ d’e´nergie des trois plus grands nombres d’onde pre´sente´s : P (k4),
P (k5) et P (k6), sature lorsqu’elle atteint une valeur de l’ordre de 10
−6. Cela correspond a`
la pre´cision des calculs, respectivement a` 5, 5T , 3, 5T et 2T . Cela est cohe´rent avec le fait
que l’on dissipe davantage l’e´nergie des petites stuctures. Comme on a puˆ l’observer sur
les profils de surface libre (Fig. 6.1(a)), on retrouve dans ce cas le comportement diffusif
que l’on s’attendait a` voir et qui sera aborde´ dans le chapitre sur la dissipation d’e´nergie
(Ch. 7).
On remarque (Fig. 6.3(a)) que la de´croissance de P (k1) est module´e par une oscillation
de pe´riode 1/2T . Cette modulation existe pour l’ensemble des modes, meˆme si elle appa-
raˆıt moins clairement sur les nombres d’ondes d’ordres supe´rieurs pre´sente´s. Diffe´rentes
pistes ont e´te´ suivies afin de comprendre la provenance de cette oscillation. Nous avons
dans un premier temps fait des tests de sensibilite´ (non-reporte´es ici) au pas de temps
et au pas d’espace. Il s’est ave´re´ que le comportement est inde´pendant des parame`tres
nume´riques. Dans un second temps, on s’est assure´ que la condition de pe´riodicite´ appli-
que´e sur les parois late´rales du domaine nume´rique, soit correctement de´crite, en ve´rifiant
que la quantite´ de mouvement, le champ de pression et le taux de pre´sence entrants et
sortants du domaine nume´rique sont identiques. Ensuite, nous avons conside´re´ l’effet du
confinement. En effet, le tourbillon forme´ dans l’air au-dessus de la creˆte de l’onde aurait
pu eˆtre comprime´ entre la surface libre et le haut du domaine nume´rique pendant les
phases de croissance de l’amplitude de l’onde et ainsi modifier pe´riodiquement les trans-
ferts de quantite´ de mouvement entre les deux phases. Cependant, en doublant la taille
du domaine de calcul suivant la verticale (2λ) tout en maintenant l’onde initialement
centre´e en (x0; z0) = (0, 5λ; 0, 5λ), nous avons observe´ des re´sultats identiques. De meˆme,
l’initialisation ou non du champ de vitesse dans l’air, ne semble pas avoir de re´percussion
sur l’e´volution temporelle de la surface libre a` long terme.
De nombreux auteurs e´tudiant la configuration d’ondes de Stokes ont e´galement ob-
serve´ cette oscillation de pe´riode voisine de 1/2T (Longuet-Higgins and Cokelet (1976),
Yang and Tryggvason (1997), Song and Sirviente (2004)). Longuet-Higgins and Coke-
let (1976) observent cette oscillation sur les courbes d’e´nergie cine´tique et potentielle et
sugge`re la pre´sence d’une onde stationnaire pre´sente dans le domaine nume´rique. Cette
hypothe`se est plausible mais est difficilement ve´rifiable. Yang and Tryggvason (1997) re-
trouvent l’oscillation sur les e´volutions temporelles de l’amplitude totale H et l’associent
a` un effet du maillage. Ils justifient cette affirmation en observant que l’amplitude des
oscillations HOsc = 1/3Δz de´croˆıt proportionnellement au raffinement vertical Δz. Ce-
pendant, dans leurs simulations, une maille a` peine permet de de´crire HOsc, ce qui semble
insuffisant. Dans notre e´tude, la re´solution de HOsc varie de 2 a` plus de 20 mailles sur l’en-
semble des simulations re´alise´es, ce qui nous permet d’eˆtre plus confiant sur l’existence de
cette oscillation. Il est probable qu’il existe un seuil de raffinement a` partir duquel, HOsc
ne varie plus et qu’il n’ait pas e´te´ atteint dans les simulations de Yang and Tryggvason
(1997).
En dehors du mode fondamental (Fig. 6.3(a)), l’e´volution temporelle de la densite´
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Fig. 6.3 – Evolution temporelle de l’e´nergie des modes principaux composant la surface libre dans
l’espace de Fourier, pour des ondes de Stokes d’ordre 3 non-de´ferlantes. (μ = 55 ; ρ = 770). − : k1 = k =
2π/λ ; −− : k2 = 2k ; −.− : k3 = 3k ; . . . : k4 = 4k ; − gris : k5 = 5k et −− gris : k6 = 6k. (a)  = 0, 35,
Re(λ, cth) = 2, 1 102 ; (b)  = 0, 35, Re(λ, cth) = 2, 1 103 et (c)  = 0, 3, Re(λ, cth) = 4, 2 103. La pe´riode
des ondes repre´sente´e est T = λ/cth.
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Fig. 6.4 – Evolution temporelle de l’e´nergie du mode principal k1 = k = 2π/λ de la surface libre dans
l’espace de Fourier, d’une onde de Stokes d’ordre 3 non-de´ferlante (μ = 55 ; ρ = 770 ;  = 0, 35). − :
Re(λ, cth) = 2, 1 103 ; −− : Re(λ, cth) = 4, 2 103.
d’e´nergie des modes P (k) est aussi module´e par des oscillations de pe´riodes varie´es allant
de t0 a` 2T qui s’amortissent au cours du temps.
Afin de comprendre ce comportement, on s’inte´resse a` pre´sent au cas du nombre de
Reynolds le plus e´leve´ (Fig. 6.3(c)). Tout d’abord, on remarque d’une fac¸on ge´ne´rale, que
la densite´ d’e´nergie des modes de´croˆıt peu au cours du temps. Le taux de de´croissance est
tre`s faible en comparaison au cas du plus faible nombre de Reynolds (Fig.6.3(a)). Cela
s’explique par une dissipation visqueuse beaucoup plus faible. L’e´volution temporelle de
la densite´ d’e´nergie du mode k1 est repre´sente´e sur la figure 6.4. La densite´ d’e´nergie
du mode fondamental de´croˆıt dans le temps avec des taux de de´croissance diffe´rents au
cours du temps. En effet, durant 1, 25T le taux de de´croissance est de l’ordre de 2,5
10−3t/T , entre 1, 25T et 2, 5T environ, il est deux fois plus faible, entre 2, 5T et 3, 75T ,
le taux de de´croissance redevient ensuite identique au taux initial. Ces changements du
taux de de´croissance se reproduisent donc dans le temps avec une fre´quence d’environ
1, 25T . Les modes d’ordre supe´rieur au fondamental sont module´s par une oscillation de
pe´riode longue, proche de 2, 5T (Fig. 6.3(c)) dont la fre´quence se maintient dans le temps.
Ces modes semblent asservis et suivre une meˆme e´volution temporelle. En reliant cette
oscillation avec l’e´volution temporelle de la densite´ d’e´nergie du mode fondamental P (k1)
(Fig. 6.4), on constate que les phases de croissance de P (ki) (i > 1) correspondent aux
phases ou` le taux de de´croissance de P (k1) est le plus e´leve´. Inversement, les phases de
de´croissance de P (ki) i > 1) correspondent aux phases ou` le taux de de´croissance de P (k1)
est le plus faible. On constate donc qu’il y a un transfert d’e´nergie du fondamental vers
les harmoniques responsable des oscillations observe´es.
On peut rapprocher l’e´volution temporelle de la structure de l’onde pour le nombre de
Reynolds le plus e´leve´ (Fig. 6.3(c)) aux phe´nome`nes de re´currence de Fermi-Pasta-Ulma
(PFU). Yasuda and Mori (1997) ont e´tudie´ les phe´nome`nes de re´ccurence non-line´aire
pour des ondes de Stokes d’ordre 1 pertube´es par des nombres d’ondes proches du mode
fondamental et de faibles densite´s d’e´nergie. Parmi les diffe´rentes e´volutions temporelles
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des densite´s d’e´nergie des modes, ils observent une e´volution simple, correspondant aux
phe´nome`nes de re´currence de PFU et s’exprimant par une succession de modulations et de
de´modulations d’un train d’ondes de Stokes. La diffe´rence principale entre nos re´sultats
et ceux de Yasuda and Mori (1997) est le temps caracte´ristique des modulations : de
l’ordre de 100T pour Yasuda and Mori (1997) et de l’ordre de T dans nos simulations.
Cet e´cart est associe´ au Δk entre les modes, le temps caracte´ristique des modulations
e´tant inversement proportionnel a` Δk.
Un troisie`me cas est pre´sente´ (Fig. 6.3(b)) pour une valeur interme´diaire du nombre
de Reynolds : Re(λ, cth) = 2, 1. L’e´volution temporelle de la densite´ d’e´nergie des modes
P (k) est interme´daire entre celle obtenue pour une valeur du nombre de Reynolds infe´-
rieure (Fig. 6.3(a)) ou` les effets visqueux dominent et celle pour une valeur du nombre
de Reynolds supe´rieure (Fig. 6.3(c)) ou` les non-line´arite´s persistent. On peut remarquer
dans ce cas (Fig. 6.3(b)) que l’oscillation pour les harmoniques a une pe´riode qui diminue
au cours du temps et semble converger vers une e´volution proche de celle observe´e pour
le Reynolds le plus faible (Fig. 6.3(a)).
6.3.4 Effet de la condition initiale
On a pu observer pre´ce´demment que l’onde initiale s’enrichissait rapidement en harmo-
niques jusqu’a` t0. Nous avons impose´ comme condition initiale une onde de Stokes consti-
tue´e de trois harmoniques. Nous souhaitons maintenant e´tudier l’effet de cette condition
initiale sur le de´veloppement de l’onde et de l’apparition des harmoniques. On impose
donc pour cela, deux autres conditions initiales. L’une est d’ordre 1, de´finie par :
ηO1(x, 0) = a cos(kx) (6.1)
ou` la ce´le´rite´ line´aire est a` l’ordre 1 :
cO1 = clin =
√
g
k
(6.2)
et l’autre est l’onde de Stokes d’ordre 4, telle que :
ηO4(x, 0) =
1
2
a2k+a cos(kx)+
1
2
a2k(1+a2k2
5
2
) cos(2kx)+
3
8
a3k2 cos(3kx)+
5
16
a4k3 cos(4kx)
(6.3)
avec la ce´le´rite´ a` l’ordre 4 est :
cO4 =
√
g
k
(1 + a2k2 +
5
4
a4k4) (6.4)
Les champs de vitesse et pression sont donne´s par l’e´quation 4.1
La figure 6.5 compare les densite´s d’e´nergie des 6 premiers modes obtenus pour des
ondes de Stokes initialement d’ordre 1, 3 et 4. Tout d’abord, on constate que quel que soit
l’ordre initial de l’onde de Stokes, des modes d’ordre supe´rieurs apparaissent rapidement.
Ensuite, on remarque que l’e´volution temporelle de la densite´ d’e´nergie des modes pour
Stokes 3 et 4 sont tre`s proches. Le mode k4 qui se de´veloppe dans le cas d’une onde de
Stokes d’ordre 3 atteint le meˆme niveau que dans le cas d’une onde initialement d’ordre
4. Cela montre que l’ordre 3 initialement impose´ dans nos simulations semble suffisant
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Fig. 6.5 – Effet des modes principaux de la surface libre pour des ondes de Stokes initiale d’ordre 1
(en gris clair), d’ordre 3 (en gris fonce´) et 4 (en noir) ( = 0, 35 ; Re = 2, 1 103, μ = 55 ; ρ = 770). (a) − :
k1 = k = 2π/λ ; + : k2 = 2k et × : k3 = 3k ; (b) − : k4 = 4k ; + : k5 = 5k et × : k6 = 6k.
pour repre´senter correctement l’e´volution temporelle de la structure de l’onde. Enfin, les
densite´s d’e´nergie des modes pour une onde de Stokes d’ordre 1 se superposent relative-
ment moins bien mais de manie`re acceptable, a` ceux obtenus pour les ondes de Stokes
d’ordre 3 et 4, d’environ 1%. L’ordre 1 semble donc suffisant pour caracte´riser l’e´volution
temporelle de la structure de l’onde. Ce test montre surtout que la re´solution nume´rique
de´crit de manie`re tre`s inte´ressante l’apparition des modes d’ordre e´leve´.
6.3.5 Ce´le´rite´ de l’onde et des harmoniques
Les comportements transitoires mis en e´vidence pendant l’e´volution temporelle de la
surface libre d’une onde de Stokes (Fig. 6.3) peuvent eˆtre cause´s par la dispersion des
harmoniques de l’onde. On serait dans ce cas en pre´sence d’un paquet d’onde module´
dans le temps et non d’une onde de Stokes monochromatique. Il est important de ve´rifier
que les harmoniques de l’onde de Stokes sont lie´s. Sur la figure 6.6 sont repre´sente´s les
ce´le´rite´s des six premiers harmoniques contenus dans l’onde. On observe que la ce´le´rite´
des harmoniques de l’onde est identique a` un 1% pre`s a` celle du fondamental. La ce´le´rite´
des modes est cependant supe´rieure a` la ce´le´rite´ line´aire d’une onde de Stokes avec un
e´cart de l’ordre de 8%. Elle de´passe meˆme la ce´le´rite´ d’une onde de Stokes d’ordre 4, ce
qui est en accord avec la ge´ne´ration de modes d’ordre supe´rieur a` 4 pendant la phase
d’e´tablissement de la solution, t < t0.
6.3.6 Energies avant le de´ferlement
Afin de caracte´riser dans quel e´tat les ondes de Stokes de´ferlent dans nos simula-
tions, la figure 6.7 montre l’e´volution temporelle de la densite´ d’e´nergie des six premiers
modes jusqu’a` l’instant de de´ferlement, pour diffe´rentes valeurs du nombre de Reynolds :
Re(λ, c) = 3, 6 102, 1, 14 103 et 4, 5 103. L’instant de de´ferlement est de´fini comme e´tant
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Fig. 6.6 – Ce´le´rite´ des harmoniques d’une onde de Stokes initialement d’ordre 3 non-de´ferlante, nor-
malise´e par la ce´le´rite´ line´aire clin (Eq. 6.2) ( = 0, 35 ; Re(λ, cth) = 7 103 ; μ = 55 ; ρ = 770). • :
c(ki) = ω(ki)/ki (i = 1 a` 5) avec ω(ki) la pulsation associe´e au nombre d’onde ki et I : barre d’erreur sur
la mesure de ω(ki). −− : cth ; . . . : cO4 (Eq. 6.4).
l’instant ou` le profil de la surface libre (C = 0, 5) devient multivalue´. On remarque que
pour les trois cas pre´sente´s, le de´ferlement a lieu lorsque l’e´nergie des modes k4, k5 et k6 est
maximale, ce qui est cohe´rent avec la forme raide des fronts lorsque les ondes atteignent
cet instant de de´ferlement.
6.3.7 Calcul de la ce´le´rite´ des ondes de´ferlantes
L’estimation classique de la ce´le´rite´ a` partir de la pulsation de l’onde et de la longueur
d’onde, ne´cessite des temps de simulation relativement longs. Pour les ondes de´ferlantes,
lorsque le de´ferlement se produit a` t/T < 1, une telle mesure est impre´cise. Une seconde
me´thode d’estimation de la ce´le´rite´ est donc ne´cessaire.
Une premie`re possibilite´ pour ce calcul peut eˆtre a` partir de l’abscisse du maximum
du sommet des ondes. Cependant, la creˆte des ondes peut se dissyme´triser par le de´velop-
pement des non-line´arite´s (Fig. 6.8). L’abscisse du maximum local d’amplitude est donc
fonction du de´veloppement de ces non-line´arite´s et n’est pas repre´sentatif de la ce´le´rite´ de
l’onde. Cette me´thode n’a pas e´te´ retenue.
Le me´thode que nous avons retenue consiste a` estimer la ce´le´rite´ a` partir de l’abscisse
des points du profil de surface libre proches du creux. Cette me´thode a e´te´ choisie car
nous avons constate´ que le creux de l’onde se de´forme peu. On ve´rifie que pour les cas
non-de´ferlants cette estimation de la ce´le´rite´ est en accord avec la me´thode de releve´ de
la pulsation. L’e´cart maximum entre ces deux me´thodes est de 5%. Cette me´thode est
applique´e pour le calcul de la ce´le´rite´ lorsque le calcul par la pulsation de l’onde n’est pas
possible.
La ce´le´rite´ ainsi calcule´e pour l’ensemble des simulations re´alise´es est dans la suite du
document l’e´chelle de vitesse caracte´ristique pour la construction de nombre de Reynolds
Re(λ, c).
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Fig. 6.7 – Evolution temporelle de l’e´nergie des modes principaux composant la surface libre dans
l’espace de Fourier, pour des ondes de Stokes d’ordre 3 de´ferlantes, jusqu’a` l’instant de de´ferlement.
( = 0, 55 ;μ = 55 ; ρ = 770). − : k1 = k = 2π/λ ; −− : k2 = 2k ; −.− : k3 = 3k ; . . . : k4 = 4k ; − gris :
k5 = 5k et −− gris : k6 = 6k. (a) Re(λ, c) = 3, 6 102 ; (b) Re(λ, c) = 1, 14 103 et (c) Re(λ, c) = 4, 5 103.
La pe´riode des ondes repre´sente´es est T = λ/c.
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Fig. 6.8 – Exemple de profils de surface libre pour une phase de dissyme´trisation de la creˆte dans un
cas de´ferlant. − : profil d’une onde dissyme´trise´e ; . . . : onde d’amplitude e´quivalente et • : position des
maxima d’amplitude.
6.4 Re´gimes d’e´volution de l’onde
Diffe´rentes e´volutions caracte´ristiques des ondes de Stokes ont e´te´ observe´es dans la
gamme de parame`tres e´tudie´s. Dans cette partie, chacun de ces re´gimes est de´crit succes-
sivement par la dynamique du taux de pre´sence, des champs de vitesse et de vorticite´.
Le premier re´gime observe´ et de´ja` pre´sente´ dans le paragraphe pre´ce´dent (Sect. 6.3) est
le re´gime non-de´ferlant. Ce premier re´gime est mis en regard du second re´gime observe´ :
le re´gime de´ferlant. Une cartographie dans l’espace des parame`tres est ensuite pre´sente´e
et discute´e par rapport aux crite`res de de´ferlement classiques. Deux types de de´ferlement,
que l’on peut distinguer de`s les premiers instants apparaissent : le de´ferlement glissant
et le de´ferlement plongeant. La troisie`me partie de ce paragraphe est consacre´e a` la des-
cription d’un cas de de´ferlement glissant et la quatrie`me aux de´ferlements plongeants.
Parmi les de´ferlements plongeants trois e´volutions diffe´rentes seront distingue´es. Enfin,
une cartographie classifiant l’ensemble des re´gimes observe´s est pre´sente´e dans l’espace
des parame`tres e´tudie´s.
6.4.1 Ondes non-de´ferlantes
Le premier re´gime caracte´ristique e´tudie´ correspond aux ondes non-de´ferlantes.
Dynamique de la surface libre
La figure 6.9 montre la distribution spatiale du taux de pre´sence dans un cas non-
de´ferlant. L’onde est initialement centre´e dans le domaine (Fig. 6.9(a)). La cambrure
initiale de l’onde e´tant grande dans ce cas (0 = 0, 61) et supe´rieure a` la cambrure critique
de Stokes (c = 0, 44, Lamb (1932)). La creˆte de l’onde se dissyme´trise et se raidit (Figs.
6.9(b) a` 6.9(d)). Sans des effets visqueux aussi forts (Re(λ, c) = 134), cette onde serait
instable et de´ferlerait comme constate´ dans la simulation de Chen et al. (1999) reproduite
dans la section 4.3.1.
L’onde perd en l’amplitude au cours du temps (Figs. 6.9(d) a` 6.9(h)), elle retrouve
une forme syme´trique apre`s 2T . On pourrait penser que l’onde se resyme´trise a` partir du
moment ou` sa cambrure devient infe´rieure a` c, ce qui n’est pas le cas car c est atteinte
a` t/T = 0, 6. Apre`s 3, 5T (Fig. 6.9(h)), l’onde a perdu 83% de son amplitude a` t0. Elle
s’amortit jusqu’a` disparaˆıtre. Ce temps caracte´ristique de de´croissance sera e´tudie´ dans
le chapitre 7 consacre´ a` l’e´tude de la dissipation.
Dynamique de la vorticite´
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(a) t/T = 0 (b) t/T = 0, 5
(c) t/T = 1 (d) t/T=1,5
(e) t/T = 2 (f) t/T = 2, 5
(g) t/T = 3 (h) t/T = 3, 5
(i) Le´gende : C ∈ [0, 1]
Fig. 6.9 – Distribution spatiale du taux de pre´sence C pour une onde de Stokes non-de´ferlante (0 =
0, 61 ; Re(λ, c) = 134 ; μ = 55 ; ρ = 770). 0, 2 < z/λ < 0, 8 et 0 < x/λ < 1.
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(a) t/T = 0 ; wyλ/c ∈ [−4, 4; 14, 6] (b) t/T = 0, 5 ; wyλ/c ∈ [−7, 6; 15, 9]
(c) t/T = 1 ; wyλ/c ∈ [−6, 1, 7; 13, 3] (d) t/T = 1, 5 ; wyλ/c ∈ [−4, 6; 8, 8]
(e) t/T = 2 ; wyλ/c ∈ [−4, 0; 4, 9] (f) t/T = 2, 5 ; wyλ/c ∈ [−3, 4; 3, 4]
(g) t/T = 3 ; wyλ/c ∈ [−3, 0; 2, 9] (h) t/T = 3, 5 ; wyλ/c ∈ [−2, 4; 2, 4]
(i) Le´gende : wyλ/c ∈ [−6, 7; 6, 7]
Fig. 6.10 – Distribution spatiale de la vorticite´ ωy = ω · ey adimensionne´e par c/λ pour une onde de
Stokes non-de´ferlante (0 = 0, 61 ; Re(c, λ) =1,34 102 ; μ = 55 ; ρ = 770). 0, 2 < z/λ < 0, 8 et 0 < x/λ < 1.
− : iso-contour C = 0, 5 ; → : vecteur vitesse.
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La figure 6.10 montre le champ de vorticite´ aux meˆme instants que ceux reporte´s sur
la figure 6.9. La vorticite´ est adimensionne´e par c/λ. La condition initiale e´tant irrota-
tionnelle (Fig. 6.10(a)), la vorticite´ initiale dans le liquide est nulle. Dans le gaz, de la
vorticite´ positive existe au dessus de la creˆte et de la vorticite´ ne´gative aux creux. En
effet, le champ de vitesse initial n’est pas solution du proble`me potentiel diphasique car
nous l’avons choisi de manie`re a` respecter les conditions aux limites de continuite´ des
contraintes tangentielles et de continuite´ des vitesses.
On remarque qu’en se propageant l’onde ne reste pas irrotationnelle (Fig. 6.10(b)). En
effet, sous l’effet conjoint d’une vitesse interfaciale et d’une interface courbe, une interface
produit de la vorticite´ (Batchelor (1967)). Ainsi, de la vorticite´ ne´gative est ge´ne´re´e apre`s
1/2T a` la surface libre au creux de l’onde et est transporte´e dans le fluide a` proximite´ de
l’interface, dans une re´gion s’e´talant sous la creˆte (Fig. 6.10(b)). Les niveaux de vorticite´
adimensionnelle sont faibles dans l’eau avec un minimum de −3c/λ. Au sommet de la
creˆte de l’onde (Fig. 6.10(b)), de la vorticite´ positive est ge´ne´re´e a` la surface libre. Elle
est transporte´e dans la creˆte et la re´gion de vorticite´ forme´e qui s’e´tend vers l’arrie`re de
l’onde. L’intensite´ de cette vorticite´ positive dans le liquide est du meˆme ordre de grandeur
que la vorticite´ ne´gative au creux mais plus de deux fois supe´rieur (wyL = 8c/λ) car la
courbure de l’interface y est plus importante.
Dans le gaz (Fig. 6.10(b)), un tourbillon s’est forme´ au sommet de la creˆte, source de
vorticite´ positive avec un maximum de wy = 15, 9c/λ, deux fois supe´rieur au maximum
dans le liquide. Au-dessus du creux de l’onde, un tourbillon ayant une forme elliptique
ge´ne`re une re´gion de vorticite´ ne´gative qui de´bute a` l’arrie`re de la creˆte, a` une ordonne´e
proche du niveau de repos du liquide et s’e´tend sur le creux de l’onde. L’intensite´ maximale
de vorticite´ ne´gative dans cette re´gion est wy = −7, 6c/λ. Les plus hauts niveaux de
vorticite´ sont donc ge´ne´re´s dans le gaz 55 fois moins visqueux que le liquide.
Au cours de la propagation de l’onde (Figs. 6.10(c) a` 6.10(h)), la ditribution de vorticite´
dans le liquide e´volue peu et les intensite´s de vorticite´ positive et ne´gative diminuent, par
diminution de la courbure de la surface libre : wyL ∈ [−1, 14; 1, 40]c/λ a` t/T = 3, 5.
6.4.2 Transition vers le de´ferlement
Nous nous inte´ressons maintenant a` la transition entre le re´gime non-de´ferlant et le
re´gime de´ferlant.
6.4.2.1 Classification des re´gimes non-de´ferlants et de´ferlants
La figure 6.11 pre´sente les cas de´ferlants et non-de´ferlants dans l’espace des para-
me`tres : H0/λ et Re(λ, c) base´s sur les valeurs initiales de l’onde (t = t0). On observe que
les cas de´ferlants et non-de´ferlants forment deux re´gions bien distinctes. Pour la gamme
des parame`tres couverts, une zone de transition nette existe. De manie`re ge´ne´rale, le de´-
ferlement se produit pour les grands nombres de Reynolds et les grandes cambrures. On
semble cependant observer une valeur asymptotique d’un nombre de Reynolds critique
constant en-dessous duquel il n’y a pas de de´ferlement quelle que soit la cambrure. De
meˆme, on semble observer qu’il existe une cambrure limite en-dessous de laquelle il n’y
a pas de de´ferlement quel que soit le nombre de Reynolds. Ce dernier phe´nome`ne est
qualitativement en accord avec le crite`re de Stokes e´galement reporte´ sur le diagramme
6.11.
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Fig. 6.11 – Classification des re´gimes non-de´ferlant et de´ferlant dans l’espace des parame`tres H0/λ et
Re(λ, c). × : re´gime non-de´ferlant ; ◦ : re´gime de´ferlant ; - : crite`re de de´ferlement (Eq. 6.5) ; -- : crite`re
de de´ferlement applique´ aux mesures de Loewen and Melville (1991a) (Eq. 6.5) ; . . . : c = 0, 4432 de
Stokes (Lamb (1932)) ; −− : c = 0, 4292 cite´e dans Longuet-Higgins and Dommermuth (1997) ; ∗ : cas
non-de´ferlant de Loewen and Melville (1991a) et • : cas de´ferlant de Loewen and Melville (1991a). + :
limite entre de´ferlant/non-de´ferlant de Melville (1982).
Pour la gamme des parame`tres e´tudie´s, la limite entre ces deux re´gimes permet de
de´finir un crite`re de de´ferlement fonction de Re(λ, c) et H0/λ :
Re(λ, c) = Rec exp
[
α
(
λ
H0
)4]
(6.5)
avec α = 6 10−4 et Rec = 162. Nous avons aussi reporte´ sur le diagramme, les re´sultats
expe´rimentaux de Loewen and Melville (1991a). On constate qualitativement un accord
tre`s inte´ressant avec nos re´sultats. En effet, la transition observe´e par Loewen and Melville
(1991a) semble prolonger notre courbe de transition (Eq. 6.5) comme le montre la seconde
courbe reporte´e sur la figure 6.11, qui suit la meˆme loi (6.5) avec α = 10−4. Il ne nous a
pas e´te´ possible de re´aliser des simulations a` de tels nombres de Reynolds car la simulation
directe ne permet plus de caracte´riser les petites e´chelles associe´es au de´ferlement et a`
de´faut de pouvoir utiliser des maillages hyper-re´solus, un mode`le de dissipation de sous-
maille serait ne´cessaire.
A noter que Melville (1982) propose un crite`re base´ sur la cambrure minimale, soit
c = 0, 16, ie H0/λ = 0, 051, base´e sur les valeurs initiales des ondes (Fig. 6.11). Cette
limite apparaˆıt dans le diagramme comme un point (∗) car dans les expe´riences de Melville
(1982), la ce´le´rite´ des ondes est estime´e par la ce´le´rite´ line´aire et ne varie pas. Cette
cambrure limite tre`s faible semble respecter dans la gamme des parame`tres que nous
avons e´tudie´s.
On remarque ainsi que de tels crite`res base´s uniquement sur la cambrure de l’onde
(Lamb (1932),Longuet-Higgins and Dommermuth (1997)) ne permettent pas de de´finir la
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Fig. 6.12 – Classification des re´gimes non-de´ferlant et de´ferlant a` l’instant de de´ferlement dans l’espace
des parame`tres Hb/λ et Re(λ, c). × : re´gime non-de´ferlant (Hmax/λ) ; ◦ : re´gime de´ferlant ; - : crite`re de
de´ferlement (Eq. 6.5) ; -- : crite`re de de´ferlement applique´ aux mesures de Loewen and Melville (1991a)
(Eq. 6.5) ; . . . : c = 0, 4432 de Stokes (Lamb (1932)) ; −− : c = 0, 4292 cite´e dans Longuet-Higgins and
Dommermuth (1997) ; ∗ : cas non-de´ferlant de Loewen and Melville (1991a) et • : cas de´ferlant Loewen
and Melville (1991a) ; + : limite entre de´ferlant/non-de´ferlant de Melville (1982).
limite entre les re´gimes de´ferlant et non-de´ferlant. Il est ne´cessaire de tenir compte d’autres
parame`tres caracte´ristiques de la dynamique de l’onde, notamment, la compe´tition entre
les non-line´arite´s et les effets visqueux par l’interme´diaire du nombre de Reynolds comme
le souligne notre travail. Melville and Rapp (1988) avaient e´galement souligne´ cette
difficulte´ et le danger d’oublier l’hydrodynamique locale dans les crite`res de de´ferlement, en
remarquant que des ondes d’amplitudes e´quivalentes peuvent exister sous forme de´ferlante
et non-de´ferlante.
Dans les e´tudes des crite`res de de´ferlement, les auteurs se basent ge´ne´ralement sur
les cambrures obtenues a` l’instant de de´ferlement b et plus rarement en conside´rant la
cambrure initiale de l’onde 0 avant son raidissement. On note qu’a` notre connaissance,
aucune e´tude ne donne acce`s aux deux informations. Nous avons donc repris la figure
6.11 en reportant les caracte´ristiques de l’onde au moment du de´ferlement (Fig. 6.12).
On remarque que la limite de´ferlant/non-de´ferlant est moins nette, ce qui laisse supposer
que le crite`re le plus approprie´ est celui base´ sur l’onde initiale avant que n’apparaissent
les me´canismes conduisant au raidissement puis au de´ferlement de l’onde. Cela rejoint les
commentaires de Melville and Rapp (1988) sur la dynamique pre´-de´ferlante (Sect. 2.3.2).
Afin de caracte´riser la de´pendance de l’e´volution de la hauteur de l’onde par rapport
au nombre de Reynolds, nous avons trace´ sur la figure 6.13, le rapport H0/Hb en fonction
de Re(λ, c). On constate que la modification de l’onde avant le de´ferlement est tre`s de´pen-
dante du nombre de Reynolds, c’est-a`-dire de la compe´tition entre les effets visqueux et
les non-line´arite´s. Cela permet de mettre en e´vidence la transition entre des re´gimes de´fer-
lants visqueux pour lesquels l’amortissement visqueux de l’onde est important (Hb/H0<1)
et des re´gimes pour lesquels l’amplification des effets non-line´aires conduisent a` une aug-
mentation de l’amplitude (Hb/H0>1). La loi permettant d’interpoler au mieux les mesures
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Fig. 6.13 – Amplitude totale a` l’instant de de´ferlement Hb normalise´e par l’amplitude totale H0 a`
t = t0 en fonction du nombre de Reynolds Re(λ, c). − : e´quation 6.6.
est :
Re(λ, c) = Rec exp
[
α
(
Hb
H0
)6]
(6.6)
avec Rec = 191 et α = 2, 18. La dispersion autour de cette courbe peut eˆtre associe´e aux
erreurs dans l’estimation des parame`tres et principalement dans l’amplitude a` l’instant de
de´ferlement Hb.
6.4.2.2 Phase initiale du de´ferlement
On s’inte´resse maintenant a` la phase d’initiation du de´ferlement. De`s les premiers
instants du processus, deux types de de´ferlement peuvent eˆtre distingue´s : les de´ferlements
glissants (GL) et les de´ferlements plongeants (PL) (Fig. 6.14). Les de´ferlements plongeants
sont caracte´rise´s par l’e´jection d’un jet (Fig. 6.14(b)), alors que les de´ferlements glissants
se caracte´risent par la formation d’une re´gion de me´lange au sommet de la creˆte (Fig.
6.14(a)).
6.4.3 De´ferlements glissants (GL)
Nous pre´sentons maintenant la dynamique du de´ferlement glissant.
6.4.3.1 Dynamique du taux de pre´sence
La figure 6.15 montre l’e´volution temporelle du taux de pre´sence pour un de´ferlement
glissant (GL). L’onde se raidit, une zone de me´lange liquide-gaz apparaˆıt au sommet de la
creˆte (Fig. 6.15(a)) et glisse ensuite sur la face avant de l’onde sans interagir avec l’onde
(Fig. 6.15(b)). Ensuite, cette zone s’allonge et s’ae`re (Figs. 6.15(c) a` 6.15(e)). On remarque
qu’a` t/T = 2, 86 (Fig. 6.15(e)), la zone me´lange´e s’e´tend du sommet au creux de l’onde
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(a) Cas de de´ferlement glissant (b) Cas de de´ferlement plongeant
(c) Le´gende : C ∈ [0, 1]
Fig. 6.14 – Distribution spatiale du taux de pre´sence C pendant la phase d’initiation du de´ferlement
pour deux types de de´ferlements : (a) glissant (0 = 0, 37 ; Re(c, λ) = 4, 3 103 ; μ = 55 ; ρ = 770 ;
t/T = 1, 41 et t/T = 1, 55) et (b) plongeant (0 = 0, 64 ; Re(c, λ) = 3, 68 102 ; μ = 55 ; ρ = 770 ;
t/T = 0, 65 et t/T = 0, 82). 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8.
et est constitue´e de 95% de gaz. A t/T = 6 (Fig. 6.15(f)), le de´ferlement actif est termine´
et on retrouve une solution ondulatoire. Ce sera le cas pour l’ensemble des de´ferlements
glissants (GL) observe´s dans la gamme des parame`tres e´tudie´s.
6.4.3.2 Discussion : la zone de me´lange
On peut se poser la question de l’existence physique de cette zone de me´lange. La
zone de me´lange qui se forme a` la creˆte de l’onde pour un de´ferlement glissant (GL) (Figs.
6.15(a) et 6.15(b)) contient environ 40 mailles avec environ une dizaines de mailles dans
les deux directions, ce qui semble suffisant pour de´crire la dynamique locale (Sect. 3.4).
En comple´ment, des tests de raffinement ont syste´matiquement e´te´ re´alise´s pour les cas
de de´ferlement glissant (GL) avec le maillage (M6) deux fois plus raffine´ (Fig. 6.16). On
remarque que la zone de me´lange est plus petite mais existe toujours et qu’elle a la meˆme
dynamique que pour le maillage (M3) (Fig. 6.14(b)). On de´nombre une cinquantaine
de mailles dans cette re´gion pour le maillage (M6). L’effet d’un meilleur raffinement de
la zone de de´ferlement se traduit par un le´ger retard dans l’apparition du de´ferlement
(0,24T) et une modification du temps d’existence de la zone de me´lange. Nous avons
pre´sente´ au chapitre 3 (Sect. 3.4.1), les tests re´alise´s par Benkenida (1999) (Fig. 3.4),
permettant de connaˆıtre le nombre de mailles ne´cessaires pour de´crire le mouvement
d’une bulle de gaz, c’est-a`-dire qu’elle ait la bonne acce´le´ration. Le test montre qu’il faut
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(a) t/T = 1, 41 (b) t/T = 1, 55
(c) t/T = 1, 73 (d) t/T = 2, 02
(e) t/T = 2, 86 (f) t/T = 6, 00
(g) Le´gende : C ∈ [0, 1]
Fig. 6.15 – Distribution spatiale du taux de pre´sence C pour un de´ferlement glissant (GL) (0 = 0, 37 ;
Re(c, λ) = 4, 3 103 ; μ = 55 ; ρ = 770). 0 < x/λ < 1 ; 0, 2 < z/λ < 0, 8.
au minimum 10 mailles pour observer une bonne dynamique de se´paration entre les deux
phases. Ainsi, seule la dynamique des poches d’air qui ont au minimum une telle re´solution
est correctement de´crite. Dans le cas contraire, et c’est le cas des zones de me´lange, le
temps de se´jour des bulles est surestime´ et par voie de conse´quence, celle des zones de
me´lange. Cela n’enle`ve rien a` la pertinence des me´canismes physiques qui ont conduit a`
leur ge´ne´ration.
6.4.3.3 Dynamique de la vorticite´
On s’inte´resse a` pre´sent a` la dynamique des champs de vitesse et de vorticite´ pen-
dant un de´ferlement glissant (Fig. 6.17). Avant la formation de la zone de me´lange, la
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Fig. 6.16 – Distribution spatiale du taux de pre´sence C pendant la phase d’initiation d’un de´ferlement
glissant (0 = 0, 37 ; Re(c, λ) = 4, 3 103 ; μ = 55 ; ρ = 770 ; t/T = 1, 65 et t/T = 1, 73). 0 < x/λ < 1 et
0, 2 < z/λ < 0, 8. Maillage (M6)
distribution de vorticite´ est identique a` celle des cas non-de´ferlants (Fig. 6.10).
Lorsque la re´gion de me´lange se forme (Fig. 6.17(a)), une fine e´paisseur de vorticite´
positive apparaˆıt au sommet de la zone de me´lange. De la vorticite´ ne´gative du meˆme
ordre de grandeur est pre´sente dans la partie infe´rieure de la zone de me´lange. Cette zone
est soumise a` de forts cisaillements.
Au de´but du glissement de la zone de me´lange (Fig. 6.17(a)), la vitesse horizontale
maximale est observe´e au sommet de la re´gion de me´lange et est de 10% supe´rieure a` la
ce´le´rite´ de l’onde. La distribution de vitesse dans le gaz est similaire a` celle du cas non-
de´ferlant avec un tourbillon de vorticite´ positive au-dessus de la creˆte et un tourbillon de
vorticite´ ne´gative ayant une forme allonge´e au creux.
Pendant la phase de glissement, la distribution de vorticite´ dans la re´gion de me´lange se
complexifie (Figs. 6.17(b) et 6.17(c)). L’intensite´ maximale de la vorticite´ positive diminue
et celle de la vorticite´ ne´gative augmente au cours du temps. Cela est duˆ a` l’augmentation
de la proportion de gaz dans le me´lange, celui-ci ayant des intensite´s de vorticite´ maximales
10 fois supe´rieures a` celles du liquide.
Apre`s 6T (Fig. 6.17(f)), la distribution de vorticite´ dans l’onde est similaire a` celle des
ondes non-de´ferlantes avec des intensite´s maximales de vorticite´ adimensionnelle faibles,
de l’ordre de 3,5c/λ a` 4c/λ, impose´es par la cambrure de l’onde.
Finalement, la zone de me´lange modifie peu le champ de vorticite´ dans l’eau a` l’ex-
ception de la partie supe´rieure de la creˆte.
6.4.3.4 Cartographie
Les de´ferlements glissants (GL) sont indique´s sur la figure 6.18. On constate que pour
la gamme des parame`tres e´tudie´s, les de´ferlements glissants sont observe´s pour les plus
petites cambrures et les plus grandes valeurs du nombre de Reynolds. Les autres cas
de´ferlants indique´s sont des de´ferlements plongeants que nous allons de´crire a` pre´sent.
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(a) t/T = 1, 41 ; wyλ/c ∈ [−42, 2; 163, 5] (b) t/T = 1, 55 ; wyλ/c ∈ [−285, 6; 220, 0]
(c) t/T = 1, 73 ; wyλ/c ∈ [−170, 6; 203, 62] (d) t/T = 2, 02 ; wyλ/c ∈ [−208, 6; 198, 4]
(e) t/T = 2, 86 ; wyλ/c ∈ [−215, 07; 65, 6] (f) t/T = 6, 00 ; wyλ/c ∈ [−23, 8; 63, 3]
(g) Le´gende : wyλ/c ∈ [−20, 0; 20, 0]
Fig. 6.17 – Distribution spatiale de la vorticite´ ωy = ω · ey adimensionne´e par c/λ pour un de´ferlement
GL (0 = 0, 37 ; Re(c, λ) = 4, 3 103 ; μ = 55 ; ρ = 770). 0 < x/λ < 1 et 0, 4 < z/λ < 0, 7. − : iso-contour
C = 0, 05 0,5 et 0,95 ; → : vecteur vitesse.
6.4.4 De´ferlements plongeants (PL)
Parmi les de´ferlements plongeants (PL), trois e´volutions diffe´rentes du jet peuvent
eˆtre distingue´es. Nous les nommerons : les de´ferlements plongeants/superficiels (PLS),
plongeant/englobants (PLE) et plongeant/renversants (PLR).
6.4.4.1 Le de´ferlement plongeant/superficiel (PLS)
Dans les de´ferlements que nous avons qualifie´s de plongeants/superficiels (PLS), seule
une fine couche de fluide sous la surface libre est affecte´e par l’impact du jet et il n’y a
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Fig. 6.18 – Classification des re´gimes non-de´ferlant et de´ferlant dans l’espace des parame`tres H0/λ et
Re(λ, c). - : crite`re de de´ferlement (Eq. 6.5) ; × : re´gime non-de´ferlant ; ◦ : de´ferlement glissant (GL) ; • :
de´ferlement plongeant (PL).
pas de pe´ne´tration profonde du jet au sein du fluide.
Dynamique du taux de pre´sence
La figure 6.19 montre l’e´volution de la distribution du taux de pre´sence pour un des
de´ferlements que nous avons qualifie´s de plongeant/superficiel (PLS). Tout d’abord, la
creˆte de l’onde initiale se raidit (Fig. 6.19(a)) jusqu’a` l’instant de de´ferlement (Fig. 6.19(b))
ou` un jet est e´jecte´. L’amplitude totale a` l’instant de de´ferlement Hb est infe´rieure a` celle
a` t0 (Hb = 0, 78H0) a` cause des effets visqueux (Re(λ, c) = 3, 7 10
2). Le jet suit un
mouvement de renversement et chute vers l’avant de l’onde sous l’effet de la gravite´ (Fig.
6.19(c)). Il impacte (Fig. 6.19(d)) en emprisonnant une poche de gaz. Les diffe´rences
observe´es entre les diffe´rents de´ferlements plongeants/superficiels (PLS) obtenus dans la
gamme des parame`tres e´tudie´s, sont la localisation de l’impact et la quantite´ de gaz
entraˆıne´e.
Dans le cas pre´sente´, un jet secondaire se de´veloppe (Fig. 6.19(e)) et impacte a` son
tour (Fig. 6.19(f)) en entraˆınant une quantite´ de gaz moins importante que le premier.
Ensuite, les poches de gaz entraˆıne´es remontent vers la surface sous l’effet des forces de
flottaison et on assiste au me´lange des deux phases (Fig. 6.19(g)). Apre`s 4, 37T (Fig.
6.19(h)), la phase active du de´ferlement est termine´e, une onde demeure dont l’amplitude
est faible en comparaison a` l’amplitude initiale.
Cette phase de ge´ne´ration des jets secondaires, n’est pas pre´sente dans l’ensemble des
de´ferlements plongeant/superficiels (PLS). La figure 6.20 montre une e´volution dans la-
quelle, imme´diatement apre`s impact, le jet et le gaz entraˆıne´ forment une zone de me´lange
qui e´volue comme dans les cas de de´ferlement glissant (GL).
Dynamique de la vorticite´
La distribution de vorticite´ pendant la phase initiale de raidissement est similaire a` celle
des cas non-de´ferlants (Fig. 6.10). Au moment du de´ferlement (Fig. 6.21(b)), la vorticite´
ne´gative s’intensifie dans la creˆte. Les maxima sont observe´s a` proximite´ du front a` l’avant
de la creˆte qui a une forme incurve´e source de vorticite´. De fortes vitesses horizontales
avec un maximum au sommet de la creˆte de 12% supe´rieur a` la ce´le´rite´ de l’onde sont
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(a) t/T = 0, 24 (b) t/T = 0, 56
(c) t/T = 0, 72 (d) t/T = 0, 99
(e) t/T = 1, 28 (f) t/T = 1, 45
(g) t/T = 1, 82 (h) t/T = 4, 37
(i) Le´gende : C ∈ [0, 1]
Fig. 6.19 – Distribution spatiale du taux de pre´sence C pour un de´ferlement plongeant/superficiel
(PLS) ( = 0, 64 ; Re = 3, 7 102 ; μ = 55 ; ρ = 770). 0, 33 < z/λ < 0, 67 et 0 < x/λ < 1.
observe´s. Peregrine et al. (1980) a de´ja` mis en e´vidence l’existence de cette re´gion de
fortes vitesses horizontales dans la partie supe´rieure de la creˆte (Fig. 2.20). Cette re´gion
n’est pas observe´e pour le de´ferlement glissant (GL) et seule la zone de me´lange posse`de
de fortes vitesses horizontales.
Pendant la phase d’e´jection et de chute du jet (Figs. 6.21(c) et 6.21(d)), la vorticite´
a` l’interface courbe s’intensifie. Dans le jet, la vorticite´ est essentiellement ne´gative avec
toutefois une fine e´paisseur de vorticite´ positive a` la surface libre supe´rieure.
A l’impact des jets primaire et secondaire (Figs. 6.21(d) a` 6.21(f)), la vorticite´ s’or-
ganise en grandes structures tourbillonnaires. Des tourbillons de vorticite´ ne´gative sont
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(a) t/T = 1, 73 (b) t/T = 2, 00
(c) Le´gende : C ∈ [0, 1]
Fig. 6.20 – Distribution spatiale du taux de pre´sence C pour un de´ferlement plongeant/superficiel
(PLS) (0 = 0, 43 ; Re(c, λ) = 1, 1 103 ; μ = 55 ; ρ = 770). 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8.
pre´sents dans le liquide et les poches de gaz entraˆıne´es, et de la vorticite´ positive est pre´-
sente dans le gaz aux endroits de faible courbure de la surface libre. On retrouve les tour-
billons co-rotatifs dans le liquide, observe´s dans de nombreuses e´tudes (Battjes (1988)),
comme celle de Lubin et al. (2006) pour un de´ferlement sur fond plat (h/λ ∈ [0, 1; 0, 2] ;
 ∈ [0, 12; 0, 56] ; Re(λ, c) ∼ 106, B = 1, 36 105). On peut toutefois observer que les
tourbillons restent confine´s a` la surface libre dans notre de´ferlement plongeant/superficiel
(PLS).
Apre`s l’impact du jet secondaire (Fig. 6.21(g)), on voit apparaˆıtre de petites stuctures
tourbillonnaires dont l’intensite´ de´croˆıt dans le temps. Apre`s t/T = 4, 37 (Fig. 6.21(h)),
l’onde est redevenue quasiment irrotationnelle.
On montre sur la figure 6.23 les iso-contours du champ de vitesse verticale et sur la
figure 6.22 ceux du champ de vitesse horizontale a` l’impact des jets primaire et secon-
daire. Les champs de vitesse sont normalise´s par la ce´le´rite´ de l’onde. La vitesse verticale
maximale ne´gative observe´e dans le liquide a` l’impact du jet primaire (Fig. 6.23(a)) se
situe au milieu du jet et vaut 30% de la ce´le´rite´ c. La vitesse horizontale maximale dans le
liquide est supe´rieur de 58% a` c (Fig. 6.23(a)). A l’impact du jet secondaire (Fig. 6.22(b))
les vitesses horizontales maximales dans le liquide ont diminue´ d’un rapport deux en com-
paraison a` l’instant d’impact du jet primaire et valent 80% de c dans le jet au-dessus de
la poche de gaz et 85% de c dans le jet secondaire, au-dessus de la poche de gaz entraˆıne´e.
Dans le jet secondaire, cette vitesse maximale se situe au milieu du jet et vaut 16% de c.
Dans le liquide, le champ de vitesse verticale est affecte´ par le de´ferlement seulement
a` proximite´ des re´gions d’impact des jets(Fig. 6.23) et le champ de vitesse horizontale est
modifie´ uniquement dans la re´gion supe´rieure de la creˆte et des jets (Fig. 6.22). Ailleurs,
l’e´coulement conserve une structure proche de celle d’une onde non-de´ferlante. Cela montre
que ce de´ferlement peut raisonnablement eˆtre qualifie´ de de´ferlement plongeant/superficiel
(PLS) car la re´gion de´ferlante reste confine´e a` la surface de l’onde.
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(a) t/T = 0, 24 ; wyλ/c ∈ [−12; 4; 36, 9] (b) t/T = 0, 56 ; wyλ/c ∈ [−47, 6; 63, 4]
(c) t/T = 0, 72 ; wyλ/c ∈ [−95, 6; 97, 4] (d) t/T = 0, 99 ; wyλ/c ∈ [−209, 8; 96, 6]
(e) t/T = 1, 28 ; wyλ/c ∈ [−190, 0; 51, 9] (f) t/T = 1, 45 ; wyλ/c ∈ [−146, 1; 43, 9]
(g) t/T = 1, 82 ; wyλ/c ∈ [−64, 6; 19, 1] (h) t/T = 4, 37 ; wyλ/c ∈ [−1, 9; 4, 1]
(i) Le´gende : wyλ/c ∈ [−32, 6; 32, 6]
Fig. 6.21 – Distribution spatiale de la vorticite´ ωy = ω ·ey adimensionne´e par c/λ plongeant/superficiel
(PLS) ( = 0, 64 ; Re(λ, c) = 3, 68 102 ; μ = 55 ; ρ = 770). 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8. − : iso-contour
C = 0, 5 ; → : vecteur vitesse.
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(a) T/t = 0, 99 ; umin/c = −0, 13 et umax/c =
1, 95
(b) T/t = 1, 45 ; umin/c = −0, 04 et umax/c =
1, 24
(c) Le´gende : u/c ∈ [−0, 25; 0, 75]
Fig. 6.22 – Distribution spatiale de la vitesse horizontale u = u·ex normalise´e par la ce´le´rite´ de l’onde c,
pour un de´ferlement plongeant/superficiel (PLS) aux instants d’impact des jets ( = 0, 64 ; Re(λ, c) = 3, 68
102 ; μ = 55 ; ρ = 770). (a) T/t = 0, 99 et (b) T/t = 1, 45. 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8. − : iso-contour
C = 0, 5 ; : → : vecteur vitesse.
(a) T/t = 0, 99 ; vmin/c = −0, 34 et vmax/c =
1, 03
(b) T/t = 1, 45 ; vmin/c = −0, 19 et vmax/c =
0, 48
(c) Le´gende : v/c ∈ [−0, 5; 0, 5]
Fig. 6.23 – Distribution spatiale de la vitesse verticale v = u · ez normalise´e par la ce´le´rite´ de l’onde c,
pour un de´ferlement plongeant/superficiel (PLS) aux instants d’impact des jets ( = 0, 64 ; Re(λ, c) = 3, 68
102 ; μ = 55 ; ρ = 770). (a) T/t = 0, 99 et (b) T/t = 1, 45. 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8. − : iso-contour
C = 0, 5 ; : → : vecteur vitesse.
6.4.4.2 Le de´ferlement plongeant/englobant (PLE)
Les de´ferlements plongeants/englobants (PLE) sont les de´ferlements pour lesquels le
jet primaire pe´ne`tre sous la surface libre alors que les jets secondaires, apre`s leur formation,
se font rattraper par la creˆte de l’onde.
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Dynamique de la surface libre
(a) t/T = 0, 56 (b) t/T = 0, 76
(c) t/T = 0, 84 (d) t/T = 1, 06
(e) t/T = 1, 39 (f) t/T = 1, 75
(g) t/T = 2, 15 (h) t/T = 3, 71
(i) Le´gende : C ∈ [0, 1]
Fig. 6.24 – Distribution spatiale du taux de pre´sence C pour un de´ferlement plongeant/englobant
(PLE) (0 = 0, 64 ; Re = 1, 2 103 ; μ = 55 ; ρ = 770). 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8.
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L’impact du jet primaire et la ge´ne´ration du jet secondaire sont identiques a` ceux
de´crits pour le de´ferlement plongeant/superficiel (PLS) comme le montre les figures 6.19,
6.24(a) et 6.24(b).
On remarque sur la figure 6.24(c), la formation d’un jet tertiaire de faible amplitude.
Dans la suite de l’e´volution (Fig. 6.24(d)), la creˆte rattrape et passe par-dessus les jets.
Dans le cas pre´sente´, le jet tertiaire n’est pas englobe´ par la creˆte et continu a` se de´velopper
alors que l’amplitude de l’e´coulement forme´ apre`s englobement diminue (Fig. 6.24(e)).
Lorsque l’amplitude du jet tertiaire devient plus grande que celle de l’e´coulement forme´
apre`s englobement, une partie du jet tertiaire suit un mouvement de renversement dans le
sens oppose´ a` la propagation et chute sur la surface forme´e apre`s englobement, alors que
l’autre partie continue a` nourrir le jet tertiaire (Figs. 6.24(f) et 6.24(g)). Ce renversement
ge´ne`re de l’entraˆınement da gaz et correspond au second mode d’entraˆınement de l’air
de´crit par Bonmarin (1989).
Apre`s t/T = 3, 71 (Fig. 6.24(h)), le liquide a pratiquement retrouve´ son niveau de
repos. On remarque que la surface libre s’est e´paissie. On notera que dans ce re´gime de
de´ferlement, deux situations finales conse´cutives au de´ferlement sont observe´es : une onde
persiste apre`s de´ferlement ou bien l’e´nergie de l’onde initiale est totalement dissipe´e.
Dynamique de la vorticite´
La distribution spatiale de la vorticite´ de l’e´jection du jet primaire a` l’impact du
jet secondaire (Figs. 6.25(a) et 6.25(b)) est similaire a` celle du cas de de´ferlerlement
plongeant/superficiel (PLS) (Fig. 6.21). On note cependant que la vorticite´ ge´ne´re´e est
deux fois plus intense pour le cas de de´ferlement plongeant/englobant (PLE) que dans le
cas du de´ferlement plongeant/superficiel (PLS).
A l’e´jection du jet, la vitesse horizontale maximale est 21% supe´rieure a` la ce´le´rite´ c,
valeur exce´dant celle obtenue pour le de´ferlement plongeant/superficiel (PLS). A l’impact
du jet primaire (Fig. 6.26(a)), la vitesse horizontale maximale dans le liquide est de 51%
supe´rieure a` la ce´le´rite´ c et a` l’impact du jet secondaire (Fig. 6.26(b)), elle est de 39%
supe´rieure a` c. La vitesse verticale ne´gative maximale dans le liquide a` l’instant d’impact
du jet primaire (Fig. 6.27(a))vaut 60% c et a double´ par rapport a` la valeur observe´e
pour le de´ferlement plongeant/superficiel (PLS). La vitesse verticale maximale a` l’impact
du jet secondaire (Fig. 6.27(b)) vaut 63% c dans le liquide du jet et a e´te´ multiplie´e
par 6 par rapport a` la valeur observe´e pour le de´ferlement plongeant/superficiel (PLS).
Ces observations sont cohe´rentes avec le fait que les jets pe´ne`trent plus profonde´ment
la surface libre, ge´ne´rant des tourbillons de grande e´chelle sous la surface libre avec des
niveaux de vorticite´ ne´gative de 50% supe´rieurs a` ceux observe´s pour les de´ferlements
plongeants/superficiels (PLS). On note que les valeurs de la vitesse maximale sont releve´es
dans la phase liquide et qu’elles sont supe´rieures dans les re´gions d’impact, si on conside`re
le me´lange des deux phases.
On remarque (Fig. 6.27) de fortes vitesses verticales ascendantes sous la surface libre
entre les poches de gaz entraˆıne´es par les jets primaire et secondaire. Le jet secondaire
semble eˆtre nourri en partie par le liquide qui remonte. La re´gion de cisaillement entre le
jet primaire et le jet secondaire modifie le champ de vitesse a` une profondeur de l’ordre
de 0, 15λ ∼ 1, 5(H0/2) sous la surface libre. Cela montre que dans le de´ferlement plon-
geant/englobant (PLE), le jet primaire pe´ne`tre sous la surface libre et n’effectue pas qu’un
simple rebond sur la surface comme on a pu le constater dans les cas de de´ferlement plon-
geant/superficiel (PLS) (Fig. 6.27).
Apre`s l’impact du jet secondaire (Fig. 6.25(c)), le champ de vitesse au sommet de
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(a) t/T = 0, 56 ; wyλ/c ∈ [−560, 6; 209, 4] (b) t/T = 0, 76 ; wyλ/c ∈ [−374, 3; 124, 6]
(c) t/T = 0, 84 ; wyλ/c ∈ [−269, 3; 108, 7] (d) t/T = 1, 06 ; wyλ/c ∈ [457, 5; 126, 7]
(e) t/T = 1, 39 ; wyλ/c ∈ [−265, 7; 74, 5] (f) t/T = 1, 75 ; wyλ/c ∈ [−228, 2; 214, 7]
(g) t/T = 2, 15 ; wyλ/c ∈ [−78, 2; 52, 8] (h) t/T = 3, 71 ; wyλ/c ∈ [−31, 8; 16, 2]
(i) Le´gende : wyλ/c ∈ [−43, 1; 43, 1]
Fig. 6.25 – Distribution spatiale de la vorticite´ ωy = ω ·ey adimensionne´e par c/λ plongeant/englobant
(PLE) (0 = 0, 64 ; Re = 1, 2 103 ; μ = 55 ; ρ = 770). 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8. − : iso-contour
C = 0, 1 0,5 et 0,9 ; → : vecteur vitesse.
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(a) T/t = 0, 56 ; umin/c = −0, 26 et umax/c =
2, 92
(b) T/t = 0, 84 ; umin/c = −0, 19 et umax/c =
2, 03
(c) Le´gende : u/c ∈ [−0, 25; 2]
Fig. 6.26 – Distribution spatiale de la vitesse horizontale u = u · ex normalise´e par la ce´le´rite´ de l’onde
c, pour un de´ferlement plongeant/englobant (PLE) aux instants d’impact des jets (0 = 0, 64 ; Re = 1, 2
103 ; μ = 55 ; ρ = 770). (a) T/t = 0, 56 et (b) T/t = 0, 84. 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8. − : iso-contour
C = 0, 1 0,5 et 0,9 ; : → : vecteur vitesse.
(a) T/t = 0, 56 ; vmin/c = −0, 89 et vmax/c =
1, 58
(b) T/t = 0, 84 ; vmin/c = −0, 77 et vmax/c =
1, 06
(c) Le´gende : v/c ∈ [−0, 5; 1, 5]
Fig. 6.27 – Distribution spatiale de la vitesse verticale v = u · ez normalise´e par la ce´le´rite´ de l’onde
c, pour un de´ferlement plongeant/englobant (PLE) aux instants d’impact des jets (0 = 0, 64 ; Re = 1, 2
103 ; μ = 55 ; ρ = 770). (a) T/t = 0, 56 et (b) T/t = 0, 84. 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8. − : iso-contour
C = 0, 1 0,5 et 0,9 ; : → : vecteur vitesse.
la creˆte initiale et dans la re´gion de la premie`re poche de gaz entraˆıne´ posse`de une forte
composante horizontale de 38% supe´rieure a` la ce´le´rite´ de l’onde c. Le maximum de vitesse
horizontale dans le liquide formant le jet secondaire se situe a` l’avant de la seconde poche
entraˆıne´e et est 70% supe´rieur a` c. On aurait pu penser que l’inertie du jet secondaire
soit plus faible que celle de la creˆte, ce qui n’est pas le cas (Fig. 6.28). Le jet secondaire
transfe`re une partie de la quantite´ de mouvement au jet tertiaire. Le jet secondaire perd
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(a) T/t = 0, 84
(b) T/t = 0, 98
(c) T/t = 1, 06
(d) Le´gende
Fig. 6.28 – Distribution spatiale de la quantite´ de mouvement horizontale pour un de´ferlement plon-
geant/englobant (PLE) aux instants d’impact des jets (0 = 0, 64 ; Re = 1, 2 103 ; μ = 55 ; ρ = 770).
(a) T/t = 0, 56 ; (b) T/t = 0, 98 et (c) T/t = 1, 06. 0 < x/λ < 1 et 0, 37 < z/λ < 0, 65. − : iso-contour
C = 0, 1 0,5 et 0,9 ; : → : vecteur vitesse.
alors une partie de sa quantite´ de mouvement et se fait englober par la creˆte qui le rattrape.
On remarque que par la suite (Fig. 6.25(e)), des petites structures tourbillonnaires
apparaissent dans le liquide autour du gaz entraˆıne´ dont l’intensite´ vorticale de´croˆıt au
cours du temps. A t/T = 3, 71 (Fig. 6.25(h)), seuls de faibles niveaux de vorticite´ restent
encore pre´sents dans le liquide.
6.4.4.3 Le de´ferlement plongeant/renversant (PLR)
Les de´ferlements plongeants/renversants (PLR) sont des de´ferlements pour lesquels un
jet secondaire atteint une amplitude supe´rieure a` celle du jet pre´ce´demment forme´, ce qui
le rend instable. Le jet se scinde alors en deux e´coulements : une partie continue a` former
le jet secondaire (quantite´ de mouvement positive) et la seconde (quantite´ de mouvement
ne´gative) chute vers l’arrie`re sur le jet pre´ce´demment forme´.
Dynamique de la surface libre
La figure 6.29 montre la dynamique du taux de pre´sence pour un de´ferlement plon-
geant/renversant (PLR). La dynamique depuis la phase initiale de raidissement jusqu’a`
l’instant de de´ferlement (Fig. 6.29(a)), l’e´jection du jet, son impact (Fig. 6.29(b)) et la
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(a) t/T = 0, 22 (b) t/T = 0, 47
(c) t/T = 0, 84 (d) t/T = 0, 91
(e) t/T = 1, 07 (f) t/T = 1, 30
(g) t/T = 1, 53 (h) t/T = 2, 83
(i) Le´gende : C ∈ [0, 1]
Fig. 6.29 – Distribution spatiale du taux de pre´sence C pour un de´ferlemant plongeant/renversant
(PLR) (0 = 0, 64 ; Re = 4, 7 103 ; μ = 55 ; ρ = 770). 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8.
132
6.4 Re´gimes d’e´volution de l’onde 133
formation des jets secondaires (Fig. 6.29(c)) est identique a` celle du cas de´ferlant plon-
geant/englobant (PLE) (Fig. 6.24).
Les jets secondaires se de´veloppent (Fig. 6.29(c)) et croissent en amplitude (Fig.
6.29(d)). Le jet secondaire englobe le jet tertiaire (Fig. 6.29(d)) formant par la suite
une masse unique de liquide (Fig. 6.29(e)). Le jet secondaire continue alors sa croissance
pendant que l’amplitude de la creˆte de l’onde initiale de´croˆıt (Figs. 6.29(e) et 6.29(f)).
La masse d’eau se renverse sur la creˆte de l’onde initiale pendant qu’un nouveau jet se
de´veloppe (Fig. 6.29(f)). Il s’en suit un cycle de jets secondaires et de renversements, en-
traˆınant du gaz (Fig. 6.29(g)). A t/T = 2, 83 (Fig. 6.29(h)), une re´gion de me´lange reste
pre´sente a` la surface libre et on remarque la pre´sence de poches d’air sous la surface.
Dynamique de la vorticite´
La figure 6.30 montre la dynamique de la vorticite´ et de la vitesse pour un de´ferle-
ment plongeant/renversant (PLR) (Fig. 6.29). La dynamique de la vorticite´ jusqu’a` la
phase de ge´ne´ration des jets secondaires (Fids. 6.30(a) a` 6.30(c)) est similaire a` celle d’un
de´ferlement plongeant/englobant (PLE) (Fig. 6.25). On peut cependant remarquer que
des tourbillons intenses apparaissent dans le gaz de`s l’impact du jet (Fig. 6.30(b)). Le
mouvement dans le gaz devient tre`s chahute´ a` l’avant de l’onde, lors de la ge´ne´ration des
jets secondaires (Fig. 6.30(c)).
Au moment ou` le jet secondaire englobe le jet tertiaire (Fig. 6.30(d)), le jet secondaire
se scinde en deux tourbillons tournant dans des sens oppose´s. La structure de la vorticite´
dans le reste de l’e´coulement est assez similaire a` celle observe´e pendant la ge´ne´ration
des jets secondaires (Fig. 6.30(c)), c’est-a`-dire qu’on retrouve les tourbillons de vorticite´
ne´gative autour des poches de gaz entraˆıne´es et les tourbillons de vorticite´ positive dans
le gaz aux endroits de grandes de´formations de l’interface.
Pendant la phase de renversement du jet secondaire sur la creˆte (Fig. 6.30(e)), la poche
de gaz entraˆıne´e par ce mouvement se met en rotation, formant une re´gion de vorticite´
positive qui va interagir avec la re´gion de vorticite´ ne´gative autour de la poche de gaz
entraˆıne´e par l’onde initiale. Il en est de meˆme a` l’avant de l’onde entre les jets secondaire
et tertiaire. Le mouvement dans le gazest tre`s complexe, avec des intensite´s de vorticite´
du meˆme ordre de grandeur que celles ge´ne´re´es par les jets secondaires (Fig. 6.30(c)).
Apre`s t/T = 2, 83 (Fig. 6.30(f)), les niveaux de vorticite´ dans le liquide sont compa-
rables a` ceux atteints a` l’instant du de´ferlement (Fig. 6.30(a)). La vorticite´ est essentiel-
lement localise´e a` l’interface diffuse et autour des zones gazeuses encore pre´sentes dans
l’e´coulement.
On note que la vitesse d’e´jection du jet est de 21% supe´rieure a` la ce´le´rite´ de l’onde c.
Elle est identique a` celle du de´ferlement plongeant/englobant (PLE) et de 15% supe´rieur a`
celle atteinte lors du de´ferlement plongeant/superficiel (PLS). La vitesse verticale ne´gative
maximale a` l’instant d’impact du jet primaire est de 86% de c et de 105% c a` l’impact
du jet secondaire dans la phase liquide. La vitesse d’impact du jet secondaire dans le
liquide est donc beaucoup plus grande que la vitesse d’impact du jet primaire. La vitesse
maximale horizontale dans le liquide a` l’impact du jet primaire est supe´rieure de 41% de
c et a` l’impact du jet secondaire, elle vaut 2c.
6.4.5 Classification des re´gimes d’e´volution des ondes
La figure 6.31 montre la classification des diffe´rents re´gimes observe´s dans la gamme des
parame`tres e´tudie´s. Pour les cas de de´ferlement plongeant (PL), on remarque que les trois
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(a) t/T = 0, 22 ; wzλ/c ∈ [−43, 7; 149, 4] (b) t/T = 0, 47 ; wzλ/c ∈ [−882, 8; 634, 8]
(c) t/T = 0, 84 ; wzλ/c ∈ [−869, 1, 6; 317, 4] (d) t/T = 0, 91 ; wzλ/c ∈ [−839, 5; 767, 8]
(e) t/T = 1, 07 ; wzλ/c ∈ [−661, 5; 285, 9] (f) t/T = 1, 30 ; wzλ/c ∈ [−638, 4; 446, 1]
(g) t/T = 1, 53 ; wzλ/c ∈ [−507, 3; 230, 1] (h) t/T = 2, 83 ; wzλ/c ∈ [−254, 1; 153, 8]
(i) Le´gende : wzλ/c ∈ [−106; 106]
Fig. 6.30 – Distribution spatiale de la vorticite´ ωy = ω ·ey adimensionne´e par c/λ plongeant/renversant
(PLR) (0 = 0, 64 ; Re = 4, 7 103 ; μ = 55 ; ρ = 770). 0 < x/λ < 1 et 0, 2 < z/λ < 0, 8. − : iso-contour
C = 0, 05 0,5 et 0,95 ; → : vecteur vitesse.
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Fig. 6.31 – Classification des re´gimes dans l’espace des parame`tres H0/λ et Re(λ, c). × : non-
de´ferlant ; symbole blanc : de´ferlement glissant (GL) ; symbole gris clair : de´ferlement plongeant/superficiel
(PLS) ; symbole gris fonce´ : de´ferlement plongeant/ englobant (PLE) et symbole noir : de´ferlement plon-
geant/renversant (PLR). ( : de´ferlement partiel et ◦ : de´ferlement total).
re´gimes plongeant/superficiel (PLS), plongeant/englobant (PLE) et plongeant/renversant
(PLR) forment des re´gions distinctes dans l’espace des parame`tres. Le re´gime de de´-
ferlement plongeant/superficiel (PLS) comme le re´gime de de´ferlement glissant (GL) se
trouve en limite des cas non-de´ferlants. Le re´gime plongeant/englobant (PLE) est observe´
pour des valeurs du nombre de Reynolds plus e´leve´es. Enfin, le re´gime de de´ferlement
plongeant/renversant (PLR) est observe´ pour des grandes cambrures et pour de grandes
valeurs du nombre de Reynolds.
On peut penser que la re´gion associe´e aux de´ferlements plongeants/renversants (PLR),
pour une gamme plus grande de nombre de Reynolds peut s’e´tendre aux petites cambrures.
En effet Bonmarin (1989) montre un comportement proche de simulation de de´ferlements
plongeants/renversants (PLR) pour des cambrures moyennes initiales de 0 = 0, 28.
Sur la figure 6.31 une seconde manie`re de classifier les re´gimes est e´galement propose´e.
Trois re´gimes diffe´rents apparaissent : les cas non-de´ferlants, les cas de de´ferlement partiel
pour lesquels le de´ferlement ne dissipe pas la totalite´ de l’e´nergie de l’onde (une solution
ondulatoire est retrouve´e apre`s le de´ferlement) et les cas de de´ferlement total pour lesquels
toute l’e´nergie de l’onde initiale a e´te´ dissipe´e. Chacun des re´gimes dans cette nouvelle
classification se situe dans une re´gion inde´pendante de l’espace des parame`tres, c’est-a`-dire
qu’il n’existe pas dans la gamme des parame`tres e´tudie´s de cohexistence de deux re´gimes.
L’existence d’une telle classification montre que l’e´nergie de l’onde initiale n’est pas
dissipe´e de la meˆme manie`re dans ces trois re´gimes. Nous aborderons cette question dans
la chapitre suivant consacre´ a` l’e´tude de la dissipation (Ch. 7)
La figure 6.32 montre le rapport entre l’amplitude initiale et celle a` l’instant du de´-
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Fig. 6.32 – Rapport entre l’amplitude totale a` l’instant de de´ferlement Hb et de l’amplitude totale
initiale H0 a` t0 en fonction du nombre de Reynolds Re(λ, c). - : e´quation 6.6. symbole blanc : de´ferle-
ment glissant (GL) ; symbole gris clair : de´ferlement plongeant/superficiel (PLS) ; symbole gris fonce´ :
de´ferlement plongeant/englobant (PLE) et symbole noir : de´ferlement plongeant/renversant (PLR). ( :
de´ferlement partiel et ◦ : de´ferlement total).
ferlement en fonction du Reynolds. Cette figure comple`te celle propose´e pour l’e´tude du
crite`re de de´ferlement (Sect. 6.4.2, Fig. 6.13), par l’ajout de la classification des diffe´rents
re´gimes observe´s.
Tout d’abord (Fig. 6.32), on remarque que les de´ferlements plongeants/superficiels
(PLS) ont une amplitude au de´ferlement infe´rieure a` l’amplitude initiale (Hb/H0 < 1).
Ces re´gimes existent donc lorsque les effets visqueux dominent sur les effets non-line´aires.
Pour les de´ferlements plongeants/englobants (PLE) et plongeants/renversants (PLR), le
rapport d’amplitude au moment du de´ferlement sur l’initiale croˆıt avec le nombre de
Reynolds et est compris entre 0, 9 < Hb/H0 < 1, 1. Ces re´gimes existent donc lorsque les
effets visqueux sont du meˆme ordre de grandeur que les effets non-line´aires. On constate
que dans le cas de de´ferlements plongeants/renversants (PLR),le rapport Hb/H0 est plus
grand en comparison aux cas de de´ferlements plongeants/superficiels (PLS).
Ensuite (Fig. 6.32), on remarque que les de´ferlements glissants (GL) ont les rapports
Hb/H0 les plus grands dans la gamme des parame`tres e´tudie´e et forment une re´gion se´pare´e
de celle des de´ferlements plongeants. La transition entre les de´ferlements plongeants (PL)
et glissants (GL) de Galvin (1968) (Eq. 2.5), montre que le rapport Hb/H0 augmente
lorque l’on passe d’un de´ferlement glissant a` un de´ferlement plongeant (PL). On remarque
donc ici le roˆle important du nombre de Reynods qu’il est ne´cessaire de prendre en compte
pour ces crite`res de diffe´renciation des types de de´ferlement.
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6.5 Conclusion
Apre`s la pre´sentation des caracte´ristiques du re´gime non-de´ferlant, une classification
des re´gimes de´ferlant et non-de´ferlant a e´te´ re´alise´e pour les deux parame`tres variables de
notre e´tude, a` savoir le nombre de Reynolds Re(λ, c) et la cambrure initiale de l’onde 0.
Les simulations ont e´te´ re´alise´es pour Re(λ, c) ∈ [38; 4 104] et 0 = πH0/λ ∈ [0, 2; 0, 68].
Une compe´tition entre les effets visqueux et non-line´aires se traduit par une transition
entre ondes de´ferlantes et non-de´ferlantes. Un crite`re de de´ferlement fonction de la cam-
brure 0 et du nombre de Reynolds Re(λ, c) a e´te´ mis en e´vidence. La comparaison avec les
expe´riences de Loewen and Melville (1991a) montre que nos simulations comple`tent de
manie`re tre`s inte´ressante la transition observe´e expe´rimentalement par ces auteurs dans
une gamme de nombre de Reynolds plus e´leve´s.
Parmi les cas de´ferlants, les de´ferlements glissants (GL) et plongeants (PL) sont obser-
ve´s et de´crits. Les de´ferlements plongeants ont e´te´ classifie´s en trois types : le de´ferlement
plongeant/superficiel (PLS), le de´ferlement plongeant/englobant (PLE) et le de´ferlement
plongeant/renversant (PLR). Chacun de ces de´ferlements a e´te´ de´crit et les diffe´rences
observe´es ont e´te´ souligne´es.
Finalement, une classification de ces re´gimes a e´te´ propose´e dans le diagramme des
parame`tres (Re(λ, c), H0/λ).
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Chapitre 7
ETUDE DE LA DISSIPATION
7.1 Introduction
Ce chapitre est consacre´ a` l’e´tude de la dissipation d’une onde de Stokes qui peut
eˆtre non-de´ferlante ou de´ferlante. Pour cela les e´ve´nements dissipatifs sont analyse´s et des
temps caracte´ristiques de de´ferlement sont identifie´s. La dissipation est ensuite quantifie´e
dans la perspective de sa parame´trisation.
D’une manie`re ge´ne´rale, a` partir de l’expression locale du taux de dissipation, on
montre que l’e´nergie dissipe´e par unite´ de longueur transverse et pour une longueur d’onde
suit l’e´volution :
Di ∼ μU
2
d
2d
Sd (7.1)
ou` Ud est la vitesse caracte´ristique et d l’e´chelle caracte´ristique des structures dissipa-
tives alors que Sd repre´sente le volume par unite´ de longueur transverse concerne´ par la
dissipation. Un des objectifs de ce travail est de caracte´riser ces e´chelles afin de proposer
des lois d’e´volutions pertinentes des ondes de Stokes de´ferlantes ou non-de´ferlantes.
Le chapitre est articule´ en quatre parties. La premie`re partie concerne le re´gime d’une
onde de Stokes non-de´ferlante. On pre´sente les e´volutions temporelles des e´nergies me´-
caniques et de la dissipation. La dissipation calcule´e nume´riquement est compare´e a` la
solution the´orique d’une onde de Stokes ne prenant pas en compte la pre´sence de l’air.
Dans la seconde partie, on pre´sente les e´volutions des e´nergies me´caniques pour chaque
re´gime de de´ferlement pre´sente´ dans le chapitre 6. Un mode`le de dissipation moyenne
est pre´sente´ et repose sur la de´finition d’un temps caracte´ristique de de´ferlement. Dans
la troisie`me partie, on e´tudie de manie`re plus fine la dissipation dans le de´ferlement a`
partir de la mesure instantane´e de la dissipation. On pre´sente les e´volutions temporelles
caracte´ristiques de la dissipation pour diffe´rents re´gimes d’e´volution des l’ondes de Stokes.
Dans une dernie`re partie, une e´tude spectrale de l’e´nergie totale pendant le de´ferlement,
permet de pre´ciser les e´chelles implique´es dans la dissipation et une discussion sur la per-
tinence de l’utilisation de la simulation directe (sans mode`le de sous-maille) pour l’e´tude
du de´ferlement.
7.2 Dissipation des ondes de Stokes non-de´ferlantes
Dans cette section, on s’inte´resse a` la dissipation d’e´nergie pour une onde de Stokes
non-de´ferlante. On de´crit tout d’abord, l’e´volution temporelle des quantite´s inte´gre´es sur
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le domaine nume´rique : les e´nergies me´caniques et la dissipation.
7.2.1 Evolution temporelle des e´nergies
La figure 7.1 montre l’e´volution temporelle des e´nergies inte´gre´es spatialement sur le
domaine de calcul Ω : l’e´nergie cine´tique Ec, l’e´nergie potentielle Ep et l’e´nergie me´canique
totale E = Ep + Ec de´finies telles que :
Ec(t) =
∫∫∫
Ω
1
2
ρu u dΩ
Ep(t) =
∫∫∫
Ω
ρgz dΩ
On remarque que pour le cas non-de´ferlant pre´sente´ (0 = 0, 61 ; Re(λ, c) = 134 ; μ = 55 ;
ρ = 770), l’e´nergie totale de´croˆıt exponentiellement dans le temps et 90% de l’e´nergie
initiale est dissipe´e apre`s 3, 5T . Le taux de de´croissance de l’e´nergie est e´tudie´ dans une
des parties suivantes du document (Sect. 7.2.4).
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Fig. 7.1 – Evolution temporelle des e´nergies inte´gre´es sur le domaine Ω de calcul normalise´es par
leur valeur a` l’instant t0, pour une onde de Stokes non-de´ferlante (0 = 0, 61 ; Re(λ, c) = 134 ; μ = 55 ;
ρ = 770). − : e´nergie totale E/E0 ; −− : e´nergie potentielle Ep/Ep0 ; . . . : e´nergie cine´tique Ec/Ec0. . . .
vertical : instant pre´sente´ sur la figure 6.9.
Les e´nergies cine´tique et potentielle de´croissent aussi exponentiellement dans le temps
avec un taux de de´croissance identique a` celui de l’e´nergie totale. On retrouve sur l’e´volu-
tion temporelle de Ec et Ep les oscillations de pe´riode 1/2T qui ont e´te´ mises en e´vidence
pre´ce´demment (Sect. 6.3).
7.2.2 Evolution temporelle de la dissipation totale
On de´finit la dissipation totale sur le domaine nume´rique Di(t) par inte´gration du
taux de dissipation d(x, t) (Eq. 5.5) dans le domaine d’e´tude Ω. La figure 7.2 montre
l’e´volution temporelle de Di(t) normalise´e par sa valeur Di0 a` t = t0 pour l’onde non-
de´ferlante pre´sente´e pre´ce´demment.
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Fig. 7.2 – Evolution temporelle de la dissipation totale Di normalise´e par sa valeur a` l’instant t0, pour
une onde de Stokes non-de´ferlante (0 = 0, 61 ; Re(λ, c) = 134 ; μ = 55 ; ρ = 770). . . . vertical : instant
pre´sente´ sur la figure 6.9.
La dissipation totale Di de´croˆıt exponentiellement avec le temps. Cette de´croissance
temporelle de Di (Fig. 7.2) s’accompagne d’oscillations de pe´riode 1/2T correspondant a`
celles observe´es sur l’e´volution temporelle de Ep et Ec (Fig. 7.1 et Sect. 6.3). Di est en
phase Ec : les maxima (resp. minima) de Di correspondant aux maxima (resp. minima)
de Ec. Cela est en accord avec le fait que Di correspond a` la de´rive´e temporelle de Ec
(Eq. 5.6).
7.2.3 Evolution spatiale et temporelle de la dissipation
La figure 7.3 montre la distribution spatiale du taux de dissipation a` diffe´rents instants
de l’e´volution pour l’exemple pre´ce´dent (0 = 0, 61 ; Re(λ, c) = 134 ; μ = 55 ; ρ = 770).
Le taux de dissipation est normalise´ par le taux de dissipation the´orique initial Dth0 =
4μk4c2β20 de l’onde de Stokes (pre´sente´ dans la section suivante).
On constate qu’initialement (Fig. 7.3(a)), la dissipation dans le liquide est principa-
lement localise´e dans la creˆte de l’onde. Le taux de dissipation dans la creˆte n’est pas
syme´trique, les maxima de l’ordre de 1, 1Dth0 se trouvant a` proximite´ de la surface libre
a` l’avant et a` l’arrie`re du sommet de l’onde. Sous le sommet de la creˆte, a` proximite´ de la
position de repos Z0, on remarque une re´gion dans laquelle la dissipation est plus faible et
en moyenne de l’ordre de 0, 25Dth0. En effet, comme nous le verrons plus en de´tail dans la
suite, les gradients verticaux de la vitesse horizontale changent de signe dans cette re´gion,
ce qui a pour effet de diminuer localement l’intensite´ du taux de de´formation et donc sa
contribution dans la dissipation. Il en est de meˆme au creux de l’onde.
Au cours de la propagation de l’onde (Fig. 7.3(b) a` 7.3(f)), on constate que malgre´ la
de´croissance de l’intensite´ de la dissipation, sa re´partition spatiale se conserve : les plus
hauts niveaux du taux de dissipation sont toujours localise´s dans la creˆte et sa distribution
varie peu avec le temps. Apre`s 3, 5T , le maximum du taux de dissipation repre´sente moins
de 5% de Dth0.
Concernant le taux de dissipation dans l’air, on constate qu’initialement il est ne´gli-
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(a) t0/T ; dmax/Dth0 = 1, 11 (b) t/T = 0, 5 ; dmax/Dth0 = 5, 73 10−1
(c) t/T = 1 ; dmax/Dth0 = 5, 73 10−1 (d) t/T = 1, 5 ; dmax/Dth0 = 2, 54 10−1
(e) t/T = 2 ; dmax/Dth0 = 1, 79 10−1 (f) t/T = 3, 5 ; dmax/Dth0 = 2, 64 10−2
(g) Le´gende : d/Dth0 ∈ [0; 1]
Fig. 7.3 – Distribution spatiale du taux de dissipation d(x, t) normalise´ par Dth0 = 4μk4c2β20 pour
une onde de Stokes non-de´ferlante (0 = 0, 61 ; Re(λ, c) = 134 ; μ = 55 ; ρ = 770). 0 < x/λ < 1 et
0, 2 < z/λ < 0, 8. − : iso-contours C = 0, 1 0,5 et 0,9 ; → : vecteur vitesse.
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geable (Fig. 7.3(a)). Les champs de vitesse et les niveaux de vorticite´ observe´s pre´ce´dem-
ment dans l’air (Fig. 6.10) soulignent de forts gradients mais qui ponde´re´s par la viscosite´
de l’air donnent un taux de dissipation tre`s faible de l’ordre de 2,5% de Dth0. Au cours
du temps, le taux de dissipation dans l’air augmente sensiblement a` cause des tourbillons
ge´ne´re´s, mais reste toujours infe´rieure a` 5% de Dth0.
7.2.4 Dissipation totale the´orique de l’onde de Stokes non-de´ferlante
Cette section est consacre´e au calcul analytique de la dissipation totale d’une onde de
Stokes non-de´ferlante en ne´gligeant la pre´sence de l’air. Rappelons que la position de la
surface libre η pour une onde de Stokes d’ordre 3, est donne´e par :
η(x) =
1
2
a2k + a cos(kx) +
1
2
a2k cos(2kx) +
3
8
a3k2 cos(3kx)
ou` a est l’amplitude de l’onde de Stokes au premier ordre. Le terme constant a2k/2 ressort
du de´veloppement limite´ utilise´ pour atteindre l’ordre 3 de l’onde de Stokes. Sous l’effet de
la dissipation visqueuse, l’amplitude de l’onde de´croˆıt dans le temps. Le champ de vitesse
peut eˆtre alors repre´sente´ par (Lamb (1932), Sect. 348) :
u(x; t) = cβ(t)k cos [k(x− ct)] exp(kz) (7.2)
v(x; t) = cβ(t)k sin [k(x− ct)] exp(kz) (7.3)
ou` β(t) permet de de´crire l’e´volution temporelle de l’amplitude de l’onde a` l’ordre choisi
(cf. Eq. 4.1). A l’instant initial, β0 est relie´ a` a par la relation β0(1 + 9k
2β20/8) = a. A
partir de ce champ de vitesse, le taux de dissipation local s’exprime :
dth(x, t) = dth(z, t) = 2μk
4c2β2 exp(2kz) (7.4)
et la densite´ d’e´nergie totale s’e´crit :
eth = 2ecth = ρk
2c2β2 exp(2kz) (7.5)
Le bilan d’e´nergie inte´gre´ sur le volume de liquide (domaine Ωl de´fini sous la surface libre)
s’e´crit alors :
d
dt
∫
Ωl
ρk2c2β2 exp(2kz) dΩl = −
∫
Ωl
2μk4c2β2 exp(2kz) dΩl (7.6)
En remarquant que sous l’hypothe`se des petites cambrures  = ak << 1 :∫ η
−∞
exp(2kz) dz =
1
2k
l’e´quation de conservation de l’e´nergie (7.6) se re´duit a` une e´quation diffe´rentielle du
premier ordre :
d
dt
(
1
2
ρkc2β2
)
= −2μk3c2β2 soit dβ
dt
= −2νk2β (7.7)
La solution de cette e´quation permet d’introduire un temps diffusif τd = 1/2νk
2 caracte´-
ristique de la de´croissance de l’amplitude :
β(t) = β0 exp
(−2νk2t) = β0 exp
(−t
τd
)
(7.8)
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Il est maintenant possible d’en de´duire l’e´volution temporelle du taux de dissipation local
dth donne´ par (7.4) qui s’e´crit alors :
dth(x, t) = 4μk
4c2β20 exp
(−2t
τd
)
exp(−2kz) (7.9)
En inte´grant l’e´quation locale 7.9, la dissipation totale sur une longueur d’onde et par
unite´ de longueur transverse de l’onde de Stokes non-de´ferlante est finalement :
Dith(t) = Dth0I(k, a) exp
(−2t
τd
)
(7.10)
ou` le taux de dissipation initial :
Dth0 = 4μk
4c2β20 (7.11)
et ou` l’inte´grale I(k, a) repre´sente l’inte´grale suivant la profondeur du terme de de´pendance
verticale de la dissipation :
I(k, a) =
∫
Ωl
exp(2kz)dΩl =
1
2k
∫ λ
0
exp (2kη(x)) dx (7.12)
I(k, a) peut eˆtre approche´ a` moins de 1% par la fonction :
I(k, a)  π
k2
exp
(
2, 8 (ka)
5
2
)
(7.13)
comme l’illustre la figure 7.4 qui pre´sente l’e´volution de I(k, a) en fonction de la cambrure.
Dans la limite des petites cambrures, k2I(k, a)  π. A noter que l’inte´gration sur un do-
maine correspondant au domaine de calcul nume´rique, c’est-a`-dire jusqu’a` z = −ZO =
−λ/2, sous estime l’inte´grale I(k, a) d’une valeur infe´rieure a` 0, 2%.
Finalement, par comparaison avec la relation (7.1), l’expression (7.10) permet de mon-
trer que pour une onde de Stokes non-de´ferlante, l’e´chelle de longueur caracte´ristique est
d = 0/k avec 0 la cambrure de l’onde a` t0 et la vitesse caracte´ristique est la ce´le´rite´
de l’onde Ud = c. De plus, la re´gion par unite´ de longueur transverse concerne´e par le
processus dissipatif est Sd ∼ π/k2 = λZd ou` Zd = λ/4/π  0, 08λ peut eˆtre associe´e a` la
profondeur concerne´e par les me´canismes dissipatifs, valeur qui semble en accord avec les
champs de taux de dissipation reporte´s sur la figure 7.3.
Nous allons maintenant pre´senter les re´sultats nume´riques obtenus concernant l’e´volu-
tion temporelle de la dissipation totale. A la diffe´rence de la solution the´orique pre´sente´e
ci-dessus, les simulations nume´riques prennent en compte la pre´sence de l’air au-dessus
de l’onde.
7.2.5 Evolution temporelle d’une onde de Stokes non-de´ferlante
en pre´sence d’air
La figure 7.5 montre les e´volutions temporelles de la dissipation totale pour diffe´rentes
cambrures initiales 0 = kH0/2 (Fig. 7.5(b)) et diffe´rents nombres de Reynolds Re(λ, c)
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Fig. 7.4 – Evolution de k2I(k, a) en fonction de la cambrure  = ka. − : expression the´orique (Eq.
7.12) ; . . . : expression approche´e (Eq. 7.13).
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(a) 0 = 0, 36
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Fig. 7.5 – Evolution temporelle de la dissipation totale pour des ondes non-de´ferlantes (μ = 55 ; ρ =
770). (a) A cambrure constante (0 = 0, 36) : − Re(λ, c) = 38 ; −− : Re(λ, c) = 207 ; −.− Re(λ, c) = 425 ;
. . . Re(λ, c) = 1, 1 103 ; − gris : Re(λ, c) = 2, 2 103 et −− gris Re(λ, c) = 3 103. (b) A valeur du nombre
de Reynolds constante (Re(λ, c) = 2 103) : − : 0 = 0, 2 ; −− : 0 = 0, 31 et −.− : 0 = 0, 36.
(Fig. 7.5(a)). Tout d’abord, pour une cambrure initiale donne´e, la repre´sentation semi-
log de la figure Fig. 7.5(a) montre nettement que la courbe de dissipation totale de´croˆıt
exponentiellement avec le temps. Il apparaˆıt par ailleurs clairement que le taux de de´crois-
sance diminu avec le nombre de Reynolds Re(λ, c), c’est-a`-dire augmente avec la viscosite´
comme le montre la relation (7.10).
On remarque aussi sur la figure 7.5(a) que pour les grands Re(λ, c), la de´croissance
exponentielle de la dissipation totale est module´e par des oscillations d’amplitudes non-
ne´gligeables. Ces oscillations sont la signature du de´veloppement des non-line´arite´s (Ch.
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6, Sect. 6.3).
La figure 7.5(b) montre l’e´volution temporelle de la dissipation totale a` Re(λ, c)
constant, pour diffe´rentes 0. On observe que le taux de de´croissance de la dissipation
est globalement identique et semble au premier ordre, inde´pendant de 0 comme l’indique
la relation analytique (7.10).
La figure 7.6 montre pour l’ensemble des cas conside´re´s, le temps caracte´ristique de
diffusion τd estime´ dans nos simulations par l’interpolation exponentielle des courbes de
dissipation totale Di, en fonction du temps de diffusion the´orique τd th = 1/2νk
2. On note
un tre`s bon accord entre τd et τd th, ce qui montre que la pre´sence de l’air, 55 fois moins
visqueux que le liquide, ne contribue pas de manie`re significative a` la dissipation totale.
On note que Yang and Tryggvason (1997) simulant des ondes de Stokes par re´solution des
e´quations de Navier-Stokes, ont aussi observe´ ce re´sultat avec des rapports de viscosite´ et
de densite´ diffe´rents ( = 0, 31 et 0, 6 ; Re(λ, c) = 127 et 16 ; ρ = 100 ; μ = 100).
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Fig. 7.6 – Temps caracte´ristique de de´croissance τd la dissipation totale Di pour des ondes de Stokes
non-de´ferlantes, compare´ au temps the´orique de diffusion τd th = 1/(2νk2), normalise´s par λ/c. −− :
rapport 1.
7.2.6 Dissipation totale initiale d’une onde de Stokes non-de´ferlante
en pre´sence d’air
On s’inte´resse maintenant a` la dissipation totale Di0 = Di(t0) a` t = t0. La figure 7.7
compare la valeur nume´rique de D0 = Di0/I(a, k) avec Dth0 = 4μk
4c2β20 (Eq. 7.10). On
remarque globalement que Di0 obtenue dans les simulations suit l’e´volution donne´e par
la solution analytique. Nous avons e´galement reporte´ sur la figure 7.7 (en gris), Di0 des
ondes qui vont de´ferler par la suite. On constate que l’e´volution est identique montrant
que dans la phase pre´-de´ferlante la dissipation totale est inde´pendante de l’e´tat ”instable”
de l’onde. On constate cependant que Di0 est toujours infe´rieure a` la valeur du mode`le
the´orique avec un e´cart qui augmente avec l’intensite´ de l’e´nergie dissipe´e. Di0 mesure´e
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dans les simulations est ainsi 70% plus faible que celle de la solution analytique pour les
e´carts sur Di0 les plus importants.
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Fig. 7.7 – Dissipation totale D(t0) = Di0/I(a, k) a` t = t0 en fonction de la solution analytique
Dth = Dth0/I(a, k) = 4μk4c2β20/I(a, k). −− : rapport 1.
Nous avons dans un premier temps ve´rifie´ que l’incertitude de la mesure lie´e aux
oscillations observe´es sur l’e´volution des courbes de dissipation totale Di est faible devant
l’e´cart observe´. En effet, nous avons vu pre´ce´demment que les courbes de Di sont module´es
par des oscillations de pe´riode 1/2T autour d’une valeur moyenne Dim. A t = t0, dans
l’ensemble des cas, Di0 est sensiblement infe´rieur a` Dim (Figs. 7.2 et 7.5). Afin d’estimer
cet e´cart, l’amplitude des oscillations a e´te´ mesure´e en re´alisant une transforme´e de Fourier
sur les e´volutions temporelles de Di − Dim. A partir de l’e´nergie spectrale associe´e a`
l’oscillation 1/2T , le signal est reconstruit par transforme´e de Fourier inverse donnant
acce`s a` l’amplitude de cette oscillation. Les amplitudes ainsi obtenues ne de´passent jamais
10% de Dim a` l’instant t0. Nous avons par ailleur constate´ que l’e´cart entre l’amplitude
et Dim diminue en Re(λ, c)
−1.
La solution the´orique propose´e ci-dessus a e´te´ obtenue pour des ondes de Stokes de
faible cambrure  = ak << 1, c’est-a`-dire pour une faible de´formation de la surface libre.
Dans notre e´tude, 0 ne satisfait pas cette condition puisqu’il varie de 0,2 a` 0,68. Par
conse´quent, nous avons dans un premier temps essaye´ de repre´senter l’e´volution de la
diffe´rence entre Dth0 et D0 en fonction de 0. Nous avons alors mis en e´vidence que la
correction principale suit une tendance quadratique en 0, soit :
Dth0 −D0 ≈ 20
La figure 7.8 montre la comparaison entre D(t0) et Dth corrige´e par (1−α
20) ou` α
 = 1, 5.
On remarque que l’e´cart est nettement corrige´ mais une le´ge`re sous-estimation persiste,
notamment pour les petits nombres de Reynolds Re(λ, c).
Afin d’expliquer la correction a` l’ordre suivant a` apporter pour une meilleure des-
cription de la dissipation totale Di0 a` t = t0, nous avons trace´ sur la figure 7.9 deux
distributions verticales du taux de dissipation en deux abscisses diffe´rentes. La distribu-
tion verticale est compare´e a` l’e´volution the´orique en exp(2kz) en l’absence d’air, sous la
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Fig. 7.8 – Dissipation totale D(t0) = Di0/I(a, k) a` t = t0 en fonction de la solution analytique
Dth = Dth0/I(a, k) = 4μk4c2β20/I(a, k) corrige´e par un terme de cambrure : Dth(1−α20) avec α = 1, 5.
−− : rapport 1.
condition  = ak << 1. Malgre´ une cambrure  ne ve´rifiant pas cette condition, ce qui
induit l’inclinaison locale de la surface libre, on constate que loin de l’interface, la de´crois-
sance reste exponentielle. Cependant a` l’interface, le raccordement avec l’air ambiant se
traduit par une modification tre`s nette du profil du taux de dissipation.
Fig. 7.9 – Distribution verticale du taux la dissipation d(z, t0) a` t0 en deux abscisses pour une onde de
Stokes ( = 0, 2 ; Re(λ, c) = 406, μ = 55 ; ρ = 770). ◦ : d(z, t0) en x/λ = 0, 2 ; × : d(z, t0) en x/λ = 0, 5 ;
−− : dth(z, 0) (Eq. 7.9) et · · · : Lz th (Eq. 7.18).
Ce re´sultat est directement lie´ au raccordement du champ de vitesse des deux fluides
en pre´sence (continuite´ des vitesses tangentielles et du cisaillement). Rappelons que les
champs de vitesse de la solution de Stokes utilise´e dans le calcul analytique pre´ce´dent, sont
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irrotationnels. Cependant, il est bien connu que la pre´sence d’une interface ge´ne`re de la
vorticite´ par le raccordement des contraintes tangentielles, sous l’effet de la courbure de la
surface. La vorticite´ Ωφ produite a` l’interface liquide-gaz est inversement proportionnelle
au rayon de courbure R de la surface et proportionnelle a` la vitesse tangentielle uφ a`
l’interface (Batchelor (1967)) :
Ωφ = 2
uφ
R
(7.14)
Le calcul du champ de vorticite´ diffuse´ sous l’interface et du champ de vitesse induit,
s’appuie sur la de´composition du champ de vitesse en une composante irrotationnelle et
une correction rotationnelle urot, telle que localement : u = uφ+urot avec ∇×u = ∇×urot.
En ce plac¸ant dans le repe`re mobile, voyageant a` la vitesse de phase c, l’e´quation de
vorticite´ ωφ line´arise´e dans la direction perpendiculaire au plan (x0z) s’e´crit (Phillips
(1966)) :
−c∂ωφ
∂x
= νΔωφ (7.15)
En faisant l’approximation a << λ, on peut ne´gliger les variations verticales devant les
variations horizontales (∂/∂x << ∂/∂z). L’e´quation de vorticite´ line´arise´e a` re´soudre
s’e´crit alors :
−c∂ωφ
∂x
= ν
∂2ωφ
∂2z
(7.16)
En cherchant des solutions sous la forme A exp(α1z) cos(kx+α2z) pour l’e´quation (7.16),
on obtient :
ikc = ν(α21 + α
2
2 + 2iα1α2) (7.17)
avec α21 = α
2
2 = α
2. Le raccordement avec l’air a` l’interface introduit par conse´quent une
couche limite de vorticite´, d’e´paisseur caracte´ristique :
Lz th = α
−1 =
2
k
√
π
Re(λ, c)
(7.18)
ou` Re(λ, c) = λc/ν est le nombre de Reynolds base´ sur les e´chelles de longueur et de
vitesse : λ et c.
On retrouve un re´sultat caracte´ristique des corrections de vorticite´ ge´ne´re´e sur une
interface liquide/gaz. Par exemple, la dissipation induite par le mouvement d’une bulle
d’air de diame`tre d se de´plac¸ant a` la vitesse relative Ub dans un liquide de viscosite´
dynamique μ, est la puissance de la force de traˆıne´e (Moore (1963)) s’e´crit Dib = FDUb =
12πμRU2b G(χ)
(
1−H(χ)Re−1/2b
)
ou` le nombre de Reynolds de la bulle ve´rifie Reb =
ρdUb/μ >> 1. G(χ) et H(χ) sont des fonctions du rapport d’aspect de la bulle, c’est-a`-
dire de´pendant de la courbure de l’interface. On constate notamment que le raccordement
du profil de vitesse a` l’interface se traduit par une dissipation re´duite, en accord avec nos
re´sultats nume´riques sur la dissipation d’une onde de Stokes.
La valeur de Lz th est reporte´e sur la figure 7.9. On constate que Lz th est bien l’e´chelle
caracte´ristique du changement de comportement du taux de dissipation au niveau de
l’interface. A noter que cette zone de raccordement est nume´riquement bien de´crite car
elle contient plus de 25 mailles.
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Fig. 7.10 – Epaisseur de raccordement des contraintes visqueuses Lz en fonction de sa valeur the´orique
Lz th (Eq. 7.18) en deux abscisses (x/λ = 0, 2 et x/λ = 0, 5) pour des ondes de Stokes non-de´ferlantes
(0 = 0, 2 ; μ = 55 ; ρ = 770). ◦ : Re(λ, c) = 406 ;  : Re(λ, c) = 2 103 ; × : Re(λ, c) = 4, 1 103 et  :
Re(λ, c) = 4, 1 104. −− : Lz = Lz th.
A l’aide des profils verticaux du taux de dissipation, nous avons mesure´ les valeurs
nume´riques de Lz comme e´tant la distance entre l’interface et le point d’inflexion a` partir
duquel de´bute la diminution du taux de dissipation (Fig. 7.9). La figure 7.10 montre
la comparaison entre Lz et Lz th pour une gamme large de Re(λ, c) ∈ [4 102 ;4 104].
On remarque que Lz suit la meˆme loi de de´croissance que Lz th en Re(λ, c)
−1/2 a` une
consante additive pre`s et que les ordres de grandeur sont identiques. On ve´rifie que cette
constante est inde´pendante de la cambrure de l’onde, avec une le´ge`re dispersion que l’on
peut attribuer a` la me´thode de mesure de Lz.
Nous avons comple´te´ la correction en 20 (Fig. 7.8), par un terme en αReRe(λ, c)
−1/2.
La figure 7.11 montre ce re´sultat avec α
 = 1, 5 et αRe = 0, 5. On note un tre`s bon accord
entre la the´orie corrige´e et les re´sultats nume´riques sur 4 de´cades.
Finalement, l’e´volution temporelle de la dissipation totale Di d’une onde de Stokes en
situation non-de´ferlante dans nos simulations est de´crite par :
Di(t) = 4μa20c
2k4
(
1− α
20 − αReRe(λ, c)−1/2
)
I(a, k) exp
(−2t
τd
)
(7.19)
ou` on rappelle que τd = 1/2νk
2 le temps caracte´ristique de de´croissance temporelle et que
α
 = 1, 5 et αRe = 0, 5 sont deux constantes empiriques.
A titre de remarque, nous avons constate´ que la correction suivante D0 = Dth(1 −
0, 82 − 0, 75Re(λ, c)−1/6) permet e´galement de de´crire tre`s pre´cise´ment les re´sultats nu-
me´riques comme le montre la figure 7.12. Nous n’avons cependant aucune explication
physique concernant une correction en Re(λ, c)−1/6.
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Fig. 7.11 – Dissipation totale D(t0) = Di0/I(a, k) a` t = t0 en fonction de la solution analytique
Dth = Dth0/I(a, k) = 4μk4c2β20/I(a, k) corrige´e par le terme de cambrure et le terme en Reynolds :
Dth(1− α2 − αReRe(λ, c)−1/2) avec α = 1, 5 et αRe = 0, 5. −− : rapport 1.
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Fig. 7.12 – Dissipation totale D(t0) = Di0/I(a, k) a` t = t0 en fonction de la solution analytique
Dth = Dth0/I(a, k) = 4μk4c2β20/I(a, k) corrige´e par le terme de cambrure et le terme en Reynolds :
Dth(1− α2 − αReRe(λ, c)−1/6), avec α = 0, 8 et αRe = 0, 75. −− : rapport 1.
7.3 Evolution temporelle de l’e´nergie pour une onde
de Stokes de´ferlante
Nous nous inte´ressons maintenant a` l’e´volution de l’e´nergie d’une onde de Stokes de´-
ferlante en fonction des parame`tres de l’e´tude. Les e´volutions temporelles des e´nergies
me´caniques sont pre´sente´es pour chacun des quatre re´gimes de de´ferlement mis en e´vi-
dence dans le chapitre 6 (Sect. 6.4). Les diffe´rentes phases de de´croissance de l’e´nergie
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me´canique totale sont de´crites, ainsi que les e´changes entre e´nergies cine´tique et poten-
tielle.
7.3.1 De´ferlement de type glissant (GL)
La figure 7.13 montre l’e´volution temporelle des e´nergies me´caniques inte´gre´es sur
le domaine Ω pour un de´ferlement de type glissant (GL). Tout d’abord, on remarque
que l’e´nergie totale E de´croˆıt dans le temps et suit d’abord la de´croissance exponentielle
the´orique exp(−2t/τd) caracte´ristique des ondes non-de´ferlantes (Sect. 7.2). Lorsque que
la re´gion ae´re´e apparaˆıt au sommet de la creˆte (t/T = 1, 41) (Fig. 6.15(a)), le taux de
de´croissance de l’e´nergie E augmente. Pour le cas pre´sente´ (0 = 0, 37, Re(λ, c) = 4, 3
103), la de´croissance reste exponentielle et le temps caracte´ristique de de´croissance est
alors d’environ 1,65 fois celui obtenu pour d’une onde non-de´ferlante. Cette deuxie`me
phase de de´croissance de E se poursuit jusqu’a` la disparition de la re´gion de me´lange a` la
surface libre (t/T ∼ 3, 2) et 23% de l’e´nergie initiale de l’onde a alors e´te´ dissipe´e. Apre`s
3, 2T , le taux de de´croissance de E retrouve une valeur tre`s proche (de l’ordre de 96%) de
celle de l’onde avant le de´ferlement, c’est-a`-dire de l’onde non-de´ferlante. Durant la phase
de de´ferlement (t/T ∈ [1, 41; 2, 86]), l’onde a perdu 18% de l’e´nergie a` T/t = 1, 41. Le
de´ferlement pre´sente´ est donc peu dissipatif.
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Fig. 7.13 – Evolution temporelle des e´nergies me´caniques totales normalise´es par leurs valeurs a` t0
pour un de´ferlement glissant (GL) (0 = 0, 37 ; Re(λ, c) = 4, 3 103). − : e´nergie totale E ; −− : e´nergie
potentielle Ep ; . . . : e´nergie cine´tique Ec ; −− gris : de´croissance the´orique de E des ondes non-de´ferlantes
en exp(−2t/τd) ; ◦ : instant reporte´ sur la figure 6.15.
Le comportement temporel des e´nergies cine´tique Ec et potentielle Ep (Fig. 7.13),
est proche de celui de E. On retrouve comme dans les cas non-de´ferlants (Fig. 7.1), des
e´changes entre Ec et Ep qui oscillent en opposition de phase. On remarque cependant
que le niveau de Ec se maintient au de´but de la deuxie`me phase de de´croissance (de´fer-
lante) alors que celui de l’e´nergie potentielle diminue tre`s nettement. Ainsi l’amorce du
de´ferlement se traduit par une chute de l’e´nergie potentielle associe´e a` la diminution de
l’amplitude de l’onde sous l’effet de l’e´jection d’un jet de la creˆte qui accroˆıt Ec. Ec de´croˆıt
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ensuite en suivant le meˆme taux de de´croissance que l’e´nergie totale E. Apre`s 3, 2T , les
e´volutions temporelles de Ep et Ec retrouvent le comportement des ondes non-de´ferlantes.
On rappelle qu’apre`s de´ferlement, une onde est retrouve´e.
7.3.2 De´ferlement de type plongeant/superficiel (PLS)
La figure 7.14 montre un exemple ( = 0, 64 ; Re(λ, c) = 370) d’e´volution tempo-
relle des e´nergies me´caniques totales pour le re´gime de de´ferlement qualifie´ de plon-
geant/superficiel (PLS) et de´crit sur la figure 6.19. L’e´volution temporelle de l’e´nergie to-
tale peut eˆtre de´compose´e en trois phases bien distinctes comme dans le cas du de´ferlement
glissant (GL) : la phase de pre´-de´ferlement, le de´ferlement puis la phase post-de´ferlement.
Avant le de´ferlement, l’e´nergie totale E suit l’e´volution d’une onde non-de´ferlante. A no-
ter que compte-tenu de la valeur du nombre de Reynolds plus faible que dans le cas du
de´ferlement glissant (GL) pre´sente´ pre´ce´demment (Fig. 7.13), la de´croissance de E est
beaucoup plus rapide, de sorte que 20% de l’e´nergie a e´te´ dissipe´e par les effets visqueux
avant le de´clenchement du de´ferlement.
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Fig. 7.14 – Evolution temporelle des e´nergies me´caniques totales normalise´es par leurs valeurs a` t0
pour un de´ferlement plongeant/superficiel (PLS) ( = 0, 64 ; Re(λ, c) = 3, 7 102). − : e´nergie totale E ;
−− : e´nergie potentielle Ep ; . . . : e´nergie cine´tique Ec ; −− gris : de´croissance the´orique de E des ondes
non-de´ferlantes en exp(−2t/τd) ; ◦ : instant reporte´ sur la figure 6.19.
Ensuite (t/T = 0, 6), pendant la phase de renversement de la creˆte (Figs. 6.19(c) et
7.14), E s’e´carte nettement du mode`le the´orique de de´croissance de l’e´nergie des cas non-
de´ferlants. On constate une chute rapide de l’e´nergie totale jusqu’a` la fin du de´ferlement
actif (t/T ∼ 1, 8), c’est-a`-dire lorsque que seul un me´lange de surface persiste suite au
de´gazage des poches d’air entraˆıne´es a` l’issu de l’impact des jets primaire et secondaire
(cf. Fig. 6.19(g)). Le de´ferlement se termine a` l’instant t ∼ 1, 8T et 79% de l’e´nergie
totale a` T/t = 0, 6 a e´te´ dissipe´e durant la phase de´ferlante qui apparaˆıt ici beaucoup plus
dissipative que dans le cas du de´ferlement glissant (GL).
Ensuite, apre`s 2T (phase de post-de´ferlement), E n’e´volue pas de manie`re exponen-
tielle, contrairement au cas de´ferlant glissant (GL) mais suit une loi de puissance E
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∝ t−0,92. Meˆme si des travaux expe´rimentaux (Rapp and Melville (1990) et Melvilleet al.
(2002)) et nume´riques (Chen et al. (1999), Lubin (2004)) montrent des lois de de´crois-
sance en puissance du temps apre`s de´ferlement, il faut rester prudent. En effet, nous avons
discute´ pre´ce´demment (Sect. 6.4.3.2) de la limitation nume´rique pour de´crire correctement
la phase de de´gazage des zones de me´lange issues du de´ferlement.
Si on s’inte´resse a` pre´sent aux e´volutions temporelles des e´nergies cine´tique Ec et
potentielle Ep, e´galement pre´sente´es sur la figure 7.14, leurs comportements diffe`rent de
ceux observe´s pour le de´ferlement glissant (GL) pre´sente´ pre´ce´demment. Pendant la phase
de raidissement de l’onde (t/T = 0, 24), Ep devient maximale au maximum d’amplitude
de l’onde alors que Ec diminue. A l’instant de de´ferlement (t = 0, 56T ) (Figs. 7.14 et
6.19)), Ec est maximale a` cause de la re´gion de forte vitesse dans la creˆte, alors que Ep
est minimale. Quand le jet primaire commence a` chuter (T/t > 0, 8), Ep diminue pour
atteindre un minimum a` l’impact du jet, tandis que Ec devient maximale. Les maxima
de Ec correspondent toujours a` des minima de Ep et inversement, ce qui, comme nous
l’avons de´ja` observe´, est caracte´ristique des e´changes entre ces deux e´nergies.
Apre`s 2T , il reste 30% de l’e´nergie cine´tique initiale, moins de 10% de l’e´nergie po-
tentielle initiale et 80% de l’e´nergie totale a e´te´ dissipe´e, dont environ 60% pendant le
de´ferlement.
7.3.3 De´ferlement de type plongeant/englobant (PLE)
Le troisie`me re´gime de de´ferlement pre´sente´ ici est le re´gime plongeant/englobant
(PLE). L’e´volution temporelle des diffe´rentes e´nergies est reporte´e sur la figure 7.15 (0 =
0, 64 ; Re(λ, c) = 1, 2 103) et pre´sente les trois meˆme phases caracte´ristiques de´crites
pour les autres de´ferlements e´tudie´s pre´ce´demment (pre´-de´ferlement, de´ferlement, post-
de´ferlement). Pendant la premie`re phase du de´ferlement (t/T < 0, 56), on retrouve un
taux de de´croissance proche du the´orique pour des ondes non-de´ferlantes. La transition
(t/T = 0, 56) entre la premie`re et la seconde phase est ici tre`s marque´e avec une rupture
de pente franche. L’e´jection du jet n’a pas ici une signature aussi marque´e que pour le cas
plongeant/superficiel (PLS) pour lequel le de´but de la phase de de´ferlement de´bute avec
la chute du jet (Fig. 7.14).
Le changement de comportement de l’e´nergie totaleE de´bute a` l’impact du jet primaire
(t/T = 0, 56) a` la surface libre. Pendant la phase de de´ferlement, on remarque une le´ge`re
variation locale du taux de de´croissance de E a` t = 1, 06T . Cet instant correspond a`
l’englobement de l’onde par la creˆte initiale. Ce me´canisme introduit donc une dissipation
supple´mentaire, plus efficace que l’impact des jets secondaire et tertiaire, pour lesquels
on n’observe pas de trace nette sur l’e´volution temporelle de E. Pendant cette phase de
de´ferlement, l’e´nergie semble de´croˆıtre line´airement avec le temps et un taux de 0,25 est
observe´.
La transition vers la phase post-de´ferlante est plus difficile a` localiser et semble se faire
de manie`re plus progressive que dans les cas de´ferlants pre´ce´demment de´crits (cf. Figs.
7.13 et 7.14). En effet, a` t = 2, 15T , le de´ferlement actif est termine´ mais le de´gazage n’est
pas total. On retrouve durant la phase post-de´ferlement (Fig. 7.15) une loi de puissance
en t−0,86 pour la de´croissance de l’e´nergie totale. Malgre´ la diffe´rence dans les parame`tres
initiaux, cette de´croissance est proche de celle propose´e par Rapp and Melville (1990)
et Melvilleet al. (2002) (0 ∈ [0, 1; 0, 6] ; Re(λ, c) ∼ 4 106) qui trouvent des taux de
de´croissance de l’e´nergie cine´tique turbulente en t−1. En situation laminaire et pour des
rapports de densite´ et de viscosite´ diffe´rents, Chen et al. (1999) trouvent e´galement
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Fig. 7.15 – Evolution temporelle des e´nergies me´caniques totales normalise´es par leurs valeurs a` t0
pour un de´ferlement plongeant/englobant (PLE) (0 = 0, 64 ; Re(λ, c) = 1, 2 103). − : e´nergie totale E ;
−− : e´nergie potentielle Ep ; . . . : e´nergie cine´tique Ec ; −− gris : de´croissance the´orique de E des ondes
non-de´ferlantes en exp(−2t/τd) ; ◦ : instant reporte´ sur la figure 6.24.
(Sect. 4.3.3) une e´volution en t−1 (0 = 0, 55, Re(λ, c) = 4500, ρ = 100 et μ = 2, 5). Lubin
(2004) (h/λ = 0, 17 ou` h est la profondeur, 0 = 0, 41 et Re(λ, c) = 3, 2 10
4) observe un
de´croissance en t−0,31 par simulation des grandes e´chelles (2D).
Concernant l’e´volution temporelle de Ec et Ep, on remarque que les e´changes entre
les deux e´nergies sont proches de ceux de´crits pour le de´ferlement plongeant/superficiel
(PLS) pre´sente´ pre´ce´demment (cf. Fig. 7.14). Les transferts sont cependant plus marque´s
a` l’impact (t = 0, 56T ) puisque le niveau d’e´nergie cine´tique est de 3% supe´rieur a` l’e´nergie
cine´tique a` t0 et reste tre`s e´leve´ jusqu’a` ce que la creˆte englobe les jet secondaire a` t/T =
1, 06 (Ec = 0, 96E0 et Ep = 0, 28Ep0). Finalement, 3T apre`s le de´but du de´ferlement, 85%
de E0 est dissipe´e, Ec repre´sente 24% de Ec0 et Ep moins de 10% de Ep0. Pendant la
phase de de´ferlement actif (t/T ∼ 2, 15), l’onde a perdu 71% de l’e´nergie qu’elle avait par
a` l’impact du jet primaire (t/T = 0, 56). Cette valeur est du meˆme ordre de grandeur que
celle trouve´e dans les de´ferlement plongeant/superficiel (PLS). Cet e´cart peut s’expliquer
par le de´tection de la phase post-de´ferlante sur les courbes d’e´nergie dans du de´ferlement
plongeant/englobant (PLE), plus difficile a` identifier.
7.3.4 De´ferlement de type plongeant/renversant (PLR)
La figure 7.16 montre l’e´volution temporelle des e´nergies me´caniques pour le dernier
type de de´ferlement observe´ : le de´ferlement plongeant/renversant (PLR). Dans ce re´-
gime, le comportement temporel de E, Ec et Ep rappelle fortement celui observe´ pour
le de´ferlement plongeant/englobant (PLE) (Fig. 7.15). Les trois zones de de´croissance de
l’e´nergie existent toujours, mais le temps de simulation apparaˆıt trop court pour identifier
proprement le de´but de la phase post-de´ferlement. La premie`re phase comme dans les cas
de´ferlants pre´sente´s pre´ce´demment, suit la loi de de´croissance temporelle d’une onde non-
de´ferlante. La phase de´ferlante de´bute avec l’impact du jet primaire a` t/T = 0, 47 et se
termine approximativement a` t/T ∼ 2. Pendant cette phase de´ferlante, on note une perte
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de 49% de l’e´nergie a` l’impact du jet primaire (t/T = 0, 47). Cette valeur est infe´rieure a`
celle observe´e dans les cas de´ferlant plongeant/superficiel (PLS) et plongeant/englobant
(PLE). L’e´nergie dans ce cas reste encore pre´sente sous forme d’e´nergie cine´tique (54%Ec0)
et potentielle (44%Ep0) dans le me´lange de surface qui re´sulte du de´ferlement.
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Fig. 7.16 – Evolution temporelle des e´nergies me´caniques totales normalise´es par leurs valeurs a` t0
pour un de´ferlement plongeant/renversant (PLR) (0 = 0, 64 ; Re(λ, c) = 4, 7 103). − : e´nergie totale E ;
−− : e´nergie potentielle Ep ; . . . : e´nergie cine´tique Ec ; −− gris : de´croissance the´orique de E des ondes
non-de´ferlantes en exp(−2t/τd) ; ◦ : instant reporte´ sur la figure 6.29.
7.3.5 Synthe`se
Nous venons de de´crire pour les diffe´rents types de de´ferlement, l’e´volution temporelle
des diffe´rentes e´nergies me´caniques (totale, cine´tique et potentielle). Nous avons montre´
que l’e´volution temporelle de ces e´nergies se caracte´rise par trois phases bien identifiables.
Avant le de´ferlement, l’e´nergie des ondes de´croˆıt comme dans les cas non-de´ferlants. La
phase de de´ferlement se distingue ensuite nettement de cette e´volution par une de´crois-
sance fortement accrue de l’e´nergie. La seconde transition est moins marque´e mais pre´-
sente un comportement asymptotique : soit exponentiel dans les de´ferlements glissants
(GL),esoit en loi en puissance temporelle pour les de´ferlements plongeants (PL). On note
que dans les cas de de´ferlements partiels, la fin du de´ferlement actif est bien marque´e ce
qui n’est pas le cas des de´ferlements totals. A l’inverse, le de´but du de´ferlement est bien
marque´ sur l’e´volution temporelle de E dans les de´ferlements totals (impact du jet) alors
que dans les de´ferlements partiels cet instant est plus ge´ne´ralement associe´ a` l’apparition
d’un front raide a` la creˆte de l’onde et a` la phase de chute du jet, est moins nette.
A partir de l’e´volution de l’e´nergie totale, il est possible d’en de´duire une estimation
de l’e´nergie perdue par le de´ferlement et un temps caracte´ristique de de´ferlement.
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7.4 Temps caracte´ritique de de´ferlement
Ayant caracte´rise´ les trois phases de de´croissance de l’e´nergie me´canique totale E,
nous souhaitons maintenant en de´duire le temps caracte´ristique de la phase de´ferlante :
τb.
On de´finit ce temps τb comme l’e´cart entre le de´but et la fin de la phase de´ferlante
observe´e sur l’e´volution temporelle de E. La figure 7.17 montre l’e´volution de τb adi-
mensionne´ par la pe´riode T en fonction du nombre de Reynolds Re(a0, c) ou` l’e´chelle
caracte´ristique de longueur utilise´e pour baˆtir le nombre de Reynolds n’est pas λ mais
a0 = H0/2. Deux tendances tre`s nettes se de´gagent : pour Re(a0, c) < 150, τb suit une loi
de croissance logarithmique en Re(a0, c) et pour Re(a0, c) > 150 converge vers une valeur
constante proche de T :
τb/T = 0, 86 logRe(a0, c)− 2, 51 pour Re(a0, c) < 150
τb/T = 1, 70 pour Re(a0, c) > 150 (7.20)
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Fig. 7.17 – Temps caracte´ristique de de´ferlement τb en fonction du nombre de Reynolds Re(a0, c).
−− : e´quation 7.20. Les symboles correspondent a` des cambrure initiales constantes : ◦ : 0 = 0, 63
(Re(λ, c) = 2, 7 102 ; 3,7 102 ; 4,6 102 ; 7 102 ; 1,1 103 ; 2,3 103 ; 4,7 103) ; × : 0 = 0, 56 (Re(λ, c) = 3, 5
102 ; 4,5 102 ; 1,1 103 ; 4,5 103) ;  : 0 = 0, 49 (Re(λ, c) =6,6 102 ; 8,7 102 ; 1,1 103 ; 2,2 103 ; 4,4 103) ;  :
0 = 0, 43 (Re(λ, c) =1,1 103 ; 2,1 103 ; 4,3 103) ; ∗ : 0 = 0, 37 (Re(λ, c) = 4, 3 103) (de´ferlement glissant
(GL)).
Ce comportement est cohe´rent avec la remarque de Melville (1994) qui indique que
le temps de de´ferlement dans les expe´riences de Rapp and Melville (1990) est constant
dans une gamme de Re(a0, c) supe´rieure a` la noˆtre (∼ 10
6). Melville (1994) indique qu’en
moyenne τb ∼ T , ce qui est du meˆme ordre de grandeur que nos simulations.
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7.5 Dissipation moyenne pendant la phase de´ferlante
Le temps de de´ferlement ayant e´te´ caracte´rise´, il est possible de de´terminer une dissi-
pation moyenne pendant la phase de de´ferlement par :
Dib =
ΔE
τb
(7.21)
ou` ΔE = E2 −E3 est la diffe´rence d’e´nergie entre les deux transitions de´crites pre´ce´dem-
ment.
Par ailleurs, la dissipation moyenne pour une onde de Stokes non-de´ferlante d’am-
plitude e´quivalente a` l’amplitude au moment du de´ferlement ab peut eˆtre estime´e sur le
temps de de´ferlement τb par :
DiSt = Di(ab)
τd
2τb
(
1− exp
(−2τb
τd
))
(7.22)
ou` Di(ab) repre´sente la dissipation pour une onde de Stokes non-de´ferlante obtenue a`
partir de la l’e´quation 7.19.
La dissipation moyenne pour un cas non-de´ferlant DiSt (Eq. 7.22) est compare´e a` la
dissipation estime´e pour la phase de de´ferlement Dib (Eq. 7.21) sur la figure 7.18. Dib est
de 2 a` 30 fois supe´rieure a` DiSt dans la gamme des parame`tres e´tudie´e. On remarque que
le de´ferlement engendre une dissipation largement supe´rieure a` la dissipation qu’aurait
une onde non-de´ferlante de meˆme amplitude, meˆme pour de petites valeurs du nombre de
Reynolds pour lesquelles la dissipation par diffusion est importante.
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Fig. 7.18 – Dissipation moyenne pour une onde de Stokes non-de´ferlente DiSt (Eq. 7.22) en fonction de
la dissipation associe´e au de´ferlement Dib (Eq. 7.21) normalise´es par μc2. −.− : rapport 1. Les symboles
correspondent a` des cambrure initiales constantes : ◦ : 0 = 0, 63 (Re(λ, c) = 2, 7 102 ; 3,7 102 ; 4,6 102 ;
7 102 ; 1,1 103 ; 2,3 103 ; 4,7 103) ; × : 0 = 0, 56 (Re(λ, c) = 3, 5 102 ; 4,5 102 ; 1,1 103 ; 4,5 103) ;  :
0 = 0, 49 (Re(λ, c) =6,6 102 ; 8,7 102 ; 1,1 103 ; 2,2 103 ; 4,4 103) ;  : 0 = 0, 43 (Re(λ, c) =1,1 103 ; 2,1
103 ; 4,3 103) ; ∗ : 0 = 0, 37 (Re(λ, c) = 4, 3 103) (de´ferlement glissant).
La figure 7.19(a) montre le rapport entre Dib et DiSt. Ce rapport augmente avec
le nombre de Reynolds. Une tendance en Re(λ, c)1/2 est observe´e pour les nombres de
Reynolds Re(λ, c) > 1, 1 103 avec une dissipation par le de´ferlement variant entre 3 et 8 fois
DiSt en fonction du nombre de Reynolds Re(λ, c). On remarque que pour Re(λ, c) < 1, 1
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103, la dissipation par le de´ferlement demeure relativement inde´pendante du Reynolds
et varie entre 2 et 3 fois DiSt. Ces deux comportements peuvent eˆtre rapproche´s de
la nature des e´coulements obtenus apre`s de´ferlement. En effet (Fig. 7.19(b)), la gamme
des nombres de Reynolds Re(λ, c) < 1, 1 103 correspond aux de´ferlements partiels (onde
re´siduelle) et celle de Re(λ, c) > 1, 1 103 correspond aux de´ferlements totals (me´lange en
surface). Cette frontie`re s’explique par le fait que pour le re´gime de de´ferlement partiel
les effets visqueux dominent sur les non-line´arite´s comme on a puˆ le remarquer dans le
chapitre pre´ce´dent (Ch. 6, Sect. 6.4.5, Fig. 6.32). Dans ce re´gime de de´ferlement partiel, on
observe un e´quilibre entre les effets visqueux et l’intensite´ des gradients ge´ne´re´s pendant
le de´ferlement. Cependant, cette observation n’est pas valide pour le de´ferlement glissant
(GL) qui est un de´ferlement partiel mais qui suit la tendance des de´ferlements a` Re(λ, c) >
1, 1 103.
Comme on a puˆ le remarquer dans le chapitre pre´ce´dent (Sect. 6.4.5), les de´ferlements
plongeants/superficiels (PLS) observe´s dans la gamme de parame`tre e´tudie´ sont des de´fer-
lement partiels car les effets visqueux dominent. Les de´ferlements plongeants/englobants
(PLE) existent sous forme de de´ferlements partiels comme totals et la nature de ce re´-
gime de de´ferlement ne se distingue pas sur la figure 7.19(b). Enfin pour de´ferlements
plongeants/renversants (PLR) dans la gamme de parame`tres e´tudie´s, le rapport Dib/DiSt
suit la loi de croissance avec le nombre de Reynolds Re(λ, c) observe´e pour les valeurs
Re(λ, c) > 1, 1 103. La nature du de´ferlement apparaˆıt donc secondaire et le rapport entre
les effets de non-line´airite´s et visqueux, controˆle le rapport Dib/DiSt a` cambrure fixe´e.
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Fig. 7.19 – Dissipation associe´e au de´ferlement Dib normalise´e par la dissipation moyenne d’une onde
non-de´ferlante DiSt en fonction du nombre de Reynolds Re(λ, c). −− : pente Re(λ, c)1/2. (a) symboles
dans la le´gende de la figure 7.18 et (b)  : de´ferlement partiel et ◦ : de´ferlement total ; symbole blanc : de´-
ferlement glissant (GL) ; symbole gris clair : de´ferlement plongeant/superficiel (PLS) ; symbole gris fonce´ :
de´ferlement plongeant/englobant (PLE) et symbole noir : de´ferlement plongeant/renversant (PLR).
La figure 7.20 montre l’influence de la cambrure au moment du de´ferlement b sur le
rapport Dib/DiSt. Ce rapport augmente proportionnellement avec b.
On s’inte´resse a` pre´sent a` la parame´trisation de la dissipation engendre´e par le de´-
ferlement Dib. Sur la figure 7.21, on repre´sente Dib normalise´e par μc
2 en fonction de la
cambrure au de´ferlement b. Dib est proportionnel a` 
2
b . La figure 7.22 montre alors une
loi de croissance de Dib/(μc
22b) comme une loi de puissance du nombre de Reynolds :
159
160 ETUDE DE LA DISSIPATION
Fig. 7.20 – Dissipation associe´e au de´ferlement Dib normalise´e par la dissipation moyenne d’une onde
non-de´ferlante DiSt en fonction de la cambrure au moment du de´ferlement b = Hbk. Les symboles
repre´sentent des valeurs de Re(λ, c) constantes. ◦ : Re(λ, c) ∼ 4 103 (=0,43 ; 0,49 ; 0,56 ; 0,63) ; × :
Re(λ, c) ∼ 2 103 (=0,43 ; 0,49 ; 0,63) ;  : Re(λ, c) ∼ 4, 5 102 (=0,56 ; 0,63) ;  : Re(λ, c) ∼ 3, 6 102
(=0,56 ; 0,63).
Re(λ, c)0,85. L’e´quation permettant de parame´triser la dissipation par le de´ferlement dans
la gamme des parame`tres e´tudie´s est donc :
Dib = αRe(λ, c)
0,85μ
c2a2b
λ2
(7.23)
avec α = 7, 5 10−3.
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Fig. 7.21 – Dissipation associe´e de´ferlement Dib normalise´e μc2 en fonction de la cambrure au moment
du de´ferlement b = Hbk. −− : courbe de pente 1. Les symboles repre´sentent les valeurs obtenues a`
Re(λ, c) fixe´e : ◦ : Re(λ, c) ∼ 4 103 (=0,43 ; 0,49 ; 0,56 ; 0,63) ; × : Re(λ, c) ∼ 2 103 (=0,43 ; 0,49 ; 0,63) ;
 : Re(λ, c) ∼ 4, 5 102 (=0,56 ; 0,63) ;  : Re(λ, c) ∼ 3, 6 102 (=0,56 ; 0,63).
L’e´chelle de vitesse caracte´ristique dans cette parame´trisation de la dissipation est la
vitesse de phase : Ud ∼ c. Il apparaˆıt aussi la relation Sd/
2
d = Re(λ, c)
0,85a2b/λ
2
b entre
l’e´chelle caracte´ristique de longueur des structures dissipatives d et l’e´chelle inte´grale Sd.
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Fig. 7.22 – Dissipation par le de´ferlement Dib normalise´e μc2a2b/λ
2 en fonction du nombre de Reynolds
Re(λ, c). −− : e´quation 7.23. Les symboles correspondent a` des cambrure initiales constantes : ◦ : 0 =
0, 63 (Re(λ, c) = 2, 7 102 ; 3,7 102 ; 4,6 102 ; 7 102 ; 1,1 103 ; 2,3 103 ; 4,7 103) ; × : 0 = 0, 56 (Re(λ, c) = 3, 5
102 ; 4,5 102 ; 1,1 103 ; 4,5 103) ;  : 0 = 0, 49 (Re(λ, c) =6,6 102 ; 8,7 102 ; 1,1 103 ; 2,2 103 ; 4,4 103) ;  :
0 = 0, 43 (Re(λ, c) =1,1 103 ; 2,1 103 ; 4,3 103) ; ∗ : 0 = 0, 37 (Re(λ, c) = 4, 3 103) (de´ferlement glissant).
L’augmentation de Sd/
2
d de´pend du nombre de Reynolds qui en augmentant diminue les
effets visqueux et permet le de´veloppement de forts gradients de vitesse et donc une dissi-
pation accrue pendant le de´ferlement. On peut de´composer l’e´chelle inte´grale : Sd = vh
ou` v repre´sente une e´chelle verticale repe´sentative de la profondeur de la re´gion de dis-
sipation et h une e´chelle horizontale. h peut eˆtre approche´e par la longueur d’onde :
h ∼ λ et v ∼ d. A partir de ces hypothe`ses, on montre que : d/λ ∼ Re(λ, c)
−0,85a2b/λ
2.
Avec cette formulation, il apparaˆıt que l’e´chelle caracte´riqtique de longueur est fonction
de la cambrure de l’onde au de´ferlement b et d’une puissance -0,85 de Re(λ, c). L’e´tude
des champs spatiaux du taux de dissipation pre´sente´s dans la partie suivante du docu-
ment (Sect. 7.6), vont permette de faire ressortir ces e´chelles caracte´ristiques verticale et
horizontale, de comple`ter cette analyse et de valider les hypothe`ses faites sur Sd et d.
La figure 7.23 montre nos estimations de Dib (Fig. 7.22) comple´te´es avec les mesures
de dissipation obtenues par Melville (1994) et par Duncan (1981) et (1983) dans une
gamme de valeurs des nombres de Reynolds plus grande que dans notre e´tude (Fig. 7.23).
On remarque (Fig. 7.23) que les valeurs de dissipation associe´e au de´ferlement Dib
obtenues par Duncan (1981) et Duncan (1983) s’e´cartent de la tendance propose´e dans
notre e´tude (Eq. 7.23), avec des valeurs plus e´leve´es que la tendance propose´e dans notre
e´tude. Si on compare nos mesures de Dib avec celles de Melville (1994) (Fig. 7.23), on
remarque un bon accord, meˆme si l’e´quation 7.23 propose´e dans notre e´tude, semble sous
estimer les valeurs obtenues par Melville (1994).
Tout d’abord, Duncan (1981) et (1983) re´alisent des expe´riences de de´ferlement glis-
sants (GL) qualifie´s de stationnaire car la zone de me´lange reste stationnaire dans le
repe`re en translation avec l’onde. Les mesures de Melville (1994) prennent en compte
autant des de´ferlements glissants (GL) que plongeants (PL) dits instationnaires en oppo-
sition aux de´ferlements observe´s par Duncan (1981) et (1983). La nature instationnaire
des de´ferlements obtenus par Melville (1994) est retrouve´e dans nos simulations, que
se soit pour les de´ferlements plongeants (PL) ou les de´ferlements glissants (GL). Cette
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Fig. 7.23 – Dissipation associe´e au de´ferlement Dib normalise´e μc2a2b/λ
2 en fonction du nombre de
Reynolds Re(λ, c). −− : e´quation 7.23.  : Dib de Melville (1994) obtenu a` partir des mesures de Loewen
and Melville (1991a) ; • : Dib de Duncan (1981) et • gris : Dib de Duncan (1983). ◦, , , × et ∗ :
nos mesures dans la le´gende de la figure 7.22.
observation peut expliquer le meilleur accord trouve´ entre nos estimations Dib et celles de
Melville (1994) qu’avec celles de Duncan (1981) et (1983). Ensuite, l’e´cart observe´ entre
nos mesures de Dib et celles de Duncan (1981) et Duncan (1983) peuvent s’expliquer par
la me´thode d’estimation de Dib. Duncan (1981) et Duncan (1983) calculent Dib a` partir
d’un bilan de quantite´ de mouvement autour de la re´gion de de´ferlement, qu’ils associent
a` une chute de quantite´ de mouvement dans le sillage turbulent des ondes de´ferlantes (Ch.
2, Sect. 2.7.2.2). Melville (1994) utilise une approche plus proche de la noˆtre, en estimant
la perte d’e´nergie entre deux sections du canal d’expe´riences, positionne´es a` des abscisses
infe´rieure et supe´rieure a` celle ou` a lieu le de´ferlement.
Duncan (1981), Duncan (1983) et Melville (1994) pre´sentent une parame´trisation
de la dissipation sous la forme :
Dib = α
ρc5
g
(7.24)
On rappelle que cette loi a e´te´ mise en e´vidence dans les expe´riences de Duncan (1981)
pour des de´ferlements glissants (GL). Le parame`tre α de l’e´quation (7.24) est fonction de
l’angle d’inclinaison du rouleau de de´ferlement par rapport a` l’horizontale (Fig. 2.39). Le
coefficient α vaut α = 44 10−3±8 10−3 pour les mesures de Duncan (1981) et α ∈ [24−29]
10−3 dans celles de Duncan (1983).
On reporte sur la figure 7.24 les valeurs de Dib estime´es dans nos simulations en
fonction de ρc5/g. On constate que Dib augmente avec ρc
5/g. La majeure partie de nos
estimations de Dib sont comprises entre les limites infe´rieure et supe´rieure d’erreur du
mode`le de Duncan (1981) et (1983) (Eq. 7.24). On note cependant que pour les plus
petites cambrures et les plus petits nombres de Reynolds utilise´s dans nos simulations,
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ainsi que pour le de´ferlement glissant (GL), Dib est infe´rieure a` celle propose´e dans le
mode`le de Duncan (1981) (Eq. 7.24). Il y a certainement un effet du nombre de Reynolds
Re(λ, c) sur la valeur de Dib dans nos simulations.
On remarque aussi sur la figure 7.24 que nos mesures de Dib ne semblent pas suivre
la loi line´aire en ρc5/g du mode`le de Duncan (1981) et ce mode`le ne peut s’appliquer
aux faibles valeurs du nombre de Reynolds. Ce mode`le s’applique au grandes valeurs du
nombre de Reynolds et pourrait s’e´tendre au gammes de nombre de Reynolds plus faible
par la prise en compte de ce nombre adimensionnel. En effet, dans nos simulations, la
dissipation augmente avec ρc5/g pour une gamme de nombre de Reynolds Re(λ, c) < 104,
alors que dans la gamme de Reynods des expe´riences de Duncan (1981) et Duncan
(1983) (Re(λ, c) ∈ [105; 6 105]), la de´pendance avec le nombre de Reynolds semble faible
(Fig. 7.23). La parame´trisation de Duncan (1981) (Eq. 7.24), fait intervenir le coefficient
α fonction de l’angle d’inclinaison de la la creˆte de l’onde θ et donc fait indirectement
intervenir la cambrure de l’onde au de´ferlement : α ∝ −1b . Il paraˆıtrait inte´ressant de faire
ressortir la cambrure du terme α = α1/ pour en estimer son impact.
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Fig. 7.24 – Dissipation par le de´ferlement Dib en fonction de la parame´trisation de Duncan (1981)
ρc5/g (7.24). −− noir : limites pour αb = 8 10−3 ±4 10−3 pour des de´ferlements instationnaires (Melville
(1994)) ;  : Dib de Melville (1994) ; −.− : limites αb = 44 10−3 ±8 10−3 (Duncan (1981)) ; • : Dib de
Duncan (1981) ; −.− gris : limites αb = 29 10−3 ±24 10−3 (Duncan (1983)) ; • gris : Dib de Duncan
(1983) ; ◦, , , × et ∗ (de´ferlement glissant) : nos mesures dans la le´gende de la figure 7.22.
7.6 Evolution temporelle et spatiale de la dissipation
Les simulations nume´riques permettent d’avoir un acce`s direct au taux de dissipation
(Ch. 5) et a` une description plus fine de la dissipation pendant le de´ferlement. Dans cette
partie, l’e´volution temporelle de la dissipation totale Di et les distributions spatiales du
taux de dissipation d a` diffe´rents instants sont pre´sente´s pour des re´gimes particuliers :
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– un de´ferlement glissant (Re(λ, c) = 4300 et 0 = 0, 37).
– un de´ferlement plongeant/superficiel (PLS) (Re(λ, c) = 370 et 0 = 0, 64)
– un de´ferlement plongeant/renversant (PLR) (Re(λ, c) = 4300 et 0 = 0, 64)
Pour ces re´gimes, les e´volutions temporelles de la dissipation totale Di sont commente´es
et illustre´es avec les champs spatiaux du taux de dissipation, par complexite´ croissante
de Di.
7.6.1 De´ferlement plongeant/superficiel (PLS)
Le premier type de de´ferlement dont nous souhaitons commenter l’e´volution temporelle
de la dissipation totale Di est le de´ferlement plongeant/superficiel (PLS) (Fig. 7.25). Le
cas pre´sente´ ( = 0, 64 et Re = 370) est relativement visqueux et l’onde initiale fortement
cambre´e. On choisit de repre´senter la distribution spatiale du taux de dissipation d (Fig.
7.26) aux instants ou` Di admet des maxima relatifs (Fig. 7.25) afin de mettre en e´vidence
les re´gions de l’espace ou` est dissipe´e l’e´nergie et les me´canismes dissipatifs.
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Fig. 7.25 – Evolution temporelle de la dissipation totale Di normalise´e par sa valeur a` t = t0 pour
un de´ferlement plongeant/superficiel (PLS) (0 = 0, 64 ; Re(λ, c) = 370 ; μ = 55 ; ρ = 770). ◦ : instant
reporte´ sur la figure 7.26.
On constate une e´volution temporelle de Di relativement simple, caracte´rise´e par une
augmentation jusqu’a` atteindre une valeur maximale a` l’impact du jet (t/T = 1) puis
une de´croissance rapide de type exponentielle et enfin apre`s t/T ∼ 2, 28, une seconde
de´croissance exponentielle avec un taux de de´croissance plus faible.
Plus pre´cise´ment, Di diminue pendant la phase de raidissement de l’onde. Elle devient
minimale a` t/T = 0, 24 lorsque l’amplitude de l’onde est maximale. Il s’agit de la signature
de l’oscillation mise en e´vidence dans l’e´tude de l’e´volution de la condition initiale (sect.
6.3). La dissipation croˆıt ensuite pour atteindre un maximum a` t/T = 0, 65, au de´but
de l’e´jection du jet (Fig. 7.26(b)). On observe un e´tirement du profil de vitesse dans
la partie supe´rieure de la creˆte de l’onde permettant l’e´jection du jet. Le fluide dans
l’onde remontant vers la creˆte, subit un cisaillement avec l’e´coulement dans le sommet la
creˆte ayant une forte composante horizontale. On observe localement une de´formation du
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(a) Raidissement : t/T = 0, 24 ; dmax/Dth0 =
1, 94
(b) Ejection du jet : t/T = 0, 65 ; dmax/Dth0 =
14, 07
(c) Impact du jet primaire : t/T = 1 ;
dmax/Dth0 = 87, 66
(d) Ge´ne´ration du jet secondaire : t/T = 1, 28 ;
dmax/Dth0 = 63, 12
(e) Impact du jet secondaire : t/T = 1, 43 ;
dmax/Dth0 = 46, 46
(f) Onde re´siduelle et me´lange en surface : t/T =
2, 28 ; dmax/Dth0 = 0, 43
(g) Le´gende ; d/Dth0 ∈ [0; 8]
Fig. 7.26 – Distribution spatiale du taux de dissipation d(x, t) normalise´ par Dth0 = 4μk4c2(H0/2)2,
pour un de´ferlement plongeant/superficiel (PLS) (0 = 0, 64 ; Re(λ, c) = 370 ; μ = 55 ; ρ = 770). 0 <
x/λ < 1 et 0, 33 < z/λ < 0, 67. − rouge : iso-contours C = 0, 1 0,5 et 0,9 ; → : vecteur vitesse.
champ de vitesse dans la partie avant de la creˆte a` proximite´ de la surface libre sous le
jet et donc un fort taux de dissipation dont le maximum vaut 14,07 Dth0 (t/T = 0, 65).
Comme on a puˆ le voir sur les champs de vorticite´ (Sect. 6.4.4.1) pour ce de´ferlement
plongeant/superficiel (PLS), la re´gion concerne´e par une forte dissipation correspond a` la
re´gion de forte vorticite´ ge´ne´re´e par la de´formation locale de la surface libre (Fig. 6.21).
Le maximum de la dissipation totale Di (Fig. 7.25) se produit a` l’impact du jet a`
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l’avant de l’onde a` t/T = 1. La figure 7.26(c) montre qu’une re´gion de dissipation intense
est pre´sente a` au point d’impact du jet, avec une valeur maximale du taux de dissipation
atteignant 88 Dth0. La dissipation de´croˆıt ensuite malgre´ l’apparition d’un maximum
relatif associe´ a` l’impact du jet secondaire (t = 1, 28T ). Pendant la ge´ne´ration du jet
secondaire (t/T = 1, 28) et a` l’impact du jet secondaire (t/T = 1, 43), les maxima du
taux de dissipation (Figs. 7.26(d) et 7.26(e)) restent localise´s aux positions d’impact des
jets primaire et secondaire. Apre`s t = 2, 3T (Fig. 7.26(f)), la dissipation induite par le
de´ferlement a disparue et comme on a puˆ le remarquer dans l’e´tude des champs de vorticite´
(Fig. 6.21), l’onde a retrouve´ une e´volution quasi-irrotationnelle.
Ainsi pour un de´ferlement plongeant/superficiel (PLS), les me´canismes dissipatifs prin-
cipaux correspondent aux impact de jet. On peut ainsi envisager que la vitesse caracte´ris-
tique pour le calcul de la dissipation totale au cours du de´ferlement, soit la vitesse d’impact
du jet primaire (∼ 20% de la ce´le´rite´ de l’onde c) et que la longueur caracte´ristique soit
celle de la re´gion concerne´e par l’impact, c’est-a`-dire impose´e par la largeur du jet et sa
profondeur de pe´ne´tration aussi de l’ordre de grandeur de la largeur du jet (0, 05λ). Dans
cette situation, l’effet de l’impact du jet primaire sur la dissipation totale reste mode´re´
(maximum infe´rieur a` 2 fois Di(t0)), malgre´ des pics locaux dans la distribution spatiale
du taux de dissipation nettement supe´rieurs. Les niveaux de dissipation significatifs res-
tant concentre´s autour des poches d’air entraˆıne´es. Leur largeur semble eˆtre une e´chelle
caracte´ristique d’inte´gration horizontale.
7.6.2 De´ferlement glissant (GL)
Nous conside´rons maintenant un e´coulement de type glissant (GL) pour 0 = 0, 37 et
Re(λ, c) = 4300. L’e´volution temporelle de la dissipation totale Di est trace´e sur la figure
7.27. La figure 7.28 montre la distribution spatiale du taux de dissipation d(x, t) normalise´
par Dth0 = 4μk
4c2(H0/2)
2 aux instants signale´s sur la figure 7.27 et correspondant aux
maxima relatifs de Di.
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Fig. 7.27 – Evolution temporelle de la dissipation totale Di normalise´e par sa valeur a` t = t0 pour un
de´ferlement glissant (GL) (0 = 0, 37 ; Re(λ, c) = 4300 ; μ = 55 ; ρ = 770). ◦ : instant reporte´ sur la figure
7.28.
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On constate que l’e´volution temporelle de Di (Fig. 7.27) est sensiblement diffe´rente de
celle pre´sente´e pre´ce´demment. D’une fac¸on ge´ne´rale, la dissipation augmente tout d’abord
jusqu’a` t = 1, 65T puis reste pendant environ 1, 5T a` un niveau sensiblement constant de
l’ordre de 3,5 fois la dissipation initiale. On note trois maxima : dans la phase initiale du
glissement de la zone de me´lange a` t/T = 1, 65 et a` deux instants au cours de l’extension
de la re´gion de me´lange sur la surface libre 1, 98 et 2, 39. La dissipation totale de´croˆıt
ensuite dans le temps (t/T > 1, 65) pendant la disparition progressive de la re´gion de
me´lange. Apre`s 6T , l’onde a retrouve´ une forme ondulatoire (Fig. 6.15) mais un niveau
de dissipation totale du meˆme ordre de grandeur que la dissipation initiale persiste alors
qu’une onde de Stokes de meˆme caracte´ristique initiale et n’ayant pas de´ferle´ pre´senterait
un niveau de dissipation plus faible.
De manie`re plus pre´cise, la figure 7.28 montre qu’a` partir de t = 1, 65T (premier pic de
Di (Fig. 7.27)) le plateau de dissipation totale Di correspond a` la phase de propagation
de la re´gion de me´lange et son extension jusqu’au creux de l’onde. Le taux de dissipation
posse`de de fortes valeurs dans la re´gion de me´lange, avec un maximum de l’ordre de
200Dth0. En effet, le champ de vitesse indique que le glissement de la zone de me´lange
sur la surface de l’onde ge´ne`re de forts cisaillements responsables de cette zone de forte
dissipation (Fig. 7.28(a)). Dans la suite du de´ferlement a` t/T = 1, 98 et t/T = 2, 39
(Figs. 7.28(b) et 7.28(c)), la distribution du taux de dissipation dans l’eau e´volue peu, son
intensite´ diminue dans l’ensemble de l’e´coulement avec des niveaux toujours e´leve´s dans
la re´gion de me´lange eau/air avec un niveau maximum moyen de 91 Dth0 sur environ une
pe´riode.
Apre`s 4, 68T (Fig. 7.28(d)), le taux de dissipation est devenu faible dans l’onde. On
note cependant, la pre´sence d’une zone au-dessus de la surface libre ou` le taux de dis-
sipation est plus e´leve´ que dans l’eau. Une recirculation de faible e´paisseur de´butant au
sommet de l’onde et s’e´tendant au creux est observable. Le taux de dissipation maximal
y est de 22% supe´rieur a` celui trouve´ dans l’eau. Cette dissipation n’est pas physique et
est associe´e a` la difficulte´ du mode`le nume´rique utilise´ pour se´parer les deux phases en si-
tuation de me´lange sous-re´solu. En effet, la condition de non-glissement impose´e entre les
deux phases, ne permet plus la remonte´e du gaz entraˆıne´, qui est uniquement transporte´
avec le champ de vitesse. Cela explique le niveau e´leve´ trouve´ sur l’e´volution temporelle
de la dissipation totale a` t/T = 4, 68 qui est donc cause´ par la contribution importante
de l’air.
On constate que pour le de´ferlement glissant (GL), la vitesse caracte´ristique des phe´-
nome`nes dissipatifs est celle de progression du me´lange glissant sur la face avant de l’onde
(∼ 22%c) et que l’e´chelle caracte´ristique des de´formations du champ de vitesse correspond
a` l’e´paisseur de cette zone (∼ 0, 02λ). La zone concerne´e par la dissipation est alors toute
la surface avant de l’onde λ/2 sur une e´paisseur correspondant a` l’e´paisseur de la zone de
me´lange.
A noter que malgre´ la quantite´ de mouvement communique´e a` l’air initialement qui
ge´ne`re´ de`s le de´but du glissement, un tourbillon posse´dant de fortes vitesses (de l’ordre
1, 7c) et de forts gradients (cf. Fig. 7.28(a)), le taux de dissipation induit dans l’air reste
faible (maximum de l’ordre de 5Dth) compare´ aux pics observe´s dans l’eau, compte tenu de
la faible viscosite´ de l’air. Cependant, ce mouvement et ces valeurs du taux de dissipation
persistent (encore observe´ apre`s 6T ).
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(a) De´but du glissement de la zone de me´lange
t/T = 1, 65 ; dmax/Dth0 = 188, 68
(b) Extension de la zone de me´lange t/T =
1, 98 ; dmax/Dth0 = 92, 60
(c) Extension de la zone de me´lange t/T = 2, 39 ;
dmax/Dth0 = 90, 23
(d) Onde re´siduelle t/T = 4, 68 ; dmax/Dth0 =
20, 95
(e) Le´gende : d/Dth0 ∈ [0; 50]
Fig. 7.28 – Distribution spatiale du taux de dissipation d(x, t) normalise´ par Dth0 = 4μk4c2(H0/2)2,
pour un de´ferlement glissant (GL) (0 = 0, 37 ; Re(λ, c) = 4300 ; μ = 55 ; ρ = 770). 0 < x/λ < 1 et
0, 33 < z/λ < 0, 67. − rouge : iso-contours C = 0, 1 0,5 et 0,9 ; → : vecteur vitesse.
7.6.3 De´ferlement plongeant/renversant (PLR)
La figure 7.29 montre l’e´volution temporelle de la dissipation totale dans le cas de type
plongeant/renversant (PLR) pour (0 = 0, 64 ; Re(λ, c) = 4700). La figure 7.30 montre
la distribution spatiale du taux de dissipation correspondant aux diffe´rents instants indi-
que´s sur la figure 7.29. Tout d’abord la dissipation totale augmente jusqu’a` atteindre un
niveau moyen a` t/T = 0, 77 correspondant a` l’instant proche de l’impact du jet secon-
daire, la dissipation totale y est plus e´leve´ que pour le de´ferlement glissant (GL) pre´sente´
pre´ce´demment. Ce niveau de dissipation totale vaut 7 fois la dissipation initiale et est
entretenu sur environ 1, 5T . La dissipation totale de´croˆıt ensuite en restant a` un niveau
supe´rieur a` celui de la dissipation totale initiale sous l’effet de l’agitation du me´lange ge´-
ne´re´ lors du de´ferlement. On constate que le plateau de dissipation totale est tre`s bruite´
comparativement aux cas pre´ce´dents, laissant supposer une dynamique a` petite e´chelle.
De fac¸on plus pre´cise, diffe´rents maxima apparaissent et correpondent a` des e´ve´ne-
ments dissipatifs particuliers. Ils ne seront pas tous de´crit a` cause de la nature tre`s bruite´e
de la courbe de dissipation totale (Fig. 7.29), nous nous contenterons de caracte´riser les
e´ve´nements majeurs.
Le premier maxima de dissipation apparaˆıt a` l’instant d’impact du jet primaire a` la
surface libre. A cet instant (t/T = 0, 47) (Fig. 7.30(a)), une zone de fort taux de dissipation
apparaˆıt dans la re´gion d’impact du jet primaire et son intensite´ maximale e´leve´e vaut 4,53
103 Dith0. On observe aussi un taux de dissipation e´leve´ autour de la poche d’air entraˆıne´e.
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Fig. 7.29 – Evolution temporelle de la dissipation totale Di normalise´e par sa valeur a` t = t0 pour
un de´ferlement plongent/renversant (PLR) (0 = 0, 64 ; Re(λ, c) = 4700 ; μ = 55 ; ρ = 770). ◦ : instant
reporte´ sur la figure 7.30.
Cette distribution rappelle celle observe´e dans le cas du de´ferlement plongeant/superficiel
(PLS) avec cependant des intensite´s du taux de dissipation de deux ordres supe´rieurs.
Pendant la phase de ge´ne´ration du jet secondaire (t/T = 0, 62 a` 0,77) (Figs. 7.30(b)
et 7.30(c)), la re´gion de dissipation se de´veloppe autour de la position d’impact. La pe´ne´-
tration du jet primaire sous la surface libre induit un fort cisaillement avec l’e´coulement
sous la position d’impact. Meˆme si les maxima du taux de dissipation sont observe´s deux
fois moins intenses qu’a` l’impact du jet primaire, le de´veloppement de la re´gion spatiale
dissipative se traduit par une augmentation de la dissipation totale (Fig. 7.29) et des
maxima au de´but de la pe´ne´tration du jet (t/T = 0, 62) et a` l’impact du jet secondaire
(t/T = 0, 77).
A l’impact du jet secondaire sur le jet tertiaire (t/T = 0, 89), le maximum de dissi-
pation totale (Fig. 7.29) est observe´ et correspond aussi au niveau maximal du taux de
dissipation (Fig. 7.30(d)) qui est de plus de 4 fois supe´rieur au maximum observe´ a` l’im-
pact du jet primaire (Fig. 7.30(a)). Dans la suite de l’e´volution (t/T = 1, 3) (Fig. 7.30(e)),
la dissipation s’organise dans les re´gions d’impact et autour des poches d’air entraˆıne´es.
Cette organisation est relie´e a` la Distribution de la vorticite´ pre´sente´e dans le chapitre
pre´ce´dent (Sect. 6.4.4.3) qui est source de gradients et donc de dissipation. Apre`s 2, 8T ,
la figure 7.30(f) montre une distribution du taux de dissipation qui s’est uniformise´e, elle
reste principalement pre´sente dans la re´gion de me´lange de surface.
La vitesse a` la position d’impact du jet (t/T = 0, 47) est de 6% supe´rieure a` la
ce´le´rite´ de l’onde c. On note que cette vitesse est deux fois infe´rieure a` celle observe´e
par Abadie et al. (1998) dans le cas d’un de´ferlement sur fond plat, dans une gamme
de parame`tres comparables. Cela peut s’expliquer par le fait que dans ce de´ferlement
plongeant/renversant (PLR), l’impact du jet primaire a lieu a` une altitude plus haute
que dans la simulation de Abadie et al. (1998), le jet n’ayant pas acce´le´re´ autant que si
l’impact avait eu lieu une ordonne´e plus faible.
La vitesse verticale d’impact tre`s e´le´ve´e, conditionne la dynamique du de´ferlement. En
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(a) Impact du jet primaire t/T = 0, 47 ;
dmax/Dth0 = 4, 53 103
(b) Pe´ne´tration du jet primaire et ge´ne´ration du
jet secondaire t/T = 0, 62 ; dmax/Dth0 = 2, 05
103
(c) Impact du jet secondaire t/T = 0, 77 ;
dmax/Dth0 = 3, 31 103
(d) RImpact du jet secondaire sur le jet tertiaire
t/T = 0, 89 ; dmax/Dth0 = 28, 85 103
(e) Renversement du jet secondaire sur la creˆte
initiale t/T = 1, 30 ; dmax/Dth0 = 4, 52 103
(f) Brassage de surface re´siduel t/T = 2, 81 ;
dmax/Dth0 = 0, 88 103
(g) Le´gende : d/Dth ∈ [0; 100]
Fig. 7.30 – Distribution spatiale du taux de dissipation d(x, t) normalise´ par Dth0 = 4μk4c2(H0/2)2,
pour un de´ferlement plongeant/renversant (PLR) (0 = 0, 64 ; Re(λ, c) = 4700 ; μ = 55 ; ρ = 770).
0 < x/λ < 1 et 0, 2 < z/λ < 0, 8. − rouge : iso-contours C = 0, 1 0,5 et 0,9 ; → : vecteur vitesse.
effet, par son inertie le jet pe´ne´tre a` une profondeur non-ne´gligeable (∼ 0, 1λ) et ge´ne`re
l’intense cisaillement responsable du de´veloppement du jet secondaire. Le maximum de
vitesse verticale dans la re´gion d’impact du jet secondaire vaut 60% de c. Pendant la
phase de croissance du jet secondaire, l’e´chelle verticale caracte´ristique de pe´ne´tration du
jet primaire reste repre´sentative de la profondeur sur laquelle les gradients de vitesse sont
modifie´s.
Lorsque le jet secondaire englobe le jet tertiaire (t/T = 0, 89), des me´canismes supple´-
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mentaires apparaissent, associe´s a` l’impact du jet secondaire sur le jet tertiaire. La re´gion
concerne´e par un taux de dissipation e´leve´ correspondant a` la re´gion de de´formation des
gradients et s’e´tendant sur une profondeur de l’ordre de 0, 2λ, double´ par rapport a` la
phase de ge´ne´ration des jets. Cette e´chelle de longueur est du meˆme ordre de grandeur
que celle de la masse forme´e par le jet secondaire et le jet tertiaire. On remarque donc
que les e´chelles caracte´ristiques de la dissipation changent et il devient plus difficile de les
identifier car l’e´coulement devient tre`s complexe.
7.6.4 Synthe`se
On a donc mis en e´vidence que l’intensite´ de la dissipation totale de´pendait du type
de de´ferlement, elle est ainsi fonction du nombre de Reynolds Re(λ, c) et de la cambrure
initiale de l’onde 0. L’e´volution temporelle de la dissipation semble sensible aux valeurs du
nombre de Reynolds. La fre´quence d’apparition des maxima de dissipation totale apparaˆıt
plus rapide pour les grandes valeurs du nombre de Reynolds, tandis que des e´volutions
plus simples sont observe´es pour les valeurs de Reynolds plus mode´re´es. Chaque pic de
dissipation peut eˆtre mis en lien avec un e´ve´nement physique dissipatif.
Des e´chelles caracte´ristiques ressortent de l’e´tude des champs spatiaux temporels de
la dissipation. Dans le cas du de´ferlement glissant (GL), le me´canisme dissipatif principal
correspond au fort cisaillement dans la zone de me´lange. L’e´chelle de vitesse caracte´ris-
tique de la dissipation Ud pourrait eˆtre la vitesse de glissement de la zone de me´lange
(0, 22c). L’e´chelle de longueur caracte´ristique de modification des gradients de vitesse d
est l’e´paisseur de la re´gion de me´lange. Pour la mesure de l’e´chelle d’inte´gration Sd = lvh,
l’e´chelle de longueur verticale v la plus approprie´e est l’e´paisseur de la zone de me´lange
(0, 02λ) et l’e´chelle horizontale h sa longueur (∼ 0, 5λ).
Pour le de´ferlement plongeant/superficiel (PLS), le me´canisme principal de dissipation
est la pe´ne´tration du jet qui est faible et le cisaillement induit. L’e´chelle de vitesse Ud
qui semble approprie´e est la vitesse d’impact du jet (0, 2c). L’e´chelle caracte´ristique de
modification des gradients ld est la profondeur de pe´ne´tration du jet, relie´e a` la largeur
du jet primaire a` son impact (0, 05λ). Pour la mesure de l’e´chelle inte´grale Sd, l’e´chelle
longueur lh semble proche la largeur de la poche d’air entraˆıne´e (0, 15λ) et l’e´chelle de
largeur approprie´e pourrait eˆtre la profondeur de pe´ne´tration du jet (0, 05λ).
Enfin, dans le cas plus complexe du de´ferlement plongeant/renversant ’PLR), il est
plus difficile de de´finir des e´chelles caracte´ristiques car elles varient pendant le processus.
Pendant la phase de ge´ne´ration des jets secondaires, les me´canismes dissipatifs sont iden-
tiques a` ceux du de´ferlement plongeant/superficiel (PLS) avec Ud ∼ 1, 06c, d = v ∼ 0, 1λ
et h ∼ 0, 5λ. A partir de l’englobement du jet tertiaire, les diffe´rents englobements et
renversements des strucures ge´ne´re´es induisent des me´canimes dissipatifs supple´mentaires
et plus complexes. Les e´chelles caracte´ristiques sont modifie´es et correspondent approxi-
mativement a` la taille de strucures ge´ne´re´es : d = lv ∼ 0, 2λ et h ∼ 0, 5λ.
7.7 Evolution temporelle de l’amplitude de l’onde
Pour caracte´riser l’e´nergie dissipe´e pendant le de´ferlement, nous souhaitons de´terminer
la dissipation totale a` partir de celle d’une onde de Stokes non-de´ferlante qui aurait la
meˆme amplitude que celle d’une l’onde de´ferlante. Pour cela, il est ne´cessaire d’estimer
l’amplitude totale H(t) des ondes de´ferlantes au cours du temps. On de´finit l’amplitude
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de l’onde H(t) = 2a(t), comme l’e´cart entre le minimum et maximum de la position de la
surface libre η(x). Les figures 7.32, 7.31 et 7.33 montrent l’e´volution de l’amplitude H(t)
mesure´e pour :
– le de´ferlement glissant (GL) (Re(λ, c) = 4300 et 0 = 0, 37).
– le de´ferlement plongeant/superficiel (PLS) (Re(λ, c) = 370 et 0 = 0, 64).
– le de´ferlement plongeant/renversant (PLR) (Re(λ, c) = 4300 et 0 = 0, 64).
Pour le de´ferlement plongeant/superficiel (PLS) et le de´ferlement glissant (GL) (Figs. 7.32,
7.31), la de´croissance temporelle de l’amplitude H(t) au cours du de´ferlement est correc-
tement mesure´e, Cependant, dans le cas du de´ferlement plongeant/renversant (PLR), on
constate une augmentation de H(t) entre t ∼ T et 3T . Dans le cas du de´ferlement plon-
geant/renversant (PLR), l’amplitude du jet secondaire de´passe celle de la creˆte initiale a`
t/T = 1, 07 (Sect. 6.4.4.3, Fig. 6.29). Dans cette situation, l’estimation de H(t) n’est plus
repre´sentative de l’amplitude de l’onde initiale mais de celle du jet secondaire (Fig. 7.33).
Pour palier a` ce proble`me, il est ne´cessaire d’interpoler la courbe H(t). Cette interpola-
tion est re´alise´e sur toutes des mesures de l’amplitude totale afin d’utiliser une proce´dure
identique pour l’ensemble des de´ferlements.
Nous souhaitons mode´liser l’e´volution de l’amplitude durant la phase de de´ferlement a`
l’aide d’une loi temporelle faisant intervenir un temps caracte´ristique τ ′b de de´croissance de
l’amplitude pendant le de´ferlement. En constatant qu’a` partir de l’instant de de´ferlement
(Figs.7.32, 7.31 et 7.33), l’amplitude des ondes suit une de´croissance brutale, on construit
τ ′b comme e´tant le temps se´parant l’instant de de´but et de fin de la phase de´ferlante, ce
dernier e´tant estime´ a` partir des courbes d’e´nergies totales (Sect. 7.4). τ ′b est diffe´rent
du temps τb mis en e´vidence pre´ce´demment car l’instant de de´but de la phase de´ferlante
estime´ sur les courbes d’e´nergies varie entre l’instant de de´ferlement et l’instant d’impact
du jet, selon le cas de de´ferlement conside´re´ (Sect. 7.4).
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Fig. 7.31 – Evolution temporelle de l’amplitude totale H(t) d’une onde de´ferlante de type plon-
geant/superficiel (PLS) (0 = 0, 64 ; Re(λ, c) = 370 ; μ = 55 ; ρ = 770). − : H/H0 ; −− : relation
(7.25) ; −.− : relation (7.26) ; ◦ : instant de de´ferlement.
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Fig. 7.32 – Evolution temporelle de l’amplitude totale H(t) d’une onde de´ferlante de type glissant
(GL) (0 = 0, 37 ; Re(λ, c) = 4300 ; μ = 55 ; ρ = 770). − : H/H0 ; −− : relation (7.25) ; −.− : relation
(7.26) ; ◦ : instant de de´ferlement.
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Fig. 7.33 – Evolution temporelle de l’amplitude totale H(t) d’une onde de´ferlante de type plon-
geant/renversant (PLR) (0 = 0, 64 ; Re(λ, c) = 4700 ; μ = 55 ; ρ = 770). − : H/H0 ; −− : relation
(7.25) ; −.− : relation (7.26) ; ◦ : instant de de´ferlement.
L’ide´e initiale suivie est d’interpoler l’inte´gralite´ de l’e´volution temporelle de l’am-
plitude : avant, pendant et apre`s le de´ferlement. On choisit de caracte´riser l’amplitude
de l’onde avant le de´clenchement du de´ferlement par la loi de de´croissance exponentielle
obtenue analytiquement pour une onde non-de´ferlante :
H(t) = H0 exp
(
− t
τd
)
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avec le temps caracte´ristique de dissipation visqueuse τd = 1/2νk
2. Au de´but du de´fer-
lement, on observe une chute de l’amplitude (Figs. 7.32, 7.31 et 7.33). Nous avons tout
d’abord essaye´ une de´croissance de la forme exp(−t/τ ′d) mais une loi en tangente hyper-
bolique nous est apparue plus approprie´e pour reproduire la chute d’amplitude lie´e au
de´ferlement obtenue dans nos simulations nume´riques. Le mode`le mis en place suit une
loi temporelle de la forme :
H(t) = H0 exp
(
−t− t0
τd
)[
1− αb tanh
(
t− tb
τ ′b
)]
(7.25)
ou` tb est l’instant de de´ferlement (la surface libre devient multivalue´e) et αb est un coeffi-
cient adimensionnel a` de´terminer en fonction des parame`tres du proble`me. Cette interpo-
lation de l’amplitude (Eq. 7.25) est trace´e sur les figures 7.32, 7.31 et 7.33. On remarque
que ce mode`le est bien approprie´ pour interpoler la de´croissance temporelle de l’amplitude
dans le cas du de´ferlement plongeant/superficiel (PLS) (Fig. 7.32) et plongeant/renversant
(PLR) (Fig. 7.33). Cependant, dans le cas du de´ferlement glissant (GL) (Fig. 7.31), l’am-
plitude croˆıt initialement a` cause de fort effets non-line´aires (Ch. 6, Sect. 6.3), qui ne
sont pas pris en compte dans notre mode`le et la courbe interpole nettement moins bien
la de´croissance de l’amplitude pendant le de´ferlement.
Ces e´le´ments nous conduisent au choix d’interpoler l’amplitude d’une fac¸on identique
mais a` partir de l’instant de de´ferlement, telle que :
H(t) = Hb exp
(
−t− t0
τd
)[
1− αb tanh
(
t− tb
τ ′b
)]
(7.26)
On rappelle que le coefficient αb est un parame`tre variable de l’e´quation, il permet d’op-
timiser l’interpolation de l’amplitude de l’onde de´ferlante. Finalement, cette interpolation
dans les trois cas de de´ferlement pre´sente´s (ainsi que dans l’ensemble des simulations)
permet d’approcher de fac¸on satisfaisante la de´croissance temporelle de l’amplitude de
l’onde (Figs. 7.32, 7.31 et 7.33).
Le temps τ ′b nous donne une seconde estimation d’un temps caracte´ristique lie´ au temps
de de´ferlement. Les valeurs de τ ′b sont compare´es aux valeurs du temps caracte´ristique de
de´ferlement τb de´duites de l’e´volution temporelle de l’e´nergie me´canique totale (Sect. 7.4)
sur la figure 7.34. Cette figure montre que les deux temps sont directement lie´s par la
relation :
τ ′b =
6
5
τb (7.27)
La figure 7.35 reporte les valeurs du coefficient αb en fonction de τb normalise´ par
la pe´riode de l’onde T = λ/c. On remarque que αb varie simplement avec τb/T . La
repre´sentation log/log permet de montrer que αb peut eˆtre repre´sente´ par :
αb = 2
τb
T
(7.28)
Finalement, nous venons de montrer que les parame`tres αb et τ
′
b d’interpolation de la
de´croissance de l’amplitude de l’onde H(t) pendant le de´ferlement, sont directement lie´es
au temps caracte´ristique τb de de´ferlement mis en e´vidence pre´cise´ment. Ainsi l’e´volution
de l’amplitude de l’onde peut eˆtre de´crite, durant le de´ferlement par :
H(t) = Hb exp
(
−t− t0
τd
)[
1− 2τb
T
tanh
(
5
6
t− tb
τb
)]
(7.29)
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Fig. 7.34 – Comparaison entre le temps τ ′b de de´croissance de l’amplitude des ondes de Stokes de´ferlantes
et le temps τb de de´ferlement. −− : e´quation 7.27. Les symboles correspondent a` des cambrures initiales
constantes : ◦ : 0 = 0, 63 (Re(λ, c) = 3, 7 102 ; 4,6 102 ; 7 102 ; 1,1 103 ; 2,3 103 ; 4,7 103) ; × : 0 = 0, 56
(Re(λ, c) = 3, 5 102 ; 4,5 102 ; 1,1 103 ; 4,5 103) ;  : 0 = 0, 49 (Re(λ, c) =6,6 102 ; 8,7 102 ; 1,1 103 ; 2,2
103 ; 4,4 103) ;  : 0 = 0, 43 (Re(λ, c) =1,1 103 ; 2,1 103 ; 4,3 103) ; ∗ : 0 = 0, 37 (Re(λ, c) = 4, 3 103).
Fig. 7.35 – Evolution du coefficient αb en fonction du temps τb de de´ferlement normalise´ par la pe´riode
T = λ/c. −− : relation 7.28. Les symboles correspondent a` des cambrures initiales constantes : ◦ :
0 = 0, 63 (Re(λ, c) = 3, 7 102 ; 4,6 102 ; 7 102 ; 1,1 103 ; 2,3 103 ; 4,7 103) ; × : 0 = 0, 56 (Re(λ, c) = 3, 5
102 ; 4,5 102 ; 1,1 103 ; 4,5 103) ;  : 0 = 0, 49 (Re(λ, c) =6,6 102 ; 8,7 102 ; 1,1 103 ; 2,2 103 ; 4,4 103) ;
 : 0 = 0, 43 (Re(λ, c) =1,1 103 ; 2,1 103 ; 4,3 103) ; ∗ : 0 = 0, 37 (Re(λ, c) = 4, 3 103).
L’inte´reˆt de cette relation est de ne faire intervenir que deux parame`tres qui sont deux
temps caracte´ristiques. L’un est le temps de dissipation visqueuse τd = 1/2νk
2, l’autre est
le temps caracte´ristique du de´ferlement τb qui peut eˆtre mode´lise´ par la relation (7.20).
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7.8 Mode`le de dissipation
Nous souhaitons a` pre´sent caracte´riser l’e´nergie dissipe´e pendant le de´ferlement. Nous
allons pour cela comparer la dissipation totale instantane´e avec celle d’une onde de Stokes
non-de´ferlante qui aurait la meˆme amplitude et que nous avons interpole´e par la relation
(7.29).
Pour cela, on applique le mode`le de diffusion obtenu pour une onde de Stokes non-
de´ferlante (Eq. 7.19) :
Did(t) = 4μk
4c4a(t)2(1− α
a(t)2k2 − αReRe(λ, c)−1/2) (7.30)
avec a(t) = H(t)/2 l’amplitude de´finie par l’e´quation 7.29. Ce mode`le a e´te´ applique´ a`
l’ensemble des cas de´ferlants de notre e´tude parame´trique.
La figure 7.36 illustre la comparaison de la dissipation totale avec celle d’une onde de
Stokes non-de´ferlante de meˆme amplitude donne´e par l’e´quation 7.30. Le cas pre´sente´ est
un de´ferlement partiel (0 = 0, 64 ; Re(λ, c) = 370), pour lequel apre`s t = 2T , il persiste
une solution ondulatoire. A partir de l’instant de de´ferlement (t/T = 0, 56), la dissipation
de l’onde augmente rapidement sous l’effet du de´ferlement alors que la dissipation d’une
onde de Stokes non-de´ferlante de meˆme amplitude (Eq. 7.30) de´croˆıt car l’amplitude est
en train de de´croˆıtre. On constate cependant qu’a` l’issu du de´ferlement a` t = 2T , les deux
courbes se recouvrent, i. e. lorsque la solution ondulatoire est retrouve´e. Dans ce cas de
de´ferlement, il est possible de de´composer la dissipation en une contribution provenant de
l’e´volution d’une onde de stokes non-de´ferlante de meˆme amplitude et d’une contribution
intrinse`que au de´ferlement.
Nous avons compare´ la relation 7.30 avec toutes les e´volutions de de´ferlement e´tu-
die´es. Nous avons constate´ que dans de nombreuses situations, les deux e´volutions ne se
superposent pas a` l’issu de la phase de´ferlante. Nous allons dans la suite proposer une
explication pour cette diffe´rence.
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Fig. 7.36 – Evolution temporelle de la dissipation totale Di normalise´e par sa valeur initiale Di0 a` t0
pour un de´ferlement plongeant/superficiel (PLS) ( = 0, 64 ; Re = 370 ; μ = 55 ; ρ = 770). − : Di ; −− :
Did (Eq. 7.30) ; −− gris : Dith (Eq. 7.2.4) ; ◦ : instant de de´ferlement (t/T = 0, 56).
176
7.8 Mode`le de dissipation 177
7.8.1 Contributions a` la dissipation totale
Afin de comprendre l’e´cart observe´ dans de nombreuses situations entre la dissipation
d’une onde de Stokes non-de´ferlante de meˆme amplitude et celle de l’onde de´ferlante, nous
e´tudions tout d’abord, l’effet associe´ a` la dissipation dans l’air et ensuite l’effet du me´lange
entre phases qui persiste apre`s le de´ferlement.
7.8.1.1 Contribution de l’air
Le figure 7.37 montre l’e´volution temporelle de la dissipation totale Di dans le cas
d’un de´ferlement plongeant/superficiel (PLS) (0 = 0, 64 ; Re(λ, c) = 370) (Fig. 7.31)
dans lequel la relation 7.30 recouvre la courbe de dissipation totale apre`s le phase de
de´ferlement, ainsi qu’un de´ferlement de type glissant (GL) (0 = 0, 37 ; Re(c, λ) = 4300)
(Fig. 7.32) pour lequel un l’e´cart est observe´ entre l’e´volution de Di et celle donne´e par
la relation (7.30) a` l’issu du de´ferlement (t > 3, 5T ).
Nous avons ajoute´e sur cette figure :
– la dissipation re´sultant exclusivement de l’eau : Die(t) =
∫∫∫
Ωl
d(x, t)(1−C(x, t))dΩl.
– la dissipation totale sous la surface libre η de´finie par C = 0, 95 et repre´sente´e par
×.
– la dissipation totale sous la surface libre η de´finie par C = 0, 05 et repre´sente´e par
.
Nous introduisons la notion de dissipation sous la surface libre, i. e. une approche diffe´-
rente de la dissipation totale e´voque´e jusqu’ici. On peut voir l’onde, comme le de´crivent
ge´ne´ralement les syste`mes mathe´matiques ou expe´rimentaux, en terme de dissipation sous
le profil de´finit par la surface libre et ainsi conside´rer deux e´coulements : inte´rieur et ex-
te´rieur a` la limite fixe´e par le profil de la surface libre (Figs. 7.38 et 7.39).
On remarque que pour la de´ferlement glissant (GL), la dissipation totale Di et la dissi-
pation d’une onde de Stokes non-de´ferlante d’amplitude e´quivalente Did, ne se recouvrent
pas a` l’issu du de´ferlement alors que l’on a retrouve´ une solution d’onde propagative. La
figure 7.37(b) montre qu’apre`s le de´ferlement, la dissipation totale dans le l’eau Die est
deux fois infe´rieure a` celle dans le domaine de nume´rique Di (t > 3, 5T ). A partir de
t = 3, 5T , la dissipation totale dans l’eau Die suit une tendance proche de celle du mode`le
Did et on observe le recouvrement des deux courbes que l’on s’attendait a` obtenir avec
la dissipation totale Di. Ce constat est ge´ne´ralisable a` la moitie´ des de´ferlements partiels
e´tudie´s.
La dissipation totale dans l’eau Die e´tant tre`s infe´rieure la dissipation totale Di, il
apparaˆıt donc que la pre´sence de l’air et notamment celle entraˆıne´e sous la surface libre
et celle contribuant au me´lange a` la surface de l’onde semble avoir un roˆle important dans
le processus dissipatif. Melville and Rapp (1985) ont montre´ expe´rimentalement que plus
de 50% de l’e´nergie dissipe´e pendant le de´ferlement est associe´e a` l’action de l’air entraˆıne´
contre les forces de flottaison.
L’estimation de la dissipation totale sous la surface libre DiS n’est pas aise´e car il
est ne´cessaire de de´finir le contour de surface libre associe´e a` l’eau (C < 0, 05) ou a`
l’air (C > 0, 95) et d’inte´grer le taux de dissipation a` l’inte´rieur de la limite de´finie par
la surface libre (Figs. 7.38 et 7.39)). Techniquement, cette estimation est difficile car le
contour de la surface libre devient topologiquement tre`s complexe au cours du de´ferlement
et a` une abscisse donne´e, peuvent correspondre plusieurs positions du meˆme contour.
Pour illustrer l’influence non-ne´gligeable de la dissipation apporte´e par les bulles en-
traˆıne´es sous la surface libre, on reporte sur la figure 7.37 les valeurs calcule´es de DiS pour
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(a) 0 = 0, 64 ; Re(c, λ) = 370 (b) 0 = 0, 37 ; Re(c, λ) = 4300
Fig. 7.37 – Evolution temporelle de la dissipation totale Di normalise´e par sa valeur initiale Di0 a`
t0 pour deux ondes de´ferlantes (μ = 55 ; ρ = 770). (a)  = 0, 64 ; Re = 3, 7 102 et (b) 0 = 0, 37 ;
Re(c, λ) = 4, 3 103. − : dissipation totale Di/Di0 ; −− : dissipation totale d’une onde de Stokes non-
de´ferlante d’amplitude e´quivalente Did/Di0 (Eq. 7.30) ; . . . : dissipation totale dans l’eau Die/Di0 ; × :
dissipation totale sous la surface libre η (de´finie par C = 0, 95) Dis/Di0 ;  : dissipation totale sous la
surface libre η (de´finie par C = 0, 05) Dis/Di0. Les instants pour × et  sont associe´s au profils reporte´s
sur les figures (a) 7.38 et (b) 7.39.
Fig. 7.38 – Profil de surface libre de´finis pour − : C = 0, 95 et . . . : C = 0, 05 pour une onde de´ferlante
(0 = 0, 64 ; Re(λ, c) = 3, 7 102 ; μ = 55 ; ρ = 770) a` diffe´rents instants, de haut en bas : t/T = 1, 06, 1,29
et 1,82.
deux iso-contours du taux de pre´sence de phase C : 0,05 (95% d’eau) et 0,95 (5% d’eau).
La me´thode mise en place pour le calcul de DiS est fastidieuse, ce qui explique que seuls
quelques points apparaissent sur la figure 7.37. La dissipation sous la surface libre DiS
(Fig. 7.37) est comprise entre la dissipation totale Di et la dissipation totale dans l’eau
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Fig. 7.39 – Profil de surface libre de´finis pour − : C = 0, 95 et . . . : C = 0, 05 pour une onde de´ferlante
(0 = 0, 37 ; Re(c, λ) = 4, 3 103 ; μ = 55 ; ρ = 770) a` diffe´rents instants, de haut en bas : t/T = 1, 97, 2,44,
2,85 et 3,12.
Die, ce qui signifie que Di surestime DiS et Die la sousestime. On peut remarquer aussi
que la dissipation sous la surface libre DiS est sensible a` l’iso-contour du taux de pre´sence
de phase C utilise´ pour son calcul. Lorsque la surface libre est peu diffuse (Fig. 7.38) et
donc bien de´finie, la sensiblite´ a` l’iso-contour se´lectionne´ pour le calcul de DiS est faible
et l’e´cart entre les iso-contours C = 0, 05 et 0,95, est de l’ordre de 5%(Fig. 7.37(a)). Par
contre, lorsqu’on conside`re des re´gions de me´lange (Fig. 7.39), cet e´cart est plus important
et l’estimation de DiS devient tre`s sensible a` la valeur des iso-contours se´lectionne´s pour
son calcul. Le cas de de´ferlement glissant (GL) pre´sente´ sur la figure 7.37(b) montre des
e´carts de 75% sur la valeur de DiS entre les iso-contours C = 0, 05 et 0,95.
Finalement, dans le cas de de´ferlement glissant (GL) pre´sente´ (Fig. 7.37(b)), la dis-
sipation totale Di est tre`s e´leve´e apre`s de´ferlement a` cause du brassage encore pre´sent
dans l’air qui ge´ne`re une dissipation excessive. On a pre´alablement observe´ sur les champs
spatiaux-temporels du taux de dissipation, une re´gion dans l’air ou` le taux de dissipation
maximum est supe´rieur a` celui de l’eau (Sect. 7.6.2, Fig. 7.28). L’existence d’une telle
re´gion a e´te´ mise en lien avec une limite dans le me´thode nume´rique VOF, associe´e a` la
condition de non-glissement impose´e entre les phases.
Pour caracte´riser la dissipation pendant le de´ferlement, nous ne souhaitons pas prendre
en compte cet exce`s de dissipation ge´ne´re´ dans l’air. On choisit d’interpoler la courbe de
dissipation totale Di apre`s la phase de de´ferlement, en prolongeant la de´croissance tem-
porelle observe´e entre le maximum de Di et la fin du de´ferlement actif comme indique´ sur
la figure 7.40. Cette interpolation Diinterp est utilise´e pour calculer la dissipation Dib pro-
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duite pendant la phase active du de´ferlement. Dib est l’aire comprise les courbes Diinterp
et la courbe de dissipation d’une onde de Stokes non-de´ferlante d’amplitude e´quivalente
Did (Eq. 7.2.4) divise´e par le temps τ
′
b, telle que :
Di′b =
1
τ ′b
(∫ τ ′b
0
Diinterp dt−
∫ τ ′b
0
Did dt
)
(7.31)
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Fig. 7.40 – Evolution temporelle de la dissipation totale Di normalise´e par sa valeur initiale Di0 a` t0
pour un de´ferlement glissant (GL) (0 = 0, 37 ; Re(c, λ) = 4, 3 103 ; μ = 55 ; ρ = 770).− : dissipation totale
Di/Di0 ; . . . : dissipation totale dans l’eau Die/Di0 ; −− : dissipation totale d’une onde de Stokes non-
de´ferlante d’amplitude e´quivalente Did/Di0 (Eq. 7.30) ; −.− : dissipation totale interpole´e Diinterp/Di0.
7.8.1.2 Contribution du me´lange dans la phase finale du de´ferlement
Nous nous inte´ressons a` pre´sent au calcul de la dissipation pendant la phase de de´fer-
lement dans le cas d’un de´ferlement total. La figure 7.41 montre l’e´volution temporelle de
la dissipation totale Di dans le cas d’un de´ferlement plongeant/renversant (PLR) (Sect.
7.6.3). On reporte sur cette figure, la dissipation totale dans l’eau exclusivement Die et
la dissipation totale d’une onde de Stokes non-de´ferlante d’amplitude e´quivalente Did. La
courbe Did ne se superpose pas a` la courbe Di a` la fin du de´ferlement (t/T=2,2). Contrai-
rement aux de´ferlements partiels, la courbe Did ne recouvre pas non plus Die a` t/T=2,2.
Cet e´cart est associe´ au fait que beaucoup d’e´nergie reste pre´sente dans le brassage de
surface pre´sent apre`s de´ferlement (Fig. 7.15). Le mode`le propose´ Did (Eq. 7.30) n’est pas
repre´sentatif des me´canismes de brassage. De plus, la dynamique de me´lange conse´cutive
au de´ferlement e´tait mal de´crite car nous n’utilisons pas de mode´lisation des e´chelles de
sous-maille.
Dans notre estimation de la dissipation par le de´ferlement Di′b, nous ne souhaitons pas
prendre en compte la contribution de la dissipation associe´e a` la phase post-de´ferlante.
On propose donc d’enlever cette contribution ge´ne´re´e par le me´lange post-de´ferlant dans
Di. Comme l’indique la figure 7.41, on prolonge la de´croissance temporelle de Di entre
son maximum et la fin du de´ferlement actif par une interpolation exponentielle, jusqu’a`
intersection avec le mode`le Did (Eq. 7.30). On estime alors la dissipation par le de´ferlement
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Di′b avec 7.31, par soustraction entre l’aire comprise entre Di interpole´e : Diinterp et la
dissipation d’une onde de Stokes non-de´ferlante d’amplitude e´quivalente Did.
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Fig. 7.41 – Evolution temporelle de la dissipation totale Di normalise´e par sa valeur initiale Di0 a` t0
pour un de´ferlement plongeant/englobant (PLE) (0 = 0, 56 ; Re(λ, c) = 4, 5 103 ; μ = 55 ; ρ = 770). − :
dissipation totale Di/Di0 ; . . . : dissipation totale dans l’eau Die/Di0 ; −− : dissipation totale d’une onde
de Stokes non-de´ferlante d’amplitude e´quivalente Did/Di0 (Eq. 7.30) ; −.− : dissipation totale interpole´e
Diinterp/Di0 (entre le maximum de Di () et la fin du de´ferlement actif (◦)).
7.8.2 Comparaison avec la dissipation estime´e par l’e´nergie
La dissipation Di′b estime´e a` partir des courbes de dissipation totale Di et du mode`le de
dissipation par une onde de Stokes non-de´ferlante d’amplitude e´quivalente Did (Eq. 7.30),
a puˆ eˆtre e´value´e dans la plupart des simulations de notre e´tude parame´trique (quelques
simulations, trop courtes pour pouvoir re´aliser les interpolations ne´cessaires au calcul de
Di′b n’apparaˆıtront pas dans les re´sultats). La figure 7.42 montre une comparaison entre
la dissipation par le de´ferlement estime´e a` partir de l’e´volution temporelle de l’e´nergie
totale : Dib (Sect. 7.4) et Di
′
b. On remarque un bon accord entre ces deux estimations de
la dissipation par le de´ferlement. Le rapport entre Di′b et Dib est de 5/6 et correspond au
rapport entre τb et τ
′
b. La dispersion observe´e est associe´e aux interpolations ne´cessaires
de Di pour estimer Di′b.
Le fait que les deux me´thodes de calcul de la dissipation par le de´ferlement donnent
des re´sultats similaires, nous permet d’eˆtre confiant sur la validite´ de nos mesures.
7.9 Echelles ge´ne´re´es par le de´ferlement
Dans cette partie, nous nous inte´ressons aux e´chelles ge´ne´re´es par le de´ferlement, en
particulier a` quelles e´chelle l’e´nergie est pre´sente autant dans l’e´coulement d’air que dans
l’eau. Des transforme´es de Fourier spatiales de l’e´nergie totale sur une horizontale au cours
du de´ferlement sont pre´sente´es pour trois de´ferlements :
– un de´ferlement glissant (GL) (Re(λ, c) = 4300 et 0 = 0, 37).
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Fig. 7.42 – Dissipation par le de´ferlement estime´e a` partir de l’e´volution temporelle de l’e´nergie totale
Dib, en fonction de la dissipation par le de´ferlement estime´e a` partir de l’e´volution temporelle de la
dissipation totale Di et de la dissipation d’une onde de Stokes non-de´ferlante d’amplitude e´quivalente
Did : Di′b. −− : Dib=5/6 Di′b. Les symboles correspondent a` des cambrures initiales constantes : ◦ :
0 = 0, 63 (Re(λ, c) = 3, 7 102 ; 4,6 102 ; 7 102 ; 1,1 103 ; 2,3 103 ; 4,7 103) ; × : 0 = 0, 56 (Re(λ, c) = 3, 5
102 ; 4,5 102 ; 1,1 103 ; 4,5 103) ;  : 0 = 0, 49 (Re(λ, c) =6,6 102 ; 8,7 102 ; 1,1 103 ; 2,2 103 ; 4,4 103) ;
 : 0 = 0, 43 (Re(λ, c) =1,1 103 ; 2,1 103 ; 4,3 103) ; ∗ : 0 = 0, 37 (Re(λ, c) = 4, 3 103).
– un de´ferlement plongeant/superficiel (PLS) (Re(λ, c) = 370 et 0 = 0, 64).
– un de´ferlement plongeant/renversant (PLR) (Re(λ, c) = 4300 et 0 = 0, 64).
L’apparition d’e´chelles caracte´ristiques a` diffe´rents instants du de´ferlement est discute´e.
Cette e´tude a aussi pour objectif de ve´rifier si l’on dissipe bien l’e´nergie aux grandes
e´chelles afin de de´terminer la validite´ des simulations directes que nous avons re´alise´es.
7.9.1 De´ferlement plongeant/superficiel (PLS)
On s’inte´resse a` la distribution de densite´ d’e´nergie P (k) dans le cas d’un de´ferlement
plongeant/superficiel (PLS). La figure 7.43 montre l’e´volution temporelle de P (k) des
modes horizontaux kx aux instants ou` la distribution spatiale du taux de dissipation sont
pre´sente´es (Fig. 7.26).
On remarque (Fig. 7.43(a)) qu’a` t/T = 0, P (k) est principalement localise´e sur les trois
premiers modes. De fac¸on surprenante, la densite´ d’e´nergie du troisie`me mode est 2,7 fois
supe´rieure a` celle du second mode. Longuet-Higgins and Cokelet (1976) ont montre´ la
pre´sence possible d’une onde stationnaire, qui pourrait expliquer cette distribution de
P (k) a` t/T = 0.
A t = t0 (Fig. 7.43(a)), P (k) associe´e aux grandes e´chelles augmente dans la gamme
de k/2π =1 a` 7. Elle est d’un ordre de grandeur supe´rieure a` celle observe´e a` l’instant
t/T = 0. Cette observation est en accord avec le de´veloppement initial non-pre´sents a`
t/T = 0 (Ch. 6, Sect. 6.3). Pour les plus grands nombres d’onde, la distribution de P (k)
reste inchange´e. Les grands nombres d’onde ont une densite´ d’e´nergie tre`s faible et de
l’ordre de 10−6 lie´ a` la pre´cision de la mesure.
Pendant la phase de raidissement de l’onde, des pics de densite´ d’e´nergie P (k) sont
observe´s sur le second et le cinquie`me harmonique, cette dernie`re e´chelle pouvant eˆtre
relie´e a` la largeur de la creˆte au niveau du front forme´.
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Fig. 7.43 – Spectre spatial de l’e´nergie me´canique totale sur une horizontale dans l’espace de Fourier (a)
dans l’eau : z/λ = 0, 446 ; (b) dans l’air : z/λ = 0, 7, a` diffe´rents instants de l’e´volution d’un de´ferlement
plongeant/superficiel (PLS) (partiel) ( = 0, 64 ; Re(λ, c) = 3, 68 102 ;μ = 55 ; ρ = 770). − noir : t/T =
0 ; −− noir : t0/T ; −.− noir : t/T = 0,24 ; − rouge : t/T = 0, 65 ; −− rouge : t/T = 1 ; −.− rouge :
t/T = 1, 28 ; − bleu : t/T = 1, 43 ; −− bleu : t/T = 2, 48 ; −.− bleu : t/T = 3, 68 et −− bleu clair :
t/T = 5, 52.
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A partir de l’impact (t/T = 1), la densite´ d’e´nergie des modes autour de 5k/2π
augmente, cette e´chelle correspondant a` la taille de la poche entraˆıne´e. Un pic de densite´
d’e´nergie est observe´ autour de 25k/2π correspondant a` l’e´chelle caracte´ristique de la
re´gion d’impact. On retrouve donc ainsi les e´chelles de longueurs mises en e´vidence dans
l’e´tude de la distribution spatiale du taux de dissipation (Sect. 7.6.4)
Dans la suite de l’e´volution, les niveaux de P (k) de´croissent pour les petites e´chelles
ge´ne´re´es.
Dans l’air (Fig. 7.43(b)), l’adaptation du champ de vitesse ge´ne`re de petites e´chelles
qui laissent place a` de grandes structures tourbillonnaires au cours du de´ferlement.
Dans l’eau comme dans l’air, on n’observe pas de concentration d’e´nergie aux petites
e´chelles et pour les faibles valeurs du nombre de Reynolds, l’e´nergie est concentre´e aux
grandes e´chelles.
7.9.2 De´ferlement glissant (GL)
Le figure 7.44 montre des transforme´es de Fourier spatiales de l’e´nergie me´canique
totale dans l’eau (Fig. 7.44(a)) et dans l’air (Fig. 7.44(b)) pour un de´ferlement glissant
(GL), aux instants reporte´s sur la figure 7.28.
La distribution de densite´ d’e´nergie P (k) a` t = 0 et t = t0 (Fig. 7.44(a)) est identique
a` celle du cas de de´ferlement plongeant/superficiel (PLS) pre´sente´ pre´ce´demment.
A t/T = 1, 65, la re´gion de me´lange se de´veloppe au sommet de la creˆte de l’onde,
on note une augmentation de P (k) pour les modes compris entre 6k/2π et 10k/2π, ce
qui correspond a` la longueur de la zone de me´lange (∼ 0, 1λ). L’e´nergie des modes entre
10k/2π et 50k/2π augmente d’un a` deux ordres de grandeur en comparaison aux niveaux
initiaux. Cette gamme d’e´chelle correspond a` l’e´paisseur approximative de la re´gion de
me´lange (∼ 0, 02λ).
On remarque que la distribution de P (k) varie peu pendant la phase de´ferlante. Apre`s
le de´ferlement (t/T = 4, 68), de petites e´chelles se sont de´veloppe´es, la densite´ d’e´nergie
des plus grands nombres d’onde, ayant e´te´ multiplie´e par 10 par rapport aux niveaux
pendant le de´ferlement actif.
7.9.3 De´ferlement plongeant/renversant (PLR)
Les transforme´es de Fourier spatiales de l’e´nergie totale dans l’eau et l’air sont pre´-
sente´es sur la figure 7.45 pour un de´ferlement plongeant/renversant (PLR). La densite´
d’e´nergie P (k) porte´e par le mode fondamental, autant dans l’eau que dans l’air, est de
deux ordres supe´rieure a` celle obtenue pour les deux autres de´ferlements e´tudie´s, sans que
l’on puisse expliquer cet e´cart.
Dans l’eau (Fig. 7.45(a)), a` l’impact du jet primaire (t/T = 0, 47), on retrouve une
distribution de P (k) similaire a` celle du de´ferlement plongeant/superficiel (PLS) (Fig.
7.43(a)). Pendant la phase de pe´ne´tration du jet et au de´but de la formation du jet se-
condaire (t/T = 0, 62), P (k) augmentate sur les modes entre 10 et 12k/2π, e´chelles qui
correspondent a` la profondeur estime´e de pe´ne´tration du jet primaire (∼ 0, 1λ). Jusqu’a`
l’impact du jet secondaire (t/T=0,77), P (k) des modes compris entre 3k/2π et 15k/2π
augmente et on note l’apparition d’une gamme large d’e´chelles. P (k) du mode 20k/2π
augmente aussi, ce qui correspond approximativement a` l’e´chelle caracte´ristique de modi-
fication des grandients de vitesse sous le jet secondaire.
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Fig. 7.44 – Spectre spatial de l’e´nergie me´canique totale sur une horizontale dans l’espace de Fourier (a)
dans l’eau : z/λ = 0, 446 ; (b) dans l’air : z/λ = 0, 7, a` diffe´rents instants de l’e´volution d’un de´ferlement
glissant (GL) (partiel) (0 = 0, 37 ; Re(c, λ) = 4, 3 103 ; μ = 55 ; ρ = 770). − noir : t/T = 0 ; −.− noir :
t0/T ; −− noir : t/T = 1,65 ; − rouge : t/T = 1, 98 ; −− rouge : t/T = 2, 39 ; −. rouge : t/T = 4, 68.
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Fig. 7.45 – Spectre spatial de l’e´nergie me´canique totale sur une horizontale dans l’espace de Fourier (a)
dans l’eau : z/λ = 0, 446 ; (b) dans l’air : z/λ = 0, 7, a` diffe´rents instants de l’e´volution d’un de´ferlement
plongeant/renversant (PLR) ( = 0, 64 ; Re = 4, 7 103 ; μ = 55 ; ρ = 770). − noir : t/T = 0 ; −− noir :
t0/T ; −.− noir : t/T = 0,47 ; − rouge : t/T = 0, 62 ; −− rouge : t/T = 0, 77 ; −.− rouge : t/T = 0, 89 ;
− bleu : t/T = 0, 89 ; −− bleu : t/T = 1, 30 et −.− bleu : t/T = 2, 81.
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Pendant la phase de me´lange (t/T = 2, 81), les niveaux d’e´nergie sont du meˆme
ordre de grandeur pour l’ensemble des modes supe´rieurs au fondamental (ordre 1). On
ne constate pas de stockage de l’e´nergie aux petites e´chelles mais on note cependant, que
la simulation directe ne permet pas de caracte´riser les petites e´chelles ge´ne´re´es pendant
cette phase du de´ferlement car l’e´nergie des plus petites e´chelles est du meˆme ordre que
celle des grandes e´chelles.
Dans l’air (Fig. 7.45(b)), la distribution de P (k) aux diffe´rents instants du de´ferlement
est similaire a` celle pre´sente´e dans le cas de de´ferlement plongeant/superficiel (PLS) (Fig.
7.43(b)) avec la ge´ne´ration de petites e´chelles apre`s la phase de de´ferlement actif.
7.10 Conclusion
Dans ce chapitre, nous avons tout d’abord pre´sente´ les e´volutions temporelles des
e´nergies me´caniques totales et la dissipation totale dans les cas d’ondes non-de´ferlantes.
Un mode`le de diffusion e´quivalent permet de caracte´riser la dissipation totale dans ces
cas d’ondes de Stokes non-de´ferlantes.
Trois phases caracte´ristiques de de´croissance de l’e´nergie totale ont e´te´ mises en e´vi-
dence dans les cas de´ferlants. A partir de l’e´volution temporelle de l’e´nergie totale, un
temps caracte´ristique de de´ferlement est e´tabli et parame´trise´ en fonction de la cambrure
initiale des ondes 0 de l’onde et du nombre de Reynolds Re(λ, c). Une dissipation moyenne
par le de´ferlement Dib est alors estime´e et parame´trise´e en fonction de la cambrure initiale
et du nombre de Reynolds.
Ensuite, une analyse plus fine de la dissipation dans les diffe´rents re´gimes de de´fer-
lement a e´te´ mene´e. Elle met en e´vidence les me´canismes dissipatifs dans ces diffe´rents
types de de´ferlement. Une discussion sur les e´chelles caracte´ristiques de la dissipation est
mene´e.
La dissipation pendant le de´ferlement est estime´e a` partir des e´volutions temporelles
de la dissipation totale et d’un mode`le de dissipation totale par une onde de Stokes non-
de´ferlante d’amplitude e´quivalente. Cette deuxie`me estimation de la dissipation par le
de´ferlement est en accord avec la premie`re.
Enfin, la dernie`re partie de ce chapitre est consacre´e a` la caracte´risation des e´chelles
dans les re´gimes de de´ferlement. On remarque qu’aucun stockage de l’e´nergie n’a lieu a`
l’e´chelle des mailles, ce qui montre que la simulation directe permet de de´crire la dissi-
pation par le de´ferlement. Cependant, la phase de me´lange apre`s le de´ferlement actif est
caracte´rise´e par la ge´ne´ration de tre`s petites e´chelles qui ne sont pas re´solues en simulation
directe.
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Chapitre 8
CONCLUSION ET
PERSPECTIVES
L’un des enjeux majeurs dans l’e´tude du de´ferlement des vagues est la compre´hension
des me´canismes de transformation de l’e´nergie de la houle par le de´ferlement des vagues,
qui transforme un e´coulement pratiquement irrotationnel en un e´coulement pre´sentant
de la vorticite´ a` diffe´rentes e´chelles. Les mode`les de tranformation de la houle en milieu
littoral et oce´anique ne´cessitent une parame´trisation de dissipation d’e´nergie cause´e par
le de´ferlement. Une compre´hension plus pousse´e des me´canismes de de´ferlement et une
meilleure quantification de la dissipation sont les motivations principales de ce travail.
Dans cette e´tude, nous nous sommes donc inte´resse´s a` la caracte´risation et la para-
me´trisation de la dissipation provoque´e par le processus de de´ferlement. Un autre roˆle
important joue´ par le de´ferlement est associe´ a` l’augmentation des transferts de masse a`
la surface libre. Cet aspect a e´te´ aborde´ de fac¸on plus indirecte.
Compte tenu des re´sultats prometteurs donne´s par les e´tudes nume´riques re´solvant
les e´quations de Navier-Stokes en simulation directe, une e´tude parame´trique a alors e´te´
re´alise´e, en faisant varier la cambrure initiale 0 d’une onde de Stokes dans une gamme
de 0 ∈ [0, 2; 0, 68] et la valeur du nombre de Reynolds Re(λ, c) ∈ [38; 3 104].
L’outil nume´rique utilise´ s’appuie sur une me´thode Volume of Fluid base´e sur un
mode`le a` un fluide pour la re´solution des e´quations de Navier-Stokes. La validite´ de l’outil
nume´rique pour de´crire le de´ferlement a e´te´ mise en e´vidence. L’estimation nume´rique du
taux de dissipation a e´te´ valide´e sur diffe´rentes configurations d’e´coulement.
Diffe´rents re´gimes d’e´volution des ondes de Stokes ont e´te´ observe´s. On diffe´rencie
les re´gimes non-de´ferlants des re´gimes de´ferlants. Un crite`re de de´ferlement fonction du
nombre de Reynolds et de la cambrure de l’onde est pre´sente´. Des mesures expe´rimentales
dans une gamme de valeurs du nombre de Reynolds plus e´le´ve´e que celle utilise´e dans
notre e´tude, sont en bon accord avec le crite`re propose´. Parmis les re´gimes de´ferlants, des
de´ferlements glissants (GL) et plongeants (PL) apparaissent et ont e´te´ de´crits en termes
de dynamique de la surface libre, des champs de vitesse et de vorticite´. Trois re´gimes
de de´ferlements plongeants sont identifie´s : le de´ferlement plongeant superficiel (PLS),
le de´ferlement plongeant englobant (PLE) et le de´ferlement plongeant renversant (PLR).
Une cartographie des re´gimes est propose´e dans l’espace des parame`tres e´tudie´s.
Un mode`le d’e´volution temporelle de la dissipation est e´tabli dans les cas non-de´ferlants.
Dans les cas de´ferlants, l’e´nergie totale pre´sente trois phases de de´croissance temporelle :
avant, pendant et apre`s le de´ferlement. Un temps caracte´ristique de de´ferlement est mesure´
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et de´pend du nombre de Reynolds base´ sur l’amplitude initiale des ondes. Une estimation
de la dissipation pendant le de´ferlement est alors propose´e comme le rapport entre l’e´ner-
gie perdue pendant la phase de´ferlante et le temps de de´ferlement. Sa parame´trisation en
fonction du nombre de Reynolds et de l’amplitude de l’onde au de´ferlement, est en bon
accord avec des mesures expe´rimentales. On montre que la prise en compte du nombre de
Reynolds dans le mode`le de Duncan (1981) semble ne´cessaire dans la gamme des valeurs
de Reynolds utilise´e dans notre e´tude.
Une e´tude des champs spatiaux-temporels du taux de dissipation met en e´vidence
des me´canismes dissipatifs diffe´rents dans les re´gimes de de´ferlements distingue´s et des
e´chelles caracte´ristiques de la dissipation en sont de´duites.
Une seconde estimation de la dissipation par le de´ferlement est re´alise´e a` partir des
e´volutions temporelles de la dissipation totale et est en accord avec la premie`re, calcule´e
a` partir de l’e´nergie totale.
Finalement, l’e´tude des transforme´es de Fourier spatiales de l’e´nergie totale met en
e´vidence qu’aucune e´nergie n’est concentre´e a` l’e´chelle des mailles, au cours du de´ferle-
ment actif. Cependant, un manque de re´solution apparaˆıt dans l’air apre`s le de´ferlement.
Cela est duˆ au fait qu’aucun mode`le de sous-maille n’est utilise´.
Ce travail s’est donc principalement focalise´ sur la description des re´gimes de de´ferle-
ment et sur la mesure et la mode´lisation de la dissipation induite. La banque de donne´es
nume´riques produite, permettra e´galement de conside´rer d’autres aspects du proble`me.
Tout d’abord, pour les ondes de grandes cambrures et les grandes valeurs du nombre de
Reynolds, nous avons observe´ la formation d’une onde courte au milieu de la face avant de
l’onde pendant le raidissement de l’onde. Cette onde courte semble croˆıtre en amplitude
en remontant vers le sommet de l’onde et re´sonner avec la creˆte pour conduire au de´fer-
lement. Une e´tude approfondie des taux de croissance temporels des modes composant
l’onde de Stokes pourrait permettre de caracte´riser cette instabilite´ et de ve´rifier si ce
comportement est ge´ne´ralisable a` l’ensemble des de´ferlements simule´s.
Ensuite, une e´tude plus approfondie sur les champs de vitesse pourrait eˆtre mene´e.
L’analyse de la vitesse maximale observe´e dans la creˆte pourrait eˆtre effectue´e et la per-
tinence des parame`tres e´value´e a` l’instant de de´ferlement. De meˆme, il serait inte´ressant
d’estimer les acce´le´rations dans la creˆte des ondes au moment de l’e´jection du jet et de
comparer cette distribution avec Peregrine (1983). Il serait e´galement pertinent de ve´-
rifier la parame´trisation de la vitesse d’impact du jet primaire mene´e par Chanson and
Jaw-Fang (1997) ainsi que d’estimer la trajectoire du jet.
Pour les de´ferlements plongeants, l’applicabilite´ des hyperboles rotatives propose´es par
Longuet-Higgins (1982) pour de´crire la boucle forme´e par le jet plongeant, pourrait aussi
eˆtre envisage´e.
Il serait inte´ressant de re´aliser des simulations comple´mentaires pour l’e´tude plus par-
ticulie`re du de´ferlement glissant. Un meilleur raffinement de la re´gion de formation du
me´lange dans ce type de de´ferlement, permettrait de caracte´riser la phase d’initiation de
ce type de de´ferlement (Duncan (2001)). Il serait aussi opportun d’introduire la tension
de surface et d’e´tudier le roˆle joue´ par la valeur du nombre de Bond.
Enfin, pour comple`ter la comparaison des mesures de dissipation par le de´ferlement
avec le mode`le de Duncan (1981), il serait inte´ressant de re´aliser des simulations supple´-
mentaires en faisant varier la gravite´, la densite´ et la longueur d’onde, grandeurs utilise´es
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dans la parame´trisation de Duncan (1981).
Il pourrait aussi eˆtre envisage´ d’utiliser une mode´lisation de sous-maille pour carac-
te´riser les e´chelles turbulentes ge´ne´re´es pendant le de´ferlement et plus particulie`rement
pendant la phase de me´lange des de´ferlements totals ou` de petites e´chelles semblent ap-
paraˆıtre.
De meˆme, un mode`le de sous-maille pourrait eˆtre conside´re´ pour ame´liorer la des-
cription de la dynamique des bulles de tailles infe´rieures a` celles des mailles. Ce type de
mode`le n’existe pas a` notre connaissance. Deux possibilite´s peuvent eˆtre envisage´es. La
plus simple serait d’autoriser le glissement entre phases. La seconde serait de prendre en
compte une distribution de la taille des bulles a` l’e´chelle de sous-maille. Dans ce sens, les
travaux mene´s par Garrett et al. (2000) et Deane and Stokes (2002) pourraient s’ave´rer
d’un grand inte´reˆt.
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ABSTRACT
The relevance of a Navier Stokes VOF model without
interface reconstruction for wave breaking modeling is
investigated. First, a Stokes wave in deep water leading to a
plunging breaker is performed and shows to the same
breaking dynamics as interface-reconstructed computations.
Energy dissipation, air entrainment and vorticity dynamics
are also investigated. Second, the breaking of a solitary wave
over a submerged reef is computed. The results are similar
to the potential flow computations in the early stage of the
development of the breaker. However a lack in the grid
resolution prevents a proper computation of the developed
roller.
KEY WORDS:
VOF computation; Stokes wave; Solitary wave; breaking wave.
1- INTRODUCTION
Surface wave breaking has received considerable attention over the last
decades not only for its fundamental interest but for its practical
relevance in coastal dynamics (forces induced on coastal structure,
spray generation, sediment suspension …) as well as in oceanography
(air-sea interactions …) (Melville, 1996). Wave breaking is responsible
for turbulence generation and controls mass and momentum fluxes or
energy dissipation rate. Experimental measurements are an
indispensable source of data to analyse the wave breaking phenomenon
(Bonmarin, 1989). An other way to investigate the breaking event is
numerical modeling. The computational methods can be schematically
divided in two groups. The first group consist in methods in which the
grid is adapted or deformed to follow the motion of the interface. In
such approach the boundary integral methods (Longuet-Higgins et
Cokelet, 1976, 1978) provide solutions for the surface deformation
until the flow can be assumed to be potential. Numerical approachs
have also been developed where the full Navier-Stokes equations are
solved in each fluid, the properties of both fluids and the surface
tension are involved to satisfy exactly at the interface, the matching
conditions corresponding to mass and momentum conservation. Such
methods are limited to the first stage of breaking i.e. before strong
deformation of the interface where adaptative grid methods are limited.
In the second group of methods, the flow is computed on a fixed grid in
which the interfaces move freely. Among these methods the most
popular remains the Volume Of Fluid (VOF) approach originates in the
pioneering work of Hirt and Nichols (1981). This method have been
improved in several aspects in the recent years (Scardovelli and
Zaleski, 1999) and used to simulate breaking waves (Chen, Kharif,
Zaleski and Lie, 1999, Abadie, Caltagironne and Watremez, 1998)
The numerical method used in this study (Benkenida and Magnaudet,
1999) can be classified as a VOF method. An important point in the
present method is that, like in the Level Set techniques, no interface
reconstruction algorithm is used, allowing to follow strong
deformations of the interface up to two-phase scales smaller than the
grid definition.
The objective of this work is to validate this approach for wave
breaking computations. Two different physical situations, a Stokes
wave in deep water and a solitary wave over a submerged reef in
shallow water, are investigated to validate the computation results by
comparison with other numerical and experimental data.
2-NUMERICAL MODEL
As usual in VOF methods, the incompressible two-phase flow used in
this study (Benkenida and Magnaudet, 1999) is assumed to be governed
equations:
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where u and p denote the velocity and the pressure fields, ρ is the local
density of the two-phase medium, T its viscous stress tensor, g is the
gravity and σ is the surface tension. The last term in the momentum
equation is the capillary force per unit volume acting on the interfaces
and is solved using a continuous formulation (Brackbill, Kothe and
Zemach, 1992). The shape and topology of the interface are governed
by evolution of a function C which satisfies the conservation equation:
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C is defined everywhere in the flow and belongs the interval 0.1 and
may be interpreted as the local volume fraction of one of the two fluids
(hereinafter chosen to be fluid 1). Eq. 2 is solved using Zalesak’s
scheme (Zalesak, 1979) for hyperbolic equations. This sheme belongs
to the group of Flux Corrected Transport schemes. It is implemented
here in its one-dimentional version in which Eq. 2 is split along each
space direction and the corresponding one-dimentional problems are
solved successively in an uncoupled manner in order to minimize the
distorsion of interfaces. The density ρ and the viscosity µ characterising
the two-phase medium are defined as:
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The discretisation makes use of a staggered mesh and the equations are
integrated in space using a finite volume method with second-order
accuracy. Advection and viscous terms are computed through a second-
order time accurate Range-Kutta/Crank-Nicolson algorithm while
incompressibility is satisfied at the end of each time step by direct
inversion of a 2D Poisson equation for an auxiliary potential.
3- STOKES WAVE BREAKING IN DEEP WATER
3.1- Physical and Numerical Configuration
To test the ability of our numerical method (without interface
reconstruction) to simulate a plunging breaker, the configuration of a
Stokes wave in deep water proposed by Chen, Kharif, Zaleski and Lie
(1999) is used. The initial condition is a third order Stokes wave of
ZDYH OHQJWK  DQG DPSOLWXGH a (Lamb, 1932), velocity field is
implemented with the potential theory in the liquid phase while the gas
is at rest. The physical problem is controlled by five non dimensional
numbers: the Reynolds number, 42/32/1 10/Re == LL g µλρ , the Bond
number, 42 10/ == σλρ gB L , the slope of the surface wave,
55.0/2 == λπε a , the ratio of densities and viscosities,
01.0/ == LG ρρρ  and 4.0/ == LG µµµ . We should notice that the
values of the  physical properties choosen by Chen, Kharif, Zaleski and
Lie (1999) are not those of air and water. In deep water, wave breaks
under wind forces, interaction with currents or other waves. In this
numerical study, the initial condition is unstable, so that breaking
occurs.
The computations are performed in a square domain which size is one
wavelength using 200x200 irregular grid. The mesh is uniform over the
horizontal axis: λ310.5 −=∆x , on the vertical axis a uniform region in
the center with a cell size λ31067.1 −=∆ xy  is surrounded by two areas
with increasing cell size towards the top and the bottom of the
computational domain. Periodic boundary conditions are used on lateral
sides and symetry conditions on the bottom boundaries. All the results
are plotted in a frame of reference moving with the wave.
3.2-Results
3.2.1- Free surface dynamics: general description
Figure 1 shows the free-surface profiles at different stages of the wave
Fig. 1- Free-surface profiles (C=0.5)
evolution. In the first stage of the wave evolution, the wave crest
steepen until the front face of the wave becomes vertical, then a liquid
jet is formed, grows and fall on the forward free-surface under gravity
influence in an overturning movement. Follows, the jet impact which
causes a gas pocket entrainment and the ejection of a secondary jet (the
splash up). The splash up grows and evolves in an overturning
movement comparable to those of the initial jet and four successive
cycles of splash up can be observed. At the end of the computation, the
free-surface recovers the mean water level. We notice that at the end of
the computation, the last splash up interact with the back of the wave
due to the periodic conditions used on laterals boundaries. The
dynamics of the free-surface agrees qualitatively with these Chen,
Kharif, Zalesky and Lie (1999) results. However, the impact of the jet
occurs earlier with our method.
We can notice that there is an interaction between the front face of the
initial wave and the rear part of the splash up falling over it. This
process is responsible for air entrainment and can be observed at each
splash up cycle. This phenomenon is well described by Bonmarin
(1989) and the numerical method used seems to reproduce it correctly.
The major part of the gas is entrained during the plunging of the initial
jet. Significant quantities of air are entrained during the wave breaking,
so that a significant quantity of the wave energy might be dissipated
against the buoyancy forces. At the end of the computation, few
bubbles are still present in the liquid phase.
3.2.2- The overturning motion
At the jet ejection (Fig. 2-a), we observe that velocity vectors have an
important horizontal component which may reach 1.5 times the phase
speed (in the fixed frame) at the tip of the jet. The velocity vectors have
also an important vertical component directed toward the bottom due to
the gravity force. The jet maintains this velocity distribution at the end
of the overturning movement (Fig. 2-b), with an increase of the
horizontal velocity component up to almost two times the phase speed
at the tip of the jet. The gaseous area inside the breaker, is under
influence of a local increase of pressure gradients (Fig. 3) which alters
locally the velocity at the tip of the jet. A major difference with the
Chen, Kharif, Zalesky and Lie (1999) computation lies in the presence
of a rounded outgrowth on the jet which can be interpreted as a spray
region caused by the shear within the two phases. This spray has an
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ascending motion during the overturning process and has a density
lower than the liquid density.
We also notice that during the overturning process, the wave amplitude
decreases is about 34% of the initial wave amplitude.
Fig. 2- Free-surface profiles  at non dimentional time
gtt /* λ=  at the top t*=0.85 and at the bottom  t*=1.20
Fig. 3- Velocity field at the tip of the jet and isopressure contour
at t*=1.20
3.2.3- Phenomenon of splash up
In a first stage of the impact (Fig. 4-a), the jet seems to bounce and the
fluid of the jet is transfered into the secondary jet. In the last stage (Fig.
4-b), the jet seems to cross the surface when the drainage of the gas
enclosed in the breaker stops. The jet impact pushes forward a bulk of
previously undisturbed liquid entrencing the development of the splash
up. According to Bonmarin (1989), the first splash up for plunging
breaker can reaches the amplitude of the initial wave. In our
computations the amplitude of the splash up reaches 97% of the initial
amplitude.
Fig. 4- Void fraction at the  two stages of the splash up
generation at the top t*=1.25 and at the bottom t*=1.30
3.2.4- Vorticity generation
Initially the two phases are almost vorticity free, apprat from the free-
surface where the vorticity is concentrated with a maximum at the wave
crest where the curvature of the surface is maximum. During the
steepening of the wave crest (Fig. 5-a), the vorticity is slightly diffused
by viscosity in the two phases, its maximum being still located at the
crest. Intense vorticity areas are developed during the overturning
process (Fig. 5-b): positive vorticities are generated at the tip of the jet
and in the spray, while negative vorticities appear in the region under
the jet where the air is entrained and under the surface forward. The
maximum of vorticity which reaches 7.56 times the initial maximum
value occurs just after the jet impact. Splash up cycles (Fig. 5-c)
develop also high vortical events: beneath the surface, negative
vorticity are observed around the air entrained and in the gas phase,
positive vorticity are generated at points of maximum interface
curvature. We can notice (Figure 5-d) that the splash up look like two
water masses turning in opposite direction. The fall of the rear part of
the splash up on the front face of the initial wave causes the secondary
air entrainment event.
3.2.4- Energies
The total mechanical energy E the sum of potential energy Ep, kinetic
energy Ec and energy associated to capillary forces Γ. An estimation of
the order of magnitude shows that the capillary energy is 100 times
lower than the two other and can therefore be neglected.
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Fig. 5- Vorticity field at  a) t*=0.55, b) t*=1.20, c) t*=1.50 and
d) t*=2.80, with velocity vectors
Figure 6 shows that the mecanical energy decreases with time. In a first
stage, it decreases up to the impact of the jet and then decrease like
4/1−t . At the end of the computation the potential energy of the wave
has vanished as the free-surface is at the still water level. We found that
more than 97% (5% in the wave frame) of the mechanical energy is
dissipated in the breaking process. This result seems reasonable with
Chen, Kharif, Zaleski and Lie simulations which have 90% of the total
mechanical energy dissipated.
Figure 6 also shows the evolution of the potential and kinetic energies.
In a first stage, the potential energy increases up to the breaking time
reaching 1.016 its initial value, while the kinetic energy decreases. The
potential energy decrease during the wave overturning and at the
impact of the jet t*=1.25, the kinetic energy reaches its maximum while
the potential energy becomes minimum. We observe that at each
increase of the potential energy corresponds a decrease of the kinetic
energy and vice versa. There is a transfer between the two energies
during splash up cycles, like the bounce of a solid ball on a rigid
surface.
The energy dissipation rate obtained by integration in whole domain
(Fig. 7) decreases up to the breaking time and has an important increase
after, reaching around 1.81 times its initial value at the impact of the
jet. The increase continues up to the impact of the secondary jet, the
energy dissipation rate reaching 2.3 times its initial value. The energy
dissipation rate decreases with fluctuations later corresponding to the
different overturn movements of the splash up cycles. We can see on
figure 8 that the energy is dissipated principally around impact points
and that this dissipation is a local process.
Fig. 6- Evolution of the mechanical energy E in solid line, of the
potential energy Ep in dotted line and of the kinetic energy Ec in
dashed line normalised by their initial values
Fig. 7- Energy dissipation rate evolution
4- SOLITARY WAVE BREAKING OVER A SUBMERGED
REEF
4.1-Physical and Numerical Configuration
The configuration of Yasuda, Mutsuda and Mizutani (1997) is used to
study a solitary wave breaking over a submerged reef. The initial
condition is a ninth order solitary wave proposed by Fenton (1972).The
following ratios are choosen to get plunging breaker: R/h=0.6 and
a/h=0.5, where a is the wave amplitude, R the reef height end h the
mean water level. Actual air and water properties are used in our
computations. Calculations are made in a rectangular domain, of 20
meters long and 1.5 meters height. A rectangular reef of 0.26 meters
height is located 15 meters from the left boundary and the initial
solitary wave is centred at 11.5 meters.
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The grid is non uniform on the two axes but a region centred over the
reef where the wave breaks is uniformatly meshed with 01.0=∆x  m
and 005.0=∆y  m. A constant step time is used for the simulations:
410.5 −=∆t s.
Fig. 8- Energy dissipation rate repartition in the domain at the
top t*=1.25 and at the bottom  t*=1.55
4.2- Results
4.2.1- Free-Surface dynamics: general description
In a first stage (Fig.9), the solitary wave propagates without
deformation. When it reaches the reef, the crest begin to steepen. We
can observe on the rear part of the surface wave, a deformation which
can be associated to the adaptation of the wave speed at the new depth
as the solitary wave celerity is function of the depth. The wave
continues to steepen up to the breaking point. A jet seems to be ejected
but the wave degenerate in a bore. Thus this breaking event is closen to
a spilling breaker than a plunging breaking. The dissymetrisation of the
wave can be explained by the presence of the reef. Indeed a wave
propagating into two different water depths causes a refraction of the
surface wave is caracterized by the increase of the amplitude and the
wave instability.
To compare our results with the potential theory (Yasuda, Mutsuda and
Mitzutani, 1997), we plot on figure 10 free-surface dynamics profiles
obtained at different time of the wave evolution. Qualitatively, we can
observe that the profiles are very similar before the breaking point. The
profiles are almost identical in the front and the rear part of the wave
surface. However a difference occurs for the wave height which may
reach 5.46 % of the wave height for the 0.5 void fraction contours. We
should remain that the potential theory do not take into account the gas
phase. The mesh size used in this computation seems to coarse to
correctly capture the physical process as the latter stages of the
breaking is not so well modelled. A resolution comparable to those
used in the Stokes wave computation showed be used instead.
Fig. 9- Profiles of the solitary wave. The cross indicates the reef
location, the dots indicates the maximum elevation of the free-
surface, the lines are the free-surface profiles (C=0.5) and the
dashed line corresponds to the theorical velocity of the wave
crest
Fig. 10-Free-surface profiles of potential theory computations
in solid lines (Yasuda, Mutsuda and Mizutany, 1997) and of our
method in dotted lines
4.2.2- Dynamics of the wave breaking
Close to the reef tip (Fig. 11) vortex is generated by the passage of the
solitary wave. This vortex corresponds to a recirculation region
generated by a local gradient of pressure. This vortex itself generates a
set down of the free-surface.
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Fig. 11- Velocity field over the reef located at 15 meters on the
horizontal axis and o f0.26 meters hight  at t =1.55 s
The velocity field in the breaking point area is shown on figure 12. We
observe that the interface starts to be perturbed. The velocity field on
the rear part of the wave is in agreement with the results of the potential
theory (Yasuda, Mutsuca and Mitzutani, 1997). On the front part of the
wave, the velocity vectors have the same significant vertical component
oriented toward the top and forward. These observations shows that in
the early stage of the solitary wave breaking, our numerical method is
able to model the breaker. However, the flow seems not converging
into the wave crest, velocities have a dominant horizontal component
directed forward, except for local irregularities. We can notice that the
velocity at the wave crest is 2.47 m/s for a wave speed reaching 2.51
m/s.
Fig. 12- Velocity field for in the breaking stage at t*=1.55 s
In the gas phase, a vortex is formed over the wave crest which is
transported with the solitary wave. When the wave begin to steepen, a
new vortex is generated in the air around a small water quantity on the
wave front face. This small quantity of water can be interpret as a
spray, it is ejected of the wave crest and fall down the free surface
forward. The velocity field in the gas phase then begin to be very
perturbed.
CONCLUSION
The ability of the VOF method without interface reconstruction has
been tested to analyse the wave breaking in deep and shallow water.
Results for a Stokes wave in deep water are presented and show a great
agreement in the free-surface dynamics with a VOF method with
interface reconstruction (Chen, Kharif, Zaleski and Lie, 1999). Spray
generation balances, gas entrainment, vorticity dynamic and energy
evolutions have also be investigated. The breaking of a solitary wave
over a submerged reef is also computed. The dynamic of the wave
breaking seems accurately modelled in the first stage of the wave
evolution but needs a finer mesh to the last stage of the breaking.
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Etude du de´ferlement d’une onde de Stokes et de la dissipation
associe´e, par simulation directe
Re´sume´
Une e´tude nume´rique du de´ferlement d’une onde de Stokes est pre´sente´e et s’inscrit
dans la compre´hension de la transformation de l’e´nergie de la houle. Le code JADIM
est utilise´. Une e´tude parame´trique, faisant varier la cambrure initiale de l’onde et le
nombre de Reynolds, met en e´vidence diffe´rents re´gimes d’e´volution des ondes. Un crite`re
de de´ferlement est e´tabli. Le calcul de la dissipation est valide´. La dissipation des ondes
non-de´ferlantes suit un mode`le de diffusion e´quivalent. Pour les ondes de´ferlantes, un
temps caracte´ristique de de´ferlement et la dissipation d’e´nergie sont e´value´s et exprime´s
en fonction des parame`tres. La simulation directe apparaˆıt pertinente pour de´crire le
de´ferlement.
Mots-Cle´s Simulation directe, de´ferlement, ondes de Stokes, dissipation.
———————————————————————–
Stokes wave breaking study and associated dissipation with
direct computations
Abstract
This work deal with a computational study of Stokes wave breaking and is related to
the understanding of swell energy transformation.
The numerical tool JADIM is used. Results of a parametric study where wave steepness
and the Reynolds number varies shows different types of wave evolution. Dissipation
calculation is validated. Non-breaking waves dissipation obeys to an equivalent diffusion
model. For breaking waves, the total energy dissipation, caracteristic time scales have
been related to problem and parameters. Direct numerical simulation seems relevant to
study breaking waves.
Key-Words Direct numerical computation, breaking wave, Stokes wave, dissipation.
