Algorithms are described to obtain explicit primality criteria for integers of the form h • 2k ± 1 (in particular with h divisible by 3) that generalize classical tests for 2k ± 1 in a well-defined finite sense. Numerical evidence (including all cases with h < 105) seems to indicate that these finite generalizations exist for every h , unless h = Am -1 for some m , in which case it is proved they cannot exist.
INTRODUCTION
In this paper we consider primality tests for integers n of the form h-2k±l . Since every integer is of that form, we first specify what we mean by this.
Throughout this paper, h will denote an odd positive integer. We shall consider the question of obtaining primality criteria for nk = h • 2k ± 1, for all k such that 2k > h .
Two classical results express that primality of 2k ± 1 can be decided by a single modular exponentiation; indeed, for 2k + 1 one has (1.1) « = 2* + l is prime ^=> 3(""1)/2 =-1 mod«, whereas for 2k -1 the formulation is usually in terms of recurrent sequences, as given by Lucas [9] and Lehmer [7] (see also §2):
(1.2) n -2k -1 is prime <^=> ek_2 = 0 mod«, where eo = -4, and ej+x = ej -2 for j > 0. Similar primality criteria exist for « of the form h • 2k ± 1 with h not divisible by 3.
For fixed h divisible by 3, however, one has to allow a dependency on k in the starting values for the exponentiation (or the recursion, as in (1.2)) in the criterion for h • 2k ± 1 . The generalizations of the above primality criteria described in this paper will be explicit in the sense that for every k with 2k > h an explicit starting value will be given, and finite in the sense that the set of starting values for fixed h will be finite.
It seems that with the exception of h of the form 4m -1 , such an explicit, finite generalization always exists. As part of the research for this paper, I
constructed such solutions for every h up to 100000. For h of the form 4m-l it is proved that a finite set of starting values will never suffice.
Primality criteria
Explicit primality criteria for numbers of the form h • 2k + 1 are based on the following theorem. (For proofs of statements in this section, see [2, 10] .) (2.1) Theorem. Let n = h-2k + l with 0 < h < 2k and h odd. If (£) = -1, then (2.2) « is prime «=> D("-1)/2 = -1 mod«.
Thus, finding D with Jacobi symbol (j) = -1 suffices to obtain an explicit primality criterion for « = h • 2k + 1 . In practice, finding such D for given k is easily done by picking D at random, or by searching for the smallest suitable D. The latter strategy was for instance used by Robinson [12] in an early computer search for primes of the form h • 2k + 1 with h < 100 and k < 512 ; he found that he never needed D larger than 47.
However, one wonders whether it would be possible to prescribe D for fixed h . For that it suffices to solve the following problem. In what follows below, we will often write about a solution 2 to Problem (2.3), when we mean such a set together with a map Z>2 -» 3¡, which provides the explicit value for every k . This map will in our constructions be constant on the residue classes modulo some 'period' r. Let some odd h be fixed. Suppose that 3¡ forms a solution to the problem described in (2.3), and let Dk e 2 such that (¿rf^y) ¿ 1 • If (j^) = -1 > then Theorem (2.1) provides an explicit primality test for h • 2k + 1 , provided that 2k > h . If, on the other hand, (¿rf^y) = 0 and h • 2k + 1 \ Dk , then both sides of (2.2) are false.
Since (h^k+x) -(tjt2t+t) f°r ^ > 1 > we wiU henceforth assume that Ü? consists of positive integers.
(2.5) Remark. Notice that for some « it is even possible to solve Problem (2.3) with the stronger requirement that (h.2t+x) = 0. This is for instance true for h -78557: Selfridge noticed that 78557 • 2k + 1 has a divisor in 2 = {3, 5,7, 13, 17,241} for every k> 1 [6, p. 42].
Next we describe primality criteria for numbers of the form h • 2k -1. Whereas tests for h • 2k + 1 all took place within Z (or rather Z/nZ), we now pass to quadratic extensions. The way Theorem (2.6) is used for an explicit primality test for h • 2k -1 will be clear: one looks for a pair D and a such that both D and the norm of a have Jacobi symbol -1 .
(2.8) Problem. Given an odd integer h > 1 . Determine a finite set 2 and for every positive integer k >2 a pair (D, a) e 2 x Op,, such that either
and Z>^0 modA-2*-l. h • 2k -1 (2.9) Remarks. As in the previous case, for a solution of (2.8) to be explicit we want the finite set 2 together with a map telling which pair to choose for each k > 2. Solving (2.8) again leads to an explicit primality criterion by (2.6), or a factor. Sometimes we will be sloppily using prime D = 3 mod 4 instead of the associated discriminant 4D.
It remains to be explained how (2.6) relates to the formulation of the LucasLehmer test (1.2) in the introduction. For that, let a e Op, and let ß = f¿ . Furthermore, let e0 = ßh + ß~h and ej+x = ej -2 for ; > 0. Then, by induction, for j > 0 : Thus, a solution to Problem (2.8) immediately yields a finite generalization of (1.2). Notice that eo can itself be deduced from ß by a recurrent sequence: if we put fo = 2 and /, = ß + ß~[ , then the relations fj+i = f • f -f-, (for j > i) give fj = ß> + ß~J for every j > 0. In particular, /^ = fj2 -2 and, importantly, fh = ßh + ß~h = e0 .
Also note that it follows immediately that the starting value eo is in fact a rational number, and that its denominator is coprime to n (since it is a divisor of the «th power of N(a)). Thus, one in general obtains a recurrence relation for rational numbers rather than for integers as in the classical Lucas-Lehmer case. Since one is only interested in the values modulo n, multiplying with the inverse of the denominator modulo « yields an integer recurrence relation, but this formulation has as a disadvantage that one ends up with recurrence relations for which the starting value depends on k (not just on a). For an example, see (3.5) below.
Special cases
First of all, we deal with the case where h is not divisible by 3. Using the notation of (2.9), we have 2-V12J ^2 + ^12;
and the other assertions follow from (2.6) and (2.9). D Note that (3.1) and (3.2) include the classical case h = 1 quoted in the introduction. Of course, much more is known for numbers 2k ± 1, but we are not interested in that here. We would like to know whether we can generalize (3.1) and (3.2) for h divisible by 3. Not much seems to be known for that case [1, 10, 11] . In general, it will certainly not be possible to use the same D for every k, but it might be possible to use only finitely many different values.
The first observation we make is that a solution to Problem (2.3) for one particular h will in general lead to a solution for every h' in the same residue class modulo WDí3¡ D. In that light, (3.1 ) is in fact a consequence of ( 1.1 ) and the special case h = 5 and 2 = {3}.
Similarly, a solution for Problem (2.8) for some h will lead to solutions for all h in some residue class with respect to a modulus depending on the D and the norms N(a) for the pairs (D, a) used.
Next we show that for h = 4m -1 , finite generalizations of (3.1) and (3.2)
do not exist. Then (|t) = _i -(üísi) for every fc > 1 ; furthermore, / a, V"i + 1)/2 , «A: is prime <i=> --= -1 mod nk . \OOLkJ Borho [1] presents a different parametrized infinite solution for (2.8) with h = 3. He also gives a parametrized solution for h = 9, but as we will see below, for that case a finite solution exists.
As a final example of an explicit primality test in terms of a recurrent sequence we indicate how the first case of (3.6) translates. So let h = 3 and k = 0, 2 mod 3. In the notation of (2.9), ß = g^j and e0 = /?3 + /J"3 = _HM54 We nave nere a den0minator 33 in the starting value for our recurrent sequence; however, since « = 3 • 2k -1 , one has 3_1 = 2k mod « and (3.6) implies for k = 0, 2 mod 3 :
nk is prime «=> ek_2 -0 m°d "it > where e0 = -10054 • 2ik and e,» = ej -2 for j > 1.
The general case
The next question is: what happens for h = 3 mod 6 not of the form 4'" -1 ? Although I have not been able to prove it, all the evidence (including all cases for « up to 100000) seems to suggest that for such h there always exists a solution of Problems (2.3) and (2.8)! A natural but naive first attack to Problem (2.3) consists of finding a suitable Dk for k = 2,3, ... in succession, by using the smallest one that works, and by keeping track of the k for which a given value D works. What is wrong with this approach is that it uses an ordering of the Z)'s according to size, while it is the order of 2 modulo D that is important, because this determines the modulus for the residue classes of k for which D is suitable.
The next attempt, therefore, is to run through the primes D in order of increasing multiplicative order of 2 in (Z/DZ)*.
This resulted in the first algorithm that we tried out in practice, by writing a very short program in the Cayley language [4] . We used a table of the complete factorizations of all integers 2"-1 for 2 < u < U = 250, obtained from [3] and direct factorization in Cayley.
This worked in fact so well, that we tried it for every h = 3 mod 6 up to 10000. Out of the 1667 positive such h less than 10000, six are of the form 4m -1 , and only 36 others were not dealt with by this algorithm.
To deal with the remaining cases, one could try to increase the bound U , but for that we would have to overcome the difficulties of factoring 2" -1 for large u, which would soon become unfeasible. Instead, we have tried to predict for which values of u we might be successful. It turns out that the main problem lies in the possibility that n = h • 2k + 1 is a square.
(4.1) Example. Let h = 33 ; this is the smallest h for which our first algorithm failed. We show in this example that squares form a problem.
If we list the factorizations of nk = 33 • 2k + 1 for the first few values of k , one notices that nk is the square of an integer for k = 4 and k = 1 : indeed «4 = 33 • 24 + 1 = 232 and n7 = 33 • 27 + 1 = 52 • 132. Therefore, the only D > 1 for which (R) ¿ I is D = 23. Since the order of 2 modulo D is 11, this forces us to consider residue classes modulo 11. For «7 we may use D = 5 , so already we need to consider k modulo 44 because of these squares. In fact, these two are the only squares among nk = 33 • 2k + 1 for k > 1 (this will follow from the proposition below).
However, even if nk is not a square, it may be that (j-) = 1 for every finite set of primes D not dividing some integer b, for all k in a residue class with respect to some modulus. This happens in case h + 2k is a square. In this example, take for instance b = 34, and define for any finite set 2 of primes not dividing b the integer k by k = -8 mod ord2(D) for every D e2 . Then
which equals 1. As a consequence, for every 2 we will be stuck with the residue class for k = -8 mod u, for some modulus u, unless we include D = 1 + 24 = 17 ; that forces u to be divisible by 8. Similarly, we will need D = 7 (and hence u a multiple of 3) to deal with the case k = -4. These considerations lead us to consider k modulo 264 for h = 33 . It turns out that the primes contained in ^264 . the set of divisors of 2264 -1 , do indeed solve Problem (2.3) for h = 33 ; in fact, we do not need a primitive divisor of 2264 _ 1 for tnjs^ ancj nence we were abie to solve the problem for h = 33 without extra factorizations! The following proposition shows that it is very easy to detect the squares; we will use it to predict what the modulus u will be. Since for h • 2k -1 we will use basically the same strategy, we deal with that case here at the same time. (ii) Suppose that n = h + 2k = d2, with <i a positive odd integer. Looking modulo 3, we find that k must be even, say k = 21. Let / e Z be such that d = f+21 ; note that / must be odd and positive. Then d2 = f2+f2l+l + 22/ = h + 221, and, therefore, h = f2 + f2l+l, whence the assertion follows.
Conversely, if h = f2 + f • 2k'2+i , then h + 2k = f2 + f2k/2+i + 2k = (/ + 2*/2)2.
(iii) Since h -2k -I = 3 mod 4 for k > 2, it cannot be a square. (iv) Suppose that n = 2k -h = d2, with d a positive odd integer. Looking modulo 3, we find that k must be even, say k = 21. Let / e Z be such that d = 2'-/; note that / must be odd and positive. Then d2 = 22!-f2l+l+f2 = 22l-h, and, therefore, h = f2l+l -f2 = f ■ (2k'2+l -f).
Conversely, if h = f • (2fc/2+1 -/), then 2k -h = 2fc -/2*/2+1 + /2 = (2*/2 _ /)2 . This ends the proof of (4.2). □ (4.3) Algorithm.
Input. An integer « = 3 mod 6, an integer U > 1 , and for all 2 < u < U a set ^M consisting of divisors of 2" -1.
Output. A positive integer r < U and a sequence of integers f = (Cx, C2, ... , Cr) of length r such that for every k = i mod r, with fc > 3 . In the cases I have considered, « was sufficiently small to allow complete factorization without effort, and inspection of all possible factorizations to obtain the multiplier m, using the above proposition. Alternatively, one could check all of the finitely many possible k that yield squares.
Of course 2mu-1 is soon too big to be factored completely; if that happened, all known prime factors were used, as well as (very occasionally) composite factors (in particular, divisors of the form 2d -1 of 2mu -1, with d a divisor of mu).
Our strategy for attempting to solve Problem (2.8) for h • 2k -1 is much the same as that employed in Algorithm (4.3) for h • 2k + 1, except that we have to build in an extra step to find a suitable element. We describe this subalgorithm first. (2) Choose a suitable bound b, and perform step (a) for pairs x, y with 0 < y < b and 0 < x < y\/D (but x , y not both 0) until it is successful, in which case a is returned, or the pairs are exhausted without success, in which case 0 is returned.
(a) Let the integer g coprime to 6 be determined by x2 -y2D = -253eg, with Ô , e > 0. This step is successful if g is a square or (4.6) («-2*-l) = 1 and ord2(^lr; then a = x +y\fD .
(4.7) Remarks. We briefly comment on Algorithm (4.5) which will be used below to find a suitable element a, once D has been found. The search for solutions will be organized in such a way that D will always be positive (recall that either D or N(a) has to be positive) and usually prime (except that it should be replaced by 4D if D = 2, 3 mod 4). Since h • 2k -1 = 7 mod 8 and h -2* -1 = 2 mod 3, {irrvh) = -1 and (/T2^t) =l = (f^tt) •
That means not only that D = 8 and D = 12 will be unsuitable, but also that any factors 2 and 3 in N(q) can be ignored, and that N(q) = -s2 will always be a suitable value. That explains most of step (2) above; the condition given by (4.6) ensures that N(q) not only works for the current value of k, but in fact for the whole residue class of k modulo the current modulus r.
It is well known that every prime p = 1 mod 4 can be written in the form p = x2 + y2. In step (1) this is used: if D = x2 + y2, then rl(x + VD) = x2 -D = -y2, hence suitable! Of course, we should explain how to obtain x and y to make everything explicit. There are several methods for solving this problem, some of which work very well in practice, even if D gets big (in our calculations we used D of up to 106 decimal digits). One method is to find the square root of -1 modulo D and recover x and y from such root. We refer the reader to [8, 5] and the references therein for details about these algorithms.
For prime D = 3 mod 4 such a general solution does not exist. Still, in step (2) of the above algorithm one will often still find a suitable solution, particularly for small D. We give a few examples in Table 0 . Table 0 it is easy to see that for these we are trying to solve x2 -Dy2 = -s2 or x2 -Dy2 = -2.s2, which is impossible.) Note that 2á3£ may appear in the denominator of the starting value eo as in (2.9) and (3.5). Still, D = 23 (or 47 or 71) may be useful in combination with an element that only works for particular h and k ; such a value is sought after in the last part of the algorithm. Since the order ord7(2) = 3 , the element 3+v23 is suitable for all k = 8 mod r if this current modulus r is a multiple of 3. Input. A positive integer h = 3 mod 6, an integer U > 1 , and for all 2 < u < U a set ^ consisting of divisors of 2" -1 .
Output. A positive integer r < U and a sequence W = ((Dx, ax), (D2, a2), ... , (Dr, ar)) of length r < U, with integers 0 < D¡ = 0, 1 mod 4 and a i; G Op , such that for every k = i mod r (with A: > 2).
( 1 ) Find a multiplier m , which is a positive integer with the property that if 2k -h is a square, then gcd(2m -1, 2k -h) > 1 for every positive integer k .
(2) Put r = 1, «^ = 0, u = m, and ^ = ((0,0) ). Repeat the following steps until termination.
(a) Let k be the smallest integer in 3 < k < r + 2 such that k £ M . In Table 1 multipliers and periods are shown, found using (4.3) for all h = 3 mod 6 with h < 1000. Tables 2 and 3 show the hardest cases for h up to 100000: in Table 2 all cases for which r+ is at least 50 times m+ are listed, and Table 3 shows all cases where m+ > 500. The largest period found was just over 100000. Tables 4-6 show the corresponding results obtained with Algorithm (4.8), but Table 6 lists all cases with m_ > 100. The largest period encountered is over half a million.
Notice in the tables that the period r is not always an integral multiple of the multiplier m ; the reason for this is that a solution found with r a multiple of m sometimes shows an 'accidental' periodicity with modulus a divisor of r that is not a multiple of m .
Dk=l
Finally, we explicitly describe the solutions for h = 9 implied by our calculations. According to Table 1 
