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Abstract. Semi-innite programming (SIP) problems can be eciently
solved by reduction type methods. Here, we present a new reduction
method for SIP, where the multi-local optimization is carried out with
a multi-local branch-and-bound method, the reduced (nite) problem
is approximately solved by an interior point method, and the global
convergence is promoted through a two-dimensional lter line search.
Numerical experiments with a set of well-known problems are shown.
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1 Introduction
A reduction type method for nonlinear semi-innite programming (SIP) based
on interior point and branch-and-bound methods is proposed. To allow con-
vergence from poor starting points a backtracking line search lter strategy is
implemented. The SIP problem is considered to be of the form
min f(x) subject to g(x; t)  0; for every t 2 T (1)
where T  Rm is a nonempty set dened by T = ft 2 Rm : a  t  bg. Here, we
assume that the set T does not depend on x. The nonlinear functions f : Rn ! R
and g : Rn  T ! R are twice continuously dierentiable with respect to x
and g is a continuously dierentiable function with respect to t.
There are many problems in the engineering area that can be formulated as
SIP problems. Approximation theory [14], optimal control [8], mechanical stress
of materials and computer-aided design [37], air pollution control [31], robot
trajectory planning [30], nancial mathematics and computational biology and
medicine [36] are some examples. For a review of other applications, the reader
is referred to [5, 14, 23, 26, 32].
The numerical methods that are mostly used to solve SIP problems generate
a sequence of nite problems. There are three main ways of generating the se-
quence: by discretization, exchange and reduction methods [8, 23, 30]. Methods
that solve the SIP problem on the basis of the KKT system derived from the
problem are emerging in the literature [11{13, 21, 22, 37].
This work aims to describe a reduction method for SIP. Conceptually, the
method is based on the local reduction theory.
Our previous work on reduction type methods uses a stretched simulated
annealing for the multi-local programming phase of the algorithm [19]. This is
a stochastic method and convergence is guaranteed with probability one [10].
In this paper, we aim at analyzing the behavior of a reduction method that
relies on a deterministic multi-local procedure, so that convergence to global
solutions can be guaranteed in a nite number of steps. A practical comparison
between both strategies is also carried out. Our proposal is focused on a multi-
local procedure that makes use of a well-known deterministic global optimization
method - the branch-and-bound method [6, 9]. In the reduction method context,
the solution of the reduced nite optimization problem is achieved by an interior
point method. To promote convergence from any initial approximation a two-
dimensional lter methodology, as proposed in [4], is also incorporated into the
reduction algorithm.
The paper is organized as follows. In Section 2, the basic ideas behind the
local reduction of SIP to nite problems are presented. Section 3 is devoted
to the multi-local procedure and Section 4 briey describes an interior point
method for solving the reduced optimization problem. Section 5 presents the
lter methodology to promote global convergence, Section 6 lists the conditions
for the termination of the algorithm, and Section 7 contains some numerical
results and conclusions.
2 First-order optimality conditions and reduction method
In this section we present some denitions and the optimality conditions of
problem (1). We denote the feasible set of problem (1) by X, where
X = fx 2 Rn : g(x; t)  0; for every t 2 Tg :
A feasible point x 2 X is called a strict local minimizer of problem (1) if
there exists a positive value  such that
8x 2 X : f(x)  f(x) > 0 ^ kx  xk <  ^ x 6= x
where k:k represents the euclidean norm. For x 2 X, the active index set, T0(x),
is dened by
T0(x) = ft 2 T : g(x; t) = 0g :
We rst assume that:
Condition 1 Let x 2 X. The linear independence constraint qualication (LICQ)
holds at x, i.e., frxg(x; t); t 2 T0(x)g is a linearly independent set.
