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Введение
Во второй половине двадцатого столетия теория аппроксимации являлась од-
ной из наиболее интенсивно развивающейся областью математической теории.
Идеи и методы этой теории нашли свое применение в различных разделах ма-
тематики, особенно в задачах прикладного характера.
Применение функционального анализа в теории приближений позволяет по-
лучить признаки наилучшего приближения, например, в терминах двойственных
соотношений в произвольных нормированных пространствах при аппроксимации
замкнутыми выпуклыми множествами и показать единый подход в решении экс-
тремальных задах при аппроксимации с ограничениями.
В статье в произвольном банаховом пространстве рассматривается задача наи-
лучшего приближения при аппроксимации элементами замкнутого выпуклого
множества.
Формулируются хорошо известные общие теоремы существования и единствен-
ности элемента наилучшего приближения.
В случае аппроксимации элементами замкнутого локально компактного кону-




Используя приведенные результаты, получена обратная теорема теории при-
ближений при аппроксимации элементами замкнутых локально компактных ко-
нусов, которая является аналогом известной теоремы Бернштейна С.Н.
1. Основные понятия. Общие теоремы существования и единственности
элемента наилучшего приближения
Пусть 𝑋 – некоторое банахово пространство, 𝐹 – выпуклое замкнутое мно-
жество в 𝑋. Под задачей наилучшего приближения элемента 𝑥 ∈ 𝑋 элементами
множества 𝐹 будем понимать задачу отыскания величины
𝐸(𝑥, 𝐹 ) = 𝑖𝑛𝑓{‖𝑥− ℎ‖ : ℎ ∈ 𝐹}.
Число 𝐸(𝑥, 𝐹 ) назовем величиной наилучшего приближения элемента 𝑥 ∈ 𝑋 эле-
ментами множества 𝐹 , а элемент 𝑢 ∈ 𝐹 , для которого
𝐸(𝑥, 𝐹 ) = ‖𝑥− 𝑢‖,
назовем элементом наилучшего приближения (э.н.п.) для 𝑥 в 𝐹 .
Геометрически наилучшее приближение элемента 𝑥 трактуется как его рассто-
яние до множества 𝐹 , а элемент наилучшего приближения – как точка множества
𝐹 , ближайшая к 𝑥.
Приведем без доказательства известные [1] – [3] теоремы существования и един-
ственности элемента наилучшего приближения.
Предложение 1.1. Пусть 𝐹 – замкнутое выпуклое множество в 𝑋, 𝑥 ∈ 𝑋.
Величина наилучшего приближения 𝐸(𝑥, 𝐹 ) = 0 тогда и только тогда, когда
𝑥 ∈ 𝐹 .
В связи с этим результатом, как правило, в характеристических признаках наи-
лучшего приближения требуют чтобы элемент 𝑥 пространства 𝑋 не принадлежал
аппроксимирующему множеству 𝐹 .
Множество 𝐺 ⊂ 𝑋 называется локально компактным, если компактно в 𝑋 лю-
бое ограниченное подмножество из𝐺, т.е. любая ограниченная последовательность
элементов из 𝐺 содержит cходящуюся подпоследовательность.
Примером локально компактного множества в 𝑋 может служить любое его
конечномерное подпространство.
Теорема 1.1. Если 𝐹 – замкнутое выпуклое локально компактное множество
в 𝑋, то для любого элемента 𝑥 ∈ 𝑋 существует э.н.п. в 𝐹 .
Нетрудно указать довольно широкий класс банаховых пространств, в которых
для любого элемента 𝑥 ∈ 𝑋 э.н.п. во множестве 𝐹 всегда единствен.
Говорят, что пространство 𝑋 имеет выпуклую сферу, если из равенства
‖𝑥‖ = ‖𝑦‖ и неравенства 𝑥 ̸= 𝑦 следует, что
‖𝑥 + 𝑦‖ < ‖𝑥‖+ ‖𝑦‖.
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Геометрически это означает, в частности, что если точки 𝑥, 𝑦 принадлежат од-
ной и той же сфере 𝑆(𝛩,𝑅) с центром в нуле и радиуса 𝑅, то середина отрезка,
их соединяющего, лежит внутри этой сферы, т.е.
‖1
2
(𝑥 + 𝑦)‖ < 𝑅.
Теорема 1.2. Если пространство 𝑋 имеет выпуклую сферу, а множество 𝐹 –
замкнуто выпукло и локально компактно, то для любого элемента 𝑥 ∈ 𝑋 э.н.п.
в 𝐹 единствен.
Из известных функциональных пространств выпуклую сферу имеют простран-
ства функций, суммируемых в 𝑝–й степени на промежутке < 𝑎; 𝑏 > при 𝑝 > 1.
Поэтому в этих пространствах для любого элемента 𝑥 элемент наилучшего при-
ближения всегда единствен при аппроксимации элементами замкнутого выпуклого
локально компактного множества. Однако пространство непрерывных на отрез-
ке функций, наделенное чебышевской нормой, а также пространство функций,
суммируемых на промежутке < 𝑎; 𝑏 >, выпуклой сферой не обладают. Можно
привести соответствующие примеры, доказывающие этот факт.
Теорема 1.3. Если множество 𝐹 – замкнуто выпукло локально компактно, то
для любого элемента 𝑥 ∈ 𝑋 множество элементов наилучшего приближения в
𝐹 выпукло.
2. Основные свойства наилучших приближений при аппроксимации за-
мкнутым локально компактным конусом
Непустое выпуклое множество 𝐻 ⊂ 𝑋 назовем конусом, если с каждым эле-
ментом 𝑥 ∈ 𝐻 оно содержит элемент 𝜆𝑥 для любого 𝜆 ≥ 0. Нетрудно видеть, что
любой конус замкнут относительно операций сложения и умножения на неотри-
цательное число.
Остановимся теперь на основных свойствах величины и элементов наилучшего
приближения при аппроксимации замкнутым локально компактным конусом.
Пусть 𝐻 – замкнутый локально компактный конус в 𝑋.
10. Величина 𝐸(𝑓 ;𝐻) ≤ ‖𝑓‖, т.к. нулевой элемент 𝛩 ∈ 𝐻.
20. Если ℎ0 ∈ 𝐻 есть э.н.п. для 𝑓 в 𝐻, то для любого числа 𝜆 ≥ 0 элемент
𝜆ℎ0 является э.н.п. для 𝜆𝑓 в 𝐻, при этом
𝜆𝐸(𝑓 ;𝐻) = 𝐸(𝜆𝑓 ;𝐻).
Действительно, при 𝜆 = 0 свойство очевидно. Пусть 𝜆 > 0. Обозначим соответ-
ственно через ℎ0, 𝜓 – элементы наилучшего приближения для 𝑓, 𝜆𝑓 . Из очевидных
неравенств:
𝐸(𝑓 ;𝐻) = ‖𝑓 − ℎ0‖ = 1
𝜆
‖𝜆𝑓 − 𝜆ℎ0‖ ≥ 1
𝜆
𝐸(𝜆𝑓 ;𝐻);
𝐸(𝜆𝑓 ;𝐻) = ‖𝜆𝑓 − 𝜓‖ = 𝜆‖𝑓 − 𝜓
𝜆
‖ ≥ 𝜆𝐸(𝑓 ;𝐻)
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следует, что 𝜆𝐸(𝑓 ;𝐻) = 𝐸(𝜆𝑓 ;𝐻). Из равенств
𝜆𝐸(𝑓 ;𝐻) = 𝜆‖𝑓 − ℎ0‖ = ‖𝜆𝑓 − 𝜆ℎ0‖ = 𝐸(𝜆𝑓 ;𝐻)
получаем, что элемент 𝜆ℎ0 – э.н.п. для 𝜆𝑓 в 𝐻.
30. Для любого элемента 𝑓 ∈ 𝑋 и произвольного 𝜓 ∈ 𝐻 справедливы неравен-
ства
𝐸(𝑓 + 𝜓;𝐻) ≤ 𝐸(𝑓 ;𝐻) ≤ 𝐸(𝑓 − 𝜓;𝐻). (1)
Действительно, обозначая через ℎ0, ℎ соответственно элементы наилучшего при-
ближения для 𝑓, 𝑓 − 𝜓 в 𝐻, получим справедливость неравенств:
𝐸(𝑓 ;𝐻) = ‖𝑓 − ℎ0‖ = ‖𝑓 + 𝜓 − (ℎ0 + 𝜓)‖ ≥ 𝐸(𝑓 + 𝜓;𝐻);
𝐸(𝑓 − 𝜓;𝐻) = ‖𝑓 − 𝜓 − ℎ‖ = ‖𝑓 − (𝜓 + ℎ)‖ ≥ 𝐸(𝑓 ;𝐻).
Ясно, что если элементы 𝜓, −𝜓 ∈ 𝐻, то имеют место равенства
𝐸(𝑓 + 𝜓;𝐻) = 𝐸(𝑓 ;𝐻) = 𝐸(𝑓 − 𝜓;𝐻).
Если 𝜓 – э.н.п. для 𝑓 ∈ 𝑋 в 𝐻 , то 𝐸(𝑓 ;𝐻) = 𝐸(𝑓 − 𝜓;𝐻), т.к.
𝐸(𝑓 − 𝜓;𝐻) ≤ ‖𝑓 − 𝜓‖ = 𝐸(𝑓 ;𝐻) ≤ 𝐸(𝑓 − 𝜓,𝐻).
Приведем примеры показывающие, что в неравенствах (1) имеет место и знак
строго неравенства.
Пусть 𝐶[0; 1] – пространство вещественных непрерывных на [0; 1] функций,
наделенное чебышевской нормой, конус 𝐻 ⊂ 𝐶[0; 1] имеет вид
𝐻 = {ℎ : ℎ = 𝛼ℎ1 + 𝛽 ℎ2 + 𝛾 ℎ3, 𝛼, 𝛽, 𝛾 ≥ 0},
где
ℎ1(𝑥) = 1, ℎ2(𝑥) = 𝑥, ℎ3(𝑥) = 𝑥
2, 𝑥 ∈ [0; 1].
Функции ℎ1, ℎ2, ℎ3 называются образующими конуса 𝐻. Конус 𝐻 явля-
ется замкнутым локально компактным множеством. Рассмотрим функцию
𝑓(𝑥) = 𝑥 − 1, 𝑥 ∈ [0; 1] и элемент 𝜓 = 1 ∈ 𝐻. Нетрудно видеть справедливость
следующих соотношений
0 = 𝐸(𝑓 + 𝜓;𝐻) < 𝐸(𝑓 ;𝐻) = 1 < 𝐸(𝑓 − 𝜓,𝐻) = 2.
40. Для любых элементов 𝑓, 𝑔 ∈ 𝑋 верно неравенство
𝐸(𝑓 + 𝑔;𝐻) ≤ 𝐸(𝑓 ;𝐻) + 𝐸(𝑔;𝐻).
Приведем доказательство данного свойства. Обозначим через 𝜙, 𝜓 cоответственно
элементы наилучшего приближения для 𝑓, 𝑔 ∈ 𝑋 в 𝐻. Тогда
𝐸(𝑓 + 𝑔;𝐻) ≤ ‖𝑓 + 𝑔 − (𝜙 + 𝜓)‖ = ‖(𝑓 − 𝜙) + (𝑔 − 𝜓)‖ ≤
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≤ ‖𝑓 − 𝜙‖+ ‖𝑔 − 𝜓‖ = 𝐸(𝑓 ;𝐻) + 𝐸(𝑔;𝐻).
50. Для любых элементов 𝑓, 𝑔 ∈ 𝑋 верно неравенство
|𝐸(𝑓 ;𝐻)− 𝐸(𝑔;𝐻)| ≤ ‖𝑓 − 𝑔‖.
Из свойств 10, 40 следует, что
𝐸(𝑓 ;𝐻) ≤ 𝐸(𝑓 − 𝑔;𝐻) + 𝐸(𝑔;𝐻) ≤ ‖𝑓 − 𝑔‖+ 𝐸(𝑔;𝐻),
𝐸(𝑔;𝐻) ≤ 𝐸(𝑔 − 𝑓 ;𝐻) + 𝐸(𝑓 ;𝐻) ≤ ‖𝑓 − 𝑔‖+ 𝐸(𝑓 ;𝐻),
и свойство доказано.
Если 𝜙, 𝜓 ∈ 𝐻, соответственно, являются элементами наилучшего прибли-
жения для 𝑓, 𝑔 ∈ 𝑋 в 𝐻, то элемент 𝜙 + 𝜓 ∈ 𝐻, вообще говоря, не есть э.н.п.
для 𝑓 + 𝑔 в 𝐻.
Для доказательства этого утверждения достаточно привести пример.
Пусть конус 𝐻 = {ℎ : ℎ = 𝑎ℎ1 + 𝑏ℎ2, 𝑎 ∈ 𝑅, 𝑏 ≥ 0} ⊂ 𝐶[0; 1], где
ℎ1(𝑥) = 1, ℎ2(𝑥) = 𝑥, 𝑥 ∈ [0; 1].
Ясно, что каждый элемент ℎ ∈ 𝐻 является возрастающей функцией на [0; 1]. По-
ложим
𝑓(𝑥) =
{︃ −1 + 4𝑥, если 0 ≤ 𝑥 ≤ 0, 5,
3− 4𝑥, если 0, 5 ≤ 𝑥 ≤ 1,
𝑔(𝑥) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
1, если 0 ≤ 𝑥 ≤ 0, 25,
3− 8𝑥, если 0, 25 ≤ 𝑥 ≤ 0, 5,
−5 + 8𝑥, если 0, 5 ≤ 𝑥 ≤ 0, 75,
1, если 0, 75 ≤ 𝑥 ≤ 1.
Тогда
𝑓(𝑥) + 𝑔(𝑥) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
4𝑥, если 0 ≤ 𝑥 ≤ 0, 25,
2− 4𝑥, если 0, 25 ≤ 𝑥 ≤ 0, 5,
−2 + 4𝑥, если 0, 5 ≤ 𝑥 ≤ 0, 75,
4− 4𝑥, если 0, 75 ≤ 𝑥 ≤ 1.
Заметим, что нулевой элемент 𝛩 ∈ 𝐻 есть э.н.п. для 𝑓, 𝑔 в 𝐻. Однако, элемент
ℎ(𝑥) = 12 , 𝑥 ∈ [0; 1] является э.н.п. для 𝑓 + 𝑔 в 𝐻.
На Рис. 1 и Рис. 2 изображены графики непрерывных на отрезке [0; 1] функций






































Рис. 2: График функции 𝑓 + 𝑔
60. Пусть даны последовательности {𝑓𝑛} элементов из 𝑋 и {𝜓𝑛} элементов
из 𝐻, причем 𝜓𝑛 – э.н.п. элемента 𝑓𝑛 в 𝐻 для каждого 𝑛 ∈ 𝑁 . Если
lim
𝑛→∞ 𝑓𝑛 = 𝑓, то lim𝑛→∞𝐸(𝑓𝑛;𝐻) = 𝐸(𝑓 ;𝐻),
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при этом, если элемент 𝜓 ∈ 𝐻 есть единственный э.н.п. для 𝑓 в 𝐻, то
lim
𝑛→∞𝜓𝑛 = 𝜓.
Докажем это свойство. Соотношение
lim
𝑛→∞𝐸(𝑓𝑛;𝐻) = 𝐸(𝑓 ;𝐻)
следует из свойства 50. Так как
lim
𝑛→∞ ‖𝑓𝑛 − 𝑓‖ = 0,
то последовательности {‖𝑓𝑛 − 𝑓‖}, {𝐸(𝑓𝑛;𝐻)} ограничены. Считаем, что
𝐸(𝑓𝑛;𝐻) ≤ 𝑐1, ‖𝑓𝑛 − 𝑓‖ ≤ 𝑐2,
для любого 𝑛 ∈ 𝑁 . Тогда
‖𝜓𝑛‖ ≤ ‖𝜓𝑛 − 𝑓𝑛‖+ ‖𝑓𝑛 − 𝑓‖+ ‖𝑓‖ ≤ 𝑐1 + 𝑐2 + ‖𝑓‖.
Из ограниченности этой последовательности следует, что она содержит сходящую-




𝜓𝑛𝑘 = 𝜙 ∈ 𝐻.
Переходя к пределу при 𝑘 →∞ в равенстве
𝐸(𝑓𝑛𝑘 ;𝐻) = ‖𝑓𝑛𝑘 − 𝜓𝑛𝑘‖,
получим 𝐸(𝑓 ;𝐻) = ‖𝑓 −𝜙‖, т.е. 𝜙 – э.н.п. для 𝑓 в 𝐻. Если э.н.п. для 𝑓 единствен,
то 𝜓 = 𝜙. Из локальной компактности последовательности {𝜓𝑛} и единственности
предельного элемента следует ее сходимость к 𝜓.
Замечание 2.1. Функционал 𝐸(𝑥) = 𝐸(𝑥, 𝐹 ), заданный на пространстве 𝑋, на-
зывается функционалом наилучшего приближения и является непрерывным на 𝑋
и в случае аппроксимации элементами замкнутого выпуклого множества 𝐹 .
3. Обратная задача теории приближений при аппроксимации замкнуты-
ми локально компактными конусами. Аналог теоремы С.Н. Бернштейна
Пусть дана последовательность замкнутых локально компактных конусов
{𝐻𝑛}. Cчитаем, что 𝐻𝑛 ⊂ 𝐻𝑛+1 для каждого 𝑛 ∈ 𝑁 .
Предложение 3.1. Для любого элемента 𝑓 ∈ 𝑋 и каждого натурального 𝑛 верно
неравенство
𝐸(𝑓 ;𝐻𝑛+1) ≤ 𝐸(𝑓 ;𝐻𝑛).
Теорема 3.1. Для того чтобы для любого 𝑓 ∈ 𝑋 выполнялось соотношение
lim
𝑛→∞𝐸(𝑓 ;𝐻𝑛) = 0,
необходимо и достаточно, чтобы множество
⋃︀
𝑛∈𝑁
𝐻𝑛 было плотно в 𝑋.
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Доказательство. Необходимость. Пусть 𝑓 ∈ 𝑋 и 𝜀 > 0. Так как
lim
𝑛→∞𝐸(𝑓 ;𝐻𝑛) = 0,








𝐻𝑛 плотно в 𝑋 и 𝑓 ∈ 𝑋. Рассмотрим произвольное
𝜀 > 0 и найдем элемент ℎ ∈ ⋃︀
𝑛
𝐻𝑛, для которого ‖𝑓−ℎ‖ < 𝜀. Считаем, что ℎ ∈ 𝐻𝑛0 .
Тогда
𝐸(𝑓 ;𝐻𝑛) ≤ 𝐸(𝑓 ;𝐻𝑛0) ≤ ‖𝑓 − ℎ‖ < 𝜀
для всех 𝑛 ≥ 𝑛0. Поэтому
lim
𝑛→∞𝐸(𝑓 ;𝐻𝑛) = 0.
В [1] была доказана следующая
Теорема 3.2. Если {𝐻𝑘} последовательность подпространств конечной размер-
ности пространства 𝑋, причем




𝐻𝑘 плотно в 𝑋, то для любой последовательности положи-
тельных чисел {𝜇𝑘}, монотонно стремящейся к 0, существует элемент 𝑓 ∈ 𝑋,
для которого
𝐸(𝑓 ;𝐻𝑘) = 𝜇𝑘 для всех 𝑘 ∈ 𝑁.
Необходимо отметить, что идея и первое доказательство теоремы 3.2 в бана-
ховом пространстве 𝐶[𝑎; 𝑏] для алгебраического случая принадлежит С. Н. Берн-
штейну. В дальнейшем данную задачу назвали проблемой Бернштейна.
Докажем теорему, которая является аналогом теоремы 3.2.
Лемма 3.1. Пусть 𝐻 – замкнутый локально компактный конус в 𝑋, элементы
𝑓1, 𝑓2 ∈ 𝑋 и 𝑓2 /∈ 𝐻. Тогда для любого числа 𝜇 ≥ 𝐸(𝑓1;𝐻) найдется число 𝜈 ≥ 0
такое, что 𝐸(𝑓1 + 𝜈𝑓2;𝐻) = 𝜇.
Доказательство. Действительно, используя свойство 50, получим непрерывность
функции 𝐸(𝑓1 + 𝜈𝑓2;𝐻) по 𝜈 на промежутке [0; +∞), причем при 𝜈 = 0 она обра-
щается в 𝐸(𝑓1;𝐻) и
lim
𝜈→+∞𝐸(𝑓1 + 𝜈𝑓2;𝐻) = +∞,
т.к.
𝐸(𝑓1 + 𝜈𝑓2;𝐻) = ‖𝑓1 + 𝜈𝑓2 − ℎ0‖ ≥ 𝜈‖𝑓2‖ − ‖𝑓1 − ℎ0‖,
где ℎ0 ∈ 𝐻 – э.н.п. для 𝑓1 + 𝜈𝑓2. Следовательно утверждение леммы верно.
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Теорема 3.3. Пусть {𝐻𝑘} – последовательность замкнутых локально компакт-
ных конусов пространства 𝑋, причем




𝐻𝑘 плотно в 𝑋, {𝐹𝑘} – последовательность подпространств из 𝑋 , удовле-
творяющих включениям:
𝐻𝑘 ⊂ 𝐹𝑘+1 ⊂ 𝐻𝑘+1, 𝑘 = 1, 2, 3...,
а 𝐹1 – некоторое ненулевое подпространство в конусе 𝐻1.
Тогда для любой последовательности положительных чисел {𝜇𝑘}, монотонно





𝐸(𝑓𝑜;𝐻𝑘) ≤ 𝜇𝑘 для всех 𝑘 ∈ 𝑁.









𝐹𝑘 плотно в 𝑋. Из локальной компактности конуса
𝐻𝑘 следует локальная компактность подпространства 𝐹𝑘.
Используя схему доказательства теоремы 3.2, покажем существование функ-




𝐸(𝑓𝑜;𝐹𝑘) = 𝜇𝑘 для всех 𝑘 ∈ 𝑁.
Пусть 𝑚 – натуральное число, 𝑚 > 1. Покажем сначала существование такого
элемента 𝑓𝑚 ∈ 𝐹𝑚, что
𝐸(𝑓𝑚;𝐹𝑛) = 𝜇𝑛, 𝑛 = 1, 2, . . . , 𝑚− 1.
Для этого в каждом подпространстве 𝐹𝑛 найдем элемент ℎ𝑛, не принадлежащий




𝑔𝑚−1 = 𝑔𝑚 − 𝜙𝑚−1 + 𝛼𝑚−1ℎ𝑚−1 ∈ 𝐹𝑚,
где 𝜙𝑚−1 – э.н.п. для 𝑔𝑚 при аппроксимации элементами подпространства 𝐹𝑚−1.
Так как
𝜇𝑚−2 ≥ 𝜇𝑚−1 = ‖𝑔𝑚 − 𝜙𝑚−1‖ = 𝐸(𝑔𝑚;𝐹𝑚−1),
то применяя вновь лемму 3.1, найдем 𝛼𝑚−1 ≥ 0 такое, что
𝐸(𝑔𝑚−1;𝐹𝑚−2) = 𝜇𝑚−2.
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Применяя свойство 30, получим следующие равенства
𝐸(𝑔𝑚−1;𝐹𝑚−1) = 𝐸(𝑔𝑚 − 𝜙𝑚−1 + 𝛼𝑚−1ℎ𝑚−1;𝐹𝑚−1) = 𝐸(𝑔𝑚;𝐹𝑚−1) = 𝜇𝑚−1.
Итак, имеем
𝐸(𝑔𝑚−1;𝐹𝑛) = 𝜇𝑛, 𝑛 = 𝑚− 2, 𝑚− 1,
Докажем теперь индукцией по 𝑗 существование такого элемента
𝑔𝑚−𝑗 ∈ 𝐹𝑚, 𝑗 ≤ 𝑚− 2, для которого
𝐸(𝑔𝑚−𝑗 ;𝐹𝑛) = 𝜇𝑛, 𝑛 = 𝑚− 𝑗 − 1, 𝑚− 𝑗, . . . , 𝑚− 1.
Уже рассмотренный случай 𝑗 = 1 представляет базу индукции, остается устано-
вить возможность индукционного перехода.
Пусть элемент 𝑔𝑚−(𝑗−1) ∈ 𝐹𝑚 уже построен и
𝐸(𝑔𝑚−(𝑗−1);𝐹𝑛) = 𝜇𝑛, 𝑛 = 𝑚− 𝑗, 𝑚− 𝑗 + 1, . . . , 𝑚− 1.
Обозначим через 𝜙𝑚−𝑗 – э.н.п. для 𝑔𝑚−(𝑗−1) при аппроксимации элементами под-
пространства 𝐹𝑚−𝑗 , так что
‖𝑔𝑚−(𝑗−1) − 𝜙𝑚−𝑗‖ = 𝐸(𝑔𝑚−(𝑗−1);𝐹𝑚−𝑗) = 𝜇𝑚−𝑗 .
Будем искать следующий элемент 𝑔𝑚−𝑗 ∈ 𝐹𝑚 в виде
𝑔𝑚−𝑗 = 𝑔𝑚−(𝑗−1) − 𝜙𝑚−𝑗 + 𝛼𝑚−𝑗ℎ𝑚−𝑗 .
Учитывая, что
𝐸(𝑔𝑚−(𝑗−1) − 𝜙𝑚−𝑗 ;𝐹𝑚−𝑗−1) ≤ ‖𝑔𝑚−(𝑗−1) − 𝜙𝑚−𝑗‖ = 𝜇𝑚−𝑗 ≤ 𝜇𝑚−𝑗−1
и, применяя лемму 3.1, выберем 𝛼𝑚−𝑗 ≥ 0 таким, чтобы
𝐸(𝑔𝑚−𝑗 ;𝐹𝑚−𝑗−1) = 𝜇𝑚−𝑗−1.
Так как −𝜙𝑚−𝑗 + 𝛼𝑚−𝑗ℎ𝑚−𝑗 ∈ 𝐹𝑛 при 𝑛 ≥ 𝑚 − 𝑗, то при 𝑛 = 𝑚 − 𝑗,
𝑚− 𝑗 + 1, ...,𝑚− 1 также будет
𝐸(𝑔𝑚−𝑗 ;𝐹𝑛) = 𝐸(𝑔𝑚−𝑗+1;𝐹𝑛) = 𝜇𝑛.
Этим доказана возможность индукционного перехода и, следовательно, существо-
вание всех 𝑔𝑚−𝑗 ∈ 𝐹𝑚. Если положим теперь 𝑓𝑚 = 𝑔2, то получим элемент с
требуемыми свойствами.
Обозначим через 𝜒𝑚 – э.н.п. для 𝑓𝑚 при аппроксимации элементами подпро-
странства 𝐹1. Положим 𝜓𝑚 = 𝑓𝑚 − 𝜒𝑚 ∈ 𝐹𝑚. Тогда
𝐸(𝑓𝑚 − 𝜒𝑚;𝐹𝑛) = 𝐸(𝑓𝑚;𝐹𝑛) = 𝜇𝑛, 𝑛 = 1, 2, . . . , 𝑚− 1,
𝐸(𝑓𝑚 − 𝜒𝑚;𝐹𝑛) = 0, 𝑛 ≥ 𝑚, (2)
‖𝜓𝑚‖ = ‖𝑓𝑚 − 𝜒𝑚‖ = 𝜇1.
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Все элементы последовательности {𝜓𝑚} принадлежат множеству
𝑀 = {𝑓 ∈ 𝐶(𝑇 ) : ‖𝑓‖ ≤ 𝜇1, 𝐸(𝑓 ;𝐹𝑛) ≤ 𝜇𝑛, 𝑛 ∈ 𝑁}.
Покажем, что множество𝑀 компактно. Для этого по произвольному 𝜀 > 0 найдем
такой номер 𝐾, что 𝜇𝐾 < 𝜀. Положим
𝑀𝜀 = {𝜓 ∈ 𝐹𝐾 : ‖𝜓‖ ≤ 𝜇1 + 𝜀}.
Множество 𝑀𝜀 компактно, так как ограничено и содержится в локально компакт-
ном подпространстве 𝐹𝐾 , и в то же время является 𝜀 – сетью для 𝑀 . Действи-
тельно, для любого 𝑓 ∈𝑀 его э.н.п. 𝜙 ∈ 𝐹𝐾 таков, что
‖𝑓 − 𝜙‖ ≤ 𝜇𝐾 < 𝜀,
‖𝜙‖ ≤ ‖𝑓‖+ ‖𝑓 − 𝜙‖ ≤ 𝜇1 + 𝜀,
т.е. 𝜙 ∈𝑀𝜀. Обладая при каждом 𝜀 компактной 𝜀 – сетью, само множество𝑀 так-
же компактно. Итак, из последовательности {𝜓𝑚} можно выделить сходящуюся
подпоследовательность к некоторому 𝑓0 ∈ 𝑋 . Переходя к пределу по соответству-
ющей подпоследовательности индексов в неравенствах (2) получим




Далее, так как 𝐹𝑛 ⊂ 𝐻𝑛 при любом 𝑛 ∈ 𝑁 , то
𝐸(𝑓0;𝐻𝑛) ≤ 𝐸(𝑓0;𝐹𝑛) = 𝜇𝑛
и теорема доказана.
Замечание 3.1. В качестве подпространств 𝐹𝑘 можно взять замыкания линейных
оболочек замкнутых локально компактных конусов 𝐻𝑘, 𝑘 = 2, 3, ...
Приведем пример построения последовательности конусов с указанными свой-
ствами и получим результат, вытекающий, в частности, из теоремы 3.2.
Пусть {𝑥1, 𝑥2, . . . , 𝑥𝑛} – линейно независимая система в 𝑋, 𝑚 – целое неотри-





𝛼𝑘 𝑥𝑘 : 𝛼𝑘 ∈ 𝑅 ,𝛼𝑗 ≥ 0 при 𝑗 > 𝑚
}︃
является замкнутым выпуклым локально компактным множеством.
Линейно независимую систему {ℎ𝑛} элементов из 𝑋 будем называть полной,




𝑎𝑗ℎ𝑗 (𝑎𝑗 ∈ 𝑅) такой, что ‖𝑓 − ℎ‖ < 𝜀.
Рассмотрим произвольную строго возрастающую последовательность {𝑛𝑘} на-













𝑏𝑗ℎ𝑗 : 𝑏𝑗 ∈ 𝑅 , 𝑏𝑖 ≥ 0, 𝑖 > 𝑛𝑘
⎫⎬⎭ ,
для каждого 𝑘 = 1, 2, . . . , где 𝑛𝑘 – размерность конуса 𝐻𝑘, 𝑘 ∈ 𝑁 . Из указанного
построения конусов следует, что 𝐻𝑘 ⊂ 𝐻𝑘+1 для всех 𝑘 ∈ 𝑁 ,
⋃︀
𝑘
𝐻𝑘 плотно в 𝑋.












𝑏𝑗ℎ𝑗 : 𝑏𝑗 ∈ 𝑅
⎫⎬⎭ ⊂ 𝐻𝑘, 𝑘 = 2, 3, ...
В этом случае существование элемента 𝑓0 с указанными в теореме 3.3 свой-






𝑏𝑗ℎ𝑗 : 𝑏𝑗 ∈ 𝑅
⎫⎬⎭ , 𝑘 ∈ 𝑁.
Ясно, что 𝐻𝑘 ⊂ 𝐺𝑘 ⊂ 𝐺𝑘+1 для всех 𝑘 ∈ 𝑁 ,
⋃︀
𝑘
𝐺𝑘 плотно в 𝑋.
Применяя теорему 3.2, получим, что для любой последовательности положи-
тельных чисел {𝜈𝑘}, монотонно стремящейся к 0, существует элемент 𝑔0 ∈ 𝑋, для
которого
𝐸(𝑔0;𝐺𝑘) = 𝜈𝑘 для всех 𝑘 ∈ 𝑁.
Так как 𝐻𝑛 ⊂ 𝐺𝑛 при любом 𝑛 ∈ 𝑁 , то
𝐸(𝑔0;𝐻𝑛) ≥ 𝐸(𝑔0;𝐺𝑛) = 𝜈𝑛,







Таким образом, для любой последовательности положительных чисел {𝜈𝑘},





𝐸(𝑔0;𝐻𝑘) ≥ 𝜈𝑘 для всех 𝑘 ∈ 𝑁.
Итак, справедливо
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Следствие 3.1. Пусть {ℎ𝑘} – полная система элементов в 𝑋, {𝑛𝑘} – произ-
вольная строго возрастающая последовательность натуральных чисел, 𝑚 – на-
туральное число. Последовательность замкнутых локально компактных конусов











𝑏𝑗ℎ𝑗 : 𝑏𝑗 ∈ 𝑅 , 𝑏𝑖 ≥ 0, 𝑖 > 𝑛𝑘
⎫⎬⎭ ,





Тогда для любой последовательности положительных чисел {𝜇𝑘}, монотонно





𝐸(𝑓0;𝐻𝑘) ≤ 𝜇𝑘, 𝐸(𝑔0;𝐻𝑘) ≥ 𝜇𝑘 для всех 𝑘 ∈ 𝑁.
Заключение
Полученные результаты носят законченный характер и могут быть использо-
ваны при решении прикладных задач.
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