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La presente Tesis denominada “Sistema de Reconocimiento de Placas Vehiculares mejorar el 
registro de vehículos en el hospedaje Suites Recreo - 2019”, tuvo como finalidad optimizar los 
procesos más relevantes del servicio de parqueo que ofrece el hospedaje. Para ello se  realizó 
una investigación experimental - pre experimental que tomó como población y muestra los 
procesos de registro de vehículos, búsqueda de abonados y emisión de comprobantes, dichos 
indicadores fueron sometidos a pruebas estadísticas el cual obtuvieron una distribución no 
normal, para ello se utilizó la prueba de Rangos de Wilcoxon. El proyecto se basó en la 
metodología de desarrollo XP  utilizando el algoritmo Clasificador Haar Cascade, motor de 
reconocimiento de caracteres Tesseract, librerías de visión artificial Opencv, EmguCV y 
Aforge.NET, el sistema gestor de base datos Mysql y el entorno de desarrollo Visual Studio 
2015. Como resultado final, el Tiempo Promedio de Registro de Vehículos sin el sistema fue 
de 47.27 segundos y con el sistema implementado fue de 15.10 segundos el cual se redujo 
68.06% equivalente a 32.17 segundos; el Tiempo Promedio de Búsqueda de Abonados sin el 
sistema obtuvo 11.57 segundos y con el sistema implementado fue de 4.40 segundos reduciendo 
en 67.97% (7.17 segundos). Finalmente el tiempo Promedio para Emitir Comprobantes sin el 
sistema fue de 14.63 segundos y con el sistema implementado se obtuvo 5.53 segundos 
reduciendo en 62.20% equivalente a 9.10 segundos. 
 














The present Thesis called "License Plates Recognition System to improve vehicles registration 
in the lodging Suites Recreo - 2019", whose purpose was to optimize the most relevant 
processes of the service of parking that offers the lodging. For this project, it was made an 
experimental - pre-experimental research, which was taken as population and sample the 
vehicles registration process, subscriber search and voucher issuanse, these indicators were 
subjected to statistical tests, which it was obtained a non-normal distribution, the Wilcoxon 
Range test was used for that. The project was based on the XP development methodology using 
the Haar Cascade Classifier algorithm, Tesseract character recognition engine, Opencv, 
EmguCV artificial vision libraries and Aforge.NET, Mysql database management system and 
Visual Studio 2015 development environment. As final result, the average for Vehicle 
Registration time without system was 47.27 seconds and with implemented system was 15.10 
seconds which was reduced 68.06% equivalent to 32.17 seconds; the Average Time for 
Subscriber Search without system was 11.57 seconds and with implemented system was 4.40 
seconds reducing in 67.97% (7.17 seconds). Finally, the average time to voucher issuanse 
without system was 14.63 seconds and with implemented system was 5.53 seconds, reducing 
62.20%, equivalent to 9.10 seconds. 
 





































En los últimos años la necesidad de encontrar un espacio para el resguardo vehicular se ha 
vuelto algo habitual, requerimos estacionamientos para evitar robos o daños a la propiedad; sin 
embargo el tiempo de espera para ingresar a dichos lugares generan más emisión de CO2 
contaminando el medio ambiente (Dándole Inteligencia a la Gestión de Estacionamientos en 
Zonas Públicas a través del Sistema i-PARKING, 2015 pág. 54). Los Sistemas Inteligentes 
basados en Reconocimiento de Placas Vehiculares pueden ser una alternativa para contrarrestar 
este problema, permiten identificar y registrar un vehículo de manera más rápida (Mutua Simon, 
y otros, 2017) también evita la suplantación de abonados, robos de automóviles, fraudes, cobros 
indebidos y proporciona pruebas irrefutables para respaldar argumentos al presentarse alguna 
queja o pérdida de algún comprobante en los estacionamientos. Actualmente el hospedaje 
Suites Recreo no tiene un Sistema que le permita reducir el tiempo de demora para el registro 
de vehículos, todo lo realizan de manera manual, solo tienen cámaras de vigilancia para grabar 
cualquier irregularidad que se presente. A través de una entrevista que se realizó al gerente y al 
trabajador de turno, se identificaron los siguientes problemas: 
 Demoras para registrar vehículos en horas donde hay mucha concurrencia, debido a que 
todo lo registran en reportes físicos, como consecuencia se genera malestar en los 
abonados. 
 Demoras para la búsqueda de abonados, debido a que los datos están aglomerados en 
agendas, esto le ocasiona pérdida de tiempo en la búsqueda de cada abonado.  
 Demoras en la elaboración de comprobantes, esto sucede debido a que los abonados 
están registrados desordenadamente generando retrasos en la entrega de comprobantes. 
Existen investigaciones que demuestran los beneficios del uso de la visión artificial en diversas 
áreas de la ciencia y tecnología, entre los trabajos relacionados más relevantes para la presente 
investigación son las siguientes: 
El “Sistema de Reconocimiento de Patrones en Placas Vehiculares para el Acceso Automático 
de visitas de un edificio” por (Espinoza Vásquez, 2014) de la Pontificia Universidad Católica 
del Perú, propuso en su tesis implementar un método para mejorar el tratamiento y extracción 
de imágenes tomando en cuenta las placas vehiculares peruanas. La mencionada tesis permitió 
brindar información detallada sobre las características de las placas vehiculares del Perú, esto 
permitió realizar los cálculos respectivos para el tratamiento de imágenes en esta investigación. 
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Respecto a las metodologías de desarrollo, (Luján García, 2018) de la Universidad César 
Vallejo en su tesis “Aplicación Móvil Educativa de Realidad Aumentada basada en marcadores 
para mejorar el nivel de aprendizaje del uso de las vocales y los números en niños mayores a 
4 años en la Cuna Jardín “Juana Alarco de Dammert” - Trujillo en el año 2017”, el autor tomó 
como fundamento la metodología XP que le permitió organizar y desarrollar su aplicativo de 
manera incremental enfocado en la enseñanza interactiva a través de la realidad aumentada, 
Dicha tesis sirvió como instrumento de guía para la implementación del proyecto, puesto que 
permitió definir los requerimientos y adaptar ciertos cambios durante la fase de desarrollo. 
En relación con el reconocimiento de placas vehiculares, la Tesis “Desarrollo de una aplicación 
para reconocimiento y extracción de placas de vehículos.” propuesto por (Ordoñez López, 
2016) de la Universidad Técnica Particular de Loja –Ecuador, planteó automatizar tareas de 
identificación de placas vehiculares usando métodos que incrementen sus funcionalidades, 
basándose en librerías de visión artificial Opencv, el algoritmo Clasificador Haar Cascade y un 
módulo OCR. En este caso, dicha tesis permitió integrar las tecnologías propuestas en un solo 
entorno de desarrollo, esto debido a que Opencv ofrece librerías en lenguajes de programación 
C#. Acerca del módulo OCR, este se implementó gracias a las herramientas que ofrece Visual 
Studio. 
Acerca de a la implementación de cámaras web – ip (Aldás Flores, y otros, 2015) En su Tesis 
de nombre “Pizarra Virtual usando Realidad Aumentada para el aprendizaje interactivo en la 
Unidad Educativa “Tirso de Molina”, de la Ciudad de Ambato”, tuvo como finalidad 
complementar la enseñanza de niños y jóvenes en la asignatura de ciencias naturales basado en 
la realidad aumentada. Dicha aplicación fue posible debido a que incorporó una cámara web y 
librerías de visión artificial Opencv, EmguCV y el framework Aforge.Net. Dicha tesis brindó 
información sobre cómo integrar las cámaras web en lenguaje C# y así poder ajustar con los 
métodos de reconocimiento propuestos. 
En el artículo de investigación (Developing Recognition System for New Iraqi License Plate, 
2018), el autor manifiesta sobre la importancia de los algoritmos de reconocimiento, realizó un 
estudio detallado sobre los requerimientos, fases para la implementación de un sistema que 
permita extraer, segmentar y reconocer las placas vehiculares de Irak. Dicho artículo ayudó a 
comprender el funcionamiento y el uso de algoritmos de clasificación necesarios para la 
presente investigación. 
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En base a los antecedentes mencionados, definimos el marco teórico para centrar la 
investigación en un conjunto de conocimientos, y son los siguientes:  
Sistema: Es la agrupación de elementos interconectados que tienen un fin en común, es útil si 
se percibe como un todo.  (Beynon Davies, 2014 pág. 4) 
Reconocimiento: Según la (Real Academia, 2011 pág. 6919) lo define como la percepción de 
algo para dar a conocer sus características e identidad 
Patrones de Reconocimiento: (A Review on Pattern Recognition Using Genetic Algorithms, 
2017) Describe como el proceso para clasificar tipo de objetos, establecer una identidad en los 
datos de entrada ya sea voz, imágenes o texto. Las etapas de reconocimiento de un patrón 
implican, medir, identificar, extraer, definir y comparar atributos de un objeto, los patrones 
pueden ser de carácter estadístico, sintáctico y neuronal. 
Registro: Es la acción de registrar, anotar algo relevante o de interés. (Real Academia, 2011 
pág. 6971) 
¿Qué es ANPR? Según (Friday Chisowa, y otros, 2019 pág. 589) definen a un ANPR 
(Automatic Number Plate Recognition) o Reconocedor Automático de Placas como un sistema 
encargado del procesamiento, extracción e identificación de una placa vehicular a través de 
algoritmos y métodos de tratamiento de imágenes, inicialmente se utilizaban luz infrarroja para 
capturar una imagen; pero gracias a los ANPR no hay necesidad de utilizar hardware adicional. 
¿Cómo funciona un ANPR?  (Mutua Simon, y otros, 2017 pág. 36) La estructura normalmente 
de un ANPR comprende de 2 componentes, una cámara para capturar las imágenes de placas 
vehiculares y el software para la extracción y conversión a caracteres para su reconocimiento. 
Placas vehiculares: Las placas vehiculares o Placa Única Nacional de Rodaje (Perú), viene a 
ser el medio de identificación de un vehículo que le permite notificar, verificar y registrar 
durante su circulación por vía terrestre. (Ministerio de Transportes y Comunicaciones, 2018 
pág. 8). 
¿Qué es un Algoritmo? Según (Ética algorítmica:, 2017) lo define como el procesamiento de 
código de software para un conjunto limitado de instrucciones. (Joyanes Aguilar, 2008) Es 
secuencia de pasos específicos, exactos y finitos para la solución de un problema. 
Visión Artificial: Según (Mitaritonna, y otros, 2017 pág. 227) describe a la Visión Artificial 
como la acción de tomar datos visuales del entorno físico para seleccionar propiedades de 
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interés de manera automática. Para (Cantero Alonso, y otros, 2016 pág. 18) la Visión Artificial 
forma parte de la Inteligencia Artificial capaz de percibir e interpretar imágenes mediante una 
serie de procedimientos dentro del computador y que hace posible emular la visión humana. 
Algoritmos de Visión Artificial (Alonso Hernández, y otros, 2016 pág. 84) Especifica tres 
grupos de algoritmos orientados al procesamiento de imágenes, el primer grupo de algoritmos 
transforman las características geométricas de una imagen basados en la escala, giro, traslado y 
espejo, el segundo grupo están orientados a la segmentación por umbralización método Otsu, 
que se encarga de diferenciar el fondo con el objeto de interés y el tercer grupo referente a la 
traslación de objetos de una posición a otra.  
Fases del proceso de funcionamiento de la Visión Artificial. (Internet de las Cosas y Visión 
Artificial, Funcionamiento y Aplicaciones: Revisión de Literatura, 2017 págs. 249-250) 
Comprende en capturar y digitalizar la imagen, luego su procesamiento (mejorar calidad de la 
imagen), suavizado de imagen (reducción de ruido), conversión a escala de grises, 
transformación morfológica (aislamiento y unión de elementos de imagen) y la detección de 
bordes para la clasificación de imágenes. 
Haar Cascade Clasiffier. Es un método utilizado para la clasificación de objetos, también 
llamado Viola Jones que se usó para la detección de rostros. Se basa en 4 puntos para detectar 
un objeto: característica Haar-like, imagen integral, aprendizaje AdaBoost y clasificador 
Cascada. (Moch Ilham , y otros, 2018 pág. 58). El algoritmo se ha vuelto muy popular en la 
detección de rostros en tiempo real y su enfoque puede ser aplicado para detección de otros 
objetos de manera eficiente, incluyendo vehículos para un sistema de aparcamiento inteligente 
(Ekrem, y otros, 2017 pág. 138). 
¿Qué son librerías de código? Es un conjunto de pequeños programas no ejecutables para el 
desarrollo software, pueden ser usadas para implementar de otros programas. (Pinzón Baldizán 
, 2015),  
¿Qué es OpenCV? Es una librería de visión artificial open source (código abierto) escrita en 
lenguaje C++, multiplataforma y adaptable para otros lenguajes de programación como Java, 
Python, Matlab entre otros. Posee más de 500 funciones para ser utilizados en diversas áreas 
como el sector industrial, seguridad, medicina, robótica entre otros. (Adrian, y otros, 2016 pág. 
8) 
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¿Qué es EmguCV?  (Shin, 2013 pág. 5) Emgu CV es un entorno cruzado desarrollado en .Net 
para librerías de procesamiento de imágenes OpenCV, este wrapper o envoltorio puede llamar 
funciones de OpenCV y ejecutarse en diversas plataformas como Linux, Windows, Mac OS X 
y en móviles como Android. EmguCV tiene dos capas, una capa sirve para asignar las funciones 
que existen en el sistema y la otra contiene las clases en el desarrollo de una aplicación basado 
en NET (Sultoni, y otros, 2018 pág. 4) 
¿Qué son Metodologías de Desarrollo de Software? (Rivas, y otros, 2015 pág. 982) Son el 
resultado del análisis y definición del método apropiado para incrementar un producto, en este 
caso software 
¿Qué son metodologías Ágiles? Para (Laínez Fuentes, 2016 págs. 8 -11) las metodologías ágiles 
se basan mayormente en experiencias y cambios frecuentes durante el desarrollo de software, 
se le da más importancia las funcionalidades que a la documentación extensa. Entre las más 
conocidas tenemos Extreme Programming (XP) que aborda pequeños y medianos proyectos 
donde la participación del cliente con el equipo de desarrollo es mucho más relevante y 
SCRUM, que guarda relación con XP pero está más enfocado en la gestión de proyectos.   
Metodología XP (Molina Montero, y otros, 2018 págs. 117 - 118) Definen a la metodología XP 
(Extreme Programming) como una colección de historias de usuario donde especifican los 
requisitos para el desarrollo de las funcionalidades del sistema así como sus características. Una 
de sus particularidades es la iteración entre el cliente y el desarrollador, el cual se muestra un 
avance del producto con su funcionalidad terminada. También se coordina las fechas de entrega 
y cambios debidamente aprobado por el cliente. 
¿Cuáles son las Fases de la Metodología XP? Según (Faiza Anwer, y otros, 2017 págs. 1-3) La 
Metodología XP consta de 6 fases; la fase de Exploración; donde abarcan los historiales de 
usuario para los requerimientos del software,  la fase de Planificación de la Entrega (Release); 
donde se establecen acuerdos sobre el cronograma de entregas, la fase de Iteraciones; es donde 
se realiza un plan de actividades entre los desarrolladores para implementar el software,  la fase 
Producción; es iterativa e incremental debido a que se cada componente se desarrolla 
cumpliendo con los requerimientos y las pruebas correspondientes, la fase Mantenimiento; es 
donde se desarrollan nuevas iteraciones mientras la primera versión se encuentra en ejecución 
y finalmente la fase de Muerte del Proyecto cuando el software cumple con las expectativas y 
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el cliente no tiene más historias para ser incluidas o bien no hay presupuesto para agregar nuevas 
funcionalidades al software. 
Lenguaje C#.  Según (Al-Bastami , y otros, 2017) el lenguaje C# está enfocado a la 
programación orientada a objetos, es un lenguaje de alto nivel como C++, Java, Visual Basic y 
Delphi. Fue diseñado y desarrollado por Microsoft, su funcionalidad depende de los entornos 
basados en .NET como escritorio, web y móviles. 
¿Qué es Framework? (Lafosse, 2010 págs. 11-12) Define como la agrupación de bibliotecas, 
instrumentos y procedimientos que contribuye con el desarrollo de aplicaciones. Está 
compuesto por componentes que interactúan entre ellos. Un Framework permite reutilizar, 
optimizar y estandarizar código que beneficia a los equipos de desarrollo y proyectos a gran 
escala. Es un esquema amplio donde describe los componentes e iteraciones de un software. 
(Framework Multipropósito de Realidad Aumentada y de Visión Artificial, 2017 pág. 225) 
¿Qué es Aforge.Net? Para (Monitoreo de control Acteck AGJ-3350 utilizando C# WinForms y 
Windows, 2017 pág. 3) Aforge.Net es un Framework de código abierto basado en lenguaje C# 
y dirigido para desarrolladores e investigadores que se desempeñan en diversas áreas como 
visión artificial, inteligencia artificial, redes neuronales, algoritmos genéticos, robótica entre 
otras.  
Tesseract OCR: Tesseract fue desarrollado por la empresa HP entre los años 1984 y 1994, es 
un motor OCR (Reconocedor Óptico de Caracteres) de código abierto que empezó como un 
pequeño proyecto y fue lanzado en el año 2005 por Google. Su funcionamiento se basa en la 
conversión de imágenes a valores binarios, luego el análisis de blobs (objetos binarios grandes) 
que están conectados, para después dividir y extraer para el reconocimiento de palabas. 
Finalmente define el tamaño del carácter eliminando el ruido de la imagen. (Review on 
Tesseract OCR Engine and Performance, 2017 pág. 1) 
¿Qué es una Base de Datos?  Para (Capacho Portilla, y otros, 2017 pág. 18), es la agrupación 
ordenada de datos que contienen el diseño lógico de entidades, instancias y características 
debidamente interrelacionadas con la finalidad de ser utilizados por sus usuarios y cubriendo 
las necesidades de una organización. 
¿Qué es un Sistema de Gestión de Base de Datos? Es un enlace de comunicación entre los 
usuarios y el computador; está basado parte software y parte hardware; la parte lógica (software) 
permite la creación, edición y control al acceso de la base de datos. La parte física (hardware) 
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cumple el rol de contener los datos. (Capacho Portilla, y otros, 2017 págs. 21 - 22). Es una 
interfaz que comunica al usuario, la base de datos y sus aplicaciones; permite acceder, controlar, 
restringir, crear y almacenar una base de datos. (Zea Ordoñez, y otros, 2015 pág. 26)  
Mysql: Según (Thibaud, 2006 pág. 6 ) Mysql es un Sistema Open Source más exitoso enfocado 
a la gestión de base de datos, gracias a la capacidad de adaptación en diversas tecnologías así 
como sus características como la robustez, rapidez y sencillez de uso. 
MariaDB: Para (Kenler, y otros, 2015 pág. 1) MariaDB es una bifurcación de Mysql lanzado 
por GNU (General Public License), permite a los usuarios crear y gestionar base de datos 
relacionales a través de sentencias SQL, tiene facilidad de integrar todo tipo de aplicaciones 
incluyendo web. 
Patrón N- Capas: Permite visualizar la arquitectura lógica de un sistema en subcomponentes y 
servicios debidamente relacionados. Cada componente o capa tiene una determinada función y 
su importancia está basada en el comportamiento del negocio, dichas capas están representadas 
en la Capa de Presentación (encargada de mostrar los datos al usuario),  Capa de Servicios 
Distribuidos (Proveedor de servicios Web), Capa de Aplicación (coordina con el flujo de datos), 
Capa de Dominio (que posee las reglas del negocio) y la Capa Persistencia (que proporciona 
los datos a las capas superiores) (El patrón de arquitectura n-capas con orientación al dominio 
como solución en el diseño de aplicaciones empresariales., 2013 págs. 61-62) 
Luego de enunciar información útil para el desarrollo del proyecto, nace la formulación del 
problema: ¿De qué manera, un Sistema de Reconocimiento de Placas Vehiculares influye en el 
registro de vehículos en el Hospedaje Suites Recreo? 
 
Justificación del estudio 
Tecnológica: Se usó nuevas tecnologías basadas en visión artificial con la finalidad de ser una 
alternativa para el procesamiento de datos en un estacionamiento. 
Operacional: El Sistema contribuyó en la mejora del proceso de registro vehicular, redujo 
contratiempos y aumentó la productividad del negocio. 
Social: El sistema brinda un servicio más rápido y eficiente al cliente; aumentando su nivel de 
satisfacción; también mejoró el rendimiento de sus usuarios. 
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Económica: El costo para la implementación del sistema fue mínimo, puesto que el proyecto se 
basó en tecnologías open source y una cámara web o ip. Generará mayores ingresos a largo 
plazo. 
Como objetivo general se ha considerado mejorar el registro de vehículos en el hospedaje Suites 
Recreo mediante la implementación de un sistema de reconocimiento de placas vehiculares y 
como objetivos específicos comprende: reducir el tiempo de registro de vehículos, reducir el 
tiempo de búsqueda de abonados y reducir el tiempo de elaboración de comprobantes. 
En base a lo explicado anteriormente se tiene como hipótesis: La implementación de un Sistema 
de Reconocimiento de Placas Vehiculares influyó significativamente el registro de vehículos 








































2.1. Tipo y diseño de investigación 
 
        Tipo de estudio: 
 Aplicada: Se emplearon los conocimientos adquiridos por el investigador para 
identificar y analizar el origen de la problemática. Posteriormente convertirlos en 
conocimientos prácticos para la solución de problemas 
 
 Explicativa: Se buscó conocer y explicar los factores que causa el fenómeno, 
identificar en qué condiciones ocurren dichos sucesos. 
 
Diseño de investigación: Experimental - pre experimental, que sirve para medir el nivel de 
cambio que sufren las variables antes y después de realizar la intervención (pre-test y post-
test) 
Ilustración 1. Diseño de Investigación 
 
                                     Fuente 2.1: Diseño de Investigación 
Elaboración: Propia 
 
Dónde: G: Grupo Experimental. 
O1 es el Registro de vehículos en el Hospedaje “Suites Recreo” (antes de implementar el 
Sistema de Reconocimiento de Placas Vehiculares).  
X: Sistema de Reconocimiento de Placas Vehiculares.  
O2: es el Registro de vehículos en el Hospedaje “Suites Recreo” (después de implementar el 
Sistema de Reconocimiento de Placas Vehiculares).  
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2.2. Operacionalización de variables 
 
Tabla 1. Operacionalización de variables 






Es la acción de anotar 
uno o varios objetos, 
en este caso vehículos 
(Real Academia, 
2011) 
Se registraron los 
procesos que realiza el 
servicio de parqueo el 
cual permitió obtener 
mayor información 
acerca del tiempo de 
registro y elaboración de 
comprobantes 
Operatividad 
Tiempo promedio registro de vehículos 
 Razón 
Tiempo promedio de búsqueda de 
abonados 












identificación de una 
placa vehicular a 




Chisowa, y otros, 
2019) 
El Sistema permitió 
mejorar el registro de 
vehículos a través del 
reconocimiento de placas 
vehiculares basadas en 





     Razón 






2.3. Población y muestra 
 
Para este estudio se tomó como población los vehículos y abonados que solicitan servicio 
de parqueo por horas, dichas variables fueron necesarios para las evaluar los indicadores 
correspondientes para esta investigación.  
 







n = variable que representa la muestra 
N = variable que representa la población 
e = indicador de error máximo permitido (0.05) 
Z = valor según la tabla - 95% (1.96)  
P = indicador de éxito (valor 𝑝 = 0.5) 




Indicador 1: Tiempo promedio de registro vehicular 
 
Tabla 2. Muestra primer indicador 












1.962 ∗ 0.5 ∗ 0.5 ∗ 70
(70 − 1) ∗ 0.052 + (1.962 ∗ 0.5 ∗ 0.5)
 
                                                                   













Indicador 2: Tiempo Promedio de Búsqueda de Abonados 


















1.962 ∗ 0.5 ∗ 0.5 ∗ 32
(32 − 1) ∗ 0.052 + (1.962 ∗ 0.5 ∗ 0.5)
 
 





Fuente 2.3 Población y muestra 
Elaboración. Propia. 
 
Indicador 3: Tiempo Promedio para Emitir Comprobantes 
















       45 
                                                                                    
𝑛 =
1.962 ∗ 0.5 ∗ 0.5 ∗ 45
(45 − 1) ∗ 0.052 + (1.962 ∗ 0.5 ∗ 0.5)
 
 





Fuente 2.3 Población y muestra 
Elaboración. Propia. 
 
Criterios de inclusión: 
- Todos los vehículos con placa vehicular de nacionalidad peruana. 
 
Criterios de exclusión: 
- Las motocicletas. 
- Placas vehiculares antiguas de nacionalidad peruana (año 1976 – 1995). 
- Placas vehiculares extranjeras.  
- El servicio de parqueo medio tiempo y tiempo completo 
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2.4. Técnicas e instrumentos de recolección de datos, validez y confiabilidad 
 
                Para la obtención de datos se empleó la técnica de observación, como instrumentos se utilizó un 
cronómetro y fichas para la recolección de resultados, esto debido a que los indicadores 
propuestos se midieron en base al tiempo. (Ver anexo 2).  
 
Opinión del experto 
Se consideró la opinión de expertos para la validar los instrumentos que se aplicaron en la 
presente investigación, luego se verificaron si los datos registrados son consistentes para 
realizar las pruebas de normalidad. 
 
2.5. Procedimiento:  
.  
Se emplearon fichas de registro debidamente ordenadas, las cuales permitieron recolectar datos 
necesarios para los indicadores propuestos, luego se empleó un cronómetro para evaluar los 
tiempos de registro de vehículos (antes y después de implementar el sistema propuesto). Se 
delimitó un grupo de estudio para realizar las pruebas estadísticas en 2 escenarios distintos y 
así corroborar con la hipótesis propuesta.  
Debido al corto plazo para implementar el sistema, se decidió aplicar metodologías ágiles de 
desarrollo; en este caso la metodología XP en donde se especificaron los requerimientos 
mediante historiales (Fase exploración), establecer un orden de prioridad para la ejecución de 
tareas (Fase Planificación), diseñar e implementar la arquitectura de software y realizar las 
pruebas correspondientes para cumplir con las expectativas del usuario (Fase Iteraciones)  
 
2.6. Métodos de análisis de datos 
 
Definición de Variables:  
𝐩𝐦 = Proceso de registro manual 






  Hipótesis Ho:   𝐇𝐨 = 𝐏𝐦 − 𝐏𝐩 ≤ 𝟎 
  (El proceso de registro manual es mejor al sistema de reconocimiento propuesto) 
  Hipótesis Ha:   𝐇𝐚 = 𝐏𝐦 − 𝐏𝐩 > 𝟎 
                (El sistema de reconocimiento propuesto es mejor que el proceso de registro 
  manual) 
 
Nivel de Significancia (α)     α = 5%;   confiabilidad = 1 – α;   confiabilidad =0.95. 
 
Prueba Estadística de Normalidad 
 Para n<=30: Distribución T-Student o n > 30: Distribución Z.  
 No Paramétrica 
 Prueba de rangos con signo de Wilcoxon. Se utiliza como alternativa a la prueba 
T siempre y cuando los datos no siguen una distribución normal (no paramétricas), 
se basa en el cálculo y asignación de rangos a las diferencias (Métodos No-
Paramétricos de Uso Común, 2012 pág. 144) 
Reglas de decisión 
   Si 𝑍𝑐 ≤ 1,64 entonces no se rechaza Ho. 
                                   Si 𝑍𝑐 > 1,64 entonces se rechaza Ho. 
 
2.7. Aspectos éticos 
 
El presente trabajo contó con documentación auténtica, su contenido se centró en 
investigaciones debidamente citadas acatando las normas que establece la universidad 
para su desarrollo.  El manejo de información fue de carácter confidencial y coordinado 
con la empresa con la finalidad de no exponer datos de sus clientes.  
 
Finalmente los resultados obtenidos fueron debidamente aprobados por expertos que 

































Flujo de Caja y Rentabilidad 
Tabla 5. Flujo de Caja 
 PERIODO 
INGRESOS 
Año 0 Año 1 Año 2 Año 3 
0.00 4,740.00 5,615.00 6,240.00 
Ahorro en Horas de Trabajo   3,240.00 3,240.00 3,240.00 
Ingresos Proyectados   1,500.00 2,375.00 3,000.00 
EGRESOS 8,370.60 130.00 130.00 130.00 
Costo de Inversión y 
Desarrollo 8,370.60       
Hardware 475.00       
Software 2,267.00       
Materiales 19.00       
Recursos Humanos 5,160.00       
Varios 449.60       
Costos de Operación   130.00 130.00 130.00 
Mantenimiento   35.00 35.00 35.00 
Depreciación   95.00 95.00 95.00 
Flujo de Caja del Proyecto -8,370.60 4,610.00 5,485.00 6,110.00 
 




Observando los resultados de la tabla, en el año 0 (flujo caja) tuvo una pérdida de –s/. 
8,370.60, sin embargo la inversión se recuperará en los años siguientes (flujo de caja); 
refleja una ganancia anual de s/3,240.00 (ahorro horas de trabajo) y aumentando su 







Tabla 6. Rentabilidad 
Criterio Resultados Interpretación 
VAN (Valor Anual 
Neto) 
3.723.05 El resultado obtenido es s/. 3.723.05 y de acuerdo al VAN 
>0; significa que es rentable llevar a cabo el proyecto. 
B/C (Relación Costo – 
Beneficio) 
1.55 El beneficio generado será de s/.0.55 por cada nuevo sol 
que se invierte. 
TIR (Tasa Interna de 
Retorno) 
39% Según el resultado, el TIR (39%) es mayor que la TMAR 
(15%) y por esa razón resulta más rentable ejecutar el 




1.82 El resultado (1.82) señala que la inversión retornará en: 
 1 año  
0.82 *12 = 9.84, es decir  9 meses 
0.84 * 30= 25.2, es decir 25 días 





3.2. Indicador I: Tiempo Promedio Registro de Vehículos  
A).Definición de Variables 
𝐓𝐏𝐑𝐕𝑨 = Tiempo promedio registro de vehículos antes de implementar el Sistema  
𝐓𝐏𝐑𝐕𝑫 = Tiempo promedio registro de vehículos después de implementar el 
  Sistema  
 
B). Hipótesis estadística 
Hipótesis nula (Ho): Tiempo promedio registro de vehículos antes de implementar 
el Sistema es menor o igual que Tiempo promedio registro de vehículos después de 
implementar el Sistema. 
𝐇𝐨 = 𝐓𝐏𝐑𝐕𝑨 − 𝐓𝐏𝐑𝐕𝑫  ≤ 𝟎 
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Hipótesis Alterna (Ha): El Tiempo promedio registro de vehículos antes de 
implementar el Sistema es mayor que el Tiempo promedio registro de vehículos 
después de la implementar el Sistema. 
𝐇𝐚 = 𝐓𝐏𝐑𝐕𝑨 − 𝐓𝐏𝐑𝐕𝑫  > 𝟎 
 
C). Nivel de Significancia  
Se determinó α=5% para realizar la prueba de hipótesis. De esa manera, el nivel de 
confianza (1 − 𝛼 = 0.95) corresponderá en un 95%.  
 
D). Prueba Estadística de Normalidad 
Debido a que n≥35 (59 registros de vehículos semanales), se aplicó la prueba de 
normalidad de Kolmorogrov- Smirnov a través del software IBM SPSS v21 
Pruebas de normalidad 
 Kolmogorov-Smirnova Shapiro-Wilk 
Estadístico gl Sig. Estadístico gl Sig. 
Tiempo promedio para el 
registro de vehículos antes 
,214 59 ,000 ,887 59 ,000 
Tiempo promedio para el 
registro de vehículos 
después 
,431 59 ,000 ,589 59 ,000 
Diferencia ,208 59 ,000 ,911 59 ,000 
a. Corrección de la significación de Lilliefors 
 
 
Estadígrafo de Contraste 
Como podemos observar en la tabla el nivel de significancia p = 0.000 <0.05, por lo tanto no 
tiene una distribución normal. Para este caso no se puede aplicar una prueba estadística 






Selección de prueba estadística. 
Rangos de Wilcoxon 
Rangos 
 N Rango promedio Suma de 
rangos 
Tiempo promedio para el registro de vehículos 
después - Tiempo promedio para el registro 
de vehículos antes 
Rangos negativos 59a 30,00 1770,00 
Rangos positivos 0b ,00 ,00 
Empates 0c   
Total 59   
a. Tiempo promedio para el registro de vehículos después < Tiempo promedio para el registro de vehículos antes 
b. Tiempo promedio para el registro de vehículos después > Tiempo promedio para el registro de vehículos antes 
c. Tiempo promedio para el registro de vehículos después = Tiempo promedio para el registro de vehículos antes 
 
  
Estadísticos de contrastea 
 Tiempo promedio para el registro de vehículos después - 
Tiempo promedio para el registro de vehículos antes 
Z -6,738b 
Sig. asintót. (bilateral) ,000 
a. Prueba de los rangos con signo de Wilcoxon 
b. Basado en los rangos positivos. 
 
 
E). Regla de decisión  
 Si (𝑍𝑐 > -1.64) reemplazando Z = -6,738 > -1.64   y   P-Valor = 0,000 (P-Valor<0.05) 





Ilustración 2. Región de rechazo indicador I 
 
Fuente 3.2: Indicador I- Tiempo Promedio Registro de Vehículos 
Elaboración: Propia 
 
Resultados de la Hipótesis Estadística Indicador I. 
Tabla 7. Resumen recolección de datos – Indicador I 
 𝐓𝐏𝐑𝐕𝑨  𝐓𝐏𝐑𝐕𝑫 Reducción TPRV 
Tiempo Porcentaje Tiempo Porcentaje Tiempo Porcentaje 
47.27 100 % 15.10 31.94 % 32.17 68.06 % 
Fuente 3.2. Resumen recolección de datos – Indicador I 
Elaboración propia 
 
Observando los resultados de la Tabla N° 13, el Tiempo Promedio Registro de Vehículos antes 
de implementar el Sistema (TPRV𝐴) fue 47.27 segundos, mientras que el Tiempo Promedio de 
Registro de Vehículos después de implementar el Sistema (TPRV𝐷) fue 15.10 segundos, 






3.3. Indicador II: Tiempo Promedio Búsqueda Abonado 
 
A). Definición de Variables 
  𝐓𝐏𝐁𝐀𝑨 = Tiempo Promedio Búsqueda Abonado antes de implementar el  
         Sistema. 
  𝐓𝐏𝐁𝐀𝑫 = Tiempo Promedio Búsqueda Abonado después de implementar  
                   Sistema. 
 
 B). Hipótesis Estadística 
  Hipótesis nula (Ho): Tiempo Promedio Búsqueda Abonado antes de    
  implementar Sistema es   menor o igual que el Tiempo Promedio Búsqueda  
  Abonado después de implementar el Sistema 
𝐇𝐨 = 𝐓𝐏𝐁𝐀𝑨  − 𝐓𝐏𝐁𝐀𝑫 ≤ 𝟎 
  Hipótesis Alterna (Ha): Tiempo Promedio Búsqueda Abonado antes de   
  implementar el Sistema es mayor que el Tiempo Promedio Búsqueda Abonado 
  después de implementar el Sistema. 
𝐇𝐚 = 𝐓𝐏𝐁𝐀𝑨 − 𝐓𝐏𝐁𝐀𝑫 > 𝟎 
 
C).Nivel de Significancia  
  𝛼 =0.05 (5%) nivel de confianza =95% 
 
D).Prueba Estadística de Normalidad 
 Como la muestra es de 30 búsquedas semanales correspondiente a los abonados, se 






Pruebas de normalidad 
 Kolmogorov-Smirnova Shapiro-Wilk 
Estadístico gl Sig. Estadístico gl Sig. 
Tiempo Promedio 
Búsqueda Abonado antes 




,389 30 ,000 ,624 30 ,000 
Diferencia ,179 30 ,016 ,916 30 ,022 
a. Corrección de la significación de Lilliefors 
 
Estadígrafo de Contraste 
Como resultado se obtuvo p= 0.02 < 0.05, entonces no tiene una distribución normal como el 
caso anterior. 
 
Selección de prueba estadística. 
Rangos de Wilcoxon 
Rangos 




Tiempo Promedio Búsqueda 
Abonado después - Tiempo 
Promedio Búsqueda 
Abonado antes 
Rangos negativos 30a 15,50 465,00 
Rangos positivos 0b ,00 ,00 
Empates 0c   
Total 30   
a. Tiempo Promedio Búsqueda Abonado después < Tiempo Promedio Búsqueda Abonado antes 
b. Tiempo Promedio Búsqueda Abonado después > Tiempo Promedio Búsqueda Abonado antes 
c. Tiempo Promedio Búsqueda Abonado después = Tiempo Promedio Búsqueda Abonado antes 
 
 
Estadísticos de contrastea 
 Tiempo Promedio Búsqueda Abonado después - 
Tiempo Promedio Búsqueda Abonado antes 
Z -4,824b 
Sig. asintót. (bilateral) ,000 
a. Prueba de los rangos con signo de Wilcoxon 




D). Regla de decisión  
Resultado Z = - 4,824 entonces (𝑍𝑐 > -1,64); Z = - 4,824 > -1,64 y P-Valor =0,000 (P-
Valor<0.05), por consiguiente “se rechaza la hipótesis nula (Ho)” y aceptamos la 
hipótesis alternativa (Ha) 
 
Ilustración 3. Región de rechazo indicador II 
 
Fuente 3.3: Indicador II-Tiempo Promedio Búsqueda Abonado 
Elaboración: Propia 
 
Resultados de la Hipótesis Estadística Indicador II 
Tabla 8. Resumen recolección de datos – Indicador II 
 𝐓𝐏𝐁𝐀𝑨  𝐓𝐏𝐁𝐀𝑫 Reducción TPBA 
Tiempo Porcentaje Tiempo Porcentaje Tiempo Porcentaje 
11.57 100 % 4.40 38.03 % 7.17 61.97 % 






Observando los resultados en la tabla, el Tiempo Promedio Búsqueda Abonado antes de 
implementar el Sistema (TPBA𝐴) fue 11.57 segundos y el Tiempo Promedio Búsqueda 
Abonado después de implementar el Sistema (TPBA𝐷) fue de 4.40 segundos logrando reducir 
7.17 segundos del Tiempo Promedio Búsqueda Abonado (TPBA). 
 
 
3.4. Indicador III: Tiempo Promedio para Emitir Comprobantes 
 
A). Definición de Variables  
  𝐓𝐏𝐄𝐂𝑨 = Tiempo Promedio para Emitir Comprobantes antes de implementar el                          
                  Sistema. 
  𝐓𝐏𝐄𝐂𝑫 = Tiempo Promedio para Emitir Comprobantes vehículos después de  
                            implementar el Sistema. 
 
B). Hipótesis Estadística 
 Hipótesis nula (Ho): El tiempo promedio para emitir comprobantes antes de 
 implementar el Sistema es menor o igual que el Tiempo Promedio para emitir 
 comprobantes después de implementar el Sistema. 
𝐇𝐨 = 𝐓𝐏𝐄𝐂𝑨 − 𝐓𝐏𝐄𝐂𝑫  ≤ 𝟎 
 Hipótesis Alterna (Ha): El tiempo promedio para emitir comprobantes antes de  
 implementar el Sistema es mayor que el Tiempo Promedio para emitir comprobantes 
 después de implementar el Sistema. 
𝐇𝐚 = 𝐓𝐏𝐄𝐂𝑨 − 𝐓𝐏𝐄𝐂𝑫  > 𝟎 
C). Nivel de Significancia  





D). Prueba Estadística de Normalidad 
De igual manera como el indicador anterior, (n >35) referente a registros para emitir 
comprobantes por semana, se tomó en cuenta Kolmorogrov- Smirnov para las pruebas 
de normalidad en el programa IBM SPSS v21. 
Pruebas de normalidad 
 Kolmogorov-Smirnova Shapiro-Wilk 
Estadístico gl Sig. Estadístico gl Sig. 
Tiempo Promedio Emitir 
Comprobante Antes 
,219 40 ,000 ,901 40 ,002 
Tiempo Promedio Emitir 
Comprobante Después 
,250 40 ,000 ,871 40 ,000 
Diferencia ,194 40 ,001 ,857 40 ,000 
a. Corrección de la significación de Lilliefors 
 
Estadígrafo de Contraste 
Observando la tabla de resultados, notamos que la diferencia es 0.001, o sea la p < 0.05, por lo 
tanto no tiene distribución normal.   
 
Selección de prueba estadística. 
Rangos de Wilcoxon 
Rangos 
 N Rango promedio Suma de 
rangos 
Tiempo Promedio Emitir Comprobante 
Después - Tiempo Promedio Emitir 
Comprobante Antes 
Rangos negativos 40a 20,50 820,00 
Rangos positivos 0b ,00 ,00 
Empates 0c   
Total 40   
a. Tiempo Promedio Emitir Comprobante Después < Tiempo Promedio Emitir Comprobante Antes 
b. Tiempo Promedio Emitir Comprobante Después > Tiempo Promedio Emitir Comprobante Antes 








Estadísticos de contrastea 
 Tiempo Promedio Emitir Comprobante Después - Tiempo 
Promedio Emitir Comprobante Antes 
Z -5,576b 
Sig. asintót. (bilateral) ,000 
a. Prueba de los rangos con signo de Wilcoxon 
b. Basado en los rangos positivos. 
 
 
E). Regla de decisión  
Según el resultado obtenido Z=-5,576 (𝑍𝑐 > -1,64); y P-Valor =0.000 < 0.05 significa 
que se rechaza la hipótesis nula (Ho) y se acepta la hipótesis alternativa (Ha) 
 
Ilustración 4. Región de rechazo indicador III 
 









Resultados de la Hipótesis Estadística Indicador III. 
Tabla 9. Resumen recolección de datos – Indicador III 
 𝐓𝐏𝐄𝐂𝑨  𝐓𝐏𝐄𝐂𝑫 Reducción TPEC 
Tiempo Porcentaje Tiempo Porcentaje Tiempo Porcentaje 
14.63 100 % 5.53 37.80 % 9.10 62.20 % 
Fuente 3.4. Resumen recolección de datos – Indicador III 
Elaboración propia 
 
Verificando los resultados de la tabla, el Tiempo Promedio Emitir Comprobantes (TPEC) 
notamos una reducción de 9.10 segundos. Esto se debe a que el Tiempo Promedio para Emitir 
Comprobantes antes de implementar el Sistema (TPEC𝐴) fue 14.63 segundos y el Tiempo 





































La Visión Artificial ha evolucionado a través de los años, actualmente las posibilidades de 
utilizar la visión artificial para brindar soluciones en el mundo real son inmensas. Para el caso 
de servicio de parqueo, su aporte beneficia al cuidado del medio ambiente, al desarrollo urbano 
y a la seguridad de sus clientes. 
 El Sistema de Reconocimiento de Placas Vehiculares tiene como finalidad mejorar el servicio 
al cliente y aumentar la sensación de seguridad en el establecimiento. Su desarrollo se basó en 
la metodología XP de manera que se tomaron en cuenta los siguientes requerimientos: Menú 
Principal, Ingreso Al Sistema, Registrar Placa Vehicular, Emitir Ticket, Generar Boleta y Listar 
Abonados (Anexo N°14). La arquitectura del Sistema está basado en N- Capas para obtener un 
producto altamente mantenible que sea capaz de adaptarse a futuros cambios (escalabilidad) 
(Anexo N° 15) 
(Espinoza Vásquez, 2014) En su tesis implementó el método Hough para la búsqueda de placas 
vehiculares (en fotografías), en cambio el sistema propuesto se basó en fotogramas por segundo 
(fps) de una webcam utilizando el algoritmo clasificador Haar Cascade, métodos de extracción 
y segmentación el cual se logró obtener mejores resultados (Anexo N°16) 
Respecto al método científico se recolectaron los datos necesarios para cada indicador, luego 
se estimuló las variables con el sistema propuesto para obtener los resultados (Pre-test y Post-
test); cabe recalcar que las pruebas de normalidad realizadas, tuvieron como resultado una 
“distribución no normal” en los tres indicadores de la investigación, esto quiere decir que 
hubieron patrones que influyeron en el comportamiento de las variables. Finalmente se 
realizaron las pruebas estadísticas para cada indicador donde se obtuvieron los siguientes 
hallazgos 
Indicador I, tiempo Promedio de registro de Vehículos: Para los resultados del indicador I- 
tiempo promedio de registro de vehículos, se tomó 59 vehículos para el proceso de registro (de 
manera manual y por el sistema propuesto) con la finalidad de anotar los tiempos empleando 
un cronómetro. Se observó una diferencia notable entre el pre-test (47.27 segundos) y post-test 
(15.10 segundos) el cual demuestra que la aplicación planteada reduce 32.17 segundos para el 





Indicador II, tiempo Promedio de Búsqueda de Abonados: Se tomó el tiempo en que tarda 
el encargado para realizar búsquedas en las agendas anotadas, se tomó como base 30 procesos 
de búsquedas en determinadas horas, luego se realizaron las observaciones correspondientes 
antes y después de implementar el sistema para contrastar las hipótesis según los resultados 
obtenidos. Los hallazgos para el tiempo promedio de búsqueda de abonados sin el sistema fue 
de 11.57, mientras que con el sistema implementado fue de 4.40 segundos que representa un 
38.03% el cual existe una diferencia de 7.17 segundos (67.97%).  
Indicador III, tiempo Promedio para Emitir Comprobantes: En cuanto al tiempo Promedio 
para Emitir Comprobantes se tomó como base 40 ejecuciones para generar comprobantes, el 
proceso generado de manera manual tuvo un tiempo de tardanza de 14.63 segundos (pre-test), 
mientras la prueba con el sistema propuesto (post-test) se obtuvo como resultado 5.53 segundos, 
equivalente a un 37.80%. Luego se determinó la diferencia de ambos con 9.10 segundos 
(62.20%), dichas pruebas demostraron que el proceso manual para emitir comprobantes demora 
más tiempo que el sistema propuesto para el indicador III.  
Los beneficios del proyecto se demostraron mediante indicadores financieros como VAN, TIR, 
Costo/Beneficio para determinar si es viable o no su ejecución. 
Valor Neto Actual (VAN), permite visualizar el futuro de la inversión mediante cálculos del 
valor presente y flujos de caja en periodos de tiempo, para el desarrollo del presente proyecto 
el resultado generado (s/. 3129.64) demostró que si es factible. 
En el caso de la tasa interna de retorno (TIR), permitió conocer si se acepta o se rechaza el 
proyecto y según el resultado obtenido mediante los cálculos correspondientes, se obtuvo un 
39% superando a la tasa que ofrece el banco (15%) para invertir y generar ganancias. 
Según el resultado obtenido en el análisis costo beneficio, el proyecto genera una ganancia de 
s/.0.55 por cada s/. 1.00 que se invierte. 
Se asumió que la ejecución del proyecto tiene más beneficios que invertir en el banco. El monto 




































Después de analizar y argumentar los resultados obtenidos, se determina lo siguiente: 
• El tiempo promedio de registro de vehículos se redujo en 68.06%, (32.17 
 segundos), dicho resultado demuestra que el sistema propuesto mejoró el proceso de 
 registro de vehículos en el hospedaje. 
 
• Debido a los contratiempos que se generaban durante el proceso de búsqueda en agendas 
 físicas, el tiempo promedio de búsquedas de abonados se redujo en 67.97% (7.17 
 segundos) con el sistema propuesto. 
 
• El tiempo en que demora elaborar comprobantes físicos fue de 14.63 segundos y se 
 redujo a 9.10 segundos (62.20%). 
 
• Se determinó la viabilidad del proyecto según los resultados obtenidos: 
VAN s/. 3129.64, significa que la ejecución del proyecto es rentable. 
 
B/C (1.55) indica que la ganancia es de 0.55 por cada nuevo sol invertido. 
 
TIR (39 %) demuestra que la tasa de retorno es mayor al TMAR (15%) que ofrece el 
 banco para invertir. 
 
TRC (1.86), lo cual significa que el capital invertido retornará en  1 año, 9 meses y 25 
días. 
 
• Finalmente el sistema de reconocimiento de placas vehiculares automatizó y mejoró                                                                                                                                          
 considerablemente el  proceso de registro en el estacionamiento del hospedaje, 































Durante la fase de desarrollo de la presente investigación se obtuvieron los resultados 
esperados, sin embargo también surgieron inconvenientes para el avance del prototipo. Estas 
situaciones pueden corregirse debido a nuevas investigaciones y propuestas que ayuden a 
mejorar del sistema. A continuación se consideraron varios aspectos para el buen desempeño 
del sistema basado en visión artificial: 
 AForge.Net ofrece herramientas necesarias para el desarrollo de aplicaciones basadas 
en visión artificial, sus librerías son eficientes y sencillas de implementar. Se 
recomienda a todo investigador optar por esta alternativa para el acceso a datos de video 
(cámaras ip –web). 
 
 El motor OCR Tesseract aún presenta dificultades debido a que está en proceso de 
evolución, se recomienda al investigador actualizar la última versión para un mejor 
reconocimiento de caracteres. 
 
 OpenCV posee más de 500 librerías que se actualizan cada cierto periodo de tiempo, es 
adaptable a varios entornos y permite innovar constantemente. Se recomienda al 
investigador mantenerse informado de las últimas actualizaciones antes de ejecutar la 
fase de desarrollo. 
 
 Para el algoritmo Clasificador Haar Cascade, se recomienda al investigador tener como 
mínimo 50 imágenes positivas y 100 imágenes negativas de buena resolución para su 
entrenamiento, cabe recalcar que mientras más imágenes se entrenen mayor precisión 
se obtendrá para el reconocimiento de patrones. 
 
 Para un buen desempeño del sistema de reconocimiento se recomienda al investigador 
implementar hilos para ejecutar múltiples procesos a la vez, permitirá procesar las 
imágenes capturadas y obtener resultados en tiempo real. 
 
 Debido a que la población de vehículos y la emisión de CO2 va en aumento, se sugiere 
a todo investigador promover el desarrollo de sistemas inteligentes basados en visión 
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ANEXO N°1: Estudio de Factibilidad  
Estructura de Costos 
A. Costos de Inversión 
 Hardware 












 Recursos Humanos 








Figura 5: Costos de Inversión - Varios 
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B. Costos de Operación 
No es necesario contratar personal debido a que los usuarios del 
sistema serán los mismos trabajadores. 
 
 
 Costos de Mantenimiento 
Figura 6: Costos de Inversión – Costos de Mantenimiento 
 
 
 Costos de Depreciación  














Beneficios del Proyecto 
A. Proyección de Beneficios Tangibles 
 Tiempo de Ahorro en Horas de Trabajo Mensual 
 




 Ingresos Proyectados 
Figura 9: Ingresos Proyectados 
 
 
B. Beneficios Intangibles 
 Ofrecer una mejor experiencia al cliente. 
 Optimizar procesos de la empresa. 





Análisis de Rentabilidad 
A. VAN (Valor Anual Neto) 
Criterio de Evaluación: 
 Si VAN<0 entonces los costos superan a los beneficios, no es 
conveniente realizar el proyecto. 
 Si VAN > 0 entonces la ejecución del proyecto es favorable. 
 Si VAN = 0 entonces no existe algún cambio. 
La Tasa mínima aceptable de rendimiento: 







 𝑰𝟎: Inversión inicial. 
 B=Total de beneficios tangibles 
 C=Total de costos operaciones 
 n=Número de años (periodo) 
Reemplazando: 
 
𝑽𝑨𝑵 = −8,370.60 +  










𝑽𝑨𝑵 = 𝟑, 𝟕𝟐𝟑. 𝟎𝟓 
 
B. Relación Beneficio/Costo (B/C) 
La B/C surge como resultado de los ingresos y egresos netos para 












 VAB: Valor Actual de Beneficios. 
 VAC: Valor Actual de Costos. 
 














𝑽𝑨𝑩 =  𝟏𝟑, 𝟎𝟖𝟖. 𝟓𝟎 
 














𝑽𝑨𝑪 = 𝟖, 𝟒𝟕𝟓. 𝟐𝟑 
 
Reemplazamos los valores de VAB y VAC. 













C. TIR (Tasa interna de retorno) 
                                      La TIR es una fórmula que mide la rentabilidad proyectada de un 



















Figura 10. Tasa Interna de Retorno 
 
 
TIR = 39% 
 
D. Tiempo de Recuperación de Capital 
Este indicador permite conocer cuánto tiempo se recuperará la 













 Io: Capital Invertido 
 B: Beneficios generados por el proyecto 
 C: Costos Generados por el proyecto 
Reemplazando valores: 
 
𝑻𝑹 =  
𝟖, 𝟑𝟕𝟎. 𝟔𝟎
(𝟒, 𝟕𝟒𝟎. 𝟎𝟎 −  𝟏𝟑𝟎. 𝟎𝟎)
 
𝑻𝑹 =  𝟏. 𝟖𝟐 
 
ANEXO N° 2: Técnicas e instrumentos de datos, validez y confiabilidad 
Tabla 10. Técnicas e instrumentos de recolección de datos 










de búsqueda de 
abonados 



















ANEXO N°3: Resultados de la Hipótesis Estadística Indicador I. 
Tabla 11. Datos recolectados – Indicador I para el registro de vehículos 
N° PRE-TEST POST-TEST 𝑫𝒊 𝑫𝒊
𝟐
 
  𝑻𝑷𝑹𝑽𝑨𝒊(𝒔𝒆𝒈𝒖𝒏𝒅𝒐𝒔) 𝑻𝑷𝑹𝑽𝑷𝒊(𝒔𝒆𝒈𝒖𝒏𝒅𝒐𝒔)   
1 25 8 17 289 
2 23 8 15 225 
3 23 8 15 225 
4 25 7 18 324 
5 24 7 17 289 
6 24 7 17 289 
7 23 8 15 225 
8 23 8 15 225 
9 23 8 15 225 
10 22 8 14 196 
11 25 8 17 289 
12 25 8 17 289 
13 25 7 18 324 
14 24 7 17 289 
15 24 7 17 289 
16 23 7 16 256 
17 23 8 15 225 
18 24 7 17 289 
19 24 8 16 256 
20 23 8 15 225 
21 25 8 17 289 
22 25 8 17 289 
23 25 8 17 289 
24 23 8 15 225 
25 24 7 17 289 
26 24 7 17 289 
27 24 7 17 289 
28 22 8 14 196 
51 
 
29 23 8 15 225 
30 23 8 15 225 
31 23 8 15 225 
32 25 8 17 289 
33 25 8 17 289 
34 24 8 16 256 
35 24 8 16 256 
36 24 8 16 256 
37 24 8 16 256 
38 23 8 15 225 
39 23 8 15 225 
40 24 8 16 256 
41 24 8 16 256 
42 23 8 15 225 
43 23 8 15 225 
44 25 8 17 289 
45 25 8 17 289 
46 26 7 19 361 
47 26 7 19 361 
48 25 7 18 324 
49 23 7 16 256 
50 25 7 18 324 
51 25 7 18 324 
52 23 7 16 256 
53 25 7 18 324 
54 25 8 17 289 
55 23 8 15 225 
56 23 8 15 225 
57 25 8 17 289 
58 26 8 18 324 







1418 453 965 15871 
PROMEDIO 47.2666667 15.10 32.1666667 529.033333 
Fuente 3.2. Hipótesis estadística – Indicador I 




 ANEXO N°4: Resultados de la Hipótesis Estadística Indicador II. 
Tabla 12. Datos recolectados – Indicador II para búsqueda de abonados 
N° 
  





 𝑻𝑷𝑩𝑨𝑨𝒊(𝒔𝒆𝒈𝒖𝒏𝒅𝒐𝒔) 𝑻𝑷𝑩𝑨𝑷𝒊(𝒔𝒆𝒈𝒖𝒏𝒅𝒐𝒔) 
1 10 4 6 36 
2 11 4 7 49 
3 10 4 6 36 
4 12 4 8 64 
5 12 4 8 64 
6 11 5 6 36 
7 10 5 5 25 
8 12 5 7 49 
9 13 5 8 64 
10 10 4 6 36 
11 11 4 7 49 
12 10 4 6 36 
13 12 4 8 64 
14 12 4 8 64 
15 11 4 7 49 
16 12 4 8 64 
17 10 4 6 36 
18 10 4 6 36 
53 
 
19 12 4 8 64 
20 13 5 8 64 
21 11 5 6 36 
22 12 5 7 49 
23 11 4 7 49 
24 13 4 9 81 
25 12 4 8 64 
26 12 4 8 64 
27 14 5 9 81 
28 13 5 8 64 
29 11 4 7 49 





347 139 215 1579 
PROMEDIO 11.56666667 4.40 7.166666667 52.63333333 
 
Fuente 3.3. Hipótesis estadística – Indicador II 




ANEXO N°5: Resultados de la Hipótesis Estadística Indicador III. 
Resultados de la Hipótesis Estadística 
Tabla 13. Datos recolectados – Indicador III para Emitir Comprobantes  
N° 
 





 𝑻𝑷𝑬𝑪𝑨𝒊(𝒔𝒆𝒈𝒖𝒏𝒅𝒐𝒔) 𝑻𝑷𝑬𝑪𝑫𝒊(𝒔𝒆𝒈𝒖𝒏𝒅𝒐𝒔) 
1 15 5 10 100 
2 15 7 8 64 
3 16 6 10 100 
4 14 5 9 81 
54 
 
5 14 5 9 81 
6 15 6 9 81 
7 13 5 8 64 
8 14 6 8 64 
9 14 4 10 100 
10 16 5 11 121 
11 14 6 8 64 
12 14 5 9 81 
13 15 5 10 100 
14 15 6 9 81 
15 15 7 8 64 
16 14 6 8 64 
17 14 5 9 81 
18 16 5 11 121 
19 16 7 9 81 
20 15 5 10 100 
21 14 6 8 64 
22 14 6 8 64 
23 15 5 10 100 
24 15 7 8 64 
25 15 5 10 100 
26 14 6 8 64 
27 14 5 9 81 
28 16 6 10 100 
29 15 7 8 64 
30 13 5 8 64 
31 15 6 9 81 
32 14 5 9 81 
55 
 
33 14 4 10 100 
34 13 4 9 81 
35 15 5 10 100 
36 16 6 10 100 
37 14 5 9 81 
38 17 7 10 100 
39 13 4 9 81 





585 221 364 3344 
PROMEDIO 14.63 5.53 9.10 83.60 
 
Fuente 3.4. Hipótesis estadística – Indicador III 
     Elaboración: Propia 
 
 
ANEXO N°6: Indicadores 
Figura 11: Indicadores 






ANEXO N°7: Tabla de distribución Z  
Figura 12: Tabla de distribución Z 
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ANEXO N°8: Evidencias del Área donde se realizó el Desarrollo de Investigación 
 









 ANEXO N° 9: Diagrama Causa-Efecto (Diagrama Ishikawa) 
 














ANEXO N° 10: Formato para evaluación de instrumentos de Recolección de Datos 
 
 































ANEXO N° 11: DESARROLLO DE LA SOLUCIÓN: METODOLOGÍA XP  
 
1. Fase Exploración: 
Grupo de Trabajo 
Actores del Proyecto 
Roles del Proyecto 
Developer Tester Usuario 
Chu Carranza Victor x x  
Trabajador encargado de la cochera  x x 
 
Donde: 
Developer: Chu Carranza Victor, se encargó de implementar el sistema basado en 
lenguaje de programación C#. 
Tester: Chu Carranza Victor, es responsable de realizar las pruebas funcionales y 
unitarias del sistema, mientras que el trabajador del hospedaje sólo se ocupó de las 
pruebas funcionales. 
Usuario: El trabajador del hospedaje tuvo como función facilitar los requisitos del 
proyecto generando las historias de usuario indicando que es lo adecuado para sus 
necesidades. 
 
1.1. Historias de usuario 
 Menú Principal 
Historia de Usuario 
Número: 1 Usuario: Trabajador del hospedaje 
Nombre historia: Menú principal 
Prioridad  en negocio:  Media Riesgo en desarrollo: Medio 
Iteración asignada: 1  




Se desea tener un menú principal básico y simple para los usuarios puedan familiarizarse 
en menos tiempo. La interfaz debe tener la particularidad de ser dinámica y sencilla. 
Se trabajara 5 módulos:  
 Reconocedor: Reconocedor de placas vehiculares, formulario de registro de 
visitantes, botón registro de clientes y botón de emisión de ticket. 
 Lista de Vehículos: Listar, buscar, editar y eliminar vehículos registrados. 
 Lista de Clientes: Listar, buscar, editar y eliminar cliente (abonados). 
 Emitir Comprobantes: Listar tickets, Listar e imprimir boletas. 
 Configuración: Registrar datos de la empresa, tarifas y penalidades. 
Características 
 El menú de navegación: Debe estar ubicado de manera vertical para que la interfaz 
sea fácil de entender para el usuario. 
 Botones de menú: Debe llamar a los formularios y mantener un tamaño estándar 
para su visualización. 
Observaciones:   
Permisos de Usuario 
 Administrador: Tiene privilegio para acceder y configurar todo el sistema.  
 Usuario: Solo puede acceder a una parte del sistema. 
 
 Ingreso Al Sistema 
Historia de Usuario  
Número: 2 Usuario: Trabajador del hospedaje 
Nombre historia: Ingreso al Sistema 
Prioridad  en negocio:  Media Riesgo en desarrollo:  Medio 
Iteración asignada:  1 
Programador responsable: Chu Carranza, Victor 
Descripción 
Los usuarios podrán acceder al sistema a través de un formulario login. 
Características 
 Diseño simple que contenga los campos usuario y contraseña. 
 
 Que envíe mensaje de alerta si el usuario y contraseña ingresados son incorrectas. 
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Observaciones:   
Permisos de Usuario 
 Administrador: Tiene privilegios para acceder a todas los módulos. 
 Usuario: No tiene privilegios para crear usuarios, editar tarifas y modificar datos 
de la empresa 
 
 
 Registrar Placa Vehicular 
Historia de Usuario  
Número: 3 Usuario: Trabajador del hospedaje  
Nombre historia: Registrar Placa Vehicular 
Prioridad  en negocio:  Alto Riesgo en desarrollo: Alto 
Iteración asignada:  1 
Programador responsable: Chu Carranza, Victor 
Descripción 
Se desea tener un formulario en donde se registre la placa vehicular, hora de entrada y 
generar un ticket. 
 
El módulo de reconocedor de placas se encargará de detectar, almacenar y transformar en 
texto la placa vehicular para facilitar al usuario su trabajo de registro. 
 
Existirá una opción para seleccionar el tipo de vehículo. 
 
Por otro lado esta sección debe tener la posibilidad de escoger las cámaras que sirven para 
el reconocimiento de placas vehiculares, la razón es no depender de un solo dispositivo en 
caso este falle. Las opciones son las siguientes: 
 
 Lista de Cámaras Web: Seleccionar una cámara de la lista de cámaras reconocidas 
por el sistema. 
 





 Se desea almacenar las imágenes del vehículo con su respectiva placa, hora y 
fecha además el nombre del dispositivo (cámara web o Ip) para tener evidencias 
en caso suceda alguna irregularidad o queja con un abonado. 
 La emisión del ticket permitirá al abonado ingresar al estacionamiento para llevar 
su vehículo. 
Observaciones:   
 Solo el Administrador puede acceder al registro de incidencias que realiza el 
módulo de reconocimiento de placas vehiculares. 
 





 Emitir Ticket 
Historia de Usuario  
Número: 4 Usuario: Trabajador del hospedaje 
Nombre historia: Emitir Ticket 
Prioridad  en negocio: Med Riesgo en desarrollo: Bajo 
Iteración asignada:  1 
Programador responsable: Chu Carranza, Victor  
Para este formulario se desea Crear, Listar, Anular y Emitir Ticket. 
 Crear: Se desea tener los siguientes campos: código, placa vehicular, hora y fecha 
de registro. 
 Listar: Se desea Tener una tabla donde me muestren todos los registros de tickets 
emitidos durante el trabajo.  
 Anular: Se desea que se pueda anular el registro de ticket (1 a X registros) en caso 
el visitante decide no alquilar espacio en el establecimiento. 
 
Características 
 El usuario podrá anular 1 a o más tickets si el visitante cambia de opinión a la hora 
de alquilar espacio del establecimiento. 
 El ticket registrará la placa vehicular, fecha y hora al momento de ingresar al 
establecimiento, a su vez generará un código de identificación única para su canje. 
 En caso de algún tipo de error, el sistema alertara al usuario de algún tipo de error. 
 Todos los campos deben ser obligatorios. 




Observaciones:   




 Generar Boleta 
Historia de Usuario  
Número: 5 Usuario: Trabajador del hospedaje 
Nombre historia: Generar Boleta 
Prioridad  en negocio: Alta Riesgo en desarrollo: Medio 
Iteración asignada:  1 
Programador responsable: Chu Carranza, Victor  
Descripción 
Permitirá generar un comprobante de pago (boleta) el cual acredita la entrega de un bien 
luego de prestar un servicio de acuerdo a la Sunat. Sirve para sustentar las operaciones de 
la empresa, estas boletas pueden asignarse a x clientes que alquila un espacio en el 
establecimiento. Esto permitirá al cliente tener la información detallada del alquiler 
realizado. 
 
Para este módulo se desea Agregar, Listar, Eliminar, Actualizar Boleta, Imprimir. 
 Agregar: Se desea tener los siguientes campos: Datos de la empresa, RUC, fecha 
de emisión, datos del cliente, descripción del vehículo como placa vehicular, 
color, tipo de vehículo, hora entrada y salida de alquiler y el importe a pagar. 
 Listar: Se desea Tener una tabla donde me muestren todos los registros de las 
boletas emitidas.  
 Anular: Se desea que se pueda anular las boletas en caso ocurra un cambio durante 
el registro. 
 Asignar: Se desea que se pueda asignar un valor monetario como el monto total a 
pagar según el servicio de alquiler. 
 Imprimir: Se desea imprimir el comprobante de pago “físico” para sustentar el 
monto por alquiler según la tarifa establecida. 
Características 
 El usuario podrá eliminar de 1 a X registros. 
 En caso de algún tipo de error, el sistema alertara al usuario de algún tipo de error. 
 El usuario podrá verificar si el cliente es recurrente a través de una sección de 
búsqueda para luego agregar su datos automáticamente, en caso este (el cliente) no 
exista en la lista, se declarará como nuevo cliente el cual el usuario tendrá que 




Observaciones:   




 Listar Abonados 
Historia de Usuario 
Número: 6 Usuario: Trabajador del hospedaje 
Nombre historia: Menú principal 
Prioridad  en negocio:  Media Riesgo en desarrollo: Medio 
Iteración asignada: 1  
Programador responsable: Chu Carranza, Victor  
Descripción 
Se desea tener un menú en donde se haga un listado de abonados  que ingresan al 
estacionamiento, al momento de registrar al abonado se le otorgará un código de cliente 
(para quienes no deseen otorgar su nombre o DNI)  
Características 
   Para este formulario se desea Crear, Listar, Editar, Buscar y Eliminar un abonado. 
 Crear: Los campos deben contener: DNI, nombre, apellidos, fecha de ingreso. 
 Listar: La lista debe mostrar todos los abonados que se han registrado.  
 Eliminar: El usuario puede eliminar un abonado específico si en caso este 
 Buscar: El usuario puede buscar al abonado mediante su código cliente o DNI. 
Observaciones:   
Los abonados “no están obligados” a otorgar su DNI o nombres por razones 
confidenciales. 
Permisos de Usuario 
 Administrador: Tiene privilegio para acceder y configurar todo el sistema.  







Fase II de Planificación 
En esta fase, los involucrados (cliente y desarrollador) participan en el desarrollo del prototipo. 
El cliente se encarga de darle la prioridad a las historias de usuario y el desarrollador otorga el 
riesgo según la dificultad de implementación. 
 
N Nombre Prioridad Riesgo Iteración 
1 Menu Principal Medio Medio 1 
2 Registrar Placa Vehicular Alto Alto 1 
3 Emitir Ticket Alto Bajo 1 
4 Listado de Cámaras Medio Bajo 1 
5 Registro de Abonados Alto Medio 2 
6 Registro de Boletas Alto Alto 2 
7 Lista de Vehículos Medio Medio 2 
8 Usuarios del Sistema Alto Medio 3 




Fase III de Iteraciones 
Para esta fase, el programador se encarga de realizar las tareas según lo establecido en la fase 
de Planificación. En este caso se propuso una arquitectura N-Capas para obtener un producto 
altamente mantenible y escalable. Luego se definieron las clases y modelo de base datos antes 










 Crear Proyecto en la herramienta Visual Studio 2015 
Número tarea: 1 Número historia: 1 
Nombre tarea:  Crear  Proyecto en la herramienta Visual Studio 2015 
Tipo de tarea :  Desarrollo  
Programador responsable: Chu Carranza , Victor 
Descripción:   
La presente tarea detalla el proceso de creación del proyecto de acuerdo a la arquitectura 
propuesta. 
 
1) Se crea la base de datos mediante gestor Mysql-MariaDB posteriormente sus tablas y 
atributos según el diseño establecido. 
 
2) Se crea un proyecto vacío (Visual Studio 2015) con nombre 
“SistemaReconocimientoPlacas_V1”  
 
3) El proyecto contendrá 4 capas:  
 Capa de Presentación: Contiene los formularios en donde el usuario realiza las 
peticiones del usuario – sistema.  
 Capa Negocio: Donde abarca la lógica del negocio. 
 Capa Datos: Comprende las clases que se comunican con la base de datos Mysql. 
 Capa Entidad: Se encarga de gestionar la comunicación entre capas (presentación-
negocio-datos) 
4) Se establecen las referencias entre capas para el flujo de datos. 
5) Se crean todos los formularios secundarios que utilizara el proyecto. 
6) Se crea el formulario principal “main” según el diseño propuesto por el usuario. 
7) Se agregan las clases en las capas pertenecientes al proyecto. 
8) Se importan las librerías del Framework AForge.Net en el proyecto a través de paquetes 
NuGet (Visual Studio 2015) 











 Implementación de  Cámaras Web 
Número tarea: 2 Número historia: 2 
Nombre tarea:  Implementación de Cámaras Web  
Tipo de tarea :  Desarrollo 
Programador responsable: Chu Carranza, Victor. 
Descripción 
Esta tarea es la encargada de la conexión de las cámaras web con el sistema, para ello fue 
necesario importar librerías del Framework AForge.Net debido a su compatibilidad con el 
lenguaje C#.  
 
1) Se importa 3 librerías esenciales para las cámaras web: Aforge.dll, 
AForge.Video.DirectShow.dll (para el listado de cámaras) y AForge.Video.dll.  
 
2) Se crea la clase cámara en donde contiene los métodos de captura de frames para que las 
imágenes se reproduzcan en el formulario.  
 
2) Se agregan los textbox, combobox, picturebox y botones en el formulario para efectuar 
los eventos y llamar a los métodos que se comunican con las cámaras. 
 
3) Se implementan los métodos del Framework para los controladores de video y se realiza 
una petición a través del combobox para el listado de cámaras. 
 
4) El video se emite en los Picturebox que proporciona la herramienta de Visual Studio 
2015. 
 
5) Se implementa la herramienta timer para habilitar el encendido y apagado de cámaras, 













 Implementación de librerías para filtrado de imágenes OpenCv 
Número tarea: 3 Número historia: 2 
Nombre tarea: Implementación de librerías para filtrado de imágenes OpenCv 
Tipo de tarea :  Desarrollo 
Programador responsable: Chu Carranza, Victor 
Descripción 
Esta tarea se encarga de la implementación de librerías OpenCv, para ello fue necesario 
utilizar el wrapper EmguCv para la ejecución de subprogramas al lenguaje C#. Su 
importancia se debe al tratamiento de imágenes necesarias para el desarrollo del proyecto. 
 
1) Se descarga el paquete EmguCv desde la página SourceForge.net: 
https://sourceforge.net/projects/emgucv/, luego de descomprimir el paquete se debe tener 
en cuenta 2 carpetas principales: carpeta bin (donde están las librerías EmguCv) y la 
carpeta lib que contiene las librerías OpenCv según la arquitectura (x86 – x64). 
Posteriormente se importan desde el proyecto para su implementación. 
 
2) Se crea la clase llamada “reconocedor” en donde contienen los métodos de filtrado y 
corte de imágenes.  
 
3) Los métodos principales son conversión a escala de grises, binarización , recorrido de 
contornos, tamaño y posición de la región de interés.  
 
4) La clase reconocedor realiza el tratamiento de imágenes capturadas por la cámara 















 Implementación del Algoritmo Haar Cascade Classifier  
Número tarea: 4 Número historia: 2 
Nombre tarea:  Implementación del Algoritmo Haar Casscade Classifier 
Tipo de tarea :  Desarrollo  
Programador responsable: Chu Carranza, Victor. 
Descripción 
La presente tarea detalla la implementación del algoritmo de reconocimiento Haar Cascade 
Classifier así como el entrenamiento de imágenes. 
 
1) OpenCv posee la clase Cascade Classifier (clasificador en cascada para objetos), su 
implementación dependerá de los requerimientos del investigador; el método relevante de 
esta clase es: detectMultiScale (encargado de detectar y devolver en una lista objetos de 
diferentes tamaños en pequeños rectángulos). 
 
2) Para el funcionamiento del algoritmo es necesario la lectura de un archivo xml que 
contiene las características de las imágenes entrenadas. El entrenamiento de imágenes se 
puede realizar a través de una aplicación que brinda OpenCv u otras (open source) que 
realizan el mismo proceso. Para este trabajo de investigación se utlizó la herramienta 
Cascade Trainer GUI: https://amin-ahmadi.com/cascade-trainer-gui/ 
 
3) Para el entrenamiento es importante contar con más de 50 imágenes positivas y duplicar 
la cantidad en negativas. El proceso es simple, el algoritmo procesa las imágenes positivas 
(objeto de interés) y realiza una comparación con las imágenes negativas (objetos que no 
son de interés), posteriormente genera un archivo .xml que contiene los atributos de las 
imágenes. 
 
4) El archivo generado (xml) proporciona información detallada que será procesada por la 
clase Cascade Classifier, finalmente la región u objeto de interés será capturada y recortada 









 Implementación del motor OCR Tesseract  
Número tarea: 5 Número historia: 3 
Nombre tarea:  Implementación del motor OCR Tesseract 
Tipo de tarea :  Desarrollo  
Programador responsable: Chu Carranza, Victor. 
Descripción 
Se detalla la implementación del motor OCR Tesseract para la conversión a texto plano. 
 
1) Primero se descarga e instalar Tesseract (en este caso la versión 3.3.0) desde el 
administrador de paquetes NuGet que posee Visual Studio. En la solución del proyecto se 
crea automáticamente la carpeta package que contiene las librerías ocr. 
 
2) Para la implementación del motor OCR Tesseract es importante tener el idioma 
apropiado para la conversión de caracteres en texto plano, en este caso se eligió el idioma 
ingles ya que contiene letras del alfabeto latino y números arábicos occidental. Todo el 
paquete de idiomas se encuentra en el repositorio Github y está disponible para todo 
investigador: https://github.com/tesseract-ocr/tessdata 
 
3) Una vez descargado el paquete de idiomas (tessdata), lo alojamos en la carpeta 
\bin\Debug del proyecto para luego acceder a ella mediante las librerías que contiene el 
motor OCR. 
 
4) Importamos las librerías Tesseract, buscamos la ruta donde se ubica la carpeta tessdata e 
inicializamos la clase TesseractEngine. 
 
5) Luego se crea el método ocr que nos devuelve caracteres tipo string una vez extraída la 
imagen (frame) de la cámara web. Cabe mencionar que la clase TesseractEngine procesa 
texto completo o por caracteres, en este caso se eligió la opción lectura por carácter. 
 
6) Finalmente los caracteres en texto plano se muestran en el textbox del formulario para 



































































Figura 22: Segmentación                                         Figura 23:  Filtrado 
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ANEXO N° 14: Desarrollo del Sistema en Visual Studio 2015 
Figura 24: Método Cascade Classifier para la detección de placas vehiculares 
 
 





ANEXO N° 15: Prototipo 
Figura 26: Reconocimiento de Placas Vehiculares 
 







Figura 28: Búsqueda de Abonados 
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ANEXO N° 16: Acta de Aprobación de Originalidad de Tesis 
Figura 29: Acta de Aprobación de Originalidad de Tesis
 
 


















 Figura 30: Pantallazo del Software Turnitin 
 
 
ANEXO N°18: Autorización de Publicación de Tesis en Repositorio Institucional UCV 
Figura 31: Autorización de Publicación de Tesis en Repositorio Institucional UCV 
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ANEXO N°19: Autorización de la Versión Final del Trabajo de Investigación 
Figura 32: Autorización de la Versión Final del Trabajo de Investigación 
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ANEXO N°20: Dictamen de la Sustentación del Trabajo de Investigación 
 
Figura 33: Dictamen de la Sustentación del Trabajo de Investigación 
