Abstract-This paper presents a theoretical study on distributed contention window control algorithms for achieving arbitrary bandwidth allocation policies and efficient channel utilization. By modeling different bandwidth allocation policies as an optimal contention window assignment problem, we design a general and fully distributed contention window control algorithm, called GCA (General Contention window Adaptation), and prove that it converges to the solution of the contention window assignment problem. By examining the stability of GCA, we identify the optimal stable point that maximizes channel utilization and provide solutions to control the stable point of GCA near the optimal point. Due to the generality of GCA, our work provides a theoretical foundation to analyze existing and design new contention window control algorithms.
I. INTRODUCTION
Due to the shard nature of wireless channels and the intrinsic scarcity of bandwidth in wireless LANs, nodes must contend for the channel and compete for bandwidth. While both contention resolution and bandwidth allocation can be achieved through centralized scheduling at a wireless LAN access point, such centralized control is not scalable to a large number of nodes, suggesting the use of distributed algorithms for both contention resolution and bandwidth allocation. Common distributed contention resolution protocols, including IEEE 802.11 [201. MACA [lo] and MACAW [31, use contention windows to control the channel access of nodes.
Contention windows not only reduce network congestion, but also directly affect the share of bandwidth that a node achieves during competition for the channel. Therefore, it is natural to extend such algorithms to support bandwidth allocation.
Applications that compete for bandwidth can be either realtime traffic (e.g., video/audio streaming) or elastic Waffic [19] (e.g., file transfer). While realtime traffic requires service guarantees to ensure optimal bandwidth allocation, elastic traffic always has backlogged packets and adjusts its rate to fill the available bandwidth. Hence, competing flows with elastic traffic are more concerned about fairness and efficiency of bandwidth allocation. While efficiency is defined by bandwidth utiIization, fairness must be defined by the goals of the particular network, which may mean uniform bandwidth allocation or weighted proportional bandwidth allocation or the highest priority node obtaining all bandwidth. The focus of this paper is to use contention window conrrol to allocate bandwidth to elastic traffic so that both an arbitrary definition of fairness and efficient channel utilization are achieved. Using contention window control for service guarantees for realtime traffic is beyond the scope of this paper and can be found in our prior work 1221.
There have been extensive studies on contention window control in wireless LANs. However, none of these approaches can support both an arbitrary definition of fairness and efficient use of bandwidth. The first type of algorithm, including IEEE 802.11e [I51 and [l], assigns different minimum contention window sizes to different types of nodes to achieve weighted fairness. However, since minimum contention window sizes are pre-configured and do not adapt to congestion, such approaches do not utilize the channel efficiently. The second type of algorithm, including AOB [51, MFS [13] , [7] and 161, only focuses on efficient channel utilization in the context of uniform bandwidth allocation and support for other definitions of fairness is limited. The third type of algorithm, including PFCR [171, tries to provide a more general definirion of fairness by modeling fairness as an optimization problem of transmission rate allocations. However, the mapping between rate allocation and contention window adaptation in PFCR is only appropriate for a limited set of fairness definitions (see Section VIII-A). The final type of algorithm, P-MAC [18] , tries to achieve both proportional fairness and efficient utilization by estimating the contention windows used by competing nodes. Such estimation requires that every node, with or without packets €or transmission, must start P-MAC simultaneously and calculate the contention window sizes for all other nodes synchronously. Nodes with outdated contention window sizes from other nodes due to asynchroflous starting time or temporary failure may cause the algorithm to fail. Due to the limitations of the existing approaches, we propose our distributed contention window control algorithm, called GCA (General Contention window Adaptalion), which can be used to achieve optimal bandwidth allocation for competing wireless nodes in terms of efficient channel utilization and various definitions of fairness. The goal of GCA is to provide a general solution for design and analysis of dynamic contention window control algorithms in wireless LANs.
There are four major contributions of this paper. First, we identify and model, for the first time, an arbitrary fairness definition as an optimization problem for contention window assignment. Second, even though a node's bandwidth share depends on the contention window sizes of all competing nodes. GCA does mi require any global knowledge. In GCA, a node only adjusts its own contention window size based on locally available information and the system automatically converges to any given fairness definition. Third, by studying the properties of the stable point of GCA. we show that efficient channel utilization can also be achieved by controllin& the stable point. Finally. we demonstrate that GCA provides a systematic scheme to generalize and evaluate related approaches.
This paper is organized as follows. Section I1 reviews IEEE 802.11 contention resolution and the relationship between bandwidth allocation and contention window size. Section I11 relates an arbitrary fairness definition to an optima1 contention window assignment problem. Section IV introduces our contention window control algorithm. GCA. Section V shows that GCA converges to the solution of the optimal contention window assignment problem and Section VI shows how to control the stable point of GCA to achieve high channel utilization. Section VI1 discusses guidelines for implementing GCA. In Section VIII. we use GCA to analyze several existing approaches. Section IX presents the evaluation of GCA using simulations. Finally, Section X concludes and discusses future research.
BANDWIDTH ALLOCATION AND CONTENTION

WINDOW SIZE
To realize fair bandwidth allocation by adapting contention window sizes, it is essential to understand the relationship between a node's bandwidth allocation and its contention window size. In this section, we first briefly review the contention resolution algorithm in IEEE 802.11 and then introduce the relationship between contention window size and bandwidth allocation.
A. IEEE 802.11 DCF
In IEEE 802.11 DCF [20] , before a transmission, a node must determine whether the medium is busy or idle. If the medium remains idle for DIFS time units. the node can transmit. If the medium was initially busy or changed from idle to busy during the DFS, the node must defer its transmission. The first part of the deferment period is determined by the success of the last transmission. If the last frame was successful, the node waits DIFS time units. If 
where Ar is the set of all transmitting nodes. Combining Equations ( 1 ) and (2), the fraction of channel bandwidth allocated to Node i, xil is Equation (3) shows that the relationship between ici and W i is approximately the same as the relationship between 2; and Wzman. Therefore, in the rest of this paper, we design GCA assuming no exponential increase of Wi after a collision.
Our algorithm can also be used to dynamically adjust I+"m2n when exponential increase is used, which we validate through simulation (see Section UC). Notation for the entire paper can be found in Appendix D.
FAIRNESS FORMULATION
In this section. to design a contention window control algorithm that supports various fairness definitions, we first formulate the general fairness requirement as an optimal bandwidth allocation problem, and then translate it to an optimal contention window assignment problem.
A. Optimal bandwidth allocation (OPT-BIV)
Following [ 
where p is the Lagrange multiplier. Different definitions of utility functions result in different solutions to OPT-BW(U, G ) and so achieve different definitions of fairness 1161 (See examples in Section VII-B).
In wired networks. OPT-BTV(U,G) is solved using a distributed rate adaptation algorithm [llI. Because wired networks are assumed to be point-to-point and/or have high link bandwidth, the sending rate of a node is essentially its own TCP congestion window size over its own round trip time.
Therefore, the rate adaptation algorithm is easy to implement in wired networks through TCP congesfion window control. However, in wireless networks, the sending rate of a node depends on fhe contention window sizes of alE competing nodes, and so no node has direct control over its sending rate, Therefore, the same rate control algorithm can not be directly applied to cantenrim window control (see an example in Section VIII-A). observable by all nodes sharing the channel and all nodes must be pre-configured with the same f( ). Since in the networks targeted by GCA, every node can hear each other and hence see the same channel state. the f i s t assumption is not very restrictive. Second, to guarantee that the system stabilizes at a unique point (see details in Section VI, the value of R must depend on the window sizes and packet lengths of all nodes.
In other words, denoting W = {Wz
Such cl is not hard to find since many channel states depend on W and L (e.g., packet transmission delay, average length of an idle period or collision probability). Third, f ( 0) must be strictly increasing with respect to CzEN % inside a certain set of system states.
Given the relationship between R and (W, L), by choosing the right form o f f ( , ) , f(n) can easily meet the third assumption.
As long as the three assumptions are satisfied. GCA is not limited to any specific R or f(.). We demonstrate in Section VI11 that these assumptions are easy to meet and GCA can be used to model different dynamic contention window control algorithms.
To implement GCA in a real system, the update algorithm in Equation (6) Since the network state only changes in the steps of virtual slots, the effects of any contention window update can not be seen in any smaller time unit than a virtual slot. Therefore, the update interval of GCA should not be smaller than a virtual slot. If a node updates its contention window size at the end of every backoff slot, essentially at every virtual slot, the discrete version of GCA becomes:
If a node only performs the window size update far each packet transmission, which means that the average number of virtual slots between each update is y , the discrete version of GCA becomes:
The GCA algorithm itself is simple and only requires local information about the state of the network. Despite this simplicity, GCA converges to the solution of OPT-WIN (see Section V) and can also achieve efficient channel utilization (see Section VI).
v. CONVERGENCE AND FAIRNESS OF GCA In this section, we prove that GCA, as expressed in Equation (6) . asymptotically converges to a unique point that is a solution to OPT-WIN given the three assumptions about f(n). Our proof includes two theorems. Theorem Z states that under the first assumption of f(L22), GCA converges to an inwriant sei [12] where each element of the set is a solution to OPT-WIN. Based on the second and thud assumptions for f ( Q ) ? the second theorem shows that GCA converges to a unique point that solves OPT-WIN. two. we prove that GCA-Z converges to an invariant set R. At step three, using the equivalence between GCA and GCA-2, we find the invariant set of GCA and show that every point in r is a solution to OPT-IVIN.
Step 1: From Zi, = 1/14'i, we have Zi = -&I?/, = -Z21ti7i. By replacing z i in Equation (6) with Wi based on Equation (3) and then replacing I+' ( and IVi with Z, and Zi, GCA is translated to GCA-2 as follows:
Step 2: Define a scalar function V ( Z ) as: According to Lemma 2 in Appendix B, R is an invariant set for GCA-Z and every element inside R satisfies eTherefore, whenever the system state evolves into R, it remains in R. Using the La Salk Invariant Set Principle [12], we conclude that GCA-Z converges to R.
Sfep 3: Due to the equivalence between GCA and GCA-Z, we conclude that GCA converges to an invariant set !?.
Replacing W i and Wi with Zi and Zi in Equations (11) Proof.-Since Zi = &, the assumptions in this theorem are equivalent to R = Q(Z, L) and f(0) is strictly increasing with respect to CiE,vZiLi. According to Lemma 3 in Appendix C , with-these assumptions, GCA-Z has a unique equilibrium point 2 in R and starting from any point in R,
' Note that for a maximization problem. the convergence condition is i. ' Theorems 1 and 2 demonstrate that the system is stable under the control of GCA and that GCA converges to a unique point that solves OPT-WIN. Therefore, GCA achieves arbitrary fairness definitions. Next. we present how GCA can be used to achieve high channel utilization.
VI. CHANNEL UTIL~ZATION OF GCA
Theorem 1 shows that the choice of utility functions defines the ratios of W,'s at the stable point of GCA, and, therefore.
the fairness between nodes. However, multiple assignments of W may satisfy the same ratio condition and their channel utilization may be quite different.
Theorem 2 shows that the choice of f ( Q ) ensures that the system only has one stable point and hence determines channel utilization. If W at the stable point is too large, channel bandwidth is not fully utilized since idle periods are too long. If W at the stable point is too small, collisions increase, which also results in inefficient use of bandwidth. Therefore, the problem of maximizing channel utilization is essentially the problem of choosing the righl f(.) and fl. Together with the choice of utility functions, this should enable the system to stabilize at a point that achieves both the fairness definition and high channel utilization.
A. Optimal Stable Point
To choose f ( 0 ) to stabilize the system at a point that maximizes channel utilization, we need to identify the optimal stable point. In this section, we analyze the property of the optimal stable point of GCA and show that at the optimal stable point, the sum of the reciprocals of all Wi's, denoted w. is quasi-constant regardless of the number of competing' nodes and therefore can be precalculated. Using this property, we can design f(n) to ensure that GCA converges around the optimal stable poinl.
To identify the property of w at the optimal stable point, assume there are n. compedng nodes belonging to na classes Rased on the Bianchi model [4], the probability that Node i transmits in a virtual slot is l / ( W t / 2 + 1) and PI equals the probability that no node transmits in a slot. Therefore, using
Equations (13) and (14) ,
Since a collision happens in a slot when more than one node transmits in that slot,
(17) Using Equations (16) and (17), Equation (15) Solving this equation gives the lower bound of wept. Figure 2 depicts how oopt changes as n increases. As we can see, for a large n, wopt is a quasi-constant and the differences between different configurations of classes are hard to distinguish. Therefore, we can pre-calculate this quasi-constant and preconfigure GCA to converge around this value by proper design
B. Choice of f ( 0 )
Since wept is a quasi-constant, by controlling the system to stabilize near wept, the channel utilization is close to the maximum value. To achieve this, f(n) should be a large negative value when the w of the system is much larger than of f w i . uopt. This large negative value of f(Q) forces the system to increase its W (see Equation (4)): driving its w back to wopt. Similarly, when the IC? of the system is much smaller than uopt, f(Q) should be a large positive value to drag the system back to uOpt. Examples of f ( Q ) are presented in Section VIII. Our simulation results in Section IX verify the effectiveness of this approach.
VII. IMPLEMENTATION CONSIDERATIONS
In the previous section, we' introduced GCA and analyzed its fairness and efficiency. In this section, we address two implementation issues of GCA: estimation of xi in Equation (6) and choice of utility functions.
A. Estimation of
Given the network capacity C , a node can simply observe its own sending rate, si, to obtain xi, since xi = s i / C . However, the capacity of a wireless channel may vary due to outside interference, such as a microwave. Therefore, this method is not practical for use in real networks. However, a node can directly estimate its zi by observing two states of the channel: the average number of idle virtual slots between two busy virtual slots, I, and the average length of a busy virtual slot, Tb. Since in E E E 802.11 networks a node monitors the channel continuously, I and Tb c m easily be obtained at the MAC layer. In the rest of this section, IEEE 802.11 DCF RTSlCTS mode is used as an example to show how this can be done.
Let pb be the probability that a virtual slot is a busy slot. Note that T, also satisfies T, = CiEnr sz,',; L -p pi. Therefore, from Equation (22), we can get CiCN PiLi = TbS/(I + 1).
Since Cifhr PiLi is the average network throughput per virtual slot and Pi& is Node i's average throughput per virtual slot, (23) To calculate Pi from 1: note that Node i transmits in a slot successfully if and only if it is the only node that transmits Combining the fact that Pb = 1 -PI and using Equations (16) and (20) 
B. Choice of Utilip Functions
Depending on the system goal, GCA supports a lxge range of utility functions that define a variety of fairness definitions. These utility functions can either be pre-configured in nodes or selected by nodes at run time according to application requirements. In this section, we briefly review several common utility €unctions and their corresponding fairness definitions.
How to enforce a node to use a certain utility function is beyond the scope of the paper. 1) Strict Priority For a system that needs to achieve strict priority (i.e., the highest-priority nodes get ail the bandwidth), we can use a weighted linear utility function V i ( x ) = pixi, where pi is the priority-based weight. The corresponding update algorithm is M/; = -aW;[pi -f(n)].
Note that this utility function does not satisfy the stability conditions since o(.) is not suictly concave. Therefore, OUT update algorithm will never converge to a certain W. However, since the nodes with highest weight essentially drive f(Q) to be equal to max(p,!i E N}. the other competing nodes infinitely increase their W i ' s . Therefore, the nodes with the highest weight quickly obtain all the bandwidth of the channel and ow update algorilhm achieves this strict priority between nodes.
achieve weighted proportional fairness E1 11 (i.e., bandwidth allocations satisfy 5 = EL b'Lj E N. where pi is the weight of Node 2 ) . The utility function for such a system is a weighted log function Ui(zi) = pi log xi. Our update algorithm for this system is:
3) Mininzuni Potential Delay: If the policy of the system is to minimize the total delay of file transfers, the utility function can be expressed as Ui(x) = -$, where pi is the size of the file that Node i is transmitting. '6ur update algorithm for this system is Wi = --~YIv~[$ -f(n)l.
4) Mixed Utility
It is also possible that in a system, different nodes have different goals and hence different utilities.
In such situations, each node simply updates its contention window according to its own utility function. The system automatically converges to a stable point where the aggregated utility of all competing nodes is maximized. In general, the variety of choices of the utility functions give GCA the flexibility to be used in systems that have different fairness policies.
VIII. C A S E STUDY
In the previous sections, we have analyzed the optimality, stability and optimal stable point of GCA. Since GCA is a penera1 algorithm for contention window control, these analyses can be used as a powerful tool to OPT-IVIN in Equation (S), and hence can not achieve an arbitrary fairness. Although, for log utility functions (e.g. PFCR), when Equation (26) is satisfied, the fairness condition in Equation ( 5 ) is also satisfied. However, such a property does not hold for many utility hunctions (e.g oi(zi) = pizi-tlogzi).
B. Case 2: Slabilify and Eflcienc? Analysis
In 151, an algorithm named AOB (Asymptotically Optimal Backoff Algorithm) is proposed to dynamically adjust contention window to achieve maximum bandwidth utilization. In this section, we examine AOB's stability and efficiency in a network with a uniform priority and packet size. It is also easy to show that AOB only achieves a specific fairness definition in a multi-priority network. Due to space limitations, this analysis is not presented in this paper and can be found in our technical report [23] .
In AOB, at 'every packet transmission, a node sets its contention window size to:
where wept is pre-computed and m p is the number of transmission attempts for the current packet. The following analysis shows that AOB is a special form of GCA. where each iterative step is a packet transmission. Comparing Equations (28) and (29) shows that the AOB algorilhm is a special case of GCA with: can be shown to be larger than 0. Therefore. f(a) in AOB satisfies GCA's convergence condition and hence AOB is a stable algorithm that converges to a unique point.
Using the utility function U(J)
To understand the channel utilization of AOB, note that due to the uniform priority and packet size, each node should have the same contention window size at AQB's stable point, Essentially, AOB bounds the w of the system inside a range that includes uOppt, which explains why AOB can almost achieve maximum channel utilization.
C. Case 3: New Algori?lzm Design
In this section, we present an example of the process of designing a special case of GCA. In his example, we assume any utility function that is strictly increasing and concave and that the observed channel state s2 is I . According to Equation (31), for a large n, J x -&+ Therefore, j ( n ) can be defined as: where lmin < e2r.,pt ~ is small. Figure 3 shows the shape of f ( Q ) with Imin = 2 and I,,, = 6. According to Section VI-3, this function f(a) ensures that at the converged point, w is near wept, so that the system utilization is close to the maximum. The performance of this algorithm is evaluated in Section IX.
IX. EVALUATION
1
In this section, we evaluate the performance of two variants of GCA using simulations in ns2 [XI. GCA-EXP adjusts lVmin, where W is exponentially increased after a collision.
GCA-DIRECT directly adjusts W , without exponential increase of TV after a collision. The evaluation focuses on three aspects: (1) support for different definitions of fairness, (2) maintaining fairness and (3) maintaining efficiency. Although GCA supports various fairness definition, we only present the performance of GCA for strict priority and proportional fairness in this paper. These two types of fairness represent opposite extremes, where strict priority requires that all bandwidth is allocated to the node with the highest priority while proportional fairness requires that every node gets a fraction of bandwidth proportional to its priority. To demonstrate the correctness of GCA, we use the newly designed special case of GCA discussed in Section VIII-C. The performance of AOB, which is an existing variant of GCA, can be found in [5] .
Finally, channel bandwidth is 11Mbps.
A. Sysrcm Evoltilion
In this section, we illustrate how GCA adapts contention window size to support fair and efficient bandwidth allocation, using uniform 512B packet size.
To examine the behavior of GCA for proportional fairness, in a 70-second simulation, five competing nodes start transmitting at time 5s: 15% 2% 35s and 45s respectively and use weighted log utility functions with weights 1 to 5. Figure  4 (a) shows that as the number of competing nodes increases, GCA quickly increases the contention window sizes of all competing nodes to prevent congestion. Therefore, GCA keeps the system operating near its optimal point and maintains a steady throughput regardless of the number of competing nodes (see Figure 4(c) ). At the same. time, GCA maintains the ratio between contention window sizes to provide each node its weighted fair share of bandwidth (see Figure 4(b) ).
To examine the behavior of GCA for strict priority, in a 100s simulation, five competing nodes start to transmit bulk data at 5s and each is equipped with a linear utility functions with weights ranging from 1 to 5. Figure S(a) shows that at the beginning of the simulation, the node with weight S has a very small contention window size while the other nodes with lower weights keep on increasing their contention window sizes. Therefore, the node with weight 5 soon obtains all channel bandwidth (see Figure 5(b) ). After the node with weight 5 finishes its transmission, the contention window size of the node with weight 4 drops down and grabs the channel. Then after the node with weight 4 finishes, the node with weight 3 gets the channel. The process goes on until only the node with the lowest priority is left, demonstrating GCA's ability in achieving strict priority between competing nodes using weighted linear utility functions.
B. Fairness
Next, we evaluate GCA's accuracy in achieving fairness Figure 6(a) shows that when packet sizes of nodes are different, both GCA-EXP md GCA-DIRECT achieve a much larger fairness index than IEEE 802.1 le and the fairness index is very close to 1 regardless of the number of competing nodes. Since in IEEE 802.11e. the contention window size is independent of the packet size, nodes that send larger packets obtain more bandwidth than their fair share, resulting in IEEE 802.1 le's severe unfairness. With uniform packet sizes, the fairness for IEEE 802.11e is greatly improved (see Figure  6(b) ). although its performance is still worse than GCA. The fairness index of GCA-EXP is also slightly smaller than GCA-DIRECT because the exponential increment of the contention window after a collision changes the ratio between contention window sizes and hence degrades the fairness of the bandwidlh allocation. However, since GCA-EXP is able to adjust the minimum contention window to avoid excessive collisions, it essentially limits the effects of collisions on fairness, resulting in beiter fairness performance than W E 802.1 le.
) Strict pn'oriry::
To demonstrate the ability of GCA to achieve strict priority, we use a similar set up as in Section IX-B.l except that the utility function is a weighted linear function. Figure 6 (c) shows that regardless of uniform or different packet sizes, both GCA-EXP and GCA-DIRECT achieve a fairness index that is very close to the ideal allocation of strict priority policy.
C. Channel utilization
Finally, we evaluate GCA's ability to achieve high channel utilization by comparing it with IEEE 802.11, IEEE 802.11e and the theoretical network capacity.
I ) Weighted proportional fairness:
In this set of simulations, the channel utilization of GCA is compared with IEEE 802.1 l e and the theoretical maximum network capacity. For GCA, the weights of the log utility functions range from 1 to 2) Stricr priori@ Since strict priority requires that only the node with the highest priority wins the bandwidth, we compare the channel utilization of GCA to a single-node IEEE 802.11 network and the theoretical maximum network capacity, under both fixed and heterogeneous packet sizes. Each simulation runs for 100s. All nodes start in the first 10s. Figure 7(b) shows that the throughput of GCA (with multiple competing nodes) normalized to the maximum network capacity i s very close to the theoretical limit of the network, while the channel utilization of the single-node LEEE 802.11 network is much lower than GCA due to its inability to adapt to the light load in the network.
x. CONCLUSION AND FUTURE WORK
In response to the limitations of current algorithms. in this paper, we provide a systematic method for designing stable contention window control algorithms that can be used to achieve fair and efficient bandwidth allocation. We decompose the requirements for both fairness and efficiency to the problem of choosing proper utility functions and functions of observable channel states. Due to the inclusion of a wide diversity of both of these types of functions, we essentially broaden the scope of designing dynamic contention window control algorithms. The general dynamic contention window control algorithm (GCA) proposed by us can be used to achieve both arbitrary fairness and efficient channel utilization.
For future work, we plan on comparing'the performances of different choices of f ( ! J ) and extending GCA into multihop wireless networks l o support fair bandwidth allocation along with efficient channel utilization. Step 2: From Equations (9) and (34). when 2 ' = 0. the
(36)
Since f ( Z , L ) is strictly increasing with respect to 8, is unique. Therefore, the unique equilibrium point in R is Z = The following proof shows that V2(2) is a Lyapunov function. and therefore GCA converges to 2.
Note that inside R, according to Equations (9) Therefore. we have shown th2t the algorithm in Equation (9) converges to a unique point Z E R. Tb: the average length of busy virtual slot Tc: the average duration of a virtual slot including a collision 6 Pi: the probability that a virtual slot is an idle slot Pc: the probability that a collision happens in a virtual slot
