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Abstract
This paper deals with existence results for the following nonlinear problem with the
Dirichlet p-Laplacian Dp in a bounded domain OCRN :
Dpu ¼ ljujp2u þ hðx; uÞ in O;
u ¼ 0 on @O:
(
Here, Dpu ¼def divðjrujp2ruÞ; where pAð1;NÞ is a ﬁxed number, h 	 hðx; sÞ is a given function
from O
 R into R; and lAR stands for a spectral parameter. We focus on l close to l1;
including the resonant case l ¼ l1: The nonlinearity h is assumed to be of Landesman–Lazer
type, but we can deal with vanishing nonlinearities as well. Our asymptotic method substitutes
the Lyapunov–Schmidt method in some sense. Unlike in the semilinear case p ¼ 2; our method
can treat more general nonlinearities if pa2 (vanishing nonlinearities with very fast decay).
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1. Introduction
This paper deals with existence results for the following nonlinear problem with
the Dirichlet p-Laplacian Dp in a bounded domain OCRN :
Dpu ¼ ljujp2u þ hðx; uÞ in O;
u ¼ 0 on @O:
(
ð1Þ
Here, Dpu ¼def divðjrujp2ruÞ; where pAð1;NÞ is a ﬁxed number, h 	 hðx; sÞ is a
given function from O
 R into R; and lAR stands for a spectral parameter. Under
more speciﬁc assumptions on h we look for a weak solution u:O-R to problem (1)
in the Sobolev space W
1;p
0 ðOÞ: In particular, if hðx; sÞ 	 gðsÞ þ f ðxÞ; where g is a
bounded continuous function having the limits gð7NÞ ¼ lims-7NgðsÞ and
fALNðOÞ; we address the solvability of the problem at resonance
Dpu ¼ l1jujp2u þ gðuÞ þ f ðxÞ in O;
u ¼ 0 on @O;
(
ð2Þ
where l140 stands for the ﬁrst (smallest) eigenvalue of the positive Dirichlet p-
Laplacian Dp in O:
In the semilinear case, i.e., for p ¼ 2; problem (2) has been studied extensively in
the 1970s. Let us mention the works of Landesman and Lazer [20], Williams [28],
Fucˇi´k [15] or Fucˇi´k et al. [17] among the most fundamental ones. Note that these
authors allow also other eigenvalues in (2) than the ﬁrst one, and the positive
Dirichlet Laplacian D can be replaced by a more general elliptic linear operator of
even order. They formulate sufﬁcient (and sometimes necessary and sufﬁcient)
conditions for the existence of solutions in terms of the limits gð7NÞ and f : For
example, the condition
gðþNÞjjj1jjL1ðOÞo
Z
O
fj1 dxo gðNÞjjj1jjL1ðOÞ ð3Þ
is sufﬁcient for solvability of
Du ¼ l1u þ gðuÞ þ f ðxÞ in O;
u ¼ 0 on @O;

ð4Þ
where j140 stands for the eigenfunction associated with the principal eigenvalue l1:
If g satisﬁes the additional condition gðNÞogðsÞogðþNÞ for all sAR; then (3) is
also necessary for the solvability of (4). It is worth noting that if bounded nonlinearity
g satisﬁes gðNÞ ¼ gðþNÞ; condition (3) is void and does not provide any
information about solvability of problem (4). Without loss of generality we may
assume gðNÞ ¼ gðþNÞ ¼ 0: Such a function g is then called vanishing
nonlinearity. Let us mention the works of Fucˇi´k and Krbec [18], Fucˇi´k and Hess
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[16] and Hess [19] where semilinear problems with vanishing nonlinearities were
treated for the ﬁrst time. Large number of papers on this topic appeared in the 1980s,
most of them listed in Dra´bek [11, Chapter 2]. Then problem (4) has a solution for
any f satisfying Z
O
fj1 dx ¼ 0 ð5Þ
provided g is odd and the decay gðsÞ-0 as s-þN is not too fast. For instance, for
N ¼ 1 (i.e., O is an interval), this means that
gðsÞBs2þe as s-þN;
where e40 can be arbitrarily small.
In the quasilinear case, i.e., for pa2; problem (2) has been studied in the late
1980s. Bounded nonlinearities and conditions of Landesman-Lazer type were
considered e.g. in the papers by Boccardo, et al. [8], Anane and Gossez [4],
Ambrosetti and Arcoya [1], Arcoya and Orsina [7] and Dra´bek and Robinson [13].
Let us point out that, to the best of our knowledge, vanishing nonlinearities in the
quasilinear case have been treated only in Arcoya and Ga´mez [6].
The methods of proofs in the semilinear case are all based on a Lyapunov–
Schmidt-type reduction and, therefore, rely on the linearity of the differential
operator. This operator is no longer linear if pa2 in (2) and; thus, completely
different approach needs to be chosen. In fact, we will consider (2) as a special case
of (1); the latter will be treated by topological methods involving bifurcations from
inﬁnity. Actually, the same approach was employed in [6] for (1) with hðx; sÞ 	
gðsÞ þ f ðxÞ and g satisfying either gðNÞagðþNÞ (in which case the Landesman–
Lazer condition (3) sufﬁcient for the solvability of (2) was obtained via bifurcation
theory combined with some standard compactness arguments) or else gðNÞ ¼
gðþNÞ ¼ 0 for gðsÞs40 with the decay gðsÞ-0 as s-þN; but not too fast (see [6]
for details). Their approach can handle also bifurcations from inﬁnity at l1 for (1)
with hðx; sÞ 	 f ðxÞ and RO fj1 dxa0; thus determining the sign of large solutions
(local maximum and anti-maximum principles), but providing no information about
the solvability of (1) with l ¼ l1 and hðx; sÞ 	 f ðxÞ:
In the possibly nonresonant version of (2) with g 	 0;
Dpu ¼ ljujp2u þ f ðxÞ in O;
u ¼ 0 on @O;
(
ð6Þ
this approach was signiﬁcantly reﬁned in Dra´bek et al. [12] by taking into account
second order terms in the underlying asymptotics of l for solutions having large
W
1;p
0 ðOÞ-norm and the spectral parameter l near l1: For pa2; the second order
terms are those which provide information about the structure of large solutions of
(6) in the case when
R
O fj1 dx ¼ 0 holds. The structure of large solutions and some
standard compactness arguments yield, in turn, the solvability of (6) with l ¼ l1:
In this paper, we will modify the methods from [12] to handle the more general
problem (1). As it will be seen later, we explore new unexpected phenomena for pa2
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that do not have their semilinear analogues: if pa2 and gðNÞogðsÞogðþNÞ for
all sAR; the Landesman–Lazer condition (3) is no longer necessary for the
solvability of (2) (cf. Section 4.5).
Let us recall that j140 is the principal eigenfunction of the Dirichlet p-Laplacian.
We also note that, to carry out our proofs, we need to impose regularity assumptions
on the boundary @O: If NX2; we will assume that @O is a compact manifold of class
C1;a for some aAð0; 1Þ and O satisﬁes the interior sphere condition at every point
of @O: If N ¼ 1 then O is a bounded open interval in R: By well-known re-
gularity results (see DiBenedetto [10], Lieberman [21] and Tolksdorf [26]), all our
solutions then belong to C1;bð %OÞ for some bAð0; 1Þ:
Our main results concern the existence of solutions to (1) for l ‘‘near’’ l1 (see
Sections 3 and 4). For reader’s convenience we list here only the most relevant
consequences which present new existence results for the problem at resonance (2):
(E1) Let gðNÞ ¼ gðþNÞ ¼ 0; fALNðOÞ; gðsÞsX0 for all sAR if 1opo2 or
gðsÞsp0 for all sAR if 2opoN: Then problem (2) has at least one solution
provided
R
O fj1 dx ¼ 0 (Corollary 4.5).
(E2) Let gðNÞ ¼ gðþNÞ ¼ 0; fALNðOÞ; 1opo2 or 2opo3; and either
lims-7NðgðsÞjsjp2sÞ ¼ þN or lims-7NðgðsÞjsjp2sÞ ¼ N: Then problem
(2) has at least one solution provided
R
O fj1 dx ¼ 0 (Corollary 4.9).
(E3) Let gðNÞ ¼ gðþNÞ ¼ 0; fALNðOÞ; lim inf s-7NðgðsÞjsjp2sÞX0 if 1opo2
or lim sups-7NðgðsÞjsjp2sÞp0 if 2opo3: Then problem (2) has at least one
solution provided
R
O fj1 dx ¼ 0 (Corollary 4.9).
(E4) Let gðNÞ ¼ gðþNÞ ¼ 0; fALNðOÞ; 3ppoþN; and
(i)
%
gþN ¼
def
lim inf s-þNðgðsÞjsjp2sÞ satisfies either
%
gþN40; or else
%
gþN ¼ 0
and
 RN
0 gðsÞs ds ¼ þN if p ¼ 3;
 gðsÞcu0 for sX0 if 3opoN;
(ii)
%
gN ¼
def
lim inf s-NðgðsÞjsjp2sÞ satisfies either
%
gN40; or else
%
gN ¼ 0
and
 R 0N gðsÞs ds ¼ þN if p ¼ 3;
 gðsÞc0 for sp0 if 3opoN:
Then problem (2) has at least one solution provided
R
O fj1 dx ¼ 0
(Corollary 4.13).
Notice that we can combine these assertions in the sense that possibly different
types of asymptotic behavior of g are assumed at þN and N: For example, if we
combine (E2) and (E3), we obtain the following assertion:
(E5) Let gðNÞ ¼ gðþNÞ ¼ 0; fALNðOÞ; 2opo3; and lims-þNðgðsÞjsjp2sÞ ¼
N together with lim sups-NðgðsÞjsjp2sÞp0: Then problem (2) has at least
one solution provided
R
O fj1 dx ¼ 0:
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2. Preliminaries
We will write /; S for the inner product and j  j for the induced norm in the
Euclidean space RN : We reserve the dot ‘‘’’ for stressing multiplication in
complicated expressions. The closure, interior and boundary of a set SCRN are
denoted by %S; intðSÞ and @S; respectively, and the characteristic function of S by
wS:O-f0; 1g: We write measðSÞ ¼def
R
RN
wSðxÞ dx if SCRN is Lebesgue measurable.
All Banach and Hilbert spaces used in this article are real. We work with the
standard inner product in L2ðOÞ deﬁned by ðu; vÞL2ðOÞ ¼def
R
O uv dx for u; vAL
2ðOÞ: The
orthogonal complement in L2ðOÞ of a set MCL2ðOÞ is denoted by M>;L2 ;
M>;L2 ¼deffuAL2ðOÞ:ðu; vÞL2ðOÞ ¼ 0 for all vAMg:
The inner product ð; ÞL2ðOÞ in L2ðOÞ induces a duality between the Lebesgue spaces
LpðOÞ and Lp0 ðOÞ; where 1pp; p0pN with 1
p
þ 1
p0 ¼ 1; and between the Sobolev space
W
1;p
0 ðOÞ and its dual W1;p
0 ðOÞ; as well. We keep the same notation also for the
duality between the Cartesian products ½LpðOÞN and ½Lp0 ðOÞN : Similarly, if X is a
Banach space that is continuously and densely imbedded in L2ðOÞ; we denote by X 0
its dual space, so that X+L2ðOÞ+X 0:
We always assume the following:
Hypothesis (H1). If NX2 then O is a bounded domain in RN whose boundary @O
is a compact manifold of class C1;a for some aAð0; 1Þ; and O satisﬁes also the interior
sphere condition at every point of @O: If N ¼ 1 then O is a bounded open interval
in R:
It is clear that for NX2; hypothesis (H1) is satisﬁed if OCRN is a bounded domain
with C2-boundary.
The variational formula
l1 ¼ inf
Z
O
jrujp dx:uAW 1;p0 ðOÞ with
Z
O
jujp dx ¼ 1
 
gives the ﬁrst (smallest) eigenvalue of the positive Dirichlet p-Laplacian for
1opoN; that is,
Dpj1 ¼ l1jj1jp2j1 in O;
j1 ¼ 0 on @O;
(
ð7Þ
holds with a nontrivial eigenfunction j1AW
1;p
0 ðOÞ: It is simple and the eigenfunction
j1 associated with l1 can be normalized by j140 in O and jjj1jjLpðOÞ ¼ 1; by a result
due to Anane [2, The´ore`me 1, p. 727] and later generalized in Lindqvist [22, Theorem
1.3, p. 157]. We have j1AL
NðOÞ by another result of Anane [3, The´ore`me A.1, p.
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96]. Consequently, recalling hypothesis (H1), we get even j1AC
1;bð %OÞ for some
bAð0; aÞ; by a regularity result which is due to [10, Theorem 2, p. 829]; [26, Theorem
1, p. 127] (interior regularity, shown independently), and to [21, Theorem 1, p. 1203]
(regularity near the boundary). The constant b depends solely on a; N and p: We
keep the meaning of the constants a and b throughout the entire article and denote
by b0 an arbitrary, but ﬁxed number such that 0ob0oboao1: Finally, the Hopf
maximum principle [25, Propositions 3.2.1 and 3.2.2, p. 801] or [27, Theorem 5, p.
200] can be applied to obtain
j140 in O and
@j1
@n
o0 on @O: ð8Þ
As usual, @=@n denotes the outer normal derivative on @O: We set
U ¼deffxAO: rj1ðxÞa0g and U 0 ¼def O\U ¼ fxAO: rj1ðxÞ ¼ 0g;
and observe that U 0 is a compact subset of O; by (8).
Often, a function uAL1ðOÞ will be decomposed as the orthogonal sum
u ¼ cj1 þ u? where c ¼ jjj1jj2L2ðOÞðu;j1ÞL2ðOÞ and ðu?;j1ÞL2ðOÞ ¼ 0:
Given a set MCL1ðOÞ; we write
M? ¼deffu?:u ¼ cj1 þ u?AM for some cAR and ðu?;j1ÞL2ðOÞ ¼ 0g:
In particular, if M is a linear subspace of L1ðOÞ with j1AM; then we have
M? ¼ fuAM:ðu;j1ÞL2ðOÞ ¼ 0g:
Throughout the entire article we often need the derivative of the mapping
a/jajp2a: RN-RN given by
AðaÞ ¼def jajp2 Iþ ðp  2Þ a#ajaj2
 !
ARN
N for aARN\f0g: ð9Þ
If 2opoN; we also set Að0Þ ¼def 0ARN
N : In fact, this will turn out to be a useful
convention also for 1opo2: For aa0; AðaÞ is a positive deﬁnite, symmetric matrix.
The ‘‘elliptic’’ degeneracy of the matrix AðaÞ is expressed by the inequalities
minf1; p  1gp/AðaÞv; vSjajp2jvj2 pmaxf1; p  1g for all a; vAR
N \f0g:
In what follows, we frequently use the notation Aj1 ¼ Aðrj1Þ:
Now we need to distinguish between the cases p42 and 1opo2; the former one
being somewhat easier.
ARTICLE IN PRESS
P. Dr !abek et al. / J. Differential Equations 204 (2004) 265–291270
2.1. The degenerate case 2opoN
We introduce a new norm on W
1;p
0 ðOÞ by
jjvjjDj1 ¼
def
Z
O
jrj1jp2jrvj2 dx
 	1=2
for vAW 1;p0 ðOÞ; ð10Þ
and denote by Dj1 the completion of W 1;p0 ðOÞ with respect to this norm. The Hilbert
space Dj1 is compactly imbedded in the Lebesgue space L2ðOÞ; see [24, Lemma 4.2].
There, it is also shown that seminorm (10) is in fact a norm on W
1;p
0 ðOÞ:
The second order Taylor expansion for the energy functional
1
p
Z
O
jrðj1 þ fÞjp dx 
l1
p
Z
O
jj1 þ fjp dx
¼
Z 1
0
Z
O
jrðj1 þ sfÞjp2/rðj1 þ sfÞ;rfS dx ds
 l1
Z 1
0
Z
O
jj1 þ sfjp2ðj1 þ sfÞf dx ds
	 Qfðf;fÞ;
associated with (1) where h 	 0; computed near j1 and in an arbitrary direction
fAW 1;p0 ðOÞ; is given by the symmetric bilinear form Qf on the Cartesian product
½W 1;p0 ðOÞ2 deﬁned as follows, using the matrix abbreviation (9):
Qfðv; wÞ ¼def
Z
O
Z 1
0
Aðrðj1 þ sfÞÞð1 sÞ ds

 
rv;rw
 
dx
 l1ðp  1Þ
Z
O
Z 1
0
jj1 þ sfjp2ð1 sÞ ds

 
vw dx
for v; wAW 1;p0 ðOÞ: In particular, one has
2  Q0ðv; vÞ ¼
Z
O
/Aj1rv;rvS dx  l1ðp  1Þ
Z
O
jp21 v
2 dx:
The quadratic form Q0 is positive semideﬁnite, i.e., Q0ðv; vÞX0 for all vAW 1;p0 ðOÞ:
Furthermore, Q0 is closable in L2ðOÞ; the domain of its closure being equal to Dj1 :
Finally, one has Q0ðu; uÞ ¼ 0 if and only if u ¼ kj1 for some kAR (see [24,
Proposition 4.4]), provided the following additional hypothesis is imposed on the
domain O:
Hypothesis (H2). If NX2 and @O is not connected, then there is no function
vADj1 ; Q0ðv; vÞ ¼ 0; with the following four properties:
(i) v ¼ j1  wS a.e. in O; where SCO is Lebesgue measurable with
0omeasðSÞomeasðOÞ;
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(ii) %S is connected and %S-@Oa|;
(iii) every connected component of the set U is entirely contained either in S or else
in O\S;
(iv) ð@SÞ-OCU 0:
It was conjectured in [24] that hypothesis (H2) always holds true provided (H1) is
satisﬁed. The conjecture that Q0ðu; uÞ ¼ 0 implies u ¼ kj1ðkARÞ has been veriﬁed in
[24, Proof of Proposition 4.4 and Remark 8.1] when O is either an interval in R or
else @O is connected if NX2:
2.2. The singular case 1opo2
We further require hypothesis (H1); hypothesis (H2) always holds true in this case
(see [24, Remark 8.1]).
The Hilbert space Dj1 ; endowed with the norm (10) for p42; needs to be redeﬁned
for 1opo2 as follows. We deﬁne vADj1 if and only if vAW 1;20 ðOÞ; rvðxÞ ¼ 0 for
almost every xAU 0 ¼ fxAO: rj1ðxÞ ¼ 0g; and
jjvjjDj1 ¼
def
Z
U
jrj1jp2jrvj2 dx
 	1=2
oN: ð11Þ
Consequently, Dj1 endowed with the norm jj  jjDj1 is continuously embedded into
W
1;2
0 ðOÞ:
A good way of understanding the deﬁnition of Dj1 is to ﬁrst identify W 1;20 ðOÞ with
a closed linear subspace of the Cartesian product ½L2ðOÞNþ1 by means of the
isometric isomorphism v/ðv;rvÞ; and then deﬁne vADj1 by requiring rvðxÞ ¼ 0
for almost every xAU 0; together with (11) in U ¼ O\U 0:
It was conjectured in [24] that Dj1 is dense in L2ðOÞ: This conjecture would
immediately follow from measðO\UÞ ¼ 0: The latter holds true if O is convex; then
also U 0 ¼ O\U is a convex set in RN with empty interior, and hence of zero Lebesgue
measure, see Fleckinger et al. [14, Lemma 2.6, p. 55].
If the conjecture is false, we need to consider also the orthogonal complement
D>;L2j1 ¼ fvAL
2ðOÞ:ðv;fÞL2ðOÞ ¼ 0 for all fADj1g:
In other words, we work with the orthogonal sum
L2ðOÞ ¼ DL2j1"D
>;L2
j1
: ð12Þ
Notice that vAD>;L2j1 implies v ¼ 0 almost everywhere in U : This means that D>;L
2
j1
is
isometrically isomorphic to a closed linear subspace of L2ðU 0Þ:
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Let us deﬁne another norm on W 1;20 ðOÞ by
jjvjjHj1 ¼
def
Z
O
jp21 v
2 dx
 	1=2
for vAW 1;20 ðOÞ; ð13Þ
and denote byHj1 the completion of W 1;20 ðOÞ with respect to this norm. The Sobolev
space W 1;20 ðOÞ is compactly imbedded in the Hilbert space Hj1 ; by Hardy’s
inequality. On the other hand, Hj1+L2ðOÞ is continuous; see [24, Lemma 8.2].
Notice that Hj1 ¼ L2ðO; dðxÞp2 dxÞ both, algebraically and topologically, where
the function
dðxÞ ¼def distðx; @OÞ ¼ inf
x0A@O
jx  x0j; xA %O;
denotes the distance from x to @O: It is easy to see that H0j1 ¼ L2ðO; dðxÞ
2p dxÞ is
the dual space of Hj1 when endowed with the dual norm
jjwjjH0j1 ¼
def
Z
O
j2p1 w
2 dx
 	1=2
for wAL2ðO; dðxÞ2p dxÞ:
3. Bifurcation from inﬁnity
Let h 	 hðx; sÞ be a Carathe´odory function, i.e., hð; sÞ is measurable for every sAR
and hðx; Þ is continuous for almost every xAO: Moreover, assume that it is bounded,
i.e.,
jhðx; sÞjphˆ 	 constoþN for almost all xAO and all sAR ð14Þ
and
hðx; 0Þc0 in O: ð15Þ
Under a solution of (1) we understand a pair ðl; uÞ of lAR and uAW 1;p0 ðOÞ
satisfying the integral equalityZ
O
jrujp2/ru;rfSdx  l
Z
O
jujp2uf dx ¼
Z
O
hð; uÞf dx ð16Þ
for every fAW 1;p0 ðOÞ:
Let X ¼ W 1;p0 ðOÞ and let X 0 stand for its dual space, i.e., X 0 ¼ W1;p
0 ðOÞ: Then
(16) is equivalent to the abstract operator equation
IðuÞ  lSðuÞ ¼ HðuÞ; ð17Þ
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where I ;S;H : X-X 0 are deﬁned as follows, for any u;fAX :
ðIðuÞ;fÞX ¼
Z
O
jrujp2/ru;rfSdx;
ðSðuÞ;fÞX ¼
Z
O
jujp2uf dx;
ðHðuÞ;fÞX ¼
Z
O
hð; uÞf dx:
Here, ð; ÞX denotes the duality pairing between X and X 0:
It is proved in [11, Chapter 5] that the operator I  lS H satisﬁes condition
aðXÞ from [23] (which is nothing else but condition (Sþ) from [9]) and so its
(topological) degree can be deﬁned.
Deﬁnition 3.1. Let m0AR: We say that ðm0;NÞ is an asymptotic bifurcation point for
(17) if there exists a sequence of pairs fðmn; unÞgNn¼1CR
 X such that (17) holds with
ðl; uÞ ¼ ðmn; unÞ; n ¼ 1; 2; 3;y; and ðmn; jjunjjX Þ-ðm0;NÞ:
For uAX ; ua0; set v ¼ u=jjujj2X : Then (17) is equivalent to
IðvÞ  lSðvÞ ¼ Gðl; vÞ: ð18Þ
where
Gðl; vÞ ¼def jjvjj
2ðp1Þ
X Hðvjjvjj2Þ if va0;
0 if v ¼ 0:
(
Due to (14), the term Gðl; vÞ represents a compact perturbation ‘‘of higher order’’ in
the variable v which is independent of l:
It follows immediately from this transformation that the pair ðm0;NÞ is an
asymptotic bifurcation point for (17) if and only if ðm0; 0Þ is a bifurcation point (from
the set of trivial solutions) for (18). For CCR
 X we deﬁne (the set) eC to be the
closure in R
 X of the set of all pairs ðm; vÞAR
 X such that va0 and
ðm; v=jjvjj2X ÞAC:
In [11, Theorem 14.18], it was proved that ðl1; 0Þ is a bifurcation point for (18).
Let us reformulate this result in terms of problem (17).
Proposition 3.2. Let h satisfy (14) and (15). Then the pair ðl1;NÞ is an asymptotic
bifurcation point for (17). Moreover, there exists a maximal (in the ordering by set
inclusion) closed set CCR
 X ; such that eC is connected in R
 X and the following
properties hold:
(i) there exists a sequence fðmn; unÞgNn¼1CC such that ðmn; jjunjjX Þ-ðl1;NÞ;
ARTICLE IN PRESS
P. Dr !abek et al. / J. Differential Equations 204 (2004) 265–291274
(ii) either C is unbounded in the l-direction, or else there exists an eigenvalue l0 of Dp
such that l04l1 and there is a sequence fðmn; unÞgNm¼1CC satisfying
ðmn; jjunjjX Þ-ðl0;NÞ:
Remark 3.3. Assumption (15) implies that (17) cannot have the trivial solution u ¼
0: Consequently, C contains no sequence of pairs ðmk; ukÞ with ðmk; jjukjjX Þ-ð #m; 0Þ:
Hence, the statement of Proposition 3.2 follows directly from [11, Theorem 14.18]
using the transformation u/v ¼ u=jjujj2X :
Next, we formulate a priori estimates for large solutions of problem (1) that lead
to an improvement of Proposition 3.2.
From now on, we denote by l2 ðl24l1Þ the second eigenvalue of the positive
Dirichlet p-Laplacian Dp: We use only the well-known fact from [5] that there is no
eigenvalue of Dp in the open interval ðl1; l2Þ; by a variational characterization of
l2: The theorem below follows directly from [12, Theorem 4.1].
Theorem 3.4. Let fmngNn¼1CR and fungNn¼1CW 1;p0 ðOÞ be sequences, and let d40 be
such that
(i) l1 þ mnol2  d for all nAN;
(ii) hð; unðÞÞ, h˜ðÞ weakly-star in LNðOÞ;
(iii) jjunjjW 1;p
0
ðOÞ-N as n-N;
(iv) in addition, assume that for all nAN and fAW 1;p0 ðOÞ;Z
O
jrunjp2/run;rfS dx
¼ ðl1 þ mnÞ
Z
O
junjp2unf dx þ
Z
O
hðx; unÞf dx: ð19Þ
Then mn-0 and, writing un ¼ t1n ðj1 þ v?n Þ with tnAR; tna0; and v?n AW 1;p0 ðOÞ?;
we have tn-0; jtnjptn v?n -V? strongly in Dj1 if p42 and in W 1;20 ðOÞ if 1opo2; and
mn ¼  jtnjp2tn
Z
O
hðx; unÞj1 dx þ ðp  2Þjtnj2ðp1ÞQ0ðV?; V?Þ
þ ðp  1Þjtnj2ðp1Þ
Z
O
h˜j1 dx
 	 Z
O
jp11 V
? dx
 	
þ oðjtnj2ðp1ÞÞ: ð20Þ
Moreover, V?ADj1-fj1g>;L
2
is the (unique) solution to
2  Q0ðV?;fÞ ¼
Z
O
hwf dx for all fADj1 ; ð21Þ
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where we have denoted
2  Q0ðV?;fÞ ¼
Z
O
/Aj1rV?rfS dx  l1ðp  1Þ
Z
O
jp21 V
?f dx
and hw ¼ h˜  RO h˜j1 dx jp11 :
Remark 3.5. Let us point out one important fact which follows from the regularity
results [21]. If v?n is as above then we actually have v
?
n -0 strongly in C
1ð %OÞ (for the
proof see [12, proof of Theorem 4.1]). Note also that hw ¼ 0 if and only if h˜ ¼ kjp11 ;
kAR: In this case V? ¼ 0: On the other hand, if h˜akjp11 ; kAR; then hwa0 which
forces V?a0 and Q0ðV?; V?Þ40:
The existence result from Proposition 3.2 is too ‘‘coarse’’. In order to get more
precise description of the solution set of problem (1) we have to use asymptotic
properties of the function h 	 hðx; sÞ with respect to s-7N and combine them
with Theorem 3.4. This will imply a priori estimates which provide the necessary
tools for proving a more accurate bifurcation result. Namely, we will assume that,
besides (14) and (15), the function h satisﬁes also the next hypotheses. For this
purpose we denote
hðx;7NÞ ¼ lim
s-7N
hðx; sÞ
and assume that both limits exist uniformly with respect to xAO: We assume that
one of the following conditions holds:
ðA17Þ
Z
O
hðx;7NÞj1ðxÞ dxa0;
ðA27Þ
Z
O
hðx;7NÞj1ðxÞ dx ¼ 0; hðx;7NÞc0; 1opo2 and
s
Z
O
hðx; sÞj1ðxÞ dxX0 for sAR;
ðA37Þ
Z
O
hðx;7NÞj1ðxÞ dx ¼ 0; hðx;7NÞc0; 2opoN and
s
Z
O
hðx; sÞj1ðxÞ dxp0 for sAR:
Proposition 3.6. Let h 	 hðx; sÞ be a Carathe´odory function satisfying (14) and (15),
and let h satisfy one of conditions ðA1þÞ2ðA3þÞ and one of ðA1Þ2ðA3Þ:
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Then there exists a constant R40 such that every weak solution uAW 1;p0 ðOÞ of the
problem
Dpu  l1jujp2u ¼ hðx; uÞ in O;
u ¼ 0 on @O;
(
ð22Þ
satisfies the a priori bound jjujj
W
1;p
0
ðOÞpR:
Proof. On the contrary, assume that, for each nAN; there exists unAW
1;p
0 ðOÞ such
that jjunjjW 1;p
0
ðOÞXn and un veriﬁes (22). Then alsoZ
O
jrunjp dx  l1
Z
O
junjp dx ¼
Z
O
hðx; unÞun dx:
Denoting vn ¼ un=jjunjjW 1;p
0
ðOÞ; we get jjvnjjW 1;p
0
ðOÞ ¼ 1 andZ
O
jrvnjp dx  l1
Z
O
jvnjp dx ¼ 1jjunjjp1
W
1;p
0
ðOÞ
Z
O
hðx; unÞvn dx: ð23Þ
Passing to a subsequence if necessary, we may assume that vn,v0 weakly in W
1;p
0 ðOÞ
and vn-v0 strongly in L
pðOÞ: Then it follows from (14), (23) and jjunjjW 1;p
0
ðOÞ-N
that
1 ¼ jjvnjjp
W
1;p
0
ðOÞ-l1
Z
O
jv0jp dx ð24Þ
and Z
O
jrv0jp dx  l1
Z
O
jv0jp dxp0: ð25Þ
The variational characterization of l1; (24) and (25) imply that v0 ¼ kj1 for some
kAR\f0g: Assume k40 (the case ko0 is analogous). We apply Theorem 3.4 with
mn ¼ 0 for every nAN large enough; hence un ¼ t1n ðj1 þ v?n Þ; tn40: Due to (14) we
can assume (passing to a subsequence if necessary) that there exists h˜ALN such that
hð; unðÞÞ, h˜ðÞ weakly-star in LNðOÞ: It follows from Remark 3.5, (14) and the
Lebesgue dominated convergence theorem that h˜ðxÞ 	 hðx;þNÞ: Assume that
ðA1þÞ is satisﬁed. Then (20) yields
0 ¼ 
Z
O
hðx;þNÞj1 dx þ oð1Þ; tn-0þ;
a contradiction. If ðA2þÞ is satisﬁed then it follows from (20),
0 ¼  jtnjp2tn
Z
O
hðx; unÞj1 dx
þ ðp  2Þjtnj2ðp1ÞQ0ðV?; V?Þ þ oðjtnj2ðp1ÞÞ; tn-0þ;
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a contradiction due to Q0ðV?; V?Þ40 (cf. Remark 3.5). Similarly, we get a
contradiction provided that ðA3þ) holds. &
Recall that X and X 0 together with IðuÞ; SðuÞ and HðuÞ have been speciﬁed at the
beginning of this section.
Theorem 3.7. Let h satisfy the assumptions of Proposition 3.6. Then there is a pair of
maximal closed sets Cþ; CCR
 X of solutions of (17) such that both sets eCþ and eC
are connected in R
 X ; where eC7 are the closures in R
 X of the respective sets of all
pairs ðm; vÞAR
 X such that va0 and ðm; v=jjvjj2X ÞAC7; and the following properties
hold:
(a) there exist sequences of pairs ðmn; unÞACþ and ðmn0; u0nÞAC such that mn-l1;
mn
0-l1; jjunjjX-N and jju0njjX-N; together with un=jjunjjX-j1=jjj1jjX and
u0n=jju0njjX- j1=jjj1jjX strongly in X ;
(b) either both Cþ and C are unbounded in the l-direction, or else eCþ-eC contains a
point other than fðl1; 0Þg:
Proof. After the transformation vn ¼ un=jjunjj2X ; the statement of our Theorem 3.7
follows directly from Proposition 3.6 and [11, Theorem14.20]. &
Remark 3.8. Let us point out that it follows from Theorem 3.7 combined with
regularity results [21] that the convergence above un=jjunjjX-j1=jjj1jjX ; and
u0n=jju0njjX- j1=jjj1jjX as well, occurs strongly not only in X ¼ W 1;p0 ðOÞ but even
in C1;b
0 ð %OÞ: Thus, jjunjjX-N is equivalent to jjunjjLNðOÞ-N; and also to
jjunjjC1;b0 ð %OÞ-N; for ðln; unÞACþ,C:
4. Bifurcation from inﬁnity-revisited
In order to get the existence results for problem (2), we need to specify further
qualitative properties of the sets Cþ and C from Theorem 3.7. In particular, we will
look for such conditions on h 	 hðx; sÞ that guarantee, for example, that ðm; uÞAC7
implies mol1 or m4l1: There are actually two different characteristic types of
behavior of C7 which we sketch in Fig. 1(a). For this purpose we need to impose
additional asymptotic conditions on h and employ the asymptotic estimate (20).
Our aim is to study the local behavior of the bifurcation branches C7 near l1: For
this reason we restrict our attention to lAðN;LÞ with some LAðl1; l2Þ: Recall that
l2 is the second eigenvalue of the negative Dirichlet p-Laplacian Dp (cf. Theorem
3.4).
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4.1. Bounded nonlinearities of Landesman-Lazer type
Theorem 4.1. Let us assume (14) and eitherZ
O
hðx;NÞj1ðxÞ dxo0 and
Z
O
hðx;þNÞj1ðxÞ dx40 ð26Þ
or else Z
O
hðx;NÞj1ðxÞ dx40 and
Z
O
hðx;þNÞj1ðxÞ dxo0: ð27Þ
Then there exists a constant M40 such that the following statements and implications
hold.
1. If (26) holds then every solution ðl; uÞ to (1) satisfies
l1plpL ) jjujjLNðOÞpM:
2. If (27) holds then every solution ðl; uÞ to (1) satisfies
lpl1 ) jjujjLNðOÞpM:
Proof. Let us consider case (i). Assume by contradiction that for each nAN there
exist mnX0 and unAW
1;p
0 ðOÞ such that jjunjjLNðOÞXn and ðl1 þ mn; unÞ is a solution to
(1) with l ¼ l1 þ mn: Let us write un ¼ t1n ðj1 þ v?n Þ with some tn-0; and assume
tno0 for a subsequence. Then uno0 in O for n large enough due to Remark 3.5.
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Using Theorem 3.4 we ﬁnd that mn-0 and (20) yields
0pmn ¼ jtnjp2tn
Z
O
hðx; t1n ðj1 þ v?n ÞÞj1ðxÞ dx þ oðjtnjp1Þ;
as tn-0: Passing to the limit we obtainZ
O
hðx;NÞj1ðxÞ dxX0
which contradicts (26). Similarly, we reach a contradiction for tn40: Case (ii) is
proved analogously. &
Notice that the sets C7 from Theorem 3.7 behave as in Figs. 1(a) and 1(b) if the
assumptions of Theorem 4.1(i) and (ii) are satisﬁed, respectively.
Corollary 4.2. Let either (26) or (27) holds true. Then problem (1) with l ¼ l1 has at
least one solution.
Proof. Let us assume (26); the other case being similar. Consider the sequence
mn-0þ : Then for any nAN; there exists unAW 1;p0 ðOÞ such that ðl1 þ mn; unÞ is a
solution to (1) with l ¼ l1 þ mn: By Theorem 4.1(i) we have jjunjjLNðOÞpM for n
large enough. Passing to the limit for n-þN and using the standard compactness
argument we get the desired result. &
4.2. Vanishing nonlinearities with the sign condition, 1opo2 or 2opoN
In this subsection we assume that h satisﬁes ðA27Þ or ðA37Þ; respectively. We
have the following assertion.
Theorem 4.3. Let us assume 1opo2 or 2opoN; (14), and ðA27Þ or ðA37Þ holds,
respectively. Then there exists a constant M40 such that every solution ðl; uÞ to (1)
satisfies:
1. if 1opo2; then l1plpL implies jjujjLNðOÞpM;
2. if p42; then lpl1 implies jjujjLNðOÞpM:
Proof. Let us consider case (i). The proof of (ii) is analogous. Assume by
contradiction that for each nAN there exist mnX0 and unAW
1;p
0 ðOÞ such that
jjunjjLNðOÞXn and ðl1 þ mn; unÞ is a solution to (1) with l ¼ l1 þ mn: Let us write
un ¼ t1n ðj1 þ v?n Þ with some tn-0: Let tn40 for a subsequence. Then un40 in O for
n large enough. Due to Remark 3.5 and Theorem 3.4, we ﬁnd mn-0: Hence, (20)
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together with
R
O h˜j1 dx ¼ 0 yield
0pmn ¼  jtnjp2tn
Z
O
hðx; unÞj1 dx
þ ðp  2Þjtnj2ðp2ÞQ0ðV?; V?Þ þ oðjtnj2ðp1ÞÞ ð28Þ
as tn-0; a contradiction due to Q0ðV?; V?Þ40: Similarly, we get a contradiction if
tno0: &
Notice that the sets C7 from Theorem 3.7 behave as in Figs. 1(a) and 1(b) if the
assumptions of Theorem 4.3(i) and (ii) are satisﬁed, respectively.
Corollary 4.4. Let the assumptions of Theorem 4.3 be fulfilled. Then problem (1) with
l ¼ l1 has at least one solution.
Proof. The proof is performed as that of Corollary 4.2. &
The special choice of h now yields the following assertion.
Corollary 4.5. Let hðx; sÞ 	 f ðxÞ þ gðsÞ with g : R-R continuous, lims-7NgðsÞ ¼ 0;
fALNðOÞ; gðsÞsX0 for sAR if 1opo2; and gðsÞsp0 for sAR if 2opoN: Then
problem (2) has at least one solution provided
R
O fj1 dx ¼ 0 holds.
Remark 4.6. Note that in all assertions above, the assumption 1opoN; pa2; is
important. Corollary 4.5 is a generalization of previous results on vanishing
nonlinearities treated only for p ¼ 2 (see e.g. [11, Chapter 2; 16,18,19]).
Example 4.7. Let
R
O fj1 dx ¼ 0 and eAR: The boundary value problem
Dpu ¼ l1jujp2u þ eueu2 þ f in O;
u ¼ 0 on @O
(
has at least one solution provided either eX0 and 1opo2; or ep0 and 2opoN:
4.3. Vanishing nonlinearities without the sign condition—case 1opo2 or 2opo3
In the rest of our paper we take hðx; sÞ 	 gðsÞ þ f ðxÞ for the sake of simplicity of
our exposition. Of course, we could handle the general case hðx; sÞ by similar tools as
well, but at the expense of clarity. We assume that g:R-R is a continuous function
with
lim
s-7N
gðsÞ ¼ 0
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and fALNðOÞ: Let us point out that the asymptotic estimate (20) for this special
choice of h reads as follows:
mn ¼  jtnjp2tn
Z
O
½gðunÞ þ f ðxÞj1 dx þ ðp  2Þjtnj2ðp1ÞQ0ðV?; V?Þ
þ ðp  1Þjtnj2ðp1Þ
Z
O
fj1 dx
 	 Z
O
jp11 V
? dx
 	
þ o jtnj2ðp1Þ
 
ð29Þ
as tn-0: Moreover, the limit function V
?ADj1-fj1g>;L
2
is the (unique) solution
to
2  Q0ðV?;fÞ ¼
Z
O
f wf dx for all fADj1 ð30Þ
and f w ¼ f  RO fj1 dx jp11 : In particular, if RO fj1 dx ¼ 0; then
mn ¼  jtnjp2tn
Z
O
gðunÞj1 dx
þ ðp  2Þjtnj2ðp1ÞQ0ðV?; V?Þ þ oðjtnj2ðp1ÞÞ ð31Þ
as tn-0: If also mn ¼ 0 for all nAN; then
lim
n-N
1
jtnjp2tn
Z
O
gðunÞj1 dx ¼ ðp  2ÞQ0ðV?; V?Þ: ð32Þ
It is now quite clear how to obtain ‘‘indirect’’ a priori estimates for weak solutions
of problem (1) with our current choice hðx; sÞ 	 gðsÞ þ f ðxÞ; i.e.,
Dpu ¼ ljujp2u þ gðuÞ þ f ðxÞ in O;
u ¼ 0 on @O;
(
ð33Þ
provided l takes values near l1; pa2; and
f w ¼ f 
Z
O
fj1 dx
 	
jp11 eD>;L
2
j1
in O: ð34Þ
For the (unique) solution V?ADj1-fj1g>;L
2
to Eq. (30), condition (34) entails
V?c0 in O and therefore also Q0ðV?; V?Þ40 (cf. Remark 3.5).
Assuming only that g:R-R is continuous with gðsÞ-0 as jsj-N; here we
compute the limit in (32), i.e.,
L ¼def lim
n-N
1
jtnjp2tn
Z
O
gðunÞj1 dx: ð35Þ
Combining gðunðxÞÞ-0 as n-N for every xAO and
sup
nAN
jjgðunÞjjLNðOÞoN
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with the fact that ðjtnjp2tnÞ1v?n -V? strongly in L2ðOÞ; we conclude that
L ¼ lim
n-N
1
jtnjp2tn
Z
O
gðunÞðj1 þ v?n Þ dx
¼ lim
n-N
1
jtnjp2tn
Z
O
gðt1n vnÞvn dx; ð36Þ
where we denoted vn ¼def j1 þ v?n :
The last limit will turn out to be easy to compute for 1opo3 and more difﬁcult
for 3ppoN: In this subsection we deal with the former case 1opo3: The latter
case is considered in the next subsection. Recalling un ¼ t1n vn-7N as n-N
pointwise in O; let us rewrite Eq. (36) as
L ¼ lim
n-N
Z
O
gðunÞjunjp2unv2pn dx: ð37Þ
Due to jjv?n jjC1;b0 ð %OÞ-0 as n-N; we have 12j1pvnp32 j1 in O for every nAN large
enough, say, nXn0: Therefore, since 1opo3; we haveZ
O
v2pn dxp
3
2
Z
O
j2p1 dxoN:
Now assume that the following limits exist, ﬁnite or inﬁnite:
gˆ7N ¼def lim
s-7N
gðsÞ jsjp2s: ð38Þ
We apply either the Lebesgue dominated convergence theorem (if gˆ7NAR) or else
the Fatou lemma (if gˆ7N ¼7N) to Eq. (37) to conclude that
L ¼ gˆ7N
Z
O
j2p1 dx: ð39Þ
Comparing the formulas in (32) and (39) we arrive at
gˆ7N ¼ ðp  2ÞQ0ðV?; V?Þ
Z
O
j2p1 dx
 	1
: ð40Þ
Formula (40) is now the starting point for proving a priori estimates for problem
(33) and existence results for (2). In some of our results we need only the following
lim inf and lim sup values
%
g7N ¼
def
lim inf
s-7N
gðsÞjsjp2s and %g7N ¼def lim sup
s-7N
gðsÞjsjp2s:
Theorem 4.8. Let 1opo2 or 2opo3; and let
R
O fj1 dx ¼ 0; fc0: Then there exists
a constant M40 such that every solution ðl; uÞ to (33) satisfies:
(i) 1opo2;
%
g7NX0 (finite or infinite), l1plpL) jjujjLNðOÞpM;
(ii) 2opo3; %g7Np0 (finite or infinite), lpl1 ) jjujjLNðOÞpM;
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(iii) gˆ7N ¼ þN; l1plpL) jjujjLNðOÞpM;
(iv) gˆ7N ¼ N; lpl1 ) jjujjLNðOÞpM:
Proof. Let us write (31) as
mn ¼ jtnj2ðp1Þ 
1
jtnjp2tn
Z
O
gðunÞj1 dx þ ðp  2ÞQ0ðV?; V?Þ
" #
þ oðjtnj2ðp1ÞÞ ð41Þ
as tn-0: We consider case (i). Assume by contradiction that for each nAN there
exist mnX0 and unAW
1;p
0 ðOÞ such that jjunjjLNðOÞXn and ðl1 þ mn; unÞ is a solution of
(33) with l ¼ l1 þ mn: But it follows from (41) that mno0 for large n; a contradiction.
Cases (ii)–(iv) are proved analogously. &
Notice that the sets C7 from Theorem 3.7 behave as in Fig. 1(a) if the assumptions
of Theorem 4.8(i) or (iii) are satisﬁed, and as in Fig. 1(b) if the assumptions of
Theorem 4.8(ii) or (iv) are satisﬁed.
Corollary 4.9. Let the assumptions of Theorem 4.8 be fulfilled. Then problem (2) has
at least one solution.
Example 4.10. Let 1opo2 or 2opo3: Consider the problem
Dpu ¼ l1jujp2u  eu2 þ f in O;
u ¼ 0 on @O:
(
ð42Þ
Here gˆ7N ¼ 0: According to Corollary 4.9, problem (4.10) has at least one solution
provided
R
O fj1 dx ¼ 0:
Remark 4.11. Note that pa2 is an important assumption. Indeed, let uAW 1;20 ðOÞ be
a solution to
Du ¼ l1u  eu2 þ f in O;
u ¼ 0 on @O:
(
Multiplying this equation by j1; integrating over O and using the factZ
O
/ru;rj1S dx ¼ l1
Z
O
u j1 dx;
we arrive at
0o
Z
O
eu
2
j1 dx ¼
Z
O
f j1 dx
which is a necessary condition for the solvability.
ARTICLE IN PRESS
P. Dr !abek et al. / J. Differential Equations 204 (2004) 265–291284
4.4. Vanishing nonlinearities with the opposite sign condition: case 3ppoN
In this subsection we deal with case 3ppoN and nonlinearities g satisfying the
sign condition opposite to the one considered in Section 4.2 (cf. ðA37Þ). Namely, in
this subsection we assume that g satisﬁes
gðsÞsX0 for all sAR: ð43Þ
In this case we have the following a priori estimates.
Theorem 4.12. Let 3ppoN and
R
O fj1 dx ¼ 0: Let the following conditions hold
true:
(i) either
%
gþN40; or else
%
gþN ¼ 0 and
 RN
0
gðsÞs ds ¼ þN if p ¼ 3;
 gðsÞc0 for sX0 if 3opoN;
(ii) either
%
gN40; or else
%
gN ¼ 0 and
 R 0N gðsÞs ds ¼ þN if p ¼ 3;
 gðsÞc0 for sp0 if 3opoN:
Then there exists M40 such that for every solution ðl; uÞ of (33) we have
l1plpL ) jjujjLNðOÞpM:
Proof. Let us rewrite (31) in the form
mn
jtnj2ðp1Þ
¼  1jtnjp2tn
Z
O
gðunÞj1 dx
 	
þ ðp  2ÞQ0ðV?; V?Þ þ oð1Þ ð44Þ
as tn-0: Let un ¼ t1vn with tna0 and tn-0; where vn ¼ j1 þ v?n : Owing to
ðjtnjp2tnÞ1v?n -V? in L2ðOÞ as n-N; formula (44) is equivalent to
mn
jtnj2ðp1Þ
¼  1jtnjp2tn
Z
O
gðunÞvn dx
 	
þ ðp  2ÞQ0ðV?; V?Þ þ oð1Þ ð45Þ
as tn-0:
Now we can proceed via contradiction and assume that there are solutions ðl1 þ
mn; unÞ to (33) with l ¼ l1 þ mn such that 0pmnpL l1 and jjunjjLNðOÞ-N:
Applying Theorem 3.4 we get mn-0þ; and mn and un satisfy (31).
Passing to a subsequence of ftngNn¼1 if necessary, we may assume that
all tn are either positive or negative. For deﬁniteness, let us assume tn40
for all nAN: The case tno0 for all nAN is analogous. We apply Fatou’s
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lemma to estimate
Lþ ¼def lim inf
n-N
1
jtnjp2tn
Z
O
gðunÞvn dx
 	
¼ lim inf
n-N
Z
O
gðunÞjunjp2unv2pn dx
X
Z
O
lim inf
n-N
ðgðunÞjunjp2unv2pn Þ dx ¼
Z
O
lim inf
n-N
ðgðunÞjunjp2unÞj2p1 dx
¼
%
gþN
Z
O
j2p1 dx ¼
%
gþN  ðþNÞ;
by
R
O j
2p
1 dx ¼ þN: If
%
gþN40 then clearly Lþ ¼ þN: Consequently, formula (45)
yields jtnj2ðp1Þmn-N as n-N; a contradiction to our assumption mnX0 for all
nAN:
Next, assume
%
gþN ¼ 0: In this case we need a more precise method for calculating
the limit Lþ: We split the closure of the domain O as %O ¼ Sn;Z0,Sn;Z0 0where
Sn;Z0 ¼
deffxAO:vnðxÞpZ0g and S0n;Z0 ¼
deffxAO:vnðxÞ4Z0g:
Clearly, there exists a number d40 such that
S0n;Z0COd
0 ¼deffxAO: distðx; @OÞXdg
for all nAN: Notice that the set
Od ¼deffxAO: distðx; @OÞodg ð46Þ
denotes the d-neighborhood of @O: Similarly as in (39), we have
L0Z0 ¼
def
lim inf
n-N
1
jtnjp2tn
Z
Sn;Z0
0
gðunÞvn dx ¼
%
gþN
Z
S0Z0
j2p1 dx ¼ 0: ð47Þ
On the other hand, in Sn;Z0 we make use of formula (55) from the appendix. We
compute
Ln;Z0 ¼
def 1
jtnjp2tn
Z
Sn;Z0
gðunÞvn dx
¼ 1jtnjp2tn
Z
@O
Z Z0
0
gðZ=tnÞZjJnðx0; ZÞj dZ

 
ds@Oðx0Þ
¼ 1jtnjp4tn
Z
@O
Z Z0=tn
0
gðzÞzjJnðx0; tnzÞj dz
" #
ds@Oðx0Þ: ð48Þ
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Letting n-N; we arrive at
LZ0 ¼
def
lim inf
n-N
1
jtnjp2tn
Z
Sn;Z0
gðunÞvn dx
¼ lim inf
n-N
1
jtnjp4tn
Z
@O
Z Z0=tn
0
gðzÞzjJnðx0; tnzÞj dz
" #
ds@Oðx0Þ: ð49Þ
Notice that
LþXLZ0 þ L0Z0 ¼ LZ0 :
We treat the cases p ¼ 3 and p43 separately.
Case p ¼ 3: Recall that we assume RþN0 gðsÞs ds ¼ þN: Since jtnjp4tn ¼ 1 in
formula (49), letting n-N; we arrive at LþXLZ0 ¼ þN again. A contradiction
follows.
Case 3opoN: We have jtnjp4tn-0 as n-N in formula (49) and therefore,
owing to
RþN
0 gðsÞs ds40; we arrive at LþXLZ0 ¼ þN as above. &
Notice that the sets C7 from Theorem 4.1 behave as in Fig. 1(a) if the assumptions
of Theorem 4.12 are satisﬁed.
Corollary 4.13. Let the assumptions of Theorem 4.12 be fulfilled. Then problem (2) has
at least one solution.
4.5. Necessity of the Landesman–Lazer condition
In this subsection we combine some previous results and show that if the nonlinear
function g ¼ gðsÞ satisﬁes gðNÞogðsÞogðþNÞ for any sAR then condition (3) is
no longer necessary for the solvability of (2) if pa2:
Let us consider problem (2) with a special choice of g: Namely, for q4p  1 we set
gðsÞ ¼ arccotan jsjq1s for sAR;
which entails gðNÞ ¼ p; gðþNÞ ¼ 0; and gˆþN ¼ %gþN ¼
%
gþN ¼ 0: Then
gðNÞogðsÞogðþNÞ
for any sAR: According to Corollary 4.2 problem
Dpu ¼ l1jujp2u  arccotan jujðq1Þu þ f in O;
u ¼ 0 on @O
(
ð50Þ
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has at least one solution for any fALNðOÞ satisfying
0o
Z
O
fj1 dxopjjj1jjL1ðOÞ:
Now let us consider the case
R
O fj1 dx ¼ 0: We claim that (50) has a solution also in
this case for 1opo2: Indeed, assume by contradiction that for each nAN there exist
mnX0 and unAW
1;p
0 ðOÞ such that jjunjjLNðOÞXn and ðl1 þ mn; unÞ is a solution of (50)
with l1 replaced by l1 þ mn: Let us write un ¼ t1ðj1 þ v?n Þ with some tn-0: Assume
tno0: Then we reach a contradiction exactly as in the proof of Theorem 4.1(i)
obtaining
R
O f j1 dxXp jjj1jjL1ðOÞ : Assume tn40: But now we obtain a contra-
diction exactly as in the proof of Theorem 4.8(i). Hence the following implication
holds true:
l1plpL ) jjujjLNðOÞpM
with some constant M40: The existence of at least one solution of (50) then follows
exactly as in the proof of Corollary 4.2. Let us consider the problem
Dpu ¼ l1jujp2u þ arccotan jujq1u þ f in O;
u ¼ 0 on @O:
(
ð51Þ
Here gðsÞ ¼ arccotan jsjq1s for sAR; q4p  1; gðNÞ ¼ p; gðþNÞ ¼ 0; gˆþN ¼
%gþN ¼
%
gþN ¼ 0; and
gðþNÞogðsÞogðNÞ
for all sAR: Combining Theorems 4.1(ii) and 4.8(ii) we can prove similarly as above
that for 2opo3 problem (51) has at least one solution provided
pjjj1jjL1ðOÞo
Z
O
fj1 dxp0:
Notice that no similar assertion can be proved in this way if pX3 due to our
restrictive assumptions on g in Theorems 4.4 and 4.12 in this case. However, we
conjecture that the Landesman–Lazer condition is not necessary also if pX3:
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Appendix A
We decompose a sufﬁciently thin neighborhood of the boundary @O of the
domain O by using the level sets of the function vn; for each nAN: Given 0pZoN;
we set
Gn;Z ¼deffxA %O:vnðxÞ ¼ Zg; ðA:1Þ
Sn;Z ¼deffxA %O:vnðxÞpZg ¼
[
0pxpZ
Gn;x: ðA:2Þ
There is number Z040 sufﬁciently small, such that the level sets fGn;Z:0pZpZ0g are
pairwise disjoint surfaces of class C1: More precisely, for each nAN there exists a C1-
diffeomorphism
gn:@O
 ½0; Z0-Sn;Z0 ¼
[
0pxpZ0
Gn;ZC %O
with the following properties:
(i) gnð; 0Þ ¼ id@O;
(ii) gnð@O; ZÞ ¼ Gn;Z for 0pZpZ0;
(iii) gn-g uniformly on @O
 ½0; Z0 as n-N; where
g:@O
 ½0; Z0-SZ0 ¼
[
0pxpZ0
GZC %O
is a C1-diffeomorphism corresponding to the limit function j1 in place of vn:
Indeed, these claims follow from the implicit function theorem applied to
the equation vnðxÞ  Z ¼ 0: Notice that Z040 can be chosen small enough, such
that jrvnðxÞjX12 jrj1ðxÞj40 for all xASn;Z0 : Let sn;Z denote the surface measure
on Gn;Z: We write s@O 	 sn;0 for the surface measure on @O: Finally,
let Jnðx0; ZÞ denote the Jacobian determinant of the mapping gn: It is easy to see
that
jJnðx0; ZÞj-jrvnðx0Þj1 as Z-0þ ðA:3Þ
uniformly for x0A@O and nAN: Consequently, we can perform a substitution of
variables ðx0; ZÞ/x ¼ gnðx0; ZÞ followed by Fubini’s theorem to obtain the
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transformation formula
Z
@O
Z Z0
0
fðx0; ZÞjJnðx0; ZÞj dZ

 
ds@Oðx0Þ ¼
Z
Sn;Z0
fðg1n ðxÞÞ dx ðA:4Þ
for every function fAL1ðds@O#dZÞ:
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