Approximate optimality conditions for a class of nonconvex semi-infinite programs involving support functions are given. The objective function and the constraint functions are locally Lipschitz functions on Ê n . By using a Karush-Kuhn-Tucker KKT condition, we deduce a necessary optimality condition for local approximate solutions. Then, generalized KKT conditions for the problems are proposed. Based on properties of ε-semiconvexity and semiconvexity applied to locally Lipschitz functions and generalized KKT conditions, we establish sufficient optimality conditions for another kind of local approximate solutions of the problems. Obtained results in case of nonconvex semi-infinite programs and nonconvex infinite programs are discussed.
Introduction
There were several papers concerning approximate solutions of convex/nonconvex problems published over years such as 1-10 . Recently, optimization problems which have a number of infinite constraints were considered in several papers such as 9-15 . In particular, approximate optimality conditions of nonconvex problems with infinite constraints were investigated in 9, 10 . On the other side, finite optimization problems which have objective functions involving support functions also attract several authors such as 16-23 . In this paper we deal with approximate optimality conditions of a class of nonconvex optimization problems which have objective functions containing support functions and have a number of infinite constraints. We consider the following semi-infinite programming problem: Ê n , T is finite, the convex set C is suppressed, and the functions involved are continuously differentiable, the problem P becomes the one considered in 16, 17 . In case X is a Banach space and s · | D is suppressed, the problem P becomes the one considered recently in 10 .
Our results on approximate optimality conditions in this paper are established based on properties of -semiconvexity and of semiconvexity applied to locally Lipschitz functions proposed by Loridan 1 and Mifflin 24 , respectively the property of -semiconvexity is an extension of the one of semiconvexity , and based on the calculus rules of subdifferentials of nonconvex functions introduced in a well-known book of Clarke 25 . We focus on sufficient optimality conditions for a kind of locally approximate solutions. Concretely, we deal with almost -quasisolutions of P . Recently, there were several papers dealed with -quasisolutions or almost -quasisolutions 3, 7, 9, 10, 26 . While an -solution has a global property, anquasisolution has a local one. Naturally, it is suitable for nonconvex problems. On the other hand, we can see that the concept of almost -quasisolutions introduced by Loridan see 1 is relaxed from the one of -quasisolutions when we expand a feasible set of an optimization problem to an -feasible set.
We now describe the content of the paper. In the preliminaries, besides basic concepts, we recall definitions of several kinds of approximate solutions of P and an necessary optimality condition for obtaining exact solutions of nonconvex infinite problems. Applying this result into the case of a finite setting space, in Section 3, we deduce a necessary optimality condition of a kind of approximate solutions of P , -quasisolution. Then a concept of generalized Karush-Kuhn-Tucker pair up to is presented. Our main results are stated by three sufficient optimality conditions for another kind of approximate solutions of P , almost -quasisolution see Definition 2.7 in Section 2 . Section 4 is devoted to discuss approximate sufficient optimality conditions for P in the case the support function is suppressed. Several sufficient conditions for almost -quasisolutions of nonconvex semi-infinite programs are given. Concerning the class of nonconvex infinite programs considered in 10 , we also state that some new versions of sufficient optimality conditions for approximate solutions of the problems can be established.
Preliminaries
Let f : X → Ê be a locally Lipschitz function at x ∈ X, where X is a Banach space. The generalized directional derivative of f at x in the direction d ∈ X see 25, page 25 is defined by 
where X * denotes the dual of X. When f is convex, ∂ c f x coincides with ∂f x , the subdifferential of f at x, in the sense of convex analysis. If the limit For a closed subset D of X, the Clarke tangent cone to D is defined by
where d D denotes the distance function to D see 25, page 11 and d
If D is convex, then the normal cone to D coincides with the one in the sense of convex analysis, that is,
Let us denote by Ê T the linear space of generalized finite sequences λ λ t∈T such that λ t ∈ Ê for all t ∈ T but only finitely many λ t / 0,
For each λ ∈ Ê T , the corresponding supporting set T λ : {t ∈ T | λ t / 0} is a finite subset of T. We denote the nonnegative cone of Ê T by
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It is easy to see that this cone is convex. For λ ∈ Ê T , {z t } t∈T ⊂ Z, Z being a real linear space and the sequence f t t , t ∈ T, we understand that
2.9
We now recall necessary optimality condition for a class of nonconvex infinite problems with a Banach setting space. Let us consider the following problem:
where f, f t : X → Ê, t ∈ T, are locally Lipschitz on a Banach space X and C is a closed convex subset of X. We denote by A the fact that at least one of the following conditions is satisfied:
a1 X is separable, or a2 T is metrizable and ∂ c f t x is upper semicontinuous w * in t ∈ T for each x ∈ X.
In the following proposition, co · denotes a closed convex hull with the closure taken in the weak * topology of the dual space. 
In order to obtain results in the next sections, we need the following preliminary concept and results with X Ê n . Let C be a nonempty closed convex subset of X. The support
Its subdifferential is given by
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It is easy to see that s · | C is convex and finite everywhere. Since s · | C is a Lipschitz function with Lipschitz rate K, where K sup{ v , v ∈ C}, we can show that it is a regular function by using Proposition 2.3.6 of 25 . The normal cone to C at x ∈ C is
2.14
In this case we can verify that
Definition 2.2 see 24 . Let C be a subset of X. A function f : X → Ê is said to be semiconvex at x ∈ C if it is locally Lipschitz at x, quasidifferentiable at x, and satisfies the following condition:
The function f is said to be semiconvex on C if f is semiconvex at every point x ∈ C.
It is easy to verify that if a locally Lipschitz function f is semiconvex at x ∈ C and there exists
u ∈ ∂ c f x such that u, z − x ≥ 0, then f z ≥ f x .
Lemma 2.3 see 24, Theorem 8 . Suppose that f is semiconvex on a convex set
The notion of semiconvexity presented in 24 was used in several papers such as 10, 14, 27 . We also note that Definition 2.2 and/or Lemma 2.3 utilized in the papers above with X a Banach space or a reflexive Banach space. We now recall an extension of this notion called -semiconvexity.
Definition 2.4 see 1 . Let C be a subset of X, and let ≥ 0. A function f : X → Ê is said to be -semiconvex at x ∈ C if it is locally Lipschitz at x, regular at x, and satisfies the following condition:
The function f is said to be -semiconvex on C if f is -semiconvex at every point x ∈ C.
Remark 2.5. It is worth mentioning that a convex function on X is the -semiconvex function with respect to X for any ≥ 0 see 1, 3, 12 . When 0, this concept coincides with the semiconvexity defined by Mifflin 24 .
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We now concern with concepts of approximate solution. The most common concept of an approximate solution of a function f from X to Ê is that of an -solution, that is, the function f satisfies the following inequality:
where ≥ 0 is a given number. This concept is used usually for approximate minimum of a convex function. For nonconvex functions, it is suitable for concepts of approximate local minimums. We deal with -quasisolutions. A point z is an -quasisolution of f on X if z is a solution of the function x → f x √ x − z . In this case, if x belongs to a ball B around z with the radius is less or equal to √ , then we have f z ≤ f x . So, we can see that an -quasisolution is a local -solution. We recall several definitions of approximate solutions of a function f defined on a subset of X. Consider the problem R given by
where f : X → Ê and S is a subset of X.
iii a regular -solution of R if it is an -solution and an -quasisolution of R .
Denote by S the feasible set of P , S : {x ∈ C | f t x ≤ 0, ∀t ∈ T}. Set S : {x ∈ C | f t x ≤ √ , ∀t ∈ T} with ≥ 0. S is called an -feasible set of P .
iii an almost regular -solution of R if it is an almost -solution and an almostquasisolution of R .
Throughout the paper, X Ê n , T is a compact topological space, f : X → Ê is locally Lipschitz function, and f t : X → Ê, t ∈ T, are locally Lipschitz function with respect to x uniformly in t, that is,
Approximate Optimality Conditions
In this section, several approximate optimality conditions will be established based on concepts of -semiconvexity and semiconvexity applied to locally Lipschitz functions. Firstly, we need to introduce a necessary condition for -quasisolution of P . is separable. So, the condition A is fulfilled. Let ≥ 0. Suppose that z is an -quasisolution of P . Set
It is obvious that z is an exact solution of the following problem:
where S is the feasible set of P . Since the assumption 2.10 is satisfied for z then, by applying Proposition 2.1, we obtain
where I z {t ∈ T | f t z 0}. Note that
Since X is a finite dimensional space, the set {∪∂ c f t z | t ∈ I z } is compact, and, consequently, its convex hull co{∪∂ c f t z | t ∈ I z } is closed. Moreover, by the convexity
3.6
Furthermore, by 2.13 , v ∈ ∂s · | D z is equivalent to the fact that v ∈ D and v, z s z | D . Consequently,
where v, z s z | D . We obtain the desired conclusion.
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Fixed Point Theory and Applications Condition 3.1 with z ∈ S may be strict. We expand the set S to the -feasible set, S , and give a definition for an approximate generalized Karush-Kuhn-Tucker KKT pair as follows. Proof. Firstly, we note that the space Ê n is separable, and, for every x ∈ S , the set {∪∂ c f t x | t ∈ I x } is compact. Consequently, the convex hull co{∪∂ We now are at position to give some sufficient conditions for almost -quasisolutions of P . 
