Abstract-Downlink beamforming techniques with low beamformer training overhead are proposed for joint processing (JP) coordinated multipoint transmission (CoMP). The objective is to maximize the weighted sum rate within joint transmission clusters without centralized beamformer processing, while accounting for uncertainty in the underlying channels. The proposed methods use time-division duplexing and pilot-based training with, possibly, nonorthogonal pilot sequences. The beamformer training is done without the explicit channel state information estimation, which greatly improves the robustness to pilot contamination. Best response and gradient-based decentralized algorithms are proposed and provide a tradeoff between computational complexity and fast convergence rate. The impact of feedback/backhaul quantization is also considered. The results show that JP CoMP is feasible with slow fading conditions and limited backhaul capacity by employing decentralized beamformer processing.
I. INTRODUCTION

C
OOPERATIVE transmission schemes and spatial domain interference management are the foundation of modern cellular and heterogeneous wireless systems. Current wireless standards already support efficient single cell multiple-input multiple-output (MIMO) beamforming, which allows smart beamformer design to exploit multi-user diversity in the spatial domain [3] . Also, the basic operation of multi-cell MIMO transceiver processing has been incorporated in the Long Term Evolution Advanced (LTE-A) standards. Multi-cell coordinated beamforming (CB) is still in the initial stages with respect to the current LTE-A standard [3] . On the other hand, research effort has been invested in CB for multi-cell systems. Much of this research has focused on decentralized coordination strategies [4] - [7] . However, the available degrees of freedom (DoF) of CB are limited due to the capabilities for inter-cell interference suppression at each base station (BS). Joint processing (JP) coordinated multi-point transmission (CoMP) allows joint transmission from cooperating BSs, which greatly increases the available DoF and alleviates the detrimental impact of interference [8] - [11] . Still, practical limitations in BS fronthaul/backhaul connectivity are hindering effective implementation of advanced JP CoMP schemes.
In a cloud radio access network (CRAN), joint beamforming is fully centralized and the BSs act merely as virtual remote radio heads (RRHs) [12] . As such, the BSs are connected to a remote central processor (RCP) in the cloud over high capacity and low latency links. The RCP can then use JP to simultaneously utilize multiple RRHs for beamforming. Although the fronthaul/backhaul limitations of CoMP transmission systems have been addressed in various publications, most of the JP CoMP research assumes full channel state information (CSI) exchange and centralized processing, which greatly simplifies the beamformer design [6] , [10] , [13] - [15] . While perfect CSI across multiple RRHs is a common assumption for JP designs, it may not be feasible in practice. Latency and mobility requirements often prevent accurate CSI exchange even in a modest scale [11] .
In this paper, we assume an architecture where the beamformer computation is brought close to the radio. The BSs are connected via a limited capacity backhaul. The backhaul supports the centralized data sharing and control signaling between the BSs, but the delay constraints of the changing channel conditions prevent centralized CSI sharing and beamformer training within the channel coherence window. Thus, in order to utilize JP, the BSs need to perform partially independent beamformer design within the JP clusters. Still, we assume that the transmitted data can be shared among the serving BSs. The data is assumed to be queued at the RCP and the upper layer priority weights are distributed by the RCP to the serving BSs as beamformer weighting. Furthermore, we assume non-orthogonal and noisy pilots, which is expected in dense deployments. The beamformer estimation is done by direct estimation (DE) , where the beamformers are directly estimated from the contaminated pilot training sequences. This is an alternative to stream specific estimation (SSE), where all interference sources are estimated individually and the transmit covariance matrices are constructed from the individual estimates.
A. Contributions
JP CoMP methods with data sharing are presented for the weighted sum rate maximization (WSRMax). The transmit beamformers are locally designed in each BS, which reduces the overall backhaul load. Our focus is on practically realizable pilot aided beamformer designs with low signaling overhead that are robust in the presence of channel fading. We propose over-the-air (OTA) beamformer training by DE, where full (effective) CSI estimation is not required at the BSs. This reduces the number of estimated parameters as opposed to estimating the CSI for each channel directly. We employ best response (BR) and gradient descent (GD) based schemes to provide decentralized algorithms with different performance properties, reduced computational complexity and signaling overhead. The signaling depends on the number of strong interferers rather than the number of antennas, which greatly reduces the overhead. We also consider imperfect pilot estimation and non-orthogonal pilot resources. The performance of the proposed method is evaluated in a cellular multi-user network with a time-correlated channel model.
Contributions of this paper are summarized as follows:
r Channel uncertainty and decentralized precoder design for JP CoMP are jointly considered, while taking into account the needed overhead.
r DE is shown to provide significant gain over SSE on limited pilot training sequence lengths.
r The signaling overhead of the proposed methods depends on the number of strong interferers rather than the number of antennas.
r Decentralized JP is demonstrated to be feasible with limited backhaul signaling, noisy non-orthogonal pilots and high user equipment (UE) mobility.
B. Prior Work
Unlike JP CoMP, CB has been extensively studied for decentralized inter-cell interference coordination. In CB, the interfering BSs cooperatively coordinate the beamformers in such a way that the interference conditions are not detrimental for the neighboring cells. CB can be efficiently performed with limited signaling overhead as shown, e.g., in [4] - [6] . WSRMax with CB has been studied, e.g., in [16] - [18] . The backhaul delay and capacity limitations have motivated proposals that go beyond the centralized processing architectures [6] , [19] . A popular CB approach is the weighted minimum meansquared error (WMMSE) method, where the rate objective is replaced with an equivalent weighted mean-squared error (MSE) minimization objective [4] , [18] . The WMMSE has been shown to have a convenient structure for decentralized processing in cellular time division duplex (TDD) MIMO systems [4] , [5] . Similar approaches to WSRMax have also been considered in [7] , [20] , [21] . More generalized parallel design frameworks have also been proposed. For example, a general BR framework, which allows straightforward parallel processing with different performance objectives, was proposed in [20] . JP inherently couples the beamformer processing among cooperating BSs. The authors of [22] propose heuristic JP CoMP schemes that make use of only local CSI. These schemes cannot achieve all available DoF due to the lack of the global CSI. Unlike [22] , we present decentralized beamformer designs that asymptotically approach the performance of fully centralized processing as the number of transceiver iterations tend to infinity.
In centralized JP, the fronthaul/backhaul information can be handled in one of two ways: (i) In data sharing, the RCP exchanges the specific messages with the cooperating BSs explicitly and the joint beamformers are sent over the backhaul to the BSs separately from the data [23] . (ii) Using compression, the messages are precoded beforehand at the RCP and only the compressed versions of the analog beamformers are sent over the fronthaul to the RRHs [24] , [25] , thus avoiding the separate data exchange. Sparse JP designs are among the most common approaches for fronthaul/backhaul limited CoMP [23] , [26] - [28] . These designs try to limit the JP cluster sizes and, thus, implicitly reduce the data sharing overhead. The compression approach has recently gained more attention [24] , [25] , [29] , [30] , where different aspects and benefits of this approach are studied. The data sharing and compression strategies for energy efficient communication and backhaul power consumption are compared in [25] . Our focus is on decentralized JP beamformer designs with data sharing that have inherently low signaling overhead. In addition, we could also readily apply the sparsity imposing techniques without major technical changes. However, to simplify the presentation, we limit ourselves to decentralized processing. We have chosen the data sharing approach as the compression based techniques require centralized knowledge of beamformers, which would invalidate our aim for decentralized beamformer processing.
Pilot non-orthogonality and contamination have been widely studied, albeit, not so much in the context of JP CoMP. The impact of partial or imperfect CSI feedback for CB and JP has been studied, e.g., [10] , [31] , [32] . Pilot contamination in TDD based transceiver training for CB has been considered, e.g., in [33] - [35] . In [34] , [35] , direct least squares (LS) beamformer estimation from the contaminated uplink (UL)/downlink (DL) pilots was shown to provide good performance as opposed to the estimation of the individual channels separately. Here, we show that similar conclusions hold for JP CoMP.
Various alternative performance objectives to the WSRMax have been proposed, e.g., sum MSE minimization in [1] , [34] and traffic-aware sum queue minimization in [36] . These objectives are also directly applicable to the proposed JP CoMP framework. They impose more fairness among the users than WSRMax, which tends to prefer the strong or prioritized users. For guaranteed minimal UE rates, the decentralized rate balancing methods from [21] can also be straightforwardly applied to the proposed designs.
C. Organization and Notation
The rest of the paper is organized as follows. The system model is given in Section II. In Section III, the WSRMax problem is described along with the WMMSE successive convex approximation (SCA) approach. Decentralized beamformer designs are considered in Section IV. Finally, the numerical examples and concluding remarks are given in Sections V and VI, respectively.
Notation: Matrices and vectors are presented by boldface upper and lower case letters, respectively. The transpose of matrix A is denoted as A T and, similarly, the conjugate transpose is denoted as A H . Conventional matrix inversion is written as A −1 . Cardinality of a discrete set A is given by |A|. The expected value of a random variable is denoted by E[·].
II. SYSTEM MODEL
We consider a multi-cell system with B BSs each equipped with N T transmit antennas. There are, in total, K UEs each with N R receive antennas. Each UE k = 1, . . . , K is coherently served by |B k | BSs, where the set B k defines the joint processing cluster (set of phase-coherent serving BSs) for UE k. Similarly, the set of UE indices served by BS b = 1, . . . , B is denoted by C b = {k|b ∈ B k }. The set of all UE indices is given by K = {1, . . . , K}. The maximum number of spatial data streams allocated to
To simplify the notation in various places, we use the following set abbreviations:
The system model is illustrated in Fig. 1 .
Without loss of generality, the downlink transmission within the JP set is considered to be symbol synchronous in the sense that the transmitted symbols from B k are coherently combined at each UE served by B k , k = 1, . . . , K. Only the local CSI knowledge is assumed, that is, each BS b = 1, . . . , B is only aware of the channel matrix
. . , K, while data sharing is assumed within each serving set B k . Furthermore, we assume TDD, which is used to exchange the effective UL/DL CSI. Both, the UL and DL chains are assumed to be be fully calibrated in the sense that UL/DL channels are fully reciprocal. The channel fading process can have time-correlated behaviour and it is not assumed to be static. In Section V, the channel properties used to verify the algorithms are described in further detail.
The received signal at UE k = 1, . . . , K is given as
where 
and the corresponding MSE is
Note that (3) is a convex function in terms of either the transmit or receive beamformers but not jointly convex in both.
III. PROBLEM FORMULATION & CENTRALIZED SOLUTION
We consider WSRMax subject to BS-specific sum transmit power constraints. The general problem can be stated as
where μ k , k = 1, . . . , K are the user priority weights. The problem is non-convex and known to be NP-hard [37] . The optimal, i.e., rate maximizing, receive beamformers for (4) are the linear minimum mean-squared error (MMSE) receivers
where
It is well-known that, when the MMSE receive beamformers are applied, there is an inverse relation between the SINR and the corresponding MSE [4] given by
Now, applying (6) to (4) we can formulate the weighted sum rate maximization problem as
Since (7) is not jointly convex for the transmit and receive beamformers, we alternate between solving for the transmit and receive beamformers. This separation is convenient for TDD processing as the DL and UL transmissions are temporally separated. With fixed transmit beamformers m b,k ,l ∀ (b, k, l), the optimal receive beamformer can be obtained from (5) [18] . This can be easily verified from the first-order Karush-Kuhn-Tucker (KKT) conditions. As (7) is still non-convex, even for fixed receive beamformers, we apply an iterative convex approximation algorithm based on the WMMSE criterion to determine the transmit beamformers [4] , [18] .
We use the WMMSE criterion to approximate the non-convex objective in (7) (minimization of the sum of concave functions). The objective is separable in terms of k,l ∀ (k, l). Thus, we can approximate each term individually around the point (n ) k,l as follows:
Equation (8) provides the first-order linear approximation of the logarithmic function. The estimation error (with similar update distances) is higher at low MSE values, i.e., high signal-to-noise ratio (SNR). This approximation is tight at the point of approximation. In the centralized case, the approximation becomes tight after a few iterations [4] . Using (8) and ignoring the constant terms, the approximated transmit beamformer design subproblem can be restated as a WMMSE problem
Since the MSE terms (3) are convex for fixed receive beamformers, (9) is a convex problem and can be formulated as a second order cone program (SOCP) for efficient computation as in [5] . The centralized algorithm with perfect CSI is outlined in Algorithm 1. As shown in [4] , the successive approximation algorithm provides monotonic convergence of the objective function and convergence to a local stationary point of the original (10) . 6: Solve the precoders m b,k ,l ∀ (b, k, l) from (9). 7: Set n = n + 1. 8: until Desired level of convergence has been reached.
problem (4) . Alternatively, we could also apply extended WSRMax techniques such as the ones proposed in [21] , where an SCA approach with improved rate of convergence is proposed. For more general information on similar SCA formulations, see [38] , [39] .
We now formulate the centralized beamformer design problem with pilot estimation noise and interference from nonorthogonal pilot sequences. After which we propose two decentralized beamformer processing schemes which trade off computational complexity with faster convergence.
A. Downlink Beamformer Estimation
Let b k,l ∈ C S denote the UL pilot training sequence for the l th data stream of UE k = 1, . . . , K, where S is the length of the pilot sequence. Then, the composite of the precoded UL pilot training matrices received at BS b is
where N b ∈ C N T ×S is the estimation noise matrix for all pilot symbols. We employ precoded training pilots, where the weighted receive beamformers serve as pilot precoders.
Assuming only the UL training signal (11) at the BSs, we can rewrite the WSRMax problem (9) as
When we substitute (11) into (12), we have
where ψ k,l ≥ 0 indicates the weighted pilot cross interference. It is easy to see that (13) corresponds to the WMMSE objective in (9) with imperfect pilot estimation. In fact, it is equivalent to (9) , if the pilot sequences are orthogonal and N b → 0. In the rest of the paper, we consider (12) as the main problem.
The transmit beamformers can be written in a closed form, by evaluating the first-order optimality conditions of (12), as
From (13) and (14), it is easy to see how the beamformer generation is coupled within the cooperating clusters. Problem (12) requires knowledge of the received training matrices R b , training sequences b k,l and the weights w k,l . All of this can be gathered with carefully designed TDD pilots and feedback for the weights [5] .
Since the interference channels are not explicitly estimated, the beamformer training becomes more robust to pilot contamination, i.e., the cross pilot interference and estimation noise are explicitly considered in the optimization problem. Furthermore, by having multiple individual estimation steps (for each interfering signal), the estimation noise accumulates with the number of interfering streams. This is numerically studied in Section V. In the following section, we will exploit this relation to derive an efficient decentralized JP beamforming algorithm.
An alternative approach to formulation (12) , is to separately estimate the effective channels (channels with embedded beamformers) from (11) locally in each BS b as
where δ b,i,j denotes the estimation and pilot contamination noise. Here, δ b,i,j → 0 when the pilots are made sufficiently long and orthogonal. These estimates can be used to formulate the transmit beamforming problem in (9) [40] . We call this approach SSE and refer to the prior approach as DE. SSE works well, when the pilot sequences of the dominant interference sources are orthogonal and pilot noise levels are manageable. We compare the performance of both approaches by numerical examples in Section V.
B. Uplink Beamformer Estimation
In analogy with the UL, let the received composite DL pilot training matrix at UE k = 1, . . . , K be given as
The rate optimal receive beamformers are the MSE minimizing receivers, given by
Note that here we assume that the UL and DL pilots are the same. This does not have to be case, and the UL/DL pilots can be separately designed. In the sequel, we consider decentralized beamforming techniques for solving (12) . MMSE receive k,l ∀ (k, l) from (3). 6: UE: set the weights w (14) . 10:
Set n = n + 1. 11: until Desired level of convergence has been reached. beamformer estimation is readily decentralized and, thus, we will focus on DL transmit beamformer estimation.
The outline of the pilot aided beamformer training with centralized knowledge of the received pilot training sequences, at the BSs, is given in Algorithm 2. In Section IV, decentralized algorithms are proposed for the training. Since we assume TDD based signaling, the DL and UL beamformer training must alternate in time.
Bi-directional signaling schemes for TDD can be used with the pilot aided beamformer design [34] . This allows direct exchange of the effective UL and DL channels from the corresponding precoded UL/DL pilot signals. The signaling sequence occupies a fraction γ of the DL frame. The remaining portion (1 − γ) of the frame is reserved for the transmitted data. The frame structure is illustrated in Fig. 2 , where D and U denote DL and UL pilots, respectively.
IV. DECENTRALIZED BEAMFORMER DESIGN
In this section, we consider decentralized JP beamformer design when the effective channels (16) cannot be accurately estimated using SSE. The beamformer signaling relies crucially on the channel reciprocity of TDD. For further discussion of precoded pilot signaling see [5] .
In [4] and [5] , it was shown that CB using the WMMSE algorithm has inherently decoupled interference processing. As such, it can be easily decentralized with low signaling overhead. However, the JP transmit beamformer design in (12) is coupled among the BSs due to the coherent signal reception, which prevents us from directly applying the same decentralized processing method. In the sequel, we propose two different approaches for decentralized JP.
A. Iterated Best Response
The BR design employs the parallel optimization scheme proposed in [20] to decentralize the beamformer design. This parallel framework is based on solving for the beamformers locally at each BS, while assuming that the cooperating BSs keep their transmitters fixed. Since each BS relies only on the knowledge of the coupled transmissions from the previous iteration, the beamforming problem becomes decoupled. It was shown in [20] that, if the local problems are strongly convex, the beamformer updates can be made monotonic with respect to the original WSRMax objective function. Note that the strong convexity of (9) follows directly from the strong convexity of the individual MSE functions (3). However, due to the pilot estimation noise and non-orthogonal pilots, monotonic convergence cannot always be guaranteed. In Section V, we show by numerical examples that BR updates do provide, on average, monotonic performance improvement with static channels.
We start by considering the transmit beamformer design for BS b, while assuming that the transmissions from the other BSs are fixed. From (14) we have
can either be estimated indirectly using estimated effective channels (SSE) or directly from (11) (DE). Here (n) denotes the iteration index. Again as in (14), we can group the fixed terms together asc
Since we fix the coupling variables in (14) , the optimal transmit beamformers can be determined from 
. , K).
This makes the per iteration computational complexity at each BS comparable to CB [5] .
If the number of transmit antennas is drastically increased, e.g., in massive MIMO systems, solving (20) becomes computationally cumbersome. In [4] , a computationally more efficient method was provided that requires only taking the singular value decomposition of R b R H b . Still, the complexity of the singular value decomposition is significant at higher dimensions [41] . To this end, in Section IV-B, lower computational complexity, gradient-based methods, are proposed.
The iterated BR algorithm is summarized in Algorithm 3. After each iteration n, the fixed terms are signaled within the JP clusters and beamformers are updated as (21) where α is a sufficiently small step-size and m * b,k ,l is the optimal solution for (20) . Here, convergence cannot be guaranteed because of the pilot estimation noise, which introduces a random j,k ,l has length S and, thus, there is a trade-off between signaling overhead and performance. Note that the signaling overhead does not depend on the number of transmit antennas. This is significant signaling reduction when compared to full CSI exchange.
For S larger than the number of streams in the system, it is possible to design globally orthogonal pilot sequences, i.e., utilizing the SSE approach along with taking into account the pilot estimation noise due to limited training. This allows more control over interference management and training overhead, as weak interference sources can be neglected and not exchanged between the BSs. This approach has been further investigated in an extended technical report [42] . Basically, the SSE methods requires KL k complex symbols to be exchanged per UE. Note that global pilot coordination may not be feasible with dense heterogeneous systems, in which case it is always beneficial to take the pilot interference into account.
C. Gradient Descent Methods
The BR based decentralized JP techniques have attractive convergence properties. However, the computational complexity, particularly, with large numbers of transmit antennas can be excessive for small cell systems. As a low complexity alternative to the aforementioned approaches, we propose gradient-based methods. These methods are based on updating the transmit beamformers, in each iteration, in the direction of the objective gradient, which greatly simplifies the transceiver processing. BS: Update the duals from (27) 8: until Desired level of convergence has been reached.
GD updates the beamformers in the direction of the last iteration gradient. We can derive the gradient of (12) in terms of m b,k ,l to be
The gradients (22) 
where α b is the gradient update step-size and g b,k ,l denotes the part of (22) corresponding to BS b. The outline of the GD algorithm is given in Algorithm 4. The beamformer update (23) is not sufficient for accurate beam coordination with JP as it does not take into account the power constraint. That is, (23) may lead to a solution, where the available power budget (P b ) is exceeded. To address this problem, we propose two approaches for power control.
1) Feasible Projection:
A straightforward approach for power control is to simply scale the beamformers to meet the power constraints. That is, if
. . , B, the corresponding BS scales the beamformers by
. The problem here is that the scaling is not global in the sense that each BS uses a different scaling. This also changes the direction of the beamformer, which may have a detrimental impact on the performance.
2) Dual Decomposition:
More sophisticated and better performing power control can be achieved by employing the dual decomposition technique to steer the beamformer updates (23) towards the feasible set. First, the augmented Lagrangian for (12) has the form
where ν b , b = 1, . . . , B are the dual variables corresponding to the power constraints. Taking the gradient of (24), we get
Now, the GD beamformer update becomes
To steer the beamformer updates towards feasible power levels, after each update (26), we update the dual variables as
where β is a sufficiently small step size.
3) Regularized Updates: As the GD updates are based solely on the currently available gradient, these updates can be, in some cases, overly aggressive.
Step-size normalization is the most straightforward way to regularize the absolute step-size given asα
where g
k,l is the full gradient vector for (k, l). Another way to regularize the stochastic gradient (SG) updates, is to make the gradient update more dependent on the previous update direction. In other words this adds momentum for the general update direction. The momentum is adaptively updated as
where ω ≥ 0 denotes the momentum magnitude. In principle this is close to the regularized BR update procedure in (21) . Finally, the beamformer update becomes
The regularized update routines are particularly helpful in fading channels, where the gradient of the instantaneous channel realization may not fully represent the overall fading conditions. This is demonstrated by numerical examples in Section V. The computational complexity of the GD design is significantly lower than the BR method or centralized SOCP formulation. Note that the GD approach does not involve an iterative matrix inversion.
4) Signaling Requirements:
The signaling requirements are the same as for the BR design.
C. Stochastic Gradient
Instead of trying to estimate the complete gradient and update the beamformers only once per pilot sequence, they can be updated on each received pilot symbol. Since (22) is a linear relation, the complete training matrices R b do not need to be available at the BSs before the backhaul signaling can start. That is, (22) can be split into training symbol level updates 
This, along with the reduced computational complexity (no matrix inversion required), can be used to reduce the signaling delays even with limited computational resources.
1) Signaling Requirements:
The total signaling requirements are somewhat increased when compared to the GD design. For each pilot symbol, the c b,k ,l (i) terms need to be exchanged among the BSs. To reduce the signaling overhead, (31) can be exploited by averaging over multiple iterations i and signaling over the averaged values, thus, not sharing all S symbols, but an averaged subset
D. Feedback Quantization
In all proposed decentralized schemes, the feedback signaling information has to be quantized before it is exchanged over a feedback channel or the backhaul. This is equivalent to separately quantizing the I/Q branches of the c b,k ,l terms for the proposed methods. Thus, robustness to the quantization errors is crucial for any design realizable in practice. In addition, quantization reduces the backhaul utilization. In Section V, we study the performance of the proposed beamformer design algorithms with q-bit quantization of the feedback information.
V. NUMERICAL EXAMPLES
The simulations are carried out using a 7-cell wrap around model, where the distance between the BSs is 600 m. The path loss exponent for the user terminals is fixed to 3. If not otherwise mentioned, the number of transmit and receive antennas are set to N T = 4 and N R = 2, respectively. There are K b = 3 user terminals that are evenly distributed on the cell edge around each BS. In total, there are K = BK b = 21 users in the network. We assume full cooperation, i.e., all users are coherently served by every BS in the system. In practice, practical constraints such as pilot interference will limit the number of active users per-BS. The number of active spatial streams per users is limited to one. The simulation environment is illustrated in Fig. 3 . The SNR is defined on the cell edge from the closest BS b, i.e., SNR = are not optimized for specific training sequence lengths or fading conditions. Rather, the parameters are chosen such that the best overall performance is achieved. For specific conditions the results could be somewhat improved by fine tuning the parameters. The default α for the BR design is 0.25. The GD beamformers are generated with normalization, 0.25 momentum, 0.005 dual step-size and 0.25 beamformer step-size. Similarly, the SG beamformers are generated without normalization, ω = 0.25 momentum, β = 0.005 dual step-size and α = 0.25 beamformer step-size.
The channels are generated with Jakes' Doppler spectrum model. The channel coherence time is defined by normalized user terminal velocity t S f d , where t s and f d are the backhaul signaling rate and the maximum Doppler shift, respectively. For example, the 5G systems are expected to have frame lengths shorter than 0.25 ms [43] . Assuming backhaul info exchange may happen once per frame, the normalized velocity t s f d = 0.01 equals to 20 km/h at 5 GHz carrier frequency. The block fading model assumes that the channels remain constant during the transmission of each frame, and the changes occur in-between the frames.
The SSE reference scheme is a stream specific estimation method such as proposed in [5] . As a general performance upper bound we use SSE with fully orthogonal pilot allocation without pilot estimation noise. This is denoted by SSE (ideal). A summary of the simulation parameters is given in Table I . The SSE reference designs are available in a separate report [42] , which contains distributed JP CoMP designs for perfect effective CSI and an additional alternating direction method of multipliers (ADMM) based approach for the proposed system model as well.
The bi-directional signaling overhead is considered using coefficient γ = 0.05, so that the achievable rate is defined as (1 − γ) R. The number of UL/DL signaling iterations is set to T bf = 3. We assume that the stream specific weights w k,l ∀ (k, l) can be exchanged only once per frame and the backhaul information exchange (c b,k ,l ∀ (b, k, l)) can be done T bf times per frame. That is, the bidirectional iteration, within a frame, only involves TDD based beamformer signaling. Fig. 4 demonstrates the gain provided by taking the pilot interference into account as the length of the pilot training sequence is varied. Here, SSE denotes a stream specific beamformer design, where the pilot non-orthogonality and pilot estimation errors are completely ignored. It is easy to confirm that proposed designs have a clear advantage, when the pilot interference levels are high. On the other hand, it should be noted that with sufficiently long pilot sequences the pilots can be made fully orthogonal, which reduces the performance gap with large pilot lengths. Even in that case, the pilot estimation noise should be included in the beamformer estimates.
An overview of the impact of the pilot sequence length on the proposed decentralized schemes is shown in Fig. 5 . The BR quickly approaches the orthogonal upper bound as the pilot sequences are made longer. The GD methods do not achieve the orthogonal SSE rate even at very large sequence lengths. This is due to constant step-size, which make the algorithm oscillate around a stationary point. Since the pilot training vector power is fixed, there is always a cap between the estimation techniques and ideal case due to the estimation noise. Similarly, in Fig. 6 , the achievable rate for the proposed schemes is shown when the number of transmit antennas is increased to N T = 8. It can be seen that the overall performance in all schemes is improved. In particular, the performance with long training sequence lengths is now close to optimal. The most noticeable improvement can be seen with the GD and SG that now out-perform the BR design at small training sequence lengths. As the number of antennas in the system is increased with respect to the number of active streams, the interference management becomes easier and performance is improved. Also, shorter training sequences are sufficient as there is less interference.
The convergence behavior in constant and time correlated fading (t s f d = 0.01) channels is shown in Fig. 7 . Reducing the training sequence length shifts the performance curve, but does not significantly change the shape of the convergence curve. In time correlated fading channels, the trend is that the performance saturates after 20 iterations. The GD and SG designs have similar, but somewhat slower, convergence behavior. Thus, the corresponding convergence figures are neglected.
Robustness to UE mobility can be seen from Fig. 8 . Here, the JP CoMP performance is compared to the CB beamformer design. It can be seen that BR designs are robust to UE mobility. However, the gradient based designs have quickly deteriorating performance as the UE velocities increase. It should be noted that the SG design has comparable performance to the BR method in slow channel fading conditions. The performance of the GD methods could be improved with velocity dependent step-size selection. Also, the gain from bi-direction signaling is shown here with the SSE and T bf = 1. It is evident that, as the mobility grows, improved beamformer training is highly beneficial. 9 shows the impact of feedback information quantization to the convergence behavior with varying levels of quantization. The I/Q branches of each backhaul data symbol in c b,k ,l ∀ (b, k, l) are separately quantized with q-bit quantization as discussed in Section IV-D. Symbol-by-symbol beamformer iteration of the SG method provides significant gain at lower quantization levels. From here, we can also observe that from q = 4 bit quantization already achieves maximum performance. Note that the upper bound is the BR performance with 41 symbol training pilots and no quantization.
VI. CONCLUSION
We have proposed decentralized transceiver designs for JP CoMP WSRMax in the presence of non-orthogonal pilot resources and pilot estimation noise. Emphasis was given to designs that enable the use of JP CoMP in realistic channel fading conditions. Decentralized JP was shown to be feasible even with limited pilot resources, i.e., with limited CSI accuracy. The BR approach was used to provide a JP algorithm with attractive convergence and performance properties. As a less complex alternative, GD and SG based transmit beamformer design were also proposed. The implementation complexity and performance trade-off was studied by numerical evaluation. The numerical results indicated that BR and SG designs provide good performance and stability even with moderately fast fading channel conditions. The GD approach provided reduced computational complexity w.r.t. the BR method, but was not as robust to UE mobility as the SG design. 
