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1 Introduction
For a positive integer N , let Γ1(N) be the subgroup of SL2(Z) defined by
Γ1(N) =
{(
a b
c d
)
∈ SL2(Z)
∣∣∣∣ a− 1 ≡ c ≡ 0 mod N
}
.
We denote by A1(N) the modular function field with respect to Γ1(N). For
a positive integer N ≥ 6, let a = [a1, a2, a3] be a triple of integers with the
properties 0 < ai ≤ N/2 and ai 6= aj for any i, j. For an element τ of the
complex upper half plane H, we denote by Lτ the lattice of C generated by
1 and τ and by ℘(z;Lτ ) the Weierstrass ℘-function relative to the lattice Lτ .
In [4, 5], we defined a modular function Wa(τ) with respect to Γ1(N) by
Wa(τ) =
℘(a1/N ; τ)− ℘(a3/N ; τ)
℘(a2/N ; τ)− ℘(a3/N ; τ) . (1)
This function is one of generalized λ functions defined by S.Lang in Chapter
18, §6 of [6]. He describes that it is interesting to investigate special val-
ues of generalized λ functions at imaginary quadratic points and to see if
they generate the ray class fields. Here a point of H is called an imaginary
∗2000 Mathematics Subject Classification 11F03,11G15
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quadratic point if it generates an imaginary quadratic field over Q. Let j be
the modular invariant function. In Theorem 3.6 of [5], we showed that Wa is
integral over Z[j] under a condition that a1a2a3(a1± a3)(a2± a3) is prime to
N . From this we obtained that values of Wa at imaginary quadratic points
are algebraic integers. Further, we showed in Theorem 5 of [4] that each of
the functions W[3,2,1],W[5,2,1] generates A1(N) over C(j). In this article, we
study the functions Wa in the particular case: a3 = 1. To simplify the no-
tation, henceforth we denote by Λk,ℓ the function W[k,ℓ,1]. We prove that for
integers k, ℓ such that 1 < ℓ 6= k < N/2, the function Λk,ℓ generates A1(N)
over C(j). This result implies that for an imaginary quadratic point α such
that Z[α] is the maximal order of the field K = Q(α), the value Λk,ℓ(α)
and e2πi/N generate the ray class field of K modulo N over the Hilbert class
field K(j(α)) of K. On the assumption k(ℓ ± 1) is prime to N , we prove
that Λk,ℓ is integral over Z[j]. Further in the case ℓ = 2,we can weaken the
assumption. Let δ = (k,N) be the greatest common divisor of k and N . If
we assume either (i) δ = 1 or (ii) δ > 1, (δ, 3) = 1 and N/δ is not a power of
a prime number, then Λk,2 is integral over Z[j]. In particular the values of
Λk,ℓ at imaginary quadratic points are algebraic integers. Our results can be
extended easily to the functions Wa in the case that a3 is prime to N . See
Corollaries 3.2,4.7. Throughout this article, we use the following notation:
For a function f(τ) and A =
(
a b
c d
)
∈ SL2(Z), the symbols f [A]2, f ◦A are
defined by
f [A]2 = f
(
aτ + b
cτ + d
)
(cτ + d)−2, f ◦ A = f
(
aτ + b
cτ + d
)
.
The greatest common divisor of a, b ∈ Z is denoted by (a, b). For an integral
domain R, R((q)) represents the power series ring of a variable q over R and
R[[q]] is a subring of R((q)) of power series of non-negative order.
2 Auxiliary results
Let N be a positive integer greater than 6. Put q = exp(2πiτ/N), ζ =
exp(2πi/N). For an integer x, let {x} and µ(x) be the integers determined
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by the following conditions:
0 ≤ {x} ≤ N
2
, µ(x) = ±1,{
µ(x) = 1 if x ≡ 0, N/2 mod N,
x ≡ µ(x){x} mod N otherwise.
For an integer s not congruent to 0 mod N , let
φs(τ) =
1
(2πi)2
℘
( s
N
;Lτ
)
− 1/12.
Obviously we have Wa = (φa1−φa3)/(φa2−φa3). Let A =
(
a b
c d
)
∈ SL2(Z).
Put s∗ = µ(sc)sd, us = ζ
s∗q{sc}. Then by Lemma 1 of [4], we have
φs[A]2 =


ζs
∗
(1− ζs∗)2 −
∞∑
m=1
∞∑
n=1
n(1− ζs∗n)(1 − ζ−s∗n)qmnN if {sc} = 0,
∞∑
n=1
nuns −
∞∑
m=1
∞∑
n=1
n(1− uns )(1 − u−ns )qmnN otherwise.
(2)
Therefore, φs[A]2 ∈ Q(ζ)[[q]] and its order is {sc}. If c ≡ 0 mod N , then by
(2) or the transformation formula of ℘((rτ + s)/N ;Lτ ) in §2 of [4], we have
φs[A]2 = φ{sd}. (3)
The next lemmas and propositions are required in the following sections.
Lemma 2.1. Let r, s, c, d be integers such that 0 < r 6= s ≤ N/2, (c, d) = 1.
Assume that {rc} = {sc}. Put r∗ = µ(rc)rd, s∗ = µ(sc)sd. Then we have
ζr
∗−s∗ 6= 1. Further if {rc} = {sc} = 0, N/2, then ζr∗+s∗ 6= 1.
Proof. The assumption {rc} = {sc} implies that (µ(rc)r − µ(sc)s)c ≡ 0
mod N . If ζr
∗−s∗ = 1, then (µ(rc)r− µ(sc)s)d ≡ 0 mod N . From (c, d) = 1,
we obtain µ(rc)r − µ(sc)s ≡ 0 mod N . This is impossible, because of 0 <
r 6= s ≤ N/2. Suppose {rc} = {sc} = 0, N/2 and ζr∗+s∗ = 1. Then we have
(r + s)c ≡ 0 mod N, (r + s)d ≡ 0 mod N . Therefore r + s ≡ 0 mod N .
This is also impossible.
Lemma 2.2. Let k ∈ Z. Put δ = (k,N).
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(i) For ℓ ∈ Z, if ℓ is divisible by δ, then (1− ζℓ)/(1− ζk) ∈ Z[ζ ].
(ii) If N/δ is not a power of a prime number, then 1− ζk is a unit of Z[ζ ].
Proof. If ℓ is divisible by δ, then there exist an integer m such that ℓ ≡ mk
mod N . Therefore ζℓ = ζmk and (1 − ζℓ) is divisible by (1 − ζk). This
shows (i). Let pi (i = 1, 2) be distinct prime factors of N/δ. Since N/pi =
δ(N/(δpi)), 1−ζN/pi is divisible by 1−ζδ. Therefore pi (i = 1, 2) are divisible
by 1 − ζδ. This implies that 1 − ζδ is a unit. Because of (k/δ,N/δ) = 1,
1− ζk is also a unit .
From (2) and Lemma 2.1, we immediately obtain the following proposi-
tions.
Proposition 2.3. Let r, s ∈ Z such that 0 < r 6= s ≤ N/2.
(i) If {rc}, {sc} 6= 0, then
(φr − φs)[A]2 ≡
∞∑
n=1
n(unr − uns ) + u−1r qN − u−1s qN mod qNZ[ζ ][[q]].
(ii) If {rc} = 0 and {sc} 6= 0, then
(φr − φs)[A]2 ≡ ζ
rd
(1− ζrd)2 −
∞∑
n=1
nuns − u−1s qN mod qNZ[ζ ][[q]].
(iii) If {rc} = {sc} = 0, then
(φr − φs)[A]2 ≡ −ζ
sd(1− ζ (r−s)d)(1− ζ (r+s)d)
(1− ζrd)2(1− ζsd)2 mod q
NZ[ζ ][[q]],
Proposition 2.4. Let r, s ∈ Z such that 0 < r 6= s ≤ N/2. Put ℓ =
min({rc}, {sc}). Then
(φr − φs)[A]2 = θr,s(A)qℓ(1 + qh(q)),
where h(q) ∈ Z[ζ ][[q]] and θr,s(A) is a non-zero element of Q(ζ) defined as
follows. In the case {rc} = {sc},
θr,s(A) =


−ζs∗(1− ζr∗−s∗) if ℓ 6= 0, N/2,
−ζs∗(1− ζr∗−s∗)(1− ζr∗+s∗) if ℓ = N/2,
−ζs∗(1− ζr∗−s∗)(1− ζr∗+s∗)
(1− ζr∗)2(1− ζs∗)2 if ℓ = 0.
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In the case {rc} 6= {sc},assuming that {rc} < {sc},
θr,s(A) =


ζr
∗
if ℓ 6= 0,
ζr
∗
(1− ζr∗)2 if ℓ = 0.
3 Generators of A1(N)
Let A(N) be the modular function field of the principal congruence subgroup
Γ(N) of level N . For a subfield F of A(N), let us denote by FQ(ζ) a subfield
of F consisted of all modular functions having Fourier coefficients in Q(ζ).
Theorem 3.1. Let k, ℓ be integers such that 1 < ℓ 6= k < N/2. Then we
have A1(N)Q(ζ) = Q(ζ)(Λk,ℓ, j)
Proof. Theorem 3 of Chapter 6 of [6] shows that A(N)Q(ζ) is a Galois ex-
tension over Q(ζ)(j) with Galois group SL2(Z)/Γ(N){±E2} and A1(N)Q(ζ)
is the fixed field of the subgroup Γ1(N){±E2}. Since Λk,ℓ ∈ A1(N)Q(ζ),
to prove the assertion, we have only to show A ∈ Γ1(N){±E2}, for A ∈
SL2(Z) such that Λk,ℓ ◦ A = Λk,ℓ. Let A =
(
a b
c d
)
∈ SL2(Z) such that
Λk,ℓ ◦A = Λk,ℓ. Since order of q-expansion of Λk,ℓ is 0 and that of Λk,ℓ ◦A is
min({kc}, {c})−min({ℓc}, {c}) by Proposition 2.4, we have
min({kc}, {c}) = min({ℓc}, {c}). (4)
From Propositions 2.3 and 2.4, by considering power series modulo qN , thus
modulo qNQ(ζ)[[q]], we obtain
θℓ(φk − φ1)[A]2 ≡ θk(φℓ − φ1)[A]2 mod qN ,
where θℓ = θℓ,1(E2), θk = θk,1(E2). Thus
(θℓφk − θkφℓ)[A]2 ≡ (θℓ − θk)φ1[A]2 mod qN . (5)
If θℓ = θk, then we have (1− ζk+ℓ)(1− ζk−ℓ) = 0. Therefore we have θℓ 6= θk.
For an integer i, put ui = ζ
µ(ic)idq{ic}, ωi = ζ
(µ(ic)i−µ(c))d. We shall show that
c ≡ 0 mod N . Let us assume c 6≡ 0 mod N . Then first of all we shall prove
{ℓc} = {kc} = {c} by contradiction. Since we can interchange the roles of
ℓ, k, we have only to consider the case {ℓc} 6= {c}.
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(i) Suppose that {ℓc} < {c}. Then {kc} = {ℓc}, uk = ωuℓ (ω = ωk/ωℓ). We
note ω 6= 1 by Lemma 2.1. Since order of the power series on the right hand
side of (5) is {c} 6= 0, we see {ℓc} 6= 0, because if {ℓc} = 0, then order of the
series on the left hand side is a multiple of N . Further the coefficient θℓω−θk
of uℓ of the series on the left hand side should be 0. Thus from Proposition
2.3 and (5), we obtain
(φk − ωφℓ)[A]2 ≡ (1− ω)φ1[A]2 mod qN .
This gives
∑
n≥2
nω(
ωn−1 − 1
ω − 1 )u
n
ℓ − ω−1(ω + 1)u−1ℓ qN ≡ −
∑
n≥1
nun1 − u−11 qN mod qN .
Since {c} ≤ N − {c} < N − {ℓc},we have 2{ℓc} = {c}. If {c} = N/2, then
{ℓc} = 0, N/2 according to the parity of ℓ. Therefore we know {c} 6= N/2
and by comparing the coefficients of q{c} on both sides, we have 2ωζ2µ(ℓc)ℓd =
−ζµ(c)c. This gives a contradiction.
(ii) Suppose that {ℓc} > {c}. The congruence (5) implies {kc} = {c} and
θkφℓ[A]2 ≡ (θℓφk − (θℓ − θk)φ1)[A]2 mod qN .
Since {c} 6= 0, N/2 and uk = ωku1, we have θk = (1 − ωk)θℓ and, noting
ωk 6= 1,∑
n≥1
nunℓ + u
−1
ℓ q
N ≡
∑
n≥2
n
(
1− ω
n
k − 1
ωk − 1
)
un1 + (ω
−1
k + 1)u
−1
1 q
N mod qN .
Since N − {c} > N − {ℓc} ≥ {ℓc}, we have 2{c} = {ℓc}. By comparing the
coefficients of first terms on both sides, we obtain 2ωkζ
2µ(c)d = −(ζℓd+ ζ−ℓd)
in the case {ℓc} = N/2 and 2ωkζ2µ(c)d = −ζℓd in the case {ℓc} 6= N/2. In
the former case, we have | cos 2πℓd/N | = 1. Therefore ℓc ≡ 0 mod N/2
and ℓd ≡ 0 mod N/2. Since (c, d) = 1, we know ℓ ≡ 0 mod N/2. This is
impossible. In the latter case, clearly we have a contradiction. Therefore
we have {ℓc} = {kc} = {c}. Assume that {ℓc} = {kc} = {c}. Then
uk = ωku1, uℓ = ωℓu1. By congruence (5), by comparing the coefficients of
u1 on both sides, we have θℓ(ωk − 1) = θk(ωℓ − 1). Since ωk, ωℓ, ωk/ωℓ 6= 1,
from (5), we obtain
2u21 + (ωkωℓ)
−1u−11 q
N ≡ 0 mod u31.
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This gives a contradiction. Hence we have c ≡ 0 mod N . Hereafter we
assume that k > ℓ, if necessary by considering 1/Λk,ℓ = Λℓ,k instead of Λk,ℓ.
Let c ≡ 0 mod N . Then (d,N) = 1. By (3), we have Λk,ℓ ◦ A = φ{kd}−φ{d}φ{ℓd}−φ{d} .
From now on, to save labor, we put r = {ℓd}, s = {kd}, t = {d}. Since r, s, t
are distinct from each other and min(s, t) = min(r, t), we have r, s, t 6= 0, N/2
and t < r, s. We have only to prove t = 1. Let us assume t > 1. Let
T =
(
1 0
1 1
)
. Then
Λk,ℓ ◦ T = Λk,ℓ ◦ AT =
(
φs − φt
φr − φt
)
◦ T. (6)
If i is an integer such that 0 < i < N/2, then µ(i) = 1, {i} = i. Let u = ζq.
Then
φi[T ]2 ≡
∑
n
nuin + uN−i mod qN . (7)
From (6),
(φrφ1 + φsφℓ + φtφk)[T ]2 = (φtφℓ + φsφ1 + φrφk)[T ]2.
Since s + ℓ, t+ k, r + k > t+ ℓ and order of φi[T ]2 is i, we have
φrφ1[T ]2 − φsφ1[T ]2 ≡ φtφℓ[T ]2 mod ut+ℓ+1.
If s < r, then s + 1 = t + ℓ. However in this case the coefficients of ut+ℓ on
both sides are distinct. Therefore r < s, r+1 = t+ℓ. Since t+ℓ ≤ s < N/2,
we know that N > 2t + 2ℓ. By (7) and by the inequality relations that
t ≥ 2, k > ℓ,r = t+ ℓ− 1, s ≥ t + ℓ, N > 2t+ 2ℓ, we have modulo ut+ℓ+2,
(φrφ1)[T ]2 ≡ ut+ℓ + 2ut+ℓ+1 mod ut+ℓ+2, (φsφℓ)[T ]2 ≡ 0 mod ut+ℓ+2,
(φtφk)[T ]2 ≡ ut+k mod ut+ℓ+2, (φtφℓ)[T ]2 ≡ ut+ℓ mod ut+ℓ+2,
(φsφ1)[T ]2 ≡ us+1 mod ut+ℓ+2, (φrφk)[T ]2 ≡ 0 mod ut+ℓ+2.
Therefore we obtain a congruence:
2ut+ℓ+1 + ut+k ≡ us+1 mod ut+ℓ+2.
The coefficients of ut+ℓ+1 on both sides cannot be equal. Hence we have a
contradiction.
7
Corollary 3.2. Let Wa be the function defined by (1). If a1, a2 6= N/2 and
(a3, N) = 1, then A1(N)Q(ζ) = Q(ζ)(Wa, j)
Proof. Let M ∈ SL2(Z) such that M ≡
(
a−13 0
0 a3
)
mod N . By (3), we
know thatWa = Λk,ℓ◦M , where k, ℓ ∈ Z such that a1 = {ka3}, a2 = {ℓk} and
1 < ℓ 6= k < N/2. Let A ∈ SL2(Z). If Wa ◦A =Wa, then Λk,ℓ ◦ (MAM−1) =
Λk,ℓ. Therefore we have MAM
−1 ∈ Γ1(N){±E2}. Since M is a normalizer
of Γ1(N), A ∈ Γ1(N){±E2}. This shows our assertion.
4 Values of Λk,ℓ at imaginary quadratic points
In this section, we shall study values of Λk,ℓ at imaginary quadratic points.
Proposition 4.1. Let k, ℓ be integers such that 1 < ℓ 6= k ≤ N/2. Assume
(k(ℓ± 1), N) = 1. Then for A ∈ SL2(Z),we have
Λk,ℓ ◦A ∈ Z[ζ ]((q)).
Proof. Put A =
(
a b
c d
)
. Proposition 2.4 shows
Λk,ℓ ◦ A = ωf(q),
where ω = θk,1(A)/θℓ,1(A) and f is a power series in Z[ζ ]((q)). Therefore it is
sufficient to prove that ω ∈ Z[ζ ]. First we consider the case {c} 6= 0. By the
assumption, we know {ℓc} 6= {c}. Proposition2.4 implies that θℓ,1(A)−1 ∈
Z[ζ ]. Since (k,N) = 1, {kc} 6= 0. Thus θk,1(A) ∈ Z[ζ ]. Hence we have
ω ∈ Z[ζ ]. Next consider the case {c} = 0. Then we have {c} = {ℓc} =
{kc} = 0, µ(c) = µ(ℓc) = µ(kc) = 1, (d,N) = 1 and
ω =
(
1− ζℓd
1− ζkd
)2
· (1− ζ
(k−1)d)(1− ζ (k+1)d)
(1− ζ (ℓ−1)d)(1− ζ (ℓ+1)d) .
Using the assumption, Lemma 2.2 (i) shows
1− ζℓd
1− ζkd ,
1− ζ (k−1)d
1− ζ (ℓ−1)d ,
1− ζ (k+1)d
1− ζ (ℓ+1)d ∈ Z[ζ ].
Hence we obtain ω ∈ Z[ζ ].
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Proposition 4.2. Let k be an integer such that 2 < k < N/2. Put δ =
(k,N). Assume either (i) δ = 1 or (ii) δ > 1, (δ, 3) = 1 and N/δ is not a
power of a prime number. Then for A ∈ SL2(Z),we have
Λk,2 ◦ A ∈ Z[ζ ]((q)).
Proof. Similarly in the proof of Proposition 4.1, we have only to prove ω =
θk,1(A)/θ2,1(A) ∈ Z[ζ ]. First we consider the case {c} 6= 0. Let {2c} 6= {c} .
By (ii) of Proposition 2.4, we see θ2,1(A)
−1 ∈ Z[ζ ]. Further if {kc} 6= 0, then
θk,1(A) ∈ Z[ζ ]. If {kc} = 0,then δ > 1 and c ≡ 0 mod N/δ. Therefore ζkd is
a primitive N/δ-th root of unity. The assumption (ii) shows 1−ζkd is a unit.
Thus θk,1(A) ∈ Z[ζ ]. Hence we have ω ∈ Z[ζ ]. Let {2c} = {c}. Then, since
{c} 6= 0, we have N ≡ 0 mod 3, (k, 3) = 1 and {c} = {2c} = {kc} = N/3,
µ(2c) = −µ(c), µ(kc) = (k
3
)µ(c), where (∗
3
) is the Legendre symbol. By the
same proposition, we know that ω = (1− ζ (µ(kc)k−µ(c))d)/(1− ζ−3µ(c)d). Since
µ(kc)k−µ(c) ≡ 0 mod 3, we have ω ∈ Z[ζ ]. Next consider the case {c} = 0.
Then we have {c} = {2c} = {kc} = 0, µ(c) = µ(2c) = µ(kc) = 1, (d,N) = 1
and
ω =
(
1− ζ2d
1− ζkd
)2
· (1− ζ
(k−1)d)(1− ζ (k+1)d)
(1− ζd)(1− ζ3d) .
If δ = 1, then (kd,N) = 1. If δ 6= 1, then the assumption (ii) implies (1−ζkd)
is a unit. Therefore (1 − ζ2d)/(1− ζkd) ∈ Z[ζ ]. If N 6≡ 0 mod 3, then since
(3d,N) = 1, we know
(1− ζ (k−1)d)(1− ζ (k+1)d)
(1− ζd)(1− ζ3d) ∈ Z[ζ ].
If N ≡ 0 mod 3, then (k, 3) = 1 and one of k + 1, k − 1 is divisible by 3.
Lemma 2.1 (i) gives
(1− ζ (k−1)d)(1− ζ (k+1)d)
(1− ζd)(1− ζ3d) ∈ Z[ζ ].
Hence we obtain ω ∈ Z[ζ ].
To study the modular equation of Λk,ℓ over C(j), we construct a transver-
sal R of the coset decomposition of SL2(Z) by Γ1(N){±E2}, where E2 is
the unit matrix. For v ∈ (Z/NZ)×/{±1}, take Mv ∈ SL2(Z) so that
Mv ≡
(
v−1 0
0 v
)
mod N . For a positive divisor t of N , let Θt be a set of
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ϕ((t, N/t)) integers u such that u is prime to t and runs over a transversal of
the factor group (Z/(t, N/t)Z)×. For an integer u prime to t and an integer
k with the property ku ≡ 1 mod t, consider a matrix in SL2(Z)
B(t, u, k) =
(
u (uk − 1)/t
t k
)
.
We denote by MΘt the set of matrices
{B(t, u, k) | u ∈ Θt, k mod N/t, uk ≡ 1 mod t}.
Lemma 3.1 in [5] shows a set of matrices
R = {MvB | v ∈ (Z/NZ)×/{±1}, B ∈ ∪
t|N
MΘt}
is a transversal of the coset decomposition of SL2(Z) by Γ1(N){±E2}. For
an integer h prime to N , let h∗ be an integer such that hh∗ ≡ 1 mod N . Put
, for the set Θt,
hΘt = {h∗u|u ∈ Θt}.
Then obviously a set of matrices {MvB | v ∈ (Z/NZ)×/{±1}, B ∈ ∪
t|N
MhΘt}
is also a transversal of the coset decomposition. For details, see §3 of [5].
Let σh be the automorphism of Q(ζ) defined by ζ
σh = ζh. On a power series
f =
∑
m amq
m with am ∈ Q(ζ), σh acts by fσh =
∑
m a
σh
m q
m. From Lemma
3.2 of [5], we obtain
(Λk,ℓ ◦MvB(t, u, k))σh = Λk,ℓ ◦MvB(t, h∗u, hk). (8)
Remark 4.3. We do not need to separate the case {st} = 0 from the case
{st} 6= 0 in Lemma 3.2 of [5]. Therefore we can omit the assumption a1a2a3
is prime to N in Proposition 3.4,[5].
Theorem 4.4. Let the assumption be the same as in Proposition 4.1. Further
in the case ℓ = 2, let the assumption be the same as in Proposition 4.2. Then
Λk,ℓ is integral over Z[j].
Proof. Let R be the above set. Consider a modular equation Φ(X, j) =∏
A∈R(X−Λk,ℓ ◦A). Since Λk,ℓ ◦A has no poles in H and Λk,ℓ ◦A ∈ Z[ζ ]((q))
by Propositions 4.1 and 4.2, the coefficients of Φ(X, j) are polynomials of
j with coefficients in Z[ζ ]. By (8), for every automorphism σ of Q(ζ), the
correspondence: Λk,ℓ ◦ A → (Λk,ℓ ◦ A)σ induces a permutation on the set
{Λk,ℓ ◦A | A ∈ R}. Therefore Φ(X, j) ∈ Z[j].
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Theorem 4.5. Let the assumption be the same as in Theorem 4.4. Let α be
an imaginary quadratic point. Then Λk,ℓ(α) is an algebraic integer.
Proof. Since j(α) is an algebraic integer (see [1],Theorem 10.23) and Λk,ℓ(α)
is integral over Z[j(α)], Λk,ℓ(α) is an algebraic integer.
Corollary 4.6. Let A ∈ SL2(Z). Let the assumption be the same as in
Theorem 4.4. Then the values of the function Λk,ℓ ◦A at imaginary quadratic
points are algebraic integers. In particular, the function
℘(kτ/N ; τ)− ℘(τ/N ; τ)
℘(ℓτ/N ; τ)− ℘(τ/N ; τ)
takes algebraic, integral values at imaginary quadratic points.
Proof. Let α be an imaginary quadratic point. Then, A(α) is an imaginary
quadratic point. Therefore, we have the former part of the assertion. If we
put A =
(
0 −1
1 0
)
, then from the transformation formula of ℘((rτ+s)/N ;Lτ )
in §2 of [4], we obtain the latter part.
Corollary 4.7. Let Wa be the function defined by (1). If a1a3(a2 ± a3) is
prime to N , then Wa is integral over Z[j] and values of Wa at imaginary
quadratic points are algebraic integers.
Proof. Let M ∈ SL2(Z) such that M ≡
(
a−13 0
0 a3
)
mod N . Then Wa =
Λk,ℓ ◦M , where k, ℓ ∈ Z such that a1 = {ka3}, a2 = {ℓa3}. The assumption
implies k(ℓ± 1) is prime to N . By Theorem 4.4, for A ∈ SL2(Z), Λk,ℓ ◦ A is
integral over Z[j]. Hence Wa is integral over Z[j].
We obtain the following theorem from the Gee-Stevenhagen theory in [2]
and [3]. See also Chapter 6 of [7].
Theorem 4.8. Let k, ℓ ∈ Z such that 1 < ℓ 6= k < N/2. Let K be an
imaginary quadratic field with the discriminant D. Then the ray class field
of K modulo N is generated by Λk,ℓ((D +
√
D)/2) and ζ over the Hilbert
class field of K.
Proof. The assertion is deduced from Theorems 1 and 2 of [2] and Theorem
3.1.
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