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Introduction
Ce me´moire pre´sente les travaux de recherche que j’ai effectue´s jusqu’a` pre´sent. Il a
pour ambition de montrer les principaux re´sultats ainsi que les algorithmes correspon-
dants. Il se veut suffisant a` lui-meˆme, mais on devra se re´fe´rer aux articles indique´s pour
trouver toutes les preuves et les de´tails techniques.
Hormis les travaux portant sur les automates max-plus, une majeure partie de cette
recherche a e´te´ effectue´e en collaboration avec Jacques Sakarovitch.
Le de´nominateur commun de ces travaux est la recherche de structure au sein des objets
e´tudie´s. De nombreux proble`mes de la the´orie des automates sont en effet re´solus en se
projetant dans des structures finies (mono¨ıde syntaxique, ensemble de matrices dans un
semi-anneau fini, etc.) dans lesquels il suffit de faire une recherche exhaustive pour ve´rifier
telle ou telle proprie´te´ : limitation des se´ries, hauteur d’e´toile, hauteur d’e´toile ge´ne´ralise´e
nulle, etc. Toutefois, sans de´nigrer la beaute´ et la puissance de ces preuves, on peut leur
reprocher de s’abstraire comple`tement de l’objet automate. Bien que ces proble`mes soient
re´solus, on peut encore se demander s’il est possible de “lire” sur l’automate les proprie´te´s
recherche´es. Les travaux que j’ai mene´s consistent donc plutoˆt a` e´tudier des morphismes
entre automates, et a` exprimer dans leur structure meˆme les proprie´te´s que l’on cherche
a` de´montrer.
Un premier sujet d’e´tude est la de´rivation des expressions rationnelles, que j’ai e´tendu
aux expressions avec multiplicite´. Elle s’est ave´re´e eˆtre une porte ouverte sur l’e´tude des
relations entre automates et expressions.
Le the´ore`me de Kleene e´tablit que les automates finis et les expressions rationnelles ont
le meˆme pouvoir d’expression. La preuve consiste a` exhiber des algorithmes permettant
le passage d’un mode de repre´sentation a` un autre. Toutefois, parmi les automates qui
reconnaissent un meˆme langage, il peut y avoir des diffe´rences conside´rables (enlacement,
ambigu¨ıte´, etc.), meˆme si nous verrons par ailleurs qu’on peut toujours passer d’un auto-
mate a` un autre e´quivalent par des fusions et de´doublements d’e´tats ad hoc. De meˆme, en
toute ge´ne´ralite´, les expressions rationnelles e´quivalentes sont fort diffe´rentes, puisqu’il a
e´te´ montre´ par D. Krob [27] que la re´e´criture d’une expression en une autre ne´cessite un
nombre de re`gles non borne´.
La question que l’on se pose est donc la suivante : peut-on trouver des invariants plus
pre´cis que le langage reconnu pour les algorithmes classiques de transformation. Il est
par exemple prouve´ (cf. [52, 27]) que les diffe´rentes expressions calculables a` partir d’un
meˆme automate par l’algorithme d’e´limination sont e´quivalentes modulo un nombre fini
de re`gles de re´e´criture.
Une autre fac¸on d’aborder le proble`me est de voir dans quelle mesure ces algorithmes
sont inversibles, c’est-a`-dire quelle est la trace dans l’expression calcule´e de l’automate de
de´part ou inversement. P. Caron et D. Ziadi [10] ont montre´ qu’a` partir de l’automate
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standard d’une expression, on peut retrouver l’expression elle-meˆme. Je me suis inte´resse´
au proble`me inverse : savoir dans quelle mesure une expression rationnelle calcule´e a` par-
tir d’un automate garde la trace de cet automate [42, 44]. Au dela` de l’inte´reˆt purement
the´orique, cette question a un inte´reˆt pratique ; en effet, la taille d’une expression ra-
tionnelle peut eˆtre exponentielle par rapport a` celle de l’automate a` partir duquel elle
est calcule´e. D’autre part, le calcul d’un automate a` partir d’une expression rationnelle
quelconque donne un automate qui a un nombre d’e´tats line´aire et un nombre de tran-
sitions quadratique (on peut en fait ame´liorer ces bornes et obtenir un objet de taille
O(n log2 n) [23, 19]). Bref, si une expression est issue d’un automate et qu’on retrouve la
trace de celui-ci, ceci permet de construire un objet exponentiellement plus petit.
Si une expression est calcule´e a` partir d’un automate, nous proposons l’algorithme
suivant pour retrouver celui-ci : d’abord construire un automate des de´rive´es proche de
celui de´fini par V. Antimirov [1], puis en calculer le co-quotient minimal. Cet algorithme
ne produit pas toujours le re´sultat souhaite´. Si l’automate de de´part admet un co-quotient
propre, on risque de trouver un automate plus petit, mais nous avons aussi de´crit certaines
configurations qui peuvent conduire a` un mauvais re´sultat, meˆme sur un co-quotient mi-
nimal. Cependant, on a montre´ que notre proce´dure fonctionne pour un automate co-
de´terministe minimal. En fait, le caracte`re co-de´terministe de l’automate est conserve´ par
le calcul de l’expression suivi de la de´rivation. De meˆme, si une expression est calcule´e
a` partir d’un automate de´terministe, on peut obtenir un automate de´terministe e´qui-
valent en lui appliquant des de´rivations a` droite, ce qui e´vite une e´tape de de´terminisation
potentiellement exponentielle.
Un autre aspect de l’e´tude des expressions rationnelles concerne la hauteur d’e´toile.
Ce proble`me, pose´ par L.C. Eggan [15] en 1963, ne fut re´solu qu’en 1988 par K. Hashigu-
chi [21]. Plus re´cemment, en 2004, D. Kirsten [24] en a donne´ une preuve alge´brique tre`s
e´le´gante.
Pour ma part, je me suis inte´resse´ a` la conjecture suivante : l’automate universel d’un
langage rationnel contient un sous-automate reconnaissant le langage et correspondant
a` une expression de hauteur d’e´toile minimale. L.C. Eggan avait en effet montre´ le lien
entre l’enlacement d’un automate et la hauteur d’e´toile.
L’automate universel d’un langage est un automate, inspire´ par J.H. Conway [14] tel
que tout automate qui reconnaˆıt le langage admet une image par morphisme dans cet
automate.
J’ai montre´ que dans le cas des langages re´versibles la conjecture est non seulement
vraie, mais on peut en plus trouver un tel sous-automate qui est quasi-re´versible. On le
voit, dans ce cas, cette approche donne en plus des informations sur la forme du re´sultat.
Avec Marie-Pierre Be´al et Jacques Sakarovitch, nous avons e´tudie´ la notion de conju-
gaison d’automates [4]. Cette notion, bien connue dans le cadres des syste`mes dynamiques,
peut se transposer aux automates finis avec multiplicite´ et s’ave`re particulie`rement fruc-
tueuse. Nous avons montre´, dans le cadre des automates a` multiplicite´ dans un corps, Z,
N ou B que, d’une part, toute paire d’automates e´quivalents est relie´e par au plus deux
conjugaisons et, d’autre part, toute conjugaison se de´compose en un reveˆtement et un
co-reveˆtement. Ceci entraˆıne finalement que ces fusions et e´clatements d’e´tats permettent
de passer d’un automate donne´ a` n’importe quel autre e´quivalent.
D’un autre coˆte´, j’ai e´tudie´ avec Ines Klimann, Jean Mairesse et Christophe Prieur
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la de´terminisation des automates max-plus [25, 26]. La question est de savoir si une
se´rie re´alise´e par un automate max-plus peut aussi eˆtre re´alise´e par un automate max-
plus de´terministe ; cette se´rie est alors dite se´quentielle. Ce proble`me reste encore ouvert.
M. Mohri [47] a montre´ que l’on peut de´cider la se´quentialite´ des se´ries re´alise´es par des
automates non ambigus. Nous avons montre´ qu’e´tant donne´ un automate dont le nombre
de chemins e´tiquete´s par un mot donne´ est borne´ inde´pendamment du mot (on dit que
l’automate est finiment ambigu), on peut de´cider si la se´rie correspondante est re´alisable
par automate non ambigu, ce qui e´tend le cadre dans lequel la se´quentialite´ est de´cidable.
Pour cela, nous montrons qu’un automate finiment ambigu est de´composable en union
finie d’automates non ambigus. Ensuite, en comparant les poids des chemins re´ussis (et
notamment de leurs boucles) e´tiquete´s par le meˆme mot dans les divers automates de
cette union, on donne un crite`re de non ambigu¨ıte´.
Dans le meˆme domaine, j’ai e´tudie´ avec Jean Mairesse les se´ries rationnelles re´alisables
a` la fois par automate max-plus et automates min-plus [36]. Nous avons montre´ que ces
se´ries sont exactement celles re´alisables par automates non ambigus, ce qui unifie deux
familles de se´ries sur lesquels la plupart des proble`mes classiques (e´quivalence, se´quentia-
lite´) sont de´cidables. Pour cela, nous avons re´-exprime´s un certains nombres de re´sultats
connus dans le cadre des automates max-plus a` multiplicite´s re´elles : proprie´te´ de Fatou
(si la se´rie re´alise´e est ne´gative, on peut faire de sorte a` n’avoir que des poids ne´gatifs),
de´cider si une se´rie est ne´gative, si elle a un coefficient positif, etc.
Une autre part de l’activite´ de ces dernie`res anne´es a e´te´ le co-encadrement du projet
Vaucanson [37, 38, 13, 53]. Ce projet, mene´ avec des e´tudiants du LRDE a` l’E´pita, a pour
objectif de construire une bibliothe`que C++ ge´ne´rique de manipulation d’automates avec
multiplicite´. La particularite´ de cette bibliothe`que est de pouvoir accepter des multiplici-
te´s dans n’importe quel semi-anneau. Outre l’encadrement et le support de connaissances,
j’ai aussi implante´ quelques algorithmes dont certains sont ine´dits : de´rivations avec mul-
tiplicite´, calcul du quotient minimal d’un automate a` multiplicite´, etc. Je pre´senterai ces
algorithmes et la fac¸on dont ils sont implante´s.
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Chapitre 1
De´finitions
Voici une bre`ve description des objets e´tudie´s dans ce me´moire. E´videmment, pour une
vision plus approfondie des notions pre´sente´es dans ce chapitre, il est fortement conseille´
de se reporter aux ouvrages de re´fe´rences ([16, 52] par exemple).
1 Automates
Un automate (fini) est constitue´ d’un ensemble fini d’e´tats (repre´sente´s habituellement
par des ronds) et d’un ensemble fini de transitions (repre´sente´es par des fle`ches). Chaque
transition part d’un e´tat et arrive a` un autre e´tat (e´ventuellement le meˆme) ; elle porte
en outre une e´tiquette, qui est une lettre choisie dans un ensemble fini appele´ alphabet.
De plus, certains e´tats sont initiaux (ce qui est symbolise´ par une petite fle`che pointant
sur le rond) ou terminaux (avec une petite fle`che sortante).
p
q
r
a a
a
b
b
De fac¸on formelle, un automate est donc caracte´rise´ par un quintuplet (Q,A,E, I, T ), ou`Q
est l’ensemble des e´tats, A l’alphabet, E l’ensemble des transitions, et I et T les ensembles
des e´tats initiaux et terminaux respectivement. Les ensembles I et T sont e´videmment
inclus dans Q et toute transition e de E sera de´signe´e par un triplet (p, a, q), ou` p et q
sont les e´tats de de´part et d’arrive´e de la transition et a son e´tiquette.
Conside´rons un automate. Un chemin est une suite de transitions successives, c’est-a`-
dire que chaque transition de la suite a pour e´tat de de´part l’e´tat d’arrive´e de la transition
pre´ce´dente. La longueur d’un chemin est le nombre de transitions qui le constituent.
Un chemin est re´ussi, s’il part d’un e´tat initial et arrive dans un e´tat final. L’e´tiquette
d’un chemin est le mot obtenu en concate´nant les e´tiquettes des transitions qui forment
le chemin. Un mot est accepte´ par l’automate s’il est l’e´tiquette d’un chemin re´ussi.
Remarquons que si un e´tat est a` la fois initial et terminal, il existe un chemin de longueur
nulle dont l’e´tiquette est un mot de longueur nulle appele´ mot vide et note´ 1A∗ ou ε. Le
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langage reconnu par un automate est l’ensemble des mots qu’il accepte. Un ensemble de
mots sur un alphabet donne´ est dit reconnaissable s’il est reconnu par un automate fini.
Un morphisme d’un automate A dans un automate B est une application ϕ des e´tats
de A dans ceux de B telle que pour toute transition (p, a, q) de A, (ϕ(p), a, ϕ(q)) est une
transition de B, et pour tout e´tat initial (resp. final) p, l’e´tat ϕ(p) est initial (resp. final).
2 Expressions rationnelles
Une expression rationnelle sur un alphabet A est une formule finie e´gale a` 0, 1, a (avec
a ∈ A), (E + F), (E · F) ou (E)∗, ou` E et F sont des expressions rationnelles.
On peut appliquer les re`gles de priorite´ suivantes : ‘∗’ prioritaire sur ‘·’, lui-meˆme
prioritaire sur ‘+’, application des ope´rateurs de meˆme priorite´ de la gauche vers la droite.
On peut alors supprimer les parenthe`ses superflues. De meˆme, on n’e´crira pas toujours le
symbole ‘·’.
L’ensemble des mots sur un alphabet A, note´ A∗, est muni d’une multiplication na-
turelle, qui consiste a` concate´ner les mots. Le mot vide est l’e´le´ment neutre de cette
ope´ration. On peut e´tendre cette multiplication aux ensembles de mots :
∀X, Y ⊆ A∗, X.Y =
⋃
u∈X,v∈Y
u.v.
La puissance n-ie`me d’un ensemble X de mot est re´cursivement de´finie par X0 = 1A∗ et
Xn+1 = Xn.X.
On peut de´sormais donner une interpre´tation des expressions rationnelles : |0| = ∅,
|1| = 1A∗ , |a| = {a} (si a ∈ A), et si E et F sont des expressions rationnelles, |(E + F)| =
|E| ∪ |F|, |(E · F)| = |E|.|F|, et |(E)∗| =
⋃
n∈N |E|
n.
Un ensemble de mots est rationnel s’il est l’interpre´tation d’une expression rationnelle.
La plupart du temps, on confondra l’expression avec son interpre´tation, sauf si l’on veut
e´tudier les expressions elles-meˆmes.
Le the´ore`me de Kleene e´tablit que dans le cas des mots sur un alphabet fini, les
ensembles reconnaissables et rationnels sont les meˆmes.
3 Automates avec multiplicite´
Un semi-anneau K est un ensemble muni d’une multiplication et d’une addition ; ces
deux ope´rations sont associatives et K contient un e´le´ment neutre pour chacune : 0K pour
l’addition et 1K pour la multiplication ; de plus, l’addition est commutative, la multipli-
cation distributive sur l’addition et 0K est absorbant pour la multiplication.
Si en plus l’addition est idempotente (∀k ∈ K, k + k = k), on dira que le semi-anneau
est idempotent.
Tout anneau est e´videmment un semi-anneau, mais il existe de nombreux autres
exemples : semi-anneau de Boole ({Vrai,Faux},ou,et), entiers naturels, etc.
Les automates a` multiplicite´ sont une extension de la notion d’automate. Un automate
a` multiplicite´ sur un semi-anneau K ou K-automate est un automate dans lequel chaque
transition porte non seulement une e´tiquette, mais aussi un poids appartenant a` K. Toute
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fle`che initiale (resp. terminale) porte elle aussi un poids. Un automate a` multiplicite´ est
donc caracte´rise´ par un sextuplet (Q,A,K, E, I, T ), ou` une transition e de E est de la
forme (p, a, k, q), un e´le´ment de I de la forme (k, p) et un e´le´ment de T de la forme (p, k).
Pour un couple d’e´tats (p, q) fixe´ et une lettre a donne´e, il y a au plus qu’une transition
de p a` q e´tiquete´e par a. De meˆme, chaque e´tat n’a au plus qu’une fle`che initiale et une
fle`che finale.
p
q
r2
3
2
a|1 a|2
a|4
b|3
b|5
Le poids d’un chemin est obtenu en multipliant les poids des transitions du chemin : le
poids d’un chemin re´ussi est obtenu en multipliant le poids du chemin a` gauche par le
poids de la fle`che initiale et a` droite par celui de la fle`che terminale.
La multiplicite´ d’un mot dans l’automate est la somme des poids des chemins re´ussis
e´tiquete´s par ce mot. Ainsi, e´tant donne´ un K-automate, a` chaque mot est associe´ un
e´le´ment de K : le K-automate re´alise une fonction de A∗ dans K (qu’on peut voir comme
une se´rie sur A∗ a` coefficients dans K). On notera 〈s, w〉 le coefficient de w dans la se´rie
s.
Remarquons que fixer le poids d’une transition ou d’une fle`che initiale ou terminale
a` 0K revient a` ne pas conside´rer cette transition ou fle`che. Inversement, s’il n’y a pas de
transition entre deux e´tats, on peut toujours supposer qu’il en existe une de poids 0K. De
meˆme, on dira qu’un e´tat est initial ou terminal, si le poids correspondant est non nul.
K-repre´sentation Soit A=(Q,A,K, E, I, T ) un automate a` multiplicite´. On de´finit un
vecteur ligne λ et un vecteur colonne ν de taille Q, ainsi qu’une application µ de A dans
les matrices carre´ de taille Q de la fac¸on suivante :
λp =
∑
(k,p)∈I
k, νp =
∑
(p,k)∈T
k et µ(a)p,q =
∑
(p,a,k,q)∈E
k.
Le triplet (λ, µ, ν) est une K-repre´sentation (line´aire) de la se´rie re´alise´e par A : le poids
du mot w = w1...wk est λµ(w1)...µ(wk)ν.
On identifiera I a` λ, T a` ν et E a` la matrice de transitionM =
∑
a∈A µ(a)a. Pour de´si-
gner un K-automate, on utilisera donc indiffe´remment (I,M, T ) ou (I, µ, T ), la minuscule
grecque correspondant a` la K-repre´sentation et la majuscule a` la matrice de transition.
I =
[
2 3 0
]
,M =

 0 a 4a0 5b 2a
3b 0 0

T =

 00
2


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Chapitre 2
Conjugaisons
La conjugaison des automates que nous e´tudions ici est inte´ressante a` plusieurs titres.
Elle est directement inspire´e d’une notion courante en symbolique dynamique ; elle per-
met d’exprimer un ensemble de transformations sous une forme commune et enfin, elle
permet d’expliciter les liens qui existent entre l’e´quivalence des se´ries rationnelles et les
reveˆtements d’automates.
Ce travail re´cent [4] re´serve encore probablement des de´veloppements.
Definition 2.1 Soit A = (I,M, T ) et B = (J,N, U) deux K-automates. On dit que A est
conjugue´ a` B par X s’il existe une matrice X telle que
IX = J, MX = XN et T = XU.
On note alors A
X
=⇒ B.
Cette relation est transitive, re´flexive, mais pas syme´trique ; il s’agit d’un pre´-ordre.
Notons qu’on ne fait absolument aucune supposition a priori sur la matrice X. Celle-ci
peut eˆtre de´ge´ne´re´e et meˆme nulle ! Contrairement aux syste`mes dynamiques, la pre´sence
des vecteurs initiaux et finaux garantit malgre´ tout l’e´quivalence des automates.
Il est imme´diat que deux automates conjugue´s sont e´quivalents. Il est a peu pre`s aussi
imme´diat que deux automates e´quivalents ne sont pas force´ment conjugue´s.
1
2
3
4
a
a
a
a
a
a
a
a
1 2 3
a 2a
2a
Fig. 2.1- Deux N-automates e´quivalents non conjugue´s
Le premier re´sultat que je vais pre´senter montre que toutefois, e´tant donne´s deux K-
automates e´quivalents, il existe toujours un K-automate conjugue´ aux deux. Ceci est vrai
pour de nombreux semi-anneaux K : B, N, Z, corps, etc.
Le second re´sultat donne une interpre´tation structurelle de la conjugaison. On peut
de´finir sur les K-automates des ope´rations e´le´mentaires (fusion ou e´clatement d’e´tats,
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circulation de coefficients) qui, si les dites ope´rations sont bien de´finies, pre´servent la se´rie
re´alise´e. On montre que toute conjugaison s’exprime comme un e´clatement d’e´tats suivi
d’une circulation et d’une fusion d’e´tats.
Ces deux re´sultats permettent de re´pondre a` une question que je me posais depuis
un certain temps. Peut-on graˆce a` ces e´clatements et circulation passer d’un automate a`
n’importe quel autre automate e´quivalent ? La re´ponse, surprenante, est positive.
1 E´quivalence et conjugaison
Proposition 2.1 Dans cet e´nonce´, K est e´gal a` N, Z ou est un corps.
Soit A et B deux automates (resp. deux K-automates ou deux transducteurs fonctionnels)
e´quivalents. Il existe un automate C (resp. un K-automate ou un transducteur) conjugue´
a` A et B.
Nous allons brie`vement esquisser la preuve de ce re´sultat dans les diffe´rents cadres cite´s
ainsi que les constructions sous-jacentes.
1.1 Le cas boole´en
La preuve du cas boole´en s’appuie sur une construction bien connue : la de´terminisa-
tion.
Rappelons en deux mots de quoi il s’agit. E´tant donne´ un automate A = (I, µ, T ), on
calcule l’ensemble des vecteurs Iµ(w) (qui repre´sentent des sous-ensembles) qui forment
les e´tats de l’automate de´terminise´ D ; I est l’e´tat initial, le successeur d’un e´tat α par la
lettre a est l’e´tat αµ(a), et l’e´tat α est final si et seulement si αT = 1.
Conside´rons maintenant la matrice X dont les lignes sont les e´tats de D. On ve´rifie
imme´diatement que D est conjugue´ a` A par X.
Pour montrer la proposition 2.1, il suffit maintenant de conside´rer le de´terminise´ de
l’union de A et B. Chaque e´tat est un vecteur forme´ de deux parties [α|β], α e´tant indice´
par les e´tats de A et β par ceux de B. Notons qu’un e´tat est final si et seulement si
[α|β]
[
T
U
]
= 1, ce qui est e´quivalent, puisque A et B sont e´quivalents, a` αT = βU = 1.
Si l’on conside`re la matrice dont les lignes sont les e´tats du de´terminise´, elle se de´com-
pose en [X|Y ], les colonnes de X e´tant indice´es par les e´tats de A et celles de Y par ceux
de B et on obtient D
X
=⇒ A et D
Y
=⇒ B.
Exemple. Conside´rons les deux automates ci-dessous.
1 2 3
a a
a
b
1 2 3
a a
b
b
Fig. 2.2- Deux automates e´quivalents
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Le de´terminise´ commun est l’automate ci-dessous dont les e´tats correspondent aux lignes
de la matrice ci-contre :
1 2 3
a a
b
b 
 1 0 0 1 1 00 1 1 0 1 1
0 0 1 0 0 1


Cet automate est conjugue´ aux deux pre´ce´dents et les matrices de conjugaison sont
les deux moitie´s de la matrice ci-dessus.
1.2 Le cas des entiers naturels
Soit A = (I, µ, T ) et B = (J, ν, U) deux N-automates e´quivalents. Dans le cas des
entiers naturels, on le sait, on ne peut pas toujours calculer un automate de´terminise´
pour la simple raison que l’ensemble des vecteurs [Iµ(w)|Jν(w)] n’est pas toujours fini.
Par contre, on peut calculer un ensemble fini de vecteurs [α|β] qui engendrent un semi-
module contenant les [Iµ(w)|Jν(w)] et tels que, pour tout mot w, αµ(w)T = βν(w)U .
Pseudo-re´duction conjointe gauche de A = (I, µ, T ) et B = (J, ν, U)
S : liste vide
P : pile initialise´e a` {1A∗ , (I : J)}
tant que P 6= ∅
(w,α) :=pop(P )
pour tout β dans S
tant que β ≤ α
α := α− β
si α 6= 0
S ← α
pour tout a dans A
P ← (wa,α(µ(a) : ν(a)))
retourner S
La proce´dure termine graˆce au fait que l’ordre produit sur Nk est un bon ordre partiel et
que tout sous-ensemble d’e´le´ments deux a` deux incomparables est fini.
La liste S qu’on construit ainsi est un ensemble ge´ne´rateur (qui n’est e´videmment pas
une base) du semi-module contenant les [Iµ(w)|Jν(w)]. On peut ne conserver de cette
liste que les vecteurs minimaux.
Pour tout vecteur [αi|βi] de S, pour toute lettre a, il existe des coefficients ξ(a)i,j, et
des coefficients Kj tels que
[αµ(a)|βν(a)] =
∑
[αj |βj]∈S
ξ(a)i,j[αj |βj], [I|J ] =
∑
[αj |βj]∈S
Kj [αj|βj ],
et on pose Vi = αiT = βiU .
L’automate C = (K, ξ, V ) est conjugue´ aux automatesA et B. Pour obtenir les matrices
de conjugaison, il suffit de prendre respectivement la matrice forme´e des αi ou des βi.
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1.3 Le cas des entiers et des corps (gauche)
Ce cas est en re´alite´ tre`s similaire au cas pre´ce´dent. La diffe´rence est que e´tant donne´
la structure des Z-modules et des espaces vectoriels, on peut non seulement calculer un
ensemble ge´ne´rateur du module ou du corps engendre´ par les [Iµ(w)|Jν(w)] mais une
base :
Re´duction gauche conjointe dans un corps de A = (I, µ, T ) et B = (J, ν, U)
S : liste vide
P : pile initialise´e a` {1A∗ , (I : J)}
tant que P 6= ∅
(w,α) := pop(P )
pour tout β ∈ S
j := min{l | βl 6= 0}
h := min{l | αl 6= 0}
si (h < j)
alors break
sinon α := α− αjβ
−1
j β
si (α 6= 0) alors
inse`re α dans S
pour tout a ∈ A
P ← (aw,α(µ(a) : ν(a))))
retourner S
On le voit, le calcul consiste a` maintenir a` jour une base (e´chelonne´e pour des raisons de
facilite´s). Tout vecteur incorpore´ a` la base l’est de´finitivement, en vertu du the´ore`me de
la base incomple`te. Ce the´ore`me n’a plus cours dans Z, aussi faut-il adapter l’algorithme.
Re´duction gauche conjointe dans Z de A = (I, µ, T ) et B = (J, ν, U)
S : liste vide
P : pile initialise´e a` {1A∗ , (I : J)}
while (P 6= ∅)
(w,α) := pop(P )
pour tout β ∈ S
j := min{l | βl 6= 0}
h := min{l | αl 6= 0}
si (h < j)
alors break
sinon si (h = j) alors
Soit (p, q) tel que pαj + qβj = gcd(αj , βj) avec q 6= 0
γ := pα+ qβ
α := (βjα− αjβ)/γj
β := γ
sinon continue
si (α 6= 0) alors
inse`re α dans S
pour tout a ∈ A
P ← (aw, µ(a)α)
retourner S
1 E´quivalence et conjugaison 17
On peut revenir un instant sur le nom de Re´duction gauche conjointe donne´
a` ces algorithmes. Cette proce´dure est “conjointe” parce qu’elle s’applique a` l’union de
deux automates, “gauche” parce que l’on peut effectuer un algorithme similaire (“re´duc-
tion droite”) pour calculer une base du module ou de l’espace vectoriel engendre´ par les
[µ(a)T, ν(a)U ].
Enfin, il s’agit d’une “re´duction” car la re´duction gauche suivie de la re´duction droite
donne unK-automate avec un nombre d’e´tat minimal parmi tous les automates e´quivalents
(cf. [7, 52]).
Exemple. Conside´rons les deux Z-automates A5 et B5 e´quivalents ci-dessous :
1
3
2
4
a
−2a
b
2b
1
3
2
4
−a
b
−a
b
a
b
a
b
Fig. 2.3- Deux Z-automates e´quivalents.
Leur re´duction gauche conjointe donne un Z-automate dont les e´tats correspondent a` la
matrice pre´sente´e ci-contre :
1
3
2
4
a
a
b
−4b


1 0 0 0 1 0 0 0
0 1 0 0 0 −1 0 1
0 0 −2 0 0 0 −2 0
0 0 0 −2 0 −2 0 −2


Cet automate est conjugue´ a` A5 et B5 ; on voit qu’en ce qui concerneA5, il s’agit
seulement d’une circulation de coefficients (matrice diagonale). En fait, les automates A5
et B5 sont directement conjugue´s. En effet, la matrice de circulation est inversible dans Q
et son produit avec l’autre matrice de conjugaison donne une matrice a` coefficients entiers
qui est une matrice de conjugaison entre ces deux automates.
1.4 Transducteurs fonctionnels
Un transducteur dont les sorties sont des mots de B∗ peut eˆtre vu comme un automate
a` multiplicite´ dans Rat(B∗). La notion de conjugaison est donc bien de´finie pour les
transducteurs et on peut montrer la proposition 2.1.
Contrairement aux semi-anneaux traite´s dans les paragraphes pre´ce´dents, on ne dis-
pose pas pour Rat(B∗) d’ope´ration de soustraction. Si on veut obtenir un ensemble fini de
[αi|βi] ge´ne´rateur des [Iµ(w), Jν(w)] tout en respectant αiµ(w)T = βiν(w)U pour tout
w, il faudra trouver d’autres crite`res pour “re´duire” les [Iµ(w), Jν(w)].
C’est la` que l’hypothe`se de fonctionnalite´ des transducteurs va nous servir. L’ide´e
est la suivante : si un mot me`ne dans deux e´tats avec des sorties trop diffe´rentes (soit
parce qu’elles ont des pre´fixes incomparables, soit parce qu’elles sont de longueurs tre`s
diffe´rentes), les mots qu’on peut reconnaˆıtre en partant de ces e´tats seront force´ment
diffe´rents.
Rappelons d’abord l’algorithme classique de se´quentialisation. On utilise deux ope´ra-
tions de base sur les vecteur de mot : si α est un tel vecteur, αˇ est le plus long pre´fixe
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commun des coordonne´es non nulles de α et α¯ = αˇ−1α. A` partir d’un transducteur
T = (I, µ, T ), on construit incre´mentalement le transducteur S de la fac¸on suivante :
– I¯ est l’e´tat initial, avec Iˇ comme poids,
– de l’e´tat α, en lisant la lettre a, on va dans l’e´tat β¯ en sortant βˇ, avec β = αµ(a).
– l’e´tat α est final si u = αT n’est pas nul ; son poids terminal est alors u.
E´videmment, si le transducteur n’est pas se´quentialisable, cet algorithme construit un
transducteur infini. Modifions le donc.
On ne veut garder dans un meˆme vecteur que des mots “pas trop diffe´rents”.
Dans l’algorithme de se´quentialisation, chaque vecteur obtenu sera de´compose´ en une
somme de vecteurs a` support disjoints tels que :
– chaque vecteur contient un e´le´ment minimum pour l’ordre pre´fixe ;
– si w est un coefficient non nul et non minimum d’un vecteur, il existe parmi les coefficients
du vecteur un mot de longueur au moins |w| −K pre´fixe propre de w.
La constante K de´pend du nombre d’e´tats du transducteur et de la taille des mots
sortis sur chaque transition.
On peut s’interroger, a` juste titre, sur l’inte´reˆt de cette construction, puisqu’on ne
peut pas de´crire de proprie´te´ particulie`re du re´sultat, a` part qu’il s’agit d’un transducteur
non ambigu. Notons quand meˆme que si le transducteur est se´quentialisable, on obtient
effectivement un transducteur se´quentiel.
L’inte´reˆt de la construction se re´ve`le lorsqu’on applique l’algorithme a` l’union de deux
transducteurs fonctionnels T et U e´quivalents ; on obtient comme dans les paragraphes
pre´ce´dents un transducteur conjugue´ a` la fois a` T et a` U .
1.5 Autres semi-anneaux
L’e´nume´ration des semi-anneaux dans lesquels la proposition 2.1 est ve´rifie´e donne
l’impression que l’on peut sans trop de difficulte´s la de´cliner a` l’envi dans n’importe quel
semi-anneau.
Pour autant que je sache, ce n’est pas le cas. Par exemple, dans le cas des semi-anneaux
tropicaux, les arguments de´ploye´s dans les paragraphes pre´ce´dents ne s’appliquent pas ; il
en va de meˆme, a fortiori pour les transducteurs non fonctionnels.
2 Reveˆtements et conjugaisons
On montre dans cette partie que toute conjugaison peut se de´crire en terme d’e´cla-
tements et de fusion d’e´tats. On a aussi besoin de faire “circuler” les coefficients dans
l’automate.
2.1 Circulation de coefficients
Faire circuler un coefficient c a` travers un e´tat d’un K-automate consiste a` diviser les
poids des transitions entrantes sur cet e´tat par c et a` multiplier les poids des transitions
sortantes par c. Ceci ne change donc en rien le graphe sous-jacent a` l’automate.
En fait, faire circuler les poids cp a` travers les e´tats p de l’automate A = (I,M, T )
consiste a` construire l’automate B = (ID−1, DMD−1, DT ), ou` D est la matrice diagonale
des cp.
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Cette e´criture suppose D inversible et on pourrait plus simplement dire que le re´sultat
B = (J,N, U) de la circulation ve´rifie :
I = JD, DM = ND et DT = U,
ce qui est bien e´quivalent si D est inversible. Attention toutefois, car si D n’est pas
inversible, on n’est pas assure´ de l’existence d’une solution B a` cette e´quation ou de son
unicite´. On supposera donc dans la suite que la matrice de circulation est inversible.
Remarquons pour finir que la circulation de coefficients est une conjugaison.
2.2 K-reveˆtements et K-quotients
Le but de ce paragraphe est de de´finir des e´clatements ou fusions d’e´tats dont on
assure, graˆce a` des crite`res locaux, qu’ils pre´servent la se´rie re´alise´e. Une e´tude comple`te
de ces transformations est donne´e en [52].
Formellement, un automate B est obtenu a` partir deA par une fusion d’e´tats si il existe
une application ϕ surjective des e´tats de A sur ceux de B. Ceci ne pre´cise pas comment
sont de´finies les transitions dans B a` partir de celles de A. Dans le cas des automates
classiques, cette fusion correspond a` un morphisme surjectif et on de´finira dans B une
transition (r, a, s) si et seulement si il existe (p, q) dans ϕ−1(r) × ϕ−1(s) tel que (p, a, q)
est une transition de A. De telles fusions ne garantissent pas la conservation du langage
reconnu. C’est pourquoi nous allons ajouter des contraintes sur les e´tats que l’on peut
fusionner et de´finir les transitions dans le re´sultat de fac¸on moins brutale.
Un K-quotient est le re´sultat d’une fusion entre e´tats qui ont les meˆme successeurs
(modulo la fusion). Il faut faire un peut attention a` ce qu’on entend par la` dans le cadre
des K-automates. “Avoir les meˆmes successeurs” ne signifie pas seulement aller dans les
meˆmes e´tats, mais y aller avec le meˆme poids !
Ainsi, si ϕ est une fusion d’e´tats de l’automate A = (I,M, T ), c’est un K-quotient si
et seulement si :
pϕ = qϕ =⇒ Tp = Tq et ∀r,
∑
s∈ϕ−1ϕ(r)
Mp,s =
∑
s∈ϕ−1ϕ(r)
Mq,s. (2.1)
L’automate re´sultant de la fusion est alors de´fini ainsi. Le poids initial d’un e´tat est
la somme des poids initiaux des e´tats fusionne´s, son poids final est le poids final commun
a` tous les e´tats fusionne´s et le poids d’une transition e´tiquete´e par a entre r et s est la
somme, pour n’importe quel e´tat p dans ϕ−1(r) des transitions menant de p aux e´tats de
ϕ−1(s) e´tiquete´es par a.
Ceci s’exprime de manie`re remarquablement simple et concise avec des matrices. En
effet, si A = (I,M, T ) est un K-automate et si ϕ est une fusion d’e´tats, alors ϕ est un
K-quotient si et seulement si il existe un K-automate B = (J,N, U) tel que
IXϕ = J, MXϕ = XϕN et T = XϕU,
ou` Xϕ est la matrice de l’application ϕ. L’automate B = (J,N, U) est alors un K-quotient
de A.
Le reveˆtement est l’inverse du quotient ; dans ce qui pre´ce`de, A est un K-reveˆtement
de B. L’e´quation ci-dessus est exactement celle d’une conjugaison, donc si A est un K-
reveˆtement de B. A est conjugue´ a` B.
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Enfin, e´tant donne´ un K-automate A et une fusion ϕ de ses e´tats, si cette fusion
est effectivement un K-quotient, le re´sultat B est unique. Par contre, e´tant donne´ un K-
automate B et un e´clatement ϕ−1 de ses e´tats, il y a a priori plusieurs K-automates A
qui sont des K-reveˆtements de B selon ϕ.
En effet, la seule contrainte pour de´finir I et M est :
∀s,
∑
q∈ϕ−1(s)
Iq = Js et ∀p,
∑
q∈ϕ−1(s)
Mp,q = Nϕ(p),s;
le vecteur T , quant a` lui, est impose´ : T = XϕU .
Un K-co-quotient est une ope´ration similaire, sauf qu’elle consiste a` fusionner les e´tats
qui ont les meˆmes pre´de´cesseurs ; elle se re´sume par l’e´quation suivante :
I = J tXϕ,
tXϕM = N
tXϕ et
tXϕT = U.
2.3 E´nonce´
Nous avons maintenant les outils ne´cessaire pour exposer le re´sultat :
Proposition 2.2 K = N,Z ou un corps.
Soit A et B deux automates (resp. deux K-automates ou deux transducteurs fonctionnels)
e´monde´s tels que A est conjugue´ a` B par X. Alors, il existe deux automates (resp. deux
K-automates ou deux transducteurs fonctionnels) A′ et B′ e´gaux a` une circulation de
coefficients pre`s, tels que A′ est un co-reveˆtement de A et B′ un reveˆtement de B.
2.4 Le cas boole´en
Dans le cas boole´en, la seule circulation de coefficients est l’identite´, on n’en tient
donc pas compte. Soit A et B deux automates e´monde´s d’ensembles d’e´tats respectifs
Q et R tels que A
X
=⇒ B. Nume´rotons de 1 a` k les coefficients non nuls de X ; (ir, jr)
est la coordonne´e du coefficient nume´ro r. La matrice Hϕ de taille k × Q (resp. Hψ de
taille k × R) a des coefficients 1 en position (r, ir) (resp. (r, jr)), pour r dans [1; k]. On
a clairement X = tHϕHψ. On ve´rifie qu’on peut effectivement construire un automate C
conjugue´ a` A et B respectivement par tHϕ et Hψ.
On a vu que pour construire un K-reveˆtement e´tant donne´ un e´clatement, on a des
contraintes portant sur des sommes partielles de colonnes de la matrice de transition ; pour
un K-co-reveˆtement, on a des contraintes similaires portant sur des sommes partielles de
lignes. Ici, on va devoir traiter sur une meˆme matrice ces deux contraintes. La preuve
consiste a` montrer que ces contraintes sont cohe´rentes ; on montre que la construction
revient a` remplir des blocs de la matrice connaissant la somme de chaque ligne et de
chaque colonne.
2.5 Le cas des entiers naturels
La` encore, si l’on veut que la matrice de circulation soit inversible, la seule possibilite´
est l’identite´. La construction est donc similaire a` celle pre´sente´e pour le cas boole´ens,
excepte´ que l’on ne doit pas force´ment obtenir des 1 ! On nume´rote donc de meˆme les
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coefficients non nuls et on de´finit K = {(r, s) | s ∈ [1;Xir,jr ]}. La matrice Hϕ de taille
K×Q (resp.Hψ de tailleK×R) a des coefficients 1 en position ((r, s), ir) (resp. ((r, s), jr)),
pour tout (r, s) dans K.
On a clairement X = tHϕHψ et on ve´rifie qu’on peut effectivement construire un
automate C conjugue´ a` A et B respectivement par tHϕ et Hψ.
2.6 Le cas des entiers relatifs
Tout entier relatif non nul n’est pas somme de 1, donc on ne peut pas appliquer la
construction pre´ce´dente sur Z ; par ailleurs, l’identite´ n’est plus la seule matrice inversible.
On va donc utiliser la circulation de coefficients ±1 pour re´soudre cette difficulte´. On agit
de meˆme que pre´ce´demment, sauf qu’on de´finit K = {(r, s) | s ∈ [1; |Xir,jr |]} et que D est
la matrice diagonale telle que D(r,r),(r,r) est le signe de Xir ,jr .
On ve´rifie que X = tHϕDHψ et on construit deux automates, A
′ = (I ′,M ′, T ′) conju-
gue´ a` A par tHϕ, et B
′ = (J ′, N ′, U ′) conjugue´ a` B par Hψ tels que A
′ et B′ sont conjugue´
par D.
On peut noter que pour calculer les matrices de transition de A′ et B′, on calcule en
fait M ′D = DN ′ et qu’on a ensuite besoin que D soit inversible.
Exemple. Les deux automates A5 = (I,M, T ) et B5 = (J,N, U) de la figure 2.3 sont
conjugue´s par la matrice


1 0 0 0
0 −1 0 1
0 0 1 0
0 1 0 1

 = CDL,
C =


1 0 0 0 0 0
0 1 1 0 0 0
0 0 0 0 0 1
0 0 0 1 1 0

 , D =


1 0 0 0 0 0
0 −1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


, L =


1 0 0 0
0 1 0 0
0 0 0 1
0 0 0 1
0 1 0 0
0 0 1 0


Construisons les Z-automates A′ = (I ′,M ′, T ′) et B′ = (J ′, N ′, U ′) respectivement co-Z-
reveˆtement de A et Z-reveˆtement de B et e´gaux a` circulation de coefficients pre`s. On pose
I ′ = IC, J ′ = I ′D et on a bien J = ICDL = J ′L. De meˆme, U ′ = LU , T ′ = DU ′ et
on a T = CDLU = CU ′. On doit remplir les matrices M ′ et N ′ telles que MC = CM ′,
M ′D = DN ′ et N ′L = LN . On pose H =M ′D = DN ′ ; on doit donc avoir MCD = CH
et HL = DLN :
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

0 . −a . a . . . 0 .
0 −a a 0 0 0
−b . 0 . 0 . . . −a .
b . 0 . 0 . . . −a .
0 0 0 0 0 −2a
b . 0 . 0 . . . −a .
b . 0 . 0 . . . a .
2b 0 0 0 0 0
0 . b . b . . . 0 .
0 0 0 b b 0


La figure ci-dessus est une transcription des e´quations sur la matrice H . Pour chaque sous-
matrice mate´rialise´e par des rectangles, on connaˆıt la somme de chaque colonne (indique´e
en dessous) et de chaque ligne (indique´e a` gauche). On a plusieurs possibilite´s pour remplir
cette matrice (on a le choix pour chaque sous-matrice 2× 2 ; la plus simple e´tant :
H =


0 −a a 0 0 0
−b 0 0 0 0 −a
b 0 0 0 0 −a
b 0 0 0 0 −a
b 0 0 0 0 a
0 0 0 b b 0


Finalement, on obtient le diagramme suivant :
1
3
2
4
a
−2a
b
2b
1
3
2
4
−a
b
−a
b
a
b
a
b
1
2a
2b
4a
4b
3
a
a
−a
−b −a
b
b
b
b
−a
b
a
1
2a
4a
4b
2b
3
−a
a
b
a
b
−a
b
−a
b
a
b
b
co-Z-reveˆtement Z-reveˆtement
Circulation
Fig. 2.4- Passage de A5 a` B5.
L’e´tat a` travers lequel on fait circuler −1 est 2a dans les reveˆtements.
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2.7 Le cas des corps
Dans un corps, la situation est d’une certaine manie`re plus simple, puisque tout e´le´ment
non nul est inversible. On peut donc calculer les matrices Hϕ et Hψ exactement comme
dans le cas boole´en et de´finir la matrice diagonale D par Dr,r = Xir ,jr pour tout r dans
[1; k]. La suite est identique au cas des entiers relatifs.
Revenons un instant sur l’hypothe`se que les automates sont e´monde´s. Cette hypothe`se
assure que la matrice de conjugaison X n’a pas de ligne ou de colonne nulle, ce qui permet
de construire des fonctions ϕ et ψ d’e´clatement surjectives.
Dans le cas de Z ou d’un corps, comme chaque e´le´ment a un oppose´, on peut s’affranchir
de cette hypothe`se. Plac¸ons-nous dans le cas de Z. Imaginons que la ligne i de X est
nulle. Il suffit de faire comme si Xi,1 = 2 ; supposons que c’est le coefficient non nul
nume´ro r ; on construit Hϕ etHψ comme explique´ pre´ce´demment, et on pose D(r,1),(r,1) = 1
et D(r,2),(r,2) = −1.
2.8 Le cas des transducteurs
On montre maintenant que si on a T
X
=⇒ U , avec X matrice dont les coefficients sont
des mots, il existe deux transducteurs T ′ et U ′ identiques a` circulation de coefficients pre`s
tels que T ′ est un co-reveˆtement de T et U ′ un reveˆtement de U .
La construction est exactement la meˆme que pour les corps. Pour eˆtre exact, il faudrait
conside´rer les coefficients de X comme appartenant au groupe libre, si on veut respecter
la contrainte que la matrice de circulation est inversible. De plus, ceci correspond plus a`
la circulation usuelle des sorties dans un transducteur.
3 Synthe`se
On peut combiner les deux propositions 2.1 et 2.2, afin d’obtenir un re´sultat dont la
conjugaison est, en apparence, absente :
The´ore`me 2.1 K = Z ou un corps.
Soit A et B deux automates (resp. deux N-automates) e´monde´s e´quivalents. Alors il existe
trois automates (resp. trois N-automates) A′, B′ et C tels que A′ et B′ sont des (N-)co-
quotients de C et A (resp. B) est un quotient de A′ (resp. B′).
Soit A et B deux K-automates (resp. deux transducteurs) e´monde´s e´quivalents. Alors
il existe quatre automates (resp. quatre transducteurs) A′, B′, A′′ et B′′ tels que A′′ et
B′′ sont e´gaux a` une circulation de coefficients pre`s, A′ et B′ sont des (K-)co-quotients
respectifs de A′′ et B′′, et A et B sont des (K-)quotients respectifs de A′ et B′.
En plus des deux propositions, ce re´sultat ne´cessite un “lemme du diamant” : si deux
automates ont un meˆme (co-)quotient, ils admettent un meˆme (co-)reveˆtement.
Le re´sultat suivant est une conse´quence quasi-directe du the´ore`me applique´ au N-
automates.
The´ore`me 2.2 Soit deux langages rationnels ayant la meˆme fonction de croissance (i.e.
le nombre de mots d’une longueur donne´e est le meˆme dans chacun des langages). Alors
il existe une transduction lettre a` lettre fonctionnelle qui re´alise une bijection entre les
deux langages.
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Exemple. Conside´rons les deux langages L1 = a(a+b)
∗ et L2 = (c+dc+dd)
∗rcc(c+d)∗.
Ces langages ont meˆme fonction de croissance ; leurs automates minimaux sont repre´sente´s
sur la figure 2.5 en bas a` gauche (A) et a` droite (B).
Pour construire le transducteur, on commence par oublier les e´tiquettes des transitions
(ce qui revient a` conside´rer qu’on a un alphabet unique a` une lettre). On obtient ainsi les
repre´sentation suivantes :
I =
[
1 0
]
,M =
[
0 1
0 2
]
, T =
[
0
1
]
J =
[
1 0 0 0
]
, N =


0 1 1 0
0 0 1 0
0 0 0 2
0 0 1 1

 , T =


0
1
0
1


Ces deux N-automates sont e´quivalents, ils re´alisent chacun la fonction de croissance.
Calculons la re´duction gauche conjointe :
α1 = I|J =10|1000
α2 = α1(M |N) =01|0110
α3 = α2(M |N) =02|0012
α3(M |N) =04|0024 = 2α3
Ce qui donne l’automate C pre´sente´ en bas au centre de la figure :
I =
[
1 0 0
]
,M =

 0 0 10 0 1
0 0 2

 , T =

 01
2


L’automate C est conjugue´ a` A par la matrice X =

 1 00 1
0 2

. On peut donc calculer un
reveˆtement de A et un co-reveˆtement de C : c’est l’automate A′ :
[
1 0 0 0
]


0 1 0 0
0 0 1 1
0 0 2 0
0 0 0 2




0
1
1
1


De meˆme, on calcule l’automate B′ reveˆtement de B et co-reveˆtement de C :
[
1 0 0 0 0 0
]


0 1 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 1
0 0 0 0 1 1
0 0 0 1 1 0
0 0 0 1 0 1




0
1
0
0
1
1


Le lemme du diamant nous permet ensuite de trouver un co-reveˆtement commun a` A′ et
B′. Il y a bijection entre les transitions de ce co-reveˆtement et celle de A d’une part et de
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B d’autre part. En reportant les e´tiquettes, on obtient le transducteur T lettre-a`-lettre
dont les projections sur chacune de ses composantes donnent des automates non ambigus
et qui re´alise donc une fonction bijective.
p q
A
a
a, b
r s t u
B
c d
d
c, d
d
c
x y z
C
2
2
p, x q, y
q, z
q, zA′
(a)
(a)
(b)
2
(a, b)
2 (a, b)
r, x s, yt, y t, z
u, z
u, z
B′
(c)
(d)
(d)
(c)
(d)
(c)
(d)
(c)
(c)
(d)
(d)
prx
qsy
qty
qtzqtz
quz
quzquz
quz
T
a|c
a|d
a|db|d
a|c
b|ca|d
b|d
a|c
b|c
a|db|d
b|d
b|d
b|d
b|d a|c
a|c
a|c
a|c
Co-Reveˆtement Co-Reveˆtement
Reveˆtement
Co-Reveˆtement
Reveˆtement
Co-Reveˆtement
Fig. 2.5- Construction d’un transducteur fonctionnel lettre-a`-lettre
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4 Conjugaison en dynamique symbolique
Pour tout ce qui concerne ce paragraphe, on se re´fe´rera aux ouvrages de re´fe´rence
sur la dynamique symbolique [3, 32]. La dynamiques symbolique manipule des mots bi-
infinis. E´tant donne´ un alphabet A, on note AZ l’ensemble des mots bi-infinis de sur A et
σ l’ope´ration de shift :
σ :
AZ −→ AZ
(ai)i∈Z 7−→ (bi)i∈Z avec bi = ai−1
Un sous-shift de AZ est un sous-ensemble clos pour σ et σ−1 ferme´ pour la topologie
usuelle sur AZ (produit de la topologie discre`te).
L’entropie d’un sous-shift S est la limite supe´rieure de log(Sn)/n, ou` Sn est l’ensemble
des facteurs de longueurs n de S.
Un sous-shift est sofique s’il correspond a` l’ensemble des e´tiquettes d’un syste`me de
transition fini (un automate sans e´tat initial ou terminal). On peut alors repre´senter
ce sous-shift avec un syste`me de´terministe (soluble a` droite) ou co-de´terministe (soluble
a` gauche) en appliquant des algorithmes de de´terminisation par la me´thode des sous-
ensemble.
Il est de type fini s’il est caracte´rise´ par un ensemble fini de facteurs interdits. En
particulier, l’ensemble des chemins d’un syste`me de transition fini est un sous-shift de
type fini.
Soit K (resp. L) un sous-shift de AZ (resp. BZ). Φ : K → L est une application par
bloc s’il existe m et a dans N et ϕ : Am+1+a → B tel que pour tout u dans L, v = Φ(u)
si et seulement si pour tout i, vi = ϕ(ui−m...ui+a). Une telle application est finite-to-one
si chaque e´le´ment de L a un nombre borne´ de pre´-images.
Une application finite-to-one remarquable est celle qui envoie un sous-shift de type
fini (correspondant a` l’ensemble des chemins d’un syste`me de transition) sur le sous-shift
sofique obtenu en e´tiquetant ce syste`me de sorte a` obtenir un syste`me de´terministe.
On dit que deux sous-shift sofiques sont finiment e´quivalents s’il exite un sous-shift de
type fini dont ils sont les images par des applications par bloc finite-to-one.
Un the´ore`me important de la dynamique symbolique est le the´ore`me de l’e´quivalence
finie qui dit que deux sous-shift sofiques irre´ductibles (i.e. repre´sente´s par un syste`me de
transition fortement connexe) sont finiment e´quivalents si et seulement si ils ont la meˆme
entropie.
La preuve de ce the´ore`me consiste d’abord a` se ramener aux sous-shifts de type finis,
car les applications finite-to-one pre´servent l’entropie et ensuite a` utiliser le lemme de Furs-
tenberg qui e´tablit que deux sous-shifts de type finis de meˆme entropie ve´rifie l’e´quation
suivante : si X et Y sont les matrices des graphes (fortement connexes) correspondants
aux sous-shifts, il existe une matrice positive non nulle F telle que XF = FY .
On voit re´apparaˆıtre notre e´quation de conjugaison. Le cœur de la preuve consiste alors
a` montrer que cette e´quation implique l’e´quivalence finie des deux sous-shifts, c’est-a`-dire
l’existence d’un sous-shifts dont ils sont l’image par des applications finite-to-one.
On va voir que ce re´sultat a un analogue en the´orie des automates ; les applications
finite-to-one e´tant remplace´es par des reveˆtements et co-reveˆtements. On pourrait pointer
des correspondances encore plus pre´cises, puisqu’on peut faire en sorte que l’une des
applications finite-to-one pre´serve le de´terminisme (comme les reveˆtements) et l’autre le
co-de´terminisme (comme les co-reveˆtements).
Chapitre 3
De´rivations d’expressions
rationnelles
Une des caracte´risations des se´ries rationnelles porte sur leurs quotients (ou re´siduels).
Le quotient (gauche) d’une se´rie s par un mot u est la se´rie u−1s =
∑
v∈A∗〈s, uv〉v. Une
se´rie est rationnelle si et seulement si l’ensemble de ses quotients appartient a` un semi-
module finiment engendre´.
De nombreux proble`mes sur les automates se rame`nent a` de´crire le plus exactement
possible ce semi-module. Trouver un automate de taille minimale revient a` trouver un
ensemble ge´ne´rateur minimal, savoir si la se´rie est se´quentielle est la meˆme chose que
savoir si ce semi-module est un coˆne finiment engendre´, etc.
En effet, tout ensemble ge´ne´rateur de ce semi-module correspond a` un automate, et
inversement, tout automate (I, µ, T ) induit un morphisme : Φ : α→
∑
w(αµ(w)T )w dont
l’image est un module finiment engendre´ (par les Φ(ei)) contenant les quotients de la se´rie
s re´alise´e par l’automate (w−1s = Φ(Iµ(w))).
La de´rivation des expressions rationnelle est une me´thode qui, a` partir d’une expres-
sion rationnelle de´crivant une se´rie, permet de construire un ensemble fini d’expressions
repre´sentant les ge´ne´rateurs d’un module contenant les quotients de la se´rie.
J. Brzozowski [8] eut le premier l’ide´e de de´finir les de´rive´es d’une expression rationnelle
permettant de repre´senter tous les quotients du langages ; il en de´duit ainsi la construction
d’un automate de´terministe. Cet automate est non minimal d’ailleurs car il se peut qu’on
obtienne plusieurs de´rive´es correspondant au meˆme quotient.
Cette me´thode a deux inconve´nients. D’abord, elle ne´cessite d’appliquer aux expres-
sions les e´quivalences induites par l’associativite´ des ope´rations d’une part et la commu-
tation et l’idempotence de l’addition d’autre part, ce qui alourdit conside´rablement les
calculs (on appelle l’ensemble de ces e´quivalences ACI). De plus, elle n’est pas ge´ne´rali-
sable aux se´ries, puisque les quotients d’une se´rie rationnelle ne sont ge´ne´ralement pas en
nombre fini.
V. Antimirov [1] a propose´ une modification de la de´rivation, qu’il a appele´e de´rivation
partielle et qui permet de calculer un nombre moins important d’expressions (donc d’ob-
tenir un automate plus petit mais non de´terministe). Le re´sultat d’une de´rivation n’est
plus alors une expression mais un ensemble d’expressions. De plus, cette me´thode permet
de ne plus recourir aux e´quivalences ACI. C’est cet algorithme que nous avons ge´ne´ralise´.
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1 De´rivation des expressions avec multiplicite´s
On se place donc dans le cadre des expressions rationnelles avec multiplicite´. La de´rive´e
d’une expression par une lettre a est un polynoˆme d’expressions de´fini de la fac¸on suivante :
∂
∂a
0 =
∂
∂a
1 = 0,
∂
∂a
b =
{
1 if b = a
0 sinon
∂
∂a
(k E) = k
∂
∂a
E
∂
∂a
(E k) =
(
∂
∂a
E k
)
∂
∂a
(E+F) =
∂
∂a
E⊕
∂
∂a
F
∂
∂a
(E · F) =
([
∂
∂a
E
]
· F
)
⊕ c(E)
∂
∂a
F
∂
∂a
(E∗) = c(E)∗
([
∂
∂a
E
]
· (E∗)
)
L’ide´e, on le voit, est de “manger” dans l’expression la premie`re lettre a pouvant eˆtre
le de´but d’un mot du langage. On peut traverser le facteur gauche E d’une expression si
celui-ci repre´sente une se´rie dont le support contient le mot vide ; il faut alors tenir compte
du coefficient du mot vide de E : c(E). Ce coefficient est facilement calculable a` partir de
l’expression.
La de´rivation par rapport a` un mot est de´finie en ite´rant la de´rivation par rapport aux
lettres du mot. On montre que si E repre´sente la se´rie |E| = s et que ∂
∂w E =
⊕
kiEi, la
se´rie w−1s est e´gale a`
⊕
ki|Ei|.
D’autre part, les expressions qui apparaissent dans l’ensemble des de´rivations d’une
expression E, qu’on appelle termes de´rive´s de E sont en nombre fini (borne´ par la longueur
litte´rale de E).
On peut ainsi calculer un ensemble fini d’expressions rationnelles Ki, clos par de´rivation
contenant tous les termes de´rive´s de E. Le fait que tous les Ki ne sont pas des termes de´rive´s
peut se produire dans certains semi-anneaux ; c’est un proble`me que je ne de´velopperai
pas ici (cf. [43]).
On construit l’automate AE = (I, µ, T ) des termes de´rive´s de E de la fac¸on suivante :
– L’ensemble d’e´tats est Q = {E,K1, ...Km} ;
– IE = 1, sinon IKi = 0 ;
– µ est tel que ∂
∂a F =
⊕
µ(a)F,KiKi ;
– TF est le coefficient du mot vide dans |F|.
The´ore`me 3.1 [39, 43] L’automate des termes de´rive´s d’une K-expression rationnelle
de longueur litte´rale n a au plus n + 1 e´tats. Plus pre´cise´ment, c’est un K-quotient de
l’automate standard (ou de Glushkov) de cette expression.
La de´finition de l’automate standard d’une expression avec multiplicite´ a e´te´ donne´e par
P. Caron et M. Flouret [9].
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Exemple. Soit E5 = (2ab+ (3b) · (4ab)
∗)∗. Calculons les termes de´rive´s :
∂
∂a
E5 = 2b · E5 = 2K1
∂
∂b
E5 = 3(4ab)
∗ · E5 = 3K2
∂
∂a
K1 = 0
∂
∂b
K1 = E5
∂
∂a
K2 = 4(b · (4ab)
∗) · E5 = 4K3
∂
∂b
K2 = 0
∂
∂a
K3 = 0
∂
∂b
K3 = (4ab)
∗ · E5 = K2
E5
K1
K2
K3
2a
b
3b
2a
3b
4a
b
Fig. 3.1- L’automate des termes de´rive´s de E5
2 Comment les expressions rationnelles codent les
automates
Revenons aux expressions rationnelles sans multiplicite´. Le calcul d’une expression
rationnelle a` partir d’un automate peut donner un re´sultat dont la taille est exponentielle
par rapport a` celle de l’automate.
Nous avons remarque´ que sur une telle expression, l’algorithme de de´rivation donne
un automate dont la taille est comparable a` celle de l’automate de de´part, ce qui est de´ja`
remarquable, mais que, de plus, cet automate est bien souvent celui a` partir duquel l’ex-
pression a e´te´ calcule´e. Nous avons donc cherche´ a` expliquer ce phe´nome`ne, et a` modifier
la de´finition de la de´rivation donne´e par V. Antimirov [1], afin de trouver un algorithme
qui soit le plus proche possible d’un inverse du calcul de l’expression rationnelle.
L’algorithme que nous utilisons pour calculer une expression rationnelle a` partir d’un
automate, est indiffe´remment l’algorithme de McNaughton-Yamada [46], ou celui qui
consiste a` e´liminer les e´tats en tenant a` jour les e´tiquettes des transitions, ou encore celui
qui revient a` re´soudre un syste`me line´aire. Pour plus d’explication sur ces algorithmes,
on se re´fe´rera a` [52], par exemple. Le de´roulement de chacun de ces algorithmes suppose
un ordre sur les e´tats, et deux ordres diffe´rents donnent une expression diffe´rente. Par
ailleurs, pour un ordre fixe´, ces trois algorithmes donnent des expressions semblables (cf.
[52]).
Il apparaˆıt en premier lieu que l’automate des termes de´rive´s tel que nous l’avons
de´fini ci-dessus n’a qu’un e´tat initial, ce qui restreint fortement les chances d’atteindre
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notre objectif. C’est donc pour cette raison que nous avons de´fini sur les expressions une
ope´ration qu’on peut interpre´ter comme une de´rivation par rapport au mot vide et dont
le roˆle est de “casser” les expressions qui sont des sommes en un ensemble d’expressions :
D(0) = 0, D(1) = 1, D(a) = a,
D((E+F)) = D(E)⊕D(F), D((E · F)) = ([D(E)] · F) ,
D((E∗)) = (E∗)
On de´finit ainsi une nouvelle de´rivation, dite cassante : ∂c
∂a E = D(
∂
∂a E).
Si E est une expression, on calcule l’ensemble des termes de´rive´s initiaux D(E). Les
autres termes de´rive´s sont ensuite obtenus a` partir des termes de´rive´s initiaux en appli-
quant la de´rivation cassante. Un automate est construit de la meˆme manie`re que l’auto-
mate des termes de´rive´s ; les e´tats initiaux en sont les termes de´rive´s initiaux.
Cet automate a la proprie´te´ remarquable suivante :
Proposition 3.1 Si A est un automate co-de´terministe et E est une expression ration-
nelle calcule´e a` partir de A, l’automate des termes de´rive´s cassants est co-de´terministe.
La proprie´te´ de co-de´terminisme survit donc a` la transformation en expression ration-
nelle.
Notons imme´diatement que l’on peut de´finir une de´rivation a` droite des mots qui
permet de retrouver un automate de´terministe a` partir d’une expression calcule´e sur un
automate de´terministe, ce qui permet d’e´viter une e´tape, e´ventuellement exponentielle,
de de´terminisation.
Exemple. Conside´rons l’automate A6 ci-dessous :
1 2 3
b
b
a
a
a b
Fig. 3.2- Diviseur par 3 en base 2
Le calcul d’une expression rationnelle par l’e´limination des e´tats donne sur cet automate :
E6 = a
∗ + a∗b(ba∗b)∗ba∗ + a∗b(ba∗b)∗a(b+ a(ba∗b)∗a)∗a(ba∗b)∗ba∗
On pose F = (ba∗b)∗ba∗ et G = (b+ a(ba∗b)∗a)∗ ; les termes de´rive´s initiaux de E6 sont :
E
(1)
6 = a
∗, E
(2)
6 = a
∗b(ba∗b)∗ba∗ = a∗bF
E
(3)
6 = a
∗b(ba∗b)∗a(b+ a(ba∗b)∗a)∗a(ba∗b)∗ba∗ = a∗b(ba∗b)∗aGaF
Calculons les termes de´rive´s :
∂
∂a
E
(1)
6 = a
∗ = E
(1)
6
∂
∂b
E
(1)
6 = 0
∂
∂a
E
(2)
6 = a
∗bF = E
(2)
6
∂
∂b
E
(2)
6 = F = K1
∂
∂a
K1 = 0
∂
∂b
K1 = a
∗bF ∪ a∗ = E
(2)
6 ∪ E
(1)
6
∂
∂a
E
(3)
6 = a
∗b(ba∗b)∗aGaF = E
(3)
6
∂
∂b
E
(3)
6 = (ba
∗b)∗aGaF = K2
∂
∂a
K2 = GaF = K3
∂
∂b
K2 = a
∗b(ba∗b)∗aGaF = E
(3)
6
∂
∂a
K3 = (ba
∗b)∗aGaF ∪ F = K2 ∪ K1
∂
∂b
K3 = GaF = K3
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L’automate des termes de´rive´s qu’on obtient est :
E
(1)
6
E
(2)
6
K1
E
(3)
6
K2 K3
b
b
a
a
a b
b
b
a
a
a
b
Fig. 3.3- L’automate des termes de´rive´s de E6
Remarquons tout de suite que l’expression E6 a une longueur litte´rale de 26, et que l’auto-
mate des termes de´rive´s n’a que 6 e´tats, alors que l’automate standard en aurait 27. Cet
automate n’est pas exactement l’automate de de´part, meˆme s’il y ressemble. En effet, il
suffit de calculer le co-quotient minimal, c’est-a`-dire fusionner les e´tats qui ont les meˆmes
entre´es pour retrouver l’automate des diviseurs par 3.
La re´ussite de l’ope´ration est ici garantie par la proposition 3.1, puisque l’automate
des diviseurs est co-de´terministe minimal.
Malheureusement, cette proce´dure ne donne pas toujours le re´sultat attendu ; pour
diffe´rents contre-exemples ainsi que des pistes pour re´soudre les diffe´rents proble`mes, on
se re´fe´rera a` [44].
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Chapitre 4
Re´versibilite´ et hauteur d’e´toile
Ce chapitre rapporte des travaux effectue´s durant ma the`se.
1 Hauteur d’e´toile et enlacement
La hauteur d’e´toile d’une expression rationnelle E est le nombre maximal d’e´toiles
enchaˆsse´es dans cette expression :
h(0) = h(1) = h(a) = 0
h(E + F) = h(E · F) = max(h(E), h(F))
h(E∗) = h(E) + 1
Le proble`me de la hauteur d’e´toile consiste, e´tant donne´ un langage rationnel, a` trouver
une expression de hauteur d’e´toile minimum pour ce langage. Il s’agit d’un vieux proble`me
souleve´ par L.C. Eggan [15] et dont la re´ponse fut apporte´e par K. Hashiguchi [21] et, de
manie`re plus satisfaisante, plus re´cemment par D. Kirsten [24] (il donne un algorithme
doublement exponentiel).
L.C. Eggan [15] avait montre´ que le proble`me de la hauteur d’e´toile peut eˆtre exprime´
sur les automates qui reconnaissent le langage. En effet, plus un automate a de circuits
imbrique´s les uns dans les autres, plus la hauteur d’e´toile des expressions correspondantes
sera importante, et vice-versa.
La mesure du nombre de circuits imbrique´s est appele´ enlacement :
– l’enlacement d’un automate acyclique est nul ;
– l’enlacement d’un automate non fortement connexe est le maximum des enlacements
de ses composantes fortement connexes ;
– l’enlacement d’une composante fortement connexe (avec au moins une transition)
est e´gale a` l’automate d’enlacement minimum obtenu par effacement de l’un de ses
e´tats, plus 1.
Nous avons donne´ une nouvelle pre´sentation de ce re´sultat en [41].
R. McNaughton [45] a montre´ que si un morphisme d’automate est surjectif sur les
chemins, il pre´serve la hauteur d’e´toile. En d’autres termes, si A et B sont deux automates
et ϕ un morphisme de A sur B tel que tout chemin de B peut se relever dans A, alors B
a un enlacement infe´rieur ou e´gal a` celui de B. On verra plus loin comment ce re´sultat
peut eˆtre exploite´ pour re´soudre certains des proble`mes concernant la hauteur d’e´toile.
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2 Automate universel
L’automate universel Ul d’un langage rationnel est forme´ a` partir des factorisations
du langage, introduite en 1971 par J.H. Conway [14]. Une factorisation de L est un couple
de langages (G,D) tel que G.D ⊆ L et qui est maximal (pour l’inclusion) parmi ceux qui
respectent cette proprie´te´.
Le nombre de factorisations d’un langage rationnel est fini et on peut donc construire
un automate dont elles sont les e´tats :
– (G,D) est initial si le mot vide est dans G ;
– (G,D) est final si le mot vide est dans D ;
– il y a une transition e´tiquete´e par a de (G,D) a` (G′, D′) si G.a.D′ est inclus dans L.
L’automate UL reconnaˆıt e´videmment L.
On peut construire UL a` partir du mono¨ıde syntaxique de L ; on peut toutefois s’af-
franchir de calculer ce mono¨ıde : j’ai donne´ une construction de cet automate a` partir de
l’automate minimal AL = ({i}, µ, T ) complet du langage [35, 33] :
– calculer l’ensemble des vecteurs µ(w)T ;
– calculer la cloˆture de cet ensemble par le ET (produit d’Hadamard) entre vecteurs ;
– l’ensemble obtenu donne les e´tats de l’automate universel :
– α est initial si αi = 1 ;
– α est final si α ⊆ T ;
– (α, a, β) est une transition si αµ(a) ⊆ β.
L’automate UL est universel en cela que pour tout automate A qui reconnaˆıt le lan-
gage L, il existe un morphisme de A dans UL. Cet automate est meˆme le plus petit
automate qui reconnaˆıt L et qui a cette proprie´te´. Cette proprie´te´ permet par exemple
d’affirmer que l’automate universel contient le plus petit automate qui reconnaˆıt le langage
(cf. [2]).
Ceci sugge`re une me´thode ge´ne´rale pour attaquer certains proble`mes. Soit L un langage
rationnel dont on se demande s’il existe un automate qui a une certaine proprie´te´ P qui
reconnaˆıt L. Si un tel automate A existe, il existe un morphisme de A dans UL, et si ce
morphisme est bien choisi, avec un peu de travail, on peut montrer que l’image de A a
aussi la proprie´te´ P ou des traces de cette proprie´te´.
3 Langages re´versibles
J’ai applique´ cette me´thode aux langages re´versibles.
Un automate est re´versible si, abstraction faite de ses e´tats initiaux et terminaux, il
est a` la fois de´terministe et co-de´terministe.
Si en plus cet automate est complet, c’est un automate a` groupe (car son mono¨ıde
syntaxique est dans ce cas un groupe).
Un langage est re´versible (resp. a` groupe) s’il peut eˆtre reconnu par un automate
re´versible (resp. a` groupe).
De´cider si un langage rationnel est un langage a` groupe n’est pas difficile, car, dans
ce cas, son automate minimal est un automate a` groupe. Pour les langages re´versibles, les
choses ne sont pas aussi simples. J.-E´. Pin [49] a donne´ une caracte´risation de ces langages
base´e sur leurs mono¨ıdes syntaxiques, ce qui permet la de´cidabilite´ de l’appartenance a`
cette classe.
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The´ore`me 4.1 [35] Si L est un langage re´versible, l’automate universel de L a des com-
posantes fortement connexes re´versibles et contient un sous-automate quasi-re´versible qui
reconnaˆıt L.
Un automate est quasi-re´versible si la non re´versibilite´ ne porte que sur des transitions qui
n’appartiennent a` aucune composante fortement connexe. A` partir d’un tel automate, on
peut facilement construire un automate re´versible (ce que ne permet pas la caracte´risation
par mono¨ıde syntaxique).
L’ide´e de la preuve est la suivante : on sait qu’il existe un automate re´versible qui
reconnaˆıt le langage ; on le de´coupe en une union d’automates re´versibles dont les compo-
santes fortement connexes sont successives (ce qui revient a` isoler les diffe´rents chemins
d’un graphe acyclique) ; on montre qu’on peut envoyer chacun de ces automates sur un
sous-automate re´versible de l’automate universel et qu’on peut faire en sorte que cette
image recouvre toutes les composantes fortement connexes qu’elle rencontre. La superpo-
sition des diffe´rentes images donne un automate quasi-re´versible.
Une strate´gie similaire permet de re´pondre au proble`me de la hauteur d’e´toile dans le
cas des langages re´versibles.
The´ore`me 4.2 [40, 33] Si L est un langage re´versible, son automate universel contient
un sous-automate d’enlacement minimal qui reconnaˆıt L. De plus, il existe un tel sous-
automate quasi-re´versible.
Ce re´sultat, bien que partiel, apporte par rapport aux autres re´sultats connus sur la
hauteur d’e´toile, des informations structurelles sur la forme de l’automate d’enlacement
minimum (et donc de l’expression rationnelle de hauteur d’e´toile minimale).
Le cas de la hauteur d’e´toile des langages a` groupe avait e´te´ re´solu par R. McNaugh-
ton [45]. Sa preuve peut eˆtre re´-exprime´e dans le cadre de l’automate universel [41].
Ainsi, l’automate universel d’un langage a` groupe a des composantes fortement connexes
a` groupe ; une union finie d’entre elles forment un automate d’enlacement minimum qui
reconnaˆıt le langage.
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Exemple. On conside`re l’automate minimal A3 ci-dessous :
a, b a
a
b
b
a
a
b
a
b
Fig. 4.1- L’automate minimal du langage L3
L’automate universel est pre´sensente´ dans une version simplifie´e ; le nombre de transitions
rendrait la figure difficilement lisible. Les fle`ches en pointille´s repre´sentent des transitions
spontane´es. Toute transition ou fle`che initiale ou finale qui peut eˆtre obtenue par cloˆture
transitive (avant et arrie`re) selon ces transitions spontane´es est une transition de l’au-
tomate universel. Par exemple, il y a une transition de 1 : 2 a` 5 : 1 e´tiquete´e par a
dans l’automate universel car sur le dessin, on a les ε-transitions entre les couples d’e´tats
(1:2, 2:1), (2:2, 3) et (3, 5:1) ainsi qu’une transition (2:1, a, 2:2).
3
6 : 1
6 : 2
6 : 3
4 : 3
4 : 1 4 : 2
1 : 3
1 : 2 1 : 1
5 : 3
5 : 1 5 : 2
2 : 2
2 : 32 : 1
a, b
a
a
a
a a
a
a
a
b a
b
a
a
a
a, b
a
a
Fig. 4.2- L’automate universel de L3.
Dans cet automate universel, on trouve le sous-automate quasi-re´versible maximal
suivant :
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6 : 1
6 : 2
6 : 3
4 : 3
4 : 1 4 : 2
1 : 3
1 : 2 1 : 1
5 : 3
5 : 1 5 : 2
3
2 : 2
2 : 32 : 1
a, b
a
a
a
a a
a
a
a
b a
b
a
a
a
a, b
a
a
b
b
b bb
b
b b
Fig. 4.3- Un automate quasi-re´versible pour L3.
Cet automate reconnaˆıt tout le langage ; il s’agit donc d’un langage re´versible. On peut
se convaincre facilement que la composante fortement connexe 4 est ne´cessaire pour re-
connaˆıtre certains mots du langages (bbbb par exemple) ; son enlacement est e´gal a` 2, qui
est donc la hauteur d’e´toile du langage.
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Chapitre 5
Automates max-plus
1 De´finition
Les semi-anneaux max-plus ou min-plus sont une famille de semi-anneaux idempotents.
Si K est un sous-mono¨ıde additif de R, on de´finit le semi-anneau max-plus K= (K ∪
{−∞},max,+) de la fac¸on suivante :
∀x, y ∈ K, x⊕ y = max(x, y), x⊗ y = x+ y,
x⊕−∞ = −∞⊕ x = x, x⊗−∞ = −∞⊗ x = −∞.
Le ze´ro du semi-anneau est donc −∞, alors que 0 en est l’unite´. On conside´rera en
particulier les semi-anneaux N, Z et R de support respectifs N ∪ {−∞}, Z ∪ {−∞} et
R ∪ {−∞}.
On peut de meˆme de´finir un semi-anneau min-plus (K∪{∞},min,+) de fac¸on similaire.
Pour tout semi-anneau max-plus, le passage a` l’oppose´ est un isomorphisme vers un semi-
anneau min-plus. Nous donnerons les e´nonce´s pour le semi-anneau max-plus R = (R ∪
{−∞},max,+), ils sont en fait valable pour n’importe quel semi-anneau max-plus ou
min-plus.
Il y a de nombreuses raisons d’e´tudier les automates a` multiplicite´ dans ces semi-
anneaux. Ce sont des objets qui apparaissent naturellement lors de proble`mes d’ordon-
nancement ou de files d’attente. Une the´orie d’alge`bre line´aire assez e´le´gante a d’ailleurs
e´te´ de´veloppe´e pour ces semi-anneaux. C’est aussi graˆce a` eux que des proble`mes tels
que la hauteur d’e´toile ont pu eˆtre re´solus. Ils pre´sentent un inte´reˆt propre en the´orie des
automates car ils se situent pour bien des proble`mes a` la limite du de´cidable et de l’inde´-
cidable. D. Krob [28] a montre´ que l’e´quivalence de deux Z-automates est inde´cidable. Je
me suis inte´resse´ au proble`me de la de´terminisation de ces automates, proble`me qui reste
aujourd’hui encore largement ouvert.
Mon inte´reˆt au de´part pour ces semi-anneaux vient du fait qu’ils sont les semi-anneaux
idempotents les plus simples (hormis le semi-anneau de Boole, bien suˆr). Un certain
nombre de proble`mes que l’on peut se poser sur les transducteurs non fonctionnels doivent
donc d’abord eˆtre re´solus sur les automates max-plus. En effet, le comportement de tout
N-automate peut eˆtre simule´ par un transducteur tel que le poids k d’une transition est
remplace´e par la sortie de tout les mots ar pour r 6 k.
39
40 CHAPITRE 5. AUTOMATES MAX-PLUS
2 De´composition en automates non ambigus
Les se´ries rationnelles a` coefficients dans R peuvent eˆtre classifie´e des plus simples
(les polynoˆmes) aux plus complique´es (qui ne sont rien d’autre que. . . rationnelles). Le
diagramme suivant re´sume le paysage ainsi obtenu :
Pol ⊂ Lim ⊂ Seq ⊂⊂
FSeq
Amb = 1val
⊂
⊂
FAmb = kval ⊂ Rat
Pol : Famille tre`s simple ; ce sont les se´ries a` support fini, c’est-a`-dire les polynoˆmes.
L’appartenance a` cette classe est de´cidable quelle que soit la repre´sentation rationnelle
(expression, automate) que l’on se donne.
Lim : Les se´ries rationnelles borne´es max-plus prennent en fait un nombre fini de va-
leurs ; de plus, l’ensemble des mots associe´s a` une valeur donne´e est rationnel ; cette classe
est de´cidable parmi les rationnels ; ce re´sultat, complique´, est duˆ a` K. Hashiguchi [20] ;
une preuve plus simple en a e´te´ donne´e par H. Leung [31].
Seq : Les se´ries se´quentielles, c’est-a`-dire re´alisables par un automate de´terministe ; on
ne sait pas a` l’heure actuelle de´cider l’appartenance a` cette classe.
FSeq : Somme finie de se´ries se´quentielles.
Amb = 1val : Les se´ries re´alisables par automate non ambigu et les se´ries re´alisables
par automate 1-value´ (pour chaque mot accepte´, tous les chemins re´ussis ont la meˆme
valeur) sont en fait les meˆmes. Ce re´sultat est en fait le meˆme que celui qui e´tablit que
les transduction fonctionnelles sont non ambigue¨s ; on peut le voir comme une instance
du the´ore`me de cross-section rationnelle. Noter que cette famille et la pre´ce´dente sont
incomparables.
FAmb =kval : Les se´ries qui sont sommes finies de se´ries non ambigue¨s sont les meˆmes
que les se´ries re´alisables par un automate tel que le nombre de valeurs prises par les
chemins re´ussis e´tiquete´s par un mot donne´ est borne´. Ce re´sultat est duˆ a` A. Weber [54].
Je pre´sente ici une construction qui permet d’une part de transformer un automate 1-
value´ en un automate non ambigu, et d’autre part de transformer un automate k-ambigu,
c’est-a`-dire qui a au plus k chemins re´ussis pour tout mot accepte´, en une union finie
d’automates non ambigus.
Soit A = (I, µ, T ) un automate max-plus d’ensemble d’e´tats Q. Soit D = ({I}, δ, U) le
de´terminise´ de l’automate sous-jacent de A d’ensemble d’e´tats R ⊆ P(Q). Le reveˆtement
de Schu¨tzenberger de A = (I, µ, T ) est l’automate S = (J, ν, V ) d’ensemble d’e´tats S =
{(p, P ) ∈ Q×R | p ∈ P} de´fini par :
S(p,P ) =
{
Ip si P = I,
0 sinon;
ν(a)(p,P ),(q,P ′) =
{
µ(a)p,q si δ(a)P,P ′ = 1,
0 si δ(a)P,P ′ = 0;
V(p,P ) = Tp.
Il est imme´diat que les chemins re´ussis de S sont en bijection avec ceux de A, avec le
meˆme poids, ce qui implique que S est e´quivalent a` A. Dans S, on peut effacer un certain
nombre de transitions de fac¸on a` ce que, pour chaque mot accepte´, il reste un et un seul
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chemin re´ussi. On obtient ainsi un automate non ambigu, et comme A (et donc S) est
1-value´, cet automate re´alise la meˆme se´rie, ce qui prouve Amb = 1val.
Voyons cette construction. L’ide´e est de faire en sorte que les chemins re´ussis qui restent
apre`s effacement des transitions soient en bijection avec ceux de D qui est de´terministe
donc a fortiori non ambigu.
On dit qu’il y a une compe´tition dans S si il existe deux e´tats (p, P ) et (q, P ) qui
remplissent une des deux conditions suivantes :
(a) ils sont tous deux terminaux ;
(b) de ces e´tats partent des transitions e´tiquete´es par la meˆme lettre et ayant le meˆme
e´tat d’arrive´e.
On obtient l’automate U a` partir de S en supprimant le minimum de transition et de
fle`ches terminales de sorte qu’il n’y ait plus de compe´tition. Cette proce´dure implique un
choix arbitraire.
Cette construction est la meˆme que celle donne´ par J. Sakarovitch [51] pour les trans-
ducteurs. Dans [26], nous avons montre´ que si l’automate est finiment ambigu, on peut
en de´duire une union finie d’automates non ambigus.
On montre que si l’automateA est finiment ambigu, pour tout chemin C re´ussi de A, il
existe un choix pour les compe´titions de S qui permet d’obtenir un automate non ambigu
conservant le chemin en bijection avec C. Cela de´coule du fait que, sous cette hypothe`se,
deux transitions en compe´titions de S n’appartiennent jamais au meˆme chemin re´ussi.
En faisant tous les choix possibles pour chaque compe´tition, on obtient ainsi un en-
semble fini d’automates non ambigu tel que tout chemin re´ussi de A apparaˆıt dans au
moins un de ces automates. On peut e´videmment un peu affiner ce choix pour restreindre
le nombre d’automates non ambigus ainsi construits.
3 Proble`mes de de´terminisation
Tout automate max-plus n’est pas de´terminisable. Un cas simple est celui ou` l’auto-
mate ve´rifie la proprie´te´ de jumelage suivante :
Pour tout mot uv, s’il existe plusieurs chemins partant d’un e´tat initial e´tiquete´s par ce
mot et tels que v e´tiquette des circuits sur ces chemins, tous ces circuits ont le meˆme
poids.
Dans ce cas, l’automate est de´terminisable et la construction d’un automate de´termi-
niste e´quivalent est similaire a` celle d’un transducteur se´quentielle a` partir d’un transduc-
teur fonctionnel ve´rifiant une proprie´te´ de jumelage analogue (cf. [12]).
En adaptant la preuve de Ch. Choffrut [12], M. Mohri [47] a montre´ que pour les
automates non ambigus, cette proprie´te´ de jumelage est ne´cessaire pour la se´rie re´alise´e
soit se´quentielle. Il n’en est rien dans le cas ge´ne´ral.
Le travail effectue´ sur les automates max-plus a pour but de trouver une caracte´risa-
tion comple`te des automates de´terminisables. Pour l’instant cette question reste largement
ouverte. Une autre proprie´te´ importante de ces automates est la non ambigu¨ıte´. En ef-
fet, de´cider la non ambigu¨ıte´ permet, a` condition que la proce´dure de de´cision permette
aussi la construction le cas e´che´ant d’un automate non ambigu e´quivalent, de de´cider la
de´terminisabilite´. Cette question est elle aussi ouverte dans le cas ge´ne´ral.
Avec I. Klimann, J. Mairesse et Ch. Prieur, nous avons montre´ le re´sultat suivant :
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The´ore`me 5.1 [25, 26] Si A est un R-automate finiment ambigu, on peut de´cider si la
se´rie re´alise´e par A est re´alisable par un automate non ambigu.
C’est ce re´sultat que je vais pre´senter ici, ainsi que la construction de l’automate non
ambigu qui en re´sulte.
La proprie´te´ de dominance La construction pre´ce´dente permet de mettre un au-
tomate finiment ambigu sous la forme d’une union d’automates non ambigus de meˆme
support.
On se rame`ne donc a` de´cider si la se´rie re´alise´e par une union de n automates non
ambigus est re´alisable par un seul automate non ambigu. Conside´rons P l’automate obtenu
par produit carte´sien de ces n automates, et dont les poids sont des n-uplets. On de´finit
successivement :
– Les coordonne´es victorieuses d’un circuit de P est l’ensemble des coordonne´es dont
le poids est maximal sur ce circuit ;
– l’ensemble des coordonne´es victorieuses d’une composante fortement connexe est
l’intersection des coordonne´es victorieuses des circuits simples de cette composante ;
– l’ensemble des coordonne´es victorieuses d’un chemin est l’intersection des coordon-
ne´es victorieuses des composantes fortement connexes traverse´es par ce chemin.
Si un chemin ne traverse aucune composante fortement connexe, toutes ses coordonne´es
sont victorieuses.
L’automate produit P ve´rifie la proprie´te´ de dominance si tout chemin re´ussi a un
ensemble de coordonne´es victorieuses non vide.
Proposition 5.1 Soit Ai un ensemble fini de R-automates non ambigus. L’union des
automates Ai re´alise une se´rie non ambigue¨ si et seulement si l’automate produit des Ai
ve´rifie la proprie´te´ de dominance.
Soit M la diffe´rence entre le plus grand et le plus petit coefficient de l’automate et n
le nombre d’e´tats de P. Pour tout vecteur α, on note αˇ la plus petite valeur non nulle
(i.e. diffe´rente de −∞) et α¯ = α− αˇ. On construit l’automate U suivant :
– pour tout e´tat initial p de P de poids α, (p, α¯) est un e´tat initial de U de poids αˇ ;
– pour toute transition (p, a, α, q) de P, pour tout e´tat (p, β) de U ,
il y a un transition de (p, β) vers l’e´tat (q, γ¯) de U , avec
γi =
{
−∞ si βi + αi < βj + αj −Mn
βi + αi sinon ;
ou` j est une coordonne´es victorieuse de la composante fortement connexe de q ayant
un poids non nul minimal dans β + α.
– pour tout e´tat terminal p de P de poids final α, pour tout e´tat (p, β) de U , (p, β)
est terminal de poids max(βi + αi).
Si P ve´rifie la proprie´te´ de dominance, on montre que cet automate est e´quivalent a`
l’union des Ai. On montre en outre que la proprie´te´ sur P est ne´cessaire pour que la se´rie
re´alise´e soit non ambigue¨.
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Exemple. L’automate A2 ci dessous est finiment ambigu :
1 2
a|0, b|1 a|1
b|0
Fig. 5.1- Un automate finiment ambigu
Afin de le transformer en union finie d’automates non ambigus, on calcule le reveˆtement
de Schu¨tzenberger :
1
1, 2
a
a, b
b
p
q r
a|0
a|0, b|1 a|1
b|1
b|0
b|0
Fig. 5.2- Reveˆtement de Schu¨tzenberger de A2
A` gauche figure le de´terminise´ de A2. Seules les deux fle`ches terminales du bas sont en
compe´tition ; les deux automates sont donc obtenus en enlevant l’une ou l’autre :
p q
a|0 a|0, b|1
b|1
p
q r
a|0
a|0, b|1 a|1
b|1
b|0
b|0
Fig. 5.3- Deux automates non ambigus A
(1)
2 et A
(2)
2
On calcule maintenant le produit de ces deux automates :
a|0
a|0, b|1
b|1
a|0
a|0, b|1
a|1
b|1
b|0
b|0
p
q r
a|00
b|11
b|10
b|10
a|00 , b|
1
1 a|
0
1
Fig. 5.4- L’automate produit de A
(1)
2 et A
(2)
2
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La seule composante fortement connexe dans laquelle une coordonne´e domine l’autre est
la dernie`re boucle, dans laquelle la seconde composante est victorieuse. Donc, pour tout
chemin re´ussi dans le produit, l’ensemble des composantes victorieuses est soit l’ensemble
{1, 2} (pour les mots de a∗), soit l’ensemble {2} ; la proprie´te´ de dominance est ve´rifie´e.
On calcule alors un automate non ambigu selon la construction donne´e plus haut :
p|0, 0
a|0
q|0, 0
a|0, b|1
b|1 r|1, 0
b|0
b|0
1
r|0, 0
r|0, 1
r|0, 2
a|1 a|0
a|0
1
2
r| −∞, 0
a|3
a|1
Fig. 5.5- Un automate non ambigu e´quivalent a` A2
On le voit, a` un moment, la diffe´rence entre les deux valeurs du vecteur stocke´ devient
trop grande ; on met donc la plus petite a` −∞.
4 Non ambigu¨ıte´ et max/min-plus reconnaissance
Nous l’avons vu a` la section pre´ce´dente, la famille des automates non ambigus est
importante car la plupart des proble`mes de de´cision y sont calculables, notamment la
de´terminisabilite´ et l’e´quivalence.
Nous donnons ici une caracte´risation des se´ries re´alisables par automate max-plus non
ambigu :
The´ore`me 5.2 [36] Une se´rie est re´alisable par un automate max-plus non ambigu si et
seulement si elle est a` la fois re´alisable par un automate max-plus et par un automate
min-plus.
Ce re´sultat unifie deux familles de se´ries rationnelles et re´pond a` un proble`me ouvert par
D. Krob [29] : caracte´riser les se´ries reconnaissables a` la fois par automate max-plus et
par automate min-plus.
Il est facile de voir qu’une se´rie max-plus re´alise´e par un automate non ambigu est
aussi une se´rie rationnelle min-plus ; il suffit de conside´rer l’automate max-plus comme
automate min-plus, la non ambigu¨ıte´ fait que l’on n’utilise pas la loi additive du semi-
anneau.
Pour la re´ciproque, conside´rons une se´rie S re´alise´e a` la fois par un automate max-
plus A = (I, µ, T ) et un automate min-plus B = (J, ν, U). Pour un mot w donne´, chaque
chemin re´ussi de A e´tiquete´ par w a un poids infe´rieur a` 〈S,w〉 et chaque chemin re´ussi
de B e´tiquete´ par w a un poids supe´rieur a` 〈S,w〉.
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Si l’on transforme le poids de chaque transition de B en en prenant l’oppose´, on obtient
un automate max-plus B′ tel que chaque chemin re´ussi de B′ e´tiquete´ par w a un poids
infe´rieur a` −〈S,w〉.
Le produit carte´sien des automates A et B′ donne donc un automate max-plus C dont
chaque chemin re´ussi e´tiquete´ par w a un poids infe´rieur a` 0. Comme par ailleurs il existe
dans A (resp. B) au moins un chemin e´tiquete´ par w de poids 〈S,w〉 (resp. −〈s, w〉), C
re´alise la se´rie nulle.
On peut donc faire circuler les coefficients dans C de fac¸on a` n’avoir que des poids
ne´gatifs. En gardant uniquement les transitions de poids 0, on obtient un automate 1-
value´, et, en reportant sur ces transitions les poids des transitions correspondantes de A,
on obtient un automate 1-value´ qui re´alise S.
Le re´sultat utilise´ ci-dessus est une proprie´te´ de Fatou : si une se´rie rationnelle R a
des coefficients ne´gatifs, c’est aussi une se´rie rationnelle dans R−.
En effet, soit A = (I, µ, T ) un automate qui re´alise une telle se´rie. Posons
M =
⊕
a∈A
µ(a), X =
n⊕
k=0
Mk et α = IX.
Alors en faisant circuler αp a` travers p, on obtient un automate e´quivalent a` poids ne´gatifs.
Cette construction, prouve´e en [36], e´tend un re´sultat de D. Krob [29].
Exemple. Conside´rons l’automate max-plus Amax et l’automate min-plus Bmin ci-
dessous :
Amax Bmin
p q
|1a|1
a|1
a|0
r s
a|1
a|1
a|2
On fait le produit des deux automates en reportant la diffe´rence des poids sur chaque
transition (entre parenthe`ses, on reporte les poids de Amax).
p, r
q, r q, s
|0(0)
|1(1)
a|-2(0)
a|-1(1)
a|-1(1)
a|0(1)
a|0(1)
a|-1(0)
a|-1(0)
Le vecteur α indiquant les coefficients a` faire circuler est e´gal a` [0 − 1 0] ; il faut donc
faire circuler −1 a` travers l’e´tat (q, r), ce qui donne l’automate suivant :
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p, r
q, r q, s
|0(0)
|0(1)
a|-2(0)
a|0(1)
a|-2(1)
a|0(1)
a|0(1)
a|0(0)
a|-2(0)
On supprime maintenant toutes les transitions qui ont un poids strictement ne´gatif et on
reporte les poids de Amax :
p, r q, rq, s
|0
|1
a|1
a|1
a|1
a|0
On obtient un automate 1-value´ qui re´alise la meˆme se´rie que Amax et Bmin. Bien qu’on
puisse ici rendre tre`s simplement cet automate non ambigu, appliquons la construction
syste´matique :
a
a
a
|1
|1
a|1
a|1
a|1
a|1
a|1
a|0
A` gauche figure le de´terminise´ de l’automate sous-jacent.
La seule compe´tition concerne les deux fle`ches finales de la dernie`re ligne ; il suffit d’en
supprimer une pour obtenir un automate non ambigu.
Chapitre 6
Vaucanson
1 La plate-forme Vaucanson
Le projet Vaucanson est ne´, sous sa forme actuelle en 2002. Le but e´tait de produire
une bibliothe`que performante permettant de manipuler diffe´rents types d’automates a`
multiplicite´. Le cahier des charges comprend diffe´rentes contraintes antagonistes. D’une
part, on veut qu’un algorithme“ge´ne´rique” (accessibilite´ par exemple) ne soit e´crit qu’une
fois et soit applicable sur tous les automates que l’on va de´finir, quelque soit leurs mul-
tiplicite´s, voir leur implantation. Cette contrainte conduit a` une approche objet de la
plate-forme. Par ailleurs, on veut conserver de bonnes performances, ce qui ne´cessite en
particulier de ne pas avoir a` re´soudre les typages des fonctions lors de l’exe´cution.
La solution choisie a donc e´te´ la ge´ne´ricite´ statique : chaque fonction ge´ne´rique est
en fait instancie´e lors de la compilation pour obtenir du code de´die´ au type d’automate
manipule´. Le fonctionnement de´taille´ de l’architecture se trouve en [37, 38].
2 Quelques algorithmes
Ma contribution a` ce projet, outre l’encadrement des e´tudiants proce´dant a` l’implanta-
tion et des conseils concernant la the´orie des automates, se situe au niveau des algorithmes
que j’ai parfois implante´s ou adapte´s, voire invente´s.
Je vais ici en pre´senter quelques uns, soit pour leur inte´reˆt propre, soit parce qu’ils
sont re´ve´lateurs de la diffe´rence entre the´orie et pratique.
2.1 De´rivation des expressions rationnelles
Il s’agit e´videmment d’expressions rationnelles avec multiplicite´s.
Une expression rationnelle est repre´sente´e dans Vaucanson par un arbre dont chaque
nœud interne repre´sente un ope´rateur et chaque feuille une lettre.
J.-M. Champarnaud et D. Ziadi [11] ont montre´ que toute de´rive´e d’une expression
rationnelle E peut toujours s’exprimer comme produit de sous-expressions de E. Si on
dispose de pointeurs sur chaque nœud de l’expression, une de´rive´e est donc code´e par une
suite de pointeurs. De plus, on peut disposer des liens dans l’arbre de la de´rive´e de fac¸on a`
calculer rapidement cette suite de pointeurs. C’est cette me´thode que nous avons adapte´e
aux expressions avec multiplicite´s.
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– Pour tout nœud “∗” n, il y a un lien du fils de n a` n ;
– pour tout nœud “·” n, il y a un lien du fils gauche de n vers son fils droit.
Pour de´river une expression E par rapport a` a, on recherche dans E les lettres a qui peuvent
de´buter un mot, on remonte de chacune de ces lettres vers la racine de E en collectant les
extre´mite´s des liens dont on rencontre le de´part.
Exemple. Conside´rons l’expression E5 = (2ab + (3b) · (4ab)
∗)∗ de´ja` e´tudie´e dans le
chapitre 3. L’arbre de cette expression est le suivant :
∗, I
+,II
2.,III ·,IV
·,V
3.,VI ∗,VII
a,VIII b,IX b,X 4.,XI
·,XII
a,XIII b,XIV
Fig. 6.1- L’arbre de l’expression E5
L’expression E5 est repre´sente´ par la liste [I]. Pour de´river cette expression par a, on
recherche les a accessibles en teˆte a` partir de I avec leur multiplicite´. On trouve VIII, avec
multiplicite´ 2. En remontant, on rencontre deux liens dont les extre´mite´s se trouvent, dans
l’ordre des rencontres en IX et I. En appliquant une proce´dure similaire pour toutes les
de´rive´es, on trouve :
∂
∂a
[I] = 2[IX; I] = 2K1
∂
∂b
[I] = 3[VII; I] = 3K2
∂
∂a
[IX; I] = 0
∂
∂b
[IX; I] = I = E5
∂
∂a
[VII; I] = 4[XIV;VII; I] = 4K3
∂
∂b
[VII; I] = 0
∂
∂a
[XIV;VII; I] = 0
∂
∂b
[XIV;VII; I] = [VII; I] = K2
Trois fonctions sont donc requises et implante´es ; elles prennent comme parame`tre
l’adresse d’un nœud dans l’arbre. La premie`re retourne le poids du mot vide dans la
se´rie repre´sente´e par le sous-arbre ; la seconde donne pour chaque lettre a une liste de
couples pointeurs/poids indiquant les feuilles a accessibles en teˆte avec leur multiplicite´ ;
la troisie`me donne une liste de pointeur obtenue en remontant a` partir du nœud indique´.
La construction de l’automate suit ensuite celle donne´e au chapitre 3.
2.2 Minimisation
La minimisation des automates de´terministes est un proble`me inte´ressant en pratique,
car quand on veut utiliser un automate, c’est-a`-dire lui donner en entre´e un texte a priori
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long, on doit le de´terminiser et, pour ne pas manipuler des objets trop gros, le minimiser
autant que possible. Ce proble`me est inte´ressant en the´orie aussi : l’algorithme de Hop-
croft [22] a une complexite´ O(n logn) pour minimiser les automates de´terministes quel-
conques. Pour certaines classes tre`s particulie`res, par exemple les automates acycliques, il
existe des algorithmes line´aires (cf. [50]). En pratique, les algorithmes de meilleure com-
plexite´ ne sont pas force´ment les plus rapides, car les automates que l’on rencontre ne
sont pas force´ment en “position ge´ne´rale”. La plate-forme Vaucanson imple´mente pour
l’instant l’algorithme de Moore [48] et celui d’Hopcroft [22].
C’est ce dernier que nous avons adapte´ au calcul du K-co-quotient minimal. J’ai de´ja`
de´fini ce qu’est un K-quotient au chapitre 2. L’existence d’un K-quotient minimal est assez
simple ; il est assez clair que l’e´quivalence ϕ sur les e´tats d’un K automate la plus grossie`re
qui ve´rifie l’e´quation (2.1) page 19 induit une fusion dont le re´sultat est un K-quotient
minimal.
Le but est donc de calculer cette e´quivalence, ce qui se fait en deux temps :
– On initialise la partition P de sorte que deux e´tats sont e´quivalents si et seulement
si ils ont le meˆme poids final. Chaque couple de P × A (A est l’alphabet) est place´
dans une file f .
– Tant que f est non vide, on en sort un couple (P, a). On conside`re l’ensemble des
classes Q telles qu’il existe une transition d’un e´tat q de Q a` un e´tat p de P . Chacune
de ces classes Q est partitionne´e de sorte que deux e´tats q et q′ de Q demeurent
e´quivalents si et seulement si la somme de leurs transitions e´tiquete´es par a arrivant
en un e´tat de P est la meˆme. Si de nouvelles classes sont ainsi cre´e´es, elles sont
place´es dans la file avec chaque lettre.
Le principe de l’algorithme est le meˆme que celui d’Hopcroft. Il consiste, de fac¸on
un peu surprenante a` conside´rer non pas les transitions qui partent de la part qu’on
traite, mais de celles qui arrivent. Le fait que l’on conside`re des automates non boole´ens
a diverses conse´quences : la partition de de´part peut repre´senter plus de deux classes ; a`
chaque fois qu’on cre´e de nouvelles classes, on les place toutes dans la file car les arguments
de tiers exclus fonctionnant sur les boole´ens ne sont plus vrais. Ce dernier point empeˆche
en particulier de conserver la complexite´ O(n logn).
2.3 Transducteurs
Les transducteurs sont assez re´ve´lateurs des difficulte´s que l’on peut rencontrer quand
on imple´mente des objets mathe´matiques. L’habitude nous ame`ne a` confondre des objets
diffe´rents entre lesquels existe un isomorphisme naturel.
Ainsi, les transducteurs sont des automates a` deux bandes, c’est-a`-dire, si on veut
donner une interpre´tation alge´brique de la chose, des automates sur le produit de deux
mono¨ıdes libres. Cette description est parfaitement syme´trique ; elle est de plus particu-
lie`rement pratique si on parle de transducteurs normalise´s, c’est-a`-dire avec des e´tiquettes
dans A× {1} ∪ {1} ×B, de transducteur lettre-a`-lettre (e´tiquettes dans A×B), etc.
Mais il arrive souvent que l’on s’inte´resse a` des proprie´te´s non syme´triques, telles que
les transducteurs “temps re´el” (e´tiquettes dans A× RatB∗) ou se´quentiels (de´terministes
par rapport a` la premie`re entre´e). Dans ce cas la`, il est inte´ressant tant au niveau the´orique
que pratique de voir les transducteurs comme des RatB∗-automates, RatB∗ e´tant apre`s
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tout un semi-anneau comme un autre. Chaque transition est alors e´tiquete´e par une lettre
(ou un mot) de A et a un poids dans RatB∗. Il n’y a alors pas besoin, par exemple, d’e´crire
un programme particulier pour rendre les transducteurs “temps re´el”, puisque c’est la
meˆme ope´ration que celle qui consiste a` faire en sorte qu’un K-automate quelconque ait
des transitions e´tiquete´es par des lettres. De meˆme, sous-re´serve que les bonnes proprie´te´s
soient ve´rifie´es, la se´quentialisation s’e´crira comme la de´terminisation des automates max-
plus.
Vaucanson posse`de les deux imple´mentations ainsi que les algorithmes de passage
de l’une a` l’autre.
Un transducteur re´alise avant tout une relation (rationnelle) entre des mots sur un
alphabet A et des mots sur un alphabet B. Les ope´rations fondamentales que l’on peut
exiger, quelle que soit la forme du transducteur, sont celles qui concernent les relations
elles-meˆme, c’est-a`-dire la composition et l’e´valuation. Nous avons e´crit ces algorithmes
pour les deux implantations. Il est amusant de voir que ces deux algorithmes sont lie´s mais
que la relation de de´pendance n’est pas dans le meˆme sens selon la fac¸on de conside´rer les
transducteurs.
Si l’on conside`re les transducteurs comme automates dont les poids sont des ensembles
de mots, le premier algorithme est l’e´valuation. Tout d’abord, on met le transducteur sous
la forme“temps-re´el”; on calcule le produit avec l’automate repre´sentant le langage L dont
on veut l’image ; on obtient ainsi un transducteur qui re´alise la meˆme relation, mais dont
le domaine est limite´ au langage L. Il suffit ensuite de construire un automate boole´en en
remplac¸ant sur chaque transition l’e´tiquette par la sortie.
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Exemple. Conside´rons le transducteur T2 suivant :
s t u
|b |bb
a|a b|b
a|ab a|aa
b|1 b|1
Fig. 6.2- Le transducteur T2
Pour e´valuer l’image du langage abb+ baa par ce transducteur, on effectue un produit.
1
2
3
4
5
6
a
b
b
b
a
a
s1 t1 u1
s2 t2 u2
s3 t3 u3
s4 t4 u4
s5 t5 u5
s6 t6 u6
|b |bb
a|a
a|ab a|aa
b|b
b|1 b|1
b|b
b|1
b|1
a|a a|ab
a|aa
b|b
b|1
b|1
a|a a|ab
a|aa
Fig. 6.3- Produit d’un automate par un transducteur
Apre`s e´mondage et projection, il reste :
t1
u2
s3
t4
s5
s6
|b
aa
1
1
a
1
a
Fig. 6.4- L’image de abb+ baa par T2
Ces deux mots ont donc la meˆme image : baa.
La composition des transducteurs “temps re´els” est en fait une suite d’e´valuations.
D’un point de vue purement alge´brique, si l’on conside`re les repre´sentations line´aires, la
repre´sentation de la composition est le produit tensoriel des repre´sentations de chacune des
relations de de´part. En clair, le transducteur re´alisant la composition des transducteurs
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S = (I, µ, T ) et T = (J, ν, U), est T ◦ S = (K, ξ, V ), ou`, pour tout a, ξ(a) est obtenu en
remplac¸ant chaque µ(a)i,j par ν(µ(a)i,j).
Exemple. Conside´rons le transducteur S2 :
)p q r
|a |ab
a|1
b|b a|a
b|1
a|ab
b|ba
Fig. 6.5- Le transducteur S2
Calculons la composition de ce transducteur par T2 repre´sente´ figure 6.2.
)
p
q
r
|a
|ab
a|1
b|b
a|a
b|1a|ab
b|ba
s t u
|b |bb
a|a b|b
a|ab a|aa
b|1 b|1
p, s
q, s
r, s
p, t
q, t
r, t
p, u
q, u
r, u
|b |bb
|a
|ab
b|1 b|1
b|b
a|1 a|1 a|1
a|a
a|ab a|aa
b|1
b|1 b|1
a|ab
a|aabb|a
b|aa
a|aa
b|ab
Fig. 6.6- La composition des transducteurs S2 et T2
Dans le cas des transducteurs vus comme automates sur le mono¨ıde libre, la mise sous
forme “temps re´el” est moins naturelle, donc l’e´valuation s’en trouve compromise. Toute-
fois, si l’on met les transducteurs sous forme normale, on peut calculer assez simplement
un transducteur re´alisant la composition. En re´alite´, on manipule des transducteurs sous-
normalise´s, c’est-a`-dire dont les e´tiquettes sont dans A×{1}, {1}×B, mais aussi A×B,
ce qui permet de gagner un peu en concision. Examinons cet algorithme sur un exemple.
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Exemple. Pour simplifier, dans cet exemples, les alphabets d’entre´e et de sortie des
transducteurs sont les meˆmes. Conside´rons les deux transducteurs S7 et T7 ci-dessous :
p q
a|1
b|a
1|b
r s
a|b
b|1
1|a
Fig. 6.7- Les transducteurs S7 et T7
Calculons la composition de ces deux transducteurs :
p
q
a|1
b|a
1|b
r s
a|b
b|1
1|a
pr
qr
ps
qs
a|1 a|1
1|a
1|a
b|b
1|1
Fig. 6.8- Composition des transducteurs S7 et T7
Les transitions du compose´s sont construites suivant deux re`gles :
– Pour toute transition de S7 dont la sortie est le mot vide (ici (p, a|1, q)), on reporte
une transition avec la meˆme e´tiquette dans chaque “colonne”du compose´. De meˆme,
pour toute transition de T7 dont l’entre´e est le mot vide (ici (s, 1|a, r)), on reporte
une transition avec la meˆme e´tiquette dans chaque “ligne” du compose´.
– Pour toute transition (p, u|a, q) de S7 dont la sortie est une lettre, pour toute tran-
sition (r, aw|v, s) de T7 dont l’entre´e est la meˆme lettre, on construit la transition
((p, r), u|v, (q, s)).
Selon la nature de u et v, cette seconde ope´ration peut donner des transitions e´tiquete´es
par 1|1 ; si l’on veut retrouver un transducteur sous-normalise´, il faudra ensuite suppri-
mer celles-ci par un algorithme classique de suppression des ε-transitions. On obtient
finalement le transducteur suivant apre`s e´mondage :
pr
qr qs
a|1
1|a
b|b
1|a
a|1
Fig. 6.9- Le transducteur re´sultat
Pour effectuer l’e´valuation, il suffit de calculer l’automate qui reconnaˆıt le langage
dont on veut l’image, puis de remplacer chaque e´tiquette a par a|a afin d’obtenir un
transducteur re´alisant l’intersection par ce langage. La composition de ce transducteur
avec celui re´alisant la fonction donne un transducteur a` partir duquel, en projetant selon
la sortie, on obtient l’automate reconnaissant l’image voulue.
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Le de´faut de la proce´dure de composition pre´sente´e ci-dessus est qu’elle ne conserve
pas les multiplicite´s. En effet, on pourrait tre`s bien, et Vaucanson le permet, mettre des
poids sur les transitions de ces transducteurs. Examinons par exemple le mot abab. Dans le
transducteur S7, il n’y a qu’un chemin admettant ce mot pour entre´e : (p, q, q, p, p, q, q, p) ;
sa sortie est abab. De meˆme, dans T7, il y a un seul chemin : (r, s, s, r, r, s, s, r) de sortie
baba.
Par contre, dans le transducteur compose´, il y a deux chemins e´tiquete´s par abab :
(pr, qr, qs, qs, qr, qs, pr) et (pr, qr, qs, pr, qr, qs, pr). Ces chemins ont (bien suˆr) la meˆme
sortie baba. Que se passe-t-il ? En fait, dans le premier, on lit d’abord (a, 1) puis (1, a),
alors que dans le second c’est le contraire. En effet, lorsque le premier transducteur sort
le mot vide et que le second lit le mot vide en entre´e, il n’y a pas de synchronisation et
l’ordre des deux transitions est arbitraire. Pour palier ce de´faut, on donne une priorite´ a`
l’un des deux transducteurs. On de´cide que si une telle situation se pre´sente, on lit d’abord
toutes les transitions du second transducteur, puis toutes celles du premier.
Pour cela`, on calcule un reveˆtement S ′ du transducteur S, de sorte a` avoir deux types
d’e´tats : ceux dans lesquels n’entrent que des transitions dont la sortie est le mot vide, et
d’autres qui peuvent eˆtre initiaux et dont toutes les transitions partantes ont une lettre
en sortie. De meˆme, on calcule un co-reveˆtement T ′ du transducteur T , de sorte a` avoir
deux types d’e´tats : ceux desquels ne sortent que des transitions dont l’entre´e est le mot
vide, et d’autres qui peuvent eˆtre terminaux et dont toutes les transitions qui arrivent ont
une lettre en entre´e.
Exemple. Appliquons ces reveˆtements aux transducteurs S7 et T7.
p
q
q′
a|1
b|a
b|a
1|b
1|b r
s
s′
a|b
a|b b|1
b|11|a
Fig. 6.10- Les transducteurs S ′7 et T
′
7
On calcule maintenant le transducteur compose´ :
p
q
q′
a|1
b|a
b|a
1|b
1|b
r s
s′
a|b
a|b
b|1
b|1
1|a
pr
qr
q′r
ps
qs
q′s
ps′
qs′
q′s′
a|1 a|1
a|1
1|a
1|a
1|a
b|b
b|b
b|b
b|b
1|1
1|11|1
1|1
Fig. 6.11- Le transducteur compose´
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Dans S ′7, quand on est en q, on vient force´ment de sortir le mot vide ; de meˆme, dans
T ′7 , quand on est en s, on va force´ment lire le mot vide en entre´e. Il faut donc supprimer
l’e´tat qs dans le transducteur si on veut e´vider cette succession d’e´tiquettes. On obtient
alors un transducteur qui respecte les chemins des deux transducteurs de de´part.
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