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Abstract—Automatic and robust segmentation of the left 
ventricle (LV) in magnetic resonance images (MRI) has 
remained challenging for many decades. With the great 
success of deep learning in object detection and 
classification, the research focus of LV segmentation has 
changed to convolutional neural network (CNN) in recent 
years. However, LV segmentation is a pixel-level 
classification problem and its categories are intractable 
compared to object detection and classification. Although 
lots of CNN based methods have been proposed for LV 
segmentation, no robust and reproducible results are 
achieved yet. In this paper, we try to reproduce the CNN 
based LV segmentation methods with their disclosed 
codes and trained CNN models. Not surprisingly, the 
reproduced results are significantly worse than their 
claimed accuracies. We also proposed a fully automated 
LV segmentation method based on slope difference 
distribution (SDD) threshold selection to compare with the 
reproduced CNN methods. The proposed method achieved 
95.44% DICE score on the test set of automated cardiac 
diagnosis challenge (ACDC) while the two compared CNN 
methods achieved 90.28% and 87.13% DICE scores. Our 
achieved accuracy is also higher than the best accuracy 
reported in the published literatures. The MATLAB codes 
of our proposed method are freely available on line.   
 
Index Terms—Slope difference distribution; threshold 
selection; convolutional neural network; LV segmentation.  
I. INTRODUCTION 
EGMENTATION of the left ventricle in MRI is important 
for clinical diagnosis, heart disease monitoring and heart 
treatment planning [1]. For instance, the volume or the 
mechanical desynchrony of the left ventricle could be 
computed for cardiac function analysis. To compute the volume 
or the mechanical desynchrony accurately and timely, robust 
and automatic LV segmentation method is indispensible. The 
challenges of fully automated LV segmentation include: (1), 
the intensities of the LV and its adjacent myocardial walls vary 
greatly in the different images, which makes traditional 
threshold selection methods [2-10] fail in finding the optimum 
threshold for all the images. (2), the intensities of the LV itself 
in the same image also vary greatly, which makes many 
well-known image segmentation methods fail in getting an 
accurate segmentation result [11-17]. (3), not all the imaged 
LVs are circular because of the papillary muscles in the 
myocardium walls, which makes post-processing methods 
 
 
indispensible. (4), the motion of the LV in different frames is 
not well predictable, which adds difficulty to the tracking based 
methods [18-19].  
       In recent years, CNN has almost monopolized the medical 
image analysis fields and has become the most widely used 
method for cardiac segmentation [20-27]. Many researchers 
have claimed that their CNN based methods have achieved 
state of the art accuracy in their papers. For instance, 94% 
DICE score has been achieved in 2016 on the medical image 
computing and computer assisted intervention (MICCAI) 2009 
dataset [25], where the deep learning was used to yield an 
approximation prediction and then deformable model was used 
to refine the final segmentation result. The method proposed in 
[25] indicates that CNN methods do not have the ability to 
achieve an accurate image segmentation result. Thus, the 
authors choose to optimize the predicted results by deep 
learning with the evolvement of the deformable model. 
However, the reported accuracy in [25] seems to be 
exaggerated. The inferred shape by deep learning is used as 
initialization contour for the evolvement of the deformable 
model. However, the accuracy of the deformable model is 
determined by the generated edge map instead of its 
initialization contour. Therefore, the final accuracy of the 
combined method should be similar to that of the deformable 
model based methods. On the contrary, the reported accuracy 
was much better than those reported by the deformable model 
based methods [1]. Another contradictory part is that the 
reported DICE score (94%) is not proportional to the reported 
average perpendicular distance (APD) (1.81) reasonably. Not 
surprisingly, the reported DICE score by CNN on the MICCAI 
2009 dataset dropped to 91% in 2018 [26] and the reported 
DICE score by CNN on the MICCAI 2009 dataset dropped to 
0.9 in 2019 [27]. On the contrary, our proposed SDD based LV 
segmentation method achieved 92.46% DICE score on the 
MICCAI 2009 dataset in 2019 [28] and achieved 94.97% DICE 
score on the MICCAI 2009 dataset in 2020 [29]. Naturally, we 
have disclosed our MATLAB codes on line for public 
evaluation. However, we could not find the verifiable source 
codes of [25] to dispel our doubles.  
The major reason that makes the CNN based methods the 
most popular method is that CNN based methods frequently 
win the international competitions. For instance, CNN based 
method has also become the winner of the LV segmentation 
challenge with the ACDC dataset [30]. However, the 
competition organizers only requested the participants to 
submit their segmentation results instead of the source codes 
to evaluate the accuracies of their methods, which made the 
competition results unreliable. It is doubtful that CNN based 
methods could achieve the same accuracy in pixel classification 
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as object detection and classification because the number of 
pixel becomes intractable compared to the number of object. 
Many competitors had announced that they disclosed their 
codes or implementation details. Unfortunately, most of the 
disclosed codes are useless. For instance, the winner of ACDC 
[30] only disclosed a framework for the readers to train their 
own CNN instead of disclosing his trained model for the 
readers to verify its effectiveness. Ridiculously, the competition 
organizers think that the problem of left ventricle segmentation 
has been solved without any verifiable information [21]. As a 
matter of fact, the problem of LV segmentation is far away from 
being solved. There is still a certain distance between the 
ultimately desired accuracy and the achieved accuracies by 
state of the art techniques [1-30]. The ultimate goal is to 
segment the left ventricle fully automatically with the accuracy 
close to 100%.  To achieve the ultimate goal, the method must 
be sound in theory at first. Many image segmentation experts 
have indicated that CNN could only yield a prediction map 
instead of an accurate segmentation result. However, there are 
still a lot of researchers believe that CNN is the state of the art 
image segmentation technique.  
One aim of this paper is to test the CNN based methods with 
their disclosed codes on the open accessible dataset. So far, we 
only found two CNN based methods with disclosed model 
parameters that could be used directly to segment the left 
ventricles. The first one is called DenseNet and it is based on 
the fully convolutional network (FCN) architecture [23]. The 
second one is also based on the FCN, but with few architecture 
improvements [24]. The tested CNN method in [24] achieved 
extremely low accuracies on the MICCAI 2009 dataset, which 
might be caused that the images in the MICCAI 2009 dataset 
vary significantly with its training images. To make the 
comparison more meaningful, we only use the latest ACDC 
2017 dataset to compare the tested CNN methods with our 
method.  
 In this paper, there are three major contributions as follows: 
(1), a fully automated and robust LV segmentation method has 
been proposed and it combines the strength of two techniques. 
The first one is SDD threshold selection [31] and the second 
one is circular Hough transform (CHT) [32-33]. SDD threshold 
selection is used to obtain the accurate pixel-level image 
segmentation at first. Then CHT is used to locate the LV 
automatically and separate the LV from the RV when they are 
connected at the base part of the heart. The proposed method is 
efficient, robust and does not need any time-consuming and 
tedious training work. (2), Different from our previous studies 
[28-29], SDD is used to segment the myocardium instead of 
segmenting the LV directly. As a result, CHT could be used to 
locate the LV from the segmented myocardium robustly. To 
segment the myocardium robustly, two SDD thresholds are 
selected simultaneously and robustly. (3), we show that CNN is 
not as good in segmenting the left ventricles as it is reported by 
validating the disclosed CNN models. We urge the organizers 
of the international challenges to be more responsible in 
judging the methods of the competitors by verifying their 
source codes or the executable software.    
II. THE PROPOSED METHOD 
The flowchart of the proposed method is shown in Fig. 1. 
Firstly, the ROIs are generated for each slice of the tested case 
by the method proposed in [29].  Secondly, the myocardium in 
the ROI is segmented by SDD. Thirdly, the CHT based LV 
extraction method is used to segment the LV robustly.    
 
 
Fig.1. Flowchart of the proposed LV segmentation method 
 
 A. Myocardium segmentation by SDD  
In the histogram of the selected ROI, the pixels of the 
myocardium are distributed in a narrow span on the left while 
the pixels of the left ventricle are distributed in a wide span on 
the right. Thus, it is very easy for SDD to distinguish them. The 
largest SDD peak must correspond to the clustering center of 
the myocardium pixels according to the property of SDD [31]. 
There are two valleys that are nearest to the largest SDD peak, 
one is on its left and the other is on its right. The left valley 
corresponds to the low threshold 1T and the right valley 
corresponds to the high threshold 2T . The pixels of the 
myocardium are distributed in the interval of 1T  and 2T .  Thus, 
it is segmented as follows. 
1 2MS T R T= < <                                          (1) 
where MS denotes the myocardium segmentation result and R
denotes the selected ROI. Fig.2 demonstrates the process of 
myocardium segmentation by double SDD thresholds. Besides 
the myocardium, other dark parts in the ROI are also segmented. 
However, these segmented non-myocardium parts will not 
affect the accuracy of the LV segmentation or the accuracy of 
the LV localization.  
 
(a) 
 
(b)                                              (c) 
Fig.2. Demonstration of myocardium segmentation by SDD. (a) The 
SDD threshold selection process; (b) The ROI image; (c) The 
myocardium segmentation result. 
 
B. CHT based LV extraction method 
After the myocardium is segmented by double SDD thresholds, 
CHT is used to locate the LV from the segmentation result. This 
is hinted by the fact that the LV is most similar to the circle in 
the ROI. Thus, CHT could find the LV automatically and 
robustly. When more than one circle is found, the largest one is 
selected. The circle is binarized and dilated three times by a 
disk structure element with radius 1.  
D BC C B= ⊕                                          (2) 
where BC denotes the binarized circle and DC denotes the 
dilated circle. ( ){ }0,1,0;1,1,1;0,1,0B =  is the disk structure 
element. 
The LV segmentation result is obtained by an inverse 
operation on the myocardium segmentation result, which is 
equivalent to the following equation:   
1 2LVS R T orR T= < >                                     (3) 
where LVS denotes the LV segmentation result. To remove 
other segmented parts from the LV segmentation result, an 
intersection operation is conducted between the LV 
segmentation result LVS  and the dilated circle DC .  
DL LVS CV =                                      (4) 
where LV denotes the localized LV by the dilated circle. The 
localized LV is morphologically filtered to remove small blobs 
and then post-processed by a convex hull operation to 
compensate for the errors caused by papillary muscles.  
 
(a)                                              (b) 
 
(c)                                              (d) 
Fig.3. Demonstration of the CHT based LV extraction method with 
a typical image from the middle part of the heart. (a) The CHT circle 
overlaying on myocardium segmentation result; (b) The dilated binary 
circle; (c) The LV segmentation result; (d) The intersection of the LV 
segmentation result with dilated binary circle (denoted in white).  
 
(a)                                              (b) 
 
(c)                                              (d) 
Fig.4. Demonstration of the CHT based LV extraction method with 
a typical image from the base part of the heart. (a) The ROI image; 
(b) The CHT circle overlaying on myocardium segmentation result; (c) 
The LV segmentation result; (d) The intersection of the LV segmentation 
result with dilated binary circle (denoted in white).  
In Fig. 3, the same image used to demonstrate the 
effectiveness of the SDD segmentation is used to demonstrate 
the effectiveness of the proposed CHT based LV extraction 
method. Fig. 3 (a) shows the detected CHT circle overlaying on 
the myocardium segmentation result. Fig. 3 (b) shows the 
dilated binary circle. Fig. 3 (c) shows the LV segmentation 
result obtained by Eq. (3). Fig. 3 (d) shows the intersection of 
the LV segmentation result and the dilated binary circle. In Fig. 
4, a typical image from the base part of a slice is used to 
demonstrate the effectiveness of the proposed CHT based LV 
extraction method further. In Fig. 5, we demonstrate why we 
use the myocardium segmentation result instead of the LV 
segmentation result to detect the CHT circle. As can be seen, 
multiple similar CTH circles or significantly bigger circles will 
be found when the LV segmentation result is used, which will 
complicate the selection process and will decrease the final 
segmentation accuracy considerably.   
 
(a)                                              (b) 
Fig.4. Demonstration of detecting the CHT circles based the LV 
segmentation result. (a) The detected CHT circles for the first 
demonstration image; (b) The detected CHT circles for the second 
demonstration image.  
III. EXPERIMENTAL RESULTS 
A. Results 
To obtain the ACDC dataset, we need to register at first and 
then we are allowed to download 90 patient cases. The 
organizer provides a python file for us to select the test sets 
automatically. The automatically selected patient cases include 
patient007, patient009, patient018, patient035, patient041, 
patient042, patient052, patient067, patient071, patient075, 
patient084 and patient088. Since the proposed method does not 
require any training datasets, we did not use the rest of the 
patient cases in this study. For the two compared CNN methods 
[23-24], their disclosed models are used directly to segment the 
images in the selected test sets. As described in [23-24], the 
disclosed CNN model has been trained with the ACDC training 
sets. Thus, the comparison is fair.  
Four accuracy measures are used for quantitative 
comparison. The first measure is DICE score, the second 
measure is average perpendicular distance (APD), the third 
measure is Hausdorff distance and the fourth measure is 
Jaccard index. The quantitative comparison with the CNN 
methods [23-24] is shown in Table 1. As can be seen, the 
proposed method is significantly more accurate than the CNN 
methods. For the other CNN based LV segmentation methods 
[20-22,25, 30], the authors only disclosed some codes for CNN 
training instead of their trained CNN models for evaluation. 
Consequently, we could not compare all the CNN methods 
proposed in recent years. However, the CNN method proposed 
in [23] represents one of the most accurate CNN based LV 
segmentation methods as described in the paper and based on 
our evaluation. We also show the qualitative comparisons with 
some typical LV images in Figs. 6-10.  
Table 1. Quantitative comparison of the segmentation accuracy of the proposed 
method with state of the art CNN methods.. 
Measures\Methods CNN [23] CNN [24] Proposed 
DICE 90.28% 87.13% 95.44% 
APD 3.06 3.47 1.82 
Hausdorff 2.22 2.44 2.12 
Jaccard index 88.87% 83.25% 91.83% 
 
 
 (a)                                                             (b)                                                            (c) 
Fig.6. Qualitative comparison between the proposed method and the CNN methods with the first typical image (a), The segmentation result of the 
Khened CNN method [23]; (b), The segmentation result of the Bai CNN method [24]; (a), The segmentation result of the proposed method.  
 
 (a)                                                             (b)                                                            (c) 
Fig.7. Qualitative comparison between the proposed method and the CNN methods with the second typical image (a), The segmentation result of the 
Khened CNN method [23]; (b), The segmentation result of the Bai CNN method [24]; (a), The segmentation result of the proposed method.  
 
(a)                                                             (b)                                                            (c) 
Fig.8. Qualitative comparison between the proposed method and the CNN methods with the third typical image (a), The segmentation result of the 
Khened CNN method [23]; (b), The segmentation result of the Bai CNN method [24]; (a), The segmentation result of the proposed method.  
 
(a)                                                             (b)                                                            (c) 
Fig.9. Qualitative comparison between the proposed method and the CNN methods with the fourth typical image (a), The segmentation result of the 
Khened CNN method [23]; (b), The segmentation result of the Bai CNN method [24]; (a), The segmentation result of the proposed method.  
 
(a)                                                             (b)                                                            (c) 
Fig.10. Qualitative comparison between the proposed method and the CNN methods with the fifth typical image (a), The segmentation result of the 
Khened CNN method [23]; (b), The segmentation result of the Bai CNN method [24]; (a), The segmentation result of the proposed method.  
 
B. Discussion 
CNN has become the most widely used segmentation 
technique mainly because it almost monopolized all the first 
places of international challenges. However, its function as a 
segmentation technique is not validated yet. Many CNN 
researchers have claimed that CNN could only yield an 
approximation prediction and relies on other image 
segmentation techniques to obtain an accurate segmentation 
result.  According to Gary Marcus, the professor at New York 
University, “Deep learning systems are most often used as 
classification system in the sense that the mission of a typical 
network is to decide which of a set of categories a given input 
belongs to.” [34]. As a powerful discrete and non-linear 
classification tool, CNN is good at computer vision 
applications with limited categories, such as object detection 
and classification.  With regard to image segmentation, the 
number of categories tends to be infinity when the resolution of 
the image is considerable. As a result, CNN is not capable of 
pixel level classification. It could only rely on the features of 
the image to generate a prediction map.  
Since CNN could only yield an approximation prediction for 
image segmentation, why it still won almost all the 
international challenges? There are mainly two reasons: (1), 
CNN is really good at computer vision applications with 
limited classification categories, such as object detection and 
classification. It is well deserved for CNN to win the related 
challenges. (2), many organizations of the international 
challenges are not professional and responsible. For instance, 
the organizers of international biomedical image analysis 
challenges had only requested the competitors to submit their 
results instead of submitting the source codes or the executable 
software. How could they know the submitted results were 
obtained automatically, semi-automatically or manually? 
Given the scientific impact of international challenges of 
biomedical image analysis, a critical analysis of common 
practices related to the organization of international challenges 
has not yet been performed and the reproducibility and 
interpretation of the results is often hampered as only a fraction 
of relevant information is typically provided [35]. We have 
tried to reproduce the results of the winners in automated 
cardiac diagnosis challenge 2017 with their disclosed codes. 
However, the winners did not provide their trained models and 
parameters for us to verify their results directly. They only 
provided the codes to teach the readers how to train the CNN, 
i.e. they only provided the segmentation results and some 
irrelative codes to win the automated cardiac diagnosis 
challenge 2017. How could the automated segmentation be 
guaranteed? The organizers did not validate the competitors’ 
methods or codes, but claimed that the LV segmentation 
problem had been solved [21], which is irresponsible.   
To help the ACDC organizers validate the competitors’ 
methods, we tried to run all the competitors’ codes to verify the 
results. However, none of the competitors disclosed their 
trained CNN models. For instance, the winner of ACDC only 
disclosed the codes to how to train the CNN for LV 
segmentation instead of their trained CNN model [30]. 
Fortunately, we found the disclosed CNN models of two CNN 
based methods [23-24]. The disclosed CNN models could be 
used directly to segment the left ventricles and they are 
available at the websites [36-37]. The first CNN method 
achieved 90.28 % DICE score on the test set of ACDC while 
the reported DICE score in the related literature is 94% [23]. 
The second CNN method achieved 87.13 % DICE score on the 
test set of ACDC while the reported DICE score in the related 
literature is also 94% [24]. Which one to believe?  Because the 
reported DICE scores in [26-27] are also about 90%, we guess 
that 90% might be the objective accuracy of the CNN methods 
in segmenting the left ventricles.  
Compared to the CNN based methods, the SDD based 
method proposed in this paper achieved 95.44% DICE score, 
which is significantly more accurate than state of the art 
methods [1-27]. We disclosed the MATLAB source codes at 
the website [38] and interested readers just need to run the 
demo file to obtain all the qualitative results and the 
quantitative results of the ACDC test set within half a minute. 
Many editors and reviewers of some well-known journals 
mistakenly think sematic segmentation is pixel level image 
segmentation and insist that CNN is the state of the art image 
segmentation technique. However, they could not prove it 
either in theory or in practice with verifiable codes.  There is no 
omnipotent method and CNN is only a powerful tool of 
mapping and classification. CNN excels in selecting the best 
answer from a list of choices instead of coming up with an 
accurate answer because it does not have the ability of 
reasoning and abstraction. In principle, given infinite data, 
CNN systems are powerful enough to represent any finite 
deterministic “mapping” between any given set of inputs and a 
set of corresponding outputs [34]. However, when the number 
of the outputs approaches infinity, the approximating ability of 
CNN will fall off significantly. Besides the low accuracy in 
image segmentation, CNN also performed poorly for natural 
language understanding. The current artificial intelligence 
product could only play a limited number of programs based on 
the inputted language. Both failures are caused by the fact that 
the number of the outputs is close to infinity. So far, CNN has 
only achieved great success in classification of limited classes. 
Whether it could still make similar success in other applications 
remains unrevealed. There are still long ways to go both for 
CNN and image segmentation.  
IV. CONCLUSION 
In this paper, a fully automated LV segmentation method is 
proposed to extract the boundary of the LV from the magnetic 
resonance images robustly. We compared the proposed method 
with CNN based methods deliberately on the public ACDC test 
set. Two CNN methods were reproduced with their disclosed 
models and the achieved DICE scores were more than 5% 
lower than that of the proposed method. Thus, we draw the 
following conclusions with certain confidence. (1), CNN could 
not achieve the same accuracy in image segmentation as it did 
in object detection and object classification because the number 
of pixels is intractable compared to the number of the object in 
an image. (2), the international biomedical challenges require 
better practice guidelines and more rigorous competition rules 
because the results and ranks of the challenges usually have 
significant scientific impact. Currently, most organizers of the 
international biomedical challenges only require the 
competitors to submit their results instead of the codes or 
software, which is very irresponsible. To some extent, these 
kinds of challenges induce researchers to make up their results 
for benefit. (3), CNN is good at fitting the function of an object 
with its features and thus it could be accurate in the sematic 
level. However, the sematic-level accuracy could not be 
expanded to the pixel-level accuracy. As a result, many 
traditional techniques are better than CNN in pixel-level image 
segmentation. Especially, SDD is significantly more accurate 
than CNN in pixel-level image segmentation. CNN is good at 
localizing the objects based on the detected features while SDD 
is good at classifying the pixels of the objects based on the 
histogram.  
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