Abstract. Given two locally compact spaces X, Y and a continuous map r : Y → X the Banach lattice C 0 (Y ) is naturally a C 0 (X)-module. Following the Bourbaki approach to integration we define generalized measures as C 0 (X)-
Generalized measures µ and their L 1 (µ)-spaces
The starting point for our work is the fact that the continuous function r : Y → X yields a natural C 0 (X )-module structure on C 0 (Y ), the action being α.f := (α•r)·f for α ∈ C 0 (X) and f ∈ C 0 (Y ).
Consider the special case where X is the one-point space { * }. Now the function r : Y → X is necessarily the constant function r ≡ * , the Banach algebra C 0 (X ) identifies with the field C and the action C 0 (X)× C 0 (Y )
− → C 0 (Y ) 'is' the vector space action of C on C 0 (Y ). Hence any C 0 (X )-linear map µ : C 0 (Y ) → C 0 (X) identifies with a usual bounded linear functional on C 0 (Y ). The Riesz Representation Theorem [4] in turn identifies µ with a finite Radon measure on Y.
This special case motivates for f ∈ C 0 (X ×Z) and x ∈ X. In particular µ is positive if µ sc is positive.
To get more generalized measures on X× Z we can start with any bounded linear map T µ : C 0 (Z) → C 0 (X): we obtain a generalized measure µ by taking the
It can be shown that every generalized measure µ :
If X is merely locally compact, we use a contractive approximate identity of C 0 (X) to obtain T µ . We have in fact an isometric identification of Banach lattices
We now come to the definition of the space L 1 (µ) for some fixed positive generalized measure µ. To begin we observe that we can define a semi-norm on C 0 (Y ) by setting f 1 := µ(|f |) C0(X) , where . C0(X) denotes the usual sup-norm. The subadditivity follows from the classical triangle inequality. Indeed, let f, g be in
, where δ x0 denotes the Dirac measure at x 0 . As δ x0 • µ : C 0 (Y ) → C 'is' a positive measure in the usual sense, the triangle inequality assures us that
We denote by L 1 (µ) the completion of the normed space obtained from ( C 0 (Y ),
. 1 ) by quotienting out the null-space of the semi-norm . 1 . By the construction of our space L
. This map is injective precisely when the semi-norm . 1 on C 0 (Y ) is actually a norm, and this occurs when µ has "full support" in a sense which will be made precise in a subsequent paper [7] . 
is obviously a morphism of C 0 (X )-modules and satisfies the asserted property.
We now show that L
, where (ϕ j ) j is any contractive approximate identity of C 0 (X ). As the bounded canonical map i : 1 ) has dense range it suffices to consider elements f = i(g) for some compactly supported g in C 0 (Y ). By taking an appropriate contractive approximate identity we can assume that for all j greater than or equal to some j 0 the function ϕ j is identically equal to 1 on r(supp(g)). We then have
• L 1 (µ) is a Banach lattice. The nullspace K := .
Therefore the quotient C 0 (Y )/K is naturally a normed lattice, and so is its completion L 1 (µ). The map i is obviously a morphism of lattices.
Remark. For future reference (Definition 2.2) we observe that L
Using the projective tensor product to linearize the action, we get a contraction C 0 (Y )⊗L
We can now state the following
, where |f | denotes the absolute value of f for the lattice structure of L 1 (µ).
We stress thatμ is contractive, whatever the norm of µ. This is possible because µ already intervenes when we compute the norm of an element of L 1 (µ). In practice we might use the letter µ to denote both the positive generalized measure µ and the mapμ of the proposition.
Proof.
• To prove the first part of the proposition it is enough to show that µ is contractive when we consider it as a map
• Let us prove that f L 1 (µ) = μ(|f |) C0(X) for every f ∈ L 1 (µ). As the
it is sufficient to verify the assertion for f = i(g), g ∈ C 0 (Y ). But in this case
We should remark that if µ : C 0 (Y ) → C 0 (X) is merely a positive bounded map the construction of the Banach lattice L 1 (µ) still makes sense and we still get a contractive positive mapμ : L 1 (µ) → C 0 (X) as in the proposition.
We have already seen what our space L 1 (µ) looks like in two special cases. The following proposition shows that these are actually extreme cases, with X and Z respectively being the one-point space. 
By L 1 (Z, µ sc ) we mean the usual space L 1 coming from the measure µ sc on Z. The way µ arises from µ sc was illustrated when we saw examples of generalized measures. Recall in particular that
where C 0 (X, j) denotes the map g → j •g.
This morphism T is isometric as a map (
Indeed, fix f ∈ C 0 (X×Z) and x ∈ X: we have
As T is a contractive morphism of C 0 (X )-modules there is a unique contractive morphism of C 0 (X )-modules H : µ sc ) ) such that the following diagram commutes:
Since T is an isometry and the isometry i has dense range it follows that H is also an isometry. H is clearly a morphism of lattices. It remains to show that H is onto, and for this it is sufficient to show that T has dense range. But this follows from the facts that j : C 0 (Z) → L 1 (Z, µ sc ) has dense range and that the map T can also be described as
Absolute continuity and densities
We continue to work with some fixed continuous map r : Y → X between locally compact spaces. Also µ and ν denote two positive generalized measures
As we cannot use Borel sets to define what it would mean for ν to be absolutely continuous with respect to µ, we adopt the following Definition 2.1. We say that ν is absolutely continuous with respect to µ if for every > 0 there is an η > 0 such that for every continuous function f in C 0 (Y ) Proof.
• Absolute continuity in the traditional sense implies absolute continuity in the above sense.
We can assume that ν(Y ) > 0. Let > 0 be given. There exists aη > 0 such that for every Borel set A ⊆ Y, µ(A) ≤η implies ν(A) < /2. We show that η := η / 2ν(Y ) works in the above definition.
, and so
• Absolute continuity in the above sense implies absolute continuity in the traditional sense.
Fix > 0. Since ν and µ are inner regular it is enough to show that there exists
Remark. The definition of absolute continuity for generalized measures has been chosen in a way such that the proposition holds. One might be inclined to define ν as absolutely continuous with respect to µ if and only if for every continuous function f on Y , with 0 ≤ f ≤ 1, µ(f ) = 0 implies ν(f ) = 0. To see that this is not a good definition take for X the one-point space and for Y the real line. Let (q n ) n be an enumeration of the rational numbers. Then the Lebesgue measure and the measure n 1 2 n δ qn would be mutually absolutely continuous (the only continuous positive function they annihilate is the zero function), although neither one is absolutely continuous with respect to the other in the usual sense.
We now generalize the concept of density in our setting. Recall from the Remark before Proposition 1.2 that L 1 (µ) is a C 0 (Y )-module and that the contractive action-
which is the subject of the following 
As in the classical situation we have
Proposition 2.2. The map d → d.µ is an isometric embedding of Banach lattices
Proof.
• The map is isometric. As we noted before, it is contractive. We can assume that
For simplicity we will writed instead of i(d). Next, as the
such that (ϕ ·d)(y) = |d|(y) for every y for which |d|(y) ≥ / 6 µ . Therefore we
• The map is an embedding of lattices. It is obvious from the definition of the lattice structure of
But this follows from the fact that the measure
As we might expect we still have the following 
Radon-Nikodym fails
We now arrive at the main result of this paper. In the classical situation, which corresponds to the case where X is the one-point space, the Radon-Nikodym Theorem [5] asserts the converse to Proposition 2.3: if ν is absolutely continuous with respect to µ, then it has a density in L 1 (µ). The following theorem shows that this converse is no longer true in our setting. Since t → cos(2πnt) is the real part of t → e i2πnt it follows from the RiemannLebesgue lemma that the sequence ( t → cos(2πnt) ) n converges to 0 in the weakstar topology. Hence (g n ) n∈N converges weak-star to g ∞ . But it is easy to compute that g n −g ∞ L 1 = 1/π for all n ∈ N, so that there is no convergence in norm.
Proof of Theorem 3.1. To prove the theorem we consider the following:
• We take for X the one-point-compactification X := N ∪ {∞} of the integers.
Hence the space C 0 (X ) can be identified with the space c of all convergent sequences.
• We choose Z to be the closed interval [0, 1].
