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Results of a study of the inelastic energy loss 
spectra induced by the impact of protons on gaseous 
helium at energies of 25 to 125 keV are reported. 
ii 
The spectra were obtained by sending an accelerated 
beam of protons through a chamber containing the helium 
target gas, mass-analyzing the forward-scattered beam, 
then decelerating the beam to a low, well-defined energy 
for energy analysis and detection. The accelerating 
potential was varied to produce the spectra. An energy 
resolution of 2 eV was obtained. 
Apparent differential cross sections and absolute 
total cross sections were obtained from the spectra. 
Total cross sections for the s um of the 1ls-2ls and 
1ls-2lp excitations in the helium atom are reported, 
along with estimates of the relative contributions of 
each. Total ionization cross sections, total cross 
sections for inelastic scattering, apparent energy 
distributions of ejected electrons, and parti al ionic 
stopping powers are also reported. 
Th e excitation cross s e cti ons show e x cel lent a gree-
ment with recent calculations on the coupled-state 
approximation, but show little or no agreement with 
calculations on the distortion and firs t Born approx-
iii 
imations. No other experimental data on these excitation 
cross sections are available for comparison,. The 
ionization cross sections show good agreement with 
results obtained by other methods and show fair agree-
ment with the first Born approximation at high impact 
energ1es. The apparent energy distributions of ejected 
electrons fall below the results of direct measurements 
and show poor agreement with the available Born and 
classical theories. The total cross sections for 
inelastic scattering show agreement with theory similar 
to that found in the case of ionization. No other experi-
mental data on total inelastic cross sections are reported 
in the literature. The partial ionic stopping powers 
fall below the total stopping powers, the differences 
increasing at lower impact energies, where charge exchange 
is more probable. This behavior is consistent with the 
difference in definition of the two quantities. 
iv 
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The relationships between the probability of a specific 
event in an atomic collision and the energy loss suffered 
by one of the collision partners are embodied in the dif-
.d 
ferential cross section, d~ , for energy transfer. In 
recent years these relationships have been exploited with 
considerable success in the case of impact by electrons, 
with a new form of spectrometry known as energy loss 
spectrometry emerging. 
In the case of impact by heavy particles the quali-
1 2 tative experiments of Barat ' and the low-energy (<2 keV) 
work of Lorents 3 have been among the few reported efforts 
in this direction. In general, heavy particle collision 
research has been concentrated on measurement of the 
. gross probabilities associated with the collision events, 
such as stopping power, range, total excitation and 
ionization cross sections, and so forth. 
In the present study the concept of energy loss 
spectrometry is extended to collisions involving heavy 
particles; in particular, protons incident upon helium 
atoms. A high-resolution study of the energy lost by the 
incident protons yields the energy-differential cross 
section and, ultimately, the probabilities of specific 
events such as excitation and ionization. Protons were 
2 
chosen as the projectile particles because they are the 
simplest of heavy particles. Helium was chosen as the 
target because it has been the subject of extensive 
theoretical and experimental studies which provide the com-
parisons necessary for an evaluation of this initial 
experiment with heavy particle energy loss spectrometry. 
Proton-helium collisions are of interest in their own 
right for both their theoretical consequences and their 
immediate application in problems arising in astrophysics 
and other fields. 
From a theoretical standpoint, helium is the simplest 
atomic system for which exact wave functions do not exist. 
Scattering experiments can provide a test of new approxi~ 
mate wave functions as well as the various scattering 
theory approximations in which they are used. The Born 
approximation, for example, is generally thought to be 
valid for incident proton energies as low as 200 keV. 
Below this, no really satisfactory theory exists, except 
at very low energies (<2 keV), where approximations based 
on potential curves give fairly accurate descriptions of 
3 the observed phenomena . The .energy range used in the 
present experiment (25-125 keV) can thus help to fill the 
gap in the energy scale, over which the experimental results 
can form the basis for new theoretical approaches and supply 
information required now in applied fields. 
Branscomb has listed some unsolved problems in astro-
physics which depend on improved knowledge of collision 
3 
4 phenomena . Among these are the structure of the stellar 
continuum, stellar lines arising from helium, and the 
solar corona. Since hydrogen and helium are the most 
abundant elements in stellar interiors, collisions 
between these species are directly responsible for many of 
·the observed thermal and optical properties of the sun and 
stars. Athay and Johnson have pointed out the importance 
of excitation of helium lines in the solar spectrum5 . 
They note the absence of experimental cross sections, 
particularly for the 21P term, which are required for 
understanding the origin and appearance of the solar 
spectrum. Excitation to the 21P level is one of the 
events for which cross sections are measured in the pre-
sent experiment. 
Excitation and ionization by protons is also of 
importance in auroral phenomena. The former is responsible 
for the visual appearance of the aurora, while the latter 
. f . b t" f . d" . 6 lS a actor 1n a sorp 10n o cosm1c ra 10 no1se . In 
recent rocket measurements, solar-wind protons with ener-
gies of the order of those used in the present experiment 
have been detected at altitudes of 140 km7 • 
The techniques used in the present study can be 
applied to a wide range of collision phenomena involving 
projectiles and gaseous targets of nearly any atomic or 
molecular species. The only requirements are that the 
phenomena be manifested in an energy loss of the incident 
particle, that no charge change is involved, and that 
sufficient instrumental resolution can be obtained to 
permit a correct interpretation of the energy loss spectra. 
With these possibilities the application of knowledge 
gained through this method to problems involving controlled 
fusion, lasers, magneto-hydrodynamic generators and other 
plasma devices becomes apparent. 
Spectroscopic notation will be used throughout the 
thesis, with the electron shell configurations and the 
total angular momentum being omitted where no confusion 
can arise. Thus the helium ground state consisting of two 
equivalent s-electrons will be designated 1 1 s, while the 
first excited singlet p-state consisting of one electron 
in the ground state and one in the 2p state will be 
designated 21 P. 
The remainder of the thesis is divided into six 
chapters. A survey of relevant experimental work is 
presented in Chapter II. The apparatus is described in 
Chapter III. In Chapter IV the formalism necessary for 
interpretation of the experimental observations is 
presented. In the last three chapters the results are 
reported and analyzed, together with observations on the 





The scope of heavy particle collision research has 
become so great that any attempt at a comprehensive survey 
of experimental methods would be out of place here. Hence 
this chapter is limited to a discussion of those experi-
ments which afford a direct comparison with the present 
method as regards results, advantages, and disadvantages. 
Previous methods used to measure differential and total 
cross sections are discussed. Related experiments with 
projectiles other than protons are covered briefly. 
Experiments conducted prior to 1962 have been reviewed by 
Fite8 . The chapter is concluded with a description and 
critique of the method used in the present experiment. 
I. EXPERIMENTS USING THE PARALLEL-PLATE 
CONDENSOR METHOD 
The parallel-plate condenser method, used for the 
measurement of total ionization and charge-transfer cross 
sections, consists of deflecting the slow ions and/or 
electrons produced ln the collision out of the path of the 
main beam, collecting the deflected particles, and measuring 
the ratios of the currents thus formed to the incident 
current. The cross s e ctions thus obtained are sometimes 
called total cross sections for production of slow ions or 
6 
ejected electrons, as the case may be. The method has been 
used extensively by Gilbody and Hasted 9 ' 10 , Federenko and 
. 11 d H 112 Afroslmov , an De eer, et a . 
The most recent experiment of this type, and one in 
which the many perturbing effects inherent in the method 
are thoroughly analyzed, is that of De Heer, et a112 • 
The apparatus used in De Heer's experiment consisted 
mainly of a collision chamber containing a deflecting 
electrode system surrounded by an axial magnetic field. 
The electrode system consisted of a symmetric condenser, 
flanked by four guard plates providing homogeneity of the 
ion collecting field. With the magnetic field off, ions 
were collected at one condenser plate, electrons at the 
other. With the field on, only lons were collected. 
The experiment was performed as follows: With the 
magnetic field off, the current collected at the con-
densor plates were measured. The current at one plate is 
+ I. + I , 
l sec 
where I+ lS the slow ion current, Ic the current due to 
capture, I. the current due to ionization, and I the 
l sec 
current due to secondary electrons ejected from the 
collecting plate by the impinging ions. The current at 
the other plate is 
I = I. + I , l sec 
7 
where I lS the total electron current and I. the electron 
l 
current due to ionization (taken to be numerically equal to 
the slow ion current due to ionization). Hence, with no 
magnetic field, 
= I c 
Now the magnetic field is applied. Electrons cannot reach 
the plates and the currents are: 
I b = I + I + • c l 
and 
These equations can be combined to obtain I , which is · 
sec 
then subtracted from the expression for I_ to obtain the 
ionization current I .. The ionization cross section is 
l 





I ndx ' 0 
where I is the incident current, n is the number density 
0 
of scatterers, and dx is the collision path length. The 
measurement of Ib is a check on scattered particles, 
disturbing fields, etc. Additional precautions are taken 
to eliminate effects of a neutral beam component. 
Most of the secondary effects which plagued earlier 
experiments are eliminated or corrected for in De Heer's 
8 
work. However, several objections to this method remain. 
First, the measured cross sections depend on ratios of 
currents collected by different electrode configurations 
and hence on the relative detection efficiencies. Second, 
although the contribution of a neutral beam component to 
I 0 can be determined by measuring the current formed by the 
neutrals, the fraction of the ionization current resulting 
from impact by neutrals must be estimated by assuming that 
neutral atoms are just as effective in producing ionization 
. f th . 12 Eff t f d as are lons o e same specles . ec s rom secon 
ionization and simultaneous ionization and electron capture 
have also been cited as possible sources of undertainty8 ' 12 
Finally, recombination of the slow ions and ejected elec-
trons before detection represents a possible source of 
error not fully analyzed in these experiments. Slow ions, 
having been formed at thermal energies, have ample time 
for such recombination and, especially with a magnetic 
field on, there is an abundance of electrons present for 
participation in the process. 
Reported discrepancies of 30% or more in ionization 
cross sections obtained by different investigators using 
12 the parallel-plate condenser method attest to the 
importance of the above factors. 
II. EJECTED-ELECTRON EXPERIMENTS · 
Recently, the energy and angular distributions of 
9 
electrons ejected in ionizing collisions have been used to 
obtain doubly-differential cross sections for ejection of 
electrons. From these have been deduced total cross 
sections for various processes, including ionization and 
excitation of certain auto-ionizing levels. 
13 Ejected electron spectra have been studied by Berry , 
14 15 Kuyatt and Jorgensen , Rudd, et al. , and Rudd and 
Jorgensen16 , among others. Typical of the method is the 
15 
recent experiment by Rudd, et al. , in which hydrogen 
and helium gases are bombarded by protons of energy 100 to 
300 keV, and the ejected electron spectra measured. 
In Rudd's experiment, electrons were extracted from 
the collision region through nine ports at angles of 10° 
to 160° with respect to the incident beam direction. 
Energy analysis was performed using a parallel-plate 
electrostatic analyzer similar to that discussed in 
Chapter III of this work. Due to the low signal strengths 
it was necessary to count electrons individually. Neces-
sary measures were taken to eliminate reflected electrons 
and to annul the geo-magnetic field. The doubly-
differential cross sections were calculated from CEq. (2) 
of Ref. 14, in our notation): 
N = N cr(E,e)tndx csce dQ dE , 
e p 
where N is the number of electrons detected; N ~s the 
e p 
number of incident protons; cr(E,8) is the cross section, 
10 
per unit solid angle and unit energy range, for production 
of electrons of energy E at an angle 8 from the incident 
proton beam; t is the effective transmission of the 
detector; dQ 1s the solid angle intercepted by the 
detector; dE is the effective electron energy range 
accepted by the detector; n is the number density of 
scatterers; and dx is the scattering path length. 
This method has the obvious advantage of permitting 
the direct measurement of differential cross sections, 
thereby yielding more information about the collision 
than can be had through total cross section measurements 
alone. It suffers, however, from several disadvantages 
common to the parallel-plate condenser method in that the 
measured cross sections depend on detector efficiencies, 
a neutral beam component can contribute to the spectra, 
and recombination must be taken into account. The last 
was compensated for by calculating the fraction, f, of 
electrons transmitted through the gas from the relation 
-apx f = e , 
where a is the absorption coefficient at the electron 
energy in question, p is the target gas pressure and x 
is the effective path length at the pressure p. For this 
correction it was necessary to obtain absorption coeffi-
cients from other experiments. A correction of about 25% 
1 . 15 ( . . at the owest energ1es was reported • Th1s result 1s 
11 
also evidence of the effects of recombination discussed in 
the preceding section in connection with the parallel-plate 
condenser experiments.) 
15 The authors report a sys~ematic discrepancy of 28% 
between their integrated cross sections (total ionization) 
and the results of others. This they attribute primarily 
to uncertainty in detector efficiency (t). They also 
report discrepancies of as much as 30% in their own results 
for electrons of energies below about 20 eV, which points 
up the possible effects of recombination mentioned above. 
Another disadvantage, which applies to all the 
ejected electron work, lies in the impracticality of 
collecting electrons ejected in the forward direction. At 
lower proton energies this disadvantage can be serious. 
15 In fact, Rudd notes that the angular distribution of 
ejected electrons becomes peaked in the forward direction 
for decreasing proton energies, which is probably why 
most of their work is done at energies of 100 keV and above. 
III. OPTICAL EXPERIMENTS 
Optical methods are used for the measurement of 
excitation cross sections. In the case of proton impact 
they have been essentially the only methods available for 
such measurements. Among the numerous examples of the 
method to be found in the literature are the experiments 
17 18 
of Van den Bos, et al. , and Thomas and Bent • Accounts 
of earlier experiments can be found in a review by De Heer19 • 
12 
In these experiments an optical spectrometer is placed 
so that radiation from the collision region can be detected. 
In collisions where the excited products can undergo 
spontaneous radiative decay, detection of the emitted 
radiation allows one to measure a cross section for the 
emission of photons. If such cross sections for all 
transitions which populate and/or depopulate a g1ven level 
can be measured, then from a knowledge of the spontaneous 
transition probabilities, the cross section for excitation 
into the level in question can be deduced. It has been 
noted, however, that in general the limited spectral range 
of any one detection system renders such measurements 
. .bl 19 lffipOSSl e • In practice most investigators have used 
only ratios of transition probabilities, thereby decreasing 
the range of measurement s required and at the same time 
losing a certain degree of accuracy. 
Still, the major source of error in optical experiments 
lies in calibratio·n of the optical detection system. It 
is for this reason that while optical methods yield highly 
accurate relative cross sections (because of the high 
resolution obtainable in optical systems), they are much 
less reliable for absolute measurements. Thomas, for 
example, reports systematic disagreement of as much as 
150% in the results of various experiments where 
absolute cross sections were measured by optical methods19 . 
Another difficulty, which limits the applicability of 
optical methods, arises in the case of a strong resonance 
13 
in the vicinity of an emission line to be measured. In 
this case resonance absorption of the line in question leads 
to an imprisonment of the radiation, thereby invalidating 
the relationship between emission and excitation cross 
sections. Such a resonance occurs at the 584 ~line in 
helium, for example. This line corresponds to emission 
from the 21P-11 s transition. Resonance absorption has 
thus far prevented measurement of the 1 1s-2 1 P excitation 
cross section by optical means. 
IV. BARAT'S EXPERIMENTS 
. 1 2 20 The exper1ments conducted by Barat, et al. ' ' 
represent one of the first attempts at ion-impact energy 
loss spectrometry at moderately high energies. The 
method used by Barat is somewhat similar to that employed 
in the present experiment. 
Ions formed in a Penning-ionization-type source were 
momentum-analyzed, accelerated, and passed through a target 
gas. The forward-scattered beam was then decelerated and 
energy analyzed. Energy loss spectra were obtained by 
sweeping the plate voltages in the energy analyzer. 
A full-width-at-half-maximum (FWHM) of 8 eV is 
reported in the spectra at a primary energy of 80 keV, 
which is the only energy at which data were taken. No 
excitation peaks are resolved, but several peaks are shown 
for various target gases. These peaks are interpreted by 
14-
the authors as resulting from single and multiple ioniza-
tions, but there appears to be some doubt as to whether 
single-collision conditions prevailed in these experiments. 
Hence, the observed higher energy-loss peaks could be 
attributed to multiple collisions. No differential or 
total cross sections could be determined in Barat's early 
work1 ' 2 . 
T · t 20 b B t f wo more recent experlmen s y ara are o 
importance to the present work. In these, cross sections 
were measured as a function of angle for small scattering 
angles about the forward direction. The energy loss 
spectra are not shown and have been integrated over all 
energies. They show, however, the very rapid decrease of 
the cross section with scattering angle which one would 
expect from scattering theory. This is an important 
result for the assumption to be made in Chapter IV that 
angular scattering is small enough to be neglected in the 
present experiment. 
V. RELATED EXPERIMENTS 
In this section some work closely related to the 
present experiment will be discussed briefly. Although 
different projectiles were used in some of these studies 
and different quantities measured in others, they are 
included here for later reference and comparison with 
present results. 
15 
Electron Impact Spectrometry. Electron impact spec-
trometry has become a major tool for the study of elementary 
processes ln collisions and for determination of energy 
levels in atoms and molecules. Many of the techniques and 
difficulties involved in these experiments are common to 
the present experiment. 
Typical experiments are those of Lassettre and his 
21 22 23 
co-workers ' and Boersch, Geiger, and Schroder . In 
these experiments nearly monoenergetic electrons were 
passed through a target gas, energy analyzed, and detected. 
The spectra were obtained by sweeping either the acceler-
ating voltage or the analyzer plate voltages. An energy 
resolution of 0.01 eV has been reported in the more recent 
23 papers With this resolution six or seven pre-ionization 
peaks in helium are resolved, as well as several auto-
ionization peaks in the continuum. 
Because energy is conserved, protons and electrons can 
be expected to produce spectra with features located at the 
same points on the energy loss scale in both cases. 
However, because of the fundamental differences between the 
two particles; i.e., mass and charge polarity, they present 
quite distinct problems as far as differential scattering, 
or energy loss spectrometry, is concerned. Owing to their 
much smaller masses, electrons are scattered through 
larger angles than are protons, at comparable impact 
velocities. For this reason the differential cross sections 
16 
must be measured as a function of scattering angle if 
total cross sections are to be obtained by electron impact 
spectrometry. As will be shown in the present study, 
protons are scattered through such small angles in the 
present energy range that the doubly-differential cross 
sections are essentially integrated over all angles by the 
apparatus. Therefore, in the case of proton impact, a 
measurement of the energy loss spectra of the forward-
scattered beam yields the energy-differential cvoss 
sections directly. 
Another fundamental difference ~n proton and electron 
impact spectrometry arises from the possibility of forming 
a temporary molecule during the collision in the former 
instance. Such a complex c~n produce a distortion in the 
electron cloud of the target system, thereby altering the 
selection rules for electronic transitions. 
These considerations will be explored further in 
comparisons of the results obtained by the two methods. 
Coincidence Experiments. Coincidence experiments 
have been performed by Afrosimov, et a1. 24 and by Kessel 
25 
and Everhart , among others. Both groups have studied 
primarily the r eaction 
Ar+ + Ar ~· Arm + Ar n + (m + n - l)e. 
In these experiments, large- angle scattering events are 
17 
studied wherein both the primary and recoil particles from 
the same encounter are detected in coincidence. The 
particles are charge-analyzed before detection. From this 
information and a knowledge of the scattering and recoil 
angled, the inelastic energy loss Q associated with a 
mn 
given set (m,n) is determined. The average inelastic 
energy Q over all sets (m,n) is then calculated and plotted 
versus scattering angle. 
In this way information concerning these rare, 
close-in, collisions is obtained. The authors find 
evidence of large characteristic energy losses in such 
collisions. Due to the rarity of these events, their 
contribution to the cross sections is negligible, as is 
. d 24-polnte out . This is an important result for the present 
experiment and will be discussed further in Chapter IV. 
Stopping Power Measurements. The stopping power of a 
substance is defined by 
1 C" 
e: = ., 
n dx 
where ~ is the average energy lost by a projectile passing 
through a region containing ndx atoms/unit area of the 
stopping material. In terms of the energy-loss differential 
. d<rT 
cross sectJ.on, <;l~ . , for a charge-equili_brated beam, 
Stopping power is usually considered to be a bulk 
property of matter, since the quantity ~ involved in the 
18 
definition is obtained experimentally as an average energy 
loss. For this reason measurements of stopping power are 
usually performed under multiple-collision conditions 1n 
order to get better statistics and to maintain charge 
equilibrium in the incident beam. 
Stopping power measurements on gases of interest 1n 
the present study have been performed by Park and 
Z . 2 6 d R ld t 1 2 7 Th . t 1 1mmerman an eyno s, e a • e exper1men a 
literature has been reviewed by Allison and Warshaw28 . 
VI. THE PRESENT METHOD 
In general, the dif ficulties encountered in most of 
the experiments discussed above can be attributed to two 
causes: (1) Detection and analysis is performed on the 
secondary products of the collision proc~ss and (2) the 
measured c r oss sections depend on detector efficiencies . 
Because of the former, events occuring in the beam before 
the collision and among the product particles after the 
collision can introduce uncertainties in the measurements. 
Because of the latter, absolute c ross section measurements 
are difficult to perform and in general do not agree with 
measurements performed with different detection schemes. 
The method u s ed in the present experiment invol ves 
detection and analysis of the primary beam particles only. 
The effects of post-collision events are thus eliminated. 
By measuring the energy distribution of the exit beam 
under high resolution both with and without gas in the 
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target chamber, cross sections differential in the energy lost 
by . the incident proton can be obtained by a method which 
is independent of detection efficiency. 
The method consists in sending an accelerated proton 
beam through a target gas, momentum-analyzing the forward 
scattered beam, then decelerating the selected particles 
to a low well-defined energy for energy analysis and 
detection. The momentum and energy analyses and the final 
beam energy are fixed, while the accelerating voltage is 
swept to obtain an energy loss spectrum. In this way it 
is assured that each particle reaching the detector has 
traversed the path between the target chamber and the 
detector with an energy lying in the same interval as any 
other particle reaching the detector, regardless of the 
incident beam energy. The energy interval here is 
determined only by the instrumental resolution. A curve 
giving this instrumental resolution is obtained 1n the 
same manner as are the spectra, only with no gas in the 
target chamber. The differential cross section is then 
obtained by deconvoluting, or unfolding, the spectrum from 
the resolution curve. 
Since the detection efficiency is the same for either 
the energy loss spectrum or the resolution curve the 
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measured cross sections are absolute. The measured cross 
sections apply only to the detected protons, regardless of 
incident beam composition or of any relaxation that may 
occur in the target system after the collision. 
For purposes of comparison it will be helpful to 
summarize the advantages and disadvantages of the present 
method here. 
The advantages of this method are: 
1. The differential cross sections are absolute. 
Detector efficiency does not enter since the spectra and 
the resolution curves are taken under the same experimental 
conditions and the probability of detection is independent 
of apparatus influence within the limits of resolution. 
2. There is no ambiguity in the identity of the 
detected particles, since the momentum analysis is done 
after the collision takes place. This eliminates some of 
the distur~ing secondary effects in the other methods 
discussed. 
3. The results are not affected by what happens to 
the target atom after the collision. Thus ionization 
cross section measurements are not influenced by 
recombination and excitation cross sections can be 
measured without reference to transition probabilities. 
4. Effects of fluctuations in the beam energy can 
be eliminated by using the same power supply for both the 
acceleration and the deceleration, as is done in this 
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experiment. This, of course, necessitates the application 
of an additional precision offset voltage between the 
accelerator and decelerator high-voltage terminals in 
order to maintain a high degree of constancy in the energy 
at which the beam is finally analyzed. 
5. The particles on which the analysis lS made are 
massive in comparison to the orbital electrons of the 
target atom, which are responsible for the inelastic 
energy loss. Thus there is little angular scattering of 
the primary beam particles and the measured differential 
cross sections are essentially equivalent to the doubly-
differential cross sections, integrated over all angles. 
This is, however, an approximation since there is a finite 
amount of elastic scattering and corresponding energy 
loss. An evaluation of this approximation is made in 
Chapter IV. 
The disadvantages of this method are: 
1. Very high energy resolution (greater than one 
part ln 10 4 ) is required if excitation cross sections are 
to be measured. While the deceleration scheme used here 
provides a resolution of nearly one part in 10 5 (using an 
energy analyzer having a resolution of one part in 10 3), 
any further improvement in resolution by this technique 
alone will involve extensive improvements ln the lon-
optical properties of the instrument, for it has been 
found that deceleration to energies less than about 2% of 
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the initial energy involves excessive loss of beam 
intensity and stability. Also, since the best commercial 
ion sources available have inherent energy spreads of 
about 0.1 eV in the ions they produce, the detected beam 
will have this spread as an absolute minimum unless some 
sort of pre-analysis is performed, with the attendant loss 
of usable beam intensity. 
2. Identification of excited states ln the spectra 
can lead to ambiguities. For example, it is known from 
optical spectroscopy that poor resolution can result in 
apparent shifts in lines. This has been observed also in 
this experiment, where certain unresolved peaks tend to 
shift a partially-resolved peak in energy. Numerical 
deconvolution can aid in separating partially resolved 
peaks, however. 
3. The effects of large-angle scattering must be 
thoroughly analyzed for each different projectile or 
target system studied. This disadvantage is partially 
offset by the fact that the projectiles are heavy 
particles, as was discussed earlier. For target systems 
much heavier than helium the scattering may present a more 
serious problem and may necessitate some form of direct 
angular measurement. 
4. The beam incident upon the target gas is not a 
pure proton beam, although it is such at the time of 
detection. This is due to the fact that the momentum 
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analysis is performed after the collision has taken place. 
The rationale behind the present arrangement has been 
given earlier. One possible effect of impurities in the 
incident beam would be that an impurity projectile could 
leave a target atom ln an excited state, making further 
excitation, or ionization, more or less likely for a 
proton projectile. However, as long as single collision 
conditions prevail, one would expect such a possibility 
to be remote. 
The disadvantages involved in the present method, 
although not completely overcome in this experiment, 
have for the most part been compensated for and in any 
case are different in nature from those encountered in 
most of the traditional methods. Thus independent checks 
on some fundamental cross sections are possible. Moreover, 
the method permits the direct measurement of differential 
cross sections. These yield important information con-
cerning the relative probabilities of individual events. 
The resolution attainable with the apparatus to be 
described in the following chapter permits positive 
identification of some of these events. 
CHAPTER III 
APPARATUS 
A study of discrete energy losses in ion-atom 
collisions in the 100-keV range involves measurement of 
changes in the energy of the ions which are of the order 
of 10-S times their total impact energy. The apparatus 
to be described in this chapter has been designed 
primarily for the purpose of achieving such high energy 
resolution. The apparatus has been described in detail 
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elsewhere , so the emphasis here will be on functional 
and design considerations that have bearing on the 
feasibility of the experiment and the reliability of 
the results. The over-all setup is outlined first, 
followed by descriptions of the components involved in 
production, scattering, and analysis of the ion beam. 
The chapter is concluded with a brief description of the 
measuring instruments and miscellaneous peripheral 
equipment. 
I. EXPERIMENTAL SETUP 
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The complete experimental setup is shown schematically 
in Figure 1. The high voltage, V, is applied directly to 
the decelerator high-voltage terminal. Between the 
decelerator and accelerator terminals is connected a 
precision offset voltage, V0 (2 kV), and a sweep voltage, 

















Ions of charge q are formed in the ion source at some 
most-probable energy E , focused by the einzel lens, and p 
accelerated to an energy Ep + q(V + V0 + bV). The ions 
then enter a drift region where they are steered into the 
target chamber by a set of electrostatic deflection plates. 
With no gas in the target chamber the ions pass 
through and are momentum analyzed by the analyzing magnet. 
They are then decelerated to an energy E + q(V + bV) p 0 
and enter the energy analyzer. With bV set to zero, the 
analyzer voltages are adjusted for a maximum current, as 
detected by an electron multiplier and measured by an 
electrometer. That is, the analyzer is set to detect 
particles of energy E + qV • Owing to the finite p 0 
resolving power of the analyzer and the initial energy 
spread in the ion beam, particles of an energy within a 
small range about this value will also be detected. By 
sweeping bV this energy distribution, or resolution 
function, is measured directly. The function is plotted 
automatically on an X-Y recorder at ground potential. 
If gas is now admitted to the target chamber, those 
ions which suffer elastic collisions which do not cause 
angular deflections about the forward direction greater 
than the acceptance angle of the apparatus will be 
detected as before, while those which lose an energy ~ ; 
and are also scattered within the acceptance angle, will 
be detected when qb V = ~ , or is within the energy 
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resolution thereof. Therefore, by sweeping ~Van energy 
loss spectrum is obtained wherein any particle detected has 
lost an energy given by q~V = ~ to within the limits of 
the resolution. 
Since the observed energy loss spectrum and the 
resolution function are plotted under identical experi-
mental conditions, the presence of target gas being the 
sole distinguishing feature, a definite relationship 
exists between the two plotted functions. This 
relationship contains the differential cross section for 
loss of energy by the 1on beam and will be derived in 
Chapter IV. 
The measured quantities are thus the detected particle 
current and · ~. The charge q is fixed by the magnet 
setting. Since the high voltage is applied to both the 
accelerator and decelerator terminals, small flucturations 
in the high-voltage power supply output which have periods 
which are long compared to the time-of-flight of the 
ions will cancel out. Large catastrophic changes in the 
high voltage are readily detected by the resulting decrease 
1n beam intensity. 
Deceleration is the key to the high resolution 
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obtainable with this arrangement. The resolving power of 
any energy analyzer is E/oE, where E is the energy at which 
the analysis is performed and oE is the smallest change in 
energy that can be detected. Thus by decelerating the 
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beam, arbitrarily small energy changes can be detected in 
principle. In practice, however, difficulties inherent in 
the deceleration of ion beams places a lower limit on the 
final beam energy attainable, and hence the energy change 
that can be detected. 
II. PRODUCTION OF THE ION BEAM 
The ion beam is produced by a linear DC accelerator. 
The accelerator high-voltage terminal is an aluminum box 
supported on glass insulators. A glass tube inside one of 
the support insulators contains a 600 Mn resistor string 
composed of 0.5%-tolerance resistors (Dale DC-5) immersed 
in insulating oil. The resistor string is connected 
between the high-voltage terminal and earth ground. A tap 
600 kn from the ground connection provides a measuring 
point for one one-thousandth of the total accelerating 
voltage. Also inside this support column are located 
nylon rods for control of the various ion source and 
focusing power supplies located inside the high-voltage 
terminal. 
Another insulating support column contains a glass 
tube through which the ion source region is differentially 
pumped. A column of corona r1ngs separated by equal 
resistances inside the tube provides a constant voltage 
gradient down the tube to prevent discharges forming 
across uneven pressure gradients. These gradients form in 
29 
the process of pumplng out the high gas load from the ion 
source. The corona rings did not completely eliminate the 
discharges. A persistent breakdown occured at 130 keV and 
prevented the taking of data above this energy. Camera 
studies of the glow from the breakdown indicated a flaw in 
the design of the corona column, but the design changes 
required were not immediately obvious. 
The ion source is located inside the high-voltage 
terminal at the entrance to the accelerator tube. 
Ion Source. The choice of an ion source is critical 
in the design of a high-resolution energy loss spectrometer. 
If energy changes of the order of those associated with 
elementary atomic collision processes (less than 5 eV) are 
to be observed, then the ion beam must be mono-energetic 
to this order. It is obvious that, regardless of the 
resolving power of the energy analyzer, the detected beam 
will have an energy spread equal to that produced by the 
ion source as an absolute minimum unless some sort of pre-
acceleration velocity analysis is provided, with the 
attendant loss of beam intensity. Any such analysis was 
forfeited in this experiment in favor of beam intensity. 
Hence, the first quality that a suitable ion source must 
have for this experiment is a narrow spread in the 
energies of the ions produced by the source. 
The first ion source tried was an RF type (Ortec 
Model 910). In this type of source the ions are formed by 
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the action of a radio-frequency electromagnetic field and 
are "pushed" out of the source by a positive probe voltage. 
A steady magnetic field suppresses violent oscillations in 
the plasma. The energy spread in such a source arises 
largely from the fact that the probe voltage, which is 
several kilovolts, must be applied longitudinally along 
the length of the plasma column. Hence, ions can be 
formed at any potential up to the value of the probe 
voltage. It was found that the energy spread of this 
source is in excess of 75 eV, which renders it totally 
unacceptable for the experiment. 
Another type of source, the duoplasmatron, was 
investigated and a prototype was constructed. This type 
utilizes electron bombardment for the ionization, the 
resulting plasma being confined by a magnetic field. 
Special shaping of the plasma produces very intense 
beams, wherein lies the chief advantage of the source. 
Initial tests with the source were inconclusive, and it 
was never installed in the accelerator. However, tests 
by others have indicated that its energy spread is 15 eV 
or more, which would have made it of little value to the 
experiment. 
The next ion source tried was an oscillating-electron 
type (Physicon Corp.). In this device, electrons from a 
hot filament describe helical paths in an applied uniform 
magnetic field while oscillating back and forth between 
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ground potentials at either end of a cylindrical discharge 
chamber, to which a positive potential of about 50 V is 
applied. The gas is introduced coaxially with the chamber. 
Ions are formed by electron bombardment and the resulting 
plasma is confined by a magnetic field to a narrow region 
about the chamber axis where the potential drop across the 
plasma is a minimum. Thus the energy spread of the ions 
formed ln the source is low (less than 5 eV). 
The Physicon source was used for most of the initial 
alignment runs and for some preliminary data. However, 
the over-all resolution of the instrument with this source 
installed could not be decreased below about 5 eV. Also, 
a troublesome low-energy tail was present in the energy 
distribution as measured at the energy analyzer. The 
shape of the tail depended strongly on the setting of the 
ion source magnetic field, but could not be eliminated. 
With the 5 eV resolution none of the helium fine structure 
could be resolved. For these reasons the Physicon source 
was not used for the final data. 
The ion source finally used for taking the data was a 
simple electron-bombardment device (Colutron Corp.). A 
diagram of the Colutron ion source is shown in Figure 2. 
Electrons from the filament are accelerated lengitudinally 
along the axis of the chamber toward a disc-anode, to 
which a potential of 100 V with respect to the filament is 
applied. Gas is introduced along the chamber axis and the 
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plasma is formed at the surface of the anode. 
The chief advantage of this arrangement is that the 
anode may be grounded, while operating the filament 
negative with respect to ground. The plasma is thus 
formed at nearly ground potential and the energy spread 
of the ions in the plasma is very small. 
Initial tests with the Calutron ion source indicated 
that the energy spread it introduced was indeed low. The 
over-all resolution obtained was 2 eV at 50 keV primary 
energy, after decelerating to 2 keV. Since this is 
essentially the resolution calculated for the energy 
analyzer itself, (see the section describing the electro-
static analyzer and modifications), it is apparent that 
the source had little effect on the over-all resolution. 
. f 29 The manufacturers cla~m a spread o 0.1 eV. 
While the energy spread from the Calutron source was 
small, the short life of the source presented problems. 
When ordinary commercial H2 gas was used for a source of 
protons, it was found that the power consumption required 
to sustain the plasma was so great that the filament 
usually burned out in the course of a day's operation. 
After trying many combinations it was found that by using 
water vapor for the proton source, mixed with argon gas 
in nearly equal proportions, the life of the filament was 
increased to several weeks. The argon acts as a catalyst 
for the source plasma, thus permitting lower levels of 
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power consumption. The effects of the water vapor as 
opposed to H2 gas are unknown. 
Gas is introduced into the source through a precision 
mechanical leak (Vactronic Model VVSO). A filtered 
regulator is used to reduce contamination of the gas. The 
gas line can be periodically purged through external 
pumping connections to further reduce contamination. The 
gas pressure on both sides of the mechanical.leak is 
monitored in order to detect any external leaks that would 
cause contamination of the gas. 
Extraction and Focusing. The ions are extracted from 
the source by application of a potential of 10 to 30 kV, 
negative with respect to the source, to an electrode 
located 1 em from the source aperture. The extraction 
electrode is shown in Figure 3. The electrode is shaped 
to conform to the so-called Pierce geometry, which provides 
for an intense beam with little angular spread. The 
extractor electrode and a short drift tube form the 
entrance to an einzel lens, which provides primary 
focusing of the ion beam. 
The einzel lens is also shown in Figure 3. This is 
an electrostatic lens consisting of three aluminum tubes, 
each 5.08 em in diameter by 8.89 em in length. The focal 
properties of the tubular einzel lens have been studied 
t . 1 30 ex ens1ve y . The focal length of such a lens depends on 
the dimensions of the tubes, the voltage applied to the 











outer tubes, and the field distribution inside the inner 
tube. Because the latter is difficult to calculate, the 
focusing properties were determined experimentally. The 
two outer electrodes are operated at the same potential as 
the extractor, while the inner electrode is operated at 
about 30% of the outer electrode potential. With this 
arrangement the beam can be focused accurately on the 
entrance aperture of the target chamber. It has been 
found that the focusing is in generalindependent of the 
accelerating voltage. 
Acceleration and Steering. The accelerator tube 
consists of 13 stainless steel electrodes having inside 
diameter 15.2 em and separated by glass insulators. 
Between each pair of electrodes are connected two 60 Mn, 
0.5% tolerance resistors (Dale DC-5), providing a constant 
voltage gradient between the accelerator high-voltage 
terminal and earth ground. The electrodes are concave 
toward the high potential and nested into each other to 
shield the insulators from the beam. This prevents 
charge accumulation on the insulators and subsequent 
field distortion or breakdown. 
The ion-optical properties of this type of accelerator 
tube have been studied by Elkind31 . The tube forms a very 
weak-focusing thick lens. In acceleration its effects can 
easily b e compensate d for by the primary focusing. 
A two-diaphragm condenser at the exit of the 
tube prevents secondary electrons from entering the tube. 
These electrons would travel up the tube toward the high 
positive potential and produce X-rays as they struck the 
front of the ion source. 
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The beam steering system is located in a drift region 
prior to the target chamber. The system is shown 
schematically in Figure 4. With this arrangement trans-
lation and angular deflection in both the vertical and 
horizontal planes is possible. 
III. COLLISION REGION 
The target chamber lS shown ln Figure 5. The 
chamber is made in five sections for versatility and 
efficient removal of excess target gas. The outer sections 
provide vacuum connections to the main system, while the 
two intermediate sections connect to the differential 
pumping system. The differential vacuum lS isolated 
from the system vacuum by two 0.127 em dia. stainless 
steel apertures. The center chamber is isolated from the 
differential vacuum by two 0.0508 em dia. apertures, 
which also serve to define the beam entering and leaving 
the scattering region. With the differential pumping 
arrangement, a pressure of up to 1 Torr can be maintained 
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The scattering occurs for the most part in the center 
section. This is cylindrical inside and 6.32 em long. The 
chamber can be aligned co-axial with the beam under oper-
ating conditions. 
The pressure in the target chamber and the two 
differential-vacuum sections is monitored with Bayard-Alpert 
ionization gauges. The pressure in the target chamber 
relative to the system pressure is measured by a capacitance-
bridge manometer (M.K.S. Instruments Model 490, Baratron), 
which forms an integral part of the target gas control 
system. 
The target gas control system is shown schematically 
in Figure 6. Target gas is introduced into the chamber by 
means of a servo-controlled pressure valve (Granville-
Phillips Series 213). The control signal for this valve 
is provided by the manometer described above. Amplification 
and feedback control is provided by a Granville-Phillips 
(213) Automatic Pressure Regulator. The complete system 
is capable of providing pressures in the target chamber of 
-4 . 10 Torr to atmospherlc, with a constancy of better than 
0.1%. The control has not been this good in practice, 
especially at very low pressures. The stability of the 
system depends on the type of gas used and the impedance 
in the gas lines. For the case of helium, fluctuations of 
about 1% at null were normal. 
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FI GURE 6 
TARGET GAS CONTROL SYSTEM 
The pressure measurement is calibrated against a 
mercury McLeod gauge (CVC Type GM-lOOA). Connections to 
the McLeod gauge permit complete pump-out and flame-out 
before connection to the system. 
IV. ANALYSIS OF THE ION BEAM 
Beams of charged particles having different momenta 
and energies are usually analyzed by separating the 
particles into groups whose momenta and energies fall 
within well-defined intervals, then counting the number 
of particles in each interval. This is essentially what 
is done in this experiment. 
Momentum Analysis. The beam is momentum-analyzed by 
an electromagnet (Alpha Scientific Model 8005). The 
magnet has a mass-energy product of 48 amu-MeV at the 
30-degree exit port, which is the one used in this 
experiment. The mass-energy product is a figure of merit 






where B is the field strength, R is the radius of curvature, 
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and q is the charge on the particle. This figure gives the 
maxlmum mass that can be deflected at a given energy or, 
alternatively, the maximum charge that can be deflected for 
a given field strength. 
The magnet has a focal length of 170 em in the hori-
zontal plane. There is no focusing in the vertical plane. 
Deceleration. After undergoing momentum analysis, 
the beam is steered into the decelerator tube by a second 
set of electrostatic deflection plates. These are similar 
to the primary deflection plates, except there is no 
provision for translation. If need be, the beam can be 
translated by changing the angular deflection with the 
magnet, then deflecting the beam back through the same 
angle with the secondary deflection plates. This provides 
the on-axis alignment necessary for stability during the 
deceleration. 
The decelerator tube is identical in design to the 
accelerator tube. As was mentioned earlier, the tube is 
designed as a very weak-focusing lens. This was done to 
avoid as much as possible the adverse focal effects which 
arise in decelerating the beam. The ion-optics of the 
tube are the limiting factors in determining the maximum 
deceleration that can be applied to the beam, and hence 
set an upper limit on the resolving power that can be 
attained with this technique. 
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Calculation of the particle trajectories in a tube of 
this type requires the numerical solution of a set of 
second-order differential equations 31 The calculations 
are only approximate in the presence of space charge and 
end effects. A more suitable approach for descriptive 
purposes is afforded by optical analogy. The tube is 
analogous to a thick optical lens. Moreover, since the 
potentials at either end of the tube are unequal, it is 
an immersion lens, analogous to the optical case of a 
lens surrounded by media of unequal indices of refraction. 
As in the optical case, where the focal lengths depend on 
the ratio of the refractive indices, we can expect the 
focal length of the decelerator tube to depend primarily 
on the ratio of the potentials at either end. In fact, 
it has been observed that focusing becomes stronger as 
the ratio of the initial to the final rest potentials of 
the particles increases. In the extreme case, over-
focusing and subsequent loss of intensity and beam 
stability occurs. Ratios of about 25:1 have been common 
in the past. In this experiment, a ratio of about 50:"1 
has been achieved, although a ratio somewhat lower is 
ordinarily used because of the greater stability. 
Energy Analysis. The choice of an energy analyzer is 
perhaps even more critical for this type of experiment than 
is the choice of an ion source. For out of the narrow band 
of particle energies produced by the source, the analyzer 
must select a band of comparable width if it is not to 
degrade the over-all resolution of the instrument. 
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In general, two methods of energy analysis are 
available; magnetic and electric. Magnetic analysis was 
eliminated because of the space and power limitations set 
by the necessity of performing the energy analysis at high 
voltage. 
Of the analyzers utilizing electric fields, the two 
most common are the plane-parallel plate and the 
cylindrical. In the former the particles follow parabolic 
trajectories under the action of a uniform electric field. 
Usually, the particles enter and exit at 45° with respect 
to the field lines. Fringing effects limit the resolution 
of this type to about one part in 10 2 Since the beam is 
usually analyzed at an energy of 2 keV in the present 
experiment, such a resolution would result in a detected 
beam profile having a minimum width of 20 eV. Thus the 
plane-parallel plate type of analyzer was considered 
inadequate for our purposes. 
The cylindrical electrostatic analyzer was first 
studied by Hughes and Rojansky 32 . They solved the 
equations of motion for a charged particle in a cylindrical 
electric field and found that all particles are brought to 
a focus in such a field after deflection through an angle 
of 127.27 degrees, regardless of their energy. They also 
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found that the energy resolution of the analyzer is 
greatest for this angle of deflection. 
Herzog was the first to investigate the ion-optical 
33 properties of the general cylindrical analyzer . He has 
derived first-order equations for the focal lengths and the 
energy dispersion, as well as certain second-order 
corrections for off-axis rays and end effects. A schematic 
diagram of the general cylindrical analyzer is shown in 
Figure 7. 
Herzog's first-order theory gives the lens equ~tion: 
(1'- g)(l"- g) (3) 
and the dispersion relation: 
b" = a oE(l + f ) E 1' - g (4) 
where g = ~~ cot(/2~) , (distance from exit 
and entrance planes to 
focal point) , 
and f = ~~ csc(/2~) , (focal length). 
The other quantities in these equations are as shown 1n 
Figure 7. 
We now calculate the constant of the analyzer, (the 
ratio of the energy passed to the voltage applied to the 
plates ), and the energy res o l uti on. The former is readily 
found from the Newtonian treatment. Neglecting end effects, 
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where V' is the potential difference across the plates and 
d is their separation, which is assumed small with respect 
to their mean radius of curvature, a. (In the analyzer 
used in this experiment d/a ~ 0.05.) For a particle to 






= q d 
With the particle energy,E, being glven by 
2 E = ~ mv = q V , 
where V is the rest potential of a particle with charge q, 
the force equation becomes 
a 
v = 2d v' . 
Hence the analyzer constant k, defined by V = kV', is 
k = a/2d . (S) 
Effects of fringing fields usually increase the value 
of k, and for relativistic velocities, a small mass 
dependence appears. 
The resolution for the case of al27° analyzer is 
found from equation (4) by letting~ approach 127.27° = 
49 
1T 
72 rad. We first note that f and g both approach infinity 
1n this limit. Taking the limit of equation (4) as f and 
g approach infinity, while keeping 1 1 , the object distance, 
fixed, we get 
~ aE 
E 
b' + b" 
= a ' 
where we note that cotx is negative and cscx is positive 
as x approaches TI. Taking b 1 and b" to be half the 
entrance and exit slit widths, respectively, we have for 
the resolving power of al27° analyzer, 
The analyzer used in this experiment is shown in 
(6) 
Figure 8. With a = 25.4 em and d = 1.35 em, the calculated 
value of the analyzer constant is, from equation (5), 
k = 9.43 . 
The observed value is lower than this by about 10%. 
While some of this discrepancy can be attributed to end 
effects, the bulk of it arises from the fact that the 
slits are set at a potential higher than the rest 
potential of a particle that would just negotiate the 
analyzer. This was done f or convenience so that one plate 
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Entrance Slit (1/5 SCALE) 
FIGURE 8 
127° ANALYZER USED IN THE PRESENT EXPERIMENT 
of the analyzer could be operated at the decelerator 
terminal ground potential. Since the slits lie midway 
between the plates, and since it is necessary that they 
coincide with an equipotential line, they were set at a 
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potential approximately half that across the plates. Thus 
the particles are accelerated by a potential V'/2 as they 
enter the entrance slit, making the expected observed 
constant (V/V') equal to k- 0.5, or in our case 
ktrue = 8.93 • 
The slits in the present analyzer are each 0.012 em 
wide. From equation (6) the calculated resolving power is 
E 
oE = 1ooo • 
The observed resolving power is somewhat lower than 
this although it is difficult to separate the effects of 
the energy spread introduced by the ion source from that of 
the analyzer. 
While theoretically, the magnitude of the resolving 
power is governed by the slit widths, the shape of the 
energy prof ile passed by the analyzer is a factor in 
determining the maximum resolving power that can be 
achieved in practice. For example, it is important that 
the profile be symmetric and of an approximately Gaussian 
f orm. It can be showri mat hematically t hat a Gaussian 
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curve possesses the smallest full-width-at-half-maximum 
(FWHM) possible for a given area under the curve. This 
would be the optimum situation for an energy analyzer since 
it would mean that both the detected beam intensity and the 
resolving power would be maximized. 
In this connection, it was found that the longitudinal 
positions of the slits had a pronounced effect on the shape 
of the energy profile. In an earlier configuration the 
slits were placed about one em from the entrance and exit 
planes. To locate the image in this case, we expand 
equation (3): 
1 '1" - 1 'g - 1' 'g + g 2 = 
and substitute for g and f from their definitions. Thus 
12¢ 1' + 1" tan = 
1'1" a 
- 2 
Letting ¢ approach 1T get 72 we 
1' = -1" . 
That is, the image distance, measured from the exit 
plane along the principal ray, is the negative of the 
object distance. (Note that this is consistent with the 
optical analog of a lens with infinite. focal length.) 
Hence, in this configuration, the image was located 1 em 
inside the analyzer, in front of the exit plane. The beam 
was therefore not focused on the exit slit. Upon 
sweeping the incident energy, one would expect to observe 
a profile having a trapeziodal shape or, in the present 
case of equal slit widths, a triangular shape. The 
triangular shape was in fact observed and the resolving 
power was only about half the theoretical value. The 
normal Gaussian profile was obtained after the slits were 
placed in the focal planes as shown in Figure 8. The 
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observed resolving power was increased by this modification 
to within a few percent of the calculated value of 1000. 
Detection and Measurement. Following energy analysis, 
the beam is collected in a 15-stage particle multiplier 
having a galn of about 10 5 . The current output of the 
multiplier is measured by an electrometer (Keithley 
Model 600A). The electrometer has an accuracy of 3% with 
-4 
a background of less than 5 x 10 ampere. The voltage 
output of the electrometer, along the sweep voltage ~V, is 
fed to the data acquisition for transmission to earth-
ground potential. 
Data Acquisition. The data acquisition system is 
shown in Figure 9. Voltages proportional to the detected 
current and the beam energy are applied to differential 
amplifiers located in the decelerator high-voltage terminal. 
The amplifiers control a pair of servo motors. The shafts 
of the motors are connected by nylon rods to potentiometers 
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DATA ACQUISITION SYSTEM 
located at earth-ground potential. These potentiometers 
supply voltages, again proportional to beam current and 
energy, to two digital voltmeters (Hewlett-Packard 
Model 3443A). The voltmeters have input impedances of 
10 MQ each and an accuracy of 0.1%. The outputs of the 
voltmeters are connected to a digital-to-tape converter, 
to be recorded on tape for computer use. 
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The potentiometer voltages are also recorded directly 
on an X-Y recorder (Houston Omnigraphic Model 6450). The 
beam energy is recorded as abcissa, the detected current as 
ordinate. The sweep voltage, 6V, is generated by a 360-V 
power supply, controlled by a motor-driven potentiometer. 
The sweep voltage is applied through the offset power 
supply to the accelerator high-voltage terminal and the 
X-axis servo amplifier, as discussed above. 
The data acquisition system has proven satisfactory 
for present purposes. However, it was found that the tape 
punch could not be operated without introducing excessive 
noise in the recorded spectra. Consequently it was 
necessary to read the data manually from the recorded 
graphs for insertion into the computer. Stability of this 
rather complex system was also a problem. A certain amount 
of deadband was always present and could not be eliminated 
by adjustment of the various servo gain controls. The 
deadband amounted to about 0.5% of the full-scale of the 
recorder. It is believed due to backlash in certain gears, 
as well as inherent deadband in the servo amplifiers. 
Because of this, spectra were always taken with the 
sweep in the same direction so that allowance could be 
made for the deadband. 
V. POWER, INSTRUMENTATION, AND CONTROL 
56 
High voltage to the accelerator and decelerator is 
provided by a Kilovolt Corp. Model KVR 250-2 DC power 
supply. The supply has a continuously variable (0-250 kV) 
output. Load regulation is 0.03%, line regulation 0.02%, 
and ripple 0.02% rms. Voltage drift is normally less than 
0.1% per hour. 
Extraction and focus voltages are supplied by 35-kV 
DC power supplies controlled by selsyns from the main 
control console. 
Voltages for the analyzer plates, particle multiplier, 
and offset are provided by Fluke power supplies; Models 
408B, 405B, and 410B, respectively. All have line and load 
regulation of 0.001% or better and are resetable to within 
0.05%. 
Other supplies, such as power the ion source, 
deflection plates, and data acquisition potentiometers, are 
either laboratory-built or are standard designs modified to 
meet requirements. 
AC power is supplied to the high-voltage terminals 
through a 250-kV isolation transformer. Input and outputs 
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are fully regulated. 
The accelerating potential is measured by a Keithley 
Model 660 guarded DC differential voltmeter. This volt-
meter has an infinite input impedance at null and an 
accuracy of 0.02%. 
All other voltages and currents which are critical for 
stability of the beam or for safety of the equipment are 
monitored by appropriate meters. Those meters which of 
necessity are at high potential are located behind plexi-
glass windows, in view from the control stations. 
There are three such control stations. Accelerating 
voltage, ion source parameters, and prime focus are 
controlled from the main console, located adjacent to the 
accelerator. The beam is steered from a moving unit, 
which may be rolled to any location convenient for 
monitoring the beam current. Monitoring is done at 
Faraday cups located before and after the target chamber, 
at the entrance to the decelerator, and the entrance to 
the energy analyzer. A third control station, located 
adjacent to the decelerator, provides for control of the 
data acquisition system, the offset and sweep voltages, 
and the analyzer plate voltages. 
Initial acquisition and control of the beam has 
proven tedious, but not unexpectedly difficult in view of 
the many parameters involved. Stabilization of all 
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parameters usually required several hours, after which 
control of the beam and taking of data was relatively 
simple. 
VI. VACUUM SYSTEM 
A schematic of the vacuum system is shown in 
Figure 10. In order that appreciable energy loss or beam 
scattering does not occur over the large distances 
traversed by the beam, it is necessary that the system 
-6 pressure be of the order of 10 Torr or lower. 
Accordingly, gas loads introduced during the experiment 
must be quickly discharged _by differential pumping means. 
The system base pressure is maintained by an · 
1800 1/sec. Freon-trapped 8-inch diffusion pump (Dresser-
Barnes DPD-1800), located at the entrance to the acceler-
ator tube, and a 1500 1/sec. Freon-trapped 6-inch diffusion 
pump CCVC PMC-6B), located at the entrance to the 
decelerator tube. The lon source is differentially pumped 
by a 700 1/sec. ~-inch diffusion pump (CVC PMC-4). The 
target chamber is differentially pumped by a 1500 1/sec. 
6-inch diffusion pump (CVC PMC-6B). Ambient baffles are 
employed above all the diffusion Rumps to reduce 
backstreaming of the pump f~uid. Polyphenol ethe~ fluid 
is used in the pumps because of its low backstreaming 
properties and resistance to decomposition by ion 
bombardment. 
* AMBIENT BAFFLE 
t FREON BAFFLE 
:0 THERMOCOUPLE GAUGE 












The diffusion pumps are backed by three forepumps; 
Welch 1397B, Cenco PM-45 and Precision 300. Foreline 
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pressures are monitored by thermocouple gauges, connected 
into thermal- and pressure-safety circuits for protection 
of the diffusion pumps in case of a loss of cooling or 
foreline vacuum. 
System pressures are monitored at the points shown 
1n Figure 10 by Bayard-Alpert ionization gauges. System 
pressure was normally 2 x 10-7 Torr, with a rise to about 
10-6 Torr noted during operation in the differential 
pumping region of the ion source. With the target gas 
. -3 pressures normally used (l-4xl0 Torr), no rise could 
be detected in the pressure of the target chamber 
differential pumping regio~. Pressure in the target 
. " .. ' 
- - ·~s 
chamber itself was normally 10 Torr when the target gas 
control system was nulled to zero pressure. The residual 
gases respon~ible for these pressures produced observable 
background structure in the spectra. Since the background 
was present to the same degree in the resolution curves, 




INTERPRETATION OF OBSERVED QUANTITIES 
Basic equations relating the observed energy loss 
spectra to the fundamental cross sections are derived in 
this chapter. Experimental and theoretical evidence 
substantiating the use of certain simplifying assumptions 
in the derivations is presented, followed by discussions 
of general experimental considerations. 
I. RELATIONSHIP OF THE OBSERVED ENERGY LOSS SPECTRA 
TO THE DIFFERENTIAL CROSS SECTION 
In what follows, the energy ~' with or without primes, 
is understood to be measured from the most probable energy 
of the beam particles, E • Positive ~will denote an 
0 
energy loss. 
Two functions are plotted as raw data in this 
experiment: 
~= (The resolution curve), proportional to the 
current reaching the detector with no gas in the target 
chamber; and 
R: (The energy loss spect rum), proportional to t he 
current reaching the detector with n atoms/em 3 of in gas 
the target chamber. 
For the moment we will assume the two functions are 
f un c t ions of energ y l os s ( ~ ) onl y, a l t hough t h is will h a ve 
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to be shown experimentally later. 
Since no experimental parameters are changed between 
the times the two functions are plotted, the constants of 
proportionality may be taken equal. This constant, c, 
includes detector efficiency, servo system calibration, 
and recorder. gains~ 
The problem is to determine the differential cross 
section for loss of energy by the incident beam from a 
knowledge of the functions R and ~. 
Derivation of the Integral Equation for the Experimental 
Differential Cross Section4 
that 
Let the incident current distribution be f (~),so 
0 
I f (~)d~ = I = total incident current. 0 0 
We define an "apparatus function", ACe,~), such that 
A(6,~)dnd~ is a measure of the probability that a particle 
emerging from the target chamber within a solid angle dn, 
between e and e + de with respect to its initial direction, 
and having lost an energy between ~ and ~ + d~, will be 
detected. The apparatus function includes effects from the 
target chamb~r ap~rtures , the mag~et, . t he secondary 
deflection plates, the decelerati~g tube, and the energy 
analyzer. The last is the major factor in determining the 
form of t he function, however, d u e to the n a rrow range 
of angles and energies accepted by the analyzer in 
comparison to the other components involved. 
It will be noticed that no angular dependence is 
included in the definition of the incident current 
distribution, f (~). This means that the angles defined 
0 
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in the apparatus function, ACe,~) are measured relative to 
the incident particle directions. This is a mathematical 
convenience and causes no problem as long as all other 
angles involved are measured in the same manner. 
With no gas in the target chamber, all parameters are 
set to detect particles having lost an energy ~. Due to 
the dispersive effects of the apparatus and the distribution 
of energies in the incident beam, particles with energies 
in a finite range about ~ will also be detected with 
probabilities given by AC8,~). Thus the probability of a 
particle being detected with an energy loss between ~ = ~~ 
and~=~'+ d~' is /g,A(8,~~~')f0 (F;,')dnd~'. The total 
current detected with an energy loss ~ is then 
I(~) = JJA<e,~-~')f C~')dnd~' 
. - .. . 0 
The function ~ is provortional to the detected current, 
so that 
<P(~) = c!/A(8,~-F;.')f (~')dQ.dF;.'. 
0 
(7) 
The energy integral here is the standard convolution, 
or folded, integral which arises whenever a source 
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distribution is acted upon by an influence function to 
produce a different distribution. 
Now by definition, the differential cross section for 
scattering into the solid angle between e and e +de, and 




where di is the current scattered into the elements dn 
sc 
(8) 
and d~, I 0 lS the total incident current, n is the number 
density of scatterers, dx is the effective path-length 
d 2cr • 
over which scattering can occur, and dQd~ lS the doubly-
differential cross section, per unit solid angle and 
energy loss. 
With gas in the target chamber, the current scattered 
within a given solid angle at the angle e and within a 
given interval at the . energy loss~ is, from equation (8), 
The current accepted by the apparatus is 
and hence the detected current is 
. 2 
R ( ~) = cndxf J J J A ( 8-e 1 , ~- ~ ' ) ~n~~ ( 8 1 , ~ ' - ~") f 0 ( ~" ) dOdQ' d~ 'd~ '! ( 9 ) 
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The integrations over angles here are from 0 to n in 
both cases. The apparatus will accept only those particles 
scattered within a small range about the forward direction, 
however. Therefore, in the integration over n•, the only 
contribution to R comes from a small range of angles about 
the angle 8' = e, over which the apparatus function, A, is 
non-zero. Letting ~Q be the solid angle which includes 
these angles, we define an experimental differential cross 
• dcr b 
sectlon d~ , y 
The experimental cross section is just the doubly-
differential cross section integrated over the acceptance 
angles of the apparatus. With this definition, R(E) 
becomes 
Letting ~"' = ~· - ~" in this expression, the integral 
over ~"becomes <P(~-~"'), from equation (7). Hence, 
relabelling the variables of integration, we have 
(11) 
This is the desired experimental relation. It is a 
Fredholm integral equation of the first kind for the 
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dcr 
unknown function d~ . The equation can be solved 
analytically in special cases. There are also many well-
known numerical methods of solution34 , 35 . The methods used 
in this experiment for solving equation (11) will be . 
outlined in a later section. 
In any case a solution for the experimental differ-
ential cross section is obtained. It may be considered as 
the cross section for energy loss into the range d~ of the 
observed energy loss spectrum R(~). In order to identify 
this solution with the differential cross section defined 
dcr dcr in equation (8), we must show that~= d~ or that 
(12) 
d 2cr That is, we must show that dnd~ is essentially zero 
for angles which lie outside the acceptance angle of the 
apparatus. 
Identification of the Experimental Cross Section with the 
Absolute Cross Section. 
For the purpose of this section it 1s assumed that 
equation (11) has been solved exactly. The solution is 
then equivalent to the absolute cross section (equation (8)) 
to the extent that (12) holds. Two independent approaches 
will be taken to establish this equivalence. In the first 
it will be shown that essentially all of the scattered beam 
c a n be accounted f or f rom measura ble quantit ies. In the 
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second the approximate form of the apparatus function will 
be determined from the beam geometry and compared with 
theoretical and experimental estimates of the angular 
dependence of the differential cross section. 
Experimental Evaluation of Angular Scattering. Here 
we account for all of the beam both with and without gas 
ln the target chamber. No assumptions are made as to the 
angular extent of the cross section or the apparatus 
function. All possibilities are included in the definitions 
of the following fractions: 
F = fraction of incident current detected with no 
0 
gas present. 
Fd = fraction of incident current detected with gas 
present. 
F = fraction of incident current scattered out of 
s 
detector by the target gas. 
Fe = fraction of incident current lost through charge-
changing collisions and which would otherwise be 
detected. 
F. = fraction of incident current detected with gas 
l 
present, but which was not detected in absence of 
gas (particles deflected into the detector by 
collisions with target atoms and which, because 
of the geometry, would not have been detected 
otherwise). 
68 
Ft = fraction of incident current detected both with 
and without gas present (particles scattered 
within the instrumental acceptance angle). 
With these definitions, we have 
(13) 
For conservation of the total number of particles we 
must also have 
(li.J.) 
Eliminating Ft between (13) and (li.J.) we get 
(15) 
Now if it can be shown experimentally that the quantity 
F0 - Fd- Fe is small compared to any of its terms, then 
we can set F. N F ln (15), and (13) becomes 
l s 
(16) 
Equation (16) expresses the fact that, under the 
experimental conditions specified, the detected fraction of 
the incident current is approximately equal to the 
scattered fraction plus the transmitted fraction. This is 
all that is required to identify the observed experimental 
cross section, (the solution to equation (11)), with the 
doubly-differential cross section, integrated over all 
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angles. (See equation (12).) 
The condition 
(17) 
can be written explicitly in terms of known quantities. 
From the definitions, we have 
and F = ndx F cr 
c 0 c ' 
where ·a is the total cross section for charge transfer. 
c 
or 
Thus (17) becomes 
All quantities except a are measurable with the 
c 
(18) 
present apparatus. The charge-t~ansfer cross sections may 
be obtained from theory or other experiments. 
Experimental results as regard equation (18) are shown 
~n Table I. The functions R and ~ were integrated 
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TABLE I. RESULTS OF EXPERIMENTAL TEST OF EQUATION (18). 
Equation (18): ndx :::: 1 
E (keV) JR(~)d~* Jq>(~)d~ o x10 17 2** JR(~)d~ + o ndx em Jq>~~~d~ 0 c c 
25 6.55 8.26 19.2 0.914 
37.5 6.57 7.16 15.0 1.00 
50 6.45 6.36 10.8 0.945 
62.5 7.08 7.34 8.1 1.0 
75 9.23 9.36 5.8 1.1 
87.5 6.42 6.59 3 . 7 0.99 
100 5.87 5.95 3.3 1.2 
112.5 6.20 6.39 2.7 0.98 
125 7.27 7.70 2.0 0.96 
mean: 0.971 
* All data were taken at a target gas pressure of 3 
14 .:..2 
microns (ndx = 6.09 x 10 em ). Rand 4> in 
arbitrary units. 
** Taken from data of De Heer (Ref. 12). 
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numerically by Simpson's method. The charge-transfer cross 
sections were obtained from the data of De Heer, et a1. 12 
(1966). These agree to within 10% of the earlier data of 
Stier and Barnett 36 , Steddeford and Hasted37 , and 
Af . 38 . 1 . f ros1mov , and the theoret1cal calcu at1ons o 
Mapleton 39 . The results in Table I should be considered 
uncertain by about~ 5%, since this figure corresponds to 
about one standard deviation in the reproducibility of the 
data. The only possibility for systematic error is 1n the 
determination of n, assuming the stated accuracy of the 
charge-transfer cross sections. The pressure measurement 
used to determine n was made with the MKS Baratron, which 
was calibrated against a McLeod gauge and so can be 
considered accurate to about 2%. (This is discussed 1n 
Chapter V.) No significant trend with energy can be seen 
from the results in Table I, although impact energies below 
25 keV were not used in the experiment. 
The results in Table I are considered to be direct 
experimental evidence that all but a negligible fraction 
of the scattered intensity detected in the absence of 
target gas is also detected upon introduction of target 
gas. As a further check on these results and the methods 
by which they were obtained, we will now calculate the 
instrumental acceptance angles and compare them with 
estimates of the scattering from other sources. 
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Angular Extent of the Apparatus Function from the Beam 
Geometry. The beam geometry in the horizontal plane is 
shown in Figure 11. Approximate marginal rays are drawn in 
the vertical and horizontal planes. In each case we deter-
mine 8 , the maximum polar angle, in the laboratory 
max 
system, through which a particle may be scattered and still 
enter the detector. 
In the horizontal plane, we have from Figure 11, 
(considering both the entrance and exit apertures of the 
target chamber) 
« ~ 0.051 + 0.051 = 1 .60 x 10-2 rad. 
6.35 
This is the maximum angle of divergence of the beam 
at the entrance to the magnet. If p and q are the object 
and image distances respectively, measured from the 
principal plane of the magnet (point 0), then the angle 
of convergence, « 1 , of the exit beam is 
a::f = E. a: 
q 
Using the values of p and q shown in the figure, we 
have . 
-2 ex:' - 1.10 x 10 rad. , 
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w 
upon entrance to the decelerator tube. In the absence of 
focusing by the decelerator tube, all of this beam would 
be accepted by the analyzer, since the analyzer exit slit 
subtends a larger angle of 1.27 x 10- 2 rad. at the magnet 
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focus. In this case then we have for e in the horizontal 
max 
plane 
( 9max) H = 0< = 1. 6 x 10- 2 rad. 
A study was made of the focusing effects of the 
decelerator tube to determine if any change would result 
in the value of (8 )H. In this study the beam was 
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deflected by the secondary horizontal deflection plates, 
located only a few inches from the magnet focus (see 
Figure 11). Angular calibration of the deflection voltage 
was accomplished by measuring the current collected in a 
Faraday cup located at the entrance to the decelerator tube. 
Using the known dimensions of the cup, an angle-to-voltage 
ratio could be obtained in a field-free region, where no 
focal effects disturbed the measurement. This ratio was 
then used to determine the limiting angle through which the 
beam could be deflected and still be detected after 
traversing the decelerator tube. Runs were made at several 
primary energies using a final energy of 2 keV in all cases. 
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The following results were obtained: (averages over three 
runs) 
Calibration: = 
2.93 x 10- 3 rad./volt. 
Eo 
Primary Energy, E (keV) c e )H (radians) 0 max 
50 1.64 X 10-2 
75 1. 22 X 10-2 
100 1.50 X 10-2 
-2 An average acceptance angle of 1.5 x 10 rad. was · 
obtained by this method. This is slightly larger than the 
value of 1.27 x 10-2 rad. obtained from the geometry, the 
difference being attributed to focusing and finite beam 
dimensions. In any case the acceptance angle of the 
decelerator is larger than~', the entrance angle-of-
divergence of the beam. It was therefore concluded that 
focusing by the decelerator tube has little effect on the 
over-all acceptance angle in the horizontal plane. 
The beam geometry in the vertical plane is shown in 
Figure 12. In the vertical plane there is no focusing by 
the magnet, although there is focusing by both the 
decelerator tube and the analyzer. Since the analyzer 
entrance and exit slits are of equal width, and because 
of the nearly complete focusing of the 127° analyzer design, 
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defining the vertical acceptance angle. If we assume 
straight-line trajectories, thus neglecting focusing by 
the decelerator tube, we can combine the analyzer entrance 
slit with the target chamber entrance aperture and obtain 
for e in the vertical plane: 
max 
0.0127 + 0.051 4 
295 = 2.16 x 10- rad. 
However, we shall see in what follows that, due to our 
assumption of straight-line trajectories in the decelerator 
tube, the above value considerably underestimates the 
vertical acceptance angle. 
A study similar to that done for the horizontal angles 
was done for the vertical case to determine the effects of 
focusing by the decelerator tube. The secondary vertical 
deflection voltage was calibrated as before and the beam 
was deflected vertically to determine the maximum 
deflection angles at which the beam could be detected by 
the analyzer. The results are shown below: (averages of 
three runs) 
Calibration: (8 ) - j v 
max V max 
2 84 lo- 3 
= · x rad./volt. 
.E 
. __ Q 
Primary Energy, E (keV) <emax)V (radians) 0 
50 2.0 X 10- 3 
75 3.6 X lo- 3 
100 5.7 X 10-3 
78 
In the vertical plane the analyzer entrance slit is 
only 0.0127 em ~ide. Hence the angles listed above give 
the angular dimensions of the beam itself as subtended at 
the vertical deflection plates. By averaging the angular 
dimensions and multiplying by the distance from the 
deflection plates to the analyzer (see Figure 12), we get 
an estimate of the vertical dimension.of the beam at the 
analyzer entrance slit. The value obtained is 0.521 em. 
The fluctuations in the data above indicate the importance 
of the changing strength of the l e ns formed by the 
decelerator tube for changing acceleration/deceleration 
ratios. 
Now we first note that if the beam size at the 
analyzer were determined solely by the acceptance angle of 
-2 the target chamber (1.6 x 10 rad.), then from the known 
distance to the chamber (see Figure 12), we would obtain a 
vertical dimension of 2.92 em for the beam at the analyzer. 
This is 5 times the observed value of 0.521 em, which 
merely means that the beam passing through the evacuated 
target chamber is essentially a parallel beam which 
diverges due to the usual space-charge repulsion on the 
way to the analyzer. Since the target chamber acceptance 
angles are much larger than would be indicated by the size 
of the beam at the analyzer, we can conclude that any 
scattering introduced by the target gas should cause an 
increase in the observed beam size. To investigate this 
possibility, gas was let into the target chamber in 
varying quantities and the beam dimension in the 
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vertical plane was remeasured. The results of this study 
for the case of protons on helium are as follows: 
Calibration: cemax)V I vmax = 5.69 X 10-S rad./volt. 
Primary Energy, E , of 50 keV in all cases. 
0 
Target Pressure(f) 8max (rad.) Resulting Beam Size 
0 2.04 X 10-3 0.214 
1 2.10 0.219 
3 2.21 0.231 
5 2.10 0.219 
10 1.99 0.208 
100 2 . 10 0.219 
(em) 
The above data are but a few samples of data taken for 
many intermediate pressures. At least three measurements 
were made at each pressure, the values listed being 
averages. At a given pressure, fluctuations of about 5% 
were normal. 
It is appar ent from these results that the 
introduction of a hel i um t arge t gas does not produce any 
systematic detectable increase in the observed size of the 
beam at the entrance to the analyzer. This negati ve resul t 
can be explained by any of three hypothes es: (1) There is 
no detectable scattering o f protons by helium a t target 
pressures of up to 100 microns, at 50 k eV primary energy; 
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(2) the scattered beam is defined by the target chamber 
acceptance angles and is then brought to a focus at or near 
the analyzer entrance slit by the decelerator optics; or 
(3) the scattered beam is defined by some part of the 
apparatus other than the target chamber apertures. Some 
contributions from all three possibilities is likely. The 
last is, however, quite remote since the only apertures 
between the target chamber and the analyzer are those of 
the magnet (see Figure 12). The magnet apertures are 3.17 
em in diameter and hence could not account for the small 
beam size observed. No attempt was made to differentiate 
experimentally between the other two possibilities listed 
since they lead to essentially the same conclusion. 
If there is no appreciable scattering of the beam, 
then no further analysis is required since it is the 
purpose of these sections to show just this fact. If 
focusing accounts for the observed beam size, then we 
conclude that the over-all acceptance angle in the vertical 
plane is much larger than that obtained on an assumption 
of no focusing, due to the compression of the scattering 
angles. 
An exact calculation of the increase in the acceptance 
angles due to focusing is impractical for the optics 
inherent in the decelerator tube. However, a reasonable 
estimate is given by the ratio of the beam s~ze expected 
from the target chamber apertures alone to that actually 
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observed in the electrostatic deflection experiments 
described above. This ratio is about 5, which, when 
multiplied by the acceptance angle obtained from straight-
line trajectories, yields an over-all acceptance angle in 
the vertical plane of 
- -3 ce ) 10 rad. 
max V 
Since this is the smaller of the acceptance angles 
obtained for the two planes, we will use this value in the 
comparisons with theory and experiment in the next two 
sections. 
Theoretical Estimates of the Angular Scattering. In 
attempting to calculate the angular dependence of the cross 
sections, we are immediately confronted with the lack of any 
theory which is valid at the present energies and for the 
small angles involved, and which can give the cross sections 
differential in both angle and energy that would be required 
for a complete analysis of the problem. In the absence of 
such a complete theory we must make some approximations. 
The first and most obvious assumption is that the 
cross secti on is separable in energy and angle; i.e., that 
the deflection in the center of mass system is ' unaffected 
by inelastic effects. This is a good approximation, 
especia l l y for sma ll angles, s ince t he atomic e lectrons of 
the target system can absorb considerable energy, but very 
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little momentum, due to their small mass compared to that 
of the projectile. In certain cases a strong dependence 
of inelastic effects on scattering angle has been observed; 
for example, in the Ar+ + Ar studies of Afrosimov24 and 
25 Kessel and Everhart . Here large energy losses at large 
scattering angles have been variously attributed to Auger 
transitions from inner shells or to many-body effects. 
Kessel and Everhart point out that the rarity of these 
events makes their contribution to the total cross sections 
negligible 25 . No such phenomena have been observed for 
protons on helium. If, however, protons scattered at 
large angles could induce significant changes in the 
energy loss spectra, then these events, although statis-
tically rare, could introduce uncertainties in the cross 
sections measured by the present method. As will be seen 
in the next section, the experimental evidence presently 
available suggest no anomalous behaviour at large a~gles. 
On the assumption of separability then, we treat the 
angular scattering as arising solely from a collision of 
the incident proton with a screened nucleus, with the 
atomic electrons contributing only to the inelastic ene!gy 
loss. The problem has been explored fully by Bohr40 . 
Bohr derives criteria for the application of classical 
and quantum mechanics. By considering wave diffraction by 
a circular aperture of radius b, he derives the following 
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condition for the validity of classical mechanics: 




and A is the deBroglie wavelength of the projectile, ~ is 
the reduced mass of the colliding system, v is the 
projectile velocity, and b is taken as the distance of 
closest approach in a head-on collision. On the other 
hand, if 
X << 1 , 
then the incident wave can be thought of as passing the 
target nucleus essentially undistorted and spreading out 
1n spherical wavelets similar to the Huygenian construction 
in optics. This is the basis for the Born approximation. 
For the case of protons on helium at the present 
energies, 
X- 1.7 , 
which does not fall in either of the above two categories. 
This situation is the reason for the lack of an adequate 
theory in the present case. 
Lindhard41 has pointed out, however, that if one is 
not interested in actual trajectories, but only in integrals 
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of the differential cross sections over angles, then the 
above criteria are too stringent. He notes that classical 
mechanics is adequate for such integrals if 
X > 1 . 
This condition holds up to the highest energies used in this 
experiment. We proceed then according to classical 
mechanics to find the angular differential cross section for 
scattering of a proton from a neutral helium atom and then 
to integrate this to get an estimate of the amount of beam 
scattered beyond our acceptance angles. 
Bohr introduces an exponential potential, V(r), for a 
proton in a screened field: 
V(r) 
where r is the inter-nuclear separation, e 1 and e2 are the 
nuclear charges involved, and a is a screening parameter 
given by 
~ z-1/3 a - a 
0 ' 
where a is the radius of the first Bohr orbit in hydrogen 
0 
and Z is the atomic number of the target nucleus. More 
complicated potentials have been used by Lindhard41 , but 
the exponential form should be adequate for an approximation. 
From the exponential potential, Bohr derives the 
"modified Rutherford formula" for the differential cross 
section, ~(¢): 
~(¢) Cza . s1n 
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where ¢ is the center-of-mass scattering angle. Straight-
forward integration of Bohr's result yields 
for "' << 1 . '~'max 
Or, in terms of the laboratory scattering angle, 
4 6max = 5 ¢max ' 
(valid for protons on helium and small scattering angles), 
we have 
For the lowest energy used in this experiment (25 keV), 
A = 1.3 X 10-12 em , 
X= 1.7 , 
and 
a = 
. -9 4.1 x 10 em 
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With these values and the acceptance angle obtained 1n 
the preceding section, we get 
2 
em 
Now the fraction of incident current scattered through 
an angle greater than e is. given by 
max 
where, for the highest target-gas pressures used (4 microns), 
ndx = 8.2 x 10 14 cm- 2 . 
Therefore, at 25 keV primary energy, 
di 
SC - 8 X 10 - 3 . ~ 
That is, less than 1% of the beam is scattered out of the 
instrumental acceptance angle, according to this estimate. 
We note that had we used the acceptance angle obtained by 




or about 16% of the beam scattered out at 25 keV. A fraction 
this size would be easily observable in the experiments 
previously reported for angular scattering (see Table I). 
Since no scattered fractions this large were observed, we 
can assume that the discrepancy is accounted for by the 
focusing, as predicted. 
Estimates of the Angular Scattering from: Other 
Experiments. Barat, et a1. 20 have reported differential 
cross section measurements, integrated over all energie~, 
for the scattering of 80 keV protons by helium. Their 
results are shown in Figure -13. They find the angular 
differential cross section dropping about 2 orders of 
.. -4 
magnitude over a region of 0.05 degrees (8 x 10 rad.) 
about the forward direction. This is consistent with the 
findings of the ~receding sections. 
Measurements of doubly-differential cross sections in 
this energy range are not available at present. In 
electron-impact work, however, the experiments of Lassettre 
and his co-workers 22 have provided angular dependences of 
the inelastically-scattered electron intensities after 
excitation of various levels in helium. The peaks 
corresponding to optically-allowed transitions show a very 
rapid decrease with scattering angle, whereas those 
corresponding to optically-forbidden transitions show a 
somewhat slower decrease. Thus the major effect of 






















0 0.1 02 0.3 
SCATTERING ANGLE { deg) 
FIGURE 13 
ANGULAR-DIFFERENTIAL CROSS SECTIONS FOR ANGULAR 
SCATTERING OF 80-KEV PROTONS BY HELIUM 
(From Barat, et al., Ref. 22) 
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Lassettre is an enhancement of forbidden transitions 
relative to allowed ones with increasing scattering angle. 
This behavior is predicted theoretically by Mott and 
42 43 Massey and by Bates , and is due to the increased 
momentum transfers associated with increased scattering 
angles. For proton impact, the momentum transferred to 
the target system can be larger even at small scattering 
angles, simply because of the larger mass of the proton. 
We can therefore expect optically-forbidden transitions to 
be more probable for proton impacts than for electron 
impacts, as far as the forward - scattered beam is concerned. 
For proton impacts, however, the enhancement of forbidden 
transitions with increasing scattering angle would be 
expected to be less pronounced than in the case of electron 
impact because far fewer protons are scattered through 
large angles. That is, the enhancement is essentially 
negated by the statistics. 
Conclusions . In the four preceding sections we have 
presented experimental and theoretical evidence that the 
experimental cross section, the solution to equation (11~ 
includes essentially all of the scattered beam intensity 
and can therefore be identified as the absolute differential 
cross section for energy loss by the incident beam. The 
point 1s crucial to the validity of the present method. 
For targets heavier than helium, or for energies lower 
than about 25 keV, more detailed studies will be required. 
For very heavy targets, the angular dependences may have 
to be measured directly. 
For protons on helium, we conclude from the evidence 
presented here that the fraction of the beam scattered 
beyond our acceptance angle is small enough to be 
neglected in this experiment. The conclusion is based 
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on the assumption of separability of the doubly-differential 
cross section, as was discussed earlier. 
The Experimental Integral Equation.· 
Equation (11), 
(11) 
contains all the information obtainable in this experiment 
about a given collision process. We have removed the bar 
from the cross section in accordance with our foregoing 
arguments. We have discussed the cross section in some 
detail, showing that the observed quantity is a function of 
energy loss only. In order to establish that the energy 
loss spectrum is also a function of energy loss only, it 
must be shown that the resolution function, ~(~) is 
independent of total energy over the energy loss range. 
This is essential to an unambiguous soiution of the equation. 
The Resolution Function. According to equation (8), the 
resolution function can be written in terms of the apparatus 
function, A(e ,!;) , and the source distribution function, f (~), 
0 
as follows: 
To show that f 0 is independent of total energy, we 
show that the total incident current, I , where 
0 
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is constant over the energy range of the spectrum (360 eV). 
This is accomplished by measuring the total current at a 
Faraday cup located directly in front of the target chamber, 
as a function of energy. The results of the measurements 
are shown in Figure 14. The incident current is constant 
over a range of about 1 keV. 
To show that the apparatus function, A(e,~), is 
independent of total energy, we show that the total current 
entering the analyzer is constant as 6V is varied over the 
spectral range. A plot of current collected in a Faraday 
cup located directly in front of the analyzer, as a 
function of energy, is shown in the lower part of Figure 14." 
The curve shown there is flat over a region greater than 
400 eV. This also means that over this limited range the 
momentum-analyzing magnet is insensitive to energy and 
therefore acts only as a mass analyzer. The result can be 
taken as partial justification for the present unorthodox 
arrangement, wherein the momentum analysis is performed 
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SURRENT MEASURED AT ENTRANCE TO TARGET CHAMBER 
AND ENERGY ANALYZER, VERSUS PRIMARY ENERGY 
(a) - Target Chamber. (b) - Analyzer •.. 
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As a final experimental check on these points, the 
resolution function was plotted both by varyi~g the beam 
energy and by varying the analyzer plate voltage. Since 
the latter gives a true energy distribution, the two plots 
should be identical if the present method is sound. The 
results of this measurement are shown in Figure 15. The 
smooth curve is an average of several recorder traces 
obtained by sweeping ~V. The points are averages of 
several determinations made by changing the analyzer 
voltage. Because the plot obtained by sweeping the beam 
energy is an energy loss distribution, while that obtained 
by stepping the analyzer plate voltages is an energy 
distribution, the two plots are mirror images of each other. 
The former has been folded about the peak for a more direct 
comparison. The two distributions agree within the experi-
mental accuracy. 
Also in Figure 15, the resolution function is shown 
fitted to a Gaussian distribution of the form 
~(~) 
Gauss 
z:- 2 4 ln 2 
= Ae-., 
r2 ' 
where A i s the peak height, and r is the full-width-at-
half-maximum (FWHM). The Gaussian form was predicted for 
the analyzer energy-profile in Chapter III. 
Solution of the Integral Equation. We first consider 













ENERGY PROFILE OF BEAM PASSED BY ANALYZER 
much steeper than any slope in R, we can approximate ~ by 
a delta-function and write 
R ( ~) - ndx ~~ ( ~) f ~ ( ~ 1 ) d~ 1 , 
or 
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d<r(~) = d~ 1 ndx/~(s')d~ 1 R(~) ' (19) 
where the integration of p is over all energy. This 
corresponds to the case of a smooth ionization continuum, 
for example. 
In the other case, where R drops to zero on either 
side of a peak, integration of (11) over ~ as well as ~~ 
yields the total cross section for all processes contri-
buting to the peak in question. That is, the cross section 
for the jth peak is 
(20) 
where R = 0 at either end of the interval ~~j, over which 
R is everywhere non-zero. 
In case neither of the above conditions is well-
satisfied, numerical integration can be used to separate 
the unresolved peaks. Such a procedure has been developed 
for the numerical "deconvolution" of the integral of 
equation (11). To describe the procedure, we denote the 
convolution operation by an asterisk (*); i.e., 
f(x-x')g(x')dx' = f * g = g * f , 
where the second equality follows from a change of 





T (~) = ndx Me~) 
The following iteration scheme is used: 
[ (~-k~) * ~] , 
n-1 
k = R(O) ~' 






In the deconvolution scheme, the resolution curve is 
first scaled to the elastic peak of the spectrum and 
subtracted from the spectrum to remove the background. The 
result is then divided by the area under the resolution 
curve to obtain an initial estimate ofT, equation (21). 
This estimate is then convoluted with ~ to obtain a 
comparison function for R, equation (23). The resulting 
Rn is compared to R-k~ by calculating the sum of the 
squared deviations between each pair of points on the two 
curves. If the sum is not within a prescribed range, the 
solution forT is corrected as in equation (22). The 
process is iterated until the desired accuracy in Tn is 
achieved. 
An analysis of the deconvolution operation and a flow 
diagram of the computer program used in the deconvolution 
is given in the Appendix. 
Deconvolution by the above procedure has several 
limitations inherent in all numerical methods. First, the 
amount of detail revealed in the cross section is limited 
by the spacing of the points fed into the computer. Since 
at least three points are required to define a peak, the 
minimum width of any peak resolved in the deconvoluted 
spectrum will be about 2h, where h is the separation of the 
numerical data. Another difficulty arises in the case of 
an infinite series of peaks such as results from a 
Rydberg series of excitations leading up to ionization. 
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Clearly, in this case an infinite number of iterations 
would be required to reveal the complete spectrum and then 
only if an infinite number of data points could be used. 
While the above factors limit the applicability of 
numerical deconvolution, the method is still useful in 
separating partially resolved peaks. For once the spectrum 
·has been deconvoluted to a degree where the cross section 
drops essentially to zero on both sides of a peak, the 
total cross section for processes contributing to the peak 
can be obtained by integration, as mentioned earlier. 
Under this condition it can be assured that peaks appearing 
elsewhere in the spectrum do not contribute to the area 
of interest. By the same token, any resolved peak in the 
raw spectrum can be integrated over to yield the total 
cross section for processes responsible for the peak. In 
either of these cases, the total cross sections are 
"absolute" in the sense that they are not normalized to 
other data or theory. 
Strictly speaking, neither the spectrum nor the 
result of the deconvolution can ever be identical to the 
differential cross section because the instrumental 
resolution can never be infinite and the deconvolution can 
never be complete over the entire energy loss range. It 
should be noted, however, that the function ~ in 
equation (11) is equivalent to the differential cross 
section, as noted earlier. For this reason, we will 
differentiate between the spectrum, R, or the result, Tn' 
of n iterations in the solution of equation (11), and 
dcr ~ . In the following chapters, the raw spectra (divided 
by ndx f¢(~)d~) and the spectra resulting from deconvo-
lution will be referred to as apparent differential cross 
sections, it being understood that "apparent" in this 
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context means only that the spectra were taken with finite 
resolution or that a finite number of iterations was 
performed with a finite number of data points from the raw 
spectra. The integrated cross sections will still be 
labelled "absolute" for the reasons discussed above. 
CHAPTER V 
PROCEDURE AND RESULTS 
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The basic method of obtaining results in the present 
experiment has been outlined in preceding chapters. In 
this chapter a more detailed description of the experimental 
procedure will be given, with emphasis on the conditions 
set forth in Chapter IV which ensure validity of the method. 
The results of the experiment will then be presented, 
followed by an analysis of the accuracy. 
I. EXPERIMENTAL PROCEDURE 
General. Before any measurements could be made, a 
proton beam stable to within 5% had to be obtained. 
Protons were produced from water vapor introduced into the 
ion source. Argon gas was mixed with the water vapor to 
provide a catalyst for the source plasma. This combination 
was found to be very satisfactory for stable operation and 
long life of the source. 
After setting the offset voltage to 2 kV and the 
high voltage to within about 10 V of the desired operating 
value, the beam was focused for a maximum current at a 
Faraday cup located immediately behind the target chamber. 
The maximum was improved by adjusting the primary deflection 
voltages (see Figure 1). 
The beam was then acquired in the Faraday cup at the 
decelerator entrance. The magnet was adjusted for the H+ 
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peak, which was identified from calibration data and from 
the fact that it occurs at the lowest magnet setti~g. The 
magnet was then fine-adjusted until the beam was accurately 
positioned in the center of the Faraday cup. Centering the 
beam upon entrance to the decelerator tube provides the 
on-axis alignment essential to beam stability during the 
deceleration. 
While monitoring the current at the decelerator 
entrance, any multiple-peaked spatial structure was 
removed by repeated adjustment of the magnet, primary 
deflection, and focus controls. For example, if two maxima 
were observed in the current distribution when one or more 
of the deflection voltages was varied (indicating a hollow 
beam), the deflection voltages were adjusted for the 
minimum between the two peaks and the beam was re-focused. 
It · was found relatively easy to optimize the beam. geometry 
by this procedure. 
The beam was then steered down the decelerator tube 
and into the energy analyzer by adjusting the secondary 
deflection voltages (see Figure 11). The analyzer was set 
to accept protons of energy 2 keV. The sweep voltage, ~V, 
was adjusted for a maximum current as detected by the 
analyzer electron multiplier and indicated on the X-Y 
recorder (see Figure 9) . 
The resolution curve was then traced out on the 
recorder by sweepi~g ~V. Irr~gularities in the resolution 
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curve such as bumps or tails on either side of the main 
peak were eliminated by improving the on-axis alignment of 
the beam, and re-focusing. The resolution curve was 
traced out many times to establish stability of the beam 
and constancy of the background. The background was usually 
about 10- 3 of the main peak in intensity. It should not 
be confused with the irregularities near and in the main 
peak mentioned above. In general, background structure 
occurred to some extent over the entire 180 V used for the 
energy loss spectra. The structure is due to residual 
gases in the system and reflections within the analyzer. 
The set-up procedure usually involved about a 2-hour 
warm-up period before sufficient stability was attained. 
No data were taken until the beam stability could be 
maintained to within 5% for a half-hour or more. 
Spectra Measurements. After the initial warm-up 
period, gas was introduced into the target chamber through 
the pressure control system (see Figure 6). The gas inlet 
line was thoroughly pumped out and flushed with the target 
gas. The pressure control was set to the desired pressure. 
The pressure usually required a minute or two to stabilize. 
During this time the beam current in the analyzer was 
monitored to detect any unusual changes in intensity, which 
would indicate that some parameter had changed. 
The energy loss spectrum was then traced out on the 
recorder by sweeping ~V. The first peak observed in the 
spectrum is the so-called elastic peak, which is at the 
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same energy as the resolution peak and only slightly less 
. . 
intense. On this scale, the inelastic portion of the 
spectrum appears as a tiny bump at about 25 eV energy loss. 
The sweep voltage was then returned to zero, the electro-
meter gain was increased by a factor of 100, and the curve 
was again traced out. At the high~gain setting, the 
spectrum appears as fine structure superimposed on the 
background. The procedure was then repeated several times 
at one target~gas pressure, each time taking a resolution 
curve followed by a spectrum. 
The entire procedure was performed for each of four 
target~gas pressures, from one to four microns. Each time, 
care was taken to ensure that no parameters changed 
between alternate measurements. Occasionally, a deterio-
ration of the beam developed which affected a spectrum, 
and it was necessary to re-optimize the beam by correcting 
some parameter. When this occurred, a new series was begun 
and the suspect spectra were discarded. 
A complete set of data was taken at each of nine impact 
energies, evenly spaced from 25 to 125 keV. For each set, 
a calibration curve of the data-acquisition readout voltage 
versus ~V was taken and the readout voltage was adjusted to 
maintain an accurate 10:1 ratio between the two. The ratio 
is arbitrary, this value being chosen only for convenience. 
Constancy of the ratio is the only requirement for accuracy 
of the spectral energy scale. Also, the electrometer 
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amplifier output was periodically checked against the servo 
Y-axis readout voltage for linearity. Linearity is the 
only requirement on this calibration, since only ratios of 
the Y-axis values are involved inthe cross sections. 
Data Reduction. The raw data from the resolution 
curves and the spectra were read off manually for use in 
calibrating the cross sections and in the deconvolution 
program. The deconvolution program was run on an IBM 
System 360 computer. The results were plotted by the 
computer for reference, while the printout of the program 
was used for calculating total cross sections. 
The reproducibility of the spectra was very good (5%) 
and the noise content low. It was therefore not considered 
necessary to deconvolute all the spectra. Instead, one 
spectrum taken at 3 microns target-gas pressure, at each 
impact energy, was deconvoluted and the total cross sections 
were obtained by appropriate integrations over the 
resulting apparent differential cross sections. All the 
other spectra, (taken at 1,2, and 4 microns), were used to 
obtain the total cross sections directly (see equation 
(20), Chapter IV). These direct cross sections were then 
normalized to the results obtained from the deconvoluted 
spectra at each energy. This procedure is a compromise 
between accuracy and computer time, but should involve 
little error, since the cross section for any process is 
expected to be pressure-independent if single-collision 
conditions prevail, and a deconvoluted spectrum was used 
for each energy. As a check on random fluctuations, 
spectra taken at all four pressures at 50 keV primary 
energy were deconvoluted. Random fluctuations in the 
results obtained by either method were about 10%. No 
pressure dependence was observed. 
The number density of target atoms was obtained by 
105 
referring the measured target gas temperature and pressure 
to standard conditions and using Loschmidts number, A. 
Vis: 
273 
n = A T + 273 
p 
760 ' 
wnere T is in degrees-centigrade and P is in mm-Hg. 
The collision path-length, dx, was taken to be the 
accurately measured length (6. 350 ± 0. 002 em) of the target 
chamber. End effects associated with the differential 
pumping region will be discussed in connection with errors. 
II. RESULTS 
Raw Data. Typical raw data are shown in Figure 16. 
Shown is a resolution curve and an energy loss spectrum, 
taken at a proton energy of SO keV. The spectrum was taken 
with 3 microns of helium in the target chamber. 
The FWHM of the resolution curve shown in F~gure 16 is 
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TYPICAL RESOLUTION CURVE AND ENERGY LOSS 
SPECTRUM OF HELIUM FOR PROTON IMPACT 
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the higher primary energies. Although the instrument was 
designed to avoid any change in resolution with energy, the 
observed increase is not completely unexpected. It can 
be attributed to the increasing acceleration/deceleration 
ratio with increasing energy. Attempts were made to keep 
the ratio constant by increasing the offset voltage, V0 , 
but this results in a greater broadening of the resolution-
curve peak simply because the beam is analyzed at a greater 
energy. For example, at 100 keV primary energy, V0 must 
be increased to 4 kV to keep a 25:1 ratio between the 
initial and final beam energies. (This ratio has been 
found best for maximum beam stability.) With the analyzer 
resolving power being 10 3 , the minimum FWHM obtainable in 
this condition is 4 eV. Best results were obtained when V0 
was kept at 2 kV. 
The first two bumps in the background occur at 13 
and 16 eV, the approximate ionization potentials of hydrogen 
and argon, respectively. Residual gas of these species 
would be expected near the ion source since both are 
constituents of the source plasma. The fact that these 
two features remain constant as the impact energy is changed 
is consistent with the residual gas explanation. The third 
bump, at about 70 eV in Figure 16, broadens with increasing 
primary energy. The peak is believed due to a reflection 
from the back plate of the analyzer. The broadeni~g can 
be explained by a shift in the focal point of the 
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decelerator tube with changing acceleration/deceleration 
ratios. Such a shift would change the convergence or 
divergence of the beam on entrance to the analyzer, thereby 
introducing a dispersion in the energies of particles 
reflected inside the analyzer. The dispersion in the 
primary peak by the same mechanism is a second-order 
effect, but could be responsible for some of the broadening 
observed in this peak also. 
The first large peak in the energy loss spectrum of 
Figure 16 is the previously-mentioned elastic peak, 
representing those protons which have suffered no net 
inelastic energy loss. The energy loss spectrum ( and the 
backgrounds in both curves ) are shown at a gain 100 times 
that of the elastic peak. 
The two curves in Figure 16 are unretouched recorder 
traces of a typical pair of curves from which the final 
spectra and cross sections were obtained. As can be seen 
in Figure 16, the background is unaffected by the intro-
duction of the target gas and so can easily be removed 
from the spectra. 
Energy loss spectra for primary energies of 25, 50 
and 100 keV are shown in Figure 17 with the backgrounds 
removed. An energy level diagram of helium is shown in 
Figure 1s44 . An energy loss scale is shown at the right 
21 
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The first peak in the curves in Figure 17 occurs at 
21.36 + 0.16 eV. This value is an everage of the results 
of 12 measurements. The uncertainty is one standard 
deviation. Spectroscopic and electron-impact measurements, 
which are in excellent agreement, place the value of the 
21P level of helium at 21.22 eV above the ground state21 . 
The nearest levels are the z1s and 31P levels, the former 
occurring at 20.61 eV, the latter at 23.08 eV. Excitation 
of triplet levels is forbidden for proton impacts by the 
spin-conservation rule. That is, it is impossible for a 
spin-% particle to transfer unit spin to the target atom 
electrons in the absence of electron spin-exchange. 
With the present resolution it appears that the 
21.36-eV peak in the observed spectra is due mainly to 
excitations from the ground state of the helium target 
atom to the 21s and 21P levels, with lesser contributions 
from higher-order levels. The effects of transitions to 
all the higher-order levels is to produce a single peak, 
located slightly below the ionization limit, which occurs 
at 24.59 eV. The fact that the 21.36-eV peak occurs at a 
higher energy loss than corresponds to either the 21s or 
21P levels can be attributed to the unresolved peaks from 
higher-order excitations. 
The only other feature discernible with the present 
resolution is a small bump at about 6o eV ene!gY loss. 
This is believed due to energy transfers to both electrons 
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of the target atom. Auto-ionizing levels in this r~gion 
have been observed in electron-impact work23 and in analyses 
of the electrons ejected following proton impacts 45 . The 
most prominent peak observed in these experiments is due to 
excitation of the (2s2p) 1P level at 60.1 ev45 . 
Apparent Differential Cross Sections. Apparent 
differential cross sections resulting from the numerical 
deconvolution are shown for three impact energies in Figure 19. 
The 21. 36-eV peak in these spectra drops to about 20% on 
the high energy-loss side. The total cross section for 
processes contributing to the peak can now be obtained with 
little error by integrating over the peak. The FWHM has 
been decreased to about 1 eV by the deconvolution process, 
but is still not sufficient to permit separation of the 
z1s and z1P peaks. 
Excitation Cross Sections, Results of the measurements 
of total cross sections, a2ls + a 2lp, for the sum of the 
11s-z1s and 11s-21P transitions are shown in Table II. 
These were obtained by integrating over the 21.36-eV peak 
in the spectra. The listed values are averages over the 
results obtained at each of the four target~gas pressures 
used. They have been normalized to the results from the 
deconvolted 3-micron spectra, as discussed in the procedure. 
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1. 38 0.25 
1.62 0.07 
1.58 0.13 




Estimates of the relative contributions of the excita-
tions to the z1s and z1P levels were obtained from several 
sources. First, it has been found17 , 19 that the cross 
sections for excitation to any angular momentum sub-level 
of a given level with principal quantum number n behaves as 
-3 
n This dependence has been established theoretically 
by Ochkur and Petrunkin46 . Also, Bates 43 has noted that on 
theoretical grounds the cross sections for the optically-
forbidden 11s-n1s series are expected to be smaller than 
those for the optically-allowed 11s-n1P, and that the 
maxima in the latter occur at higher impact energies. 
These predictions are substantiated in the experiments of 
Van den Bos 17 , reporting cross sections for excitation of 
n1s and n1P pairs (n = 4, 5, ... )obtained by optical 
methods. Since the n- 3 law is observed to hold for both 
~S and 1P states, the ratio crnls/onlP should be constant 
for all n. 
On the basis of this evidence, a careful study of the 
leading edge of the 21.36-eV peak in the spectra was made, 
comparing its appearance to the results of a graphical 
convolution. The graphical convolution was accomplished 
by assuming the 1s and 1P peaks in the true differential 
cross section could be represented by delta-functions whose 
heights followed the n- 3 law. Six such pairs of peaks were 
placed at the correct spectroscopic values of energy loss 
(see ref. 21) and the resolution curve, ¢(~),was 
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superimposed on the peaks. That is, the resolution curve 
was scaled to the proper height and centered on each peak. 
The ordinates were then added point-by-point to obtain the 
approximate appearance of the spectra under the present 
resolution. Neglected in this graphical construction were 
1P and 1s states of principal quantum number greater than 
6, as well as 1n and higher-order angular-momentum sub-
levels. The former contribute but a fraction of one 
percent to the final spectrum, due to the rapid decrease of 
n- 3 for large n. The latter require increasingly large 
angular momentum transfers in order to be excited from the 
ground state and are therefore expected to contribute 
little. This is confirmed in the experiments reported in 
ref. 17. 
An illustration of the above procedure is shown in 
Figure 20. Only the first few states are shown to avoid 
cluttering the graph. In the lower half of Figure 20 the 
spectra resulting from introduction of varying percentages 
of 21s (i.e. varying values of the ratio anl8/crnlP) are 
shown. Data points from the observed spectra taken at 
25, 50, and 100 keV are also shown. The heights of all the 
peaks have been normalized to the same value and shifted 
in energy so that they coincide at the peak. It will be 
noticed in the curves at the top of Figure 20 that the 
unresolved peaks can cause a shift of up to about 0.1 eV in 
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FIGURE 20 
GRAPHICAL CONVOLUTION 
Top: Convolution of a typical resolution 
curve with an idealized differential cross section. 
Bottom: Comparison of normalized results of 
convolution using varying contributions from the 
lls-zls transition. 
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earlier observation that the 21.36-eV peak does not 
correspond in location to either the z1s or the 21P 
level. 
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A total of 36 spectra (4 at each energy) were analyzed· 
by the procedure illustrated in Figure 20. The estimated 
contributions of the 21s state relative to the 21P state 
obtained in this study are shown in Table III. The 
uncertainty in these results ranges from 10% to 50%, 
depending on the relative magnitudes. While this is a 
large uncertainty, the resulting uncertainty in the 
estimate of the z1P cross section is less. That is, if the 
ratio of the 21s contribution to the z1P contribution is 
f, the 21P cross section is (1 + f)-l times the sum of the 
two. The fractional error due to the uncertainty in f 
is therefore ~f/(1 +f). 
Total cross sections for the 11s-2 1P transition and 
the 11s-21s transition obtained using the data in Tables II 
and III are listed in Table IV. It should be emphasized 
that, although the n- 3 law used in arriving at these 
results was obtained from other experiments, the results 
are independent of any explicit measurements or theory of 
others. Data obtained using the a 21s/cr21P ratio given by 
the theoretical calculations of Van den Bos 47 , together 
with the present data listed in Table II, are consistent 
with the data in Table IV. Such results are not independent 
of theory, however. 
TABLE III 
ESTIMATED RELATIVE CONTRIBUTIONS OF z1s AND z1P STATES 
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Total Ionization Cross Sections. Total cross sections 
for ionization, cr. , were obtained from both the raw and 
~on 
the deconvoluted spectra. Integration of equation (19) in 
Chapter IV over the ionization continuum yields the ioniza-
tion cross section directly from the raw spectra, while 
integration over the continuum in the deconvoluted spectra 
yields the ionization cross section by the latter method. 
No systematic differences were noted in results obtained by 
the two methods. This is due primarily to the fact that, as 
was discussed in Chapter IV, resolution is not a factor over 
regions where the .slopes in the spectra are much less steep 
than those of the resolution curve. Since there were no 
systematic differences, the results obtained by the two 
methods were averaged for a given impact energy. 
Results ohtained in this way for ionization of helium 
by protons are listed in Table V. 
Total Inelastic Cross Sections. Total cross sections 
for the aggregate of inelastic processes, crinel' were 
obtained by integrating equation (19) of Chapter IV over the 
entire region of inelastic energy loss. The results are 
listed in Table VI. Since it has been established in 
Chapter IV that essentially all the elastically-scattered 
protons are collected in this experiment, the results in 
Table VI can be considered total cross sections for all 




TOTAL IONIZATION CROSS SECTIONS 
E0 (keV) ~(Std. Dev.) 
25 1. 72 0.33 
37.5 4.36 0.81 
50 5.91 0.69 
62.5 8.39 0.51 
75 9.87 0.81 
87.5 10.18 0.80 
100 9.22 0.61 
112.5 9.23 1.15 
125 9.56 1.15 
TABLE VI 






















Partial Ionic Stopping Powers. The partial ionic 




where ~+ is the average energy lost by those protons which 
have retained their identity as protons throughout the 
collision. Conventional, or total, stopping powers, on the 
other hand, are usually measured with high target~~as 
pressures where _ charge equilibrium exists. Under such 
conditions, incident particles can undergo many charge-
changing cycles, each contributing to the average energy 
loss. Due to the high probability of multiple collisions, 
total stopping powers also include some minor effects from 
elastic collisions. Under the single-collision conditions 
prevailing in the present experiment, elastic losses do not 
contribute. · 
Partial stopping powers were obtained by multiplyi~g 
each point in the spectra by the energy of the point, 
integrating over all energy, then dividing by the total 
area under the spectrum. The same procedure was applied to 
the resolution curve, the result being subtracted from the 
average energy loss of the spectrum to take into account 
any assymetry; vis: 
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The results are listed in Table VII. 
III. ACCURACY OF THE DIFFERENTIAL CROSS SECTIONS 
Random Errors. 
Reproducibility. The recorded spectra were reproducible 
to within 5%. This includes random fluctuations in all 
experimental parameters, including pressure, deflection 
voltages, magnet, electrometer, and data acquisition system. 
The apparent differential cross sections, as well as 
the integrated cross sections, were reproducible to within 
10%. This includes errors from all phases of data 
reduction, the bulk of which arises in reading the data 
points from the recorded spectra. 
Systematic Errors. 
Pressure. The target~gas pressure measurement was 
made on a Baratron gauge (see Chapter III), which was 
calibrated against a McLeod gauge. The calibration ratio 
was 
P(Baratron) = 
P(McLeod) 1.17 + 0.01 . 
The scales for the cross sections have been adjusted 
accordingly and the uncertainty in the calibration ratio 
retained as a systematic error. Since the MeLeod_ gauge was 
the laboratory standard, errors inherent in that. ga~ge 
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TABLE VII 












could not be determined directly. Utterback48 has found 
a 2% error in the case of helium, under conditions similar 
to those in this experiment. Due to this possible error, 
and the calibration uncertainty, a total uncertainty of 5% 
has been assigned to the pressure measurement. 
In view of the large calibration discrepancy between 
the two gauges, it is possible that an unknown error exists 
in the pressure measurement. Such an error could 
necessitate an upward shift of as much as 17% if the Baratron 
were taken as the laboratory standard. Since the available 
evidence does not justify such a choice, the McLeod gauge 
has been taken as the standard. 
Temperature. The temperature of the target . gas was 
taken to be the reading on a mercury thermometer in good 
thermal contact with the target chamber. Temperature 
enters into the expression for the density of scatterers, 
n, as an additive quantity and hence does not influence 
the results as do the pressure and path length. That is, 
and 
1 1 T + 273 760 
= n A 273 -p-
a 1 
aTCn) = 1 1 760 A 273 "P 
so that the relative error is 
~T 
= T + 273 • 
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The reading accuracy of the thermometer was O.OS°C. 
At room temperature this yields an error of about 0.016%. 
Such an error can be neglected in this type of experiment. 
Collision Path-Length. The effective collision path-
length, dx, was taken to be the accurately measured length 
of the target chamber (6.350 ~ 0.002 em). Any gas in the 
differential pumping regions would add to the effective 
collision path-length. The pressure in these regions was 
periodically che~ked by means of ionization gauges. With 
normal target gas pressures (a few microns), the pressure 
in the differential pumping regions was about 2 x 10-6 Torr. 
A check was made with target gas pressures of up to 100 
microns. The differential pumping pressures were always a 
factor of 10 3 or more below the target chamber pressures. 
It was therefore considered that errors due to differential 
pumping could be neglected. 
Angular Scattering. A complete evaluation of the 
effects of angular scattering was given in Chapter IV. It 
was shown there that estimates of the amount of beam 
scattered beyond the instrumental acceptance angles averaged 
about 3%. Since both positive and negative fluctuations 
were noted, and since the fluctuations were within the 
reproducibility of the raw data, no corrections to the data 
were made. The results must therefore be considered 
uncertai n by 3% due to angular scattering. 
The charge exchange cross sections required in the 
scattering study (see Table I) were reported accurate to 
10%. Since this is a second-order uncertainty it adds 
little to the above estimate. 
Multiple Scattering. Multiple collisions would be 
expected to produce repititions of the single-collision 
spectra at multiples of energy loss corresponding to the 
order of multiplicity of the collision. The range of 
target gas pressures was chosen so low that no such 
repititions were observed. 
A further test of the prevalence of single-collision 
conditions is afforded by a study of the pressure 
dependence of the scattered beam intensity. For this 
test the most intense peak in the spectra, the 21.36-eV 
peak, was used. If cr 21 . 36 is the total cross section for 
the processes contributing to this peak, then the corres-
ponding intensity, as a function of pressure is 
disc (P) = ! 0 cr 21 . 36 dx n(P) , 
where I is the total incident current, dx is the path-
o 
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length over which a single collision can occur, and n(P) is 
the number-density of scatterers. 
Under single-collision conditions, dx is the (constant) 
target chamber length and di is proportional to n(P), 
. . sc 
which is a linear function of P. Therefore a plot of 
d!sc/I 0 versus P should yield a straight line. As the 
pressure is increased, multiple collisions become 
increasingly likely and dx is no longer constant, but is 
roughly the mean distance between collisions (mean-free-
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path). The latter approaches 1/ncrT where aT is the total 
cross section for all processes, as the pressure increases. 
Thus multiple collisions introduce a non-linearity in the 
plot of di /I versus P. 
sc 0 
Results of the pressure dependence study are shown 
in Figure 21. It can be seen there that the present 
operating range is well down into the single-collision 
region of the curve. 
Sweep Speed. It was found that by sweeping ~V too 
fast both the leading and trailing edge of any peak in the 
spectra could be distorted. This is due to the limited 
response time of the electrometer and the data acquisition 
system. A suitable sweep speed was determined by comparing 
the resolution curve taken at the speed in question with 
that taken by a step-wise variation of the analyzer plate 
voltages (see Figure 15). It was therefore assured that 
no error was introduced by the sweep speed. 
Data Acquisition System Dead-Band. It was found that 
the recorder pen did not always stop at the same position 
when the same point was approached from different directions 
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adjustment of the servo amplifiers. 
Because of this, the recordings were always taken 
with the sweep travel in the same direction. Consequently, 
the dead-band appeared with nearly constant magnitude on 
both the background and the spectra, and was subsequently 
removed in the course of reducing the data. To account 
for any fluctuations in the dead-band, however, an error 
of 2% has been allowed. 
Spectral Energy Scale. The spectral energy scale 
(X-axis of the X-Y recorder) was periodically calibrated 
against V. The slope of the calibration curve was 
corrected to 10 with each calibration, the correction never 
amounting to more than 1%. The spectral energy scale is 
accurate to within this value. This uncertainty does not 
enter into the integrated cross sections, however, since 
ratios of integrals over the same spectral energy scale are 
involved there. 
Resolution Errors. The consequences of incomplete 
resolution were discussed in Chapter IV and lead to the label 
"apparent differential cross sections". Therefore such 
errors do not apply to the differential cross sections 
reported . Resolution is a major factor in determining the 
accuracy of some of the total cross sections, however. 
IV. ACCURACY OF THE TOTAL CROSS SECTIONS 
All errors present in the differential cross sections will 
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also appear in the total cross sections, with the exception 
of the errors in the spectral energy scale. Other errors 
arise which are peculiar to a given integrated cross section. 
Errors Peculiar to the Excitation Cross Sections. Two 
additional sources of error, which affect the excitation 
cross sections only are: (1) contributions from higher-
order unresolved peaks, and (2) truncation errors in the 
final integrations. 
Unresolved peaks contribute to the total cross section 
when the high energy-loss side of the 21.36-eV peak does 
not drop to zero. An estimate of the error involved can 
be obtained from the graphical construction in Figure 20. 
It is seen there that the height of the 21. 36•eV peak is 
altered by about 2% when the minimum at the right of the 
peak is 20% of the peak height. Note that this is true 
regardless of the contribution of the 21s peak. 
Because of the limited number of data points available 
from the raw spectra, the peak involved only about 7 points 
in the deconvoluted curves. With this few points, numerical 
integration by any method involves truncation errors that 
are not negligible. Interpolation could have been employed 
to increase the number of points, but their accuracy would 
have been. doubtful. As a check on the available numerical 
integration methods, the same data were integrated by 
three different methods: (1) trapezoidal, (2) parabolic 
rule (Simpson), and (3) a Newton-Cotes 7-point formula. 
Results obtained by the three methods agreed to within 
5%. Hildebrand49 has compared the three methods by 
integrating a Lorentz function and comparing the results 
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to the exact value obtained analytically. He finds that 
the Newton-Cotes formula gives results which fluctuate 
rapidly with the number of points used, while the trape-
zoidal rule is slightlymore accurate for 7 points than is 
the parabolic rule. His results, however, were based on a 
set of points placed symmetrically about the peak. In the 
general case, where the peak does not coincide exactly 
with any data point, the parabolic rule is preferable. 
Hildebrand finds a 4% error when 7 points are used on a 
Lorentzian. Although the peaks in our spectra are expected 
to be a convolution of the Gaussian resolution curve with 
the natural Lorentzian line shapes, approximately the same 
error should be involved. A 4% error has therefore been 
assigned to the final integrations for the excitation cross 
sections. 
Errors associated with the separation of the 21s and 
21P cross sections have been discussed earlier. Errors of 
about 21% in the 21P cross sections, in addition to the 
over-all errors, are attributed to the difficulties involved 
in separating these two unresolved peaks. 
Errors Peculiar to the Ionization Cross Sections. 
Because a large number of points (250) was available for 
calculating the ionization cross sections, truncation errors 
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by Simpson's method are unimportant 49 
The only other errors in the ionization cross sections 
which are not present in the differential cross sections 
are those resulting from contributions from pre-ionization 
excitation peaks. Referring again to Figure 19, it is seen 
that if the n- 3 law is followed for the relative he~ghts of 
the excitation peaks, they approach an amplitude equal that 
of the continuum at the ionization limit. (On purely 
physical grounds, this has to be the case, since the 
probability of exciting an electron to principal quantum 
level n must be euqal to the probability of producing a 
free electron of zero kinetic energy as n approaches 
infinity.) In this case then, if the integration for the 
total cross section is begun at the ionization limit, the 
added contribution from the discrete part of the spectrum 
would be nearly cancelled by the corresponding loss from 
the continuum, provided the resolution curve is symmetric. 
In any case, the area in question is at most about 2% of 
the total area under the continuum. A 2% uncertainty has 
been assigned to this effect. 
Primary Energy Scale. The primary energy scale was 
established by measuring the voltage drop across a divider 
composed of 0.5% tolerance resistors (see Chapter III). 
The voltmeter used for the measurement has an accuracy of 
0.01%. The primary energy scale is believed to be accurate 
to within 0.6%. 
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V. PROPOGATION OF ERROR 
The errors discussed in the preceding sections are 
summarized in Table VIII. The individual systematic errors, 
being mutually independent, have been added vectorially. 
Since the random error is not all independent of the 
systematic error, the two categories have been added 
algebraically. 
The most .probable errors obtained in this manner are 
given in the table. These errors are conservative as can 
be seen by comparing them to the statistical fluctuations 
noted in the results. Standard deviations in the 
integrated cross sections are given in the appropriate 
tables. These are rms values of the fluctuations about the 
mean of the results from at least three spectra taken at 
each of the four target~gas pressures at each energy. The 
estimated errors are in. general much larger than the 
observed fluctuations and in some cases represent as many as 
five standard deviations. 












TABLE VIII. ESTIMATED ERRORS 
Estimate of Error in Specific Cross Section (%) 
Differential 21s+21P 21P Ionization Stopping Power and 
Total Inelastic 
10 10 10 10 10 
5 5 5 5 5 
3 3 3 3 3 
1 _o 0 0 0 
* 4 21 2 0 
- 4 4 0 0 
5.9 8.1 24.2 6.1 5.8 
15.9 18.1 34.2 16.1 15.8 
*The effects of finite resolution were discussed in Chapter IV and led to the labelling 





ANALYSIS OF RESULTS 
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Where possible, the results reported in Chapter V are 
compared with theory and experiment in this chapter. A 
brief review of pertinent theory is presented first. 
I. THEORETICAL SURVEY 
Reviews of the theory of atomic collisions may be found 
in many standard works 42 , 43 . Here only those approaches 
which have been developed sufficiently to provide meaningful 
comparison with experiment will be discussed. 
Classical Theory. The classical binary-encounter · 
theory was developed by Gryzinski 50 and re-formulated for 
t . b G . 51 pro on 1mpacts y erJuoy • 
The theory is based on a model of the collision process 
wherein the incident particle interacts with the atomic 
electrons in a series of two-body encounters. It is assumed 
that the cross section for a single encounter is . given by 
the Rutherford formula. From a series of general relation-
ships between energies and momenta of the colliding particles, 
. . eff ( ) f d . an effect1ve cross sect1on, crE v1 ,v2 , or pro uc1ng an 
~ . . . 
energy transfer E between two particles having velocities 
vl and Vz in the laboratory system is derived. The cross 
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section is given by (equation (35) of ref. 51) 
where 
and vu and v1 are limits of integration, which are determined 
by the conservation laws. 
The effective cross section must then be averaged over 
the velocity distribution of the orbital electrons. Total 
ionization cross sections are obtained by integrating over 
E from the ionization limit to the maximum allowable energy 
transfer. 
Since the model presupposes that the orbital electrons 
are free particles, the theory cannot give cross sections 
for excitation to discrete quantum states. Its chief 
advantage lies in ease of calculation. Garcia and Gerjuoy52 
have used the theory to calculate total ionization cross 
sections for protons on helium, while Garcia53 has calcu-
lated the energy distribution of ejected electrons for 
protons on helium. 
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General Quantum Theory. In the general quantum theory 
of scattering, collisions are described by the following 





V is the interaction potential, t is the relative position 
-+ -+ 
vector, ra and rb are the internal corrdinates of the 
colliding systems, ~ is the reduced mass of the system, En 
is the energy of the projectile in the state Fn' and ~m is 
the wave function of the mth stationary state of the target 
system. 
In many cases the velocity of the projectile can be 
considered constant in time. In such cases the so-called 
impact parameter formulation is obtained by application of 
time-dependent perturbation theory. The electronic wave 
function is expanded in eigenstates of the unperturbed target 
system and the following set of coupled differential 
. lt 55 equat1ons resu s : 
a i az apq (z) (25) 
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where the a are the expansion coefficients, z = vt, v being pq 
the constant projectile velocity, and the other quantities 
are as defined below (24). 
The First Born Approximation. The first Born approxi-




"k ]. 0 
-+ 
. r 
Fm = 0 m 1: 0 , 
in the right side of (24) or 
in the right side of (25). 
In either case a single differential equation results. 
In the wave treatment the equation is solved subject to the 
boundary condition that the asymptotic form of F0 must 
contain only incoming plane waves and outgoing spherical 
waves; i.e. 
F0 - e 
"k ]. 0 
-+ 
. r 
In the impact parameter treatment the boundary condition is 
a (-co) = 0 pn pn 
Solution of (24) or (25) with the appropriate boundary 
conditions above leads to the total cross section crmn for a 
transition between the states m and n of the target atom. 










and K . 
m1n and K max are the extrema of the allowed values of 
-+ 
momentum transfer, K. In the impact parameter treatment55 
(j = 21T ! 001 a (oo) j 2bdb mn o mn ' 
where 
From the assumptions stated above, it is seen that the 
first Born approximation amounts to neglecting any 
distor tion in the incident and outgoing waves in the wave 
treatment, and to n~glecting all eigenstates other than the 
two involved in the transition in the impact parameter 
treatment. 
The interaction potential, V, includes all the atomic 
electrons and is of the form 
Z e2 
V = E I+ + I , s=l r-r 
s 
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the coulomb interaction between the atomic electrons and the 
target nucleus vanishing because of orthogonality. The 
orthogonality of the atomic wave functions also prohibits 
transitions between states having opposite symmetries 
c1s- 3P transitions, for example) because v is symmetric in 
rs and therefore the corresponding matrix element Umn 
vanishes. This is the theoretical basis for the qualitative 
argument made in Chapter V as to the absence of peaks 
representing singlet-triplet transitions in the observed 
spectra. Note that if the projectile carries an electron 
of its own, however, an electron exchange term must .be 
included in V, which leads to the possibility of singlet-
triplet transitions in the case of impact by systems other 
than bare nuclei. 
Cross sections for excitation of helium by protons have 
been calculated on Born's approximation by Moiseiwitsch and 
Stewart57 , Bell, et. a1 58 , and Van den Bos 47 . Ionization 
cross sections have been calculated on Born's approximation 
by Peach59 and Mapleton60 • 
The Distortion Approximation. The distortion approxi-
mation results from taki~g the two lowest - order diagonal 
terms in the right side of (24) or (25) and assuming the 
off-diagonal elements of U are all n~gligible except the 
one connecting the initial and final states in question. 
The formulae for the cross sections are similar to those 
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encountered in the Born approximation, but are complicated 
by the presence of the diagonal terms. Since the impact 
parameter treatment gives a somewhat clearer picture of the 
physics of the collision, it will be used here. 
According to Be1161 , the distortion approximation 
cross section is given by 
a (oo) 
mn 
Thus the distortion approximation amounts to a 3-state 
coupled-state approximation, wherein account is taken of 
the angular momentum sub-levels of the same principal 
quantum number in the initial and final states. For example, 
in excitation from the ground state of helium to the z1P 
state, the distortion approximation would include the 
coupling between the z1s and 21P states. 
Cross sections for excitation of the first few excited 
states in helium by proton impact have been calculated on 
the distortion approximation by Be1161 and Van den Bos 62 • 
The Coupled-State Approximation. The couple-state 
approximation treats equations (24) and (25) in their 
. general form, with appropriate extension of the boundary 
conditions. Both the diagonal and off-diagonal elements 
of U are included. The accuracy of the calculations is 
limited only by the assumption of constant velocity 
(impact parameter treatment), the number of states 
included, and the accuracy of the atomic wave functions. 
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Van den Bos 62 has used the coupled-state approximation 
to calculate cross sections for excitation of the first 
few states in helium by proton impact. He has included 
both angular-momentum and magnetic sub-states for a total 
of up to nine states. 
Apparently no attempts have been made to apply either 
the distortion or the coupled-state approximations to 
ionization. The reason for this is the difficulty involved 
in taking into account coupling between states of the 
continuum. 
II. COMPARISON OF.RESULTS WITH THEORY AND EXPERIMENT 
No reports of calculations or measurements of cross 
sections differential in the energy loss of the incident 
proton could be found in the literature. Hence a direct 
comparison of the apparent differential cross sections with 
the work of others is not possible at present, although for 
some regions of the spectra an indirect comparison is 
possible. A somewhat less stringent comparison can be made 
between the integrated cross sections and the results of the 
theory discussed above, alo~g with results of the experiments 
discussed in Chapter II, which employ methods quite 
different from those used in this experiment. 
Differential Cross Sections for the Continuum. The 
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apparent differential cross section for the helium continuum 
at a proton energy of 100 keV is reproduced in Figure 22, 
where comparison is made between the present results and 
16 15 those obtained by Rudd and Jorgensen and by Rudd, et. al 
through an energy analysis of the ejected electrons. Shown 
also are results of a scaled Born approximation (Rudd16) 
and the classical binary-encounter theory (Garcia53 ). The 
theoretical results are for the ejected-electron spectrum. 
The energy scale has been shifted to make the zero of the 
ejected-electron spectrum coincide with the ionization 
limit in the energy loss cross section. 
Sin~e conservation of energy can be expected to hold 
rigorously, the curves should coincide over those regions · 
where the relationship between the energy lost by the 
incident proton and the energy gained by a single ejected 
electron is unique. If the energy may be transferred to 
both electrons, the relationship may or may not be unique. 
The consequences of auto-ionization would be expected to 
be the same in both the ejected-electron method and the 
energy loss method, since the energy of the ejected electron 
is determined only by the characteristics of the discrete 
level from which it was ejected. Double ionization, on the 
other hand, would produce two electrons at a lower energy 
1020~~~~~~--~~--._-L __ ._~--~~--~-6 
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FIGURE 22 
APPARENT DIFFERENTIAL CROSS SECTION OVER 
THE HELIUM IONIZATION CONTINUUM FOR 
IMPACT BY 100-KEV PROTONS 
o- Present Data. • ~ Ejected-electron data, 
Rudd, et al. (Ref. 15). a- Ejected-electron data, 
Rudd and Jorgensen (Ref. 16). --- - Scaled Born 
Approximation (Ref. 15). -- - Classical Binary-
Encounter Theory (Ref. 53) . ·· 
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than would be the case if all the available ene!gy were 
spent in single ionization, but would simply produce a 
second continuum in the energy loss spectrum. In the case 
of simultaneous excitation and ionization, the ejected 
electron would again have a lower energy than would be 
expected in the absence of excitation while the energy loss 
spectrum would show another continuum beginning at the sum 
of the energy losses corresponding to the first ionization 
potential and the excitation potential of the level in 
question. 
The over~all effects of these two-electron processes 
wotild be to produce more ejected electrons of low energy 
in the ejected-electron method and a bump near the second 
ionization potential in the energy loss spectrum in the 
present method. Therefore we could expect the ejected-
electron distribution to have a steeper slope than the 
energy loss spectrum at low ejected electron energies, and 
we could also expect some disagreement at ejected-electron 
energies around 30 eV. 
The experimental data in Figure 22 show suggestions 
of the effects discussed above. The shape of all three 
curves deviates from the theoretical curves as the ionization 
limit is approached, where the theoretical results lie a 
factor of three above the present results. This region of 
the curve is not readily accessible to study by the ejected-
electron method because of the difficulty of maki~g accurate 
measurements on slowly moving electrons. From the trends 
in Figure 22 it appears that the major discrepancy in the 
available theory occurs in the lower regions of the 
continuum, where both the contribution to the total 
ionization cross section and the disagreement with the 
experimental differential cross section is the greatest. 
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The results of Rudd, et. al are 20% to 100 % higher 
than the present results, showing better agreement at the 
higher ejected-electron energies. The effects of the two-
electron processes can hardly account for this discrepancy. 
The results of Rudd and Jorgensen show better agreement at 
all energies. Rudd, et. al have noted15 that their integrated 
cross sections are systematically 28% higher than total 
ionization cross sections measured by others. They also 
report internal inconsistencies in thei r data of as much 
as 30% at the lower ejected- electron energies. In view of 
this, and the basic differences in experimental approach, 
it appears that the two methods yield compatible results. 
Total Excitation Cross Sections. Absolute total cross 
sections for the sum of the 11s-21s and 11s-21P transitions 
from Table II are shown in Figure 23. The error brackets 
are ~20% and represent total systemati c and random errors 
from Table VIII. Shown also in Figure 23 are results of 
the Born and coupled-state calculations of Van den Bos 47 , 62 . 
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(9- State) 
INCIDENT PROTON ENERGY (keV) 
FIGURE 23 
TOTAL CROSS SECTIONS FOR EXCITATION OF THE 
llS-218 AND 11S-21P TRANSITIONS IN 
HELIUM BY PROTON IMPACT 
o- Present Data. The Born approximation is 
from Ref. 47. The coupled-state approximation is 
from Ref. 62. 
150 
151 
The coupled-state calculation are those reported in 
ref. 62 for a 9-state expansion of the helium wave function. 
Due to the immense computational requirements in a calcu-
lation of this type, approximate analytic functions were 
used for the helium eigenstates. Hylleras wave functions 
of the form 
N = 2.605 , a= 1.41 , S = 2.61 , n = 0.799 , 
and 
N = 0.645 , a = 1.136 , B = 0.464 , n = -0.280 , 
were used for the ground state and the 21s state, while 
modified hydrogenic wave functions were used for the higher 
states. 
Three types of ground state wave functions were employed 
in the Born calculations: the Hylleras function, an 
exponential fit to the Hartree-Fock function, and a varia-
tionally determined Eckart function 47 . Linear combinations 
of modified hydrogenic wave functions were used for the 
excited states. Except for the n1s results, the Hartree-
Fock functions. gave best agreement with other calculations 47 . 
The Born results shown in Figure 23 are from the Hartree-
Fock calculations. 
The coupled-state approximation gives excellent 
agreement at all but the lowest energy used in this 
experiment. The Eorn approximation gives results which 
are factors of 2 to 3 above the data except at the higher 
energies. This is consistent with the generally accepted 
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notion that the Born approximation is not valid at energies 
below about 200 keY. The excellent agreement of the 
coupled-state results, in spite of the simplicity of the 
wave functions used, is evidence that the accuracy of the 
theoretical calculations is not so much dependent on the 
use of elaborate wave functions as on the order of the 
approximation. In fact, other calculations reported by 
Van den Bos 62 using expansions in less than 9 eigenstates 
lie between the Born and 9-state curves shown in Figure 23. 
All results approach the Born results at higher energie~, 
as expected. 
Total cross sections for the 11s-2 1P transition using 
estimates of the relative contribution of the 21s 
transition (see Tables III and IV) are shown in F~gure 24, 
together with results of the Born58 , distortion61 , and 
62 1 . . coupled-state calcu at1ons. 
In the Born calculations a six-parameter ground-state 
wave function was used, and in the distortion calculations 
a Hylleras wave function was used, similar to that used in 
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Distortion (Be II) 
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INCIDENT PROTON ENERGY (keV) 
FIGURE 2~ 
TOTAL CROSS SECTIONS FOR EXCITATION OF THE 
11S-21P TRANSITION IN HELIUM 
BY PROTON IMPACT 
o - Present Data. The Born approximations are 
from Refs. 47 and 51. The distortion approximation' 
is from Ref. 61. The coupled-state approximation is 
from Ref. 62. 
153 
154 
The agreement between theory and experiment in Figure 24 
shows a pattern very similar to that in Figure 23. The Born 
approximation over-estiamtes the cross section considerably 
at the intermediate energies, the distortion approximation 
. gives the shape of the curve qualitatively, and the 
coupled-state approximation again gives excellent agreement. 
As noted earlier, the distortion approximation is just a 
3-state coupled-state approximation and so lies between the 
Born and 9-state approximations in order of their 
correspondence to physical reality. 
The agreement noted in Figure 24 could be partly 
fortuitous in view of the estimative procedure used to 
separate the 21s and 21P peaks in the spectra. The error 
bars cover all uncertainties involved in the estimations, 
however. The data shown in Figure 23, on the other .hand, 
are not estimates and there is no doubt as to the 
agreement between these and the theoretical results. 
It is interesting to note that the same general trend 
shown in Figure 24 is also found in comparisons between 
theory and experiment forthe case of excitation to the 31P 
state58 . In these comparisons, data obtained by optical 
methods were normalized to the Born approximation at 500 keV 
and then compared to the distortion approximation. The 
coupled-state calculations were not available at the time 
this comparison was published. The data shown there fall 
below the distortion results up to the maximum, and are 
155 
about SO% of the Born results at energies below about 100 keV. 
The fact that the experimental results had to be normalized 
before any agreement was reached is indicative of the prob-
lems encountered in the past in comparing excitation cross 
sections obtained by optical methods with theory. 
Total Ionization Cross Sections. Absolute total 
ionization cross sections from Table V are shown in Figure 25. 
Shown also are results of the Born59 , 60 and .classical52 
calculations and the experimental data of Federenko11 , 
De Heer12 , and Hooper63 , et. al. All the other experi-
mental data shown in Figure 25 were obtained by some 
variation of the parallel-plate condenser method wherein. 
either ejected electrons or recoil ions were collected. 
Agreement among different investigators using that method 
is good except at lower energies. 
The results of the classical calculation are factors 
of 2 or more above the data, while results of the Born 
approximation show better agreement, but place the maximum 
at too low an energy. 
The present data agree well with that of others, 
considering the fundamental differences 'in method. The 
present data do, however, show a faster decrease toward 
the lower energies than do the others. The main features 
agree closest with the data of Federenko. 
There is no apparent reason why the present results 
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FIGURE 25 
TOTAL CROSS SECTIONS FOR IONIZATION OF 
HELIUM BY PROTON IMPACT 
o - Present data; • - Data of DeHeer, 
et al. (Ref. 12); D -Data of Federenko, et al. 
(Ref. 11); X- Data of Hooper, etal. (Ref. 63); 
-- - Born Approximation, Mapleton (Ref. 60); 
-----Born Approximation, Peach (Ref. 59); 
---- Classical Binary-Encounter Theory, 
Garcia, et al. (Ref. 52). 
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the rest of the range. Increased loss of beam by scattering 
at low energies is unlikely in view of the absence of any 
noticeable trend in the experimental tests for large-angle 
scattering (see Table I). Since the other data were all 
obtained by the parallel-plate method, it is reasonable to 
suspect systematic effects from processes other than first 
ionization in that method. This is also suggested by the 
considerable difference in slope toward the lower energies 
in the data of De Heer and of Federenko, which is apparent 
in Figure 25. De Heer notes a large discrepancy in the 
results of different investigators (many of which, for 
clarity, were not included in Figure 25) at energies below 
about 40 keV. Since the charge exchange cross sections 
reach a maximum at these energies and are nearly twice the 
magnitude of the ionization cross sections there36 , 39 , the 
results obtained by the parallel-plate method could be 
increased by simultaneous capture and ionization if electrons 
are detected, or by single and double capture if recoil 
ions are detected. 
In connection with the observed discrepancies it should 
be noted that the ionization cross sections measured in 
this experiment are true first ionization cross sections. 
That is, they are for the process 
+ + + H + He + H + He + e . 
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Second ionization, 
+ + ++ H + He + H + He + 2e , 
would contribute double charges in the parallel-plate method, 
but in the present method would produce a single energy 
transfer which would be interpreted as a transfer to a 
single charge. No correction to the results have been made 
for second ionization since it would be manifested in a 
continuum beginning at the second ionization potential and 
would be observable if it contributed significantly to the 
results. No second continuua were observed. 
The charge exchange process, 
+ + H + He + H + He , 
produces a neutral pFojectile, which cannot negotiate the 
analyzing magnet or the energy analyzer and is therefore 
not detected. Simultaneous ionization and charge exchange, 
+ ++ H + He + H + He + e , 
also produces a neutral projectile and does not contribute 
to the present results. 
Contributions from simultaneous excitation and 
ionization, 
+ + +* H + He + H + He + e , 
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are the same in either the parallel-plate method or the 
present method. The same is true of auto-ionization. In 
this method either process produces features in the energy 
loss spectra which are included in the integrations for the 
total ionization cross sections. In the parallel-plate 
method either process produces a singly-charged ion and one 
free electron and so is counted as first ionization. 
Secondary processes such as ionization by the electrons 
ejected in the primary collision can contribute to the 
number of ions formed in the target chamber. Such processes 
cannot, however, affect the energy lost by the proton and 
thus do not affect the spectra from which ionization cross 
sections are calculated in this experiment. 
The present ionization cross sections are thus not 
equivalent to the so - called cross sections for production 
of free electrons or ions, since the present method includes 
only contributions from first ionization. All the processes 
listed above have been cited as possible sources of 
8 12 
uncertainty in measurements by the other methods ' . 
Total Cross Sections for Inelastic Processes. Total 
inelastic cross sections from Table VI are shown in Figure 26, 
compared with the results of a composite Born approximation. 
The Born curve was obtained by direct addition of results for 
the 11s-n1P (n=2,3, ••. 6) and the 11s-n1D (n=3,4,5) transitions 
obtained by Van den Bos 47 , and the total ionization cross 
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FIGURE 26 
TOTAL CROSS SECTIONS FOR INELASTIC SCATTERING OF PROTONS BY HELIUM 
0 - Present Data. -- - Composite Born Approximation ..... 0\ 
0 
processes were considered negligible on the grounds that 
they are forbidden for proton impacts or that, from the 
-3 
n law, they are expected to be negligible. 
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The agreement in Figure 26 shows a pattern similar to 
that of Figure 25 for ionization. This is understandable 
in light of the predominence of the influence of ionization 
on the observed energy loss spectra. We can also gather 
from this that ionization is the principal cause of energy 
loss in collisions where the charge on the projectile is 
unchanged. 
Partial Ionic Stopping Powers. Partial ionic stopping 
powers from Table VII are shown in Figure 27, together with 
the total stopping power results of Park and Zimmerman26 . 
The total stopping powers are seen to be a factor of 
2 to 3 greater than the partial stopping powers. The 
differences in definition and method of measurement of the 
two quantities was discussed earlier. In the present case, 
the bulk of the difference can be attributed to the high 
probability of capture-and-loss cycles in measurements of 
total, as opposed to partial, stopping powers. The 
differences are greater at lower energies where the cha!ge 
exchange cross sections are. greater. 
As a check on the validity of the partial stoppi~g 
power measurements, a spectrum taken at 50 keV, with 
100 microns of helium in the target chamber, was analyzed 
to obtain the total stoppi~g power. The spectrum is shown 
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FIGURE 27 
STOPPING POWER OF HELIUM FOR PROTONS 
0 -Partial Stopping Powers (Present data). 
• - Total Stopping Powers (Park and Zimmerman , Ref. 26). 
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in Figure 28. The aver~ge energy loss is easily obtained 
by integrating this spectrum. The value of 6.88 x lo-15ev-
cm2 obtained in this way for the total stopping power is in 
fair agreement with the results of Park and Zimmerman shown 
in Figure 27. 
Some interesting features can be seen in the spectrum 
of Figure 28, demonstrating the influence of multiple 
collisions on the total stopping powers. The z1s, z1P peak 
in the first collision is still prominent at about 21 eV, 
while the same peak in the second collision is just visible· 
at twice the energy loss.· The remainder of the spectrum is 
formed by the build-up of excitation peaks and ionization 
continuua from successive collisions. It is this build-up 
that is responsible for the steady increase in the average 
energy loss, hence the stopping power, as the probability 
of multiple collisions increases. 
The 100 microns target-gas pressure is probably still 
not high enough to produce charge equilibrium, which would 
explain why the total stopping power is still lower than 











0 100 200 
ENERGY LOSS (eV) 
FIGURE 28 
ENERGY LOSS SPECTRUM OF HELIUM FOR PROTON 








The main contribution of the experiment to the 
understanding of atomic collisions has been the measurement 
of the cross sections for excitation of the z1s and z1P 
states of helium by proton impact. This is the first known 
measurement of these cross sections. A comparison of the 
magnitudes of the cross sections with those for excitation 
of other states shows these two to be the most probable of 
all excitation processes possible in collisions of protons 
with helium atoms. Their influence on the properties of 
hydrogen-helium systems and, consequently, the importance 
of reliable measurements of their cross sections, is thus 
apparent. 
The. very high accuracy of the coupled-state approxi-
mation has been substantiated by the results of this 
experiment. The calculations with which the z1s and z1P 
cross sections were compared represent the only known 
application of the coupled-state approximation to atomic 
collisions in the present energy range. The excellent 
agreement obtained here indicates that more applicati~n of 
this theory would prove fruitful. The author also believes 
the results indicate the desirability of c~lculations with 
simple wave functions in the higher - order approximations, 
as opposed to the use of elaborate wave functions in the 
Born and other low- order approximations. 
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From an experimental standpoint, the main contribution 
of this study has been the demonstration of the feasibility 
of measuring heavy-particle collision cross sections by 
energy loss spectrometry on the primary beam. The 
generally good agreement obtained in comparison of the 
total ionization cross sections with results of other more 
well-established methods is evidence of the basic soundness 
of this method, and lends credence to the accurac of the 
total excitation cross sections, for which no experimental 
comparison was possible. The precise cause of the departure 
in slope at low energies in the present data from that of 
others is not fully understood. Of all the possible causes 
that can be thought of, most stem from extraneous processes 
that can affect measurements by the other methods, but that 
are eliminated from the present results by virtue of the 
experimental arrangement. 
The systematic disagreement with results of the ejected 
electron experiments is believed due to a calibration 
uncertainty in the latter and is not considered to have 
any _ ph~nomenological · significance. It should be pointed 
out that the comparison made in this case is a very 
stringent one. The two experiments are complementary to 
a certain extent, but represent such completely opposite 
approaches that any agreement in the differential quantities 
is gratifying. 
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In the thesis, the basic rationale of the method has 
been presented and the groundwork has been laid for future 
experiments involving a wide range of projectiles and targets. 
It has been shown that an analysis of the energy loss 
spectra induced.by the forward-scattered beam yields an 
experimental cross section, differential in the energy loss 
of the incident beam, and which is essentially equivalent 
to the doubly-differential cross section integrated over all 
angles. In support of the latter it has been shown both 
experimentally and theoretically that the beam intensity 
removed from the detector by large-angle scattering is 
negligible for the case of protons on helium. 
Some of the more important problems involved with 
heavy-particle energy loss spectrometry are worth noting 
at the present state of its development. 
As with any new form of spectrometry, the most 
important initial requirement is for higher resolution. 
This would obviate the need for numerical deconvolution with 
its inherent disadvantages and possible esthetic objections. 
Although many of the cross sections reported in this 
study were not affected by resolution and thus did not depend 
on the use of deconvolution, the more important excitation 
cross sections could not be obtained with confidence without 
it. That is, it could not be assured that other excitation 
processes did not contribute to those being measured until 
the corresponding peak was separated from the rest of the 
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spectrum. However, this is not an uncommon state of affairs 
and causes even more difficulty in the optical methods. For 
example, the effects of cascading from higher states must be 
accounted for in the optical experiments through the use of 
transition probabilities obtained from theory or other 
experiments, such as those measuring lifetimes. Only a 
limited number of such cascades can be considered. In any 
case, results obtained by optical methods are not 
completely independent of other work and there is always some 
doubt as to contributions from other excited states. 
Another problem that can be laid to lack of resolution 
in the present method arises, in all but the simplest 
target systems, in identification of observed peaks in the 
spectra. If the energy levels of the target system are 
known, then in theory any resolved peak can be identified 
by reference to the selection rules associated with a. given 
projectile. In practice, however, it has been found in this 
experiment that lack of resolution can cause apparent 
shifts in peaks, thereby introducing uncertainties in their 
identification. 
Perhaps the most potentially serious limitation of the 
method lies in the correct determination of the effects of 
large-angle scattering. The present method of determini~g 
these effects depends on the validity of the assumption of 
separability of the doubly-differential cross section in 
angle and energy. Thus some form of direct angular 
measurement would be desirable. However, the stro~g 
dependence of the elastic cross sections on scattering 
angle places severe limitations on the angular resolution 
obtainable in such measurements. 
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In spite of the difficulties noted in this study, the 
energy loss spectrometry method promises to become a 
powerful tool in the study of heavy-particle collision 
processes. Moreover, the difficulties are not insur-
mountable and serve primarily to restrict the applicability 
of the method rather than to introduce undue error in the 
cross sections that can be measured. The variety of cross 
sections reported here is indicative of the range of 
phenomena that can be studied in a single experiment .using 
this method. The fact that the first excitation cross 
sections measured (for the 11s-z1s and 11s-2 1P transitions 
in helium) are ones for which no other means of 




A flow diagram of the deconvolution computer program 
1s shown in Figure 29. 
outlined in Chapter IV. 
The mathematical steps have been 
The energy scale was first accurately established by 
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shifting the spectrum until the elastic peak coincided with 
the primary peak of the resolution curve. After subtracting 
the background, the range of integration of the convolution 
integral was shortened to include only the primary peak of 
the resolution curve. It was found that this greatly 
increased the rate of convergence and introduced no changes 
into the final solution. (Intervals covering 3,5,7,11, and 
21 points were tried. Convergence was best with 7 points, 
which was the interval used.) 
Convergence characteristics are shown in Figure 30, 
where the rms deviation between Rn and R-k~ is plotted versus 
the number of iterations. In practice, the process was 
usually stopped after 2 0 iterations. As can be seen in 
Figure 30, the deviations are less than 1% at this point. 
In general, the process has proven to be very stable 
when applied to a relatively noise - free spectrum. In some 
cases, errors were made in reading the data from the recorded 
graphs, or in the input stage. When this occurred, strong 
oscillations appeared in the solution curves. The oscilla-
tions were easily spotted, and in every such case the 
erroneous data were found and corrected. 
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