The learning abilities and high transparency are the two important and highly desirable features of any model of software quality. The transparency and user-centricity of quantitative models of Software Engineering are of paramount relevancy as they help us gain a better and more comprehensive insight into the revealed relationships characteristic to software quality and software processes. In this study, we are concerned with logic-driven architectures of logic models based on fuzzy multiplexers (FMUXs). Those constructs exhibit a clear and modular topology whose interpretation gives rise to a collection of straightforward logic expressions. The design of the logic models is based on the genetic optimization and genetic algorithms, in particular. Through the prudent usage of this optimization framework we address the issues of structural and parametric optimization of the logic models. Experimental studies exploit software data that relates software metrics (measures) to the number of modifications made to software modules.
Introduction: Modeling software products and processes
The important objectives of quantitative Software Engineering revolve around building models that help express software quality in terms of some software metrics (measures) (Canfora et . There have been numerous approaches to such modeling pursuits. In addition to some "standard": linear and nonlinear regression models, we can witness other techniques exploiting neural networks, machine learning, neural networks and fuzzy sets (Ebert,1994; There are several compelling reasons behind studying different approaches to modeling software processes and software products
• Typically the available software data are quite limited yet they may involve a significant number of variables; in this sense their sparse character requires careful attention • As the models produce results to be presented to the user (designers, managers, testers, etc.), it is highly advisable to assure high transparency (user-centricity) of the overall modeling process. In particular, this feature supports an interpretation of results and reveals relationships between software metrics and software quality.
• Software processes are human-oriented and not governed by any laws of physics.
This strongly suggests considering modeling practices realized at some abstract levels engaging logic constructs • It is highly advisable to develop models in such a way that they could accommodate heterogeneous input information not necessarily being confined to numeric data • The models should be endowed with a significant level of flexibility and learning mechanisms to accommodate commonly encountered nonlinear relationships and potential variability of the individual projects and software products.
Being aware of these main objectives, we may conclude that ideally the modeling framework should support the development of models in such a way that they combine a high degree of plasticity and learning abilities with an evident transparency and a significant level of interpretability. Interestingly enough, we could state without any exaggeration that the fundamentals of such modeling are inherently rooted in the world of multivalued or fuzzy logic. The underlying logic nature of the models makes them transparent and this transparency contributes to a highly interpretative insight into experimental data. The agenda of fuzzy modeling is inherently associated with the transparency of fuzzy models. While this facet of modeling has already started to gain visibility and properly balance the otherwise accuracy-driven fuzzy models, there are still a number of fundamental issues as to the definition of interpretability itself, granularity of models vis-à-vis the characteristics of experimental data, and assessment of the readability of the structure of the model itself (Reformat et al., 2003) .
Two-valued logic forms a well-known boundary case of the fuzzy logic. The design of digital systems comes with a diversity of well-established, highly efficient and scalable architectures and related development algorithms. By acknowledging a point of view that the two-valued logic is just a special case of fuzzy logic, we are then somewhat tempted to generalize or reformulate the already existing architectures and design practices of digital systems and cast them in the framework of fuzzy logic. This point of view is the crux of this approach to the development of fuzzy logic models. We focus on a certain standard technique of implementation of combinational systems by means of multiplexers (the approach which results in an array of multiplexers implementing any Boolean function); see McCluskey (1986) and generalize this concept to the world of fuzzy logic. In essence, we are concerned with the three main phases: (a) building a generic structure of a fuzzy multiplexers, (b) developing models (networks) exploiting fuzzy multiplexers as their building components (we will be referring to them as networks of fuzzy multiplexers), and (c) designing such networks with the aid of methods of structural and parametric optimization.
As emphasized, the embedding principle (where fuzzy logic subsumes two-values logic and inherits from its fundamental constructs), makes this starting point of view becomes especially justifiable and appealing considering that multiplexers have been commonly used in the design of digital systems and come with a well developed design methodology (Cilietti, 1999).
The organization of the material is structured in a way that reflects the research agenda outlined above. First, we introduce a basic processing module of a fuzzy multiplexer (fMUX) and discuss its characteristics (Section 2). This naturally leads us to the networks formed by fuzzy multiplexers, Section 3, relates their structure to the expansion theorem by Shannon, and emphasizes the nature of the function decomposition completed in this manner. Section 4 is concerned with the general development of fMUX networks and serves as a prerequisite to the comprehensive discussion on the design of the networks. Section 5 concentrates on the genetic optimization of the networks using which we address an issue of their structural optimization (concerned with a selection of an optimal subset of input variables) and parametric learning. The discussion covers architectural considerations of GAs as well as presents the underlying genetic operators pertinent to the optimization realized here. Experimental results dealing with synthetic and software data are included in Section 6.
The terminology used here adheres to the standards encountered in two-valued logic, digital systems, and fuzzy logic. The logic operators are modeled via t-and t-conorms. If not stated otherwise, we use two standard realizations of t-and t-conorms coming in the form of a product and probabilistic sum. An overbar denotes a complement treated in a usual way encountered in logic (that is x = 1-x).
Fuzzy multiplexer as a generic processing unit
We are concerned with the development of logic-based models of data in the unit hypercube. 
The structure of (1) can be schematically illustrated as visualized in Figure 1 . The variable (x) standing in the above expression plays a role of a switching (selection or select) variable that allows two fixed information inputs (c 0 or c 1 ) affect the output. The degree to which the produced result depends on these fixed information values is controlled by the select variable. To emphasize the role played by all these signals, we use a concise notation y = fMUX(x, c) where c (=[c 0 c 1 ]) denotes a vector of the information inputs. In the two boundary conditions the select variable may assume, we produce a binary switch (as being used in digital systems). It means that if x =1 then y = c 1 . Likewise the value of x set up to 0 leads to the output being equal to c 0 meaning that the value of c 0 is transferred to the output of the device. Using fuzzy multiplexers, we can easily form cascade structures (networks) as commonly encountered in the two-valued logic constructs (digital systems). An example of a twolayer structure, a network of fMUXs is displayed in Figure 3 . The input-output characteristics of the network that are regarded as a function of the select signals x 1 and x 2 are shown in Figure 4 . Depending upon the numeric values in the vector of the information inputs (c), we encounter various types of nonlinearities. Figure 5 includes the corresponding characteristics for the minimum and maximum operations; it becomes apparent that the piecewise character of the relationships becomes predominant. Regarding the notation, Figure 3 , the switching variables as listed from the left to right visualize their location across the network with the last variables being the one realizing the final switching). 
A realization of the network of fMUXs
The functional module of the fuzzy multiplexer introduced above is a generic building block that can be efficiently used to construct larger structures. It functionality is minimal (in the sense we have here only a single switching variable, that is x). If we are dealing with more variables (x 1 , x 2 , …,x n ) the resulting structure is formed as a regular multilevel architecture composed of the basic fMUXs as visualized in Figure 6 . Noticeably at each level of the network we assign single selection variable. Moreover at each level of the network the number of multiplexers doubles; the output layer comprises one multiplexer, the layer next to it two multiplexers, the next one four units, etc. With the substantial number of select variables we can envision some scalability problems (and these have to be addressed at the design phase). The fMUX network comes with an interesting motivation and exhibits a clear interpretation. As functionality is concerned, it is instructive to go back to the two-valued logic which clearly reveals a rationale behind the use of such networks of multiplexers; Kohavi (1970) . Consider a two-variable Boolean function f(x 1 , x 2 ). According to the classic Shannon expansion theorem, the function can be written down as a sum of products, that is This successive expansion of the Boolean function maps directly on the two level structure of the multiplexers; the information inputs to the multiplexer are the functions of one variable, namely f(x 1 ,0) and f(x 1 ,1) that are realized by the two multiplexers in the first layer of the network. Here f(0,0), f(1,0), etc. are the information inputs to these multiplexers. The network of the fuzzy multiplexers is just a generalization of this fundamental result to fuzzy functions defined in the unit interval.
When it comes to the interpretation, the network exhibits several interesting properties. We start with the input layer. The outputs of these fMUXs are just logic expressions of a single input (select) variable (being more specific, the variable and its complement). In the sense of involving only one variable they are general. There are also a lot of them (especially if we are dealing with the multiplayer network). In this sense, what becomes realized at the first layer is just a list of partial realizations of the function and the outputs there can be treated as generalized variables. In the subsequent layers these are specialized (by involving another variable) and their number becomes reduced.
The general development environment of the network-interfaces issues
The fuzzy multiplexer completes a logic-based processing of input variables and realizes a certain logic-driven mapping between input and output spaces. As they interact with a physical world whose manifestation does not arise at the level of logic (multivalued) signals, it becomes apparent that there is a need for some interface of the model. Such interfaces are well known in fuzzy modeling. They commonly arise under a name of fuzzifiers (granular coders) and defuzzifiers (granular decoders). The role of the coder is to convert a numeric input coming from the external environment into the internal format of logic membership grades associated with each input variable. This can be shown in the form outlined in Figure 7 . In this study, we consider one of the simplest scenarios. While being quite straightforward, this design alternative exhibits interesting properties, supports computational simplicity and implies a significant level of the interpretability of the model. 
The development of the FMUX networks
In this section, we discuss some general design scenarios and envision their suitability in the development of the fMUX networks.
Selecting among general design scenarios
The development of the fMUX networks entails two fundamental design scenarios:
(1) If we consider all input variables (x 1 , x 2 , …, x n ) to be used in the development of the system then the values of the entries of the vector c=[c 0 c 1 c 2 c k …] have to be estimated (2) If the number of the input variables is high (and this implies a high dimensionality of c along with all drawbacks of learning we envision under such circumstances), the design of the network has to involve a selection of an optimal subset of the variables and a simultaneous estimation of the pertinent vector of constants (c).
In the first scenario, we can use a standard gradient-based learning. It is straightforward; for a given structure (that is the variables being specified in advance along with their arrangement within the network), a detailed form of a performance index to be minimized (Q), specific models of t-and t-conorms, the gradient of Q taken with respect to c navigates the optimization process realized throughout the search space,
where c(iter) denotes the values of the input constants at a certain iteration step (iter); β > 0 is a learning factor implying an intensity of adjustments of the values of c. The gradient of Q can be easily determined. In spite of that there could be some potential shortcomings of this learning scheme. The most profound one comes with a high dimensionality of the network. If there are a significant number of the variables in the problem, the computed gradient assumes low values. As a result, the learning becomes very inefficient. Note also that the dimensionality of the input vector is equal to 2 n and this expression gives rise to a prohibitively high dimensionality quite quickly even for relatively small values of "n". In light of these, it is very likely that the gradient-based methods will come with a limited applicability and we have to proceed with caution when dealing with the increased problem dimensionality.
The second design scenario involves an optimization of the structure (selection of variables) that helps handle the dimensionality problem in an efficient manner. The parametric optimization concerning the vector of the coefficients in some reduced format becomes then more efficient. We may also envision frequent situations in which not all variables become essential to the design of the logic mapping (the same holds in pattern recognition where a stage of feature selection becomes a necessity). With the structural and parametric optimization at hand, we have to confine ourselves to some techniques of global and structural optimization. An appealing way to follow is to consider genetic algorithms (GAs).
Genetic development of the fMUX networks
Having recognized the primary design objectives, we now concentrate on the details of the underlying genetic optimization. GAs (Michalewicz, 1996; Goldberg, 1989 ) are welldocumented in the literature including a long list of their numerous applications to neurofuzzy systems. Bearing this in mind we elaborate on the fundamental architecture of the GA, its parameters and discuss some implementation details.
Genotype representation The proposed genotype is a direct reflection of the structure of the fMUX network. We consider a floating point coding as this results in compact chromosomes. Let us assume that the number of input variables to be used in the network is given in advance and equal to n' where n' < n. The chromosome consists of two substrings of real numbers. The first block (substring) contains 2 n' values of the information inputs. Vector. The second block (with n inputs). deals with the subset of the variables to be used in the design. The details are schematically visualized in Figure 8 . Figure 8 . The structure of the fMUX network and its genetic representation (a) and details of the coding of the subset of the input variables (b) through ranking and using the first n' entries of the substring As far as the structure of network is concerned, it is instructive to discuss a way in which the select variables are coded in the second block of the chromosome. The second portion of the chromosome corresponds to the subset of the original inputs that are chosen as select variables and requires some processing before being used to identify the structure of the network. As the entries of the chromosome are real-coded, the likelihood of encountering two identical entries is zero (to be on a safe side, we can always break a tie randomly). With the predefined number of the inputs (n'), we then use only the first n' entries of the chromosome and this produces the sequence of the input variables. The entries are ranked (in the increasing order) and the first n' entries of the substring are used to choose among all variables. This ordering is directly mapped onto the network where the first variable is the one switching the first layer of the network. N.B. One could easily optimize the number of the subset of the input variables (n') instead of supplying it externally yet this does not to seem to be very attractive. It is perhaps more justifiable to do a systematic search by sweeping n' from 1 to n. In essence, this systematic search helps us assess approximation and generalization abilities of the networks and get a better sense as to the plausible subset of the variables.
When it comes to the selection process, we use an elitist ranking selection (Michalewicz, 1996) . This selection mechanism means that individuals to be selected for the next generation are based on their relative rank in the population, as determined by the fitness function. The best individual from each generation is always carried over to the next generation (elitist mechanism) meaning that the solution found so far during the genetic optimization is guaranteed to never disappear.
The mutation operator is a standard construct encountered in a number of genetic algorithms, cf. . 0. Given an individual string a = [a 1 ,a 2 ,…,a 2n ], we generate a new string a' = [a 1 ',a 2 ', …,a 2n '] where a i ', i=1, 2,…,2n, is a random number confined in the range of [0,1] and subject to the following replacement (mutation) rule: a i is mutated that is replaced by a i ' with some probability of mutation (p m ) otherwise the entry of the chromosome is left intact, that is a i '=a i .
The crossover operation is realized as the BLX-0.5 crossover operator (Baker, 1985 The operator is employed with probability of crossover, p c, otherwise the individuals are left unchanged a'=a and b'=b.
Fitness function The fitness function quantifies how the network approximates the data and is taken as ε Q Q 1 + − with Q being a sum of squared errors between the target values (experimental output data) and the corresponding outputs of the network. The other option is the standard RMSE. A small positive constant ε standing in the denominator of the above expression assures that the fitness function remains meaningful even for Q = 0 (which in practice never occurs).
Experimental studies
In the experimental part of the study, we start with some illustrative material dealing with Boolean expressions and then move on to the software data.
Realization of Boolean functions
In this experiment, we are concerned with Boolean data; this helps us compare the result produced by the fuzzy multiplexer with the solutions obtained using standard techniques used to design digital systems. The data set comprises of 12 input-output pairs of binary data with 5 inputs and a single output, The development of the network is completed for a varying number of inputs starting from one variable and ending up with all the variables. The results are summarized in Table 1 . Table 1 . Structure of the multiplexer network and associated errors; by the classification error we mean the number of mismatches between the binary (that is subjected to some threshold) output of the network and the data From this table (based on the values of the classification error), it becomes obvious that 4 variables are optimal for the problem. The resulting inputs are shown in Figure 9 . With the threshold value of 0.5, we are left with eight significant inputs. Noticeably, all those very close to 1 identify the minterms existing in the data. The one extra here with the value equal to 0.61 (and still deemed relevant), corresponds to the combination of the inputs equal to 0100 (that is
) and it is subsumed by the remaining sum of the minterms. Alluding to the problem variables being identified by the genetic algorithm, it is interesting to note that x1 has been eliminated. It is not surprising at all noting that it fixed at 1 and thus becomes redundant in the problem. For this optimal number of the inputs, Figure 10 shows how GA performs in terms of the optimization; evidently most learning occurs at the beginning of the process and this becomes evident for the best individual as well as the average fitness in the population. The second example is shown here to visualize the effectiveness of the genetic optimization. The binary data describe a three dimensional XOR problem. With the population of 50 chromosomes, 50 generations, the mutation rate of 0.05 and crossover rate equal to 0.8 the ideal result is obtained after a few initial generations. As expected, the information inputs are either close to 1 or become practically equal to zero, Figure 11 . Figure 11 . Information inputs of the network of fuzzy multiplexers
Experiments with software data
In the ensuing comprehensive suite of experiments we consider a well-documented MIS data set (Munson and Khoshgoftaar, 1996) which has already been used in other experimentation with models of quantitative software engineering. The dataset includes software modules described by a collection of typical software metrics and associated number of changes made to the corresponding module. For the purpose of this experimentation, we focused only on the selected software measures leaving some others out (such as e.g., number of characters, number of code characters, number of comments), refer to Table 2 .
Software metrics notes x 1 Number of lines of code, including comments x 2 Program length N = N1 + N2; N1-the total number of operators, N2-total number of operands x 3 Estimated program length n 1 log 2 n 1 + n 2 log 2 n 2 n 1 -the number of unique operators, n 2 -the number of unique operators x 4 Jensen's estimator of program length (log 2 n 1 )! + (log 2 n 2 )! x 5 McCabe cyclomatic complexity number number of decision nodes +1 x 6 Belady's bandwidth metric average level of nesting Table 2 . A collection of software metrics (measures) used in the experiments.
For further experimentation, we eliminated one data point for which the number of changes was overly high (98) in comparison to the rest of the data and which could easily skew up the entire picture. Note that the average number of changes was 7.25. In the learning process we use 60% of randomly selected data. The rest 40% is left for testing purposes. The t-and t-conorm are implemented as the product and probabilistic sum.
As discussed in Section 4, the software measures were linearly normalized to the unit interval. The evolutionary optimization was realized with the following parameters of the GA whose values are quite typical and quite similar to those found in the literature, namely size of population -300, number of generations -500, mutation rate -0.05, crossover rate -0.8
As a matter of fact, it is worth noting that those parameters could be fine-tuned however the process might be quite tedious and geared only towards a specific dataset.
In the series of experiments we modified the number of allowed input variables starting from a single software metrics and moving on to the entire set. The results are reported in terms of the performance index (RMSE) for the training and testing set as well as the corresponding subsets of the variables; see Table 3 . Table 3 . Results of genetic optimization of the logic model of the network of fuzzy multiplexers (the switching variables are listed starting from the first layer of the fuzzy multiplexers in the overall architecture)
We observe that the performance index on the training set achieves minimum for two and three variables. With the increase of the dimensionality, there is some increase in the values of the performance index. Given this, we may regard the two software metrics, that is the number of lines of code and the estimated program length to form a suitable subset of software metrics. By adding the third metrics that is McCabe cyclomatic complexity we are not witnessing any improvement (the performance index stays the same). As a matter of act, the performance index on the testing set reaches 8.09 for two metrics and 5.37 for the suite of the three metrics. The topologies of the networks with a single input and two inputs along with their characteristics are visualized in Figure 12 . The findings are intuitively appealing as far as the specific software metrics are concerned and their occurrence in the overall expression. In the case of the single input, the number of lines of code is a fairly compelling indicator of possible changes. The logic expression identifies a direct relationship between the increase in the values of this metrics and the resulting increase in the number of changes made to the software module. This observation is drawn from the logic expression, see Figure 12 , y = 0.92 t x 1 = 0.92 x 1 (as the t-norm has been implemented as the product operator). This relationship is linear as illustrated in Figure 12 . Given the underlying logic of the fuzzy multiplexer one could infer that the increase of the number of lines of code leads to the increase of the number of changes in the code. With the two inputs, we observe that the x1 is the first switching variable and the results produced at the first layer are combined by the fuzzy multiplexer guided by x 3 (estimated program length). The logic expression governing the relationships is intuitively appealing: roughly speaking, the increase in the number of changes occurs when both the number of lines and the estimated program length are increasing or at least one of them with the more significant impact caused by the high number of lines. This slightly asymmetric behavior is also reflected in Figure  12 .
Conclusions
We have introduced a logic-driven architecture of fuzzy models based on a concept of fuzzy multiplexers (fMUXs). fMUXs are direct generalizations of fundamental building blocks encountered in two-valued (digital) logic and being used in a design process therein. The design of the fMUX networks has been carried in the framework of genetic optimization. The GA is effectively used at the level of structural and parametric optimization. It is worth stressing that the structural optimization becomes indispensable in case of multivariable problems. The selected (optimized) subset of input variables leads to an efficient dimensionality reduction of the problem and helps concentrate on the most significant variables. With this regard, the resulting transparency of the model is also worth emphasizing. Given the topology of the network itself and the processing therein, its structure becomes highly interpretable. Any fMUXs construct is translated into a coherent logical description of the experimental data being used in its development. Taking full advantage of this aspect, we were able to reveal and quantify immediate links between some software metrics and the quality of the software product (in our case it related to the number of changes that were made to the software modules). We emphasize that the network of fMUXs translates into a logic description of experimental software data we used in their development. Given the form of the input interface that linked the data with the logic processing realized through two linear membership functions, we came up with an interesting and highly readable semantics of the relationships conveyed by the logic model. In essence, the logic model endowed with this type of interface expresses "gradual" dependencies between the inputs (software metrics) and some ensuing effects (the number of changes) and quantifies the strength of these relationships (which is done with the use of the numeric values of the data inputs of the fMUXs positioned at the input layer of the network).
