ABSTRACT In the environment of data explosion, how to make an effective and accurate personalized point of interest (POI) recommendation in location-based social networks (LBSNs) is a challenging and meaningful task. Fortunately, there is a lot of information that we can use. We can make recommendations by mining the rich information hidden in user check-in records. In this paper, we propose a recommend system named GFP-LORE. Specifically, we have designed a framework, which integrates various influencing factors. First, we modeled friend sign-in frequencies and POI popularity as a power-law distribution and the experiment proved that it is effective. Then, we got the influence of geographic information by modeling it according to the longitude and latitude of the user's check-in location. After that, we sorted the historical check-in records of all users according to time and then mine an overall pattern of location transfer-order pattern. Then, we combine it with each user's own unique location transfer record to get the possibility of the user going to the next POI. Finally, we synthesize the above four influence factors into a unified correlation probability rating and recommend a new location by this probability rating. We tested our system on the open real check-in data set, and the results of our simulation experiments show that the recommendation effect of our system is better than those algorithms used in the contrast test.
I. INTRODUCTION
The check-in data obtained from LBSNs contains a wealth of knowledge about user interests, and this kind of knowledge can be used in many applications, such as location recommendation [1] - [4] , friend recommendation [5] , etc. Among them, points of interest(POI) recommendation is an important field in LBSNs. It not only helps users explore new points of interest, enriches user experience, but also helps companies to acquire more potential customers. Nowadays, the most popular POI recommendation algorithm is to use the traditional collaborative filtering technology for POI recommendation like [6] , [7] . However, as no other useful information is considered, the recommendation accuracy of these algorithms is not high enough. A relatively good POI recommendation algorithm should reasonably use geographic and social information like [8] - [12] . Through modeling the user's
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check-in geo-location information and calculate check-in location similarity between friends, these studies can obtain and utilize the geographical influences and social influences to make recommendations [13] - [16] . In addition, because the location information about POI has a great influence on the user's check-in behavior and it's easy to have the similar interests in friends, so this kind of method have been proved to be very effective. But there's still a lot of useful information that these algorithms don't take into account. Some studies [8] , [17] - [19] have shown that people prefer more popular locations and the human moving trajectory shows some kind of sequential pattern. For instance, people are used to going to the cinema to relax after work and the more popular cinemas will be easier to be chosen. Therefore, when researching recommendation algorithm, it is necessary to consider not only geographical influences and social influences, but also the popularity influences and sequence influences needs to be focused on. But it is not enough to consider adding just one influence factor. Although there will be some improvements, they also have some flaws and not satisfactory enough. So, this paper aims to reasonable use both sequence influences and popularity influences to integrate geographic information and social relations information to promote the quality of POI recommendation in LBSNs. For that, we develop a new location recommendation algorithm named GFP-LORE. Our main contribution is that: 1) We aggregate four recommendation impact factors into a unified framework, and integrate their influence into a relevant score, and finally recommend new location for users according to the level of this relevant score. 2) First, we modeled popularity influences and social influences as power-law distributions [20] . On the one hand, modeling based on power-law distribution has been proven to be an effective method in many studies [21] - [23] . On the other hand, we use simulation experiments and analysis real data to verify that POI popularity and friend check-in frequencies really conform to power law distribution. So our modeling method is reasonable. 3) Then, we use a method called kernel density estimation (KDE) [24] to utilize geographic information. Different from previous models based on one-dimensional distance probability distribution [10] , [13] , [25] , we use KDE to modeled geographic location information as two-dimensional check-in probability distribution based on longitude and latitude of each userąŕs checkin location. 4) After that, we get user's overall access order patterns by location-location transition graph, and combine it with the Additive Markov Chain [26] , train it through user history check-in data set, and ultimately obtain sequential influence. 5) Finally, we aggregate the above influence into a unified correlation score by product fusion rules. We rank the scores from high to low and recommend the top-k POI candidates to the user. We tested it by using the public check-in data set Gowalla [27] and the results show that our system actually improve the recommendation accuracy of the original algorithm.
II. RELATED WORK A. TRADITIONAL RECOMMENDATION ALGORITHM
In the 1990s, research on personalized recommendation systems was proposed [28] . In general, the recommendation methods can be basically divided into four types: collaborative filtering, content-based recommendation, Location-based social network recommendation and mixed recommendation.
1) COLLABORATIVE FILTERING
The collaborative filtering recommendation method is the most widely used recommendation method. It was originally proposed to be applied to the mail filtering system [29] and it can be divided into the following two categories: Userbased collaborative filtering (User-based CF) and Item-based collaborative filtering (Item-based CF) [30] . But this approach does not take into account the impact of geographic information and Social correlations for points of interest. Moreover, the method of collaborative filtering is only applicable to the case where the amount of data is small. If the amount of data is large, the cost of calculating matrix similarity is large.
2) CONTENT-BASED RECOMMENDATION
Content-based recommendation is a recommendation mechanism widely used in recommendation engines. By analyzing metadata of project content, it recommends to users the items with similar metadata information and user preference. The usual content-based recommendation process is: project keyword extraction, project to project similarity calculation, and recommendation using Item CF. Although this recommendation algorithm can relatively well model the user's behavior preferences, it also has certain drawbacks [31] . For example, common problems are: missing information, cold start and classification, and labels are difficult to control.
3) LOCATION-BASED SOCIAL NETWORK RECOMMENDATION
Location-based social network recommendations (LBSNs) added the location to the traditional social network. The location-based social network in [32] is introduced as follows: In addition to the location attribute added to the social network, the LBSNs allow the user to share the location. More importantly, the location information shows the location of the user at a specific time, and can also reveal User's historical access record.
B. POPULAR RECOMMENDATION ALGORITHMS
Here are some typical recommendation algorithms: FMC [2] , [17] , [33] . First-order Markov Chains(FMC), which use the influence of the most recently visited location on check-in sequences for prediction and recommendation. FMC cleverly uses the sequential influence to improve the accuracy of the recommendation. However, since the FMC only considers the impact of recently visited locations, the recommended effect is not satisfactory.
AMC [26] . Additive Markov Chain(AMC) is an extension based on FMC. AMC approach uses the nth-order Markov chain and predicts where the user wants to go. Although AMC considers the impact of historical visit records, because AMC does not consider other factors, such as geographic factors, the recommendation effect is still not ideal.
GS2D [19] . GS2D predicts where the user wants to go by modeling the latitude and longitude coordinate information of a user's check-in location, and modeling the user's social relationship information at the same time. The user is recommended for location by geographic and social influence. And compared to iGSLR [25] which apply the geographical influence to recommendation algorithm through modeling distance distribution for each user, GS2D is more reasonable and effective. LORE [19] . This model combines sequence factors, geographic factors, and friend relationships to recommend points of interest to users. It's the same algorithm we came up with, it is a hybrid model. It shows good recommendation effects, but it is not reasonable enough to calculate social influence based on the distance between users. So, we improved it by using other modeling approaches. In addition, we also added the popularity influence to improve the recommendation accuracy and finally got better recommendation effect.
C. BASIC SYMBOLS AND DEFINITIONS
This subsection will describe the data structure and basic definition of this paper. These symbols are extracted from the check-in data set from LBSNs, including users' historical access information, social relationships between users, and geographic locations information. Table 1 lists the key symbols used in this article and the relevant definitions are listed at the same time.
Definition 1 (Sign-in Record Tuple): Once sign-in record is expressed as u, l, t which means that the user u checks in at the point of interest l at time t. The u ∈ U , U is a set of all users in the LBSN and l ∈ L, L is a collection of points of interest.
Definition 2 (Sign-in Record Collection): The sign-in collection means that all users u i access all POIs l i at different time t i . It is a collection of all user check-in records.
Definition 3 (Spatiotemporal Sequence Collection): The sign-in order of a user u is expressed as S u = {< l 1 , t 1 >, < l 2 , t 2 >, · · · , < l n , t n >}, where the user u accesses the POI l i at time t i (t 1 t 2 , · · · , t n ), abbreviated as
Definition 4 (Transition, Predecessor and Successor): Two consecutive POI l i and l i+1 and a certain time threshold T are given in the spatiotemporal sequence
T ,the l i to l i+1 is a transition, and it is defined as l i → l i+1 . The transition predecessor of l i+1 is l i and the transition successor of l i is l i+1 .
Definition 5 (Sign-in Frequency Matrix): Each element in the matrix represents the sign-in frequency of the user u(u ∈ U ) at the POI l(l ∈ L), i.e., the R u,l means the number of times a user u accesses a POI l. Because user check-in locations often account for only a small fraction of all locations, most of the elements of the matrix R are 0.
Definition 6 (Social Relationship Matrix): For two different users u(u ∈ U ),u (u ∈ U ), if u and u are friends, then in the friend relationship matrix F |U |×|U | , F u,u = 1, otherwise
Definition 7 (Popularity Matrix): We think that the number of times user signed in at the location can indicate the attraction of this location l(l ∈ L) to user u(u ∈ U ). So, for a better understanding, although Popularity matrix and Checkin frequency matrix are numerically the same, the meanings are different. P u,l represent the attraction of POI l to u. Notice that, we think the higher the number of the total frequency of all users' check-in, the POI has a better popularity, so we define u (u ∈U ) P u ,l as the prevalence of POI l.
III. POI RECOMMENDATIONS A. POPULARITY AND SOCIAL CORRELATIONS ANALYSIS
In the recommendation service of LBSNs, the social relationship between users and the popularity of POI both will influence user's habits about choice the point of interest to a large extent. Users more like to go to more popular places or some places where friends prefer to go. In this article, we introduced an effective modeling method to take advantage of the impact of popularity and social relationship factors. In order to establish the model of social influence and popularity influence, we first aggregate the social relations of user u and all users 'check-in frequencies into friend check-in frequencies. Then we model social influence and popularity influence as power-law distribution through friend check-in frequencies and POI popularity to calculate the influence of them on recommendation. Note that, as defined in Definition 7, we believe that the popularity of POIs with a higher frequency of sign-in frequencies is higher and if the user checks in frequently at a POI, the POI is more attractive to this user. In addition, we define the popularity influence and social relationship influence as F pop and F fri and calculate them by training our model with a large amount of real historical data.
Power Law. It means that the product of the number of connections a node has and the number of such nodes is a fixed value, that is, the geometric average is a fixed value. For example, there are 10 people with $1000, 100 people with $100, and 1000 people with $10. Drawing it in logarithmic coordinates gives you an oblique downward line.
Power-Law Distribution. The form of power law distribution is y = kx −r , where k is a constant and r is the law's exponent and always greater than zero. Here, we take the logarithm of both sides of the formula, we get that lny and lnx satisfy the linear relationship lny = lnk − rlnx. That is to say, on the logarithmic axis, the Power − LawDistribution is represented by a straight line with a negative slope, which is also the basis for judging whether the random variable in a given event obeys the Power − LawDistribution(PD) [20] .
1) POPULARITY CORRELATIONS ANALYSIS
Here, we presuppose that the POI popularity p is subject to the PD. The probability density function is:
where β can be obtained by applying the Maximum Likelihood Estimate(MLE) in the Popularity matrix P, and the calculation formula is:
where u(u∈U ) P u,l is the popularity of POI l (DEFINITION 7).
To verify our hypothesis, we get the β by training with real data set Gowalla [27] and substituted the β into Formula 1. After taking logarithms on both sides of the equation and presented it on the logarithmic graph, we get a straight line with a negative slope. After that, we analyzed the real public sign-in data set Gowalla and obtained the result shown in the Figure 1 , which reflects that POI popularity (points in the graph) is fits with the power-law distribution (lines in the figure) that we estimated before. This result verifies that it is feasible to model popularity as a PD.
As a result of the POI popularity influence increases as the popularity increase, the cumulative distribution function of f pop is used to obtain the influence of POI popularity (F pop ), defined as:
where P u,l means the POI l's attraction to User u (DEFINITION 7). 
2) SOCIAL CORRELATIONS ANALYSIS
Similar to the above, for the distribution of the check-in frequency of the friends, we presuppose that the friend sign-in frequency z obeys the PD, and its probability density function is:
where γ is estimated by applying the Maximum Likelihood Estimate(MLE) in the sign-in frequency matrix R and the friend relationship matrix F:
where u (u ∈U ) F u,u R u ,l is the total sign-in frequency of u's friend on the location l. As before, we first compute the γ by training with real data and bring it into the Formula 4. After taking logarithms on both sides of the equation, we get a straight line with a negative slope. As shown in Figure 2 , we compare this line with our analysis of the public sign-in data set, and prove that the friends' check-in frequency (points in the graph) also conforms to the power-law distribution (the line in the graph) we assumed before. The results show that our experiment is effective.
Because the influence of the friends' check-in frequency increases as the frequency of the friend's check-in increases, it is similar to the popularity factor, we obtain the influence of social relations (F fri ) through the cumulative distribution function of f fri , express as Formula 6:
where z u,l means the check-in frequency of the user's friends on the POI l, given by
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B. GEOGRAPHIC CORRELATIONS ANALYSIS
In LBSNs, point of interest is different from other non-spatial items because the user needs to physically interact with the location. Therefore, geographic information (like position coordinates) has a great impact on users' visit behavior. Some researchers turned to explore how to use geographic information to serve users. One way is that because the nearby friends share more commoner places to check in than others [34] , [35] , we can use the distance between the user's social friendsąŕ residence places to adjust their similarity weights. However, users often migrate from one location to another, so their home address sometimes can not reflect their real physical location. Not only that, the improvement of location recommendation quality by incorporating user residence information is also very limited.
There is an another better way to take advantage of this geographical information, which is to model the check-in behavior of all users by using the distance between each pair of POI accessed by the user. On the one hand, some scholars presuppose that the distance distribution is obeyed to PD (like the two influences in 3.1) [35] , where the model parameters are derived from the entire check-in record history data set. On the other hand, the other scholars clustered on the entire historical check-in data set, finding the most popular point of interest as the center and assumed that the distance between the location and their centers was followed Multicenter Gaussian Model(MGM) [12] .
In order to observe the user's unique check-in behavior, we analyzed the public data set collected from Gowalla [27] . Specifically, we extract the check-in location information of two users in the data set and analyze it. As shown in Figure 3 , the geographic location information that we get is different among the two user check-in behaviors: User 1 (Figure 3(a) ) travels around the world, and User 2 (Figure 3(b) ) only move in the United States. To further understands the impact of geographic factors on the check-in behavior of these two types of users, Figure 4 depict the check-in distributions based on the distance between each pair of POI they access. Their distance distributions are also unique and different, so we think the geographic influence should not be modeled as general distributions, such as PD or MGM.
In this paper, we actively explore the personalized impact of geographic location on user check-in behavior, and model it by the individual check-in distribution of each user, rather than the public distance distribution of every users. In our study, we are modeling geographic information based on non-parametric method called kernel density estimation, so there is no need to assume the form of the unknown distribution.
Kernel Density Estimation. Kernel density estimation(KDE) is a non-parametric method used to estimate unknown density functions in probability theory, proposed by Rosenblatt and Emanuel Parzen [24] . Unlike parameter estimation, non-parametric estimation does not need to add any prior knowledge, but only fits the distribution according to the characteristics and properties of the data itself. Based on previous studies [14] , model geographic influence according to the coordinate information of individual visit location is more accurate and reasonable. So, in this paper, we choose estimating the two-dimensional checkin probability distribution based on latitude and longitude coordinates instead of distance probability distribution like some current studies [10] , [13] , [16] , [21] , [22] , [35] . Based on kernel density estimation, since it learns the distribution function from historical data, rather than assuming a specific distribution form in advance, we can give the probability p geo (l|L u ) of the user u to a unvisited location l as
where each of the points of interest l i = (la i , lo i ) T is a two-dimensional vector with latitude and longitude (la i and lo i ) coordinates, K(·) representative a non-negative function called kernel, L u is a set of all visited locations for user u, i.e., L u = {l 1 , l 2 , · · · , l n }. A smooth parameter called bandwidth is represented by δ(δ ≥ 0). Then we choose to use the standard two-dimensional normal kernel [24] K
and optimal bandwidth [24] whereδ is the edge standard deviation vector of L u , which can be obtained by the following formulâ
wherel is the mean of the latitude and longitude valueŝ
C. SEQUENTIAL CORRELATIONS ANALYSIS
As a matter of fact, user movement behavior is a spacetime sequence transferred from (l n , t n ) to another (l n+1 , t n+1 ).
To take advantage of the user's access pattern information, we first sorted the check-in records of each user in chronological order to get Spatiotemporal Sequence Collection, i.e., S u . Then, We try to mine the sequence pattern information from the space-time sequence of all users and uniformly model the information into a Location-Location Transition Graph(L 2 TG). This diagram model effectively reflects the overall access sequence pattern of all users in the user set.
Based on this graph model, we can get the location transition probability of users among all locations. Specifically, we can use this graph model to get the probability that the user accesses l n+1 ∈ L after accessing l n ∈ L. Even if l n+1 is a POI that the user has never accessed, we can still get the probability of user u accessing l n+1 by the overall access sequence pattern of all users and recently visited location l n . However, it is not scientific to simply use the above method to obtain the transfer probability, because it only considers the influence of the most recently visited place on the next to be visited, ignoring the impact of each user's unique historical access sequence. So, in order to solve one of the defects, after getting the position transfer diagram, we combine the user's own historical access order information with the location transfer graph by using the Additive Markov Chain, and finally obtained a more reasonable location transfer probability.
Location-Location Transition Graph [19] . LocationLocation Transition Graph(L 2 TG) is a kind of graph model, which is generated by combining the concept of graph with user's access pattern. As shown in Figure 5 , L 2 TG consists of a set of vertices and directed edges. Each node(circle) represents a POI l i (l i ∈ L), and the figures in the circle represents the POI's out-degree, which means the number of POI l i as a transition predecessor, denoted as OCount(l i ). Each directed edge(arrow) represents a transition from POI l i to POI l i+1 (l i+1 ∈ L), denoted as l i → l i+1 . The number on each edge represents the frequency of transitions from POI l i to POI l i+1 , denoted as TCount(l i , l i+1 ). For example, the l 1 transfer to l 2 three times as the transition predecessor of l 2 and transfer to l 4 two times as the transition predecessor of l 4 , so the out-degree of l 1 are 5, that is, OCount(l 1 ) = 5. Although in the figure, there also are transitions between l 5 and l 3 , but the number of times l 3 is used as a transition predecessor is 0, so the out-degree of l 3 are 0. Note that as defined in Definition 4, all of the above are discussed in a given time range. In other words, only when the difference between two POI (l i and l i+1 ) check-in time (t i and t i+1 ) are less than the given threshold ( T ), i.e., t i+1 − t i T , we can consider l i to l i+1 as an true transfer. In contrast, if the difference value is greater than the given threshold, i.e., t i+1 − t i > T , we believe that these two POIs are irrelevant and the transfer between them is invalid. According to the outdegree and transfer frequencies in L 2 TG, we can calculate the transfer probability from l i to l i+1 denoted as TP(l i → l j ). If out-degree of l i (OCount(l i )) is non-zero, we can calculate the transition probability from l i to l ( i + 1) by the ratio of the transfer frequency between l i and l i+1 (TCount(l i , l j )) and the out-degree of l i , expressed as Formula 13:
If the out-degree of l i is 0, it means that in a given time range, the user does not visit any other place again after visiting l i , then we can express it as Formula 14:
where record the transition probability from l i to l i as 1.
In the actual check-in situation, the user's check-in records with time interval < u i , l i , t i > are continuously accumulated, which will form a set of infinite data streams
. Therefore, it is necessary to process the incoming data according to the order of arrival, and gradually update the constructed L 2 TG. Taking this into account, L 2 TG is associated with the transfer frequency and the out-degree, rather than the transition probability, so that the L 2 TG can be incrementally updated in an online manner. So far, we use the graph model method to construct the access order pattern of all users into a location-location transfer graph(L 2 TG). We can mine the overall access order pattern through L 2 TG and use it to make new POI recommendation for users. In order to use this information, we introduce the concept of nth-Markov Chain [36] .
nth order Markov Chain. Markov Chain (MC) is a stochastic process which has Markov property and exists in discrete index set and state space. The Markov Chain must be ''memory-less''. It is means that the probability of future actions are only depend on the current state. It can be defined by transfer matrices or transition graphs. The conditional probability of a random variable satisfies the following relationship [36] :
as for nth-order Markov chains, it has nth-order ''memory'', which can be regarded as the generalization of Markov chains. And it satisfies the following relationship:
What I want to show here is that the traditional Markov chain is the First order Markov chain. Many existing related studies [2] , [17] , [18] , [33] , [37] are based on the use of FMC to derive the prediction problem of sequence probability. Given a check-in sequence S u =< l 1 , l 2 , · · · , l n > and a unvisited l n+1 , it can be expressed as a formula:
FMC assumes that the probability of a user sign in at a new location l n+1 is only related to the most recently visited location l n , and without considering the other locations previously visited at all. But, the actual situation is often not like this, the places which had been visited a long time ago sometimes contain a lot of useful information. Therefore, the low accuracy of FMC prediction is an inevitable problem. However, if the traditional nth order Markov model is used, the complexity of the algorithm will increase as n increases, and the cost and efficiency will be unsatisfactory. Based on the above considerations, we decided to use the improved Markov model -Additive Markov Chain(AMC) [26] . mth Additive Markov Chain. [26] mth Additive Markov Chain(AMC) is an extension of nth order Markov Chain. It having the following property: the probability of future actions X n+1 is affected by the previous m states, and the influence of previous states is additive. It can be expressed as Formula 18 and Formula 19: (18) together with (19) where
In this paper, we can rewrite it to that: given a check-in sequence S u =< l 1 , l 2 , · · · , l n >, the probability of access to new location l i+1 defined by AMC as:
where f (l n+1 , l i , n + 1 − i) means the weighted contribution of POI l i to the total probability of visit new location l n+1 , i.e., p seq (l n+1 |S u ). Since the POI recently visited are usually more influential than the POI previously visited for the probability of visiting to a new location [18] , [23] , [33] , so, for the transition probability of l t to l n+1 , [19] propose a method to calculate the weight of l t . In combination with Formula 17 and Formula 20, the weighted contribution of position l t is
together with
where 2 −α(n−t) is the sequence attenuation weight of the attenuation parameter(α > 0),and the larger α, the higher the decay rate. After integrating Formula 22 Formula 21 and Formula 20, we can get the probability of visit a new location l n + 1 as: 
D. POI COMPREHENSIVE RECOMMENDATIONS
In this paper, we adopt the widely used product fusion rule to integrate the influence of different elements. The main reason why we use it is that the product fusion rule is less complex and has been proved to be highly robust in many previous studies [10] , [12] , [25] . We integrate F pop (P u,l ),
where C(u, l) is a unified relevant probability score for user u to unvisited POI l, reflecting comprehensive influence of sequence, friend, popularity and geography. Then, we can recommend top-k POIs for users according to this score. The higher the score, the more likely the user u will go to the this POI.
IV. EXPERIMENTS AND ANALYSIS A. REAL DATA SETS
The data set we used to test and train our framework is openly large-scale real check-in data sets which is crawled from Gowalla [27] between February 2009 and October 2010. The details of the data set after data cleaning are shown in Table 2 .
B. EXPERIMENTAL ENVIRONMENT
In the experiment, since we must use the past check-in data to predict future check-in events, so the data set is divided into training set and test set according to check-in time, instead of using random partition method. The train set is half of the earlier data, and the other half is the test set(see Table 2 for more information about the dataset). We set the time interval( T ) in Definition 4 to one day and set the attenuation parameter α of Formula 22 to 0.05. The specific reasons will be analyzed later. In the test, we evaluated the Precision and Recall of recommendation techniques, covering the top-k only range from 2 to 20, because we do not think it makes sense to recommend too many locations to users.
C. PERFORMANCE METRICS
The recommendation algorithm usually calculates a target user's preference score for each unvisited location, and then recommends to the user the top-k location candidates by this return score. To evaluate the quality of the recommendation algorithm, the most important thing is the ratio of the number of POI actually accessed by the target user to the number of POI recommended by the recommendation algorithm. This paper uses the Precision and Recall metrics to assessment the recommendation results:
where X u represents a set of top-k POI candidates recommended by the system for user u, and T u represents a set of location really visited by the user u.
D. COMPARISON OF EXPERIMENTAL RESULTS
After considering a series of factors such as sequence factors, geographic factors, friend relationships and popularity of interest points, we proposed the GFP-LORE POI recommendation framework. In order to verify the quality of our proposed framework, we compared our framework with some other advanced recommendation algorithms. Such as: FMC [2] , [17] , [33] and AMC [26] which recommend new POI to users based on sequence influence; GS2D, a recommendation algorithm which modeling geographic influence as the two-dimensional check-in probability distribution and considering the influence of friends at the same time; LORE [19] , a hybrid recommendation algorithms combines sequence influence, geographic influence and social influence. We have experimented with these four algorithms on the Gowalla data set and compared the results with our algorithms. Figure 6 show the Precision rate and Recall rate of each recommended algorithm and we have summarized the most important and most common findings after it.
The following are analysis and comparison of various algorithms: 1) 1) FMC: The FMC only considers the impact of the sequence by using ordinary Markov chain to obtain the probability of user access to the new location. It fails to take full advantage of the sequence pattern in the POI recommendation because it ignores the influence of previously visited POI in access sequence on predict new possible POIs. As shown in Figure 6 , the FMC recommends the most inaccurate POI according to Precision rate display, and misses most of the POI that the target user actually visits in terms of Recall rate. 2) AMC: In order to make up for the deficiency of FMC, AMC use the nth order sequence to derive the user's access probability to the new POI based on sequential pattern extracted from historical records. In Figure 6 , AMC has significantly improved Precision and Recall rate compared to FMC. These results validate the superiority of recommending POI using the whole check-in sequence, rather than just considering the impact of the most recently visited POI. 3) GS2D: GS2D utilizes geographic location information by analyzing the latitude and longitude coordinates distribution of the user's check-in location. This kind of modeling method is more complex but effective than the modeling method based on distance because it over- came the difficulty of finding the reference position and the difficulty of obtain a reasonable distance for the new location. However, GS2D does not consider the other useful information, so its Precision and Recall rate are not ideal. As shown in figure, it is better than FMC and inferior to other algorithm. 4) LORE: LORE inherits the advantages of AMC and GS2D. Therefore, its Precision and Recall rate are superior to the above three recommend algorithms. However, it is unreasonable for LORE to use the family residence distance to the calculation of the influence of the social, and it does not consider the influence of the popularity of the POI. So this recommendation algorithm is not as effective as what our proposed.
5) GFP-LORE:
In view of the deficiencies in LORE, GFP-LORE proposed in this paper models social influence and POI popularity influence according to power law distribution. And the simulation experiment verifies the validity of such modeling method. Then, it is fused with the sequence influence and the geographical influence, realize effective recommendations for new locations. In the experimental results, the Precision and Recall rate shows the best recommendation quality.
E. PERFORMANCE ANALYSIS
We not only analyze the influence of data sparsity and the number of top-k on the recommended quality, but also we investigated the effects of time interval T and attenuation parameter α on the recommended quality of GFP-LORE. 1) Impact of data sparsity: Since the density of user check-in matrices on LBSNs is very low, so the accuracy of the recommend method is usually not very high. Because the check-in data set is very sparse(i.e., low check-in matrix density), the information we can mine from it is very limited. Notice that, what we're comparing here is the magnitude of the improvement in accuracy, not the magnitude of the accuracy number. So, as shown in Figure 6 , the relatively low Precision and Recall rate are reasonable and consistent with expectations, and the Precision and Recall rate are improved compared with other recommendation algorithms in the experiment.
2) The influence of top-k: The experimental results in Figure 6 show that as the number of k increases, the Recall rate increases gradually and the Precision decreases. The reason is obvious. If we recommend more candidates for user, we can find more location that users actually visit. However, since other candidates have lower access probability, these POIs are less likely to be accessed by the user. The recommendation algorithm returns the top-k POIs of the highest score in turn, so the larger the value of k, the more POIs are returned, but the probability of accessing the POIs is gradually reduced.
3) The influence of time interval: Figure 7 depict the effect of time interval T in Definition 4 on sequencerelated recommendation system. Since the geo-social recommendation system (such as GS2D) are not influenced by time interval, so the comparison here does not include GS2D. As shown in Figure 7 , the performance of GFP-LORE is always better than FMC, AMC and LORE. In addition, when the value of T is gradually adjusted from 0.01 to 100, the Precision and Recall rate of GFP-LORE are both gradually increased first, and then tend to be stable. According to definition 4, The number of POI transfer becomes larger as T becomes larger. But when time interval is greater than the maximum time interval between two sign-in location which are consecutive in the user check-in sequence, the num- ber of POI transfer remains the same. Based on this finding, we should not use the small threshold T to segment the user's check-in sequence because some users do not travel often and they need more time intervals to plan the trip. So the accuracy of GFP-LORE is likely to be improved by using larger default values. 4) The influence of attenuation parameter: Figure 8 shows the influence of the attenuation parameter α on the recommended Precision and Recall of GFP-LORE. It is unreasonable that the influence of previous visits location on predicting new locations has not been weakened at all. Therefore, we have to weaken the sequential impact of the history check-in POI on the new POI but the value of α cannot be too large. The best value of α always between 0.01 and 0.1. As a result of the sequence attenuation weight in Formula 22 decreases with the decrease of i, and i represents the order of the user's visit location. Figure 8 shows the optimal range of performance of GFP-LORE is the best at [0.03, 0.07]. This important feature has made it reasonable to choose a default value, Because finding the optimal value is usually time consuming. In our experiments, the α was set to 0.05. 
V. CONCLUSION AND FUTURE WORK
In this article, we propose a new hybrid recommendation algorithm framework called GFP-LORE. We integrate social influence, popularity influence, geographic influence and sequential influence into a unified framework, and prove that this method effectively improves the accuracy of recommendations. Firstly, we prove that the user's social correlations and POI's popularity are subject to powerlaw distribution, and modeled them according to this phenomenon, implemented through social factor and popularity factor recommend a new POI. Then, we analyzed the user's individual check-in distribution through the user's checkin history, explore the personalized geographic information in the user's check-in behavior, and calculate the probability of the user's arrival to the new location based on the method of Kernel Density Estimation(KDE). After that, our system mine the sequence pattern from the check-in data of all users in the form of dynamic L 2 TG which can reflect overall transfer sequence pattern, and derive the probability of the user accessing the new POI based on the Additive Markov Chain(AMC), realize recommend to the user through the user's history sequence pattern. Finally, we integrate the above four influence factors into a unified recommendation framework, get a unified relevant probability score and recommend new locations to users based on this probability score. We train and test our algorithms by using the publicly check-in data sets. The final result proves that the recommendation accuracy of our GFP-LORE algorithm is better than other recommendation algorithms in the experiment. In future work, we expect to combine the existing recommendation algorithm framework with mainstream Deep Learning algorithms. Extract the keywords in the user's evaluation of the POI, analyze the emotions contained in them, and add them as an impact factor to the framework to improve the accuracy of the recommendation. 
