Parkinson's disease (PD) is a chronic, neurodegenerative disorder that mainly affects the motor system of the body. The progression rate is very slow but, as the condition worsens it stimulates the non-motor characteristics, especially mood disorders, hallucinations, delusions, and other observable cognitive changes. Genetic and environmental factors greatly influence the risk of Parkinson's development. The early diagnosis of PD improves the condition through proper treatment. During the initial stage of PD, vocal impairments become more common among the affected individuals. Advanced studies on vocal disorders give more assistance for precise PD detection. In this paper, the vocal features of PD affected individuals are analyzed with sophisticated computational models. Initially, the samples are pre-processed, as it contains more missing values. Then the predictor candidate subset is identified from the processed vocal features using the Adaptive Grey Wolf Optimization Algorithm, a meta-heuristic global search optimization technique. Furthermore, the latent representation of the candidate features is extracted through sparse autoencoders for effective discrimination between the PD affected and control cases. For classification, six supervised machine learning algorithms were employed. The proposed model is trained with the data, divided through 10-fold cross-validation scheme and the performance is evaluated based on validation metrics. The PD dataset is accessed from University of California (UCI), Irvine Machine Learning repository to conduct the experimental analysis. The result shows that the proposed algorithm outperformed the benchmarked models, exhibits its efficacy in distinguishing the affected and healthy samples of PD. The outcome of this study emphasizes the significance of intelligent learning models in complex disease diagnosis.
I. INTRODUCTION
Parkinson's disease (PD) is an age-dependent, long-term neurodegenerative illness of the central nervous system, which affects the motor system of the body. At any point in a person's life, PD can interfere and the frequency is estimated as 1-2 persons per 1000 people in a population. The prevalence of PD is increasing with age. The above 1% of the population affected by PD is more than 60 years old. Some genetic factors around 5 to 10% are identified in PD individuals, together a certain amount of environmental cause [1] . The common symptoms include difficulty with walking, rigidity, shaking in movement, and sometimes the problem in thinking The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wei . and cognitive behavior. As the progression becomes rapid, it quickly turns out to be a condition collectively called dementia. A person affected by PD has the risk of two to six times towards dementia compared to the population [2] .
Anxiety and depression become more common among the people underwent the condition [3] . In terms of gender factors, male has the chance of getting PD over female in the ratio around 3:2 [4] . Even though there is no cure for this ailment, some treatments promising improvement in the condition. Antiparkinson Medication Levodopa (L-DOPA) combined with dopamine agonists evidently shows positive responsiveness from PD patients. In case of drug resistance in severe cases, an effective surgical method known as deep brain stimulation is performed to reduce the motor symptoms. PD can also cause neuropsychiatric disturbances to range VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ from mild to severe. These types are categorized as cognition, behavior, thought, and mood [5] . In addition, PD can impair sleep disorders, drowsiness, REM behavior disorder, etc [6] . PD diagnosis can be made in several ways. Neurological examination and medical history analysis are performed by the physician for preliminary assessment of the condition [7] . Imaging technologies such as Computer Tomography (CT) and Magnetic Resonance Imaging (MRI) were used often to diagnose PD. MRI is effective over CT inaccurate diagnosis [8] . The diffusion MRI technique is profound in distinguishing between PD and additional Parkinson's syndrome [9] .
After the advent of sophisticated computational systems, many disciplines were adopted intelligent modeling to improve their efficiency. Industrial and domestic applications generate more amounts of data every day. Some applications are weather forecasting, flight simulators, protein folding models, earth simulator, etc [10] . The cognitive ability in the learning model is attained through the diverse fields of computer science majorly mathematics, artificial intelligence, computer vision, machine learning and cognitive psychology [11] . Recently, smartphone applications were developed to identify the signs of Parkinson's. It aims to detect PD and monitors the progression. A scoring criterion is followed to predict the motor scores over time [12] .
Similarly, PD detection models target the vital symptoms that could be recognized using a variety of medical devices and equipment. An important sign of PD presence is the vocal patterns of affected individuals. Vocal defections are observable in the earlier stage of the disease. So, the significance of vocal disorders has strong link with PD and can be more helpful in developing computational models to diagnose the condition accurately [13] - [17] . In the aforementioned studies, the feature vectors were extracted with the support of various speech signal analysis techniques. These features are inputted into intelligent learning models to detect the underlying hidden pattern from the data. These models find the discriminative factors to accurately classify the samples of different groups. Deep learning attains more fame nowadays, as the prediction is more accurate and reliable. The complexity of the learning process is high when compared with machine learning models, but suitable for more difficult applications. In general, most of the deep learning frameworks outperform when the training samples is extremely high. In most of the cases, unstructured data suits well for deep learning models.
The importance of automated diagnosis system for PD detection lies in its severity. If PD is diagnosed in its later stage, it becomes life-threatening. Conversely, early diagnosis significantly improves the condition of the affected individual rapidly. This study aims to find the discriminative pattern between PD affected and control cases from the vocal features present in the dataset using operative learning models. In this paper, an effective processing pipeline is developed for PD classification. Initially, the PD vocal record dataset is accessed from UCI repository. The dataset is pre-processed as it contains some noise and missing values. Then, the candidate feature sets are identified with a metaheuristic global search optimization method called Adaptive Grey Wolf Optimization Algorithm. In order to enhance the predictive performance of the learning model, sparse autoencoder is applied to the candidate features. It extracts the latent representation from the features and is fed into machine learning algorithms. K-Fold cross validation is adopted for training and evaluation. The performance of the models was evaluated with validation metrics. The outcome of this study reveals optimal performance on the PD dataset from the proposed framework. Furthermore, it highlights the importance of the computational models in healthcare field for better disease diagnosis.
The rest of the paper is organized as follows. Section 2 briefly discusses the existing methodologies, related to this study. The description of the dataset accessed to conduct this experiment and the concepts incorporated in this system alongside the proposed framework is detailed in section 3. The resulting outcome of the model is projected as tables and graphs for better representation and is analyzed in-depth in section 4. Section 5 summarizes the proposed work and concludes by highlighting the significance of the study.
II. RELATED WORK
In this section, an in-depth analysis is conducted to review the existing literature, which is closely related to this study. It mainly focuses on the intelligent learning methods powered by machine learning and recent deep learning frameworks for effective classification of PD. Also, not only the vocal data, it covers the outcome generated by other PD diagnosis methods such as MRI, Electronic Health Records (EHR), CT, etc.
A telediagnosis and monitoring model is developed to find the speech pattern analysis in Parkinson's prediction. This system contains heterogeneous data that includes words, sentences, and vowels compiled from the PD affected cases through some speaking exercises. It aims to address two important issues, the predictive analysis of different varieties of PD and the performance of statistical measures central tendency, dispersion on representing the condition from the recordings [18] . In another attempt, a parallel neural network with feed-forward structure is employed for Parkinson's prediction. This study focuses on reducing the prediction error of the model. A rule-based system evaluates the output projected from the neural network. During the process of training the network, the unlearned data is collected separately and fed into next batch for training. Also, this framework performs well on imbalanced data set [19] .
Data mining approaches were generally applied to structured data to make logical predictions. In a similar case, three different methods tree-based, statistical and Support Vector Machine (SVM) adopted methodology is proposed to discriminate the samples of PD affected and control cases. Optimizing prediction accuracy is an important task in this system [20] . Another study related to the previous approach adopts Artificial Neural Network (ANN) and SVM algorithms. Decision Support Systems (DSS) is built on top of these models. It is deployed to assist the medical practitioners to diagnose the condition with lower cost [21] . A bag of machine learning algorithms is tested with the vocal recordings of PD affected individuals to find the best performing model. Random Forest (RF) outperforms with the candidate feature subset identified by minimum Redundancy Maximum Relevance (mRMR) filter approach over other benchmarked models [22] .
Computer-Aided Diagnosis (CAD) becomes more popular in recent times due to its efficient data processing, adaptability over different system's optimal predictions on various disease conditions.
In PD diagnosis, a CAD model is constructed with a new pipeline that contains feature selection and classification algorithms. In many cases, SVM is used as a classifier, but this system finds 10 relevant features from the model. These features were fed into Rotation Forest, an ensemble classifier to improve predictive performance [23] .
Swarm algorithms developed as global search optimization methods, inspired by the biological process of some categories of species that follows intelligent swarm techniques. These models mainly employed for the selection of features from lower dimensional datasets to simplify the complexity of the predictive model on identifying discriminative patterns from the input data. In PD disease diagnosis process, to make an optimal feature subset selection, and optimized cuttlefish algorithm is proposed. The features were selected through optimal search strategy followed by the guidelines of the traditional cuttlefish algorithm. The decision tree and k-nearest neighbor algorithm judges the performance of different features on learning models and selects the outperforming factors. Moreover, this model maximizes the prediction accuracy by minimizing the number of features in the candidate subset [24] .
In another attempt, two distinct speech recordings of PD affected and control cases were collected and compiled as a dataset to develop a computational diagnosis model. This study revealed new information, highlights that the learning models with different feature sets perform better in each country following their own linguistics [25] . Hybrid models boost up the performance of the learning models, as it holds the advantage of the combined algorithms. A hybrid intelligent system is proposed for the prediction of PD and its progression through noise elimination, cluster analysis, and classification methods. Principal Component Analysis (PCA), Expectation-Maximization (EM) helps to address the multicollinearity problem in the datasets and to cluster the data. Furthermore, a Support Vector Regression model and Adaptive Neuro-Fuzzy Intelligent System (ANFIS) is employed to track the progression of PD and for prediction respectively [26] .
Deep learning models tend to extract valuable hidden information from the input data. It is constructed with complex hierarchical network models that perceive the input and learn through the given pattern. In a critical study on electroencephalogram (EEG) signal analysis on PD diagnosis from brain abnormality tracking process. They deployed a 13 layered Convolutional Neural Network (CNN) architecture for automated feature extraction and classification process. This model provided promising results and is prepared to install for clinical usage under the control of medical practitioners for better diagnosis [27] . More advanced studies on Parkinson's diagnosis fuses dynamic activities by tracking the patient's movement and textures. A deep learning framework is proposed to automatic detection of PD in its earlier stages from the handwriting pattern of PD affected individuals. CNN model is employed to detect the pattern directly from the sensors, captures the data through a smartpen given for examining the condition [28] . A most incapacitating motor symptom of PD includes freezing of gait (FOG). This could be helpful to detect PD from FOG episodes. The data is collected through a waist-fused inertial measurement system. The collected signal data is then processed and transformed into predictive factors using CNN model [29] . A deep neural network-based system is implemented with Tensorflow library to predict the severity of PD and classification [30] . Through wearables, PD assessment has been made through remote processing, supported by deep learning methods for accurate classification. The data is collected by Alternate Finger Tapping examination, collected from different locations in remote environments through smartphones. The experimental evaluation of machine learning and deep learning state of art methods were conducted separately. The results project the dissimilarities between both methods and the efficacy of deep learning models over traditional machine learning algorithms [31] . In a recent study, a new hybrid model is proposed with Synthetic Minority Over-Sampling Technique (SMOTE) and random forest fusion. The dataset accessed to conduct this experimental study has class balancing problem. So, SMOTE technique effectively solves the imbalanced dataset and then random forest model is employed for classification [32] .
III. MATERIALS AND METHODS
This section briefs the methodologies incorporated in this work to construct the predictive model for PD. It describes the experimental dataset, feature selection algorithms and its findings alongside the learning methods. The workflow of the proposed system is represented in Fig 1 . dataset contains 756 instances and 754 attributes [33] , [34] . The detailed description about the dataset is given in Table 1 .
B. FEATURE SELECTION
In intelligent learning paradigms, feature selection plays a key role, minimizes the complexity of the model by finding more optimal candidate features. To perform this operation, many techniques were suggested for different scenarios. Most of the feature selection strategies can be grouped into few categories such as filter, embedded and wrapper methods [35] . Fusing any two or all the methods is named as a hybrid approach. The filter technique adopts statistical evaluation methods to sort out the relevant features from the data [36] , whereas wrapper method needs a learning algorithm to calculate the performance of the subset identified on every iteration [37] . Based on the score of the subset, the features were retained or eliminated. This method has several advantages, but since it is a greedy, exhaustive search approach, the computational cost would be more when compared with filter method. The embedded feature selection method uses a technique called penalization to improve the selection of the predictor variable. Some famous methods in this category are LASSO (L1 Regularization), Elastic Net, etc [38] .
Nature-inspired algorithms were geared up towards the optimal feature selection process, which is developed by observing the behavior of natural events under different conditions [39] . Some notable examples are Particle Swarm Optimization (PSO) [40] , Cuckoo Search Algorithm (CSA) [41] , Ant Colony Optimization (ACO) [42] , Bee Colony Optimization (BCO) [43] , Firefly Optimization Algorithm (FFO) [44] , Harmony Search Algorithm (HSO) [45] , etc. Each of these algorithms was constructed with the baseline of the natural behavior of animals, insects and other living organisms. In this paper, a bio-inspired heuristic method called adaptive wolf search algorithm is used to select candidate features. The systematic feature selection and extraction process flow is represented in 
C. ADAPTIVE WOLF SEARCH OPTIMIZATION
Generally, an optimization method aims to find an optimum point in a search space. The global optimum that represents the best solution is assumed to exist in problem space [46] . Based on the hypothetical assumption, the optimal feature sets from the vocal recordings of PD affected and normal samples were identified using adaptive WSO. This algorithm works in a way that imitates the food search process and survival instincts alongside avoiding the enemies of the wolf. Wolves are categorized as social predators, which hunt in groups but commute as nuclear families. The behavior of wolf during hunting is to remain silent and tries to use stealth together. Wolves develop semi-cooperative, unique characteristics, as they move in group in loosely coupled form, but takes down the prey individually. When hunting, it simultaneously traces the presence of prey and at the same time, finds the threats like poachers or superior animals. So, each wolf in a group chooses its corresponding position by continuously moving towards an optimal spot. This algorithm equipped with a threat score calculation through probability, which simulates the incidents as threats. In such case, the wolf moves a long distance away from the current location, which helps to avoid getting stuck into the local optima. This process is similar as in Genetic Algorithm uses mutation and crossover, when changing its current solution towards evolving into a better generation. Moreover, wolves have better sense of smell, often locates the prey by its scent. Through this technique, a sensing distance or radius is calculated as visual distance between the wolves in a cluster. This helps to trace the global optimum in a search space with the guidance of other peers [47] - [49] . Based on these properties, the adaptive WSO is framed as a set of actions and is given as Algorithm 1. The parameters of the algorithm are detailed in Table 2 . 
D. AUTOENCODER
An autoencoder is an unsupervised neural network-based learning algorithm, which applies backpropagation sets the target is as equal to the input. i.e y i = x i . Autoencoder model tries to learn an approximation function to the identity representation, similar to output which is equal to the input [50] . This can be done through reconstruction process that happens in between the input and output layers of the neural network. The outcome of this function results in the compressed representation of the data reduces the dimensionality of the input. for i = 1: Y 5.
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end for 16. end while E. SPARSE AUTOENCODER NEURAL NETWORK Generally, a sparse autoencoder has an axisymmetric structure with a single hidden-layer representation. This network encodes the input under hidden layer, tries to minimize the error and results in compressed vector with optimum scores [51] . It inherits the core idea of a typical autoencoder model, introduces sparse penalty term into it and adds few constraints for better feature learning and extraction of latent representation from the input data. The sigmoidal activation function is used in this network. In order to limit the activation value of the hidden layer neuron, a sparse penalty term is embedded with the cost function [52] . The act of enforcing the sparsity is to restrict the undesired activation in hidden layer. The activation function is represented as a = sig (Wx+b). Here, W represents the weight matrix and b is the deviation vector. The skeleton structure of the sparse autoencoder model is depicted in Fig 3 and the parameters are given in Table 3 . The activation value of j th neuron in a hidden layer is defined as
As the basis of punishment term, Kullback-Leibler (KL) divergence method is. The mathematical representation of the equation is given as
KL divergence becomes zero when doesn't deviate from ρ, otherwise, KL value will increase gradually with the deviation. The loss function of the network is given as C (W,b). The loss function after adding sparse penalty term as
where S 2 is the neuron count in the internal layer and β is the weight of sparse penalty term [53] . Fig 4 represents the heatmap of the candidate features selected by Adaptive WSO. The visualization portrays that the features weren't deviated and the regulation is effectively normalized. Table 4 contains the number of features selected as predictors in each phase of the system. 
F. PD CLASSIFICATION
Supervised machine learning algorithms learn the pattern from the labeled input data during the training process. It uses the captured knowledge to generalize the unlabeled test data in model evaluation. Machine learning holds a bag of algorithms, where each has its own importance that depends upon the application and under different situations [54] . In this paper, six learning algorithms were employed to discriminate the samples of PD affected and controls. These models were undergone training and are validated with performance evaluation schemes. Logistic Regression (LR), Support Vector Machines (SVM), Random Forest (RF), Naïve Bayes (NB), Gradient Boosting Model (GBM) and Linear Discriminant Analysis (LDA) [55] algorithms underwent the aforementioned steps to attain the desired objective of the experimental study. Additionally, a decision tree classifier is trained with the Adaptive WSO identified feature subset. The resultant tree is given in Fig 5. In that tree, X 37 represents the feature vector present in the dataset and is classified as Non PD when the given condition is true otherwise the sample is classified as PD affected individual.
IV. RESULTS AND DISCUSSION
The Adaptive WSO generates 37 candidate features from a total of 754 initial attributes. Besides, to improve the predictive performance of the learning models, the candidate features were fed into a sparse autoencoder neural network. It captures the latent representation from the input feature vectors, generates the compressed output with eight feature vectors from the hidden layers. The performance of the dimension reduced vectors was calculated by supervised machine learning algorithms. Training and evaluation of the data are performed with k-fold cross validation technique (k = 10) [56] . The outcome of the model is validated with metrics such as accuracy, sensitivity, specificity, F-Score and Root Mean Squared Error (RMSE) [57] . The formula to calculate these metrics were given as equations below. The need for many metrics lies in the weakness present in each of them. For instance, in the case of the data with imbalanced class, accuracy metric fails to correctly evaluate the model performance.
TP, TN, FP, FN in equation 4 represents True Positive, True Negative, False Positive and False Negative respectively. In Table 5 , the performance scores of the models were depicted and Fig 6, 7 illustrates F-score and RMSE. The result outcome shows that the Linear Discriminant Analysis classifier outperforms other benchmarked models, which is evaluated through all the aforementioned metrics. Other models are very close to the results attained by LDA but lags in a few steps behind it. LDA obtained 0.95% accuracy from the feature vector extracted from sparse autoencoder model. In addition to the proposed approach, other existing feature selection techniques were also tested with the classifiers. Correlation based Feature Selection (CFS) [58] , Recursive Feature Elimination (RFE) [59] and minimum Redundancy Maximum Relevance (mRMR) [60] methods were deployed for candidate selection process. These techniques found 47, 52, 68 features having importance, respectively. The resultant subsets were fed into sparse autoencoder with 8 sparse hidden vectors to capture latent information. In table 6, the performance of different learning models with sparse autoencoder generated features from the entire set. The results after extracting the values from the hidden layers were evaluated with the previously mentioned ML algorithms and are represented below in Table 7 , 8 and 9.
In Fig 6 and 7 , F1-score and RMSE of the supervised classifier models for different feature selection methods alongside the proposed technique is projected as line graphs respectively. These plots show that the proposed method shows maximum result on f1 with minimum RMSE. From the graphical analysis, the proposed method performs better over the benchmarked feature selection methods. To verify the performance of the dataset with all the features, the sparse autoencoder model is applied to the entire dataset and is evaluated with supervised classifiers. Also, all the three benchmarking feature selection methods were also been evaluated without applying sparse autoencoder model to make a comparative result analysis. The outcome of the evaluation is represented in Table 10 .
Among CFS, mRMR and RFE, the performance of mRMR is found to be better over the other two methods in terms of accuracy, sensitivity and specificity from Table 7, 8 and 9 . But, when compared to the proposed model, the performance of mRMR-sparse autoencoder becomes insignificant. In every case, adaptive GWO with sparse autoencoder model outperforms the benchmarked feature selection methods from the evaluation made through supervised learning algorithms, which are validated with standard metrics.
LDA model generalized the data effectively in the final feature vector set. But to verify the performance on original feature set and adaptive WSO candidates, the model is trained with all three subsets and the results were projected in Fig. 8 . This plot represents the performance improvement in each subset with the number of features reduced. The values in the x-axis show the number of features in each phase.
V. CONCLUSION
This experimental study aims to find the discriminative pattern from the samples of PD affected and control cases for accurate classification. An effective feature vector extraction pipeline is proposed using adaptive WSO and sparse autoencoder neural network. The candidate features from the vocal dataset are selected with adaptive WSO algorithm. This algorithm finds an optimal subset with 37 effective features contains more discernible factor. Besides, to improve the predictability of the learning model, the latent representation has been extracted from the features identified in the previous phase using a deep learning sparse autoencoder model. It finds 8 transformed feature vectors, compressed through hidden layers. These transformed vectors were fed into machine learning models for training and evaluation. The adaptive WSO-sparse autoencoder-LDA model attains better results in vocal dataset, outperformed the benchmarked algorithms. The proposed method proved its significance in PD classification against the control cases. Computational models are effective in medical disease diagnosis and the data is the primal factor. The performance of the learning model would be high with more data. In future, the availability of data from multifarious diseases with generalized test factors could lead to the betterment of the intelligent models to learn and understand the complex pattern effectively.
