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1. 1NTRo~ucTroN 
If h(t) is a real-valued function that is locally (Lebesgue) integrable on an 
interval I on the real line, and such that t = a and t = b are consecutive zeros 
of a nonidentically vanishing real solution of the differential equation 
u”(t) + h(t) u(t) = 0, 
then the classical Liapunov inequality states that 
(1.1) 
(b - a) j-” h+(t) dt > 4, 
a 
(1.2) 
where h+(t) = #z(t) + 1 h(t)/]. Of th c many generalizations of this inequality 
that have been established, one of the most interesting is due to Hartman and 
Wintner [I], and Nehari [3], (see [2, Th eorem 5.1, Chap. XI]), to the effect that 
s 
b (b - t)(t - a) h+(t) dt > b - a. (1.3) 
a 
As the Green’s function for the boundary problem 
-u”(t) = f(t), u(a) = 0 = u(b), 
is given byg(t, S) = [(t - a)(b - s)]/[6 - a ] f or a < t < s < b, g(t, s) = g(S, t), 
inequality (1.3) may be written as 
s 
b 
g(t, t) h+(t) dt > 1, U-4) 
a 
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from which one has immediately that 
s b h+(t) dt > l/max{s(s, s): s E (a, b)). (1.5) a 
Recently the author [4,7, 81 has considered generalizations of the Liapunov 
inequality for self-adjoint Hamiltonian systems, with the treatments in [7, 81 
depending upon a preliminary inequality that was established using associated 
boundary problems involving a type of generalized differential equation which 
is equivalent to a Riemann-Stieltjes integral equation. In particular, for real 
self-adjoint scalar differential equations of higher order there was established an 
inequality that reduces to (1 S) in the case of a second-order equation (1.1). 
The question arises as to the existence of an analog of inequality (1.3) for 
general self-adjoint Hamiltonian systems, and it is the purpose of this paper to 
answer this question in the affirmative. The presented proof is derived in a 
straightforward manner from the known theory for such systems, (see [6, 
Chap. VII]), with a couple of extensions of previously established results at 
critical points in the argument. Indeed, for the case of h(t) in (1.1) a continuous 
function the proof may be described as a ready adjunct to the classical Mercer 
trace formula for the linear integral equation of the second kind with real 
symmetric kernel (h+(t))l/“g(t, ~)(h+(~))i/~ (see, for example, [IO, p. 1271). 
The matrix terminology and notation to be used is that employed by the 
author in the earlier publications [4; 6, Chap. VII; 7; 81, and consequently will 
not be described here. 
2. STATEMENT OF GENERALIZED LIAPUNOV INEQUALITY 
Consider the self-adjoint Hamiltonian vector differential system 
L,[u, v](t) z -v’(t) + c(t) u(t) - A*(t) a(t) = H(t) u(t), 
L,[u, u](t) - u’(t) - A(t) u(t) - B(t) v(t) = 0, 
Q E 9, T[u, n] = Qii + [diag(--E, , E,}] 6 E Y1, 
(2.1) 
(2.2) 
where 9’ is a linear subspace of C,, , Q is a 2n x 2n hermitian matrix, and for 
a function y: [a, b] + a, the symbol 9 = ($& (j = 1,2,..., 2n), denotes the 
2n-dimensional boundary vector with ?a = y,(a), 5n+a = ya(b), (a = l,..., n). 
The following hypotheses are assumed to be satisfied by the n x 1z matrix 
coefficient functions A(t), B(t), C(t). 
(gi) A(t) and B(t) are of class P[u, 61, C(t) is of class e[a, 61, while B(t) 
and C(t) are hermitian on this interval; that is, B(t) = B*(t) and C(t) E C*(t). 
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(!$i) If 9 is the set of n-dimensional vector functions absolutely continuous 
and satisfying on [a, 61 the equation L,[T, Q(t) = 0 with 5 an n-dimensional 
vector function of class Q2, and +j E .40, then the functional 
is positive definite on 9. 
(!$ii) The system 
M% d(t) = 0, L&4 4(t) = 0 @M 
is identically normal on [a, 61; that is, if I is a nondegenerate subinterval of 
[a, 61 and u(t) = 0, v(t) is a solution of this system on I then also v(t) E 0 on I, 
and consequently u(t) = 0, v(t) E 0 on [a, b]. 
(!$v) H(t) is an n x 71 hermitian matrix function which is of class 2 on [a, b]. 
Let H+(t) denote the hermitian matrix function *[H(t) + i H(t)/], where 
) H(t)/ is the unique nonnegative definite hermitian matrix satisfying / H(t)lZ = 
H(t) H(t). For the existence of j H(t)/ and the fact that H+(t) >, H(t) the reader 
is referred to Riesz-Nagy 19, pp. 263-2651; also, for the fact that H+(t) is of 
class B on [a, 61, see Reid [5, Result 5.4, p. 2651. In view of hypotheses (@-iii) 
the boundary problem 
u4 v](t) = 0, -u% v](t) = 0, 
(2.4) 
I2 E 9, T[u, v] E .Y’ 
has only the identically vanishing solution, and the partial Green’s matrix 
function for this system will be denoted by (G(t, s); G,(t, 5)). That is, for f an 
arbitrary n-dimensional vector function integrable on [a, b] the unique solution 
(u(t); v(t)) of the nonhomogeneous system 
M% vi(t) = f (4, L,[Zl, v](t) = 0, 
(2.5) 
ziE9, T[u, Tl] E cYL, 
is given by 
u(t) = [” G(t, df(d 4 n(t) = 1” G,(t, s) f (s) ds. P-6) *Cl &Cl 
For the fundamental properties of the Green’s function the reader is referred 
to [6, Theorem 8.2 of Chap. VII]. 
The generalized Liapunov inequality to be established may now be stated as 
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THEOREM 2.1. If hypotheses (‘$-iv) are satis$ed, and there exists a non- 
identically vanishing solution (u(t); v(t)) of (2.1, 2.2) then 
s 
b 
Tr G(s, s) H+(s) ds > 1. 
a 
(2.7) 
3. AUXILIARY RESULTS FOR SELF-ADJOINT HAMILTONIAN BOUNDARY PROBLEMS 
Now consider a general boundary problem of the form 
L&J, v](t) = Wt) u(t), L,[u, g(t) = 0, 
iiE9, qu, v] E YL, 
(3.1) 
where hypotheses (&-iii) are supposed to be satisfied, and K(t) satisfies the 
following condition. 
(sjv) K(t) is an n x n hermitian matrix function which is of class I! on [a, b], 
with K(t) > 0 for t a.e. and the set {t : t E [a, 61, K(t) # 0) is of positive measure. 
For such a system we have the following result. 
THEOREM 3.1. Under hypotheses (sji, ii, iii, v) the boundary problem (3.1) 
has infinitely many eigenvalues and associated eigenfunctions Xj , uj(t), vi(t) such that 
(a) 0 < A, < A, < a**; 
(b) A, = J[uJ is the minimum of J[q] on the class 
qq = 17: 7 E 3, K[q] = j” T)“(t) K(t) 7(t) dt = 11; 
a 
(c) for j = 2, 3,..., Xj = J[uJ is the minimum of J[q] on the class 
9X? = 17: 7 E S$,, , K[7, uf] I=Z 1; q*(t) K(t) T(t) dt = 0, 1 <i<j; 
1 
(e) f” Tr G(s, S) K(S) ds = $J 1 /Xj , (3.2) -n j=l 
where G(t, s) belongs to the partiaE Green’s matrix function (G(t, s); G,(t, s)) of 
(2.5). 
It is to be commented that in hypotheses (!?j, ii, iii, v) the conditions on the 
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matrix functions A, B, C, and K are weaker than in the discussion of similar 
problems in [6, Chap. VII, Sect. 111 in that C and K are required to be merely 
of class 2, whereas in the earlier discussion they were assumed to be of class !P 
on [a, b]. Actually, conclusions (a)-(d) of Th eorem 3.1 remain valid under the 
still weaker assumption that all the matrix functions A, B, C, and K are merely 
of class L?[u, b]. With the compensating alteration in the definition of class 9 
wherein the associated vector function 5 is required to be of class !Zm instead of 
in class g2, these results follow by the same arguments that were used to prove 
[6, Chap. VII, Theorem 11.11, once it is established that the functional K[T] 
is positive definite on subspaces of .9 of arbitrarily high dimension. This result 
is implied by the identical normality of the system of differential equations in 
(3.1) and the condition that the set {t : t E [a, 61, K(t) # 0) is of positive measure. 
The proof of this is quite elementary if K(t) is continuous. In this case, let Q(t) 
be a fundamental matrix of D’(t) = A(t) @p(t), and for r a value on (a, b) such 
that K(T) # 0 let 5 be an n-dimensional vector such that t*@*(r) K(T) Q(r)5 > 0 
and for 0 < E < Min(T - a, 6 - T} set z+,(t) equal to the solution G(t)6 of 
u,‘(t) = A(t) u,(t). Then by continuity the integral of uo*(t) K(t) u,,(t) over 
any nondegenerate subinterval of [a, b] containing r is positive. Now in view of 
hypothesis ($55;;) the system (2.1,) is disconjugate on [a, b] and, in particular, 
there exists a solution (ul(t); s(t)) of this system satisfying ur(~ - c) = 0, 
ui(~ - e/2) = z+,(T - c/2), and a solution (u2(t); w,(t)) of this system satisfying 
U2(’ + E/2) = Uo(T + E/2), U2(T + c) = 0. c onsequently, if (T(t); c(t)) is defined 
as equal to (u&t); 0) on (T - c/2, 7 + c/2), equal to (q(t); q(t)) on [T - E, 7 - c/2], 
equal to (u2(t); w2(t)) on [T + c/2, T + ~1, and equal to (0; 0) on [a, T - 6) u 
(T + E, b], then L,[~J, I;](t) = 0 on [a, b] and ~(a) = 0 = 7(b), so that q(t) is a 
vector function of 9 satisfying K[q] > 0. For an arbitrary positive integer K one 
may then select K values 7,) 01 = I,..., K, such that a < r1 < 72 < a** < rl, < b 
at which K(t) is nonzero, and for 2~ less than the minimum of the values 7i - a, 
b - Tk ( 7*+1 - 7-p, (f3 = l)...) k - 1 ), the above described construction yields 
vector functions T,(t), (a = l,..., k), which belong to .9 and for which K[y] is 
positive for an arbitrary nontrivial linear combination clTl(t) + -.- + ckvk(t). 
Under the more general condition of (!$) the same construction yields the 
desired result, where now a value 7 and corresponding vector 6 are chosen so 
that 7 is a point of density of the corresponding set {t : t E [a, b], 
f*@*(t) K(t) @(t)E > 0). 
In the case the functional K[q] is positive definite on the class of all continuous 
n-dimensional vector functions 7, conclusion (e) may be derived as a consequence 
of results stated in [6, Chap. VII, Theorem 1 IS], after one establishes that the 
inequalities used in establishing the preceding Lemma 11.3 remain valid when 
C(t) is merely of class e[u, b]. We shall proceed with the proof of (e), and leave 
the verification of the auxiliary inequalities until later. Under the added condi- 
tion that K[s] is positive definite on the class of all continuous 7, from the cited 
theorem it follows that if A is not an eigenvalue of (3.1) then G(t, s; X) belonging 
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to the partial Green’s matrix function (G(t, s; A); G,(t, s; A)) of (3.1) has the 
expansion 
G(t, s; A) = 2 (hj - A)-l uj(t) I+*(S), 
j=l 
and this series converges uniformly in (t, s) on [a, b] x [u, b]. Consequently, 
for h not an eigenvalue of (3.1) we have 
Tr G(s, s; A) K(s) = 5 (A9 - A)-l z+*(s) K(s) U,(S), 
j=l 
for s E [a, b], 
and since j: Z+*(S) K(s) Z+(S) ds = 1 for j = 1,2,... an elementary argument 
validates the evaluation 
s b Tr G(s, s; A) K(s) ds = 2 (Ai - A)-l. a j=l 
In particular, for h = 0 we have that G(t, s; 0) is the G(t, s) belonging to the 
partial Green’s matrix of (2.9, and hence we have conclusion (e) under the 
added condition that K[Y,J] is positive definite on the class of all n-dimensional 
continuous vector functions 7. 
To prove conclusion (e) under the hypotheses of Theorem 3.1, consider the 
auxiliary problems (3.1) with K(t) replaced by K,(l) = GE, + K(t), for E > 0. 
Then such an auxiliary problem has a set of eigenvalues and eigenfunctions 
Ajc , ujE(t), wir(t) satisfying the conclusions of Theorem 3.1, and consequently 
for E > 0 we have 
s ’ Tr G(s; s) K,(s) ds = 2 l/hj,, . a j=l 
Now the left-hand member of (3.3) clearly tends to the left-hand member of 
(3.2) as E -+ 0. Moreover, from an elementary comparison theorem, (for the case 
of a scalar equation, see 16, Problem VI.4.61, we have that as E tends monoto- 
nically to zero through positive values the individual A,,, increases monotonically 
to Ai,, = Ai , and hence l/hj,z decreases monotonically to I/& . Consequently, 
(3.2) holds under the hypotheses of Theorem 3.1. 
Returning to the validity of inequalities used in the proof of the cited [6, 
Chap. VII, Lemma 11.51, these inequalities depended upon an earlier result 
that may be formulated as follows (see Lemma 11.1 and Corollary). 
LEMMA 3.1. Whenever hypotheses (!$, ii) hold there exists a positive constant 
1’ such that for v E 9 and t E [a, b’j we have 
Jhl 2 1’ [I dt)12 + s.” (1 G412 + I rl(4121 ds]. 
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In turn, this inequality was derived with the aid of preceding inequalities 
involving the existence of constants 1, > 0, 1, > 0, lr 3 0 such that 
Jhl 3 4 Jab I $@)I” dt - 4 1” I dt>12 dt for vE.9. (3.5) a 
Inequality (3.4) remains valid as before; indeed, the proof as in [6, Chap. VII, 
Theorem 10.31 can be carried through assuming merely that A, B, C are of 
class e[u, b]. In order to establish (3.5) under the weaker assumption, one may 
proceed as follows. Since B E P[u, b], there exists a K > 0 such that 
B(t) - kB2(t) > 0 a-e., and consequently for 7 E 9: 5 we have c*Bc > 
k 17 - Ay I2 > (k/2)1 q’ j2 - k j AT I2 >, (k/2)\ 77’ /2 - kk, / 7 i2 a.e., where 
K, is a constant which a.e. on [u, 61 dominates the norm of the matrix function 
A E fP[a, b]. If Cl(t) = s; C(s) d s, where T E [u, b], an integration by parts 
yields 
where Qt = Q + diag{-C,(u), C,(b)>. C onsequently, if c is a constant such 
that 7j*Ql+j > -c[l v(a)i2 + I 7#)j2] and +(t) = [u + b - 2t]/[b - a], we have 
9*&A 3 cd(t) I @)I2 18, and hence 
7j*Q$ + Jbb T*CT dt 3 s” b*‘C271 + q*C,+ + c+’ I rl I”} dt (3.6) la 
where Ca(t) = c+(t)E - Cl(t). As C2(t) is a continuous matrix function and 
C’(t) = -2/[b - a], by 1 e ementary vector inequalities it follows that there 
exists an 2s such that the integrand of (3.6) is not less than -(K/4) / 7’ I2 - 
1s 17 j2, and combining this result with the earlier lower bound for <*B< in- 
equality (3.5) is obtained with I,, = k/4 and I1 = la + kk, . 
4. PROOF OF THEOREM 2.1 
Now suppose that hypotheses (5i-iv) hold, and there is a nonidentically 
vanishing solution (u(t); v(t)) of (2.1, 2.2). By @iii), the vector function u(t) 
is not identically zero on [a, b], and hence J[u] > 0 by hypothesis (.$i)- 
Moreover, since (u(t); v(t)) is a solution of (2.1, 2.2) we have J[u] - 
s: u*(t) H(t) u(t) dt = 0, and therefore {t : t E [a, b], a*(t) H(t) u(t) > 0} must 
LIAPUNOV TYPE INEQUALITIES 455 
have positive measure. As u*(t) H+(t) u(t) >, u*(t) H(t) u(t) on [a, 61 it then 
follows that 
J[u] - jab u*(t) H+(t) u(t) at < 0, (4.1) 
and {t : t E [u, b], H+(t) # 0} has positive measure. Consequently, by Theo- 
rem 3.1 the boundary problem 
L,[u, v](t) = M+(t) u(t), L,[% 4(t) = 0, 
iiE9, T[u, v] E .spl (4.2) 
has an infinite sequence of eigenvalues and eigenfunctions A, , zij , dj satisfying 
the conditions of Theorem 3.1, and, in particular, 
s 
b Tr G(s, S) H+(s) ds = t l/i\, . (4.3) a j=l 
Moreover, in view of (4.1) we have 0 < A, < 1, so that l/x, > 1 and the strong 
inequality (2.7) holds. 
As a special case, consider the self-adjoint scalar differential equation of 
order 2m 
(a) L[y; h](t) = 5 (-l>j(pj(t)y~~l(t))~~l - by(t) = 0, 
j=o 
(b) ’ ylN(a) = 0 = yk’l(b), 
where the pj(t) are real-valued on I, and 
(LY = I,..., m), (4.4) 
Pj E @b, 4, (j = 0, l,..., m), pm(t) > 0 for t E I. (4.5) 
Under the substitution 
u,(t) = y@-l](t), (a = l,..., m), 
‘Urn(t) = Pm(t) YTt), %W = P&J YW) - $+&t), (p = l,..., m - l), 
the system (4.4) is equivalent to (3.1) with Y the zero-dimensional subspace 
of C,, , Q = 0, and K(t) th e real matrix [Is&(t)] with K,, = 1, K,, = 0 for 
(01, fl) # (1, 1). Moreover, a vector function r) belongs to the corresponding 
class 9 if and only if q = (y[=-ll), where y has continuous derivatives of the 
first n - 1 orders, ytn-ll is absolutely continuous, and 5, =$&[“I is of class 
L?2 on [a, b], while ytNy-‘l(a) = 0 =~[~--ll(b), (a = l,..., WZ). Moreover, for 
7 E B the corresponding functional J[q] for 7 = (ytm-11) is 
JoLYI = sb (2 a(tXplW2) dt. a j=O 
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The equationl[y](t) = Cj”_, (-I)j {pj(t) ytjl(t)}tjl = 0 is said to be disconjugate 
on [a, b] if there exists no pair of distinct values t, < tz on this interval for which 
there is a nonidentically vanishing solution y(t) satisfying yta-l](a) = 0 = 
y[=-l](b), (a = l,..., m). As is well known, (see, for example, [6, Chap. VII]), 
L[y] = 0 is disconjugate on [u, b] if and only if J[v] is positive definite on 
B,, = (7 : 7 = (y[“-xl), yt”-ll(u) = 0 =y[+ll(b), (a = l,..., 712)). Theorem 2.1 
then implies the following result. 
THEOREM. Suppose that conditions (4.5) hold and the equation L[y] = 0 is 
disconjugute on [a, b]. If q(t) is a real-valued integrable function such that relative 
to the dzyerential equation L[y](t) - g(t)y(t) = 0 there exists on [a, b] a pair of 
conjugate points, then q+(t) = *[q(t) + 1 q(t)/] must satisfy the integral condition 
s b g(s, 4 q+(s) ds > 1, a (4.6) 
where g(t, s) is the Green’s function for the boundary problem 
L[YlW =f (t>, 
y[4(u) = 0 = yl”-‘l(b), (a = l,..., m). 
In particular, (4.6) implies st q+(s) ds > l/max{g(s, s): s E [a, b]), which was 
established by other means in Reid [7, Theorem 3.21. 
In general, the result established above when applied to self-adjoint boundary 
problems associated with a scalar second-order equation yields many results 
that have been established by various means. For example, if Eq. (1.1) has a 
nonidentically vanishing solution u(t) satisfying u(u) = 0, u’(c) = 0, a < c, then 
s: (t - a) h+(t) dt > 1. As another example, for q(t) a real-valued integrable 
function on [0, l] consider the differential systems (B---or), (a = 1,2, 3), 
consisting of the differential equation 
zPu’(t) - q(t) u(t) = 0, tE [O, 11 (4.7) 
together with the respective boundary conditions 
(i) u(0) = n’(0) = u(1) = u’(1) = 0, 
(ii) u(0) = u’(0) = U”(1) = u”(l) = 0, (4-g) 
(iii) u(0) = u”(O) = u(l) = u”(l) = 0. 
Each of these systems of self-adjoint, and for the differential operator zJiv) 
together with the given boundary conditions the Green’s function is a symmetric 
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function of (t, S) on [O, l] X 10, 1] such that for 0 < t < s < 1 we have, 
respectively, 
(i) g(t, s) = QP(s - 1)” [3s - 2ts - t], 
(ii) g(t, s) = $t2(3s - t), 
(iii) g(t, s) = &t(s - l)[P + s2 - 2~1. 
Consequently, if for a = 1,2, 3 the differential system consisting of (4.7) and 
the respective boundary conditions of (4.8) possesses a nonidentically vanishing 
solution we have the corresponding inequality 
(i) J1 t3(1 - t)3 q+(t) dt > 3, 
0 
69 s,’ t3q+(t) Lit > 3, 
(iii) J-“l ty1 - t)2 q+(t) at > 3. 
Correspondingly, since the Green’s function for the differential operator --zAVvi) 
with the boundary conditions u[“-~~(O) = u[“-~I(I) = 0, (a = 1,2, 3) is a 
symmetric function on [O, l] x [O, l] with 
g(t, s) = t3(11Gs’3 {5s[2s - 3ts - t] + t2[6s2 + 3s + l]}, for 0 < t < s < 1, 
if there exists a nonidentical vanishing function u(t) satisfying dvi)(t) + 
q(t)u = 0, u[*-11(O) = ~[“-~l(l) = 0, (a = 1, 2, 3) then 
s 
1 
t5(1 - t)5 q+(t) dt > 20. 
0 
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