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A B S T R A C T
User-generated content on social media, such as Twitter, provides in many cases, the
latest news before traditional media, which allows having a retrospective summary of
events and being updated in a timely fashion whenever a new development occurs.
However, social media, while being a valuable source of information, can be also over-
whelming given the volume and the velocity of published information. To shield users
from being overwhelmed by irrelevant and redundant posts, retrospective summariza-
tion and prospective notification (real-time summarization) were introduced as two
complementary tasks of information seeking on document streams. The former aims to
select a list of relevant and non-redundant tweets that capture "what happened". In the
latter, systems monitor the live posts stream and push relevant and novel notifications
as soon as possible.
Our work falls within these frameworks and focuses on developing a tweet summa-
rization approaches for the two aforementioned scenarios. It aims at providing sum-
maries that capture the key aspects of the event of interest to help users to efficiently
acquire information and follow the development of long ongoing events from social
media. Nevertheless, tweet summarization task faces many challenges that stem from,
on one hand, the high volume, the velocity and the variety of the published information
and, on the other hand, the quality of tweets, which can vary significantly.
In the prospective notification, the core task is the relevancy and the novelty detection
in real-time. For timeliness, a system may choose to push new updates in real-time or
may choose to trade timeliness for higher notification quality. Our contributions address
these levels: First, we introduce Word Similarity Extended Boolean Model (WSEBM), a
relevance model that does not rely on stream statistics and takes advantage of word em-
bedding model. We used word similarity instead of the traditional weighting techniques.
By doing this, we overcome the shortness and word mismatch issues in tweets. The in-
tuition behind our proposition is that context-aware similarity measure in word2vec
is able to consider different words with the same semantic meaning and hence allows
offsetting the word mismatch issue when calculating the similarity between a tweet
and a topic. Second, we propose to compute the novelty score of the incoming tweet
regarding all words of tweets already pushed to the user instead of using the pairwise
comparison. The proposed novelty detection method scales better and reduces the exe-
cution time, which fits real-time tweet filtering. Third, we propose an adaptive Learning
to Filter approach that leverages social signals as well as query-dependent features. To
overcome the issue of relevance threshold setting, we use a binary classifier that predicts
the relevance of the incoming tweet. In addition, we show the gain that can be achieved
by taking advantage of ongoing relevance feedback. Finally, we adopt a real-time push
strategy and we show that the proposed approach achieves a promising performance
in terms of quality (relevance and novelty) with low cost of latency whereas the state-
of-the-art approaches tend to trade latency for higher quality.
This thesis also explores a novel approach to generate a retrospective summary that
follows a different paradigm than the majority of state-of-the-art methods. We consider
the summary generation as an optimization problem that takes into account the topical
viii
and the temporal diversity. Tweets are filtered and are incrementally clustered in two
cluster types, namely topical clusters based on content similarity and temporal clusters
that depends on publication time. Summary generation is formulated as integer linear
problem in which unknowns variables are binaries, the objective function is to be maxi-
mized and constraints ensure that at most one post per cluster is selected with respect
to the defined summary length limit.
Keywords: Information retrieval, Real-time tweet filtering, Tweet summarization, So-
cial signals, Adaptive Learning, Integer Linear Programming.
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R É S U M É
Le contenu généré dans les médias sociaux comme Twitter permet aux utilisateurs
d’avoir un aperçu rétrospectif d’évènement et de suivre les nouveaux développements
dès qu’ils se produisent. Cependant, bien que Twitter soit une source d’information
importante, il est caractérisé par le volume et la vélocité des informations publiées qui
rendent difficile le suivi de l’évolution des évènements. Pour permettre de mieux tirer
profit de ce nouveau vecteur d’information, deux tâches complémentaires de recherche
d’information dans les médias sociaux ont été introduites : la génération de résumé
rétrospectif qui vise à sélectionner les tweets pertinents et non redondant récapitulant
"ce qui s’est passé" et l’envoi des notifications prospectives dès qu’une nouvelle infor-
mation pertinente est détectée.
Notre travail s’inscrit dans ce cadre. L’objectif de cette thèse est de faciliter le suivi
d’événement, en fournissant des outils de génération de synthèse adaptés à ce vecteur
d’information. Les défis majeurs sous-jacents à notre problématique découlent d’une
part du volume, de la vélocité et de la variété des contenus publiés et, d’autre part, de
la qualité des tweets qui peut varier d’une manière considérable.
La tâche principale dans la notification prospective est l’identification en temps réel
des tweets pertinents et non redondants. Le système peut choisir de retourner les nou-
veaux tweets dès leurs détections où bien de différer leur envoi afin de s’assurer de
leur qualité. Dans ce contexte, nos contributions se situent à ces différents niveaux : Pre-
mièrement, nous introduisons Word Similarity Extended Boolean Model (WSEBM), un
modèle d’estimation de la pertinence qui exploite la similarité entre les termes basée sur
le word embedding et qui n’utilise pas les statistiques de flux. L’intuition sous-jacente
à notre proposition est que la mesure de similarité à base de word embedding est ca-
pable de considérer des mots différents ayant la même sémantique ce qui permet de
compenser le non-appariement des termes lors du calcul de la pertinence. Deuxième-
ment, l’estimation de nouveauté d’un tweet entrant est basée sur la comparaison de ses
termes avec les termes des tweets déjà envoyés au lieu d’utiliser la comparaison tweet à
tweet. Cette méthode offre un meilleur passage à l’échelle et permet de réduire le temps
d’exécution. Troisièmement, pour contourner le problème du seuillage de pertinence,
nous utilisons un classificateur binaire qui prédit la pertinence. L’approche proposée
est basée sur l’apprentissage supervisé adaptatif dans laquelle les signes sociaux sont
combinés avec les autres facteurs de pertinence dépendants de la requête. De plus, le
retour des jugements de pertinence est exploité pour re-entrainer le modèle de classi-
fication. Enfin, nous montrons que l’approche proposée, qui envoie les notifications en
temps réel, permet d’obtenir des performances prometteuses en termes de qualité (per-
tinence et nouveauté) avec une faible latence alors que les approches de l’état de l’art
tendent à favoriser la qualité au détriment de la latence.
Cette thèse explore également une nouvelle approche de génération du résumé rétro-
spectif qui suit un paradigme différent de la majorité des méthodes de l’état de l’art.
Nous proposons de modéliser le processus de génération de synthèse sous forme d’un
problème d’optimisation linéaire qui prend en compte la diversité temporelle des tweets.
Les tweets sont filtrés et regroupés d’une manière incrémentale en deux partitions
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basées respectivement sur la similarité du contenu et le temps de publication. Nous for-
mulons la génération du résumé comme étant un problème linéaire entier dans lequel
les variables inconnues sont binaires, la fonction objective est à maximiser et les con-
traintes assurent qu’au maximum un tweet par cluster est sélectionné dans la limite de
la longueur du résumé fixée préalablement.
Mots clés : Recherche d’information, Filtrage temps réel de flux de tweets, Synthèse
de tweets, Signes sociaux, apprentissage adaptatif, Optimisation linéaire.
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Part I
I N T R O D U C T I O N
Social media is an amazing tool, but it’s really the face-to-face interaction that
makes a long-term impact.
— Felicia Day

1
I N T R O D U C T I O N
1.1 Context
With the rise of Web 2.0, the World Wide Web (WWW) evolved from being static, where
users were only consuming information, to a new version of Web where users have the
ability to act as an information producer and consumer at the same time. The websites
that enable people to create, share, or exchange information are known as online Social
Media. Social media range from Blogs, Wikis, Microblogs, Social Networking, Media
Sharing and Social Bookmarking. As an example of the most popular platform, we can
mention: Twitter 1 (2006), Facebook 2 (2004), G+ 3, LinkedIn 4 (2006), Myspace5(2003),
Youtube 6 (2005), Wikipedia 7, and Flickr 8 (2004). These tools allow connectivity and
interaction between web users and they encourage contributions and feedback from
anyone who is a member of any virtual community [1]. These platforms continue to
increasingly gain popularity and the number of their users worldwide is increasing
every day. Figure 1.1 illustrates the number of social media users worldwide from 2010
to 2017 with an emphasis on the number of monthly active users on Twitter. These
statistics clearly show that the number of social media users is getting increasing almost
in a linear way with an average rate of about 0.3 billion users per year. In 2019, it is
estimated that there will be around 2.77 billion social media users, up from 2.46 billion
in 2017 9.
With social media, a user becomes an individual news media that not only consumes/
absorbs information but also produces/propagates information about what is happen-
ing in the world or what is being said about an entity. People are spending countless
hours on social media and their activities generate an incredible volume of data. Data
published/produced by users in social media is known as User Generated Content
(UGC). UGC covers a wide range of topics, from personal issues (i.e about users daily
activity) to public policy (i. e.related to a topic of interest to a wide audience). The quick
development of smartphone technology has played an important role in the explosive
growth of the use of social media. Indeed, thanks to mobile devices, users can instantly
report a real-world event in an in-situ manner. In Twitter, for instance, more than 80%
of daily published tweets are posted from mobile devices 12. Users publish in social
media a valuable information that provides in many cases live coverage of scheduled
(sports games) and unscheduled events (natural disaster).
1 http://twitter.com/
2 http://facebook.com/
3 https://plus.google.com/
4 https://www.linkedin.com/
5 https://myspace.com/
6 https://www.youtube.com/
7 https://www.wikipedia.org/
8 https://www.flickr.com/
9 https://www.statista.com/statistics/278414/number-of-worldwide-social-network-users/
12 https://expandedramblings.com/index.php/twitter-mobile-statistics/
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Figure 1.1: Number of users worldwide from 2010 to 2017 in all social media10 and on Twitter11.
The freshness and diversity of information in UGC have raised social media as an im-
portant source of real-time information to up-to-date about an ongoing event. Besides,
it provides, in many cases, the latest news before traditional media, especially for un-
scheduled events. Hu et al. [65] have shown that quite a few big news stories have been
broken on Twitter earlier than in more traditional news media. An example of this is
the news about Osama bin Laden’s death. Several sources on Twitter leaked the infor-
mation before the President of the United States announced that bin Laden had been
killed [65]. Figure 1.2 shows, another example, the tweet on the left leaked information
about Saudi King Abdullah’s death 17 minutes after he had passed away (at 22:00 GMT
13) and more than one hour before that Al Jazeera news announced it as shown in the
following tweet.
22:17 (GMT) 23:19 (GMT)22:00 (GMT)
King Abdullah's 
passe away
Figure 1.2: Example of breaking new in Twitter before it breaks in traditional news media: The
death of Saudi’s King Abdullah.
Social Media such as Twitter, Facebook, are also important sources of real-time in-
formation related to emergency events which include natural disasters such as earth-
13 http://www.bbc.com/news/world-middle-east-30945324
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quakes, as well as man-made disasters such as terror attacks, and socio-political move-
ments. During emergencies, users are turning to social media platforms to ask for assis-
tance and to share what they see around them. Indeed, in [47, 148] author have shown
that Twitter is useful to detect earthquake just by monitoring tweets containing the
word "earthquake" and other related words. They assume that a peak in earthquake-
related tweets correlates with an earthquake event. In doing this, 75% of earthquakes
are detected by Twitter within two minutes and, as such, outpace traditional geological
survey detection [148].
Social media as a source of real word event information is a double-edged sword
[143]. Indeed, social media in their raw form, while being informative, can also be over-
whelming. In Twitter, short messages known as tweets are being created and shared
at an unprecedented rate. Twitter counts more than 330 million monthly active users
worldwide that produce over 500 million tweets every day which corresponds to over
350,000 tweets sent per minute 14. Hence, due to the high volume of daily produced
posts, the velocity, and the variety in tweets stream, monitoring and following all pub-
lished information describing the development of a given event over time or referring
to an entity turns out to be time-consuming with a risk of overwhelming users with
irrelevant and redundant posts.
When an important event occurs particularly an unscheduled one, users may develop
two complementary information needs. The first one is retrospective, in which a user
wants to be informed on what has occurred up until now regarding the event of interest,
while the second need is prospective, it refers to the wish of the user to be kept up-to-
date in a timely fashion whenever a new development occurs. In both cases, the main
purpose is to produce a summary consisting of a list of tweets that fulfill the user
information need. To achieve such a goal, a tweet summarization system has to monitor
the live stream of tweets. Accordingly, two different scenarios of tweet summarization
can be distinguished, namely retrospective tweet summarization and prospective (so-
called real-time) tweet summarization. In the latter scenario, tweets are processed in
real-time whereas in the former scenario tweets are treated on a batch.
Our work falls within these frameworks and focuses on the problem of a long ongo-
ing event summarization from social media in which we tackle the two aforementioned
scenarios of tweet summarization. The purpose of this thesis is helping users to effi-
ciently acquire social media information and follow the development of an event of
interest by providing summarization approaches for long ongoing events. In this thesis,
we focus on Twitter as it is one of the most popular social media and unlike most social
media it allows free access to a large part of its data, which motivate many researchers
to study it.
In the following subsection, we detail the two complementary information needs that
we consider in our work. Afterward, we describe the main issues challenging these two
tasks of tweet summarization.
1.1.1 Retrospective information need in social media
In retrospective information need, a user is looking for what has happened thus far
regarding an event that he just heard about it. A retrospective summary should capture
14 http://www.internetlivestats.com/twitter-statistics/
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what has occurred up until now so the user makes up what he would have missed.
It is required that such summary be concise and contains relevant tweets that convoy
the main aspects of the information need with a minimum of redundancy [87, 86, 85].
In addition to these requirements, it is desired that the summary includes information
from different time periods to capture the development of the event over time.
To fulfill this information need, retrospective tweet summarization task was intro-
duced with the aim to automatically select a list of meaningful tweets or keywords
that are most representative of the given topic. This task is more like ad hoc tweet
retrieval[85, 120].
1.1.2 Prospective information need in social media
In prospective information need, a user wishes to be notified whenever there are new
developments regarding the event of interest. In this context, the relevance of a post
with respect to the user’s information need does not depend only on the content of the
post (topical relevance) but it is more a combination of interesting content, novelty, and
timely [129].
To address users’ prospective information needs, it is required that a real-time tweet
summarization system monitors the live streams of social media stream posts to identify
relevant and novel content with respect to a given topic of interest. The goal is to push
to the user salient posts that convey novel information with a minimum of latency
between the publication time of the post and the time of notification to the user. It
is desired that relevant and novelty tweets are pushed to the user in timely "fashion"
(e. g.as notifications on his mobile phone).
1.2 Challenges of tweet summarization
Traditional document summarization is extensively studied [111, 163]. However, besides
the fact that the proposed approaches in the context of traditional document summa-
rization are retrospective in nature, these methods turn out to be less effective when
handling tweets. This is due to the many issues that challenge the task of tweet summa-
rization. These challenges stem from:
1. The streaming character of UGC in social media which is characterized by the
high volume, the velocity, the variety of the published information, and the topic
drift. The information reported is often highly redundant. In addition to that,
the streaming character of social media makes that statistics about a term such
as (Inverse Document frequency) (i) are not always available in particular at the
beginning of monitoring the tweet stream and (ii) change each time a new tweet
arrives;
2. The quality of the published posts which varies significantly. Indeed, tweets are
short, informal, and with many abbreviations and misspellings. These arise two
issues when computing the relevance of tweet with respect to a topic of interest.
The first issue is the term mismatch and the second issue is related to the fact that
term frequency is usefulness since a term rarely occurs more than once in a tweet.
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The main objective of tweet summarization approaches is to select the most meaning-
ful tweets that capture the key aspects of the event and its development over time with
a minimum of redundancy. However, to be effective a tweet summarization system has
to satisfy the following requirements:
• In retrospective summarization, summaries are expected to fulfill some important
requirements such as relevancy with respect to the event, low redundancy/nov-
elty, coverage (capture different aspect of the event), diversity and conciseness
of the summary. Optimizing all these criteria jointly is a challenging task espe-
cially for long-running events [142]. The majority of the proposed approaches
[67, 142, 168, 141, 123, 171, 97] generate summaries by iteratively selecting the
most relevant tweets and discarding those having their similarity with respect to
the current summary above a certain threshold. This way of selecting meaningful
tweets do not take into the account the mutual relation among tweets. In addition,
it does not consider the fact that important tweets may be spread out over the
lifetime of the given event.
• Regarding prospective summarization, besides the relevancy and the low redun-
dancy/novelty requirements a system has to:
– Find a trade-off between pushing too many or too few tweets. In the latter
case, the user may miss important updates and in the former case, the user
may be overwhelmed by irrelevant and/or redundant information.
– Balance between the timeliness (latency between publication and notification
times) and the quality of notification. In this context, the incoming tweet
that is identified as relevant and novel can be immediately pushed to the
user or the system may choose to wait in order to accumulate evidence and
see whether it is worth pushing. However, by delaying the submission of
an interesting tweet, a system may miss the appropriate time windows for
pushing the given tweet. Indeed, at the time the system submits the given
tweet it may have become outdated. This is because, in the case of an ongoing
event, information has generally a short lifetime and can rapidly become
outdated.
1.3 Research Questions
This thesis focuses on the problem of summarization a long ongoing event in the social
media stream with special attention dedicated to Twitter. With respect to the prospective
tweet summarization, three main research questions are being addressed:
1. How can we evaluate the relevance of tweets without relying on stream statistic?
2. How can we overcome the issue of threshold setting?
A How does machine learning based method contribute to improving the filter-
ing performance?
B What gain can be achieved by using an adaptive learning strategy that takes
advantage of ongoing relevance feedback?
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3. What is the impact of social signal in real-time tweet filtering?
A What are the social features that can be suitable for real-time tweet filtering?
B To what extent the consideration of social features is helpful in detecting
relevant tweets?
Regarding, the retrospective tweet summarization, the following research questions
were investigated:
A How can we optimize jointly all the criteria that a retrospective summary should
fulfill?
B How to integrate the temporal context of tweets into the process of the generation
of a retrospective summary?
1.4 Contributions
The work in this thesis focuses on developing methods for addressing the challenges
raised in the two scenarios of tweet summarization described above: prospective and
retrospective tweet summarization.
Regarding prospective tweet summarization, the main contributions of this thesis are
at several levels:
• First, relevance estimation: we introduce Word Similarity Extended Boolean Model
(WSEBM), a relevance model that does not rely on stream statistics when com-
puting the relevance score of the incoming tweet by taking advantage of word
embedding model (word2vec [106]). In WSEBM, the word similarity is used in-
stead of the traditional weighting techniques used in Information Retrieval (IR)
models. By doing this, we overcome the shortness and word mismatch issues
in tweets. The intuition behind our approach being that context-aware similarity
measure in word2vec is able to consider different words with the same semantic
meaning and hence allows offsetting the word mismatch issue when calculating
the similarity between a tweet and a topic. In addition, the relevance score of the
incoming tweet is estimated at the time the new tweet arrives independently of
the previously seen tweets and without the need for maintaining statistics about
tweet stream to capture collection based parameter such as (inverse) document
frequency, average document length, etc....
• Second, novelty detection: Instead of using the pairwise comparison to compute
the novelty score of the incoming tweet against tweets previously seen by the
user, we propose to compute the novelty score regarding all words of tweets al-
ready pushed to the user. The proposed novelty detection method scales better
and reduces the execution time, which fits better the real-time tweet filtering sce-
nario.
• Third, relevance filtering: To overcome the relevance threshold setting issue, we pro-
pose an adaptive Learning to Filter approach based on supervised machine learn-
ing algorithm after arguing that the key to effective notifications lies on identifying
an appropriate relevance threshold value in which the decision to select/ignore an
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incoming tweet is based. Our contribution concerns the use of a binary classifier
(relevant/not relevant) that predicts the relevance of the incoming tweet which
allows overcoming the issue of relevance threshold setting. To enhance the ability
of the classifier to identify correctly relevant tweets, we leverage social signals as
well as query-dependent features. In this context, we proposed a set of social fea-
tures and other non-content features suitable for real-time tweet filtering and we
study their impact in tweet summarization. In addition, we extend the Learn to
Filter approach to an adaptive learning approach which takes advantage of ongo-
ing relevance assessments feedback to periodically retrain the classification model.
Hence, we show the gain that can be achieved by an adaptive learning strategy
that takes advantage of ongoing relevance feedback.
Regarding retrospective tweet summarization, we propose an alternative method that
follows a different paradigm than the majority of state-of-the-art methods. Our contri-
butions are as follows:
• While existing approaches generate a summary by selecting iteratively top
weighted tweets, we consider the summary generation as an optimization prob-
lem to select a subset of tweets that maximizes the global summary relevance and
fulfills constraints related to non-redundancy, coverage, temporal diversity and
summary length. To this aim, tweets are filtered and incrementally clustered in
two cluster types, namely topical and temporal clusters. The former clustering is
based on tweet content similarity whereas the latter depends on tweet publica-
tion time. The summary generation is formulated as an integer linear problem in
which unknowns variables are binaries, the objective function is to be maximized
and constraints ensure that at most one post per cluster from the two categories
of clusters (topical and temporal) is selected with respect to the defined summary
length limit.
• In order to capture the development of the event over its lifetime, we take into
account the temporal diversity of tweets as one criterion that needs to be fulfilled
in the summary generation process. The fact that a maximum of one tweet per
time period (temporal cluster) is selected guarantees that the summary covers
different time periods as much as possible.
1.5 Thesis outline
This thesis is divided into five parts. The first part (this part) contains the introduction
of this work. The second part is about background knowledge and state of the art.
The third and fourth parts focus on our contributions for prospective (so-called real-
time) tweet summarization and for retrospective tweet summarization respectively. The
last part presents conclusions and future work. In this section, we will introduce the
contents of each part.
• In part 2, we present background knowledge and state of the art. This part entails
three chapters as follows:
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– Chapter 2 introduces the concepts and background of Information Retrieval
(IR) and social media that will be used throughout this thesis. In this chapter,
we particularly focus on Twitter;
– Chapter 3 focuses on tweet summarization and presents a survey of re-
lated work that addresses the two scenarios of tweet summarization, namely
prospective and retrospective tweet summarization;
– Chapter 4 describes the datasets and the evaluation frameworks that have
been used to evaluate our approaches.
• In part 2, we focus on our contribution for prospective tweet summarization. This
part is composed of two chapters as follows:
– Chapter 5 introduces a word similarity based model for real-time tweet
summarization First, we present the general framework of the proposed ap-
proach. Afterward, we detail the computation of the relevance with respect
to a given event then the estimation of the novelty of an incoming tweet with
regard to tweets previously seen by the user. At the end of this chapter, we
highlight the importance of proper relevance threshold setting in the task of
real-time tweet filtering.
– Chapter 6 presents a learning to filter approach based on supervised ma-
chine learning technique to overcome the issue of relevance threshold set-
ting. First, we give a description of the proposed approach that combines
query-dependent features with social features to build a binary classifier that
predicts the relevancy of incoming tweets. Then, we present a set of social fea-
tures suitable for real-time tweet filtering scenario. Afterward, we investigate
to what extent the use of adaptive learning approach that takes advantage
of an ongoing relevance feedback can improve the performance of real-time
tweet filtering system.
• In part 3, we present our contribution for retrospective tweet summarization.
Chapter 7 describes our approach based on an optimization framework to gen-
erate a retrospective tweet summary for a long ongoing event. First, we introduce
the description of the proposed approach that aims to select a subset of tweets that
maximizes the global summary relevance and fulfills constraints related to non-
redundancy, coverage, temporal diversity and summary length. Then, we describe
the incremental tweet clustering method. Thereafter, we present the Integer Linear
Programming model that formulates the problem of tweet summary generation.
• The last part, Chapter 8, concludes this thesis, discusses findings and points out
directions for future research.
Part II
B A C K G R O U N D A N D R E L AT E D W O R K
The idea of Twitter started with me working in dispatch since I was 15 years old,
where taxi cabs or firetrucks would broadcast where they were and what they were
doing.
— Jack Dorsey, Twitter CEO

2
B A C K G R O U N D : I N F O R M AT I O N R E T R I E VA L A N D S O C I A L
M E D I A
In this chapter, we provide the concepts and background that will be used throughout
this thesis. We start with a brief introduction to the field of information retrieval. After-
wards, we present a general overview of social media and then we focus on information
retrieval for social media.
2.1 Information Retrieval
Information retrieval (IR) is about finding material (information) that satisfies an infor-
mation need within a large collection of documents [99]. According to Baeza-Yates and
Ribeiro-Neto [20], information retrieval deals with the representation, storage, organiza-
tion of, and access to information items. Manning et al. [99] define information retrieval
as:
Information retrieval (IR) is finding material (usually documents) of an unstructured nature
(usually text) that satisfies an information need from within large collections (usually stored on
computers).
The main purpose of an information retrieval system (IRS) is to fulfill user informa-
tion need which is usually formulated using a textual query. Salton and McGill [135]
defined information retrieval system as the set of processes that provide the user with
information:
An information retrieval system is an information system, that is, a system used to store items
of information that need to be processed, searched, retrieved, and disseminated to various user
populations.
We provide in this section the basic concepts of information retrieval process then we
present an overview of information retrieval models.
2.1.1 Information Retrieval Process
Information Retrieval consists mainly of building up efficient indexes, processing user
queries and ranking algorithms to select documents that are relevant to user query
[20]. These three main processes are more or less complex depending on the retrieval
task. Figure 2.1 illustrates a simplified view of the IR process which is referred to as
U-process [22].
Indexing is in general performed at the beginning of an information retrieval cycle
and periodically each time the collection is updated with an important volume of new
documents. The main purpose of this process is to ensure fast and efficient querying.
It enables the mapping between terms and documents where they occur. The most
common form of indexes in text collections is the inverted index. It is composed of a
dictionary and posting lists. The dictionary contains all terms assigned to or extracted
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Figure 2.1: The Information Retrieval U-process: simplified schema [22].
from documents that are considered useful. Each term in the vocabulary has a posting
list that indicates documents in which it appears. To build the index, documents are
processed to extract only useful terms and their features (e.g frequency, position, ...).
The following steps are applied during the indexing.
• Extracting a normalized sequence of characters: This step keeps just a linear tex-
tual sequence of document content and removes all format specific structure such
as pdf, Microsoft Word format, and HTML;
• Tokenization: This corresponds to the task of splitting the textual sequence into
terms (also called tokens). Tokenization is also associated with punctuation re-
moval.
• Stop-word removal: Stop-words are terms that might be not important for infor-
mation retrieval such as frequent terms "the", "an", "a", "and". These type of words
are removed using a predefined list of stop-word specific for each language.
• Normalization: In this step, tokens that should match with each other are gathered
in an equivalence class. For instance, words USA, US, U.S, U.S.A are mapped to
USA.
• Lemmatization and stemming: The goal of both stemming and lemmatization is
to reduce inflectional forms and sometimes derivationally related forms of a word
to a common base form 1. For example,"computing", "computes", "computed" and
"computation" are all different syntactic forms of "compute". Stemming is based
1 https://nlp.stanford.edu/IR-book/html/htmledition/stemming-and-lemmatization-1.html
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on some heuristics which consist in removing word endings. Lemmatization cor-
responds to the removal of inflectional endings to return the dictionary base of a
word also known as lemma. One of the most used techniques in IR is the Porter
stemming algorithm [119] which is empirically shown to be very effective.
• Term weighting: Term weighting attempts to capture how important a word is
to a document. The widely used term weighting scheme is TF-IDF that combines
inverse document frequency (IDF) with term frequency (TF) as proposed by Salton
et al. [134]. The TF component is based on the observation that frequent terms are
important for describing the main topics of a document. The IDF component is
known for capturing term specificity. The idea behind IDF is that a common term
that appears in many documents is unlikely to be discriminative. There exists a
probabilistic definition of IDF used in particular in the BM25 model[127] were
IDF is interpreted as the probability of the term appearing if the document is
irrelevant with respect to the query. Table 2.1 lists some weighting variants used
in the literature to compute TF and IDF. This step produces some statistics used to
compute the relevance score of a document with regard to the user’s information
need in a query matching process.
Table 2.1: Variants of TF and IDF weights [20, 72]
weighting scheme TF weighting scheme IDF
binary {0,1} unary 1
raw frequency fi,j inverse frequency log( Nd fi )
log normalization 1+ log fi,j inverse frequency smooth log(1+ Nd fi )
double normalization 0.5 0.5+ 0.5
fi,j
max fi,j
inverse frequency max log(1+ maxd fid fi )
double normalization k 0.5+ (1− 0.5) fi,jmax fi,j probabilistic inverse frequency log
N−d fi
ni
Where fi,j is the frequency of occurrence of the ith term in document j, d f i is the
number of documents in which the term i occurs and N is the number of documents in
the collection.
Querying This is the stage where the user issues his information need to the IR sys-
tem. Usually, the information need is expressed in a short free-text query that includes
a few words. To enrich the initial query it is common to extend it with other related
terms. This process is called query expansion. The query passes through the same steps
as documents in the indexing process.
Query-document matching This process assigns a relevance score to documents ac-
cording to their similarity with the query. The relevance score indicates the relative or
absolute degree of presumed relevance of a document with respect to the user’s infor-
mation need. In Boolean IR model [133], this score is binary ( 0 or 1) where the 0 score
indicates that the document is irrelevant and the 1 score denotes that the document is
relevant. The main drawback of the Boolean model is that all documents considered rel-
evant are equal and cannot be differentiated and the terms frequency is not considered.
Current IR models introduce a partial matching between a query and a document by as-
signing real value scores to documents. This allows ranking documents with each other.
In response to the query, the system returns a list of documents ranked in descending
order of their relevance score or by another criterion that the user may select.
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Figure 2.2: A taxonomy of Information Retrieval models [20].
2.1.2 Information Retrieval models
An information retrieval model aims to produce a ranking function that assigns scores
to documents with respect to a given query. It defines a logical framework for repre-
senting documents and user’s information need and a ranking function that computes
a rank for each document. According to [20], an information retrieval model can be
defined by a quadruple [D, Q, F, R(qi, dj] where: D and Q are a set of logical view (or
representation) of the documents in the collection and the user’s information need re-
pressively. F is a framework for modeling the representation of documents and queries
and their relationships such as a set of Boolean relations, vectors operation, and prob-
ability distribution, R(qi, dj) is a ranking function that associates a score (real number)
to document dj with regard to a query qi. This value defines an ordering among docu-
ments with respect to the query. Figure 2.2 presents a taxonomy of information retrieval
models proposed in the literature that address three main characteristics of documents
including text, links, and multimedia. For unstructured text-based information retrieval
models, documents are modeled as a sequence of words (bag of word representation).
we distinguish the three classic models, namely Boolean, vector and probabilistic mod-
els.
We focus in what follows on the main information retrieval models that we use in this
thesis namely the vector space model, the language model and the Extended Boolean
Model(EBM). Note that the two first models are the most widely used models in the
literature to measure the relevance of a tweet with respect to the user information need.
The EBM is the one that we used in our contribution. For an exhaustive presentation of
different IR models, the reader can refer to one of the multiples manuals that provide a
thorough description of IR models and technologies such as [20, 99].
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2.1.2.1 Vector space model
The vector space model was proposed in 1975 by Salton et al. [132] with the aim to
introduce a partial matching between query and document terms. In this model, both
the query and the document are represented by n-dimensional vectors of terms weights
where n is the total number of index terms. The relevance score of document dj with
regard to the query Q is estimated according to similarity between the vector ~dj =
(w1,j, w2,j, ..., wn,j) and the vector~q = (w1,q, ws,q, ..., wn,q). This similarity can be measured
by the cosine of the angle between these two vectors as follows:
sim(~dj,~q) =
~dj ·~q
|~dj| × |~q|
=
∑ni=1 wi,j × wi,q√
∑ni=1 w2i,j ×
√
∑ni=1 w2i,q
(2.1)
Where wi,j and wi,q are the weights of term wi in document dj and query q respectively
which are basically TF-IDF weights computed as follows:
wi,j = TF(wi, dj)× IDF(wi) (2.2)
Where TF (term frequency) and IDF (inverse document frequency) can be any of the
functions presented in Table 2.1.
The main advantages of the vector space model are [20]: (1) the use of term-weight
that take into account the document length normalization which improves the retrieval
quality; (2) the documents are ranked according to their similarity to the query; (3) it
is simple and fast. For these reasons, the vector space model continues to be used as
retrieval model specifically as a baseline in the evaluation of new ranking models.
2.1.2.2 Language model
Language models in IR define probability distributions of terms in documents and use
them to predict the likelihood of observing query terms [20]. In these models, it is
assumed that the query is inferred by the user from the ideal documents [117]. The idea
behind these models is to assume that a query is generated from the document language
model [117, 164]. The relevance of a document with respect to a query is seen as the
probability that the document’s language model would generate the terms of the query.
The first IR model based on, such hypothesis was proposed by Ponte and Croft [117]
in which if one assumes that terms are independent (uni-gram model), the probability
P(Q|θD) of a query Q being generated by the language model θD of document D is
defined as follows:
P(Q|θD) = ∏
qi∈Q
P(qi|θD) (2.3)
Where P(qi|θD) is the probability that term qi occurs in the language model θD which
is estimated using Maximum Likelihood (ML) estimation as follows:
PML(qi|θD) = fD(qi)|D| (2.4)
Where fD(qi) is the frequency of the term qi in the document D and |D| is the number
of terms in document D.
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The maximum likelihood estimate would result in a zero probability if at least one
of the query terms does not occur in the document. To overcome this issue, smoothing
techniques, particularly those where the document language model is combined with
the collection language model θC have been proposed[164]. The smoothing methods
commonly used are the Dirichlet (DIR) smoothing and Jelinek-Mercer (JM) smoothing
which are defined according to the following formula respectively:
PDir(qi|θD) = fD(qi) + µ · PML(qi|θC)|D|+ µ (2.5)
PJM(qi|θD) = λPML(qi|θD) + (1− λ)PML(qi|θC) (2.6)
Where λ and µ are Jelinek-Mercerthe and Dirichlet smoothing parameters respec-
tively. PML(qi|θC) is the maximum likelihood probability of term qi occurring in the
collection language model θC which is computed as follows:
PML(qi|θC) = fC(qi)|C| (2.7)
Where fC(qi) is the frequency of term qi in the collection of documents and |C| is the
number of terms in collection C.
2.1.2.3 Extended boolean model
The Boolean model [133] is based on set theory. It relies on exact matches and takes only
into account the presence and absence of a term in the documents without considering
any term weighting. The Extended boolean model, introduced in 1983 by Salton et al.
[136], extends the Boolean model with the functionality of partial matching by consid-
ering the weight of terms. In this model, queries are expressed through boolean logic
which includes "AND" and "OR" operators. For instance, the query "French" AND "pres-
idential" AND "election" means that we want all these terms to appear in the retrieved
documents.
Assume that for document dj the weight of the terms is normalized and hence lie
between 0 and 1. For example these weight can be computed using normalized TF-IDF
as follows:
wi,j =
TF(wi, dj)
max(TFj)
× IDF(wi)
max(IDFj)
(2.8)
Where wi,j is the weight of the ith term in document dj and TF(wi, dj) is the frequency
of term wi in the document dj and IDF(wi) is the inverse document frequency of term
wi.
To illustrate how document matching is carried out, let us consider a document com-
posed of two terms w1 and w2. Then, the term assignment can be described by a two-
dimensional term space, as shown in Figure 2.3.
For conjunctive queries (so-called AND queries), the (1,1) point represents the case
where both terms occur in a document. This means that this point is the most interest-
ing one. Hence, the complement of the distance between a document and this point is
considered to measure the similarity between a document and the AND queries. Con-
versely, for disjunctive queries (so-called OR queries), the (0, 0) point represents the case
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Figure 2.3: Extended Boolean logic: representation of AND and OR in the space composed of
two terms w1 and w2.
where both terms are absent in a document. This means that the point (0, 0) is the least
interesting one. Therefore, the distance from this point is used to measure the similarity
of a document with respect to the OR queries.
In this model, the similarity is measured using the normalized Euclidean distance
which can be generalized by using the p-norm distance to include p-distance. For clarity,
we present here the relevance score based on Euclidean distances with 2-norms.
For a conjunctive query Qand = q1 ∧ q2 ∧ ....∧ ql , the relevance score of document d is
estimated as follows:
RSV(d, Qand) = 1−
√
∑qi∈Qand(1− wqi ,d)2
|Qand| (2.9)
Regarding a disjunctive query Qor = q1 ∨ q2 ∨ .... ∨ ql , the relevance score of document
D is computed as follows:
RSV(T, Qor) =
√
∑qi∈Qor(wqi ,d)
2
|Qor| (2.10)
where wqi ,d is the weight of the query term qi in the document d which is computed
according to TF-IDF weighting scheme as described in Equation 2.8. |Qand| and |Qor|
are the length of the conjunctive and disjunctive queries respectively.
To process a more general query, an AND/OR queries are combined by grouping the
operator in a predefined order. For example, consider the query Q = (q1 ∧ q2) ∨ q3).
The relevance score of the document d is computed as follows:
RSV(d, Q) =
( (1−√ (1−wq1,d)2+(1−wq2,d)22 )2 + (wq3,d)2
2
)1/2 (2.11)
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Figure 2.4: Some of the most popular social media logos.
2.2 Information retrieval in social media
2.2.1 Overview of social media
Social media is defined as websites and applications that enable users to create and share con-
tent or to participate in social networking2. In this definition, we can distinguish three main
aspects. The first aspect websites and application denotes the virtuality of the social me-
dia. The second aspect create and share content denotes the spreading of user-generated
content (UGC) which refers to data published by users. Last but not least, the social
networking aspect that denotes the social dimension and the connectivity of the users of
social media.
According to Aichner and Jacob [2] social media websites and applications can be
partitioned into eight categories: (1) blogs; (2) microblogs; (3) e-commerce portals; (4)
multimedia sharing; (5) social networks; (6) review platforms; (7) social gaming; and (8)
virtual worlds. Figure 2.4 depicts the logos of the most popular social media services
such as Twitter, G+, Facebook and LinkedIn.
Forums, blog, and newsgroups such as Stackoverflow3 are the oldest form of social
media. LinkedIn is a professional networking site which is mainly based on densifying
the social graph, while Google+ and Facebook combine the social graph with shar-
ing content. These social media are more for networking people. Facebook is a multi-
purpose social networking platform, allowing users to chat, post photos and notes, and
even play games. Twitter has a special characteristic as the social graph is bi-directional:
user can follow another user without being befriended. This feature on Twitter allows
users to get quick access to real-time information published by other users without
any obligation to follow anyone. For this reason, Twitter is considered one of the most
valuable sources of real-time information in addition to being a conversational social
network [78].
Social networking is one of the most important features of social media. Wasserman
and Faust [159] define a social network as "a finite set or sets of actors and the relation or
relations defined on them. The presence of relational information is a critical and defining feature
of a social network". According to Maslow’s hierarchy of needs [100], humans need to
2 https://en.oxforddictionaries.com/definition/social_media
3 https://stackoverflow.com/
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feel a sense of belonging and acceptance among their social communities. This primary
need has driven the success of social media in recent years.
With social media, a user becomes an individual news media that not only con-
sumes/absorbs information but also produces/propagates information about what is
happening in the world or what is being said about an entity. The content generated
by users (UGC) refers to different content published by users [20] as well as the interac-
tion of users with the published resource[155]. Baeza-Yates and Ribeiro-Neto [20] define
UGS as follows:
"User Generated Content is one of the main current trends in the Web. This trend has allowed
all people that can access the Internet to publish content in different media, such as text (e.g.
blogs), photos or video."
The content created and shared by users on social media can be categorized into three
different groups as follows:
• Original or compiled materials that users make available over blogs, microblogs,
wikis, and media sharing services (e.g.,YouTube4 , Flikr5);
• Feedback and metadata such as comments, review, rates, and tags. Social media
allows users to express whether they support, recommend or dislike a content
through actions such as adding a like or retweeting/sharing a text, image, video
or URL;
• Social network data including public profiles, social network structure, and user
interactions.
2.2.2 Social information retrieval
In fact, the emergence of the social Web and the significant position that users have
acquired in information producing and consuming processes have challenged tradi-
tional information retrieval approaches, that focus on document level regardless of the
surrounding social context. Indeed, UGC in social media provides additional informa-
tion than texts which refers to the social context of both users and information. Social
information retrieval is an emerging research area that aims to search on UGC or to ex-
plore how UGC and social network data can be leveraged to enhance the performance
of information retrieval systems. This new area brings together two areas of research,
information retrieval and social networks analysis [74]. Social IR systems are character-
ized by the exploitation of UGC and social network in the information retrieval process.
It considers the social network as well as implicit and explicit evidence of information
interest such as tagging, rating, and friend activities in order to estimate the relevance
of information [10]. The evaluation of the relevance of an information also takes into
account the "importance" of its author in the social network. To do so, social network
analysis methods are applied with the aim of identifying important users in a social
network.
According to the purpose of the information retrieval task in the social media and
the kind of UGC leveraged in the IR process, we can distinguish two different tasks of
social information retrieval:
4 http://www.youtube.com
5 http://www.flickr.com/
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1. The first task concerns seeking information in social media. In fact, UGC is a
valuable source of real-time information that provides users with continuously
updated information about developments of a topic of interest. In addition, UGC
provides information that may not yet be published on the Web. Being aware of
UGC availability and the original and fresh content that it may provide, users ex-
press a desire to access this type of data to fulfill their information need. This task
covers for instance, information retrieval in microblogs [115], monitoring social
media streams [86], experts search [96], opinion and sentiment retrieval [153] and
conversation retrieval [98].
2. The second task focus on the exploitation of UGC and specific features of social
network structure to enhance information retrieval. This is achieved by combin-
ing a query-based relevance score with a social-based relevance score in order to
produce a final ranking of documents. These two factors can be combined either
by an integrated (unified) approach or a modular approach [10]. In the integrated
approach, relevance factors represent a transition probabilities on the social con-
tent graph and random walk algorithm such as PageRank [116] are used to rank
retrieved documents. In the modular approach, the query-based and the social-
based relevance scores are computed independently and then combined (e.g, lin-
early) to estimate the final relevance score [23]. Badache et al., [18] propose to
use social signals such as (like, +1, share, tweet, comment) as sources of evidence
to measure document prior probability of relevance. UGC is also considered as
an information source for relevance feedback. To overcome the shortness of user
queries, Koolen et al propose to expand it using Wikis [75].
2.2.3 Social media vs traditional news media
Social media as a source of real word event information is a double-edged sword [143].
Its low cost and easy access allow a rapid dissemination of information. It is an out-
standing source of information that provides real-time news before traditional media
which lead people to seek out and consume news from social media. For example, 62
percent of U.S. adults got news on social media in 20166. The social media stream can be
overwhelming with irrelevant and/or redundant information. However, this free and
easy access leads the production of a content of different quality and even false. Indeed,
social media is becoming the favorite support of ill-intentioned users to spread "fake
news" that conveys news with intentionally false information[6].
The difference between social media such as Twitter and Facebook and traditional
news media stems from the fact the former is generated in-situ by ordinary Web users.
Posts are published by users which are interrupted by an event while they are going
about their daily activities. Thanks to mobile devices, users can instantly report a real-
world event. Indeed, in Twitter more than 80% of daily published tweets are posted
from mobile devices 7. Conversely, traditional news media provide professional content
that is often created after the event occurs. Social media differs from traditional media in
many aspects. Some of these aspects are advantages, others are disadvantages of social
6 https://www.journalism.org/2016/05/26/news-use-acrosssocial-media-platforms-2016/
7 https://expandedramblings.com/index.php/twitter-mobile-statistics/
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media. We start by highlighting the main advantages of social media and afterwards
we list some of their disadvantages compared to traditional media.
The main advantages of social media are as follows:
• Coverage: The user-generated content in social media covers a wide range of top-
ics, from personal issues (i. e.about their daily activity) to public policy (i. e.related
to a topic of interest to a wide audience). Although, tweets that concern personal
issues represent more of the half of the tweets published by Twitter users [167],
Twitter covers a similar range of public topic categories as traditional news media
[166]. The comparative study conducted by Zhao et. al [166] between Twitter and
traditional media reveals that Twitter covers more celebrities and brands that may
not be covered in traditional media;
• Freshness: The strength of social media compared to traditional media is the im-
mediacy of publication. Users publish valuable information that provides live cov-
erage of scheduled (sports games) and unscheduled events (natural disaster). This
specificity has raised social media as an important source of real-time information
especially in the case of emergency events which include natural disasters such as
earthquakes, cyclones, floods, fire, as well as man-made disasters such as terror
attacks, or socio-political movements. In many cases, the most current news is pro-
vided by Twitter before traditional media [36]. For instance, in [47, 148] authors
show that 75% of earthquakes can be detected by Twitter within two minutes just
by monitoring tweets containing the word "earthquake" and other related words.
• Timeliness: Social media messages are streamed and posted with specific times-
tamps. They provide continuous updates and comments that allow tracking the
evolution of topic over time. The dynamic nature of social media makes the text
in social media quite different from the text in traditional collections which is
more static. The statistical properties of social media text streams change over
time because of topic and viewpoint drift.
• Opinions: Social media also provide means to users to express their opin-
ions and hence hold a large number of opinionated content. Thus, identifying
users’viewpoints on a specific issue and sentiment analysis become increasingly
important for content analysis in social media [153].
In the following, we list some specific features of social media that can be consid-
ered as inconveniences. (inconveniences, in the sense that they challenge the automatic
processing of the UGC).
• Volume: Sharing information on social networks has become common practice
and even more a reflex. Where traditional media rely on a small number of con-
tributors, each social media has a large number of users, each of them publishing
messages more or less regularly. For instance, Twitter counts more than 330 mil-
lion monthly active users worldwide. The reasons for these tremendous volumes
in social media are inherent to the nature of these social media platforms: (i) it
is easy and more timely to publish an information in social media; and (ii) it is
easier to further share, comment on, and discuss the news with friends or other
readers. The high volume of information published in social media while being
informative, can also be overwhelming.
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• Velocity: Content in social media is being created and shared at an unprecedented
rate. This may be partly explained by the easy-to-use interactive interfaces, espe-
cially on mobile devices which allow posting messages at any time and anywhere.
For instance, users on Twitter generate over 500 million tweets every day which
corresponds to over 350,000 tweets sent per minute 8.
• Variety: The messages published on social media cover a variety of topics, rang-
ing from ordinary everyday events to important events and/or global. Moreover,
unlike traditional media, messages are not categorized or structured and topic
drift is very common. In addition, people use different languages to discuss the
same event.
• Redundancy: Social media are also characterized by the redundancy. Users do
actively forward world event topics using, for example, the retweet mechanism
in Twitter. This helps to spread news of important world events. But at the same
time, this behavior yields a lot of redundancy. The same information might be
reproduced by various users at different times.
• Information quality: In contrast to articles published by traditional new media,
social media relies on users as primary contributors in generating and publishing
content. Indeed, there is "in principle" no filtering on published content. This
raises two main concerns regarding the quality of the information published in
social media. The first one is related to the attention of the authors and the second
one refers to the content quality (writing style). In fact, there is a particular kind
of ill-intentioned users, so-called social spammers, who post spam contents in an
automated way. For example, posting a tweet talking about "how to lose your
weight in five days" under the "#Trump" topic. Another issue is the spread of fake
news because of the fact that content in social media can be relayed among users
with no significant third-party filtering, fact-checking, or editorial judgment. [6,
143]. For instance, US presidential election was characterized with a considerable
amount of fake news [6] where most of them tended to favor Donald Trump over
Hillary Clinton 9. The second information quality issue in social media concerns
the writing style that is characterized by:
– Messages published by users on social media are commonly expressed in an
informal way and are written in arbitrary style. Only some of them follow
standard grammar requirements.
– Messages are short, even sometimes very short. The length of messages is
sometimes limited by the service.
Note that while identifying spam campaigns and individual spam accounts [158, 1]
and fake new detection [143] are an important area of research, they are out of scope
of this thesis which is about handling the volume and the redundancy in social media
stream and overcoming the low content quality.
In this thesis, we focus on Twitter. The underlying motivation for this choice are: First,
Twitter has gained increasing popularity since it was launched in 2006. As a result, a
8 http://www.internetlivestats.com/twitter-statistics/
9 https://www.buzzfeed.com/craigsilverman/viral-fake-election-news-outperformed-real-news-on-
facebook?utm_term=.ayYvk2jAA#.kb3zE3K55
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great volume of new tweets is being generated every second which provide continu-
ously updated information about developments of interest to large audiences. It has
become a popular communication tool for many journalists, politicians, and companies.
Indeed, the study conducted by Hughes and Palen [8] reveals the important role of
Twitter within the communication strategy adopted by Barack Obama during the 2008
presidential campaign in the United States. Donald Trump, the 45th President of the
United States, seems to prefer tweeting to holding a press conference and uses Twitter
to bypass traditional news media10. Second, Twitter, unlike most social media, allows
free access to a large part of its data, which pushes many researchers to study it.
2.2.4 Social media: Twitter
2.2.4.1 Overview of Twitter
Twitter is a microblogging service launched in March 2006. Since then, it has become
one of the most popular microblogging sites with more than 100 million daily active
users11. The founders of Twitter defined it as a free social networking microblogging
service that offers to everyone the opportunity to instantly create and share ideas and in-
formation, without any barriers 1213. Twitter allows users to post short messages known
as "tweets". A tweet is a plain text in which the user can post photos, videos and web
pages by adding the corresponding URL. Initially, a tweet was limited up to 140 char-
acters. Since November 2017, this limit has been expanded to 280 characters. Twitter
social network is based on the principle of followership. Twitter users follow others or
are followed. Unlike most online social networking sites, such as Facebook, the relation-
ship of following and being followed requires no reciprocation. A user can follow any
other user, and the user being followed need not follow back. Being a follower on Twit-
ter means that the user receives all the tweets from those the user follows. By default,
tweets are publicly visible. Users can access other users’ tweets in the social network
unless no restriction is applied to their tweets.
A tweet can be addressed to a particular user by mentioning his @username at the
beginning of the tweet. A user can interact with a tweet posted by another user in two
different categories of actions. The first category refers to the actions that allow the
user to show appreciation for a Tweet. If a user appreciates a tweet, then he has the
possibility to show it by adding a like. Furthermore, Twitter allows saving tweets as
favorite. The second category of actions consists of disseminating tweets (retweet) or
repelling another user regarding one of his tweets as follows:
• Retweeting: A user can post a tweet of another user. This kind of tweets are
known as "retweet" and this mechanism of information dissemination is similar to
the "sharing" concept in other social networking services.
• Replying: A reply is a tweet points a previous tweet sent as a direct response to
another twee. It is used to respond to another person’s tweet by mentioning his
@username at the beginning of the tweet before posting it.
10 http://www.pbs.org/newshour/extra/daily-videos/trump-uses-twitter-to-bypass-media/
11 https://www.omnicoreagency.com/twitter-statistics/
12 https://about.twitter.com/fr.html
13 https://en.wikipedia.org/wiki/Twitter#cite_note-Inc-31
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Figure 2.5: The most retweeted tweet in Twitter: Tweet posted by Barak Obama.
Figure 2.5 is an example of a tweet posted by Barak Obama and represents, in fact,
the most retweeted tweet in Twitter with over 1,712,001 retweets and more than 4.5
million likes.
In addition, users can annotate their tweets by using hashtags (a non-spacing word
with prefix character “#”). A hashtag is used to draw attention to the main topic in
the tweet. The use of hashtags helps to get found by a target audience because people
research by searching for specific hashtags.
2.2.4.2 Twitter data crawling
Twitter allows access to streaming data that enables dynamically capturing the social
activity of users. Twitter provides two types of APIs with different capabilities and
limitations to access to the social activity of users namely: REST APIs and Streaming
APIs. Below, we describe the difference between these types of APIs.
• REST APIs are based on the REST 14 architecture (REpresentational State Transfer)
which is a web service that allows the requesting systems to access and manipulate
textual representations of web resources. These APIs is used for getting access to
historical data ( old tweets for instances). To retrieve information a user must
explicitly request it. For example, with this API, one can retrieve 3,200 of the most
recent Tweets published by a user including retweets. Anonymous and free access
to this API is limited to 180 requests per 15 minutes.
• Streaming APIs provide a continuous stream of public information from Twitter.
The main advantage of these type of APIs is that once a request for information is
made, the Streaming APIs provide a continuous stream of updates with no further
input from the user. However, these APIs only grant access to a 1% sample of the
Twitter data. At the time of writing this thesis, the main access points available
for free are as follows:
14 https://en.wikipedia.org/wiki/Representational_state_transfer
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– Public streams: Returns a small random sample of all public tweets. This
API provides approximately a 1% sample of all tweets (sometimes called the
"spritzer");
– User streams: These are streams of public tweets published by single-user,
with all a user’tweets.
– Filter streams: This access point allows to receive a sample of public tweets
streams filtered by users, keywords, and location boxes. The free access to
this endpoint allows specifying a maximum of 400 keywords, 5,000 userids,
and 25 location boxes15.
The public stream API is commonly used in literature to crawl Twitter data since it
is the most versatile streaming API. In this thesis, we use public stream API to monitor
tweet streams and to build the data collection used in our experiments.
In addition to tweet text, Twitter provides too many metadata in the tweet object that
can be leveraged for different filtering purposes. Tweet object is provided in JSON for-
mat. The provided metadata on the tweet object is about the user who posted the tweet
as well as the tweet content. The metadata about the user includes, for instance, the cre-
ation date of the user’s account, user-name, screen-name and the number of followers
and friends. The meta-data related to the content of tweet contains, for example, the
publication time, the number of time the tweet has been retweeted, hashtags (if any),
and URLs (if any).
2.2.5 Information retrieval tasks in microblogs
Information retrieval in social media needs to consider the specific features of social
media documents and network structures [10, 23]. Based on these two aspects, the social
networking and the creation of content, different research areas emerge. While social
networking analysis is an important area of research, this thesis is about monitoring
microblog stream in order to provide summaries that capture the development of an
ongoing event over time.
The specificity of content generated by social media users has yielded new informa-
tion retrieval tasks which correspond to new user’s information needs. Information
retrieval tasks in the content generated on social media can be divided into the follow-
ing groups: microblog ad-hoc retrieval, opinion and sentiment retrieval and monitoring
social media. In the following subsection, we present a brief description of these tasks.
2.2.5.1 Microblog Ad-hoc retrieval
Information retrieval within microblogs differs from Web search since the searched data
differs in content and format as discussed in the previous section. The main advantage
of searching for information over microblogs is the fact that it helps to find real-time
information about the latest events. In contrast, it may take a certain time before this
information becomes available on the Web and be indexed by search engines [43]. In this
context, we can distinguish two different tasks based on the user’s information need.
The first one is a real-time search task, where the user wishes to see the most recent
15 https://developer.twitter.com/en/docs/tweets/filter-realtime/overview
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but relevant information to the query. This task has been tackled as tracks within TREC.
In the TREC microblog track[115, 156], the task can be briefly described as follows:
for a query submitted at time t, systems should provide a list of relevant microblogs
ranked in reverse chronological order from newest to oldest, starting from the time the
query was issued. Note that in this task the novelty between tweets was not considered.
The second task is microblog search which is similar to traditional ad hoc information
retrieval. In this task, relevant microblogs are ranked regardless of their freshness as
required by real-time search.
Since the launch of the microblog track, several approaches have been proposed for
microblog retrieval. They exploit three kinds of evidence, namely content features, so-
cial features and the time of publication. Many of them use temporal information re-
lated to microblogs [169, 9].
Regarding the relevance estimation based on the textual similarity between the mi-
croblog and the query, the main issue is the shortness of microblogs. Indeed, in mi-
croblogs terms do not appear more than once. This means that traditional IR models
such as vector space model, which rely on terms frequency in documents and the length
of documents, cannot be used in a straightforward manner. In order to overcome this
issue, it has been suggested to not use the length normalization factor and term fre-
quency [51, 3, 101]. In [51], authors have studied the impact of considering the term
frequency and their normalization in the estimation of the relevance of microblogs us-
ing the BM25 model. The obtained results reveal that the use of these factors leads to a
performance degradation. Based on this observation, Arifah et al. [3] adapt the vector
space model by eliminating the length normalization factor. Massoudi et al. [101] pro-
pose a language model based on the occurrence of the term instead of its frequency in
the microblog. Other works propose to enrich the content of microblog by considering
the content of URL attached in the microblog [102]. Luo et al. [94] propose to use learn-
ing to rank method by considering features extracted from the metadata of tweets such
as (retweet frequency, hashtags frequency, URL presence, is-reply). They show that con-
sidering these additional information enables significantly improving the performance.
Empirical studies for microblog search show that relevance of tweets may depend on
several features in addition to the content similarity to the query such as the number
of followers and followings, the freshness of information, the presence of URLs and the
user’s location [109, 45].
As microblogging services provide additional information, other than text, such as
social network, another category of approaches proposes to combine the content rele-
vance with the social context of the microblog. This category of approaches considers
that relevance is related to the credibility of the information source(the author of the mi-
croblog). The main criteria that reflect the importance of the users used in the literature
are the number of tweets posted by the author [95], the number of times a user has been
retweeted, the number of times the user has been mentioned by other users, the number
of followers and friends. These criteria were simply linearly combined in [109, 165, 38].
In this context, learning to rank techniques have been widely used in tweet search in
which social network and query-dependent features such as (cosine similarity between
the query and the microblog) have been used as evidence of relevance. These learning
approaches include linear regression [45] and RankSVM [35].
Another line of research attempts to use the importance of users in the social network
to enhance the ranking quality of microblogs. The importance of users is captured by
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leveraging the relationship between users in the social network. In these approaches, the
social network is modeled by a graph where nodes are users and edges are relationships
that can be either directed or not. [162] propose TURank (Twitter User Rank), which is
an algorithm for evaluating users’authority scores in Twitter based on link analysis. The
authority of the user is estimated by using the PageRank algorithm [116]. Ben Jabeur
et al. [23] propose a Bayesian network model that combines the social importance of
microbloggers and the temporal magnitude of tweets. In particular, the importance of a
user is assimilated to his influence on the social network. This property is evaluated by
applying PageRank algorithm to the social network of retweets and mentions. The tem-
poral magnitude of microblogs is estimated based on temporal neighbors that present
similar query terms.
2.2.5.2 Opinion and sentiment retrieval
Social media is also a mean for users to express their opinions and debate on a wide
range of issues, including society and politics. Users are seeking for such information
to learn from similar experiences before making a decision (e.g., booking a hotel room).
Opinion retrieval deals with finding relevant posts that express either a negative or
positive opinion about some topic. During significant political events and campaigns,
both citizens and politicians are increasingly relying on social media to disseminate
information. The challenges of opinion retrieval approaches are to detect opinionated
content and determinate associated sentiment (e.g., negative, neutral or positive sen-
timent) [112]. Opinion detection was studied on Twitter using supervised [118] and
unsupervised methods [56]. Fang et al. [50] studied the individuals’ voting intentions
in the Scottish independence referendum held in September 2014 ("Yes": in favour of
Independence vs. "No": Opposed). They propose a Topic-Based Naive Bayesian classi-
fier that classifies the people’s voting intentions based on the content of their tweets. To
analyze opinionated content on Twitter, Liu et al.[89] propose to use a manually labeled
data to train a language model and use the noisy emoticon data for smoothing.
Topic modeling for viewpoint discovery has been also applied to social media. In
[124] authors introduced a time-aware topic model to summarize contrastive opinions
based on sentiment (positive, negative, or neutral). Thonet et al. [153] propose Social
Network Viewpoint Discovery Model (SNVDM), which is an unsupervised topic model
to identify the issues topics and different users’viewpoints. This model leverages the
users’ social interactions in addition to the content generated by users for a given issue
(e. g.U.S. policy). The intuition behind this proposition is being that users who connect
together are more likely to share the same viewpoint. This intuition is shared by Fraisier
et al. [55].
2.2.5.3 Monitoring social media
This group of tasks refers to a continuous systematic observation and analysis of social
media. Because of social media features that we described in Section 2.2.3, monitoring
social media is challenging. In recent years, there is growing interest in systems that
address information extraction and exploitation issue on continuous document streams
in social media. In this context, many tasks can be found, including topic detection and
tracking, online reputation management, and event summarization. We present in what
follows a brief description of these tasks.
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Topic detection and tracking: The topic detection and Tracking (TDT) task was in-
troduced to detect news event in traditional news streams. This task focuses on iden-
tifying the first document in a text document stream that corresponds to a previously
unknown event [4]. Then, it is concerned with identifying all documents related to a
particular event. To efficiently detect topics in textual streams, the majority of proposed
approaches focus on bursts. The document stream is discretized in time windows and
word frequencies are computed for each time windows. TDT concerns also novelty and
redundancy detection task which is based on similarity/divergence measures such as
the Manhattan, cosine similarities and language models. TDT in news streams is ex-
tensively studied in the literature and a more comprehensive literature review on this
subject is provided in [4]
Topic detection and Tracking has been also applied to social media and particularly
to microblogs[26, 160, 138]. Shamma et al. [138] propose a model based on uni-gram
and in which the classical TF-IDF weighting is used to compute the importance of
terms. All microblogs posted in the same time window are considered as "virtual docu-
ment" and terms are ranked according to their TF-IDF weight. In [160] authors propose
two-components based approach to detect bursty topics in real-time on Twitter. The
first component maintains the occurrence of each bi-gram and tri-gram that occurs in
the tweet stream. The second component used a sketch-based topic model to infer the
bursty topics. Cheng et al. [36] suggests an alternative methodology for event detection
in social media using space-time scan statistics. In this approach, tweets are clustered
according to their space and time features, regardless of tweet content. For a detailed
review of approaches that tackle this task, the reader can refer to [16, 62] which provide
a complete survey of event detection on Twitter streams.
Online reputation management: Reputation management in social media [76] has
been proposed in RepLab competitive evaluation campaign for Online Reputation Man-
agement Systems [12, 11]. It is aimed at developing systems for efficiently monitoring
the reputation of entities (e. g.people, organizations, products, or services). This task is
far from the one tackled in this thesis, we will not describe it furthermore.
Tweet summarization: Document summarization has been studied for years. Summa-
rization approaches can be categorized as extractive and abstractive. The former selects
sentences from the documents, while the latter may generate phrases and sentences
that do not appear in the original documents. Both categories of approaches have been
proposed to tackle microblog summarization. Most of the proposed approaches in the
literature focus on selecting a list of meaningful tweets that are most representative
with regard to a given topic. Recently, microblog summarization [85, 86, 87], have been
tackled as tracks within TREC. In the next chapter, we provide a detailed review of
related work on microblog summarization.
2.3 Conclusion
We presented in this chapter basic concepts of information retrieval and a brief overview
of the main state-of-the-art retrieval models proposed for this aim. Moreover, we pro-
vided a comparison between tradition news media and social media in which we high-
lighted the main reasons that make straightforward adoption of the traditional IR mod-
els less effective. We focus on Twitter since it has gained increasing popularity in recent
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years. We presented the characteristic of this microblogging service and we introduced
the different available approaches to crawl data generated by users on Twitter. Finally,
we discussed the main information retrieval tasks over microblogs.
Among information retrieval tasks in microblog discussed at the end of this chapter,
we are particularly interested in the microblog summarization task. This task exploits
the user-generated content to provide a retrospective and a prospective summary that
capture the key aspect of an ongoing event. The main aim is to shield the user from be-
ing overwhelmed. In the next two chapters, we will focus on this issue, particularly, we
will discuss main approaches proposed in the literature for this application domain and
the framework adopted to evaluate the performance of tweet summarization system.

3
T W E E T S U M M A R I Z AT I O N
3.1 Introduction
A text summarization system takes one or more documents as input and attempts to
produce a concise summary that captures the most important information with a mini-
mum of redundancy [111]. One of the first automatic text summarization was proposed
by Luhn [93] in the 1950s, with a term frequency based strategy. Early work in text
summarization focused on the single document summarization task where the input is
only one document. Automatic text summarization has been gaining importance with
the development of the World Wide Web. The enormous volume and redundancy on
the web motivated research on multi-document summarization where the summary is
generated from different documents about the same topic. Recently and with the emer-
gence of Social Web and user-generated content (UGC) as a new continuous source
of information, a considerable attention has been paid to automatic summarization of
long-running events from social media streams such as Twitter.
Multi-document text summarization approaches can be categorized into two classes
[111] extractive (selective) summarization and abstractive summarization [163, 123]. Ex-
tractive summarization consists of selecting of the most meaningful sentences from doc-
uments being summarized exactly as they appear in the original documents whereas ab-
stractive summarization may generate sentences that do not appear in the original doc-
uments. Note that traditional document summarization is retrospective in nature. For
further description of work on automatic summarization in the general case, the reader
can refer to multiple state-of-the-art surveys such as the one conducted by Nenkova et
al. [111] and by Yao et al. [163] which provide a recent progress made for document
summarization within the last few years.
Tweet summarization aims at generating a digest for both long-ongoing or ended
events from tweet streams in order to learn what is going on with regard to the topic,
or what people think about the topic. This task is considered as an instance of multi-
document summarization where each tweet is considered as a single document. Summa-
rizing tweets streams is a challenging problem due to, on the one hand, the specificity
of tweets and on the other hand to the volume, the velocity and the variety of the posts
published in social media which is often highly redundant. Indeed, a long-running
event may contain several unique information to summarize, conveyed by hundreds of
tweets and spread-out over its lifetime. To be effective, such summaries are expected to
fulfill some important requirements such as relevancy, low redundancy, coverage, and
diversity.
This chapter introduces the prior work related to tweet summarization. We start with
a description of tweet summarization in Section 3.2; we introduce the two different
scenarios of tweet summarization namely retrospective and prospective tweet summa-
rization followed by the description of the main challenges facing these tasks. Then,
in Section 3.3 and Section 3.4 we survey background material on retrospective and
prospective tweet summarization respectively. Because methods to evaluate relevancy
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Figure 3.1: Illustration of retrospective and prospective summary models [120].
and novelty/redundancy are common in both tasks, we present in Section 3.5 and Sec-
tion 3.6 the main approaches adopted in related work to estimate the relevancy and
novelty/redundancy scores of an incoming tweet respectively. Finally, we provide in
Section 3.7 a comparison of retrospective tweet summarization approaches as well as
prospective tweet summarization.
3.2 Tweet summarization
Twitter is a valuable source of information to keep users up to date on topics they care
about. However, timely following the development of long-running events is too diffi-
cult due to the velocity and the volume of the published information. Indeed, Tweets, in
their raw form, while being informative, can also be overwhelming. For instance, more
than 200,000 tweets were published during the 2018 EUROPA LEAGUE final match
between Olympic Marseille and Atletico Madrid. Automatically generating a concise
summary containing relevant and non-redundant posts that capture key aspects of in-
formation need, is one solution to keep users up to date. Tweet summarization provides
means for effective information extraction and exploitation from social media.
As discussed in Chapter 1, when a significant event occurs, users may develop two
complementary information needs. The first one is retrospective, it concerns what has
happened up until now, while the second need is prospective and refers to the wish of
the user to be kept up-to-date in a timely fashion whenever a new development occurs
for the event of interest.
Based on these two complementary information needs, we can distinguish two differ-
ent scenarios of tweet summarization namely, retrospective summarization and prospec-
tive notification (so-called real-time summarization). Figure 3.1 describes the task model
of retrospective and prospective summary. These scenarios were introduced as two com-
plementary tasks of information seeking on document streams [86, 120]. In retrospective
tweet summarization, a set of the most relevant and non-redundant tweets that summa-
rize "what happened" is periodically sent to the user (e. g.a daily email digest"). In
prospective summarization, the system is expected to filter, in real-time, relevant tweets
to the information need from a stream of tweets posted after the query time. It is re-
quired that updates are directly delivered to the user as notifications (e. g.to his mobile
phone) as soon as a relevant and novel tweet is identified.
We describe in the following these two tasks and their challenges.
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3.2.1 Retrospective tweet summarization
3.2.1.1 Task description
Retrospective tweet summarization is quite similar to ad hoc tweet retrieval. Consider a
scenario where a user (e.g a journalist) just got breaking news about a political scandal
that involves a presidential candidate. He turns to social media to find more details
such as the major facts, reactions of people and whether the candidate can reach the
finish line. In such a scenario, the user looks for a retrospective summary that captures
what has occurred up until now to make up for what they would have missed. After
that, it would be desirable to receive a periodic summary (e.g. daily) that highlights the
important developments that occur recently (e.g last day).
The aim of retrospective tweet summarization is to fulfill this information need by
providing a summary of an event or a topic that captures what has occurred up until
now [120, 87]. This task consists of selecting a list of meaningful tweets or keywords that
are most representative of the given topic. The summary should be concise and contain
relevant and non-redundant tweets (avoid returning tweets that say the same thing)
[87, 86, 85]. In addition to these requirements, the summary is expected to cover as
many important aspects as possible of the event of interest. For example, a summary of
a natural disaster should include aspects of what happened, when/where it happened,
damages, rescue efforts, etc..., and these aspects are provided by different tweets. Also,
it is desired that the summary includes information from different time periods to
capture the development of the event over time. Optimizing all these criteria jointly is a
challenging task especially for long-running events [142]. This is because the inclusion
of relevant tweets relies not only on properties of tweets themselves but also on the
properties of every other tweet in the summary.
Retrospective tweet summarization task has attracted a lot of attention in the last
decade. This is because traditional document summarization approaches are less effec-
tive when handling tweets for the following reasons. On the one hand, the tweets are
short, expressed in an informal way, and highly redundant. On the other hand, the
tweet stream is characterized by the enormous volume of tweets that may arrive at an
unpredictable rate. To promote the development of retrospective tweet summarization
approaches many tracks were introduced at TREC such as Tweet timeline generation
[84] track and scenario "B" in TREC real-time summarization [85, 86, 87].
3.2.1.2 General framework of retrospective tweet summarieation
Figure 3.2 shows the general framework of retrospective tweet summarization. The
components displayed in a dashed line are considered as optional components. In this
task, tweets are crawled, indexed and stored in real-time after prepossessing and trash
filtering steps. Tweets published during a predefined period are treated on a batch. The
inclusion of a tweet in the summary relies on its relevance score with regard to the topic
of interest and its novelty/redundancy score with respect to previous tweets added on
the summary. In addition to the tweet content, many approaches [90, 46, 123] have
proposed to leverage social network features such as the importance of the author to
compute the relevance of the tweets. The extraction of such features requires crawling
social network information from Twitter. Query expansion techniques were investigated
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Figure 3.2: General framework of retrospective tweet summarieation .
to enrich the initial query [103, 170, 21]. Also, to overcome the shortness of the tweet,
some approaches make use of the content of web pages linked from tweets [61, 59].
Regarding summary generation, most existing work are based on the extractive for-
mat, where the target is to extract salient tweets to construct a summary. This is achieved
by iteratively selecting the top tweets with discarding the redundant ones [30, 141, 7].
Another used strategy is clustering with respect to the centroid of the tweet within a
given set of tweets; this idea has been adapted by [113, 73, 142, 168]. Some authors use
graph-based summarization to tackle the problem of the generation of tweet summary
[114, 113, 90, 46, 63].
3.2.2 Prospective tweet summarization
3.2.2.1 Task description
Prospective tweet summarization is the reverse of ad-hoc tweet search, where a user
provides an information need at a certain point in time, and the summarization system
is expected to filter, in real-time, relevant and novel tweets from a stream of tweets
posted after the query time. The goal of a prospective summarization (real-time tweet
summarization) is to fulfill a prospective information need about an ongoing event. The
prospective information need corresponds to the wish of the user to be updated in a
timely fashion whenever a new development occurs for the event of interest [120]. In
this task, as soon as an interesting update is identified, it is delivered in real time as no-
tifications to users. The problem of real-time tweet summarization can be considered as
an instance of secretary problem [17] which is described as hiring the best secretary out
of n rankable applicants for a position. The applicants are interviewed one by one and
the employee has to make an immediate decision after each interview. An applicant can-
not be recalled once rejected. Prospective push notification system monitors and filter
the live posts stream in order to identify relevant and novel content to be pushed to the
user with respect to his information need. To shield users from unwanted notification,
push notification should be relevant (on topic), novel (users should not be shown multi-
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ple notifications that convey the same "thing"), and timely (provided as soon as possible)
since information reported about an event can rapidly become outdated [120, 86, 91].
The problem of real-time event summarization can be defined as follows:
Given an event described by keywords and a stream S of timestamped tweets T,
output a set R of representative tweets, such that:
1. ∀Ti, ∀Tj ∈ S with the publication time ti and tj respectively ti < tj. It means that
the two tweets are provided in chronological order.
2. ∀Ti ∈ R, ∆t = τi − ti, is very low. where τi is a notification time ( time of making
decision to select tweet Ti).
3. ∀Ti, ∀Tj ∈ R, Ti  Tj; it means that the two tweets Ti and Tj provide different
information in order to keep the summary from being redundant and cover all
sub-events (coverage);
4. R ≺ R′, summary R is preferred to R′ if R covers at least same sub-events than R′
with less number of tweets (shortness properties).
3.2.2.2 General framework for prospective tweet summarization
Prospective tweet summarization systems have to monitor the continuous tweet stream
and to deliver updates to the user whenever a new development occurs. Such system
consist of two main components, namely tweets crawling and tweet filtering compo-
nents. Other "optional" components can be considered depending on how tweets are
represented (ie. vector of TF-IDF weight) and the model used to estimate the relevance
and the novelty of an incoming tweet. Thus, a prospective notification system may in-
clude query expansion, tweet stream indexing and crawling web pages linked from
tweet components. The overall description of the general framework is depicted in Fig-
ure 3.3 where the optional components are displayed in a dashed line.
The tweets crawling component is based on Twitter’s streaming API. As was men-
tioned previously in Section 2.2.4.2, there are two different methods to get access to
the tweet streams. The first one is user-centered stream that gives access to tweets pub-
lished by a set of targeted users, whereas the second method (public stream API) gives
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access to a sample of 1% of all public tweets. Tweet summarization approaches rely on
the public stream API because user-centered streams crawling has some drawbacks that
include: (i) The number of users stream that can be crawled simultaneously is limited
to 5000 users. (ii) The identification of relevant users to follow with respect to the topic
of interest among the whole set of accounts is very challenging task [57].
The filtering component is commonly composed of three different filters adjusted se-
quentially. The two first filters (trash and relevance filters) select candidates tweets and
the third filter reduces the redundancy. It evaluates the novelty score for only tweets
that pass the two first filters. Before filtering, tweets are pre-processed. The preprocess-
ing step consists of stop-words removal, tokenization and stemming. The purpose of
the first filter is to discard trash tweets according to some criteria such as the length
(number of tokens), the occurrence of a least one query term, the number of hashtags,
number of URLs and the language[122, 61, 91]. In relevancy and novelty filters, a rele-
vance and novelty/redundancy scores are computed. The decision to select/ignore an
incoming tweet is commonly based on relevance and novelty threshold values.
To meet the prospective information need, notifications must be relevant, novel and
timely [129, 86]. To fulfill the aforementioned requirements, a prospective notification
system has to address the following issues:
• How to set the threshold values in which the decision is based? The appropriate
selection of thresholds is critical to shield users from being overwhelmed with
irrelevant and/or redundant tweets. The use of a high threshold value may lead
to miss interesting tweets. Conversely, the use of a low threshold value may yield
to overwhelm the user with irrelevant and/or redundant tweets. The threshold
value can be static (the same empirically predefined value is used across all topics)
or dynamic (value defined at the time of decision making).
• Which pushing strategy to adopt? After identifying the incoming tweet as being
relevant and novel, the system may choose to push it immediately to the user or
wait and see whether it is worth pushing. Delaying the submission of notification
allows accumulating more evidence before making a decision. Meanwhile, in an
ongoing event, developments may occur rapidly. Information has a lifetime (an
expiry date) beyond which it may no longer be relevant. Hence, by delaying the
submission, the system may miss the opportunity to push an interesting tweet at
the appropriate time and push outdated information. That is why, in this task, a
system has to find a trade-off between latency and the quality of notification in
terms of relevancy and novelty.
3.2.3 Challenges of tweets summarization
Tweet summarization (either retrospective or prospective) faces many challenges that
arise from the specificity of tweets such as the shortness and the writing style of tweets.
In this context, relevancy depends on the social context of the tweet and its author
(the user who published it) as well as the content similarity with the query. We argue
that summarizing posts of social media such as tweets is substantially different from
summarizing tradition documents for the following reasons:
3.2 tweet summarization 39
• Tweets have been limited to 140 characters and since November 07, 2017 this limit
has been expanded to 280 characters. Hence a post in Twitter contains only a
handful of words which means that terms do not appear more than once. As
a consequence, term frequency is less effective. Most term frequencies will be
a small constant for a given tweet. Indeed, previous work has confirmed that
document frequency (DF) and collection frequency(CF) are nearly identical in
tweet search since terms almost always have term frequency (TF) equal to 1 in
tweets [13];
• Tweets are noisy, ungrammatical, and may contain many abbreviations which
pollute the text. Therefore, term mismatch issue is frequent [157], [39]. In addition,
this makes it harder for standard Named-entity recognition (NER) methods to
correctly detect entities in tweets [125].
• Redundancy in the tweet streams is pervasive since the same information is dis-
seminated by different users at different times.
• To be effective, the system has to balance between selecting too many and selecting
too few tweets [91]. In the latter, the user may miss important updates and in
the former case, the user may be overwhelmed by irrelevant and/or redundant
information.
In addition to the aforementioned challenges of summarizing tweets, prospective
summarization faces the following issues that stem from the specificity of the prospec-
tive information need which requires processing the tweet stream in real-time:
• Unlike retrospective summarization where all documents (tweets) are available
before taking a decision, in prospective (real-time) tweet summarization, the doc-
uments are not known in advance. Besides, A tweet cannot be recalled once re-
jected.
• The latency (timeliness) is one aspect to take into account particularly for topics
that have a short lifespan. From the user’s perspective, a notification is consid-
ered relevant if: (i) it conveys an interesting content with respect to the topic of
interest, (ii) it is not redundant regarding what a user has previously seen and
(iii) it is timely delivered. Hence, prospective tweet summarization systems have
to trade-off between the quality of notification and the latency (delay between
the notification and the publication time of a novel information). A system may
choose to push new updates in real-time as soon as they are identified or may
choose to delay their submission and see whether it is worth pushing. It is de-
sired that the latency between notification and the publication time (the time a
tweet appears in the social media) will be reduced as much as possible.
• Statistics about a term are not always available in particular at the beginning
of monitoring the tweet stream, for instance, collection-based features such as
(Inverse) Document frequency, (I)DF, and the average document length;
• The velocity of tweets and topic drift might impact collection-based statistics such
as IDF which varies while new tweets arrive. These features of tweets stream raise
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Figure 3.4: A taxonomy of tweet summarization approaches.
the issue of indexing evolving events from tweet stream [27]. Updating collection-
based statistics each time a new tweet arrives is a challenging task regarding the
velocity of the tweet stream.
In the following sections, we will present related work that addresses the task of
retrospective and prospective tweet summarization.
3.3 Related work on retrospective tweet summarization
Tweets (Microblogs) summarization can be considered as an instance of the more gen-
eral problem of multi-document automatic summarization. Tweet summarization mod-
els define a framework for representing tweets collection and method that selects infor-
mation nuggets (tweets or words) for inclusion in the summary with regard to a given
event. Figure 3.4 presents a taxonomy of tweet summarization models based on the tar-
geted kind of the summary (abstractive or extractive), how tweets are represented and
how items ( tweets or words) are selected for the inclusion in the summary. As we will
see below, both abstractive and extractive approaches were investigated. Most of the ab-
stractive techniques are graph-based approaches whereas two categories of extractive
approaches can be distinguished, namely graph-based and feature-based. Regarding
feature-based approaches and according to how tweets are selected for inclusion in the
summary, we distinguish two groups of models. In the first group, candidates tweets are
ranked according to their salient score and the TOP-k tweets are iteratively selected. In
the second group, the summary generation is formulated as an optimization problem.
As in traditional document summarization, extractive approaches are predominant
on tweet summarization [163]. This is due to the difficulty of abstractive summarization
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which usually requires advanced language generation and compression techniques[40].
Nevertheless, some work have attempted to propose an abstractive approach for tweet
summarization [139, 71, 113]. These two categories of summarization approaches are
discussed in more detail in what follows.
3.3.1 Abstractive tweet summarization
Abstractive summarization is difficult for tweet streams because of the noise and the
variety of published content which can affect the quality of abstractive summary [114,
163]. The majority of the abstract approaches of the literature are based on word graphs
where the nodes correspond to the terms that occur in tweets and edges represent
their order of co-occurrence. The first abstractive tweet summarization approach was
the Phrase Reinforcement (PR) algorithm proposed by Sharifi et al. [140] which extracts
frequently used sequences of words. The algorithm builds up a word graph using the
topic keywords as a root node and words of incoming tweets as nodes. The word graph
used in this approach shows how words occur before and after the phrase in the root
node. Each word node is weighted proportionally to its distance to the root and to its
frequency. The summary sentence is selected as one of the highest weighted path. Note
that Phrase Reinforcement algorithm generates a summary on offline for a given set of
on-topic tweets.
In [113] authors showed that abstractive summarization is feasible in tweet stream
if tweets are clustered based on similarity. They introduced the Multi-Sentence Com-
pression (MSC) approach in which they combined event detection, text clustering, and
text summarization. In this approach, a phrase summary is generated for each cluster
of tweets. A directed word graph is built from the input tweets where nodes represent
words and an edge between two nodes indicates the adjacency between words. Edges
are weighted according to the frequency of occurrence of words. The phrase summary
is built by selecting words that are given by the path between the start and the end
nodes having the smallest average edge weight with a length greater than the mini-
mum required. This approach has shown some limits for handling large datasets and
datasets with a lot of unrelated tweets.
In [114] the same authors extended their original approach and introduced Twit-
ter Online Word Graph Summarizer (TOWGS) which is considered as the first on-
line abstractive summarization approach. TOWGS extend Multi-Sentence Compression
(MSC)[113] approach by considering each node as bi-gram instead of a uni-gram in or-
der to handle the noise generated by common words. To perform online summarization,
the word graph is constantly updated when new tweets arrive. In order to control the
size of the graph, old data (nodes and edges) that were not encountered in the previ-
ous time window are removed. The summary is built from the path that contains the
highest weight node and maximizes a score function. The main disadvantage of this
approach is that the use of tri-grams leads to a significant increase in the number of
nodes.
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3.3.2 Extractive tweet summarization
Extractive summarization consists of selecting a subset of relevant tweets with a min-
imum of redundancy that captures the main aspects of the event of interest. Un-
like abstractive summarization where only graph-based approaches were proposed
[140, 113, 114], in extractive summarization, two categories of approaches were pro-
posed to measure the relevance of tweets namely graph-based and feature-based.
3.3.2.1 Graph-based approaches
In graph-based approaches, a tweet stream is modeled as a graph where a vertex de-
notes a tweet and an edge represents the similarity between tweets [46]. Liu et al. [90]
combines the tweets content similarity and user social similarity based on features such
as the number of followers and retweets when computing the weight of an edge. The
summary is built from vertices that have the greatest salient score. In [46] tweets are
clustered based on term frequency bursty and tweets in each cluster are ranked accord-
ing to their salience score. A mutual reinforcement graph formed with three PageRank-
like [116] graphs for words, tweets, and users are used to compute the salience score
of tweets. In the proposed model, edges between tweets, words, and users represent
tweets similarity, terms co-occurrence in the same tweet and users following-followee
relationship respectively.
Inouye et al.[67] investigated two graph-based algorithms from traditional document
summarization for tweet summarization, namely LexRank [48] and TextRank [105].
These methods exploit the relationships among tweets in addition to text statistical fea-
tures. In LexRank, the weight of the edge represents the similarity between two tweets
and the final score of a tweet is computed based on the weights of the edges that are
connected to it. TextRank is based on the PageRank algorithm [116] and incorporates
the whole complexity of the graph than just pairwise similarities as in LexRank. The
final score of a tweet is recursively computed based on the weights of the edges that
are related directly to it as well as the weights of the edges related to other tweets
that are connected to the given tweet. A recent work proposes to make use of social-
temporal context for summarization of tweets [63]. The proposed approach is based
on the LexRank algorithm in which the weight of an edge is computed by combining
tweets content similarity with the social context of the author as well as the temporal
context of tweets. The social context is defined by the authority of the user in the social
network and the popularity of the tweet (number of retweets). The temporal context is
defined by the update rate of tweets for a given topic. To avoid redundancy in the sum-
mary in [63], the MMR (Maximal Marginal Relevance) [29] algorithm is used. In MMR,
if a tweet is added to the summary, the other tweets are re-ranked according to the
dissimilarity with the tweet summary. The similarity between two tweets is computed
using cosine similarity. Xu et al. [161] proposes a Pagerank-like approach that leverages
named entities, event phrases and their connections across tweets. Named entities and
event phrases are represented by nodes and two nodes are connected by an edge if they
co-occurred in k tweets. The weight of this edge is k.
The results obtained in the comparison conducted in [67] reveal that featured-based
summarization approaches perform better than graph-based approaches. These results
suggest that the added complexity of interrelationships in LexRank [48] and TextRank
3.3 related work on retrospective tweet summarization 43
[105] algorithms did not help in summarizing tweets. In the following subsection, we
provide a review of feature-based approaches.
3.3.2.2 Feature-based approaches
Feature-based approaches are mostly based on text statistical such as term frequency
[88] TF-IDF [30], HybridTF-IDF [141], Temporal TF-IDF [7] and language model [49,
131]. To rank a set of candidates tweet, some work suggest combining text statistical
features and social features of users such as the number of followers as well as tweet
features such as the number of retweets [21, 170, 108]. These approaches rely on tweet
stream statistics. Alternative features based on the query terms occurrences in the text
of tweet [91, 59] and in the web page linked from the tweet [61] have shown to be
effective.
According to the method used to select tweets for inclusion in the summary, we can
distinguish two different categories of feature-based approaches. In the first category,
the top-k tweets are selected to form the summary where k denotes the desired limit
length of the summary. This manner of building a summary is the most commonly
used in the literature. In the second category, the generation of the summary is formu-
lated as an optimization problem. In what follows, we review related work on these
aforementioned categories of feature-based approaches.
Approaches based on TOP-K selection:
Sharifi et al [141] introduced a HybridTF-IDF approach where the TF component is
calculated over the overall set of tweets (considered as one document). Top-weighted
tweets are iteratively extracted with the exclusion of those having cosine similarity
above an empirically predefined threshold with tweets of the current summary. The
Sumbasic approach [110], initially proposed for document summarization, was reported
to be effective as well for microblog summarization [97]. In this approach, the sentence
that contains more frequent words in documents has a higher probability of being se-
lected for summaries than the one with words occurring less frequently. However, these
approaches are designed to retrospectively summarize an event given an on-topic rel-
evant set of tweets and hence are not suitable to summarize an ongoing event over
time.
The approach proposed in [171] is one of the first summarization approaches that
monitor the live stream of tweets in real-time. This approach handles scheduled events
such as sports games. It is based on term frequency in order to measure the relevance of
tweets with respect to a given event and Kullback-Leibler divergence [77] to reduce re-
dundancy. Shou et al. [142] proposed (Sumblr), a continuous cluster-based online tweet
summarization approach that provides two types of summaries (online and historical).
Tweets are clustered and those with the highest score in each cluster are selected for
inclusion in the summary. However, In this approach authors presume the availability
of a topic-related tweet stream.
Time-aware summarization has been studied by several authors to tackle automatic
summarization of long-running events from tweet streams. Chakrabarti and Punera [30]
split on-topic tweets into various periods as an event evolution map, and generate an
update summarization result. Recently, Alsaedi et al, [7] investigated three different ap-
proaches to summarize real-world events: Temporal TF-IDF, retweet voting approach,
and temporal centroid representation. The temporal TF-IDF approach, separate tweets
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into different time windows. The relevance of a given tweet is estimated using TF-IDF
weighting scheme computed by considering only tweets published during the time win-
dows that precedes the publication time of a given tweet. The retweet voting approach
selects the most retweeted tweet in a time window as a representative tweet for this
time window. In the temporal centroid method, tweets are clustered according to their
time of publication and the centroid of each cluster is selected to form the summary. A
cluster’s centroid is the tweet with the highest similarity with other tweets.
The extractive approach is also usually modeled as topical modeling. [123] propose
the Tweet Propagation Model (TPM), a time-aware user behavior model that tracks
dynamic user’s interest and topics. Topics are classified into three different classes (per-
sonal topics, common topics, or bursty topics). After inferring the probabilities of each
tweet, top-ranked tweets for each time window are selected using an iterative algorithm
to optimize coverage, novelty, and diversity of the summary. Chakrabarti et al. [30] pro-
pose a modified Hidden Markov Model which splits the corpus into events and each
event is represented by a set of relevant tweets. This approach was applied in summa-
rizing tweets related to sports events.
Based on scenario "B" (Section 4.2.1) of TREC RTS track (identifying a batch of up
to 100 ranked tweets per day and per topic which corresponds to retrospective tweet
summarization), a significant amount of approaches based on text statistics were pro-
posed [49, 108, 59, 170, 61, 131]. Most of the proposed approaches attempt to generate
summaries incrementally, by first selecting candidate relevant tweets, and then by dis-
carding redundant one. Tweets are sorted according to their relevance score and the
top-k tweet are iteratively selected with excluding those having a similarity score above
an empirically predefined threshold with the current summary. Learning to rank model
that combines several relevance scores were also investigated [108, 61] to re-rank candi-
dates tweets before being returned to the user.
In [170], tweets are sorted according to a score that combines the social importance
of tweet with its relevance score regarding the query. The social importance score is
computed using a logistic regression model based on social attributes such as the num-
ber of followers and posts published by the user. The relevance score combines cosine
similarity score based on TF-IDF and Okapi BM25 score. In [21] authors propose to
expand query terms using the word embedding model. The relevance of the incoming
tweet with respect to the extended query is based on Okapi BM25 model. Tweets are
clustered incrementally using the Jaccard similarity in which the incoming tweet is as-
signed to the cluster containing the most similar tweet if the similarity falls above a
certain threshold. The highest ranked tweet for each cluster is selected for the summary.
The proposed approach in [170] was the high performing one in scenario "B" of TREC
MB RTF-2015 track followed by the approach introduced in [21]
Haihui et. al, [59] propose to evaluate the relevance score by adding the number of
occurrences of query terms in tweet text and in the web page linked from the tweet. In
this approach, tweets are filtered according to the relevance and the redundancy pre-
defined thresholds. The similarity between two tweets is determined by occurrences of
their common vocabulary. The approach proposed in [122], first, ranks tweets according
to their relevance score based on language model with Jelinek Mercer smoothing and
then drops tweets that have a relevance score less than a predefined relevance threshold.
For inclusion in the summary, the top-ranked tweets are selected by discarding those
having overlap with any tweet that was previously selected higher than the empirically
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predefined threshold of 0.6. Notice that, the approach proposed in [59] is the best run
in TREC RTS 2016 track and the run from [122] is ranked third among 40 runs.
In [61], authors investigated two different approaches. The first one relies on a lan-
guage model to estimate the relevance score of incoming tweets with respect to the
event of interest. The second approach is based on a learning to rank model based on
the ListNet algorithm [28] to rank candidate tweets. In this approach, three different
relevance scores were used as feature namely, scores based on a language model, a vec-
tor space model (cosine similarity) and the Jaccard similarity. Although this approach
failed to beat the approach based on the language model, it achieves good performance
since it falls in the third position. The approach based on a language model proposed
in [61] was the best performing run in TREC RTS 2017 track. Some work have proposed
to combine lineally several relevance scores. For example, [151] combines cosine sim-
ilarity score based on IDF weight with negative KL-divergence language model score
to compute the final relevance score of the incoming tweet with respect to the event of
interest as well as the similarity score between two tweets.
Approaches based on optimization framework:
There is another line of studies which suggests building summaries using an opti-
mization framework. In this context, Integer Linear Programming (ILP) combined with
clustering techniques have been used in multi-document summarization [104, 81]. An
ILP problem is a constrained optimization problem, where both the cost function and
constraints are linear in a set of integer variables. This optimization problem is well-
studied with efficient branch and bound algorithms for finding the optimal solution
[64]. The selection of sentences is formulated as an optimization problem that is solved
through a standard branch-and-bound algorithm [64] to provide an exact solution. In
[81], authors proposed an event-aspect model based on LDA for sentence clustering that
uses ILP for sentence selection. The optimization problem is based on sentence ranking
information that selects one sentence which receives the highest possible ranking score
from each aspect cluster subject to two other constraints related to redundancy and
summary length.
For microblog summarization, a concept-based ILP formulation was proposed in [88].
This approach first extracts, for each topic, a set of n-grams that appear frequently in
tweets related to a topic but do not appear frequently in a corpus. The extracted n-grams
are considered as concepts. The summary is constructed by selecting a set of tweets
that can cover as many important concepts as possible with the objective function sets
to maximize the sum of the weight of concepts and constraints related to the length
(number of tweets and words) and the coverage (number of concepts). Hiroya et al.
[147] propose an adaptation of the tweet summarization model based on the budgeted
median problem introduced in [146]. In this model, sentences (tweets) are selected so
that every tweet in the given set of on-topic tweets can be represented by a tweet in
the summary as much as possible. The summary is generated such that it maximizes
the sum of the distances between the selected tweets. Constraints guarantee that the
summary length is below the predefined limit and any tweet to which another tweet
is assigned is selected in a summary. The distance between two tweets is computed
by combining the content similarity and the temporal distance between their time of
publication. The word overlap coefficient was used to compute the content similarity.
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3.4 Related work on prospective tweet summarization
Although social event detection has been actively studied, how to efficiently monitor
evolving events from continuous tweet streams remains an open and challenging prob-
lem. In the last few years, there has been a growing interest in this task. Guo et al. [58]
introduced the temporal summarization task, whose goal is to generate concise update
summaries about unexpected events, as they develop, from news sources (article, blog).
This has been operationalized in the TREC Temporal Summarization (TS) track which
runs from 2013 to 2015 [15, 14]. Recently, TREC organizers introduced in 2015 a new
task dedicated to real-time summarization in the tweet stream. This task has been con-
cretized in terms of mobile notification (so-called scenario A) in the TREC Microblog
real-time filtering (RTF) 2015 [85] and the TREC real-time tweet summarization (RTS)
[86, 87] tracks. The purpose of this track is to promote the development of approaches
that monitor a tweet stream to keep the user up-to-date on topics of interest. A complete
description of this track is presented in Section 4.2.1.
Note that despite similarities with document filtering [126] and topic detection and
tracking (TDT) [4, 5] tracks, push notification differs by the fact that it focuses on iden-
tifying a small set of the most relevant updates to deliver to users [129]. In contrast, the
document filtering task can be considered as a binary classification problem on every
document in the collection with respect to the query and TDT focus also on identifying
all documents related to the detected event. Furthermore, in the TREC Filtering and
TDT tracks, systems must make online decisions as soon as documents arrive whereas,
in our task, systems can choose to push older content. In the prospective notification
task, the redundancy of a pair of tweets depends on their chronological order. If the
chronologically later tweet contains information that is not present in the earlier tweet,
the later tweet is considered novel; otherwise, the later tweet is considered as redun-
dant.
In the majority of existing approaches, the decision of selecting or ignoring an in-
coming tweet is based on its relevance and redundancy scores. The relevance score
is computed using query term occurrence in a tweet [91, 59, 149], stream statistics
[49, 33, 122]. The novelty/redundancy of an incoming tweet with regard to the pre-
vious tweets selected in the summary is estimated using word overlap[91], a modified
version of Jaccard similarity[145, 122, 144], KL-divergence[49] or cosine similarity [61].
In [49], the relevance score of tweets is evaluated by using the normalized KL-
divergence distance, and the decision to select a tweet is based on a predefined thresh-
old set manually. Precisely, the ranked list of tweets selected during the previous day
is manually scanned from top to bottom, and the relevance score of the first irrelevant
tweet is chosen as a threshold in the next day. In [149], the relevance score is based on
the query term occurrence in the tweet. The relevance threshold is set dynamically ac-
cording to the score of the tweets returned in the previous day. The TREC MB RTF-2015
official results showed that the runs PKUICSTRunA2 from [49] and UWaterlooATDK
from [149] were the two best performing ones among 37 runs from 14 groups [85]. How-
ever, the approach proposed in [149] (the best performing automatic run in TREC RTF
2015) did not perform well and it failed to defeat the empty run in TREC RTS 2016
track. In [91], authors extended their previous approach [149] by using a daily feedback
strategy to estimate the relevance threshold value. Results highlight the importance of
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proper threshold setting and show that the use of a simple feedback strategy improves
the effectiveness of their approach proposed in [149].
In [59], authors propose a naive strategy to compute the relevance of a tweet. It is
based on a query expansion and uses the content of the web pages linked from tweets.
The relevance score is simply defined as the sum of the number of occurrences of terms
of the expanded query in the tweet as well as in the web pages linked from tweets.
The decision to select/ignore an incoming tweet is based on predefined relevance and
redundancy thresholds values set dynamically according to pilot experiments. In the
approach introduced in [122], the query and the tweet are represented as vectors using
an IDF-based weighting scheme and the cosine similarity is used to compute the rele-
vance score of the incoming tweet with respect to the query. The novelty is evaluated
using the modified version of Jaccard similarity between the incoming tweet and each
selected tweet. The decision to select an incoming tweet is based on predefined thresh-
olds values. Notice that [59] and [122] were the two best performing run in TREC RTS
2016 track.
Query expansion techniques were investigated to enrich the initial query [108, 91,
170, 131], since relevant tweets may not contain all, or even any, of the query terms. in
[91] pseudo-relevance feedback was used to expand the query. This was accomplished
by querying Twitter search API with the initial query terms then the top-5 hashtags
and top-10 terms are selected to expand the query. Suwaileh et al. [122] used Rocchio’s
pseudo-relevance feedback from two different sources to enrich the initial query. The
first source is the top-2 terms extracted from the list of previous tweets that were as-
sumed to be relevant. The second source is the Twitter search API. In [108] the query
terms were expanded with the most similar terms using word-embeddings model [106].
Results in TREC 2015 and 2016 reveal that the query expansion is not effective since it
may bring noise [122, 108].
Another line of research suggests combining more than one relevance scores using
Learn to rank methods [28, 108]. In [61], authors use a learning to rank model based
on the ListNet algorithm [28] to rank candidate tweets. In this approach, three different
relevance scores were used as feature namely, scores based on a language model, a vec-
tor space model (cosine similarity) and the Jaccard similarity. In [108] authors propose
to combine social features with query dependent features. The proposed approach is
based on a learning-to-rank classifier with SVMrakn model that combines some user,
tweet-specific and query dependent features. Query depends features consists of the
relevance scores computed using BM25, Jaccard similarity and a cosine similarity based
on a doc2vec representation (where the document vector is the mean of the embed-
ding vectors of its terms). Tweet specific features include the number of terms with and
without stopwords, the ratio of the previous two features, count of characters in the
stemmed tweet, count of URLs, count of hashtags, and count of user mentions. User
feature is the log of the ratio of the number of followers to the number of friends.
We focus in what follows on main models used in the related work to estimate the
relevance and novelty/redundancy scores of an incoming tweet. Notice that the ap-
proaches that we will describe below are the baselines against which we will compare
our approaches. In Section 3.5 we detail how the relevance estimation baselines are im-
plemented. Then, we describe novelty/redundancy estimation baselines in Section 3.6
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3.5 Relevance estimation
The proposed approaches to compute the relevance score of an incoming tweet can
be partitioned within two categories namely: stream-based and tweet-based models.
The former models rely on collection based statistics (i. e.IDF, DF, the average length
of tweets) whereas the former models use solely information related to a given tweet
(i. e.the number of concurrences of query terms and the length of the tweet). Below, we
list some models that were commonly used in the state-of-the-art.
3.5.1 Stream-based models
This category of models uses the collection based statistics to evaluate the relevance
score of the given tweet with respect to a query. It includes traditional information re-
trieval models such as the vector space model, the probabilistic model, and language
model. In these models, the frequency of terms in the tweet (TF) and document fre-
quency (IDF) in the stream (which corresponds to the previously seen tweets) is used in
this context to estimate the similarity between the tweet and the query. The literature on
tweet summarization shows a variety of approaches that use vector space model with
cosine similarity [114, 122, 170], language model in which tweet model is estimated
using maximum likelihood estimation [61], language model with Kullback-Leibler (KL)
divergence [77], Okapi BM25, TF-IDF and HybridTF-IDF[141].
In theses approaches, each tweet Tτ, with timestamp τ, is represented using bag-of-
word approach, as {(t1, wτ1), (t2, wτ2), ..., (tn, wτn)}, where ti is the ith term in tweet Tτ
and wτi is the corresponding weight computed with regard the previous seen tweets.
It is supposed that when a new tweet Tτ arrives, the previous seen tweets are already
indexed.
In BM25 [127], TF-IDF and HybridTF-IDF approaches the relevance score of tweet Tτ
with respect to the query Q is defined as follows:
RSV(T, Q) =
1
norm(Tτ) ∑q∈Q
TF(q, Tτ)× IDF(q, Tτ) (3.1)
Where TF, IDF, norm are the term frequency, inverse document frequency and normal-
ization factors that are computed for each method as presented in Table 3.1.
Table 3.1: Components of TF-IDF, HybridTF-IDF and Okapi BM25 models.
Method Term frequency Inverse Document Frequency Normalization
TF-IDF #(wi) log( N+1d f+0.5 ) |T|
HybridTF-IDF #(wi) InAllPosts#WordInAllPosts log2(
N
#Tweet wi Occurs
) max[Minimum length, |T|]
Okapi BM25 (k1+1)×t f
k1×(1−b+b× |T|avgtl )+t f
log(N−d f+0.5d f+0.5 ) 1− b + b× |T|avgtl
Note. N is the number of tweets in the stream and avgtl is the average length of tweets, we set k1 to 1.2 and b to 0.75.
HybridTF-IDF [141] is a redefinition of TF-IDF in terms of hybrid documents. A tweet
is considered as a single document when computing IDF. However, the entire collection
of tweets is considered as a single document when computing the term frequency. This
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allows overcoming the shortness issue of tweets and yields to get differentiated term
frequencies instead of a small constant for a given tweet.
In [61], the relevance score of the incoming tweet is computed by combing linearly
the relevance scores of the tweet text and the web pages linked from tweets as follows:
RSV(T, Q) = ∏
qi∈Q
P(qi|θT) + ∏
qi∈Q
P(qi|θURL) (3.2)
Where P(qi|θT) and P(qi|θURL) are the probability that the query term qi occurs in the
language model of tweet T θT and in the language model of the web-page linked by URL
mentioned in the tweet respectively. These probabilities are evaluated using Maximum
Likelihood Estimation (MLE) and Dirichlet smoothing to overcome the issue of unseen
terms as follows:
P(qi|θT) = fT(qi) + µ · PML(qi|θC)|T|+ µ (3.3)
P(qi|θURL) = fURL(qi) + µ · PML(qi|θC)|URL|+ µ (3.4)
Where fT(qi) and fURL(qi) are the number of occurrence of query term qi in tweet and
in the web page linked from the tweet respectively. PML(qi|θC) is the probability that
the query term qi occurs in previously seen tweets. This probability is computed using
Maximum Likelihood Estimation.
A negative KL-divergence language model was proposed in [151] to estimate the
relevance of an incoming tweet as follows: ata
RSV(T, Q) = ∑
qi∈Q
P(qi|θQ)× log
(
(1− λ)P(qi|θT) + λP(qi|θC)
)
(3.5)
with: λ = µ|T|+µ
3.5.2 Tweet-based models
In these models, the relevance of the incoming tweet with regard to the topic of interest
is based on the number of occurrences of query terms in a tweet. The main advantage
of these models is the no need to maintain terms statistics of incoming tweets. The
scoring function proposed by Luchen et, al. [91] supposes that the user’s information
need includes a title of the information need and a description that indicates what is
and what is not relevant. The relevance score of the incoming tweet is based on the
query term occurrence with the occurrence of title terms having greater importance
than the occurrence of expansion terms as follows [91]:
RSV(T, Q) = (3× |T ∩Qt|+ |T ∩Qd|)× |T ∩Q
t|
|T| (3.6)
Where |T ∩ Qt| and |T ∩ Qd| are the number of occurrences of title and description
terms in tweet T respectively.
Notice that the approach proposed by Luchen et, al [91] was the best official run in
the TREC RTF 2015 track [85].
In [59], authors proposed to estimate the relevance score of the given tweet by simply
summing the number of occurrences of query terms in the tweet text and in the web
page text mentioned in the tweet. This approach was the best TREC 2016 run among 42
runs [86].
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3.6 Novelty estimation
A tweet is considered novel if it conveys substantive information that is not present
in the previous tweets. Thus, the novelty and redundancy are used interchangeably in
opposite contexts. We notice that the notion of novelty/redundancy in tweet stream is
not symmetric since tweets are aligned on a timeline. For a pair of tweets T1 and T2, if
T2 was posted after T1 and it contains information that does not appear in T1 then T2
is considered novel. If tweet T2 precedes tweet T1 and T1 contains similar information
provided by tweet T2, then T1 is redundant with respect to T2, but not the other way
around.
Novelty detection is based on similarity/divergence measures such as the Manhattan
distance, cosine similarities, and Kullback-Leibler (KL) divergence [77]. If the similarity
(or distance) of the new incoming document is below (or above) than a certain threshold
then this document is considered novel. According to the way that the similarity met-
ric is used, two kinds of approaches can be distinguished, the document-to-document
approaches and the document-to-summary approaches [72]. In the former, the new
document is compared with all the previously seen documents while in the latter the
incoming document is compared to the summary or to the centroid of clusters. The
document-to-document approaches were shown to be more effective than document-to-
summary approaches [72]. However, their main drawback is their computational com-
plexity which is an important issue to consider when processing the tweet stream. For
this reason, novelty detection in the task of tweet summarization relies on the document-
to-summary comparison.
The similarity functions used in tweet summarization in the literature range from
simple word overlap to vector space based model and language model. We present in
what follows how these models are used in the novelty detection task.
Novelty detection based on vector space model:
Cosine similarity is proven to be effective in TDT task [53] and it is frequently used
as a baseline in novelty detection. In tweet summarization, cosine similarity was widely
used to estimate the similarity between tweets [63, 61, 123]. In such approach, tweets are
represented as a bag-of-weighted-word. To evaluate the novelty score of an incoming
tweet, its similarity to all tweets in the summary is computed. The maximum from
these similarities is assigned as novelty score to the incoming tweet. Hence, the novelty
score of the incoming tweet T with respect to the current summary S = {T1, ..., Tn} is
computed as follows:
Sim(T, S) = maxCS(T, S) = max
T′∈S
[CS(T, T′)] (3.7)
Where CS(T, T′) is the cosine similarity among two tweets T and T′ which is computed
as follows:
CS(T, T′) =
∑ti∈T wti ,T × wti ,T′√
∑ti∈T(wti ,T)
2 ∑ti∈T′(wti ,T′)
2
(3.8)
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Where wti ,T and wti ,T′ is the weight of the term ti in the tweet T and T
′ respectively.
The weight of term is computed using TF-IDF weighting schema as follows:
wti ,T =
f (ti)
|T| × log(
N + 1
d f (ti) + 0.5
) (3.9)
Where ( f (ti)) is the number of occurrences of the term ti in tweet T, N is the number of
the previous tweets already seen in the stream and d f (ti) is the document frequency of
the term ti in the tweets stream at the moment the tweet T arrives.
Because novelty control uses divergence measurement, we compute the distance be-
tween two tweets using cosine similarity as follows:
Nov(T, S) = 1−maxCS(T, S) (3.10)
In this method, the new tweet with low maximum similarity to any of the tweets in
the actual summary is considered as novel.
Novelty detection based on language model:
A comparative study conducted by Verheij et al [154], where several methods were
evaluated for novelty detection, reveals that the best performing method was minimum
Kullback-Leibler (KL) divergence [77]. This metric compute the distance between tow
language models of tweets. The divergence score of the incoming tweet is computed as
follows:
minKL(T, S) = min
1≤i≤|S|
[KL(θT, θTi)] (3.11)
Where KL(θT, θTi) is the Kullback-Leibler divergence [77] of a tweet T given a tweet
Ti which is computed as follows:
KL(θT, θTi) = ∑
t∈T
P(t|θT)log P(t|θT)P(t|θTi)
(3.12)
Where θT is the uni-gram language model on tweet T and P(t|θT) is the probability
that the term t occurs in the tweet T. In order to avoid the problem of zero probabilities,
Jelinek-Mercer smoothing is used. This smoothing linearly combines the tweet language
model with the stream language model as follows:
θT(t) = λ× P(t|θT) + (1− λ)× P(t|θC) (3.13)
Where λ ∈ [0, 1] is the smoothing parameter. P(t|θC) and P(t|θc) are the probabilities
that the term t occurs in the tweet T and the collection C (Tweet stream) respectively.
These probabilities are computed using Maximum Likelihood Estimation (MLE). In [52],
authors studied the impact of smoothing in language models for novelty detection and
suggest to set the smoothing parameter λ to = 0.9.
Novelty detection based on word overlap: In this method, the similarity score be-
tween the incoming tweet T and a previous tweet T′ is defined by the number of terms
that occur in both tweets divided by the number of terms in the incoming tweet. Hence
the novelty score of the incoming tweet T with respect to T′ is computed as follows:
NS(T, SW) = 1− |T ∩ T
′|
|T| (3.14)
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3.7 Synthesis of the state-of-the-art
3.7.1 Retrospective summarization approaches
We present in Table 3.2 a comparison between retrospective tweet summarization ap-
proaches from state-of-the-art. First, we provide a categorization of the different ref-
erenced approaches into three classes as previously discussed namely: abstractive ap-
proaches, extractive approaches based on graph and extractive methods based on fea-
tures. Then we compare these approaches according to four criteria as follows:
• Online application: whether the approach can be used online to monitor tweet
stream and to periodically generate an updated summary to be issued to the user
at a predefined frequency;
• Time awareness: Whether the fact that information related to an event are spread-
out over time is considered or not;
• the use of social features: Whether the social context of the tweet and its author
(the user who published it) are taken into account when computing the relevance
of tweets with regard a given event;
• The use of social network interaction: Whether the interaction on the social net-
work is leveraged to evaluate the importance/authority of the user when evaluat-
ing the relevance of a tweet
The comparison of several tweet summarization approaches conducted in [67] has re-
vealed that simple term frequency performs well for topic-sensitive microblog summa-
rization because of the unstructured and shortness nature of tweets. Thereby, HybridTF-
IDF was reported as the best summarization approach for tweets. Furthermore, the re-
sults obtained in this comparison reveal that featured-based summarization approaches
perform better than graph-based approaches. These results suggest that the added com-
plexity of tweet interrelationships in graph-based algorithms did not help in summariz-
ing tweets. Ruifang et al [63] have shown that considering the social and the temporal
context of tweets yields to enhance the performance of the graph-based approach.
Mackie et al. [97] compared eleven extractive summarization approaches based on
textual features using four microblog data sets. The results indicate that SumBasic [110]
and centroid-based summarisation with redundancy reduction [130] were the most ef-
fective.
Within TREC RTS track, a considerable number of models were proposed. All these
methods are extractive approaches based on features such as TF-IDF and language
model. The selection of tweets for inclusion in the summary is based on the TOP-K
selection method. Table 3.3 provides a brief description of the best performing models
in 2015,2016 and 2017 tracks. Furthermore, we compare these approaches based on
whether the query expansion, the web pages linked from tweets and social feature are
used or not.
The results obtained in TREC RTS tracks are consistent with previous results [97, 67]
since approaches based on simple term frequency are among the high performing ones
[149, 91, 59, 66].
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Table 3.2: Comparison between retrospective tweet summarization approaches.
Reference
Abstractive Extractive
Online
Application
Time
awareness
Use of
social
features
Use of social
networking
interactionsGraph
based
Graph
based
Feature
based
PR [140] • 7 7 7 7
MSC [113] • 7 7 7 7
TOWGS[114] • 3 7 7 7
LexRank [48] • 7 7 7 7
TextRank [105] • 7 7 7 7
Liu et al. [90] • 7 7 3 3
Yajuan,et al. [46] • 7 7 7 3
Ruifang et al. [63] • 7 3 3 7
Ren et al.[123] • 7 3 7 3
TF-IDF[30] • 3 7 7 7
HybridTF-IDF [141] • 3 7 7 7
Liu et al. [88] • 7 7 7 7
SumBasic [110] • 3 7 7 7
Centroid [130] • 3 7 7 7
Xu et al. [161] • 7 7 7 7
Zubiaga et al.[171] • 3 3 7 7
Sumblr [142, 168] • 3 3 7 7
Alsaedi,et al.[7] • 7 3 7 7
Hiroya et al.[147] • 7 3 7 7
To summarize, the majority of the feature-based approaches generate summaries by
iteratively selecting the most relevant tweets and discarding those having their similar-
ity with respect to the current summary above a certain threshold. Such approaches ig-
nore the mutual relation among tweets. The estimation of relevance and novelty scores
relies on stream statistics which may change when new tweets arrive. Regarding the
graph-based approaches, while the mutual relation among messages is leveraged, these
approaches are designed to retrospectively summarize an event given a set of on-topic
tweets and/or mainly focus on ended events making them unsuitable to provide a sum-
mary of a long and ongoing event. Indeed, the temporal context is often not taken into
consideration in state-of-the-art approaches.
To tackle retrospective tweet summarization, we introduce in Chapter 7 a novel ap-
proach for retrospective tweet summarization in which incoming tweets are filtered
and clustered continuously and the summary is generated periodical using an Integer
Linear Programming (ILP). The proposed approach falls within extraction approaches
based on features. The relevance and the novelty scores of incoming tweets are com-
puted without using stream statistics. The use of ILP allows optimizing simultaneously
the different criteria required in the summary. To capture the different aspect of event
spread-out over time, we take into account the temporal diversity of tweets as one cri-
terion that needs to be fulfilled in the summary generation process.
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3.7.2 Prospective summarization approaches
Table 3.4 provides a comparison of the best performing models that tackle prospective
tweet summarization (push notification scenario) in TREC RTS track. Notice that. The
comparison is based upon how the different methods handle the relevance and novelty
evaluation, the setting of relevance threshold value, whether selected tweets are pushed
immediately or delayed and whether user query is expanded, the web page linked from
the tweet is used and social features are considered or not. Interestingly, we observe that
run [149, 91]that achieves the best performance in TREC 2015 track did not perform well
in TREC 2016 track. The same trend is also noted in TREC 2016 and 2017 tracks. The
best performing method in TREC 2016 track [122] fell in the eleventh position in TREC
2017. This suggests that real-time tweet summarization is still an unsolved problem.
The analysis of these approaches reveals the following limitations in the state-of-the-
art approaches:
• With a few exceptions, the common approach to compute the relevance of an
incoming tweet with respect to the topic of interest relies on text statistical features
such as TF, IDF, and language model. These widely-adopted approaches, however,
have several drawbacks that stem from the shortness, the context dependency
nature of a tweet and the streaming character of the collection.
• The novelty detection is based upon a pairwise similarity/divergence measures
such as cosine similarity in which the incoming tweet is compared to all tweets
previously pushed to the user;
• The relevance filter is threshold-based. Thus, the effectiveness of the tweet filtering
relies on identifying an appropriate threshold for pushing updates [91, 33]. Several
strategies have been proposed to set the threshold value which range from, static
value overall topic and dynamic value set using relevance feedback. [91, 49, 33,
122].
• The majority of state-of-the-art approaches consider only query dependent fea-
tures to measure tweet relevance, which include features corresponding to partic-
ular statistics of query terms such as term frequency, and term distribution in the
stream. Despite the fact that it is recognized that social signals are important for
relevance, it is unclear how effective is the use of social signals in tweet filtering;
• The majority of existing approaches tend to trade latency for a high quality of
(relevance and novelty).
To overcome these shortcomings, our contribution is at different levels as follows:
• First, relevance estimation: we introduce, in Chapter 5 Word Similarity Extended
Boolean Model (WSEBM), a relevance model that does not rely on stream statistics
when computing the relevance score of the incoming tweet by taking advantage
of word embedding model (word2vec). By doing this, we overcome the shortness
and word mismatch issues in tweets;
• Second, novelty detection: Instead of using the pairwise comparison to compute
the novelty score of the incoming tweet against tweets previously seen by the
56 tweet summarization
user, we propose to compute the novelty score regarding all words of tweets al-
ready pushed to the user. The proposed novelty detection method scales better
and reduces the execution time, which fits real-time tweet filtering.
• Third, relevance filtering: To overcome the issue of relevance threshold setting, we
propose, in Chapter 6 an adaptive Learning to Filter approach based on super-
vised machine learning algorithm to build a binary classifier that predicts the
relevance of the incoming tweets.
• To enhance the effectiveness of the classifier to identify correctly relevant tweets,
we leverage social signals as well as query-dependent features. To fit the real-
time filtering scenario, we define a set of social features based solely on data
provided on the meta-data of tweets. This allows avoiding the crawling of further
information from Twitter servers which can be costly in terms of time.
• Finally, latency between push notification and publication time: we adopt a real-time
push strategy and we show that the proposed approach achieves a promising
performance in terms of notification quality (relevance and novelty) with low cost
of latency;
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3.8 Conclusion
Summarizing events using information obtained from social media sources such as
Twitter has received a lot of attention from the research community in recent years.
This can be explained by the ability of such sources to provide up-to-date information
about ongoing events as they evolve. We presented in this chapter a review of the main
approaches for tweet summarization. We distinguish two different scenarios that aim
to fulfill two complementary information needs namely retrospective and prospective
summarization. In particular, we describe each task and the challenges that face them.
The review of the related work shows that with few exceptions, current systems either
directly apply, or build upon, classical summarization approaches previously shown to
be effective within the traditional document news stream. A comparative analysis of
the most adopted methods, based upon how these methods select tweets for inclusion
into the summary, is done to understand the main strengths and limitations of them.
Finally, we highlight the main limitation of the reported state-of-the-art approaches.
In accordance with the two tasks discussed in this chapter, we will propose in Chap-
ter 5 a model for real-time tweet stream filtering which does not rely on text stream
features and overcomes the issue of word mismatch. Following that, we will present in
Chapter 6 a model based on a supervised learning approach. The proposed model has
two-fold advantages: it overcomes the issue of relevance threshold setting and it lever-
ages the social signals as well as the query dependent features for identifying relevant
tweets.
In Chapter 7, we will present a model based on an optimization framework to gener-
ate a retrospective summary that considers the mutual relationship between tweets as
well as the temporal context of tweets.
Before that, we present in the next chapter the framework introduced within TREC
tracks to evaluate the performance of retrospective tweet summarization as well as
prospective notification systems.
4
B E N C H M A R K D ATA S E T S F O R R E A L - T I M E T W E E T
S U M M A R I Z AT I O N
4.1 Introduction
Our experimental setups are grounded in the real-time summarization track at TREC.
In this chapter, we present the framework adopted in these tracks to evaluate the perfor-
mances of tweet summarization approaches. The retrospective summaries are evaluated
based on batch evaluation methodology. The prospective summarization was evaluated
following two different methodologies, namely the online in-situ evaluation and the
batch evaluation. The batch evaluation was performed after the end of the evaluation pe-
riod via polling. The online evaluation, in contrast to batch evaluations, was performed
during the evaluation period while systems pushed tweets. This evaluation follows in-
terleaved evaluation framework introduced by Qian et al [120]. The studies conducted
in [120, 129] show that the online in-situ and batch evaluations are correlated.
In what follows, we present TREC real-time summarization task. Then, we describe
the two methodologies adopted to evaluate prospective summarization and the metrics
used in each one. Afterwards, we discuss the precautions that need to be taken into
consideration when reusing the data collection of these tracks in a replay mechanism.
Finally, we present the evaluation metric used in the retrospective summarization task.
4.2 TREC microblog real-time filtering and summarization
tracks
4.2.1 Tasks Description
The TREC Microblog (MB) real-time filtering and summarization tracks [85, 86, 87]
is an evaluation campaign organized annually by NIST1 since 2015. Until now three
iterations were organized, MB Real-Time Filtering (MB RTF) 2015 track [85] and Real-
Time Summarization (RTS) 2016 and 2017 tracks [86, 87]. It is planned that RTS track
will be pursued in 2018. The aim of this track is to explore prospective and retrospective
information needs over document streams containing novel and evolving information.
In this track, participant systems are required to monitor the live stream provided by
Twitter streaming API over a period of many days (defined by the organizers) and
to identify relevant tweets per day with respect to predefined user interest. Tweets
identified as relevant and novel to the user’s interest profile are pushed in two different
ways operationalized in terms of two scenarios:
1. Scenario A, called "Push notifications": In this scenario, a tweet that is identified
as relevant and novel is pushed in real-time to the user as a notification on his
mobile device. Participating system are allowed to push up to 10 notifications per
1 https://trec.nist.gov/
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day per interest profile and pushed tweets are routed immediately to the mobile
phones of assessors for relevance judgment.
2. Scenario B, called "Periodic email digest": This scenario is more like a top-k (k=100
in this track) ad-hoc retrieval task based on a one-day tweets collection. It consists
of identifying a batch of up to 100 ranked tweets per day and per topic to be
pushed as an email notification to the user after the day ends.
Notice here that Real-Time Summarization track is the result of the merger of the
Microblog (MB) Track, which ran from 2010 to 2015, and the Temporal Summarization
(TS) Track, which ran from 2013 to 2015 [15]. The main differences from these previous
TREC evaluation tracks are:
• As opposed to traditional TREC tracks, no collection was distributed ahead of the
evaluation period. In these tracks, data collection was generated by each partici-
pant independently by crawling tweets using Twitter’s streaming API during the
evaluation period.
• The participants have to maintain a running system that continuously monitors
the tweet stream during the evaluation period. Although this requirement de-
mands additional software engineering effort, it did not exclude the participation
of a considerable number of teams worldwide as shown in Table 4.1.
• Participants in RTF and RTS tracks were required to process tweets posted in real
time whereas Temporal Summarization, the streaming nature of the document
collection were simulated.
• Temporal summarization task deals with news articles and blog posts crawled
from the web whereas RTS track is designed to generate concise update sum-
maries from tweet streams.
The difference between RTF 2015 and TREC RTS 2016 tracks lies only on the frame-
work used to evaluate system output. In the former, participant runs were evaluated
on the basis of batch evaluation after the end of the evaluation period while in the
latter, runs were evaluated using two methodologies namely batch and online in-situ
evaluation. In the in-situ evaluation, notifications were evaluated in an online manner
by mobile assessors during the evaluation period while system submitted notifications.
Tweets pushed by participant systems were routed directly to the mobile phones of
assessors as notification.
Comparing TREC RTS 2017 track with previous editions RTF 2015 and RTS 2016,
the major change consists in the deployment of a mechanism whereby participant sys-
tems can fetch mobile assessor relevance judgments in real time for its pushed tweets.
The availability of relevance feedback provides opportunities for techniques based on
adaptive learning and relevance feedback.
4.2.2 Data collection
The corpus of this track includes a collection of tweets (which were under the respon-
sibility of participants), topics (interest profile) and relevance judgments provided by
track organizer. Table 4.1 provides some statistics about the corpus of these tracks.
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Table 4.1: Statistics of TREC RTF 2015 and RTS 2016 and 2017 tracks.
Tweets Judged Scenario
A
Scenario
B
Year Period Topics Nb Tweets Batch
Evaluation
In-situ
Evaluation
#T #R #T #R
2015 20/07/2015
29/07/2015
51 40.242.516 94066 - 14 37 16 42
2016 02/08/2016
11/08/2016
56 36.908.568 67525 12.115 19 42 15 40
2017 29/07/2017
05/08/2017
97 29.255621 94.307 50.124 15 41 15 40
Note. #T and #R indicate the number of participating teams and submitted runs
respectively.
Tweets collection were generated by each participant independently during the evalu-
ation period. Tweets were crawled using Twitter’s streaming API during the predefined
period. Through this streaming API, clients can obtain a sample (approximately 1%) of
public tweets, which offers a live feed of tweets to be downloaded free of charge avail-
able to anyone who signs up for an account. It is important to note that multiple listen-
ers to the public Twitter sample stream receive the same tweets. This was confirmed in
the study conducted by [69] which reveals that tweets set crawled over a three day by
six independent systems have Jaccard overlap of 0.999.
Topics (interest profile) provided by the track organizer following the "standard"
TREC topic format that includes a "title", "description", and "narrative". The "title" consists
of few keywords that provide the essence of the information need. The "description" and
"narrative" indicate what is and what is not relevant. The following example presents an
interest profile extracted from TREC RTS 2017 track.
• "topicid":"RTS54"
• "title":"North Korea missile test"
• "description":"Find statements made by North Korea about its missile tests."
• "narrative":"The user is trying to understand North Korea, and wants to know what any-
body in that country is saying about its missile tests. Statements by President Kim Jong
Un, members of the North Korean military, or any other North Korean are all relevant."
In the following section, we present the evaluation metrics adopted in this track to
assess the performance of real-time push notification approaches which corresponds to
scenario A. Then, we discuss the reusability of these corpora using a reply mechanism.
The evaluation metrics of scenario B will be present in Section 4.4.
4.3 Prospective summarization evaluation
The prospective tweet summarization approaches were evaluated according to two
methodologies, namely the traditional batch evaluation methodology based on pooling
and the in-situ evaluation methodology conducted in an online manner. In the in-situ
evaluation, the assessor received the notification submitted by the participant systems
as soon as they were generated. The assessments happened online as systems generated
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output during the evaluation period whereas batch evaluation was performed once the
challenge ends. Studies conducted in [129, 120] show that results of the online in-situ
evaluation are correlated with the results of a more traditional post-hoc batch evalua-
tion. Notice that in the TREC RTF 2015 push notifications have been assessed with only
a post-hoc batch evaluation methodology.
In the following subsection, we describe the batch evaluation as well as the differ-
ent adopted metrics in this methodology. Afterward, we present the in-situ evaluation
methodology and its metrics.
4.3.1 Batch evaluation
This evaluation occurred after the live evaluation period ended and it was performed
in two stages: relevance assessment and semantic clustering. First, tweets returned by
participating systems were judged for relevance by NIST assessors via pooling. Then,
relevant tweets that share substantively similar content were grouped into a semantic
cluster. Tweets belonging to the same cluster are considered redundant. The quality of
notification (relevancy and novelty) are evaluated on in terms of recall and precision
which are captured using a gain-oriented metrics. To penalize systems for returning
redundant information, only the first tweet from each cluster receives a gain, all other
tweets from the same cluster are automatically considered as not relevant. The gain of
each tweet is set as follows:
• irrelevant tweets receive a gain of 0;
• relevant tweets receive a gain of 0.5;
• highly relevant tweets receive a gain of 1.0.
The precision is assessed using Expected gain metric (EG) while the recall is evaluated
using normalized cumulative gain (nCG). The timeliness of notification is captured by
computing the latency between the notification and the creation time of a tweet. In the
following subsections, we present the adopted metrics.
4.3.1.1 Precision oriented metric
In TREC RTF 2015 track, a single metric, namely expected latency-discounted gain
(ELG), that attempted to incorporate both relevance, novelty, and timeliness were
adopted [85]. This metric considers both the relevance and the time at which tweets
were pushed as follows:
ELG(S) =
1
N
× ∑
T∈S
G(T)×max(0, (100− delay)/100) (4.1)
where S is the generated summary, N is the number of returned tweets. The delay
is the latency (in minutes) between the tweet creation time and the time the system
decides to push it. G(T) is the gain of each tweet.
In TREC RTS 2016 and 2017, instead of using a single-point metric for precision that
tries to combine relevance, novelty and the latency, the organizers decided to separately
capture output quality (relevance and redundancy) and timeliness (latency). Hence,
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the precision of notification is assessed using the Expected gain (EG) metric which is
defined as follows:
EG(S) =
1
N
× ∑
T∈S
G(T) (4.2)
4.3.1.2 Recall oriented metric
The recall is captured using the normalized cumulative gain (nCG) which is defined as
follows:
nCG(S) =
1
Z
× ∑
T∈S
G(T) (4.3)
where S is the generated summary, Z is the maximum possible gain (given the 10
tweet per day limit). G(T) is the gain of each tweet which is computed as above.
4.3.1.3 Latency
In the RTF 2015, the latency was combined with EG metric as described in Equation 4.1.
Since 2016, this metric has been given up and the latency was reported separately in
addition to the precision and recall-oriented metrics. The latency is evaluated in terms
of the mean and median which were computed only for pushed tweets that contribute
to gain. For a given tweet, its latency is defined as the difference between the time the
tweet was pushed and the time of the first tweet in the semantic cluster that the tweet
belongs to. This means that a system may have a high latency even if it submits a tweet
immediately after it is identified.
Notice here that this choice to separate latency from quality is not unanimously
supported. Hubert et al. [66] suggest that this choice should also be reconsidered be-
cause splitting between latency and quality may lead to some side effects that could be
avoided with a single-point metric.
4.3.1.4 The issue of silent days
An interesting issue that arises when evaluating the performance of real-time push noti-
fication is how gain should be computed for days in which there are no relevant tweets.
Indeed, due to the setup of the task, it was empirically observed that for some days
no relevant tweets occur in the judgment pool [92]. Intuitively, from the end user per-
spective, systems should be rewarded for identifying that there are no relevant tweets
for some days and for some topics. Inversely, systems that submit tweets in such case
should be penalized. Days in which there are no relevant tweets for a particular topic
are called ”silentdays”, in contrast to ”event f uldays” (where there are relevant tweets)
[92].
Tan et al. [92] examine this issue and proposed two variants of nCG and EG metrics
namely (nCG-1, nCG-0) and (EG-1, EG-0) which were adopted in TREC RTS 2016. In
nCG-1 and EG-1 variants, the system receives a score of one if it does not push any
tweets for a silent day, or zero otherwise. This means that under these metrics an empty
run (a system that never returns anything) may have a non-zero score. In nCG-0 and EG-
0, all systems receive a gain of zero no matter what they do for the silent day, therefore,
it never hurts to push tweets.
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Later, a study conducted by Roegiest et al. [129] showed that EG-0 and nCG-0 metrics
are poorly formulated metrics because they correlate with the number of submitted
tweets. Under this metric, systems are not penalized for being talkative, and therefore
systems that push more relevant tweets tend to score higher. Hence, these variants were
disused in TREC RTS 2017 and new variants were introduced by the organizer, namely
EGp and nCGp (p for proportional). As an alternative to the 0-1 discontinuity on EG1
and nCG1 metrics on silent days, EGp and nCGp suggest that the penalty be gradually
increased from 0 to 1 according to the number of submitted tweets with the limit of
ten-tweet daily quota. For a day D the EGp and nCGp scores are computed as follows:
EGp(S, D) =

1− min(10, N)
10
i f D is a silend day
1
N
× ∑
T∈S
G(T) otherwise
(4.4)
nCGp(S, D) =

1− min(10, N)
10
i f D is a silend day
1
Z
× ∑
T∈S
G(T) otherwise
(4.5)
Where N is the number of submitted tweets in day D and Z is the maximum possible
gain (given the 10 tweet per day limit). The EGp and nCGp scores of the summary S is
the average scores across all days in the evaluation period.
Finally, note that EG-1 and EG-p metrics were respectively considered as the official
metrics in 2016 and 2017 tracks.
4.3.2 In-situ evaluation
The in-situ evaluation followed the interleaving strategy proposed by Qian et al and
Roegiest et al. [120, 129]. Judgments happened online as systems submitted tweets.
A full description of the platform used for gathering online relevance judgments for
mobile push notifications in RTS track is provided in [128]. Tweets pushed by system
participant were routed directly to the mobile phone of assessors who may choose to
judge the tweet immediately or later if it arrives at an inopportune time. Note that in
this evaluation, a tweet might be judged by more than one mobile assessor. For each
tweet, an assessor makes one of three judgments [129]:
• relevant, if the tweet contains relevant and novel information;
• redundant (e. g.duplicate), if the tweet contains relevant information, but is sub-
stantively similar to another tweet that the assessor had already seen;
• not relevant, if the tweet does not contain relevant information.
In this evaluation, the redundant might be complex to assess due to the interleaved
character of the in-situ evaluation. An assessor is likely to encounter tweets from differ-
ent systems. This suggests that an assessor might judge a tweet as redundant because
the same information was seen is a tweet previously pushed by another system. From
the aforementioned judgments, two aggregate metrics are computed namely online pre-
cision and online utility. Note that there is no good way to compute a recall-oriented
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metric since we have no control over when and how frequently user judgments are
provided.
4.3.2.1 Online precision
The precision of tweets pushed by a system is simply computed as the fraction of rel-
evant judgments. Two variants of the precision metric were considered namely "strict"
and "lenient" precision. In the former, the system doesn’t get credit for redundant judg-
ments while in the latter redundant tweets are considered as relevant. These metrics are
defined as follows:
PS =
relevant
relevant + redundant + notrelevant
(4.6)
Pl =
relevant + redundant
relevant + redundant + notrelevant
(4.7)
4.3.2.2 Online utility
This metric measure the total gain received by the user. It is an alternative to online
precision [129]. By analogy to the precision variants, two variants of online utility were
defined as follows:
US = relevant− redundant− notrelevant (4.8)
Ul = (relevant + redundant)− notrelevant (4.9)
Where US and US denotes the "strict" and "lenient" utility respectively.
4.3.3 Reusability of the collection
Tracks organizer has made publicly available the evaluation script as well as the related
ground truth files. This allows research groups to compare new approaches against the
TREC track results using the replay mechanism (which, by the way, what we actually
did in our experimental evaluations). A thorough analysis conducted by Hubert et al.
[66] reveals some limitations on the batch evaluation framework of scenario A adopted
in TREC RTS 2016 and 2017. In addition, authors identify some precautions to be taken
into account when reusing the evaluation framework. The main finding of this study
are as follows:
1. Tweets are evaluated according to the day that corresponds to their publication
time instead of the day on which they were submitted. This significantly impacts
the way metrics are evaluated particularly in the silent days. Nevertheless, it is
important to note that this limitation concerns only systems that delay the sub-
mission of tweets. In such case, a tweet may be pushed a day after its publication.
If this case occurs in a silent day, the system should be penalized for pushing a
tweet. However, this is not the case in the evaluation framework since the pushed
tweet is considered as if it was pushed in the day before (which corresponds to its
publication day).
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2. The coverage is not really evaluated by the official metrics. A consequence, sys-
tems returning few tweets are likely to score higher than systems that try to max-
imize the coverage by submitting more tweet;
3. Concerning the reusability of the collection, it was observed that unassessed
tweets in the judgment pool were ignored instead of being considered as irrel-
evant. This behavior leads to erroneous evaluation results. This bias can be solved
by adding all returned tweets when using a replay mechanism in the epoch file
that contains the publication date of tweets from the pool.
Note that we take into a count these precautions in the experiments carried out in
our work as follows:
• In the proposed approaches for real-time push notification, tweets are submitted
as soon as they are identified without delay. This means that the publication and
pushing days are always the same. Hence, our approaches are not concerned by
the first precaution discussed above.
• As recommended by Hubert et. al, [66], we added all tweets returned by our
approach to the epoch file which contains tweetids and publication times of tweets
of the judgment pool. This means that tweets that are returned by our approach
and do not exist in the judgment pool are considered as irrelevant instead to be
ignored when computing the evaluation metrics.
In addition, it is worth mentioning that tweets collection used in our experiments
were crawled during the evaluation period of each track which means that there is no
lost data. If we had crawled tweets after the TREC evaluation period, we would have a
corpus with missing data because not all tweets remain available.
4.4 Retrospective summarization evaluation
Retrospective tweet summarization is commonly evaluated using intrinsic methods.
This evaluation is based on a direct comparison of the automatically generated sum-
mary against one or more manual summaries. To perform this evaluation one or many
manual summaries need to be created for each topic. In this method, the quality of au-
tomatic summarization system is evaluated using the ROUGE metric (Recall-Oriented
Understudy for Gisting Evaluation)[83, 82]. This metric calculates the recall that indi-
cates the word overlap between the "ideal" summaries created by humans( generated
manually) and the summary generated automatically. Among different ROUGE mea-
sures, the ROUGE-1 metric is commonly used to evaluate the quality of tweets sum-
mary because on the one hand, it is the most consistent with the human judgment [82]
and on the other hand, tweets are short and informal. ROUGE-1 counts the total num-
ber of matching 1-grams (excluding stop-words) between the reference summary and
the summary generated by the model. The intrinsic evaluation based on the aforemen-
tioned metric has been used in many works [140, 141, 7, 147, 142, 67].
However, the intrinsic methodology based on the ROUGE metric has many short-
comings when it comes to evaluating the performance of a long ongoing event sum-
marization. Perhaps the most critical is the fact that generating summary manually on
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the basis of a given set of "relevant tweets" means that many other relevant tweets are
missed out. Additionally, in the case of a large-scale dataset that includes a considerable
number of events, building summaries manually is apparently impractical due to the
size of the datasets (in terms of the number of relevant tweets as well as the number
of considered events). It is interesting to note that the dataset used in the experimental
evaluation in [7, 67] includes only ten (10) topics. The same number of topics (10) was
also considered on the experiments carried out on [140, 141].
In the TREC RTS track, retrospective summaries (which correspond to sce-
nario "B" runs) are evaluated using Normalized Discounted Cumulative Gain
(NDCG)[68].NDCG evaluates the usefulness of a retrieval system for retrieving and
ranking documents by decreased order of relevance. In contrast to binary relevance
judgment used by recall-precision metrics, NDCG supports gradual relevance scale.
This metric gives higher value to the well-ranked list. First, Discounted Cumulative
Gain DCG is computed at the nth position for each topic as follows:
DCG@n(S) = G(T1) +
n
∑
i=2
G(Ti)
log2(i)
(4.10)
Where G(Ti) is the gain of the ith tweet in the summary S which is set as described in
batch evaluation methodology Section 4.3.1. The NDCG@n of a summary S of a given
topic is computed as:
NDCG@n(S) =
DCG@n(S)
IDCG@n(S)
(4.11)
Where IDCG@(S) is the ideal DCG obtained by the perfect ranking of returned
tweets where G(Ti) ≥ G(Ti+1).
4.5 Conclusion
In this chapter, we presented the datasets and the framework that we will follow during
the experimental evaluation of the proposed approaches in the next chapters. Moreover,
we focused on the methodologies used to evaluate the prospective notification system
since the nature of this task offers the possibility to align two different methodologies
namely the tradition batch evaluation and the online in-situ evaluation. Finally, we
presented the precautions that we take for reusing the data collection in order to provide
a fair comparison with the official results obtained in the TREC track.
In the batch evaluation, the precision and the recall of prospective summaries are eval-
uated through two gain oriented metrics namely, expected gain (EG) and normalized
cumulative gain (nCG). In the in-situ evaluation, online precision and utility metrics
were defined to evaluate a prospective summary.
For a retrospective summary, the evaluation is based on the batch methodology. The
quality of a summary is estimated through the normalized discounted cumulative gain
metric.
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P R O S P E C T I V E T W E E T S U M M A R I Z AT I O N B A S E D O N W O R D
S I M I L A R I T Y M O D E L
5.1 Introduction
Prospective summarization (push notification) within social media stream differs from
other information retrieval tasks by a specific information need of a user. Indeed, in
this task, the notion of relevancy of a tweet is defined as a combination of three factors:
interesting content (relevance), novelty, and timeliness (latency between notification and
publication time). To be effective, notifications should be relevant, novel, and timely
[86, 87, 150, 129].
As shown in Chapter 3, the widely-adopted approach to compute the relevance score
of an incoming tweet use collection based statistics such as inverse document frequency,
collection frequency [88, 30, 171, 141] or the query terms frequency [59, 91]. These
approaches have several limits that stem from the shortness, the context dependency
nature of a tweet and the streaming character of the collection. These arise two issues
when computing the relevance of tweet with respect to a topic of interest. The first issue
is the term mismatch and the second issue is the uselessness of the term frequency
since a term rarely occurs more than once in a tweet. Additionally, the statistics about
a term such as (Inverse Document frequency) are not always available in particular at
the beginning of monitoring the tweet stream and may change each time a new tweet
arrives.
Regarding the novelty detection, most of the existing approaches are based upon
a pairwise similarity/divergence measures such as cosine similarity, Kullback-Leibler
divergence [77], word overlap and Jaccard coefficient. Due to the volume of the tweet
stream, the comparison of the incoming tweet with previous ones in the stream turns
out to be not feasible because of its computational complexity. A way to avoid the
computationally expensive comparisons of the new tweet with regard to the previously
seen ones is to conduct a pairwise comparison between an incoming tweet with those
already selected in the summary.
In order to cope with these issues, we introduce in this chapter, a word similarity
based model [34] that takes advantage of word embedding representation to assess
term-term matching. Our approach takes into account the aforementioned issues and it
is designed to work at a high-velocity stream of incoming posts. The main contributions
of this work[34, 33] are detailed in the following:
1. To evaluate the relevance of an incoming tweet with respect to user’s information
need, we propose an adaptation of the Extended Boolean Model (EBM)[136] in
which the weights of query terms are estimated by taking advantage of the word
embedding model Word2Vec [106]. Instead of using TF-IDF weighting scheme, we
propose to consider the similarity between a term of the query and all tweet’s
terms as the weight of the given query term. Therefore, the query-tweet matching
is computed according to the Word2Vec representations of their respective terms.
71
72 prospective tweet summarization based on word similarity model
Each query term is matched with all tweet’s terms of the incoming tweet. The sim-
ilarity between two terms is computed by cosine similarity between their vector
in the word2vec embedding model.
2. The novelty score of the candidate tweet is computed regarding all words of
tweets already pushed to the user instead to examine it against all previously
pushed tweets. This enables to avoid pairwise comparison with previous tweets
in the summary, thus scaling better and allowing to reduce the computational
complexity. The novelty of the incoming tweet with respect to the summary set is
computed using a modified version of word overlap similarity measure.
For the timeliness (latency) of the notification, a system has to make a choice between
pushing the incoming tweet as soon as it appears in the stream or waits and see whether
it is worth pushing. By delaying the submission of tweets, a system may miss the occa-
sion of pushing novel information and hence pushes an outdated information. To fulfill
the prospective information need, the system should achieve a good trade-off between
latency and quality. The latency should not be traded for a higher notification quality.
To evaluate the quality (relevancy and novelty) and the timeliness of notification de-
livered by our approach, we carried out several experiments on TREC MB RTF 2015
[85], TREC RTS 2016 [86] and TREC RTS 2017 datasets. Moreover, we first compare the
effectiveness of the proposed approach against the state-of-the-art approaches based on
stream statistical features and query terms occurrence. Finally, we compare the results
obtained by our approach using a replay mechanism of scenario "A" on the aforemen-
tioned TREC tracks against the high-performing official runs of these tracks.
In the next section, we describe our general approach. Then we describe our experi-
mental setup (section Section 5.3) and the corresponding results (section Section 5.4)
5.2 Real-time tweet filtering approach based on word similarity
model
5.2.1 Method overview
Knowing that to fulfill the prospective information need an effective system needs to
optimize three constraints: the relevance with respect to the topic of interest, the novel-
ty/redundancy and the latency between the publication time and the notification time
of selected tweets. To satisfy these requirements, we propose an approach that consists
of three filters adjusted sequentially and in which the decision to select/ignore a tweet
is made as soon as the tweet is collected.
Figure 5.1 depicts an overview of our approach that monitors the continuous stream
and acts like a filter with three levels related to the topicality and the quality of tweet,
its relevance, and its novelty respectively. The first filter is a simple tweet quality and
topicality filter. It will be described in the experiment section (Section 5.3.2.2). The sec-
ond and third filters are based upon the relevance and novelty measures that we will
describe in the next subsections. The decision to select or discard an incoming tweet
depends on whether its scores fall above certain thresholds.
Regarding the general framework presented in Figure 3.3, the proposed approach
does not include either the query expansion and the external web page crawling com-
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Figure 5.1: Overview of the real-time tweet filtering approach.
ponents or the tweet stream indexing module. Our approach relies on word similarity
based on word embedding model [107] to compute the relevance score of the incoming
tweet with regard to the event of interest. A word embedding is a distributed vector
representation for words [107] in which each word is represented by a low-dimensional
vector learned from raw text data.
Additionally, the evaluation of the novelty score is based on terms overlap. Hence,
our approach does not require to maintain an index of tweet stream to compute the
relevance and novelty scores as it is the case in the majority of the state-of-the-art ap-
proaches. We detail in the following subsections the proposed methods to compute the
relevance and the novelty scores on the incoming tweet.
5.2.2 Relevance estimation
The relevance score of an incoming tweet with respect to a query (user interest) can
be evaluated using statistical weighting based techniques such as BM25, vector space
model or language model. However, in the case of an ongoing event, we believe that
the use of relevance estimation functions based on cumulative statistics is not suitable.
In fact, the main drawbacks of the use of statistical weighting techniques are: (i) at the
beginning of the monitoring of the stream statistics are not available. (ii) It is required
to update them each time a new tweet arrives which is a challenging task regarding the
velocity in the tweet stream.
Another issue in the estimation of the relevance score of the incoming tweet with
respect to the query is the shortness of tweets. Tweets have a limit length of 140 char-
acters (280 since November 2017), are noisy and ungrammatical, which implies that
the statistical features such as term frequency may be less useful. In addition, these
characteristics of tweets arise the issue of word mismatch.
We believe that using similarity between tweets and query terms, where terms are
represented by a vector (word embedding), is the key feature to overcome the aforemen-
tioned issues. To this aim, we propose an adaptation of the Extended Boolean Model
(EBM) [136] to evaluate the relevance score of the incoming twee without relying on
streams statistics. This is achieved by considering the weight of query words as the sim-
ilarity score between query words and tweet words based on word embedding. This
allows on the one hand to avoid the use of stream statistics and on the other hand to
overcome the word mismatch issue. Indeed, word embedding-based retrieval models
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have the ability to tackle the word mismatch problem by making use of the similarity
between distinct words.
In our approach, we adopt TREC like query representation in which a query Q (user
interest) consists of a title Qt and a description Qd of the information need. The query
title Qt represents “ANDed terms” while Qd represents “ORed terms”. In the Extended
Boolean Model, the relevance scores of tweet T = {t1, ..., tn} to “AND query” Qt and
“OR query” Qd are estimated respectively as follows:
RSV(T, Qtand) = 1−
√
∑qti∈Qt(1−WT(qti))2
|Qt| (5.1)
RSV(T, Qdor) =
√
∑qdi ∈Qd(WT(q
d
i ))
2
|Qd| (5.2)
where WT(q) is the weight of the query term q in the tweet T. |Qt| and |Qd| are the
length of the title and the description of the query respectively. q stands for the term qti
in the query title Qt or the term qdi in the query description Q
d.
We propose to estimate the weight WT(q) by evaluating the similarity between the
query term q and all the terms of tweet T as follows:
WT(q) = max
ti∈T
[w2vsim(ti, q)] (5.3)
where w2vsim(ti, q) is the similarity between tweet word ti and query word q. We pro-
pose to represent terms using word2vec word embedding model[106]. The similarity
between two terms is measured by cosine similarity between their the vector represen-
tation of terms. In the case of either the term ti or q is out of the vocabulary of the word
embedding model, the similarity score is set to zero.
The intuition behind this proposition is that tweets that have words sharing many
contexts with the query words will be more relevant. The context-aware similarity mea-
sure in word2vec allows considering different words with the same semantic meaning
when computing the similarity between a tweet and a query. The main advantage of
using word2vec model is that a query word which does not appear in a tweet but
shares many contexts with the tweet words will get nonzero weight. Additionally, the
relevance score of an incoming tweet is evaluated at the time the new tweet arrives, in-
dependently of tweets previously seen in the stream and without the need for indexing
the tweet stream.
With RSV(T, Qtand) and RSV(T, Q
d
or), we got two relevance scores for tweet T regard-
ing the title and the description of the query, respectively. The final relevance score of
tweet T is measured by combining the aforementioned scores linearly with title terms
having greater weight than description terms as follows:
RSV(T, Q) = λ× RSV(T, QTand) + (1− λ)× RSV(T, QDor) (5.4)
where λ ∈ [0, 1] is a tuning parameter that determines the trade-off between the query
title’s words and the description’s words. By setting λ to 1, only the relevance score
with respect to the title of the query is considered. With λ = 0 only the description
of the query is taken into account. We conduct in subsection Section 5.4.2.1 empirical
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experiments in order to set the appropriate value of this parameter for prospective
notification in social media stream.
Remark: The proposed approach is tuned to handle TREC like query. However, it
can be used for any other format of a query. We just have to set λ to 1 or drop the
description part of the query.
5.2.3 Novelty estimation
In the context of real-time tweet filtering, the novelty is not symmetric because of the
timeline constraint in the stream. We define "Novelty" to mean that information in the
incoming tweet is not covered by tweets previously delivered. For a pair of tweets T and
T′, tweet T is considered novel with respect to tweet T′ only if it is the chronologically
later tweet and contains substantive information that is not present in the earlier tweet
T′; otherwise, T is redundant. Note that redundancy and novelty are antonyms, and so
we use them interchangeably, but in opposite contexts.
The widely adopted approaches to measure the similarity/ divergence between two
tweets are based on a standard similarity/distance function such as cosine similarity or
Kullback-Leibler (KL) divergence [77]. As discussed previously, the streaming character
and the specific nature of tweets in which meaningful words rarely occur more than
once suggests that the aforementioned similarity functions based on collection based
statistics are less useful for evaluating the distance between two posts.
Another straightforward method of computing the similarity between two tweets is
to use similarity measures based on term occurrence such as word overlap. This method
does not require stream statistics and is simple to implement. However, this measure
is symmetric which may be an issue in the novelty detection task. Indeed, in the case
where the new tweet T contains all terms of an old tweet T′ ( T′ ⊂ T ), the tweet T
is considered redundant event if it is longer than the T′. However, a longer tweet may
provide new information (ie. tweet T completes or updates the information already
provided in the tweet T′) and hence it should be considered novel.
In this section, we introduce a new novelty score function based on word overlap
and which does not use stream statistics. Due to the velocity of the stream, it seems
natural to adopt a document-to-summary based approach to estimate the novelty score.
In order to make the novelty estimation computationally efficient, we propose to use an
aggregated comparison instead of a pairwise comparison in which the incoming tweet
is compared to all tweets of the summary. Therefore, to avoid the pairwise comparison,
the tweets of the summary are aggregated into a summary set of terms SW and the
new tweet is compared to this summary set. The novelty score of the incoming tweet
T = {t1, ..., tn} is computed using word overlap as follows:
NS(T, SW) = 1− |SW ∩ T||T| (5.5)
With:
SW =
M⋃
j=1
{tj1, tj2, ..., tjn} (5.6)
Where M is the number of tweets already selected in the summary and tji is the i-th
term in tweet j in the summary.
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This novelty scoring function can be considered as a way to compare the incoming
tweet with what have been already seen by the user in terms of redundancy and cover-
age, which is the essence of the task of novelty detection. The intuition of this measure
is that if a new tweet contains information (words) that was not seen before in the actual
summary, the incoming tweet is different and thus it can be considered as novel.
Also, notice that the number of overlapping words is divided by the size of tweet |T|
instead of the minimum of either the length of the summary word set |SW| and the
incoming tweet. This yields to get an asymmetric scoring function that fits better the
task of novelty detection as was discussed earlier at the beginning of this section. In
addition, a long tweet and a short tweet with the same number of overlapping words
with SW will not have the same novelty score. In this case, the shorter tweet is penalized.
5.2.4 Threshold setting
In the relevance and novelty filters, the decision to select or discard the incoming tweet
depends on whether its relevance and novelty scores fall above predefined thresholds.
These thresholds are set as follows:
Relevance threshold: The proposed relevance function enables the use of simple
threshold across all topics. Hence, instead of setting a single static predefined value
that is the same across all topics, we propose to use an adaptive relevance threshold
for each topic which is estimated at the time of a new tweet arrives. Our thresholding
strategy is to consider the average of the previously seen values of the relevance score.
However, under this strategy, we do not lower the threshold below a global minimum
value (GT). Hence the relevance threshold is defined by:
max(GT, avg(RSV(T, Q)).
Notice that the use of a global minimum value allows dealing with cold start problem
at the beginning of the monitoring of tweet stream. The value of GT was set experimen-
tally.
Novelty threshold: For novelty detection, we adopt a simple thresholding strategy
that selects a single static threshold value across all queries. The novelty threshold value
was set experimentally using TREC MB RTF 2015 dataset.
5.2.5 Pushing strategy
Another trade-off that a prospective notification system has to deal with is the latency
between the tweet’s publication time and the notification time. In this context, two
different pushing strategies can be adopted namely, wait and see or instantly pushing
strategy. A system has to make a choice between pushing the incoming tweet that was
identified as relevant and novel as soon as it becomes available or waits to accumulate
evidence and see whether it is worth pushing. In the latter case, the system may miss
the "opportunity" to push novel information. By delaying the submission of tweets, the
notification may arrive too late since it may be about a tweet that is already seen by the
user (e. g.a tweet might be retweeted by someone the user is following) or that conveys
an outdated information. This is because an information reported about an ongoing
event can rapidly become outdated. We argue that in the case of an ongoing event that
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evolves rapidly, taking a time to accumulate evidence before making a decision may
hurt the quality of the notification.
For this reason, and in order to reduce the latency between the publication time
and the notification time; we choose to adopt the instantly decision making strategy in
which the decision to select/ignore a tweet is made immediately. Tweets that pass all
these filters are pushed in a real-time fashion to the user without delay.
5.3 Experimental Evaluation
We carried out a series of experiments on large-scale real-world microblog data-set in or-
der to evaluate the performance of the proposed approach. Our experiments are divided
into four different parts. The first part concerns the evaluation of the proposed method
to detect novel tweets. We began by the novelty detection because its evaluation can be
carried out independently of the relevance. The second part is dedicated to evaluating
the effectiveness of our approach Word Similarity Extended Boolean Model(WSEBM)
to estimate the relevance of the incoming tweets with respect to a given topic. The third
part is about the performance of the proposed approach in real-time tweet summariza-
tion task. Last and not least, the fourth part concerns a comparative evaluation of our
approach with the official results on TREC real-time tweet summarization tracks.
The purpose of this evaluation is fourfold:
1. Comparing the performance of the proposed method for novelty detection with
the state-of-the-art approaches;
2. Evaluating the effectiveness of WSEBM to estimate the relevance of the incoming
tweet with respect to a given event;
3. Highlighting the effectiveness of immediate tweet pushing strategy. In this exper-
iment, we aim to validate the hypothesis that delaying tweets submission hurts
the quality of the notification;
4. Comparing the performance of our approach against the official results in TREC
RTF 2015 [85], TREC RTS 2016 [86] and 2017 [87] tracks.
The experiments were carried out on tweet collections created from the recent Mi-
croblog tracks at TREC namely TREC MB RTF 2015, TREC RTS 2016 and 2017. Further
details about these data collections and tracks were discussed in Chapter 4. Experiments
conducted in this chapter are from post hoc runs using a replay mechanism over tweets
of the aforementioned TREC Microblog tracks. Notice here, that corpora used in our ex-
periments were crawled during the official evaluation period of each TREC track which
means that there is no lost data. The loss of any tweet could have occurred if tweets had
been crawled after the evaluation period because not all tweets remain available.
We present in what follows the evaluation protocol and then we discuss results and
findings.
5.3.1 Methodology
We will use various evaluation protocols to assess the different aspects of our approach
as follows:
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1. Protocol 1: To evaluate the effectiveness of the proposed novelty detection method,
we use a subset of tweets from each corpus (TREC MB 2015, 2016,2017) that con-
sists of tweets from the judgment pool that were assessed relevant by NIST asses-
sor. These tweets were clustered such as all tweets that share similar information
were gathered in the same cluster. Within each cluster, the earliest tweet is con-
sidered novel; all other tweets in the cluster are redundant with respect to all
earlier tweets. In this experimentation, we use these clusters (provided by TREC
track organizer) as ground truth to evaluate the performance of novelty detection
methods. A general statistics of the aforementioned subsets are shown in Table 5.1.
Table 5.1: Novelty detection datasets statistics.
Corpus Novel Redundant Total
TREC 2015 3100 5135 8235
TREC 2016 765 2575 3340
TREC 2017 2889 3260 6149
2. Protocol 2: The retrieval effectiveness of the Word Similarity Extended Boolean
Model(WSEBM) is evaluated in terms of ranking quality. To this aim, we follow
a more like a top-100 retrieval task based on a one-day tweet collection. Tweets
are ranked according to their relevance score per day per topic. We are interested
in these experiments in the identification of relevant information in the social me-
dia stream regardless of the latency. Runs in these experiments were generated
as follows: First, we filter tweets by applying the quality filter that we will de-
scribe below in Section 5.3.2.2. Then, for each day we select iteratively the TOP-100
tweets but with discarding those having a similarity score above the predefined
threshold.
3. Protocol 3: To evaluate the performance of the proposed method on real-time tweet
summarization task, we carried out experiments using a replay mechanism of
scenario "A" over tweets captured during the evaluation period of TREC RTF
2015, RTS 2016 and 2017 tracks. We follow this protocol to evaluate the impact of
the relevance threshold value (Section 5.4.3.1) and the effectiveness of immediate
pushing strategy (Section 5.4.3.2) as well as to compare the performance of our
approach against the official results in TREC tracks (Section 5.4.4).
5.3.2 Parameter setting
5.3.2.1 Word embedding model
Word embeddings have been utilized in many applications in the natural language pro-
cessing and information retrieval for their ability to model term similarity and other
relationships. Many pre-trained word embeddings built from global training dataset
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have been made available such as Google’s trained Word2Vec1. It includes word vectors
for a vocabulary of 3 million words and phrases that they trained on roughly 100 bil-
lion words from a Google News dataset. In our experiments, we can use for instance
Google’s trained Word2Vec model. However, Diaz et. al,[42] have shown that word
embeddings when trained globally underperform embeddings trained on the specific
corpus for retrieval tasks. For this reason, authors suggest that embeddings should be
learned on a topically-constrained collection, instead of large topically-unconstrained
corpora.
Following Fernando et al. [42] suggestion, we propose to train a word embedding
model from tweets collection crawled before the period covered by the dataset used in
our experiments. Besides, our choice is also motivated by the fact that the use of word
embeddings models trained globally may arise the problem of word out-of-vocabulary
because of the specific writing style used in tweets. Indeed, tweets are informal and un-
grammatical which means that many words that occur in tweets may not be presented
in the embeddings models trained globally. Thus, we argue that learning word embed-
ding model on tweet collection may reduce the problem of word out-of-vocabulary.
For each dataset (TREC RTF 2015, TREC RTS 2016 and 2017), we built a separate word
embedding. As training data, we used tweets crawled by Twitter stream API during 9
days before the official evaluation period of each track. The crawling period and the
size of the three training collections used to build the word2vec models are presented
in Table 5.2.
Table 5.2: Word2vec training corpus statistics.
Corpus Crawling Period Tweets Terms
TREC 2015 11-19/07/2015 8,084,633 242,419
TREC 2016 23/07-01/08/2016 11,952,354 327,659
TREC 2017 20-28/07/2017 15,776,692 432,396
Notice here that we performed the following preprocessing steps on crawled tweets
before generating word vector. First, we drop non-English tweets and those containing
less than 3 terms. We removed stop-words, URLs and then we tokenize tweet text and
we perform stemming.
We use the skip-gram learning schema of word2vec model, which produces better
word vector for infrequent words than Continuous Bag-of-Words (CBOW) learning
schema [106]. In the skip-gram model, given word context (the maximum distance be-
tween two words) denoted (C), for each training word a number R is selected randomly
in the range [1;C], and then use R words from history and R words from the future of
the current word as correct label. The dimension of the word vector was set to 300 and
the context window (the maximum distance between two words) was set to 5 since the
average length of a tweet is 11 words.
1 http://mccormickml.com/2016/04/12/googles-pretrained-word2vec-model-in-python/
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5.3.2.2 Pre-processing step and quality filtering
The pre-processing step consists of stop-words removal, stemming and tokenize the
tweet using Twokenize tool 2. Then, we apply a simple quality and topical filters to
discard potential trash and irrelevant tweets and yields to boost the efficiency of our
approach to handle the velocity of the tweet stream. The quality filter excludes any
tweet that does meet at least one of the following rules:
• Non-English Filtering: We rely on Twitter’s language detector to discard the non-
English tweets. In addition, tweets that contain more than 35% of non-English
characters are also filtered out.
• BadWrods Filtering: Tweets including swear or bad words are filtered out since
we assume that it would be inappropriate to push notification containing such
kind of vocabulary.
• Retweet de-duplication: Since the practice of "retweeting" the same content is
very common on Twitter, we de-duplicated tweets using retweet mechanism and
tweet identifier (tweet id). If the incoming tweet is a re-tweet of an already seen
tweet in the stream then this new tweet is eliminated.
• Trash filtering: Any tweet that meets one of the following conditions is considered
as trash and hence it is filtered out:
– It contains less than five unique tokens;
– It includes more than one URL ;
– It mentions more than two usernames ;
– It contains more than three hashtags ;
The topical filter step is a word overlap filter that drops all incoming tweets that do
not contain a predefined number of query words. The incoming tweet T is considered
as a candidate tweet if its number of overlapping words with the query title is higher
than the minimum of either a predefined constant (K) or the number of words in the
query title min(K, |Qt|).
To set the constant K used in the pre-processing step and quality filtering, we carried
out an experimental evaluation of the quality of the tweet filter based on TREC MB RTF-
2015 data set. Two values were tested (i) at least one word (K=1) and (ii) at least two
words (K=2). Table 5.3 reports the precision and recall obtained by each filter. As shown
in the last row, the filter (at least 2 query words) increases significantly the precision.
The number of tweets that pass this filter is 15878 while the number of tweets that pass
the filter (at least 1 query word) is 140 times larger. The filter (at least 2 query words)
captures about 40% of relevant tweets while the filter (at least 1 query word) return 74%
of relevant tweets but it also brings up a lot of noise. These results motivated our choice
to use (at least 2 query words) as a threshold. Since our goal is to generate a concise
summary, we think that having 40% of relevant tweets might be enough to reach this
purpose.
2 http://www.ark.cs.cmu.edu/TweetNLP/
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Table 5.3: Quality of the tweet filter on MB RTF-2015 data set.
K R S RS Precision Recall
K = 1 8164 2225344 6101 0,0027 0,7473
K= 2 8164 15878 3344 0,2106 0,4096
Note. R, S and RS are the total number of relevant tweets, se-
lected tweets and relevant selected tweets, respectively.
5.3.3 Baselines
Regarding the novelty detection method, the different baselines from the state-of-the-art
that we will compare our novelty detection method are; on the one hand, the stream
statistics approaches based on a vector space model (cosine similarity) and based on a
language model (minimum Kullback-Leibler (KL) divergence ) and on the other hand
the terms co-occurrence approach (standard word overlap). We implanted these base-
lines as they were described in Section 3.6. All these baselines are pairwise, the incoming
tweet is compared to the previous N tweets already pushed to the user. Notice that a
vector space and a language model based methods can be used for either pairwise or
aggregate comparison. However prior work showed that these methods perform better
with a pairwise comparison [154] [72].
For the proposed relevance model (WSEBM), we will compare it to the following
baselines:
• The stream-based baselines used in the related work (Section 3.5) which rely on
the collection-based statistics such as IDF and average tweet length. These base-
lines include a Cosine similarity as a baseline for Vector Space Model with TF-IDF
weight, Okapi BM25, TF-IDF and HybridTF-IDF[141]. Note that the two latter
methods were recommended by [97] to be considered as baselines since it turned
out to be the best one among 11 different tweet summarization approaches.
• The best performing approach in TREC MB 2015 track [91]. This baseline is tweet-
based since the relevance estimation depends solely on the number of occurrences
of query terms and the length of the given tweet (Equation 3.6).
• The standard Extend Boolean Model (EBM). This baseline is based on the pro-
posed equations (Equation 5.1, Equation 5.2) in which we consider the TF-IDF
weight of the query term in the tweet instead of using the proposed word em-
bedding similarity weighting technique. Notice that in this baseline, the relevance
scores regarding the title and the description of the query are linearly combined
in the same way as the proposed approach (Equation 5.4). This baseline allows
evaluating the effect of using word embedding similarity as weighting technique.
To evaluate the impact of the use of the instantly pushing strategy, we adopt as a
baseline the approach that delays the submission of relevant tweet until the end of
the day. In this baseline, up to ten (10) relevant tweets are iteratively selected with
excluding those having a similarity score above the predefined threshold. In fact, this
baseline corresponds to the scenario "B" of TREC RTS track with pretending that tweets
were emitted at 23:59:59 for each day.
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5.4 Results
In this section, we present and review the results of the experiments carried out on
the datasets mentioned in the previous sections. We first report the performance of the
proposed novelty detection method. Then, we evaluate the relevance scoring function
followed by a study that highlights the impact of relevance threshold value and the
use of the instantly tweet pushing strategy. We finally report the performances of our
approach in real-time tweet stream summarization task and we compare the obtained
results with the official results of TREC RTF 2015, TREC RTS 2016 and 2017 tracks.
5.4.1 Effectiveness of the novelty detection method
5.4.1.1 Comparative evaluation with state-of-the-art baselines
In this sub-section, we follow protocol 1 to evaluate the novelty scoring function de-
scribed in sub-section Section 5.2.3 (Equation 5.5) on TREC MB 2015, 2016 and 2017
datasets. The performance of our method for novelty detection task is compared against
the three common baselines approaches from the state-of-the-art. In these approaches
(Max Cosine Similarity, Min KL Divergence, and word overlap), the incoming tweet is
compared against tweets previously pushed to the user. The new tweet is considered
novel if its novelty score falls above a threshold. In our experiments, we gradually vary
the novelty threshold value from 0.05 to 0.95 at the step of 0.05.
Methods are labeled using the following convention: the first part indicates the sim-
ilarity/ distance measure (word overlap (WO), minKL, or maxCOS), the second part
indicates if the method is used pairwise (tweet to tweet comparison(T2T) ) or aggregate
(tweet to the summary (T2S)).
The performance of a novelty detection method is evaluated in terms of missed de-
tection and false alarm error probabilities (PMiss and PFa) as defined by [53]. PMiss is the
probability of missing a tweet that conveys a novel information whereasPFa is the prob-
ability of pushing a redundant tweet (false alarm). These probabilities are computed as
follows:
PMiss =
Numbero f misseddetections
Numbero f clusters
(5.7)
PFa =
Numbero f redundanttweetspushedtotheuser
Numbero f redundanttweets
(5.8)
These probabilities are inversely correlated. When the false alarm increases the miss
detection decreases. Hence a novelty detection system tends to find a tradd-off between
these probabilities. To evaluate the performance of novelty detection, the false alarm
and miss detection probabilities are linearly combined to a single detection cost as
follows [72]:
CDet =
1
2
PMiss +
1
2
PFa (5.9)
A perfect system would score 0 in the detection cost function. A naive system which
is always yielding yes or no scores 1. As the purpose of a novelty detection in the
context of the tweet stream filtering task is to minimize both missed novel tweets and
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(a) TREC RTF 2015 dataset
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Figure 5.2: Comparison of the detection cost (Cdet) with state-of-the-art baselines over different
values of novelty threshold.
false alarms (pushing a redundant tweet), a novelty detection method should minimize
the detection cost.
We present in Figure 5.2 the detection cost on the three tweets datasets over differ-
ent novelty threshold values. An approach is considered to perform best when it has
its curve towards the lower of the graph and the minimum detection cost is used to
define the optimum threshold. The lowest detection cost value corresponds to the opti-
mal trade-off between avoiding sending redundant tweets and missing out novel ones.
Hence, the threshold value that gets the lowest detection cost is the best value to use.
From Figure 5.2, we notice that among baselines, minKL method achieves very good
performances overall datasets and particularly on TREC 2015 dataset where it is the
best performing method. This corroborates with previous results which highlighted the
high performance of minKL in the novelty detection task [154].
We observe that for TREC 2016 and 2017 datasets our novelty detection method (WO-
T2S) obtains the lowest detection cost overall baselines and offers slightly high detection
cost than the best performing method on TREC 2015 dataset. It can be noted that WO-
T2S which is an aggregate comparison provides little to no difference performance than
a pairwise comparison (W0T2T) in the terms of detection cost on TREC 2015 dataset.
The best performance of each method in terms of detection cost with the miss detection
PMiss and false alarm PFa probabilities are reported in Table 5.4.
The obtained results are encouraging, our simple method outperforms the baselines
on TREC 2017 and 2016 datasets and manages to follow narrowly the best performing
baseline in TREC 2015 datasets. We found performance improvements in terms of de-
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Table 5.4: The lowest detection cost overall novelty threshold values on TREC 2015, 2016 and
2017 datasets.
TREC 2015 TREC 2016 TREC 2017
Method PMiss PFa CDet PMiss PFa CDet PMiss PFa CDet
WO-T2S 0.0763 0.3343 0.2053 0.2472 0.2859 0.2665 0.1592 0.4473 0.3033
WO-T2T 0.1065 0.2990 0.2032 0.3046 0.3017 0.3032 0.1566 0.5004 0.3285
minKL-T2T 0.1306 0.2734 0.2020 0.1290 0.4457 0.2873 0.1265 0.4972 0.3118
maxCS-T2T 0.1619 0.2715 0.2167 0.2589 0.3366 0.2977 0.1672 0.4777 0.3224
tection cost against the minKL up to 7.23% and 2.72% on TREC 2016 and 2017 datasets
respectively. One can argue that the improvement of performance is not significant.
However, our method is much more computationally efficient than minKL as shown in
Section 5.4.1.2.
We can conclude that the aggregate comparison based on word overlap offers better
results than the pairwise comparison. This is due to the fact that the aggregate method
by merging all previously seen tweets increases the quality of novelty control in the
case of a short document such as social media posts. This can be illustrated briefly by
the following example:
Assume that the current summary contains two tweets T1, and T2 with T1 =
{w1, w2, w3, w4} and T2 = {w5, w6, w7, w8, w9} and suppose that the incoming
tweet T3 includes all terms that occur in both tweets T1, and T2 (T3 =
{w1, w2, w3, w4, w5, w6, w7, w8, w9} ). Then, in the aggregate comparison, the novelty
score of T3 is equal to zero whereas in the pairwise comparison, the novelty score is
equal to 4/9.
Finally, we choose to set the novelty threshold value to (0.3) for the next experiments.
This threshold value gets the lowest cost detection on TREC 2015 dataset (Figure 5.2a)
which corresponds to the optimal trade-off between avoiding sending redundant tweets
and missing out novel ones.
5.4.1.2 Performance in terms of execution time
We compare our approach in terms of run time with the best performing method from
the baselines (minKL). We carried out experiments for different values of the number
of tweets in the summary. The results are shown in Figure 5.3. The runtime values are
in microseconds and correspond to the average time needed to process and assign a
novelty score of the incoming tweet with respect to the current summary. the number
of tweets in the summary varies from 1 to 1450 tweets.
It is clear that our approach is considerably faster than pairwise based approaches.
The difference between these methods increases as the size of the summary increases
since pairwise based approaches have to be executed on the entire summary to compute
the similarity/divergence between the incoming tweet and all tweets in the summary.
In Tweet-to-Tweet comparison, the average execution time per tweet keeps rising as
the number of tweets in the summary increases while our method keeps having low
execution time regardless of the length of the current summary. In the proposed method,
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Figure 5.4: Tuning the parameter λ on TREC MB 2015 dataset
the response time is not affected by the length of the summary which allows to better
cope with the velocity of the tweets stream.
5.4.2 Evaluating retrieval effectiveness of WSEBM
Before evaluating the effectiveness of our approach WSEBM to estimate the relevance
of incoming tweets, we first conducted experiments on TREC MB 2015 dataset to tune
the parameter λ of the Equation 5.4 that computes the relevance score of the incoming
tweet.
In what follows, we present the impact of the tuning parameter λ followed by a
comparison of the effectiveness of the proposed relevance estimation model with the
state-of-the-art baselines.
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5.4.2.1 Effect of tuning parameter λ
Parameter λ ∈ [0, 1] is a balance factor between considering the title and the description
of the query to estimate the relevance score. To examine the effect of λ, we vary it from
0 to 1 at the step of 0.1. Figure 5.4 shows the performances in terms of expected latency-
discounted gain (ELG) and normalized cumulative gain (nCG) for different value of
λ.
As shown in Figure 5.4, the use of the query description words yields better results
than considering only the title query words because when using only the title of the
query, tweets that contain all terms of the query get the same relevance score. We no-
tice that the extreme emphasis on the title or on the description of the query, which
corresponds to (λ = 1) and (λ = 0) respectively, causes performance loss. Therefore, we
choose to set λ to 0.75 which means that the relevance score of the tweet with respect to
the query title has higher importance than the relevance score with respect to the query.
This makes sense since the title has few words while the description can be lengthy and
contains general terms that are not directly related to the user’s information need.
5.4.2.2 Comparative evaluation with state-of-the-art baselines
To evaluate the effectiveness of the proposed model to identify relevant content, we
carried out a series of experiments according to protocol 2 in which we do not take into
consideration the novelty. To do so, the novelty threshold was set to 0 and the system
returned,for each day, a ranked list of tweets according to their relevance score. We
compare the ranking quality of the proposed relevance model denoted by WSEBM for
(Word Similarity Extended Boolean Model) against the six baselines from the-state-of-
the-art on the three tweets collection (TREC MB 2015,2016,2017). In this experiment, we
ignore topics for which no relevant tweet has been identified in the judgment pool since
all systems get a score of zero for these topics in ranking task.
The result of the experiment is provided in the form of box-plots in order to capture
the variance of the results. Performances in terms of nDCG@10 metric over the afore-
mentioned tweets datasets are given in Figure 5.5. Error bars denote 95% confidence
intervals around the mean which are computed from all topics.
Overall, it seems from these results that baselines based upon the number of query
terms occurrence, namely EBM and approach proposed by Luchen et al [91] perform
better than models that incorporate more text statistics such as BM25, HybridTF-IDF.
This probably has much to do with the specific nature of tweets that have handful terms
and in which terms rarely appear more than once. Among state-of-the-art models, the
approach proposed by Luchen et al [91] obtained the best results over the three datasets
followed nearly by EBM model. These results support our intuition that query term
occurrence appears to be the key feature in the context of tweet retrieval and that the
extend boolean model is suitable to assess the relevance score of a tweet with respect to
other models.
We observe that our proposed model WSEBM outperforms all baselines over the three
datasets with significant improvement compared to stream statistics-based methods
(TFIDF, HybridTFIDF, BM25, cosine similarity). We found performance improvements
in terms of nDCG@10 against the best stream statistics-based method (cosine similarity)
up to 45.37%, 30.89% and 31.31% in TREC 2015, 2016 and 2017 datasets respectively.
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(c) TREC RTS 2017 dataset
Figure 5.5: Comparison of the ranking quality with state-of-the-art baselines
By comparing WSEBM with EBM, we notice that the introduction of word similarity
based on word embedding enhances the performances overall datasets with an improve-
ment up to 14.48% 26.44% 22.81%. These results can be explained by the use of word
embedding similarity which seems to be effective. Additionally, in EBM, two tweets
that contain the same number of query terms get the same relevance score regardless
of their length and the different terms that may have whereas in WSEBM these two
tweets get different relevance score according to their terms that do not appear in the
query. WSEBM awards the most score to terms that share the same context with query
terms which boosts the relevance score of a tweet that contains such terms. Indeed, in
the proposed relevance scoring function, query’s terms that do not occur in a tweet but
share many contexts with tweet’s terms get score different from 0. As a result, it awards
a high score to tweets containing query’s terms and terms that share the same semantic
context with the query’s terms. Therefore, these tweets are boosted to the top of the
returned summary.
These results confirm our previous claims that word mismatch issue between query
and tweet introduces significant confusion and makes it harder to detect salient tweets.
The use of the word similarity based on word embedding model allows leveraging the
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Figure 5.6: The impact of the relevance threshold on TREC MB 2015 dataset. The horizontal red
line indicates the score of an empty run.
semantic relationship between tweet terms and query terms. This corroborates with
previous findings made by Zuccon et al. [172] who showed the positive effect of the use
of word embedding for information retrieval.
5.4.3 Effectiveness of the proposed approach
In this subsection, we report the performance of our approach in real-time tweet sum-
marization at different values of relevance threshold used to filter out irrelevant tweets
as described in Section 5.2.4. Then, we compare the performance obtained with the
immediate tweet pushing strategy against "wait& see" pushing strategy.
5.4.3.1 Effect of relevance threshold value
The relevance filter makes a threshold-based decision. In this filter, a tweet is consid-
ered as a candidate for notification to the user only if its relevance score falls above of
the minimum of either a global threshold value (GT) and the average of the previous
relevance scores. To better understand the impact of the relevance threshold value, we
conducted experiments in which we gradually vary the relevance threshold from 0 to
1 at the step of 0.05 and we keep the other parameters fixed (novelty threshold = 0.3,
and tuning parameter λ = 0.75). Figures 5.6, 5.7 and 5.8 present the performances in
terms of expected gain and normalized cumulative gain for different values of relevance
threshold on TREC 2015, 2016 and 2017 datasets respectively. The baseline in these ex-
periments is the empty run which corresponds to a system that never pushes tweets.
This baseline receives a non-zero ELG, EG and nCG scores because no relevant tweets
appeared for many topics on many days and system is rewarded for pushing nothing
on such days by receiving the perfect score (1). Note that the empty run is a challenging
baseline that many systems in TREC 2015, 2016 and 2017 tracks failed to beat.
Overall, we note that the threshold has a serious impact on the filtering effectiveness.
We observe that the best performance on the three datasets is obtained with different
values of relevance threshold. The use of low or high threshold values hinders the per-
formances of the relevance filter. This can be explained by the fact that the former case
yields to push a few tweets whereas in the latter case many tweets may be submitted.
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Figure 5.8: The impact of the relevance threshold on TREC RTS 2017 dataset. The horizontal red
line indicates the score of an empty run.
Figure 5.6 shows that the best results in terms of both metrics (ELG, nCG) are
achieved with the same threshold value (GT = 0.6). In TREC 2016 dataset (Figure 5.7),
we find that the best performance in terms of EG is obtained with the threshold value
equal to 0.7 whereas the best score in terms of nCG is achieved by the threshold value
equal to 0.55. We observe a similar trend for TREC 2017 dataset as shown in Figure 5.8,
where different values of threshold yield to the highest performance in terms of EG and
nCG. We find that our approach obtains higher nCG than EG on TREC 2016 and 2017
dataset for low relevance threshold. These results were expected because a low thresh-
old value yields to increase the number of delivered tweets. The system that pushes a
high volume of tweets gets a high nCG since the nCG is a recall-like metric. What the
system with low relevance threshold lacks in terms of quality of individual tweets it is
made up in volume, leading to higher nCG than its EG scores.
We do observe that the performances of our approach overpass the empty run base-
line in both metrics (EG, nCG) on TREC 2017 dataset overall relevance threshold values
but failed to beat this baseline on TREC 2015 and 2016 dataset for low relevance thresh-
old (<= 0.4). These results can be explained by the fact that there are more silent days
in TREC 2015 and 2016 than in TREC 2017 dataset as it is shown in Table 5.5. For
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these days no relevant tweets occur and the system should push nothing in this case.
On the one hand, the score of an empty run increase with the number of silent days
because systems that recognizing that there are no relevant tweets for a particular day
and remain silent are rewarded. On the other hand, a system with low relevance thresh-
old is penalized for being "gossipy" and pushing tweets in a silent day which causes
degradation on overall performances.
Table 5.5: Silent vs event full days in TREC 2015,2016 and 2017 datasets.
Corpus TOPICS Silent days Full days Total Ratio of Silent Day
TREC 2015 51 126 384 510 24.70%
TREC 2016 56 173 387 560 30.89%
TREC 2017 99 137 639 776 17.64%
These experiments highlight the importance of effective threshold setting and demon-
strate that the effectiveness of tweet stream filtering relies greatly on identifying the
appropriate relevance threshold for pushing updates.
The best performance on TREC 2015 is obtained with the global threshold GT = 0.6,
which we retain for the remainder of this chapter.
5.4.3.2 Effectiveness of immediate pushing strategy
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Figure 5.9: Instantly pushing strategy VS high-latency pushing strategy.
In this subsection, we compare the instantly pushing strategy against the high-latency
pushing strategy baseline (Wait-See) in which tweets are pushed at the end of the day.
Figure 5.9 shows the results in terms of expected gain (EG) and normalized cumula-
tive gain (nCG). Notice here that these metrics are latency-independent. Interestingly,
we observe that immediate pushing strategy achieves higher expected gain than high-
latency pushing strategy. This result makes sense because expected gain (EG) reward
systems for identifying silent day and "stay silent", which is important if we want to
shield users from being bombarded with notifications. We find that the high-latency
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pushing strategy shows better performances than immediate pushing strategy in terms
of normalized cumulative gain (nCG). This result was expected since EG and nCG met-
rics are quite similar to precision and recall respectively and in principle, systems make
trade-off along these two metrics. Indeed, delaying the submission of tweets allows the
system to better accumulate evidence and achieves higher recall. These observations
thus merely provide support to hypothesis made in the introduction which states that
"taking time to accumulate evidence before decision making may hurt the quality of the
notification".
5.4.4 Comparative evaluation with official TREC results
In this section, we report the comparative effectiveness of the proposed approach based
on WSEBM with the high performing models from TREC RTF 2015 and TREC RTS 2016
and 2017 Tracks. Notice that a briefly described of these approaches were presented in
Table 3.4.
5.4.4.1 Comparison with TREC MB-RTF 2015 official results
We compare our approach (denoted by WSEBM for Word Similarity EBM) against the
two high-performing official results from the TREC MB-RTF 2015 PKUICSTRunA2 [49]
and UWaterlooATDK [149] and against the approach described in [91] in which authors
improve their results (UWaterlooATDK) obtained in TREC 2015. In addition, in order
to evaluate the impact of using word similarity as weighting technique, we compare
our method with standard EBM. Table 5.6 reports the results in terms of ELG and nCG.
Notice here that ELG metric handles redundancy and timeliness: a system only receives
credit for returning a non-redundant tweet and credit decays linearly with the latency
such that after 100 minutes, the system receives no credit even if the tweet was relevant.
Table 5.6: Comparative evaluation with state-of-the-art.
Method ELG nCG %ELG
WSEBM 0.3811 0.3289
EBM 0.2583† 0.2544† +32.22%
Tan et al[91] 0.3678 - +3.48%
TREC MB RTF 2015 official Results
PKUICSTRunA2 0.3175† 0.3127 +16.68%
UWaterlooATDK 0.3150† 0.2679† +17.34%
Note. % indicates improvements in terms of ELG. Symbol † de-
notes the Student test significance of with p− value ≤ 0.01.
As shown in this table, WSEBM outperforms all baselines overall metrics. We found
performance improvements up to ELG values of about 16% for the best run in TREC
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MB 2015 task and of about 3.4% for the approach based on feedback strategy to set the
relevance threshold.
5.4.4.2 Comparison with TREC RTS 2016 official results
We compare our results with the high-performing official scenario "A" runs from the
TREC RTS 2016 and the TREC baseline approach which corresponds to the best per-
forming system from the TREC 2015 Microblog Track [85]. Recall that in this track,
systems outputs were assessed using two different methodologies. The first one was
the online in-situ evaluation based on judgments made by the mobile assessors. This
assessment was carried out during the evaluation period as systems generate output.
The second one was the batch evaluation methodology in which pushed tweets were
assessed by NIST assessors via pooling after the live evaluation period ended. Notice
that the official results in TREC 2016 track reveal that the first and the third best runs
are based on the same approach and were tagged as manual which means that they
used a human involvement before or during the evaluation period [86]. Unfortunately,
we don’t find any description of these runs because the team who submitted them did
not share their notebook in the TREC conference proceeding. Hence, the second best
run [122] turns out to be the high-performing automatic run in this track.
Table 5.7: Comparison with the official TREC 2016 RTS track results.
in-situ evaluation metrics Batch evaluation metrics
Method Rel Red Not
Rel
Ps Pl EG1 EG0 nCG1 nCG0 M L
Our approach 131 2 103 0.5550 0.5635 0.2668 0.0589 0.2725 0.0672 80 660
TREC RTS 2016 official Results
COMP2016 run3-13 193 4 141 0.5710 0.5828 0.2698 0.0483 0.2909 0.0695 24 443
QUBaseline-37[122] 56 3 108 0.3353 0.3533 0.2643 0.0321∗0.2479∗0.0157†62478 169
COMP2016 run1-11 54 1 38 0.51 0.5238 0.2565 0.0244∗0.2515∗0.0194†7545 128
Performance of TREC RTF 2015 best run in 2016 track
WaterlooBaseline-50 148 12 286 0.3318 0.3587 0.2289∗0.0253∗0.2330†0.0295†8718 576
Note. First three columns show the number of tweets that were judged relevant, redundant, and not relevant.
The second to last column shows the median latency with respect to the first tweet in each cluster. The final
column shows the length of each run, defined as the number of pushed tweets that were assessed. The official
TREC runs rows are sorted by EG-1. The symbols *, †, and ‡ denote the Student test significance of the proposed
approach improvement: ∗ 0.01 < p− value ≤ 0.05, † p− value ≤ 0.01, ‡ 0.05 < p− value ≤ 0.1.
Results of the in-situ evaluation by the mobile assessors are shown in the first five
columns of Table 5.7. In this evaluation, systems performances are measured in terms
of two variants of precision metric namely strict and lenient precision (Ps and Pl). In Ps
systems don’t get credit for redundant posts while in Pl redundant posts are considered
as relevant. We note that systems vary widely in the volume of pushed tweets. Our
approach pushes more tweets than others runs. The performance of our approach in
terms of precision metric falls in the middle between the first and the third best runs
which get the highest values of "strict" and "lenient" precision. We observe that our
approach outperforms the best automatic run [122] in terms of both precision metric.
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We found performance improvements up to Ps and Pl values of about 65.54% and 59.51%
respectively.
Regarding the quality of notification, results of the batch evaluation by NIST assessors
are shown in the second part of Table 5.7. The columns (6-7-8-9) list the metrics used
to evaluate the quality of notification namely EG-1, EG-0, nCG-1, and nCG-0. We can
see from results shown in Table 5.7 in terms of normalized cumulative gain (nCG) and
the expected gain (EG) that performances of our approach are rather promising for the
following reasons:
• The performance in terms of EG-1 and nCG-1 compared with the best TREC
run are not improved but we notice that our approach has higher EG-0 with an
improvement up to 21.94% while the performance in terms of EG-1 is slightly
reduced of about 2.08%. This fact holds despite the fact that the best TREC run is
manual while our approach is automatic.
• Our approach outperforms the best automatic run [122] overall metrics. We ob-
serve that the improvement in performance of our approach with respect to the
performance of the second best run in terms of EG-0 and nCG-0 are more impor-
tant than the improvement in performance in terms of EG-1 and nCG-1.
These results can be explained by the fact that, on the one hand, our approach pushes
more tweets than others runs and, on the other hand, TREC RTS 2016 collection is
characterized by the high number of the silent days as shown in Table 5.5. Recall that
in EG-1 nCG-1, systems are rewarded for "staying quiet" in silent days whereas in EG-0
and nCG-0 all systems receive a gain of zero no matter what they do. Therefore systems
that push more relevant tweets tend to score higher in terms of EG-0 and nCG-0 and
may actually score lower in terms of EG-1 and nCG-1 than systems that pushed fewer
relevant tweets.
For the timeliness of systems output, we report in the second to last column (denoted
by M) the median latency (in second) which capture the timeliness of the system out-
put. Note that latency is computed with respect to the first tweet in each cluster, and
thus a system may have a high latency even if it submits a tweet immediately after it is
identified. We notice that the median latency of our approach (80s) is very small com-
pared to the median latency of the best automatic run in TREC RTS 2016 track (62478).
This result shows that our approach trade off summary quality with latency and hence
produces good quality output at the cost of low latency. This result is not surprising
since the decision to select/ignore an incoming tweet is made in real-time as soon as a
tweet is available. In [122] the submission of tweets is delayed until the system overtakes
a predefined silence period or it has already identified a certain number of candidate
tweets.
Interestingly, we note that the best performing run from TREC 2015 track [91] did
not perform well in TREC 2016 track in both evaluation methodologies. In the batch
evaluation, this baseline failed to defeat the empty run. In the online in-situ evaluation,
it falls in the middle of the pack among 42 runs. In contrast, our approach performs
well on TREC 2015 track dataset as shown in the previous subsection Section 5.4.4.1
and achieves nearly the same performance than the high-performing run in TREC 2016
track and it outperforms the best automatic run.
These results confirm that our proposed model which are based on word similarity
and a dynamic relevance threshold setting is competitive on the first hand to identify
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relevant posts that convey novel information and on the second hand to push a timely
notification.
5.4.4.3 Comparison with TREC RTS 2017 official results
In this subsection, we compare the results obtained by our approach against the official
runs of this track [87]. Similar to the previous year track (TREC RTS 2016), the partic-
ipants’ systems were evaluated following the batch and the online in-situ evaluation
methodologies.
We recall here that for the batch evaluation, the same two main metrics were used:
the expected gain (EG), the normalized cumulative gain (nCG). However, EG-0 and
nCG-0 variants of the metrics were replaced by new variants EGp and nCGp (p for
proportional) [87]. The reasons for this is that Roegiest et al. [129] showed that EG-0
and nCG-0 are flawed metrics because they correlate with the volume of pushed tweets.
The EGp and nCGp variant were introduced to handle the issue of the 0-1 discontinuity
on silent days. In these metrics, a linear penalty is applied according to the number of
tweets submitted on a silent day. For the online in-situ evaluation, in addition to the
precision metric, the online utility is computed from live user judgments.
Table 5.8: Comparison with the official TREC 2017 RTS track results.
in-situ evaluation metrics Batch evaluation metrics
Method Ps Pl Utils Utill EGp EG1 nCGp nCG1 M L
Our approach 0.3984 0.4734 -791 -207 0.3030 0.2668 0.2992 0.2630 1 1201
TREC RTS 2017 official Results
HLJIT testRun2-07[61] 0.3784 0.4446 -654 -298 0.3630 0.2088†0.2808 0.1266† 56744 621
HLJIT testRun1-06[61] 0.3389 0.4082 -805 -459 0.3318 0.1811†0.2610∗ 0.1102† 49154 618
UDInfoBL-run2-34 0.3980 0.4708 -342 -98 0.3226 0.2622 0.2489∗ 0.1886† 55781 452
IRIT-Run1-14[66] 0.4200 0.4814 -198 -46 0.2918 0.2571‡0.2321† 0.1974† 1 320
Performance of TREC RTS 2016 best run in 2017 track
QUBaseline[122] 0.3785 0.4386 -562 -284 0.2422∗0.2146†0.2260† 0.1984† 1 446
Note: First four columns show the evaluation results by the mobile assessors and the following columns report
the evaluation by NIST assessors. The column marked "M" shows the median latency with respect to the first
tweet in each cluster. The last column shows the length of each run, defined as the number of pushed tweets
that were assessed. The official TREC runs rows are sorted by EGp. The symbols *, †, and ‡ denote the Student
test significance of the proposed approach improvement: ∗ 0.01 < p − value ≤ 0.05, † p − value ≤ 0.01, ‡
0.05 < p− value ≤ 0.1.
Results of the in situ evaluation by the mobile assessors are shown in the four first
columns of Table 5.8. We see that systems vary widely in the volume of pushed tweets.
Our approach submits the highest volume of tweets. In terms of quality of pushed
tweets, we note that our approach obtains higher online precision than the best official
run while the performance in terms of online utility is lower. This is likely due to the
fact that our approach pushes 1201 tweets which is about twice as much the number
of tweets delivered by the best official run. In fact, the study conducted by Roegiest et,
al [129] showed that, on the one hand, there is a strong negative correlation between
tweet volume and utility, and in the other hand, there is no correlation between online
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precision and online utility because systems with the same online precision can vary
widely in push volume and hence have different utility. Hence, we believe that from
the user perspective, the output with the highest volume is more informative than the
shorter one with the same precision.
Regarding the batch evaluation, results are shown in the second party of Table 5.8.
First, we note that our run falls in the fourth position in terms of the official track
metric (EGp). Our approach outperforms the fourth official best runs overall metrics
and overpasses the three high-performing official runs in terms of EG1, nCG1, and
nCGp metrics. The improvement of performance in terms of nCGp and nCG1, which
are a recall like metrics, makes sense since our approach submits more tweets than other
runs. Notice that the fourth best run adopts a basic strategy that consists of pushing at
most only one tweet per topic per day which explains that our approach outperforms
this run. We observe that our approach achieves the highest score in terms of EG1
under which system is penalized by receiving a score of zero for not remaining silent
and pushes at least one tweet on a silent day. It presents an improvement of 27.77%
compared to the EG1 score of the best official. Despite that, we notice that our approach
failed to improve performance in terms of EGp metric under which the penalty for not
remaining "quiet" on a silent day is proportional to the number of delivered tweets up
to the limit of ten tweets per day. This result suggests that what our approach lacks in
the identification of silent day, it makes up in the number of relevant tweets pushed on
"eventful days", leading to higher EG1 than EGp scores.
For the timeliness of the system output, we observe that our system have very low
latency compared to the three best runs. The three high-performing official runs exhibit
much higher latency. This might explain the high score in terms of EGp achieved by
these runs. Delaying the submission of tweets gives the opportunity to systems to ac-
cumulate evidence that become available only after a while of the publication tweets.
These results reveal that these runs trade latency for higher quality whereas our ap-
proach achieves a good balance between latency and quality of notification.
In this track, we observe a similar trend than in track of 2016. We note that the
best performing run from the previous year (TREC RTS 2016) did not perform well in
TREC RTS 2017 in terms of batch evaluation and it falls in the middle of the pack. This
suggests that a progress has been made in the task of real-time filtering of social media
stream since the first track (TREC RTF 2015). Interestingly, we see that our approach
achieves a good performance in TREC RTS 2017 as well as in the previous two tracks.
This result confirms the robustness of the proposed model to identify relevant and novel
tweets and to find a trade-off between output quality and timeliness. Our approach
shows that it produces a good quality output at the cost of low latency.
5.5 Conclusion
In this chapter, we introduced a novel approach for prospective notification in social me-
dia stream. We show that word similarity matching based on word embedding model
and a simple thresholding strategy achieves good results in terms of quality and the
timeliness. The experiments thereby underlined that leveraging the semantic relation-
ships between terms allows improving the identification of relevant posts. The proposed
relevance function enables the use of simple threshold across all topics. We showed that
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the threshold setting strategy has a great impact on the quality of notification and better
results can be achieved if the threshold is appropriately set.
Finally, we presented in this chapter a comparison of the performance of the proposed
approach against the official results in the last recent TREC microblog summarization
track. The obtained results clearly show the robustness of the proposed method which
managed to achieve a good performance overall TREC microblog summarization tracks
with low cost of latency.
In accordance to one of the main subjects discussed in this chapter, namely the iden-
tification of salient posts in social media stream and the impact of relevance threshold
value in filtering tweet stream, we will propose in the next chapter a learning to filter
model based on machine learning technique to counter the issue of relevance threshold
setting.
Furthermore, and since tweets provide additional information other than text which
are related to their social context, in the next chapter, we will investigate the impact of
considering social signals in real-time tweet filtering.
6
L E A R N I N G T O F I LT E R T W E E T S T R E A M
6.1 Introduction
This chapter is mainly about the selection of relevant posts in the social media stream.
To identify relevant tweets in a timely fashion, it is common to rely on a threshold-based
filter. To shield users from unwanted notifications, systems attempt to find a trade-off
between pushing too many or too few tweets. In the case of a high threshold value, a
system may miss pushing interesting content to the user. Conversely, in the case of a low
threshold value, a system may overwhelm the user with irrelevant tweets. However, as
shown in the previous chapter, it is difficult to properly and effectively set the relevance
threshold value.
A considerable attention has been paid on threshold setting strategies [91, 49, 33, 122,
34]. Hence, many strategies for setting the relevance threshold were examined. Among
them we can mention a single static threshold for all topics [91, 34, 122], an adaptive
threshold set manually[49] , and a dynamic threshold set using statistics [33] or set
using relevance feedback [91].
To overcome the issue related to relevance threshold setting, we propose, in this chap-
ter, a learn to filter approach based on machine learning to build a binary classifier
that predicts the relevance of an incoming tweet with respect to the topic of interest. In
addition, we explore and evaluate an adaptive learning strategy in which the live user
feedback is used to periodically update the classifier. This allows investigating the gain
that can be achieved by taking advantage of an ongoing relevance feedback which is
generated by users as tweets are pushed.
It is recognized that features based on social signals are important for relevance[152,
45, 23, 24, 39, 91]. Prior work addressing tweet retrieval consider that tweet relevance
depends, on the one hand, on the importance (popularity) of corresponding authors in
the social network and, on the other hand, on the content quality such as the occurrence
of URLs, mentions, and hashtags. In these work, the proposed features are combined us-
ing a Bayesian network model [23, 24], clustering-based approaches or learning to rank
methods [45, 109]. These previous work, consider social features that are not available
with the coming tweet and/or require the gathering of supplementary information from
the social network. These features include for instance the authority and the popularity
of the user that post or retweet the incoming tweet. The former is based on how much
previous tweets that were posted by the author of the incoming tweet were retweeted
[45] while the later is evaluated by computing the popularity score using the PageRank
algorithm [116] based on retweet relations. The use of such features is not possible in
real-time tweet filtering scenario in which we are limited to use social features that are
provided in the tweet itself.
While considerable work has been done in leveraging social features as additional rel-
evance factor in ad-hoc information retrieval, there is still a lack of studies that analyze
how effective is the use of social signals in real-time tweet filtering. A key limitation
of many social features used in the literature is that they are not suitable for real-time
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filtering because they either require several API calls for crawling the required informa-
tion (e. g.the popularity in the social network) or are not yet available (e. g.the number
of time a tweet has been retweeted).
To address this issue, we study the impact of taking into account social signals and
some non-content features (e. g.the presence of URLs) that are provided in the tweet
itself. This is achieved by using a supervised learning based approaches which allows
combining social feature with query dependent features. We proposed and evaluated
a set of social and other non-content features suitable for real-time tweet filtering. We
distinguish two classes of features. The first one consists of tweet specific features that
include particular characteristics of tweets, such as the presence of URLs and whether
it is a reply to another tweet or a retweet. The second class consists of user account fea-
tures which refer to the activity and the influence of the author of the post on the social
network. To fit the real-time filtering scenario, our method leverages only the available
and accessible features in the tweet without retrieving any further information from
Twitter’s servers. We argue that considering social features enhances the effectiveness
of the relevance filter.
The main contributions of this chapter are:
1. To overcome the threshold setting issue, we propose a tweet filtering approach
based on machine learning that considers social signals as well as query-
dependent features;
2. We propose a set of social features suitable for real-time tweet filtering;
3. We study the impact of social signals in real-time tweet filtering;
4. We show the gain that can be achieved by an adaptive learning strategy that takes
advantage of ongoing users assessments.
We next introduce an overview of a learning to filter approach then we describe
how we take advantage of the ongoing relevance feedback in an adaptive learning
strategy. After that, we focus on different features that we consider to predict in real-
time the relevance of an incoming tweet with respect to a given topic. We present an
experimental setup followed with results of experiments carried out on TREC RTF 2015
[85], TREC RTS 2016 [86] and, 2017 [87] datasets. We end this chapter with conclusions.
6.2 Tweet Filtering
As previously discussed, to meet requirements of prospective information needs, no-
tifications should be relevant (on topic), timely (provide updates as soon as the event
occurs), and novel (avoid pushing multiple tweets that convey the same information).
The aforementioned requirements are fulfilled by our approach as follows:
• To reduce the latency between notification time and publication time, the decision
of selecting/ignoring an incoming tweet is taken immediately in real-time as soon
as a tweet is crawled;
• To enhance the relevance and novelty of pushed tweets, the proposed method
relies on three consecutive filters namely: a tweet quality filter, a relevance filter
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Figure 6.1: Overview of the adaptive learning strategy for real-time tweet filtering.
based on a binary classifier that takes advantage of the ongoing user relevance
feedback and a novelty filter.
Figure 6.1 depicts an overview of our approach that monitors the continuous stream
of tweets and fetches user relevance judgment to update the binary classifier. In this
approach, the tweet quality and novelty filters are practically the same as the one de-
scribed in the previous chapter. The incoming tweets are preprocessed and the "trash"
tweets are discarded according to the rules introduced in Section 5.3.2.2.
For novelty detection, we notice that in the context of prospective tweet summariza-
tion, the novelty of a tweet is system-dependent. A tweet is considered novel for system
Si if it is the first tweet returned by Si that conveys substantive information that is not
present in the earlier ones. The same tweet can be considered novel for system Si and
redundant for system Sj. This implies that the idea of using a binary classifier that
predicts the novelty of the incoming tweet can not be apply straightforward. Hence,
we keep in this approach a threshold-based filter for novelty. The novelty score of the
incoming tweet is computed as described in Section 5.2.3 and tweets having a novelty
score lower than a predefined threshold are considered as redundant and hence they
are ignored.
At a high level, the proposed approach differs from the ones introduced in Sec-
tion 5.2.1 by replacing the threshold-based relevance filter that leverage only tweet text
content with relevance filter based on supervised machine learning technique. This filter
consists of a predictive model based on a binary classifier (relevant/not relevant) that
predicts the relevance of the incoming tweet. The key advantage of adopting a learning
to filter approach are:
• The use of the binary classifier trained on a given annotated dataset allows over-
coming the relevance threshold setting issue;
• The use of machine learning method allows to easily combine different types of
features in order to enhance the identification of relevant tweets. We exploit social
signals as well as content features as evidence to identify relevant tweets in the
social media stream. The social signals are query independent features whereas
the content text features are query dependent;
• The relevance feedback can be used to update the binary classifier in order to
further improve the effectiveness of the binary classifier.
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We assume that users interact with notifications by providing relevance judgments
that can be fetched by systems. The user can choose to judge each tweet as relevant,
relevant but redundant (on topic, but contains information conveyed previously), or
not relevant. The availability of an ongoing relevance feedback provides an opportunity
to adjust the tweet filter using an adaptive learning strategy. This allows us to examine
what gains could be achieved with live assessment feedback. Notice that such scenario
was operationalized in the real-time summarization task (scenario A) at TREC 2017 1.
6.2.1 Learning to filter tweet in real-time
The core task of relevance filtering is to determine whether an incoming tweet is rel-
evant or not with respect to a user information need. Intuitively, supervised learning
approaches can be applied in tweet filtering. The straightforward way is to consider the
tweet filtering task as a binary classification problem in which each tweet is classified
as either relevant or irrelevant. Tweets that are considered irrelevant are ignored and
no longer considered. Hence, learning to filter tweets is a supervised learning method.
It requires a training dataset consisting of queries which represent user interest and
labeled tweets. After training data preparation, we need to select and extract features
from the training corpus. Afterward, we have to figure out which learning algorithm to
use. Indeed, there are several learning algorithms from the state-of-the-art that can be
used to train a binary classifier as relevance filter, to mention: Naive Bayes [70], Random
Forest [25] and J48 [121].
One of the most important tasks of a machine learning algorithm is the selection of
features. The main challenge in this learning to filter approach is the feature design due
to the real-time aspect of filtering tweets in social media stream which suggests that :
• Although social signals that correspond to the interaction of the social network
users with a post such as the number of "likes" and "retweets" are probably one of
the most interesting sources of evidence for relevance detection [19], these social
signals are not available at the time of the decision making. Indeed, since filtering
is carried out just after the publication of the incoming tweet, users have not yet
reacted to these publications;
• To better fit a real-time filtering scenario, we cannot use features that require
retrieving information from Twitter’s servers such as the authority and the popu-
larity of the author of the incoming tweet based on social network interaction [45].
We are limited to leverage the available simple meta-data about user accounts and
tweets since gathering other features might be time-consuming due to Twitter’s
API limitations.
In Section 6.3, we introduce a design of "light" features suitable for real-time tweet
filtering.
6.2.2 Adaptive Learning strategy
In adaptive learning, we assume that users interact with the prospective notification sys-
tem by providing relevance judgments of pushed tweets. The system takes advantage
1 http://trecrts.github.io/TREC2017-RTS-guidelines.html
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of relevance feedback to re-train the classifier. To do so, the classifier is initialized with
a training dataset and it is retrained periodically each times new relevance judgments
have been made available. The system fetches the relevance judgment of users periodi-
cally and uses it to label the new instances that correspond to the features of the pushed
tweets. These new labeled instances are added to the current training instances set and
the model is retrained. We set this strategy in order to fit a real-world scenario in which
the user may choose to judge the pushed tweet immediately or later (if it arrives at an
inopportune time) or may choose to not do it.
One major drawback of updating the training instances set each time a new relevance
judgment is made available is the risk to obtain an unbalanced training dataset from a
class distribution point of view. In this case, a classifier tends to predict samples from
the majority class which may correspond to irrelevant tweets. According to machine
learning principles, performing learning has to be accomplished on a totally or almost
balanced data-set. To ensure that this kind of situation does not happen, we control the
number of relevant and irrelevant instances to be added to the training set. For each
instance that corresponds to a new relevant tweet, only one instance corresponding to
irrelevant tweet is added.
6.3 Features Design
In this section, we detail the different features that we consider to predict the rele-
vance of an incoming tweet to a given topic. We present query dependent features that
measure the relevance with respect to the topic and social signal features that do not
consider the actual topic.
In the context of real-time tweet filtering, we are limited to use features that are al-
ready available in the meta-data of a tweet. This allows us to predict the relevance of the
incoming tweet as soon as it is published. Hence, we are not able to use Twitter’s REST
APIs to collect further features such as the profiles of followers or to crawl external URL
webpage text. Among the set of available features extracted from the tweet’s meta-data,
we used feature selection algorithms to determine the best relevance-dependent signals
that can be effectively used in the tweet filtering task. We defined 22 features catego-
rized into three classes: query dependent, tweet specific and user account features.
6.3.1 Query dependent features
As in the previous chapter, we assume that the user information need follows the stan-
dard TREC topic format which includes a title (Qt) of the information need and a de-
scription (Qd) that indicates what is and what is not relevant. To capture the relevance
of a tweet’s content, we used six query dependent features that measure the relevance
of the given tweet text with respect to a topic. These features are as follows:
• |(Qt ∪ Qd) ∩ Hashtag|: The number of words overlaps between the query’s terms
and hashtags in the tweet. The rationale behind this feature is that the presence
of a query term as a hashtag is a valuable signal of relevance since hashtags are
used to draw attention and to label the content of a given tweet;
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• The cosine similarity between the query title and the tweet’s text vectors using a
word embedding model (word2vec [106]). The vectors of the title of the query and
the tweet’s text are obtained by summing up all vectors of their words. This feature
can be considered as a semantic-based relevance score which aims to leverage the
probable semantic relationship between terms of the query and the tweet by taking
advantage of a word embedding model;
• RSV(T, Qt): The relevance score of the incoming tweet with respect to the title
Qt. This feature is a retrieval score calculated according to Equation 5.1 of the
proposed relevance estimation model introduced previously in Section 5.2.2;
• RSV(T, Qd): The relevance score of the incoming tweet with respect to the descrip-
tion Qd. This feature is measured according to Equation 5.2 in Section 5.2.2;
• |(Qt ∩ T|): The number of words that overlap between the text of the tweet and
the query’s title |Qt|;
• |(Qd ∩ T|): The number of words that overlap between the text of the tweet and
the query’s description |Qd|.
Notice here that all the aforementioned features do require neither external knowl-
edge nor stream statistic and can be estimated at the time a given tweet arrives.
6.3.2 Tweet specific features
These features describe elements that are mentioned in a tweet text and the nature of
the tweet itself which can be a retweet of another tweet or a reply to an old tweet of
another user. We leverage seven (07) tweet-specific features that are defined as follows:
1. RateHashtag: This feature is defined as the ratio of the number of hashtags and
the number of tokens in the tweet. A hashtag is used to highlight a topic of a
tweet and it is a way of making it easier for users to find, follow, and contribute
to a conversation. Therefore, the presence of hashtag may be an indicator of rele-
vance. However, due to the shortness of tweet, the presence of many hashtags may
indicate the opposite. For that reason, we suggest using the ratio of the number
of hashtags and the tweet’s length instead of using a boolean value that indicates
whether a tweet contains at least one hashtag or not as proposed by [152].
2. HasURL: [31] showed that people often exchange URLs via Twitter and consid-
ering this information improves the ranking of recently discussed URLs on Web
search. Therefore, the presence of a URL can be considered as an indicator of
relevance as suggested in [39].
3. isReply: Whether a tweet is a reply to another tweet. A reply tweet is a tweet sent
in direct response to another tweet which can be a comment on a previous post or
simply a chat with other users. For a user seeking news, this type of post appears
to be less interesting. Therefore, we argue that this feature is a valuable signal for
relevance detection. We suppose that reply tweets are less likely to be relevant
than other tweets;
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4. TimeofPublication: This feature describes at which hour during the day a tweet
was published. We use the "utc_offset" property of the user object (which is re-
turned with the tweet) to calculate the time relative to the user’s timezone. The
intuition behind this feature is that tweets posted at an inappropriate hour of the
day (e. g.02:00 pm) are likely to be irrelevant;
5. HasEntity: This feature is a boolean property which indicates whether an entity
(PERSON, ORGANIZATION, LOCATION) is mentioned in the tweet. For this,
we use the Stanford Named Entity Recognizer 2. An empirical study on relevance
factors conducted by [152] shows that these three types of entities occur more
often in relevant tweets than in irrelevant ones. Therefore, we assume that tweets
in which at least one entity is mentioned are more likely to be relevant than tweets
that do not contain any entity;
6. NbUser: This feature is defined by the number of user-names mentioned in the
tweet. We assume that the more user-names are mentioned in a tweet, the more
likely this tweet is irrelevant. The idea put forward in this hypothesis is that tweets
in which many user-names appear are likely conversational and/or personal posts
and hence are not very meaningful;
7. The length of the tweet: The number of tokens that a tweet’s text contains after
removing stop words, URLs and user-names. We argue that a longer tweet is more
informative than a shorter one. For this reason, we consider the length of a tweet
as an indicator of relevance.
6.3.3 User account features
In addition to tweet specific signals, we also investigate features that describe the author
of the post in the social network. Note that in the case that the given tweet is a retweet,
we consider the features of the user that published the original tweet, and not the one
who retweeted it. The rationale behind the consideration of user features being that the
importance of a tweet’s content is related to the authority of the user who posts the
tweet. The authority of a user can be captured through social features that are available
in the meta-data of tweets. These features are time-sensitive. The importance of a signal
depends on the account age. An old account may have much more followers than a
recent one. Therefore, in user account features, we implicitly consider the age of the
account (in days) at the time of the tweet publication. In this work we investigate the
following user account features:
• Follower: Number of followers the account of the author of the given tweet cur-
rently has. This feature directly indicates the size of the audience for that user;
• Friend: The number of users the account of the author of the given tweet is fol-
lowing;
• Follower/day: Ratio of the number of user’s followers and the age of the account.
Considering the number of followers as evidence of relevance may promote old
account since in general, they may have much more followers than a recent one.
2 http://nlp.stanford.edu/software/CRF-NER.shtml
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To cope with this issue, we propose to normalize the number of followers by the
age of the account in days;
• Friend/day: Ratio of user friends and the age of the account. The number of
friends is normalized by the age of the account for the same reasons aforemen-
tioned in the previous feature;
• Fol/Fr: Ratio of the numbers of followers and friends (followees) of the user. This
ratio is a common metric to measure influence on Twitter [45, 79, 63]. It may
communicate the intended purpose or practices of a user. If the ratio approaches 1
(means that the number of followers and friends are near-equal), the user account
might be considered as conversationalist since in this case the user most likely
follows back a majority of his followers. If this ratio approaches infinity (high
number of followers with a low number of friends), the user might be considered
as a valuable source of information. Finally, if the ratio approaches zero (a low
number of followers and a high number of friends), the user account might be
categorized as a spammer. Therefore, we hypothesize that tweets issued by users
having a higher ratio of followers/friends are more likely to be relevant than
tweets posted by users having a smaller ratio of followers/friends;
• List/day: Ratio of the number of lists a user appears in and the age of the account.
Note that, users are allowed to classify their followings into several lists based on
topics;
• (List + Fol/Fr)/day: A combination of followers/friends ration and the number
of lists the user appears in;
• Tweet/day: Ratio of the number of tweets (including retweets) issued by the user
and the age of the account. This feature indicates the activity of the author of
the given tweet. We assume that tweets posted by a user who has regular and
"reasonable" activity are more likely to be relevant than tweets published by users
with irregular activity or those who publish a huge number of tweets each day;
• Verified: This feature is a boolean property that indicates, when true, that the user
has a verified account.
6.4 Experimental Evaluation
In order to validate our approaches based on machine learning techniques and to show
the impact of social features to filter tweets, we conduct a series of experiments on
datasets of the TREC RTS 2016 [86] and 2017 [? ] tracks. The main goals of these experi-
ments are:
• To evaluate the effectiveness of the proposed features to predict the relevance of
tweets for a given topic;
• To evaluate the impact of considering social signal features in tweet stream fil-
tering. To do so, we compare the performance of the classifier based solely on
query-dependent features (QF) against the classifier that leverages one class of
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signal signals features (Tweet specific (TF) or user account (UF)) with the query
dependent features as well as the classifier that combines all features (both classes
of social signals and query-dependent features);
• To compare the effectiveness of the classifier with an adaptive learning strategy as
well as the classifier without adaptive learning with those obtained in TREC RTS
2016 and 2017 tracks.
In these experiments, we aim to provide empirical evidence supporting the following
hypotheses:
• (H1) Considering social signals increases the performance of learning to filter
approach.
• (H2) The learning to filter approach outperforms the threshold-based filtering
approach.
• (H3) Taking advantage of ongoing relevance feedback in the adaptive learning
strategy improves the quality of predicting the relevancy of incoming tweets for a
given topic.
• (H4) Learning to filter tweet stream in real-time is topic-independent.
In the remainder of this section, we first introduce the experimental setup. Then, we
detail training dataset used to build the classifier that predicts the relevance of tweets.
6.4.1 Experimental setup
In order to build a binary classifier and to evaluate the effectiveness of the proposed
features on identifying relevant tweets regardless of the novelty, we conduct a series
of experiments on a subset of TREC RTF 2015 dataset. In particular, we evaluate the
performance of three well-known supervised learning algorithms, namely Naive Bayes
[70], Random Forest [25] and, J48 [121]. Accordingly, we choose the best performing
learning algorithm to build the classifier. Then, we evaluate the impact of the proposed
features for correctly classifying tweets. In these experiments, we rely on the machine
learning toolkit weka [60]. To select features, we use an information gain algorithm
implemented in Weka tool [60]. We used a 10-fold cross-validation algorithm to measure
the performance of our features and the learning classification algorithms.
To evaluate the performance of the proposed approach in tweet real-time filtering,
we carried out experiments that correspond to post hoc runs using a replay mechanism
of scenario "A" over tweets captured during the evaluation period of TREC RTS 2016
and 2017 tracks. We recall here that in this scenario, a system is allowed to return a
maximum of 10 tweets per day and per topic. We used the binary classifier trained
on a subset of TREC RTF 2015 dataset (as described above). In these experiments, the
fetching of relevance judgment, the novelty threshold value and the word embedding
models were set as follows:
• Fetching of relevance judgments: Without direct users interaction, the usual ap-
proach to model an adaptive learning setting is to consider the relevance judg-
ments set of the test collection. We follow this approach to simulate an ongoing
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relevance feedback used in the adaptive learning strategy. In our experiments, we
use mobile assessor assessment from in-situ evaluation in which tweets submit-
ted by participant systems were judged in an online fashion during the evaluation
period as described in [129, 128]. We assume that relevance feedback is provided
after each notification and available for immediate use. In the adaptive learning
strategy, the system fetches the relevance judgment of pushed tweet periodically.
Each time new relevance judgments have been made available, the system retrains
the binary classifier after including new instances to the initial training data-set.
• Novelty threshold: In these experiments the novelty threshold value was set ex-
perimentally based on pilot experiments conducted on TREC 2015 data-set in
Section 5.4.1. We set this threshold to 0.3 which corresponds to the value that gets
the lowest detection cost as shown in Figure 5.2a.
• Word embedding models: The word embedding models (used in the evaluation
of the relevance score of incoming tweets) are the same as the ones used in exper-
iments conducted in the previous chapter as described in Section 5.3.2.1.
In the following subsection, we describe the dataset used to train the binary classifier.
6.4.2 Binary classifier training dataset
The binary classifier is built using a learning algorithm trained on a TREC 2015 RTF
dataset as follows: we extract for each topic (51 topics) tweets from the judgment pool
of TREC 2015 RTF dataset. We obtain 94,068 tweets, among them, 8,164 tweets were
labeled as relevant. We notice that the classes of these sets are unbalanced. In this
case, a classifier tends to predict samples from the majority class which corresponds to
irrelevant tweets. To get a balanced training dataset, we filter out all tweets that do not
contain at least two query terms. Thus, we obtain a training dataset that contains 6663
tweets in which the distribution of relevant and irrelevant tweet is 50.18% and 49.82%
respectively. The trained classifier is then tested on TREC RTS 2016 and 2017 datasets.
Notice here that the topic set of the TREC RTS 2016 track contains a mix of topics
from the TREC RTF 2015 (36 topics) and new topics (20) unseen in the judgment pool
of TREC 2015 track. In TREC RTS 2017 track all topics (188) were new and were specif-
ically developed from scratch for this year’s track. In other words, the TREC RTS 2017
track concerns topics unseen in the training dataset and the TREC RTS 2016 includes
topics partially covered in the training dataset. This fact allows investigating whether
the learning to filter approach is topic-independent or topic-dependent. Also, we do ob-
serve that the size of the topic set (51) of the training data-set is smaller than the size of
the topic set in the test datasets (56 and 188 topics in 2016 and 2017 tracks respectively).
6.5 Results and Discussion
In this section, we divided our results into two parts. In the first part, we present results
that attempt to answer the following questions:
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• Which one of the three learning algorithms (Naive Bayes [70], Random Forest [25]
and J48 [121]) performs better in a tweet filtering task? Section 6.5.1 describes the
results obtained by the aforementioned learning algorithms;
• What is the impact of each category of adopted features in enhancing the perfor-
mance of the classifier? Section 6.5.2 reports the effectiveness of each category of
proposed features.
In the second part, we compare the performance of the proposed approach based
on the binary classifier with the approach proposed in the previous chapter (WSEBM)
which relies on a threshold-based filter and we report the impact of considering so-
cial signals in real-time tweet filtering. Next, we describe the impact of the adaptive
learning strategy denoted by the Adaptive Binary classifier (ABC) which is compared
with the passive binary classifier (PBC). Finally, we compare our results with the high-
performing official results from the TREC RTS 2016 and 2017 tracks.
Methods are labeled using the following convention: the first part indicates whether
the binary classifier is adaptive (ABC) or not (PBC), the second part indicates which
categories of features were used to predict the relevance of tweets (Query-dependent
features: (QF), tweet specific features: (TF) and user account features: (UF)).
6.5.1 Performance of different learning algorithms
In this subsection, we compare three well-known supervised learning methods in terms
of predicting the relevance of tweet with respect to user information need. These meth-
ods are Naive Bayes [70], Random Forest [25] and, J48 [121]. In this experiment, we
used a 10-fold cross validation algorithm on TREC RTF 2015 dataset. To assess the effec-
tiveness of the classification model, we adopt the standard existing information retrieval
metrics of precision, recall, and F-measure. Note that in this experiment redundant post
are considered as relevant.
We report in Table 6.1 the performance results of the aforementioned learning meth-
ods in terms of precision (P) recall (R) and F-measure. We notice that Random Forest
has shown the best results overall evaluation metrics. To provide an in-depth under-
standing of the performance of the adopted learning methods, we plot, in Figure 6.2,
the Receiver Operating Characteristic curves (ROC) showing the evolution of the per-
formance of each classifier. This curve shows the trade-off between the probability of
identifying relevant tweets as relevant (true positive rate) and the probability of consid-
ering an irrelevant post as relevant (false positive rate). On the x-axis is the false positive
rate and on the y-axis is the true positive rate. The area under a ROC curve quantifies
the overall ability of the classifier to correctly identify relevant and irrelevant tweets. A
classifier is considered to perform best when it has its curve towards the top-left of the
graph. The closer the curve follows the left-hand border, the more accurate the classifier.
Results reported in Figure 6.2 reveal that Random Forest has a higher accuracy than
the J48 and Naive Bayes learning algorithms. These results motivated our choice to
adopt the Random Forest learning method in our approach.
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Figure 6.2: Roc curve for different binary classi-
fier.
Classifier P R F-Measure
RF 0.908 0.903 0.905
J48 0,861 0,861 0.861
NB 0.749 0.693 0.678
Table 6.1: Comparison of performance of differ-
ent binary classifier on TREC 2015
dataset.
6.5.2 Effectiveness of different categories of features
To assess the effectiveness of our proposed features, we used a 10-fold cross-validation
on the TREC RTF 2015 data-set and we measure the accuracy together with the stan-
dard information retrieval metrics, namely precision, recall, and F-measure. These met-
rics were computed for the relevant class only since our main purpose is relevant tweet
detection. We compare the performance of the binary classifier that considers all fea-
tures (query-dependent, (QF), tweet specific features (TF) and user account feature(UF)
against degenerate versions of our model. The degenerate versions are defined to eval-
uate the impact of each class of features as follows:
• In QDF, only query-depended features are used. This version is considered as
baseline and allows us to show the impact of leveraging social signals in tweet
stream filtering task.
• QDF-UF takes into account the query-dependent features (QDF) as well as user
account features. Comparing our model with this version allows to evaluate the
impact of user account features independently of tweet specific features;
• QDF-TF combines query-dependent features with tweet specific features. This ver-
sion is defined to study the impact of considering tweet specific features.
As shown in Figure 6.3, the use of social signal features improves the quality of the
classifier overall metrics. We claim that considering social signals improves the ability
of the classifier to correctly identify relevant tweets. The results plot on Figure 6.3 sup-
port this hypothesis (H1). The performance improvements of considering social signals
compared to query-dependent features are about 4.12%, 14.44%, and 14.46% in terms
of the precision, the recall and the accuracy respectively.
The comparison of the social signal features also reveals some differences between
tweet specific and user account features. Overall, it appears that learning the classifica-
tion model solely based on query and tweet specific features leads to achieve a higher
accuracy than the model based on query and user account features. The use of tweet
specific features allows enhancing the precision whereas considering user account fea-
tures improves the recall of the classifier. Note that the impact of tweet specific features
is in line with the finding made by [152, 39] who showed that the length, URL, and the
replies based features are a valuable indicator of the relevance of tweets.
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Figure 6.3: Performance of our features on TREC RTF 2015 dataset using different evaluation
metrics.
6.5.3 Impact of social signals in real-time tweet filtering
In order to examine the performance of the learning to filter approach that considers
social signal features in real-time tweet stream filtering, we compare results obtained
when all features are combined (PBC(QF+TF+UF)) against:
• The three degenerate versions of the classification model (PBC(QF), PBC(QF+TF)
and PBC(QF+UF)) as defined in the previous subsection. The comparison with
these degenerate versions allows on the one hand to verify hypothesis (H1) and
on the other hand to evaluate the effect of each category of social signal features;
• The approach proposed in the previous chapter (WSEBM)[34] in which the rel-
evance filter is threshold-based. This approach is considered as a baseline and
enables to verify hypothesis (H2).
We recall that the classifier is trained using TREC RTF 2015 dataset. Table 6.2 reports
performances in terms of the in-situ and the batch evaluation metrics on TREC RTS
21016 and 2017 dataset. In the in-situ evaluation, the performances are measured in
terms of lenient and strict precision (Ps and Pl) while performances in the batch evalua-
tion are computed in terms of gain-oriented metrics namely, the normalized cumulative
gain (nCG) and the expected gain (EG).
From Table 6.2, we can see that the best performance is achieved when all features
are combined. The use of a classification model based on social signals and query-
dependent features (PBC(QF+TF+UF)) improves the performance of real-time tweet
filtering compared to the approach that relies on a threshold-based filter (WSEBM)
in terms of the batch evaluation on the TREC RTS 2016 as well as on the TREC RTS
2017 dataset. The leaning to filter approach (PBC(QF+TF+UF)) outperforms the WSEBM
model with an improvement of the EG-1 and nCG-1 metrics of about 7.50% and 5.68%
respectively on the TREC RTS 2016 dataset and of about 3.78% and 4.06% on the TREC
RTS 2017 dataset. It is interesting to observe that classification model based on social
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Table 6.2: Performance of social signals in real-time tweet filtering using TREC RTS 2016 and
2017 datasets.
In-situ evaluation metrics Batch evaluation metrics
2016 2017 2016 2017
Method Ps Pl Ps Pl EG1 nCG1 L EG1 nCG1 L
PBC-QF-UF-TF 0.4903 0.5096 0.3771 0.4451 0.2793 0.2828 436 0.2769 0.2737 1117
PBC-QF-UF 0.4911 0.5088 0.3698 0.4337 0.2705‡ 0.2750‡ 445 0.2720 0.2697 1147
PBC-QF-TF 0.4765 0.4966 0.3659 0.4316 0.2647∗ 0.2701∗ 420 0.2667 0.2551∗ 1030
PBC-QF 0.4662 0.4932 0.3577 0.4197 0.2613∗ 0.2641∗ 423 0.2562∗ 0.2450† 1025
WSEBM 0.5550 0.5635 0.3984 0.4734 0.2668‡ 0.2725‡ 662 0.2668 0.2630 1201
Note: The first four columns show the results of the in-situ evaluation conducted by mobile assessors
and the following columns report the evaluation by NIST assessors. The column marked "L" shows the
length of each run, defined as the number of pushed tweets that were assessed. The symbols *, †, and
‡ denote the Student test significance of adaptive learning improvement: ∗ 0.01 < p− value ≤ 0.05, †
p− value ≤ 0.01, ‡ 0.05 < p− value ≤ 0.1.
signals improves both EG-1 and nCG-1 since these metrics are quite similar to precision
and recall and in general systems attempt to make a trade-off between them.
Interestingly, although the proposed learning model improves performance in terms
of the bath evaluation (EG1 and nCG1 metrics), we observe that it failed to beat
threshold-based model in terms of the in-situ evaluation metrics (Pl , Ps) in which as-
sessors provided judgments online while systems pushed tweets during the evaluation
period. These results can be explained by the volume of pushed tweets and the number
of silent days in which the system breaks the silence. A study conducted by [129] on
the in-situ evaluation metrics reveals that there is a little correlation between the online
precision and the volume of pushed tweets. For a system that pushes a high volume of
tweets, what it lacks in terms of the quality of tweets, it makes up in volume. We note
that (PBC(QF+TF+UF)) pushes 436 and 1117 tweets on TREC 2016 and 2017 datasets
respectively whereas WSEBM pushes more tweets (662 and 1201 tweets on TREC 2016
and 2017 datasets respectively). Regarding breaking the silence in silent days, a system
is penalized by receiving a score of 0 for such days otherwise it is rewarded by receiving
a perfect score 1 for identifying a silent day. We observe that on TREC 2016 dataset that
includes 173 silent days, (PBC(QF+TF+UF)) breaks silences on 10 days while WSEBM
breaks silences on 30 days. A similar trend is observed on TREC 2017 dataset that
contains 137 silent days, (PBC(QF+TF+UF)) breaks silences on 32 days while WSEBM
breaks silences on 37 days. This observation thus merely provides support to hypothesis
H1.
Comparing the two classes of social signals, there is thus no notable difference be-
tween the two categories of social signal features. However, we notice that the tweet
features contribute to enhancing performance in terms of EG-1 whereas considering
the user account features yield to improve performance in terms of nCG-1. By com-
bining both features in (PBC(QF+TF+UF)), the expected gain (EG1) increases which is
caused by a higher recall (nCG1). It appears that the user account and tweet specific
features complement each other. These results reveal that the user account features al-
lows identifying more relevant information whereas the use of tweet specific features
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yields to recognize that there is no relevant information and stay silent. User account
features can be interpreted as a means of evaluating the "reliability" of the information
source and tweet specific features can be considered as an assessment of the information
quality.
6.5.4 Impact of adaptive learning strategy
In this subsection, we explore the effectiveness of taking advantage of the ongoing rel-
evance feedback to improve the ability to identify relevant tweets. Recall that first the
classifier was trained using TREC RTF 2015 dataset then during the filtering process,
relevance feedback is used to re-train the classifier. In Table 6.3, we compare the per-
formance of adaptive learning classification model (ABC) against a passive learning
classification model (PBC) in terms of the in-situ as well as the batch evaluation metrics
on both the TREC RTS 2016 and 2017 dataset tracks.
Note that in the experiment carried out on the TREC RTS 2016 dataset, our approach
(ABC) pushed 480 tweets and among them, only 140 were judged by assessors. So the
classifier was re-trained using the 140 available relevance assessment. In the experiment
conducted on TREC RTS 2017, the system pushed 3182 tweets among them 2138 were
judged by assessors. Hence, the classification model was retrained incrementally with
2138 new annotated instances. The training of the model is fast (a few seconds on a
workstation with 3 cores, 1.8 GHz, and 8 GB of RAM). Therefore, we decided to add
the annotated instances to the retain set and to retrain the classification model with
every 10 freshly labeled instances (which correspond to a pushed tweets assessed by
mobile assessor).
Table 6.3: Adaptive learning VS passive learning performances on TREC RTS 2016 and 2017
datasets.
In-situ evaluation metrics Batch evaluation metrics
2016 2017 2016 2017
Method Ps Pl L Ps Pl L EG1 nCG1 EG1 nCG1
ABC-QF-UF-TF 0.4931 0.5136 140 0.3931 0.4640 2138 0.2989 0.2954 0.2956 0.2861
PBC-QF-UF-TF 0.4903 0.5096 149 0.3771 0.4451 2123 0.2793‡ 0.2828 0.2769‡ 0.2737
% change 0.57% 0.78% 4.24% 4.24% 7.01% 4.45% 6.75% 4.53%
Note: The first four columns show results of in-situ evaluation conducted by mobile assessors and the following
columns report the evaluation by NIST assessors. The column marked "L" shows the length of each run, defined
as the number of pushed tweets that were judged by mobile assessors. The last row shows the adaptive learning
improvement.
As we can see from Table 6.3, the adaptive learning strategy outperforms the passive
learning classification model in which the initial model is not retrained overall in-situ
and batch evaluation metrics on both tweets collection (TREC RTS 2016 and 2017). The
results of this experiment support hypothesis (H3). It indicates that taking advantage of
an ongoing assessment is very useful for identifying correctly relevant tweets for a given
topic in the social media stream. We observe that on both datasets, the performance im-
provement in terms of precision-oriented metric (EG1) obtained by the adaptive classifi-
cation model is higher than the improvement in terms of recall-oriented metrics (nCG1).
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This result shows that adaptive learning using ongoing feedback has the potential to
learn when to "stay silent" and to produce notification with significant gain. It is interest-
ing to note that no significant improvement in terms of the in-situ evaluation was found
between adaptive and passive learning model on TREC RTS 2016 dataset. This can be
explained by the low number of tweets submitted by adaptive learning approach and
were judged in TREC RTS 2016 which means that the classification model was retrained
with relatively a small number of new instances.
To provide an in-depth understanding of the impact of taking advantage of an on-
going relevance feedback in real-time tweet filtering, we compare in Figure 6.4 the evo-
lution of performance obtained when the adaptive learning (ABC) is used against the
performance of the passive learning model (PBC) in terms of online "lenient" precision
and utility metrics across each day of TREC RTS 2017 evaluation period. Note that, we
adopt the "lenient" version of precision and utility metrics because in these measures
system gets credit for redundant judgments and the purpose of this experiment is to ex-
amine the ability of correctly identifying relevant tweets regardless of the redundancy.
We carried out this experiment on TREC RTS 2017 dataset because it includes more
relevance judgment than TREC RTS 2016 dataset.
From Figure 6.4, we can see that in the first two days the impact of the use of rele-
vance feedback is not significant. The adaptive learning strategy improves the "lenient"
precision by 1.05% and 1.53% in the first two days respectively. At the beginning of the
filtering process, there is thus no notable difference between the adaptive and passive
learning models. However, after the third day, we do observe that the adaptive classifi-
cation model is showing signs of improvements in performance in terms of both metrics
("lenient" precision and utility). This trend is confirmed until the last day of the evalua-
tion period and this despite the fact that the performances of both approaches have been
declined compared to the performance obtained at the beginning of the evaluation pe-
riod. We notice that in the last day the adaptive learning outperforms passive learning
by 15.28% in terms of "lenient" precision. This observation validates the hypothesis (H3).
It also underlines the key importance of the amount of relevance feedback to enhance
the quality of real-time relevance tweets filtering.
6.5.5 Comparative evaluation with the official TREC results
In this subsection, we compare the effectiveness of the proposed approach with the high
performing models in terms of the batch and the in-situ evaluation methodologies from
TREC RTS 2016 and 2017 Tracks. Notice that a brief description of these models was
presented in Table 3.4.
6.5.5.1 Comparison with the official results of TREC RTS 2016
In Table 6.4, we compare our approach based on adaptive learning strategy with the
best performing runs in TREC RTS 2016 tracks in terms of official metrics in-situ and
batch evaluation.
Regarding batch evaluation, Table 6.4 shows that the adaptive learning method pre-
sented in this chapter achieves the best performance in terms of EG1 and nCG1 metrics,
and the passive learning approach also gets the improvement compared to the high per-
forming runs in TREC RTS 2016 track. We can observe that our method outperforms the
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Figure 6.4: Comparison of performance in terms of in-situ evaluation between adaptive learning
strategy (ABC) and a passive binary classifier (PBC) on TREC RTS 2017 dataset.
Table 6.4: Comparison with the official TREC 2016 RTS track results.
In-situ evaluation metrics Batch evaluation metrics
Method Rel Red Not
Rel
Ps Pl EG1 EG0 nCG1 nCG0 ML L
ABC-QF-UF-TF 72 3 71 0.4931 0.5136 0.2989 0.0561 0.2954 0.0525 39 375
PBC-QF-UF-TF 131 2 103 0.5550 0.5635 0.2793‡0.0493 0.2828 0.0524 80 436
TREC RTS 2016 official Results: Best run in terms of the batch evaluation
COMP2016 run3-13[59] 193 4 141 0.5710 0.5828 0.2698∗0.0483 0.2909 0.0695 24 443
QUBaseline-37[122] 56 3 108 0.3353†0.3533† 0.2643∗0.0321†0.2479†0.0157† 62478 169
COMP2016 run1-11 54 1 38 0.51 0.5238 0.2565†0.0244†0.2515†0.0194† 7545 128
TREC RTS 2016 official Results: Best run in terms of in-situ evaluation
COMP2016 run3-13 193 4 141 0.5710 0.5828 0.2698∗0.0483 0.2909 0.0695 24 443
COMP2016 run2-12 47 1 38 0.5465 0.5581 0.2559∗0.0220†0.2483†0.0143† 10055 169
COMP2016 run1-11 54 1 38 0.51 0.5238 0.2565∗0.0244†0.2515†0.0194† 7545 128
CLIP-A-1-08 [108] 91 1 89 0.5028 0.5083 0.2366†0.0206†0.2254†0.0093† 178997 113
Note: The first four columns show the evaluation results by the mobile assessors and the following columns
report the evaluation by NIST assessors. The column marked "ML" shows the median latency with respect to the
first tweet in each cluster. The last column shows the length of each run, defined as the number of pushed tweets
that were assessed. Rows of best runs in terms of the batch and the in-situ evaluation are sorted by EG1 and Ps
respectively. The symbols *, †, and ‡ denote the Student test significance of adaptive learning improvement: ∗
0.01 < p− value ≤ 0.05, † p− value ≤ 0.01, ‡ 0.05 < p− value ≤ 0.1.
best TREC 2016 run in batch evaluation (COMP2016 run3-13)[59] overall metrics except
for the nCG0 metric that corresponds to a recall-oriented measure in which systems
are not penalized for pushing tweets on silent days. This observation holds despite the
fact that the best TREC run is manual whereas our approach is automatic [86]. The fact
that COMP2016-run3-13 run pushes more tweets than our approach may explain this
result. We note that the performance improvements of our method are more important
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in terms of the precision-oriented metric (EG1) than in terms of recall-oriented metric
(nCG). We found performance improvements of our approach up to EG-1 and nCG-1
measures of about 10.78% and 1.54% respectively compared to the best TREC 2016 run
(COMP2016 run3-13). The performance improvement in terms of EG1 was found to be
statistically significant with p-value < 0.05. The improvement in terms of EG1 shows
that adaptive learning strategy that uses ongoing feedback has the potential to identify
silent day. We also note that our approach outperforms run QUBaseline-37[122] which
is the best performing automatic system at TREC 2016 track [122] overall batch evalu-
ation metrics. The performance improvements of adaptive learning strategy compared
to run QUBaseline-37 were found to be statistically significant with p-value < 0.05 in
terms of EG1 and with p-value < 0.01 in terms of EG0, nCG1, and nCG0 metrics.
Regarding performance in terms of the in-situ evaluation, we notice that the best per-
forming run (COMP2016 run3-13) in terms of the batch evaluation achieves the highest
precision score whereas scores of the best automatic run QUBaseline-37 [122] falls in
the 17 position among 42 runs that participated in TREC RTS 2016 track. Our approach
failed to defeat the manual run (COMP2016 run3-13) in terms of in-situ evaluation.
However, we note that our approach significantly outperforms QUBaseline-37 at sig-
nificance level p< 0.01. In addition, our approach obtained similar performance as run
CLIP-A-1-08 [108] which is the best automatic run in terms of in-situ evaluation. How-
ever, CLIP-A-1-08 [108] did not perform well in terms of the batch evaluation whereas
our approach shows good performances in terms of the in-situ as well as the batch
evaluation metrics.
6.5.5.2 Comparison with the official results of TREC RTS 2017
We compare in what follows the effectiveness of our approaches based on adaptive and
passive classification model against the high performing run in TREC RTS 2017 track.
Table 6.5 show performances in terms of the in-situ and the batch evaluation metrics.
Recall that the set of topics in this track are new and unseen in TREC RTF 2015 track
which is used to train the classifier that predicts the relevance of incoming tweets.
Overall, we note that our approaches were shown to be comparably effective to the
best performing runs in each evaluation methodology whereas the best performing runs
in terms of the batch evaluation did not perform well in terms of in-situ evaluation
and vice-versa. It appears that the best performing runs (HLJIT testRun2-07[61]) and
(WuWien-Run1-39and) in terms of the batch and the in-situ evaluations respectively
trade latency for a higher quality which is pronounced in the high EGp score obtained
by HLJIT testRun2-07[61] run. We observe that these runs have a very high latency
whereas our approaches have a very low latency. This means that our proposed models
based on machine learning present a good balance between latency and quality. In
HLJIT testRun2-07[61] and (WuWien-Run1-39and) the decision to push a selected tweet
is delayed to the end of the day which allows the system to accumulate better evidence
and achieves higher EGp and precision respectively.
Results in terms of the batch evaluation show that the adaptive learning approach
achieves the best performance overall metrics expect in terms of EGp compared to the
best run in TREC RTS 2017 (HLJIT testRun2-07[61]. Also, the approach based on the
passive learning also gets improvements. Our approach based on adaptive learning
significantly outperforms the best TREC RTS 2017 run in terms of EG1, nCGp, and
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Table 6.5: Comparison with the official TREC 2017 RTS track results.
In-situ evaluation metrics Batch evaluation metrics
Method Ps Pl Utils Utill EGp EG1 nCGp nCG1 ML L
ABC-QF-UF-TF 0.3931 0.4640 -802 -207 0.3227 0.2956 0.3032 0.2861 1 1117
PBC-QF-UF-TF 0.3771 0.4451 -965 -431 0.3079‡0.2769‡0.2992 0.2737 1 1201
TREC RTS 2017 official Results: Best run in terms of the batch evaluation
HLJIT testRun2-07[61] 0.3784 0.4446 -654 -298 0.3630 0.2088†0.2808∗ 0.1266† 56744 621
HLJIT testRun1-06[61] 0.3389 0.4082 -805 -459 0.3318 0.1811†0.2610∗ 0.1102† 49154 618
UDInfoBL-run2-34 0.3980 0.4708 -342 -98 0.3226 0.2622∗0.2489† 0.1886† 55781 452
IRIT-Run1-14[66] 0.4200 0.4814 -198 -46 0.2918∗0.2571†0.2321† 0.1974† 1 320
TREC RTS 2017 official Results: Best run in terms of in-situ evaluation
WuWien-Run1-39 0.4337 0.4822 -93 -25 0.2018†0.1873†0.1912† 0.1767† 19872 122
IRIT-Run1-14 0.4200 0.4814 -198 -46 0.2918 0.2571∗0.2321† 0.1974† 1 320
PRNA-A1-21[80] 0.4140 0.4783 -262 -66 0.2090†0.1951†0.2052† 0.1913† 69 295
UDInfoSDWR-run1-35 0.4096 0.4941 -199 -13 0.2907 0.2571∗0.2285† 0.1949† 60685 308
Performance of TREC RTS 2016 best run in 2017 track
QUBaseline 0.3785 0.4386 -562 -284 0.2422†0.2146†0.2260† 0.1984† 1 446
Note: The first four columns show the evaluation results by the mobile assessors and the following columns
report the evaluation by NIST assessors. The column marked "ML" shows the median latency with respect to the
first tweet in each cluster. The last column shows the length of each run, defined as the number of pushed tweets
that were assessed. Rows of best run in terms of the batch and the in-situ evaluation are sorted by EGp and Ps
respectively. The symbols *, †, and ‡ denote the Student test significance of adaptive learning improvement: ∗
0.01 < p− value ≤ 0.05, † p− value ≤ 0.01, ‡ 0.05 < p− value ≤ 0.1.
nCG1 metrics. In this context, a number of observations are worth making. First, the
performance of the approach based on the passive classification model (PBC) in terms
of recall-oriented metrics (nCGp and nCG1) implies that our approach discovers more
relevant tweets than HLJIT testRun2-07. This was expected since in HLJIT testRun2-07
only one tweet was pushed per topic and per day. Second, we note that run HLJIT
testRun2-07 is a learning to rank based approach that relies only on query dependent
features whereas our model combines query depend and social features. This highlights
again the positive impact of considering social signals in real-time tweets filtering which
provides another support to the hypothesis (H1). Third, taking into account that our ap-
proaches submitted more tweets than the best performing runs, the performance of our
approaches in terms of the precision-oriented metric EG1 reveal that the classification
model that leverages social signals is able to detect silent days and to keep silence in
such days. Recall here that the EG1 metric penalizes systems for breaking the silence in
a silent day by receiving a score of zero. Last but not least, the high score of the first
three runs in terms of EGp metric can be explained on the one hand by the high latency
and on the other hand the low number of pushed tweets. The former suggests that the
submission of tweets is delayed in order to accumulate evidence while the latter im-
plies that systems are less penalized if they push a tweet in a silent day. This finding is
confirmed by the results obtained by run IRIT-Run1-14 [66] which is a simple baseline
that consists of submitting at most one tweet per day per topic (the first tweet on a day
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having all the query terms). This run was ranked second in the in-situ evaluation and
fourth in the batch evaluation.
Regarding performance in terms of the in-situ evaluation, we observer that our ap-
proach has lower utility compared to the best performing runs in TREC RTS 2017 track.
This is may be explained by the high volume of tweet submitted by our approaches
and the fact that there is a strong negative correlation between tweet volume and utility
[129].
Finally, we note that the performance of the approach based on the passive clas-
sification model (PBC) obtained on TREC 2017 dataset clearly reveal that it is topic
independent since topics considered on TREC 2017 dataset are unseen on the training
dataset (based TREC 2015). This result provides a support for the hypothesis (H4). The
learning-based approach can be applied to filter tweets with respect to unseen topics in
the training dataset used to build the binary classifier.
6.6 Conclusions
To tackle the task of prospective notification in social media streams, we introduced a
new approach that considers content and social signals and uses a supervised learning
approach to filter in real-time the tweet streams. The main contribution of the proposed
method is the introduction of an adaptive learning strategy that allows countering the
threshold setting issue and take advantage of an ongoing assessment feedback. We
proposed a set of social and other non-content features suitable for real-time tweet
filtering.
Experimental results based on a real-world dataset revealed that the proposed ap-
proach outperforms the best automatic TREC RTS 2016 systems and was shown to be
comparably effective to the best performing runs in the TREC RTS 2017 track. The
proposed approach based on learning to filter constitutes a good trade-off between
timeliness (latency) and quality (relevance and novelty) whereas the state-of-the-art ap-
proaches tend to trade latency for higher quality. We highlight the importance of social
signals in tweet stream filtering tasks. It appears that user account features can be in-
terpreted as a means of evaluating the "reliability" of the information source and tweet
specific features can be considered as an evidence of the information quality. The learn-
ing based filter achieves a good balance between pushing too many or too few tweets.
We showed that a learning-based approach is topic independent. Results also revealed
that more improvements are achieved by taking advantage of ongoing relevance feed-
back.
Part IV
T W E E T A G G R E G AT I O N
Brevity is the Soul of Wit.
– William Shakespeare

7
O P T I M I Z AT I O N F R A M E W O R K M O D E L F O R R E T R O S P E C T I V E
T W E E T S U M M A R I Z AT I O N
7.1 Introduction
In this chapter, we tackle the retrospective summarization task in social media stream
which refers to the task of automatic summarization of long-ongoing events. The goal is
to produce a concise summary that captures key aspects of the information need to help
the user to make up for what he would have missed regarding the event of interest. In
this task, the timeliness is not important since the events have already taken place and
the user is looking for what happened (the main developments that have occurred until
now). However, to be effective such summaries are expected to fulfill some important
properties such as:
• Relevance: summaries should contain informative units that are relevant to the
user interest;
• Redundancy: summaries should not contain multiple posts that convey the same
information;
• Coverage: summaries should cover as many important aspects of the user’s inter-
est as possible and should also have diversity among them;
• Diversity: summaries should have diversity among the selected information be-
cause important information may be spread out over the lifetime of the event. To
capture the developmental of an event over time, it is desired that summaries
include information from different time windows over the lifetime of the given
event;
• Length: the summary should be concise. Its length (number of tweets) is, in gen-
eral, bounded so it would fit “a real world” scenario where summaries are gener-
ated for mobile push notifications.
Optimizing all these criteria jointly is a challenging task especially for long-running
events. In [142] the tweet summarization problem is proven to be NP-hard. This is be-
cause the inclusion of relevant tweets relies not only on properties of tweets themselves
but also on the properties of every other tweet in the summary.
Several approaches have been proposed to tackle this issue [67, 142, 168, 141, 123,
171, 97, 63, 7]. As discussed at the end of Chapter 3, most of these approaches generate
summaries by iteratively selecting the most relevant tweets and discarding those having
their similarity with respect to the current summary above a certain threshold. Such
approaches ignore the mutual relation among tweets. In addition, these approaches do
not consider the fact that important information may be spread out over the lifetime of
the event of interest.
To overcome these issues, we propose a novel approach [32] that follows a different
paradigm with the goal of increasing the coverage of different subtopics and time win-
dows of a long ongoing event by considering the mutual relation between tweets. We
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propose to formulate the summary generation as an optimization problem modeled
using Integer Linear Programming (ILP)[64]. An ILP problem is a constrained opti-
mization problem, where both the cost function and constraints are linear in a set of
integer variables. The summary generation is considered as an optimization problem
that consists of selecting a subset of tweets that maximizes the global summary rele-
vance and fulfills constraints related to non-redundancy, coverage, temporal diversity
and summary length.
More precisely, the proposed method is designed for online retrospective summariza-
tion. It relies on a three-stage approach. First, tweets that do not have sufficient quality
and word overlap with the query are discarded. Second, two incremental clusters of
posts are determined, namely topical cluster, and temporal cluster. The former is based
on tweet content while the latter is based on publication times. To measure tweet-tweet
similarity, we make use of word embedding, which counters the shortness of tweets as
well as the term mismatch issue. Third and last, a subset of posts is selected so as to
maximize their overall relevance to the query subject to constraints related to, summary
length, temporal diversity, coverage, and redundancy. In order to handle this selection,
we formulate the tweet summary generation as integer linear problem in which un-
knowns variables are binaries, the objective function is to be maximized and constraints
ensure that at most one post per cluster from the two categories of clusters (topical and
temporal) is selected with respect to the defined summary length limit.
Integer Linear Programming (ILP) techniques have been used in multi-document
summarization [104, 81] and in microblog summarization [88]. The optimization prob-
lem proposed in our work differs from those proposed in state of the art by:
• It takes into account the temporal dimension which is not the case in the related
works.
• The coverage and redundancy requirement are represented in the same constraint
while in [88] a redundancy constraint is created for each pair of tweets which
increases the computational complexity of the generated ILP.
The main contributions of the proposed approach are:
• We adopt Integer Linear Programming technique to periodically generate a sum-
mary in order to optimize all the aforementioned criteria. To reduce the computa-
tional complexity and handle the coverage issue, the tweet stream is filtered and
clustered in real-time.
• In order to capture the development of the event over its lifetime, we take into
account the temporal diversity of tweets as one criterion that needs to be fulfilled
in the summary generation process.
• We do not rely on statistics to evaluate the relevance score of an incoming tweet
which allows to estimate it at the time the new tweet arrives independently of the
previously seen tweets and without the need for indexing tweet stream.
Notice that, we focus in this chapter on the tweets incremental clustering and sum-
mary generation. The relevance score of the incoming tweet is computed using WSEBM
that we describe previously in Section 5.2.2 [34]. To filter out irrelevant tweets, we use
learning to filter approach proposed in the previous chapter.
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Figure 7.1: Overview of the tweet summary generation approach based on ILP.
The remainder of this chapter is organized as follows: First, we introduce an overview
of our approach. Afterward, we put forward the incremental tweet clustering method.
Then, we describe the proposed integer linear programming model that formulates the
summary generation in tweets stream. Finally, we conduct a series of experiments based
on TREC 2015, 2016 and 2017 tracks corpus in order to evaluate the effectiveness of our
model.
7.2 Retrospective tweet summarization
Our goal is to periodically generate the summary that can best convey the main ideas
of the user information need within the length limit and a minimum of redundancy.
To do so, we propose a new approach that filters and clusters tweet stream and then
periodically selects relevant tweets to be pushed to the user as a summary of a long-
ongoing event.
To achieve this purpose, the proposed approach includes two main components as
depicted in Figure 7.1: (i) An online component that filters and clusters crawled tweets
in real time after prepossessing step, and (ii) an off-line component that generates a
summary periodically after the end of a predefined time window for instance one day.
The tweet stream filtering and clustering component consists of three main steps as
listed below:
1. Pre-possessing and quality filtering: This step filters out trash tweets and those that
do not have enough overlap with the query after prepossessing (stop-words re-
moval and stemming). This filter is the same as the one used in the previous
chapters (Section 5.3.2.2);
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2. Relevance estimation and filtering: In this step, first a relevance score of the incoming
tweet with respect to the query is evaluated. This score is computed using the
proposed model (WSEBM) according to the Equation 5.4 described in Section 5.2.2
[34]. Then potential irrelevant tweets are discarded. To filter tweets in this stage,
we rely on the binary classification model build on Random Forest algorithm with
features proposed in the previous chapter (Section 6.3). This filter contributes
to reducing the number of candidates tweets and decreases the computational
complexity. By doing this, we make feasible the use of ILP.
3. Incremental tweet clustering: The purpose of this step is to identify the different
subtopics (aspects) of an event and to gather tweets in different time windows
over the lifetime of the given event. Tweets are clustered in real-time while they
arrive. This makes possible to generate and to issue the summary at any time to a
user tracking the development of an event over time.
The summary generation component selects a subset of tweets from a set of candidate
tweets that pass the filtering step. The goal is to select tweets that fulfill requirements
related to the non-redundancy, the topical coverage, temporal diversity, and the sum-
mary length. To achieve this goal, we propose to use an Integer Linear Programming
(ILP) model which selects tweets that optimize a global objective function under certain
constraints. This step is executed periodically within a predefined time window.
We present in what follows the proposed model to generate a periodic tweet sum-
mary based on ILP. Before discussing this, we will describe the incremental tweets
clustering method in which incoming tweets that pass relevance filter are gathered in
two cluster types, namely topical and temporal clusters. The first one is based on topical
similarity and the second one is based on tweet timestamp.
7.2.1 Incremental tweet clustering
The summary should cover all the aspects users are interested in. For example, a sum-
mary of a natural disaster should include aspects of what happened, when/where it
happened, damages, rescue efforts, etc., and these aspects are provided by different
tweets. We assume that an effective summary should also contain information nugget
from different time window in order to give an overview of the development of the
event. Hence, we propose to consider both dimensions, topical similarity and temporal
distance between tweets in order to enhance the coverage and diversity in the summary.
Given a tweet stream, we automatically cluster tweets into two types of clusters namely
topical and timeline clusters. In the former, tweets sharing similar terms are absorbed
into the same cluster and in the latter, tweets published in the same time window are
gathered in the same timeline cluster.
7.2.1.1 Subtopic clustering
The subtopic clustering is based on a pairwise similarity comparison between an incom-
ing tweet and centroids of existing clusters. For an incoming tweet T the key problem is
to decide whether to absorb it into an existing cluster or to upgrade it as a new cluster.
We first find the cluster whose centroid is the nearest to T. Tweet T is added to the
closest cluster if its similarity score is greater than a predefined threshold γ; otherwise,
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T is upgraded to a new cluster with T as the centroid. Each time an incoming tweet
is added to an existing cluster its centroid is updated. We choose as new centroid the
tweet that has the highest value of the sum of similarity scores with all other tweets in
the cluster. To overcome the issue of word mismatch when measuring the tweet-tweet
similarity, we use word embedding model to estimate the similarity between tweet’s
terms. The similarity between two tweets T and T′ is computed as follows:
Sim(T, T′) =
∑ti∈T maxtj∈T′ w2vsim(ti, tj)
|T ∪ T′| (7.1)
Where w2vsim(ti, tj) is the cosine similarity between vectors of terms ti and tj which are
generated by the word2vec model[106].
The use of maximum instead of average allows getting a similarity score equal to 1
if the term ti occurs in both tweets. In the other case, where term ti of tweet T does
not occur in T′, the maximum will return the similarity score of the most similar term
in T′ to ti whereas the average may return a small score if terms that occur in T′ are
very different from ti. This fact holds even if tweet T′ contains term ti. In the case that a
tweet term is out of the vocabulary in the word embedding model, the similarity score
is set to zero.
7.2.1.2 Timeline clustering
The aim of timeline clustering is to capture the development of the event over the time.
We would like to avoid that the summary contains tweets published in the same time
window. Indeed, we believe that all tweets that are published in the same time window
are more likely to be related to each other. In timeline clustering, tweets posted in the
same time window are absorbed in the same timeline cluster. The decision to whether
the incoming tweet is added to the current cluster is based on the delay (in seconds)
between its timestamp and the timestamp of the first tweet used to create the actual
cluster. If the delay is higher than a certain time window size, a new time cluster is
created; otherwise, the incoming tweet is added to the current time cluster.
7.2.2 Summary generation
After filtering and clustering steps, the final step is the generation of the summary.
We propose to formulate the tweet summarization as an Integer Linear Programming
(ILP) problem in which both the objective function and constraints are linear in a set
of integer variables. More specifically, we would like to select from M candidate tweets
(those that pass the filter) N tweets that maximize the relevance score with respect to
the query and fulfill a series of constraints related to redundancy, coverage, temporal
diversity, and length limit. To find the optimal solution, we use the branch and bound
algorithm [64].
Assume that there is a total of M candidate tweets that are clustered in A subtopic
clusters (denoted Cj) among them there are s clusters that contain at least two tweets.
In the same way, assume that there is a total of W timeline clusters (denoted TWl) that
contain at least two tweets. The tweet summarization problem can be formulated as the
following ILP problem:
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We include a binary variable Xi which is set to 1 when tweet Ti is added to the
summary and 0 otherwise. The goal of the ILP is to set these indicators variables to
maximize the payoff subject to the set of constraints that guarantee the validity of the
solution. Notice here that the first constraint states that the indicator variables are bi-
nary.
∀i ∈ [1, M], Xi ∈ {0, 1}
7.2.2.1 Objective function
Top-ranked tweets are the most relevant tweets corresponding to the related aspects
which we want to include in the final summary. Thus, the goal is to maximize the global
relevance score of selected tweets that optimize the overall coverage, temporal diversity
and relevance of the final summary. The objective function is defined as follows:
max(∑Mi=1 Xi × RSV(Ti, Q))
Where RSV(Ti, Q) is the relevance score of tweet Ti with respect to query Q which is
computed according to the Equation 5.4 described in Section 5.2.2.
7.2.2.2 Coverage and redundancy constraints
These constraints fulfill both redundancy and coverage requirements. In order to avoid
redundancy, we just choose at most one tweet from each topical cluster. Indeed, the
limitation of the number of tweets from each cluster guarantees that a maximum of
sub-topics (aspects) will be presented in the summary such that the summary can cover
most information of the whole tweet set. These constraints are formulated as follows:
∀Cj ∈ {C1, ..., Cs}∑i;Ti∈Cj Xi 6 1
Where Cj is the jth subtopic cluster and s is the number of subtopic clusters that contain
at least two tweets.
7.2.2.3 Temporal diversity constraints
To guarantee that the summary contains tweets from different time windows, we choose
in maximum one tweet from each time window cluster. These constraints are formu-
lated as follows:
∀TWl ∈ {TW1, ..., TWw}∑i;Ti∈TWl Xi 6 1
Where TWl is the lth temporal cluster and w is the number of temporal clusters that
contain at least two tweets.
7.2.2.4 Length Constraint
We add this constraint to ensure that the length of the final summary is limited to the
minimum of either a predefined constant N (i.e. the maximum length) or M− 1 where
M is the number of candidate tweets.
∑Mi=1 Xi 6 min(N, M− 1)
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7.3 Experimental evaluation
To evaluate our approach, we carried out twofold objectives experiments: First we con-
ducted a series of experiments on TREC RTF 2015 dataset to set parameters used in
our approach. Second, we compare our approach with the state-of-the-art methods and
with the three best performing runs in TREC RTS 2016 and 2017 tracks. In particular, we
evaluate the impact of the use of ILP for generating a retrospective summary in social
media which is compared to Top-k based approaches.
7.3.1 Experimental setup
Experiments were conducted by using replay mechanism of scenario "B" over tweets
captured during the evaluation period of the TREC 2015 Microblog Real-Time Filtering
(MB RTF)[85], TREC Real-Time summarization (RTS) 2016[86] and 2017 [87] tracks. Re-
call that the scenario "B" in these tracks is more like a top-100 retrieval task based on a
one-day. It consists of identifying a batch of up to 100 ranked tweets per day and per
topic which are delivered to the user daily (at the end of the day).
Performance of systems was evaluated in terms of the normalized Discounted Cu-
mulative Gain (nDCG). This metric gives higher value to the well-ranked list. Note
that in these tracks, the redundancy is implicitly handled by computing the gain of re-
turned tweets with respect to the semantic clusters. Indeed, a semantic clustering where
conducted by NIST assessors in which relevant tweets that share substantively similar
content were clustered into the same semantic cluster. Systems receive a gain for only
the first relevant tweet from each cluster. Hence, a system that submits more than one
relevant tweets but "saying the same thing" is penalized by receiving a null score for all
returned tweets except for the first one.
As baselines, we use the three approaches that were recommended by [97] to be
considered as baselines since it turned out to be the best one among 11 different tweet
summarization approaches. These approaches are TF-IDF, HybridTF-IDF[141] and sum-
basic [110].
In addition, to evaluate the impact of ILP, we consider as a baseline a variant of
our approach in which we disable ILP. In this baseline denoted by WSEBM-TOP10,
we select iteratively the TOP-10 tweets but with discarding those having a similarity
score above the predefined threshold (the same value of the one used for the subtopic
clustering). Tweets that pass the relevance filter are sorted according to their relevance
score computed by WSEBM model proposed in Equation 5.4 [34]. We choose to select
TOP-10 tweets because the evaluation metrics are computed on top-10 tweets.
There are several parameters in our method namely the similarity threshold and the
size of time windows that control the subtopic (Section 7.2.1.1) and timeline clustering
(Section 7.2.1.2) respectively. We describe in the following subsection how we tune these
parameters.
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Figure 7.2: Impact of topical clustering on TREC RTF 2015 dataset
7.3.2 Parameter Setting
In our experiments, we use TREC RTF 2015 dataset to tune the similarity threshold and
the size of time windows used in the subtopic and temporal clustering respectively as
follows:
7.3.2.1 Effect of subtopic clustering
The topical clustering is controlled by the tweet-tweet similarity measurement and the
similarity threshold γ. Figure 7.2 shows the effect of the similarity threshold in terms of
nDCG@10 obtained by the proposed similarity function denoted by (Jaccard-w2v). In
this experiment, we gradually vary the similarity threshold γ from 0.05 to 1 at the step
of 0.05 and we disable the temporal clustering by setting the time window size to zero(
τ = 0s). From Figure 7.2, we can see that the performance improves when γ increases
but it decreases when γ comes near to 1. These results were expected for the following
reasons: In the first case (γ small) the number of clusters that contain at least two tweets
decreases (all tweet may be gathered in the same cluster) and only one or few tweets
(with the highest relevance score) are selected causing damage in terms of coverage.
In the second case (γ near to one), there are no clusters with at least two tweets. This
means that there are no constraints related to the topical coverage. In this case, the ILP
selects the top-k tweets without discarding the redundant ones leading to hinder the
quality of the summary.
These results reveal that γ = 0.6 appears as a good choice as it gives a good balance
between the number of clusters and the number of tweets in each cluster. Hence, for the
next experiments, we set γ to 0.6.
7.3.2.2 Effect of timeline clustering
The timeline clustering is based on the size of the time window. Hence to test the effect
of the use of the timeline clustering, we conducted experiments in which we vary the
time window size (τ) from 0 to 1800 seconds and we keep others parameters fixed.
The obtained results are shown in Figure 7.3. We notice that the performance decreases
when τ, increases. On the one hand, when τ is large, we obtain clusters that contain a
lot of tweets causing to discard many tweets which damage the quality of the summary.
On the other hand, when τ is very small, no time cluster is created which means that
we do not have any constraint related to temporal diversity. Thus, trying to maximize
7.4 results and discussion 127
0 200 400 600 800 1,000 1,200 1,400 1,600 1,800
0.3
0.3
0.3
0.3
0.3
0.31
0.31
0.31
0.31
Time window in seconds
nC
D
G
@
10
Figure 7.3: Impact of temporal clustering on TREC RTF 2015 dataset
the temporal diversity will probably lead to a result degradation. It seems that τ = 600s
is a good value that leads to a good balance between the number of timeline clusters
and the number of tweets in each cluster. Hence, for the next experiments, we set τ to
600s.
7.4 Results and Discussion
7.4.1 Impact of the use of ILP
We compare the impact of the use of ILP to generate the summary against the TOP-10
selection strategy within TREC RTF 2015. In [92] authors show that the treatment of
silent days has a large impact on system scores in TREC MB RTF 2015. For this reason
and to better perceive the impact of the use of the ILP, we present the obtained results
over both all 51 topics and over only the 14 eventful days topics (for which there is no
silent day). In this experiment, we gradually vary the similarity threshold γ from 0.5
to 0.95 at the step of 0.05. Recall that in TOP-10 selection strategy, we discard tweets
that have a similarity score regarding already selected tweets above the predefined
threshold. Figure 7.4 reports the results obtained overall judged topics (51) in terms of
nDCG@10 by varying the similarity threshold used in subtopic clustering γ gradually.
As shown in this Figure, the use of ILP yields better performances overall similarity
threshold. The positive improvements are statistically significant with p values between
0.01 and 0.05 for the similarity threshold γ <= 0.55 and between 0.05 and 0.1 for the
similarity threshold γ >= 0.6. We found performance improvements of about 3.48% for
the similarity threshold γ = 0.5 and of about 6.20% for the similarity threshold γ = 0.6.
From Figure 7.5, we can see that the performance improvements of ILP compared to
the TOP-10 approach in terms of nDCG@10 are better over eventful days topics than
overall 51 topics and overall the similarity threshold values. When only the eventful
topics are considered, the obtained performance improvements of ILP vary between
7.92% and 8.94% for the similarity threshold γ = 0.5 and γ = 0.6 respectively. Whereas
when considering all topics, the use of ILP improves the performance with about 3.48%
and 6.20% for the same similarity thresholds. These results reveal that the proposed
method is more effective for events that raise a lot of reactions in social media. In fact,
the impact of tweets clustering and the use of ILP to generate a summary is more
significant when the number of candidate tweets M is greater than the desired length
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limit of the summary N (set to 10 in our experiments). In the case of M ≤ N, the ILP
component acts almost like top-K ranking methods since it selects all candidate tweets
with discarding the redundant tweets.
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Figure 7.4: ILP vs TOP10 over all topics.
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Figure 7.5: ILP vs TOP10 over eventful topics.
7.4.2 Impact of subtopic and timeline clustering
In this experiment, we compare the performance of the ILP that leverages subtopic and
timeline clustering against the ILP based solely on subtopic clustering (SC) as well as
the ILP with solely the timeline clustering (TC). Figure 7.6 shows the performance in
terms of nDCG1@10 of each variant of our approach on TREC 2015, 2016, and 2017
datasets.
From Figure 7.6, we can notice that the ILP based on subtopic clustering outperforms
the ILP based on the timeline clustering on both datasets. This result was expected since
the use of timeline clustering without subtopic clustering may lead to select redundant
tweets that were published in two different time windows. The inclusion of such kind of
tweets degrades the quality of the summary. In contrast, considering the timeline with
subtopic clustering improves the performances. The performance improvement of the
ILP with the two types of clustering compared to the ILP based solely on subtopic clus-
tering are about 4.71%, 9.25% and 4.78% on TREC 2015, 2016, and 2017 respectively. The
positive improvement of the use of the two types of clustering is statistically significant
with p-value <0.05 but there is no statistically significant difference between ILP-SC and
ILP-TC. This result suggests that timeline clustering which introduces a diversity in the
summary is useful. The proposed framework simultaneously reduces the redundancy
and adds the diversity in the summary.
7.4.3 Comparative evaluation with state-of-the-art baselines and the official
TREC results
In this subsection, we compare the effectiveness of the proposed approach against the
adopted baselines from the literature and the high performing runs on TREC RTS 2016
and 2017 tracks. Notice that a brief description of approaches from TREC RTS track
runs was presented in Table 3.3. In these experiments, we set the similarity threshold
that controls the subtopic clustering γ to 0.6 and the size of the time windows τ to 600s.
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Figure 7.6: Impact of the timeline and the subtopic clustering.
7.4.3.1 Comparative evaluation on TREC RTS 2016 results
Table 7.1: Comparative of effectiveness on TREC RTS 2016 dataset.
Method nDCG1@10 nDCG0@10 length %
WSEBM-ILP 0.2950 0.1201 786
WSEBM-TOP10 0.2708‡ 0.0583† 687 +8.93%
HybridTF-IDF 0.1678 † 0.0767‡ 1237 +75.85%
TF-IDF 0.1745† 0.0834‡ 1173 +69.10%
SUMBASIC 0.1655† 0.0536‡ 1158 +78.30%
TREC RTS 2016 official Results
PolyURunB3 0.2898 0.0684† 444 +1.79%
nudtsna 0.2708‡ 0.0529† 1481 +6.31%
QUJM16 0.2621‡ 0.0301† 350 +9.84%
Note. % indicates the proposed method improvements in terms of nDCG-1@10. The symbols *,
†, and ‡ denote the Student test significance: ∗ 0.01 < t ≤ 0.05, † t ≤ 0.01, ‡ 0.05 < t ≤ 0.1.
In Table 7.1, we compare our model (WSEBM-ILP) as well as the degenerate ver-
sion (WSEBM-TOP10) with the three high-performing runs (PolyURunB3 [59], nudtsna,
QUJM16 [122]) from the TREC RTS 2016 track [86] and against state-of-the-art base-
lines within TREC RTS 2016 dataset. Notice that there is no paper in the TREC 2016
proceeding that describes how the run nudtsna were produced.
To get a deeper understanding of the effectiveness of the proposed method, we
show in Table 7.1 the obtained results in terms of nDCG-1@10 as well as in terms
of nDCG0@10 metrics. We recall that in the latter metric, systems are not penalized for
pushing tweets in a silent day. First, we notice that our approach outperforms the state-
of-the-art methods overall metrics with an improvement up to 75.85%, for the HybridTF-
IDF and up to 69.10% for TF-IDF. We also notice that our model (WSEBM-ILP) slightly
outperforms the best performing run (PolyURunB3) in TREC 2016 in terms of nDCG1@-
10 with a significant improvement of the performance in terms of nDCG0@10 in which
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systems are not penalized for pushing tweets for a silent day. The performance im-
provements are up to nDCG-1@10 and nDCG-0@10 values of about 1.79% and 75.58%
respectively. The positive improvement in terms of nDCG0@10 is statistically signifi-
cant with (p-value <0.01). Notice here that these performances are achieved despite the
fact that our method is automatic, while in the best TREC runs (PolyURunB3) [59] the
threshold used in tweet filtering stage is based on the observation on the Tweet Stream
for days before evaluation period. To improve performance in terms of nDCG-1, the sys-
tem needs to identify silent day which can be achieved with better tweet filter setting.
These results show that both approaches (ours and PolyURunB3) perform well when it
comes to not pushing tweets for the silent day which improves performance in terms
of nDCG1@10. However, for the eventful day, our method pushes more relevant and
not redundant tweets than PolyURunB3 which explains the improvement of the per-
formance in terms of nDCG0@10. These results are consistent with previous findings
that our approach is more efficient for the event that catches a lot of attention in so-
cial media. In addition, we observer that our approach outperforms the best automatic
TREC 2016 run (nudtsna) overall metrics. We found the performance improvements up
to nDCG-1@10 and nDCG0@10 values of about 6.31% and 127.03% respectively.
7.4.3.2 Comparative evaluation on TREC RTS 2017 results
Table 7.2: Comparative of effectiveness on TREC RTS 2017 dataset.
Method nDCGp@10 nDCG1@10 length %
WSEBM-ILP 0.3457 0.3001 1846
WSEBM-TOP10 0.3269‡ 0.2824 1764 +5.75%
HybridTF-IDF 0.3095∗ 0.2497∗ 3226 +11.69%
TFIDF 0.3166‡ 0.2570∗ 3237 +9.19%
SUMBASIC 0.3022∗ 0.2424∗ 3206 +14.39%
TREC RTS 2017 official Results
HLJIT qFB_url[61] 0.3656 0.2910 4574 -5.44%
PKUICSTRunB1 [151] 0.3483 0.3003 2409 -0.74%
HLJIT HLJIT_l2r[61] 0.3274‡ 0.2778‡ 3946 +5.58%
Note. % indicates the proposed method improvements in terms of nDCGp@10. The symbols *,
†, and ‡ denote the Student test significance: ∗ 0.01 < t ≤ 0.05, † t ≤ 0.01, ‡ 0.05 < t ≤ 0.1.
In this section, we describe the results obtained by baselines and the proposed model
(WSEBM-ILP) as well as the degenerate model (WESEBM-TOP10) on TREC RTS 2017
dataset. These results are compared against the high performing runs in scenario B of
TREC RTS 2017 track namely qFB_url, HLJIT_l2r [61] and PKUICSTRunB1 [151]. We
recall here that all these run are based on top-k selection. Run qFB_url is based on
language model in which the tweet text is extended with terms of the linked URL
webpage. HLJIT_l2r run is Learn to Rank model based on listNet algorithm [28]. The
run PKUICSTRunB1 is based on negative KL-divergence language model.
Table 7.2 shows performance in terms of two variants of nDCG metric (nDCG1@10
and nDCGp@10). Note that the nDCGp@10 metric is the official metrics in the TREC
RTS 2017. The unique difference between these metrics lies in the way in which systems
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are penalized for pushing tweets on a silent day. On such day, nDCG1 variant is binary
whereas nDCGp is based on a linear penalty. In the former metric, a system receives
a perfect score (1) if it does not push any tweet, or zero otherwise, while in the latter
metric the penalty is gradually increased from 0 to 1 according to the number of pushed
tweets.
Results shown in Table 7.2 are rather promising for the following reasons:
• WSEBM-ILP shows better results than WSEBM-TOP10 which is consistent with
previous results on TREC RTS 2016 dataset. Given the same set of candidates
tweets, the use of ILP yields to generate a summary with higher quality than the
one builds using the traditional TOP-K selection approach.
• We observe that both of our models outperform the considered baselines overall
metrics. This confirms that the use of word similarity based on word embedding
when computing the relevance score of a tweet leads to better identify relevant
tweets since it is able to consider different words with the same semantic meaning.
• We note that our model WSEBM-ILP overpasses the third best run (HLJIT_l2r)
[61] in TREC RTS 2017 overall metrics. In fact, WSEBM-ILP outperforms the best
run (qFB_url) [61] in terms of nDCG1@10 metric. However, (qFB_url) show higher
nDCGp@10 value which indicates that (qFB_url) submitted more relevant tweets
than WSEBM-ILP. This result can be explained by (i) the high number of tweets
(4574) returned by this run and (ii) the fact that in (qFB_url), the tweet content is
extended with terms of the web page linked by URL mentioned in the tweet. It ap-
pears that external evidence is helpful to improve the overall system performance.
It is also interesting to observe that WSEBM-ILP overpasses the (HLJIT_l2r) run
that uses the relevance feedback of mobile assessors (which occurred during the
evaluation period as the systems pushed tweets for scenario A). These results con-
firm that our proposed model based on ILP and word similarity is competitive on
the one hand to Learning to Rank model with relevance feedback (qFB_url) and on
the other hand to language models based approaches (PKUICSTRunB1, qFB_url)
These results reveal that our approach achieves a good balance between pushing
too many tweets and pushing a few tweets. These trends can be explained by first,
constraints related to the temporal and the topical coverage allow taking into consid-
eration the mutual relation between tweets which is not the case in the state-of-the-art
approaches based on the selection of the top-k tweets. Second, the use of word embed-
ding in computing the tweet-query relevance score leads to boost tweets that contain
different terms but sharing the same semantic context with query terms whereas the
state-of-the-art baselines are based on stream statistics. Third and last, our approach
acts as a top-k selection method when the number of candidate tweets is less than
the summary length or when there are no clusters that contain more than one tweet.
Somehow, the top-k method can be considered as a particular case of the proposed ILP.
7.4.4 Scalability
The scalability experiment evaluates the time-cost of running the summary generation
component. It simulates the generation of a daily summary. Figure 7.7 presents the
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Figure 7.7: Run time of summary generation.
running time of the summary generation according to the number of candidate tweets
and topical clusters. We can see that the time cost is less than 1 second. The average
of the runtime per topic is 93 ms. We observe that the run-time is proportional to the
number of candidate tweets and it is inversely related to a number of subtopic clusters.
7.5 Conclusions
In this chapter, we addressed the task of tweet summarization for a long ongoing event
in the social media stream. We introduced a new approach based on an optimization
framework to generate a periodic summary of the tweets stream. The main contribu-
tion of the proposed method is that tweet selection problem is formulated as ILP that
maximizes objective function based on the tweet’s relevance score subject to a series
of constraints related to redundancy, coverage, temporal diversity, and length limit. To
enhance summary coverage, we take into account the different subtopic that may occur.
To capture the development of the given event over its lifetime, we consider the tempo-
ral context of tweets. In order to overcome the word mismatch issue in the computation
of tweet-tweet similarity, we take advantage of the word embedding model.
Experimental results based on two real-world datasets revealed that the proposed
approach outperforms the baseline methods as well as the best TREC RTS 2016 systems
and shows promising results on TREC RTS 2017 dataset since it falls in the third posi-
tion. The results also showed that more improvements are achieved on the queries with
eventful days in a tweet stream which correspond to events that attract a lot of interest
in social media.
Part V
C O N C L U S I O N
It’s more fun to arrive a conclusion than to justify it.
— Malcolm Forbes

8
C O N C L U S I O N
8.1 Synthesis of contributions
The work presented in this thesis addresses tweet summarization for a long ongoing
event in which we distinguish two complementary scenarios, namely retrospective and
prospective summarization. In this task, it is required that a system monitors the live
stream of tweets. In the prospective summarization, tweets are processed in real-time
whereas in retrospective summarization tweets are treated on a batch.
To tackle this issue, we started by reviewing the state-of-the-art work through which
we spotted the limitations that hinder their performances. Hence, we noticed that in the
majority of the proposed approaches, (i) the relevance models rely on stream statistics
and often do not consider the social context of tweets, (ii) the novelty of the incoming
tweet is based on a pairwise comparison with all previously selected tweets on the sum-
mary. Additionally, in prospective tweet summarization, the decision to select/ignore
an incoming tweet is threshold-based and systems tend to trade latency for a higher
quality of tweet. The retrospective summary is generated by selecting iteratively the
top-k relevant tweet with discarding redundant ones. Accordingly, we identified four
different research questions that deal with (i) the definition of relevance model able
to overcome the word mismatch issue and does not rely on tweet stream statistics, (ii)
the threshold setting issue in relevance filter, (iii) the consideration of the social context
of tweet in real-time tweet filtering (iv) optimizing jointly all criteria required in the
summary and considering the fact that important tweets may be spread out over the
lifetime of the given event. Thus, our contribution can be summarized in the following
main points:
1. We introduce a novel relevance model based on word similarity matching in which
we take advantage of word embedding representation to evaluate term-term sim-
ilarity. The proposed model is an adaptation of the Extend Boolean Model that,
instead of using TF-IDF weighting scheme, use the word embedding similarity
between query and tweets terms. The intuition behind this proposition is that
tweets that contain words sharing many contexts with the query words are more
likely to be relevant. The proposed model overcomes the word mismatch issue
since a query term that does not occur in a tweet but shares the same context
with the given tweet’s terms gets a nonzero weight. Additionally, the relevance
score of the incoming tweet is estimated at the time the new tweet arrives in-
dependently of the previously seen tweets and without the need to maintain an
index of tweet stream. The experiments underlined that leveraging the semantic
relationships between terms allows improving the retrieval of relevant posts. The
proposed relevance function enables the use of simple threshold across all topics.
We highlighted the impact of the threshold setting strategy on the quality of real-
time tweet summarization. We showed that better results can be achieved if the
threshold value is appropriately set.
135
136 conclusion
2. We propose a simple but efficient novelty detection method that does not rely on
either a pairwise comparison or the tweet stream statistics. The novelty score of
the candidate tweet is evaluated regarding all words of tweets already selected
on the summary. We used a modified version of word overlap to compute the
similarity between the incoming tweet and the summary. Our approach scales
better than state-of-the-art methods and allows reducing the computational com-
plexity. To evaluate the effectiveness of the proposed novelty detection method,
we conducted extensive experiments on a real-world dataset (from a recent tweets
stream) independently of the relevance filtering step. The obtained results show
that our method outperforms the baseline approaches. Moreover, as our method
does not use a pairwise comparison, it is much faster and scalable than the others.
3. We put forward a Learn to Filter approach that uses a machine learning technique
to build a binary classifier that predicts the relevancy of the incoming tweets. This
proposition has a twofold objective. On the one hand, it overcomes the relevance
threshold setting issue. On the other hand, it allows considering the social context
of tweets in addition to the content provided by the tweet. Hence, we proposed
and evaluated a set of social and other non-content features suitable for real-time
tweet filtering. We partitioned social features into two categories, namely tweet
specific and user-account features. Our experiments highlight the importance of
social signals in tweet stream filtering tasks. The comparison between the two
categories of features reveals some differences in their effect. It appears that user
account features can be interpreted as a means of evaluating the "reliability" of the
information source and tweet specific features can be considered as an evidence
of the information quality.
We also extend the Learn to Filter approach to an adaptive learning approach in
which the binary classifier is periodically re-trained. To do so, we take advantage
of an ongoing relevance feedback.
Experimental results revealed that the proposed approach based on learning to
filter presents a good trade-off between timeliness (latency) and quality (relevance
and novelty). The learning based filter achieves a good balance between pushing
too many or too few tweets. Results also showed that more improvements are
achieved by taken advantage of ongoing relevance feedback.
4. To optimize all criteria required on a retrospective summary, namely the relevancy,
the low redundancy, the coverage, the temporal diversity, and the conciseness, we
proposed to model the summary generation as Integer Linear Programming prob-
lem. To ensure that the summary includes tweets that convoy various aspects and
published during different time periods over the lifetime of the given event, tweets
are incrementally clustered into two types of clusters. The first type of clusters is
based on the content similarity between tweets whereas the second type relies on
the temporal context of tweets. The proposed ILP model guarantees that at most
one post per aspect and time period is selected with respect to the defined sum-
mary length limit. Experimental results based on two real-world datasets revealed
that the proposed approach outperforms the baseline methods as well as the best
TREC RTS 2016 systems and shows promising results on TREC RTS 2017 dataset
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since it falls in the third position. The results also showed that more improvements
are achieved on the queries with eventful days in a tweet stream.
8.2 Perspectives
As we have discussed in this thesis, various approaches have been proposed for event
summarization in tweet streams. However, there are still lots of problems that have not
been addressed yet, which can be important as future research directions. Here, we list
from our perspective some important future research:
1. Evaluation of the source of the information: A user in social media becomes
an individual news media that produces/propagates information about what is
happening in the world. The current tweet summarization approaches consider
that the user-accounts have the same importance independently of the association
that may be between the category of user-accounts and the event of interest. As
source of an information, a user-account should be evaluated. We believe that
the reliability of a user-accounts depends not only on its importance in the social
network but also on its category (official account of an organization, account of a
celebrity or personal account) and the type of the event of interests. For instance,
in the case of an airplane crash, it obvious that any information published by
the official account of the airline company is more reliable (more relevant) than
information published by an unknown user-account.
2. Cross validation of the information: There is an increasing need to verify and
determine the accuracy of the information provided in social media. The state-of-
the-art tweet summarization approaches do not take into consideration the cred-
ibility of the information conveyed by a tweet. Indeed, all tweets are assumed to
be similarly credible and reliable. We argue that the evaluation of the credibility
of an information conveyed by a tweet, for instance on a scale of 0 to 5, can en-
hance not only the relevance of a retrospective summary but also the effectiveness
of the real-time tweet filtering. However, the evaluation of the credibility of an
information on social media is challenging. One solution is to rely on another
social media such as Facebook to corroborated the information. Additionally, the
location of the users who posted the tweet (whether they were in the same place
where the event of interest took place when the tweet had been posted) can be
considered as an evidence of the reliability of the information. Also, the quality of
the user-account discussed above can be useful to estimate the credibility of the
information.
3. Considering other dimensions of diversity in the summary: To generate the
summary that covers different aspects and time periods, we focused on the content
similarity and temporal context of tweets. Nevertheless, there are other important
aspects that are worth studying, such as:
• Geospatial diversity: Twitter provides a location information about a tweet.
Leveraging geospatial dimension may enhance the diversity in the sum-
mary. For instance, in a presidential election, a summary that includes tweets
posted from different regions of the country will provide a better overview
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about the general trend than a summary that contains tweets posted from
the same region. Additionally, the geospatial information can also be con-
sidered as an evidence of the relevance of tweets. In the case of a located
event such as natural disaster, a tweet posted inside of the area impacted by
the catastrophe is likely more relevant than tweet posted outside the area of
interest.
The main issue that challenges the introduction of geospatial diversity in
tweet summarization is the localization of a tweet. Indeed, the location infor-
mation of a tweet can be identified using two different sources: (1) Accurately
through the geotagging feature available on Twitter if the user has chosen to
provide location information for the tweets he publishes using a smartphone
with GPS capabilities. (2) Approximately using the location in the user’s pro-
file. However, only a very small portion of the tweets is geolocated (approxi-
mately 1% of all tweets published on Twitter). Hence, we are often settled to
use the location information provided in the profile of the user. This informa-
tion is supposed to be the name of the city where the user lives. To be able
to exploit the location filed in the user’s profile, it is necessary to translate
it into geographic coordinates. While this information can be useful in some
scenarios (such as a summarization of the reaction of people during a polit-
ical event), it can be less useful in the case of monitoring tweets related to
an emergency in a specific geographic area, to aid situational awareness. The
use of location filed in the user’s profile does not guarantee that the tweet
was posted in the geographical area of the interest.
• User diversity: The user may be more inserted by tweets posted by various
sources which may include an on the one hand official accounts of organi-
zations, traditional media, and celebrates and on the other hand accounts
of simple users (ordinary people). The inclusion of tweets posted by differ-
ent sources may allow representing different viewpoints in the summary.
This can be achieved by two different strategies. The first one is a simple
user-account oriented strategy that consists on limiting the number of tweets
posted by the same user-account in the summary. The second one is a user-
account class oriented strategy in which user-accounts are classified into dif-
ferent classes. Then the restriction of the number of tweets is applied to each
class such as the number of tweets published by user-accounts belonging to
the same class is bounded. In this context, both supervised and unsupervised
learning techniques may be investigated. The main issue challenging this task
is the fact that classification should be done in real-time which means that
we are limited to use features that are provided with the metadata of tweets.
• Viewpoint diversity: In many scenarios such as political issue, it is desired that
the summary includes tweets that express different viewpoints and/or sen-
timents. The use of the viewpoint discovery model and sentiment analyses
could enhance the quality of the summary. It will be interesting to consider
the use of sentiment analyses to classify tweets to one of the following classes:
tweets that express positive emotion, negative emotions or that express a fact
or not express any emotions. This leads to ensure that the summary includes
tweets that express different sentiments or viewpoints.
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