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A B S T R A C T
The brine shrimp Artemia, a small crustacean zooplankton organism, is universally used as live prey for larval
fish and shrimps in aquaculture. In Artemia studies, it would be highly desired to have access to automated
techniques to obtain the length information from Artemia images. However, this problem has so far not been
addressed in literature. Moreover, conventional image-based length measurement approaches cannot be readily
transferred to measure the Artemia length, due to the distortion of non-rigid bodies, the variation over growth
stages and the interference from the antennae and other appendages. To address this problem, we compile a
dataset containing 250 images as well as the corresponding label maps of length measuring lines. We propose an
automated Artemia length measurement method using U-shaped fully convolutional networks (UNet) and
second-order anisotropic Gaussian kernels. For a given Artemia image, the designed UNet model is used to
extract a length measuring line structure, and, subsequently, the second-order Gaussian kernels are employed to
transform the length measuring line structure into a thin measuring line. For comparison, we also follow con-
ventional fish length measurement approaches and develop a non-learning-based method using mathematical
morphology and polynomial curve fitting. We evaluate the proposed method and the competing methods on 100
test images taken from the dataset compiled. Experimental results show that the proposed method can accurately
measure the length of Artemia objects in images, obtaining a mean absolute percentage error of 1.16%.
1. Introduction
Image-based length measurement plays an indispensable role in
many aquaculture or marine studies (Hao et al., 2015), such as species
classification (Chuang et al., 2016), wild creature monitoring (Muñoz-
Benavent et al., 2018), fishery surveillance (French et al., 2015), quality
grading (Misimi et al., 2008), etc. These methods are generally divided
into two categories: manual processing methods and automated
methods. Manual processing methods are time-consuming and labor-
intensive (Wang et al., 2020), and as such, they are less preferred than
automated methods when having to process large volumes of imagery
data (Meijering et al., 2016).
In literature, some automated fish length measurement methods
have already been developed. A straightforward and simplified idea is
to consider a fish as a rigid body. For example, the method proposed by
Hsieh et al. (2011) determines the length measuring line by finding the
straight line passing through the snout and the tail. Another example is
the method proposed in Balaban et al. (2010), which measures the
salmon fish length using a rectangular box fitting the fish body well
(Lee et al., 2013). However, in many practical applications, these
methods underperform when the fish body shows a curved appearance.
Comparatively, a more authentic scheme is to extract a curve along
the lengthways centerline of the fish body as the length measuring line.
Strachan (1993) designed an equipment consisting of a conveyor and a
camera. For each fish in the image, the middle points of the body
transverse lines are connected to form a length measuring line. This
method has been successfully applied in fish sorting (Strachan, 1994)
and species recognition (White et al., 2006). Nevertheless, using a
polyline to approximate the length will inevitably incur a considerable
measurement error. Huang et al. (2016) proposed a method that de-
lineates the length measuring line based on a recursive morphological
erosion process. Similarly, the method presented in Saberioon and Císař
(2018) determines the length measuring line by applying the distance
transform on the fish silhouette. This method represents the fish sil-
houette by zero and the background by non-zero. Subsequently, it uses
the distance transform algorithm to compute the Euclidean distance
between each zero pixel and its nearest non-zero pixel. The resulting
image contains ridges and the ridge connecting the head point and the
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tail point is determined as the length measuring line. Besides, there are
also methods that determine the length measuring line using morpho-
logical thinning or skeletonization (Han et al., 2009; Pan et al., 2009).
However, these methods are based on the premise that the contour of
the silhouette is smooth, and as such, these methods are vulnerable to
structures such as fish fins. To overcome this shortcoming, the method
in Miranda and Romero (2017) determines the length measuring line by
fitting a polynomial curve using all the points within the fish silhouette.
However, this method underperforms when the fish body shows a sig-
nificant distortion.
Not only in fish studies, but also in Artemia studies, an accurate
length measurement is desired (Toi et al., 2013). The brine shrimp
Artemia, a small crustacean zooplankton organism that has a high nu-
tritional content, is an important live food for fish and shellfish larvi-
culture (Le et al., 2018). Artemia has also been considered a useful or-
ganism for stress response studies since it has been naturally found in a
variety of harsh environments worldwide (El-Magsodi et al., 2016). The
length information is considered a key dependent variable or feature in
many Artemia studies (Balachandar and Rajaram, 2019). For instance,
in a controlled pond Artemia production, which has become an effective
way to meet the growing demand of Artemia cysts supply, the individual
Artemia length is usually adopted as a metric in evaluating the feeding
strategies of intensive Artemia culture (Lopes-dos Santos et al., 2019).
Despite an increasing demand for Artemia length measurement, to the
best of our knowledge, the problem of automated Artemia length
measurement has so far not been addressed in literature. Traditionally,
the length measuring line is delineated following a manual approach.
As mentioned earlier, this method is time-consuming and labor-in-
tensive, having limitations in processing large sets of imagery. More-
over, due to the distortion of non-rigid bodies, the variation over
growth stages, the variation over species and the interference from the
antennae and other appendages, existing methods that have been ap-
plied for fish length measurement cannot be readily transferred to
measure the Artemia length. Therefore, it is desired to develop an au-
tomated Artemia length measurement method in the Artemia research
field.
For automated Artemia length measurement, it is pivotal to de-
termine the length measuring line semantically and accurately.
Considering the length measuring line as a positive foreground, the task
of measuring line extraction can be viewed as a semantic segmentation
problem. Relying on their powerful feature learning and representation
ability, approaches using deep convolutional neural networks have
achieved considerable progress in the image segmentation filed. Ciresan
et al. (2012) proposed a segmentation method by using the deep con-
volutional neural network (CNN) as a pixel classifier and obtained a
good performance on segmenting electron microscope images. How-
ever, this method predicts the labels pixelwise by processing each
corresponding image patch (Long et al., 2015). Since these image pat-
ches are overlapping, this mechanism inevitably leads to redundancy
and a heavy computation. Moreover, this method has to make a trade-
off between the localization accuracy and the use of contextual in-
formation, and therefore faces the dilemma of selecting large image
patches or small image patches. To address such shortcomings, Long
et al. (2015) proposed a model of fully convolutional networks (FCN
model) to implement a semantic segmentation. Compared with
methods based on pixelwise classification (Ciresan et al., 2012), the
FCN model transforms fully connected layers into convolutional layers.
Moreover, to obtain an output map that has the same size as the input,
the FCN model upsamples the last layer of the CNN based on a de-
convolution procedure. In the deconvolution procedure, the pooling
results yielded by the intermediate layers of the CNN are also used to
improve the localization accuracy. Building on the FCN model,
Ronneberger et al. (2015) designed the U-shaped fully convolutional
networks (UNet). The UNet model has both contracting (a.k.a. -
downsampling or encoding) convolutional layers and expanding
(a.k.a. upsampling or decoding) convolutional layers. The pooling
maps yielded by the layers in the contracting path are used in the ex-
panding path to progressively obtain an output that has the same size as
the input. In this way, the UNet model can exploit both localization
information and high-level semantic information simultaneously. Thus
far, the UNet model has been successfully applied in road extraction
from remote sensing images (Zhang et al., 2018), liver segmentation
from CT volumes (Li et al., 2018), cell counting from microscope
images (Falk et al., 2019), etc.
In this paper, aiming at measuring the length of Artemia in images,
we collect an Artemia length measurement dataset containing 150
training images and 100 test images, as well as the label maps of the
corresponding length measuring lines. Subsequently, we propose a
method to delineate the length measuring line, using UNet and second-
order anisotropic Gaussian (SAG) kernels. The trained UNet model is
used to extract a length measuring line structure, while the SAG kernels
are employed to transform the thick measuring line structure into a thin
measuring line. For comparison, we also follow several existing fish
length measurement approaches and design a method using mathe-
matical morphology and polynomial curve fitting (MMPCF method).
This method firstly extracts the principal lengthways morphological
skeleton, and subsequently uses the points on the skeleton to fit a
polynomial curve. The polynomial curve is then considered the length
measuring line. Furthermore, we evaluate the performance of the pro-
posed method on 100 test images.
The remainder of this paper is organized as follows. In Section 2, we
present an Artemia length measurement dataset and an automated
length measurement method, while in Section 3 we report and discuss
the experimental results. Section 4 lists our conclusions.
2. Materials and methods
In this section, we firstly introduce the Artemia length measurement
dataset containing 150 train images and 100 test images.1 Subse-
quently, we propose a method for measuring the Artemia length in
images.
2.1. The Artemia length measurement dataset
The length of Artemia is considered an important feature for in-
dicating the growing status, and, as such, length measure data are
highly desired in many Artemia studies (Lopes-dos Santos et al., 2019).
Nonetheless, image-based Artemia length measurement is a challenging
task, since the biological morphology of Artemia individuals varies
significantly with the growth stage. As shown in Fig. 1, an Artemia life
cycle mainly includes the dormant cyst, nauplius/metanauplius, juve-
nile and adult stages. The whole life cycle may last several weeks. For
the nauplii/metanauplii, juveniles and adults, automated Artemia
length measurement would suffer from the interference of the an-
tennae, thoracopods, claspers, brood sac, etc., as shown in Fig. 2.
Therefore, automated Artemia length measurement requires not only
low-level image features, but also semantic information. Aiming at
developing an automated length measurement method, we compiled a
set of images containing Artemia Franciscana individuals of different
gender and in different growth stages (including nauplius/metanau-
plius, juvenile and adult).
For each Artemia individual to be measured, the full body was fixed
with lugol solution (1%). Subsequently, the image was acquired by a
stereo-microscope (SMZ1270, Nikon®) connected to a lens of Nikon®
(Plan Apo). The relationship between pixels and the real-life length was
obtained by the software NIS Elements (version 4.40, Nikon®).
We aim at accurate length measurements for Artemia individuals.
However, the real-life length measures of Artemia individuals vary
significantly with the growth stage. Therefore, in view of a normalized
1 https://github.com/GangWangUgent/Artemia_length_measurement/
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performance evaluation, we report the Artemia individual length in
terms of pixels in this paper.
We obtained 250 color images, including 85 juvenile/adult images
and 165 nauplius/metanauplius images. Comparatively, we collected
more nauplius/ metanauplius images, because the appearance of the
Artemia body varies more significantly during the nauplius/metanau-
plius stage. Subsequently, we transformed each image into a resized
version that has a resolution of × ×256 256 3. We split the 250 images
into two subsets: a training subset (150 images) and a test subset (100
images).
To produce the label maps of length measuring lines, we manually
delineated the length measuring line for each Artemia individual. The
Artemia length is considered the length of the measuring line, as shown
in Fig. 3. Moreover, for each Artemia image, besides a label map of the
thin (one-pixel in width) measuring line, we also delineated a thick
measuring line structure, as shown in Fig. 3. The reason is that thin
measuring lines are inappropriate for training an image segmentation
model (Sironi et al., 2016). As a pixel on a length measuring line is
visually similar to its neighboring pixels, it is difficult to accurately
segment a one-pixel wide line from an Artemia body. We will also ad-
dress this in terms of the experimental results in Section 3.1.
2.2. Automated Artemia length measurement using UNet and SAG kernels
Next, we design a UNet model for extracting a length measuring line
structure from an image. Subsequently, we transform the length
measuring line structure into a thin measuring line using SAG kernels.
2.2.1. The architecture of the designed UNet model
The architecture of the UNet model we designed is displayed in
Fig. 4. As can be seen, the overall model is nearly symmetric, containing
a contracting part and an expanding part. The contracting path is built
on a succession of convolutional layers and max pooling layers
(Krizhevsky et al., 2012). Each convolutional layer performs a con-
volution operation using the input maps and trainable kernels. Each
kernel contributes a response map. Let I l( 1) be an input map of the l-th
convolutional layer. For a trainable kernel in the l-th convolutional
layer, the corresponding response map I~ l( ) is obtained by
=I I ,l l( ) ( 1) (1)
where denotes a convolution operation. The trainable kernels are
updated through the backpropagation mechanism (LeCun et al., 1989)
on each iteration. In each convolutional layer, the number of kernels is
configured as reported in Fig. 4. In addition, since a convolution op-
eration leads to a size decrease for the processed map, we employ a
replication padding when performing the convolution operation,
making the sizes of the input map and the response map identical. For
each response map, we obtain the corresponding feature map using a
nonlinear activation function. In this paper, the rectified linear unit
(ReLU) (Hinton, 2010) is selected as the activation function, in view of
its training speed. After passing through the ReLU, the response map
I~ l( ) becomes
=I Im m( ( )) max( ( ), 0),l l( ) ( ) (2)
where = m mm [ , ]x y T 2 stands for the image coordinates. More-
over, a max pooling operation is used to reduce the dimensionality of
the maps. In a max pooling layer, the elements of the output are ob-
tained by sliding a square window over the input map with a specified
sliding stride, while selecting the maximum value within the window.
In this paper, the size of the window and the sliding stride are set to be×2 2 and 2, respectively. The UNet model we designed consists of five
contracting steps. At each contracting step, the number of feature maps
is doubled. Furthermore, to address the problem of overfitting, we
employ the so-called dropout technique (Srivastava et al., 2014), which
sets the output of each hidden neuron to zero with probability 50%. The
neurons that are dropped out make no contribution to the forward pass
process, and also, their weights are not updated during the back
Fig. 1. Illustration of the Artemia growth stages.
Fig. 2. Illustration of an adult female Artemia (a) and an adult male Artemia (b).
Fig. 3. Sample label maps of length measuring lines (in green) superimposed on the original images. First row: Label maps of thin measuring lines. Second row: Label
maps of thick length measuring lines. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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propagation process. In our UNet model, the dropout technique is used
for the layers illustrated in Fig. 4.
The expanding path is built on a succession of convolutional layers
and up-convolution layers. The convolutional layers work in the same
way as those in the contracting path. The up-convolution layers double
the size of each input map. At each expanding step, the number of
feature maps is halved. In particular, in order to better exploit the lo-
calization information, the feature maps yielded in the contracting path
are concatenated with the corresponding feature maps in the expanding
layers, as illustrated in Fig. 4.
At the end, the prediction map P is obtained by a sigmoid function
that is given by
= +P Im m( ) 11 exp( ( )) , (3)
where I denotes the input map of the last layer.
2.2.2. The UNet training process
A UNet model usually contains a high number of parameters. To
prevent the UNet model from overfitting, a large amount of training
data is required. Since there are only 150 images for training, we
augmented the training data by means of scaling, rotation, translation,
shearing and reflection. To make the images and the label maps con-
sistently matching, we applied the same spatial transformation to the
image and the corresponding label map. In this way, we obtained 3000
augmented images and corresponding label maps.
We train the UNet by minimizing the loss function that represents
the difference between the ground truth label map and the yielded
prediction map. Since the segmentation in this paper is a binarization
problem, we define the loss function based on weighted binary cross
entropy. Given a prediction map P and its corresponding ground truth
label map G, the pixel-weighted cross-entropy loss is computed as fol-
lows:
L
= +
P G
N
G P w G Pm m m m
,
1 ( )log ( ) · 1 ( ) log 1 ( ) ,
Gmp
(4)
where
=w G
N G
m
m
( )
( )
G
G
m
mp (5)
denotes the loss weight of a pixel and Np represents the number of
pixels. We use the adaptive moment estimation (Adam) method
(Kingma and Ba, 2015) to train the UNet model. The learning rate and
the two decay rates are set as 10 4, 0.9 and 0.999, respectively.
The weights in each layer are initialized by the method presented in
He et al. (2015). As for the training batch size (BS), we have separately
trained the UNet with =BS 4 and =BS 8. Both settings lead to a good
convergence, as shown in Fig. 5. In this paper, we set the batch size as=BS 4 and the total number of epochs as 200.
Fig. 4. Architecture of the UNet for centerline area segmentation.
Fig. 5. Curves of train losses obtained by two different settings of batch size.
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To present the evolution of the prediction ability during the training
procedure, we display in Fig. 6 the prediction map obtained on a
sample test image when the number of epochs is 5, 20, 50, 100 and 200,
respectively. The UNet model learns to segment the foreground object
in the initial phase. As the number of epochs increases, the UNet model
tends to yield large values at the locations of the lengthways central
region. Eventually, after 200 epochs, the UNet model is able to segment
the length measuring line structure for a given Artemia object.
The UNet model has been implemented and trained on Python 3.5.6
running on a PC configured with Intel i7-6800 K, 64 GB RAM and
GEFORCE GTX 1080Ti GPU.
2.2.3. Obtaining the thin length measuring line
The prediction map yielded by the UNet shows a thick measuring
line structure, as displayed in Fig. 6(f). It is required to transform the
length measuring line structure into a thin measuring line. A straight-
forward method is to binarize the prediction map (Otsu, 1979) and
subsequently employ a morphological skeletonization process (Herbin
et al., 1996; Kong and Rosenfeld, 1996; González and Woods, 2010) to
obtain the thin skeleton, i.e. the length measuring line. However, this
will lead to a loss of length measure at the endpoints of the line. We
desire a method that can obtain the thin centerline with minimal loss of
length measure.
In literature, SAG kernels have already been used for line detection
(Wang et al., 2019). They can delineate the thin centerline of a thick
curvilinear structure that is heterogeneous in terms of width, direction
and prominence. Therefore, we here employ SAG kernels to extract the
thin measuring line from the prediction map yielded by the UNet. Ac-
cording to the work presented in Wang et al. (2019), we restate the
method using SAG kernels for thin skeleton extraction as follows.
In the two-dimensional integer coordinate 2, the SAG kernel is
defined as:
=
g
g
m
m
m
; , ,
3 3
2
·
([cos , sin ] ) 1 · ; , , ,
i i j
i
j j
i i
i i j
2
2
4 2 (6)
where
=g m m R R m; , , 1
2
exp 1
2
1 0
0i i j
i i i
T
j
T
i
j2 2 2 (7)
denotes the discrete Gaussian kernel, in which
= max , 1i
i
con
2
2 (8)
is referred to as the adaptive anisotropy factor (Wang et al., 2019), con2
stands for the robustness control scale,
=R cos sinsin cosj j jj j (9)
represents the rotation matrix, i and j denote the scale and
direction, respectively, while and are the scale set and direction set,
respectively. Examples of SAG kernels are shown in Fig. 7.
Having the prediction map P yielded by the UNet, we obtain the
final response of SAG kernels as follows:
=L P gm m m( ) max max ( ) ; , , .i i j
i j (10)
Moreover, the direction map D m( ) is obtained as:
=D P gm m m( ) argmax max ( ) ; , , .i i jj i (11)
Subsequently, based on L m( ) and D m( ), we use the techniques of
non-maximum suppression (NMS) (Rosenfeld et al., 1972) to obtain the
thin measuring line. As for the NMS technique, for each pixel, if the
value of L m( ) at the current pixel position m is the largest value
compared to the other pixels along the direction D m( ), the value will
be retained. Otherwise, it will be nullified. The result of applying the
NMS technique to Fig. 6(f) is shown in Fig. 8(b). For comparison, we
also display the result obtained by the morphological skeletonization
(MS) method. As can be seen, the MS method leads to a loss of length
measure at the endpoints of the length measuring line, while the SAG
method yields a length measuring line with minimal loss of length
measure.
2.3. A method using mathematical morphology and polynomial curve fitting
For comparison, we also follow several existing fish length mea-
surement approaches (Huang et al., 2016; Miranda and Romero, 2017),
and design a method using mathematical morphology and polynomial
Fig. 6. Evolution of the prediction map as the number of epochs increases. (a)
Original image; (b)–(f) The prediction map that is obtained when the number of
iterations is 5, 20, 50, 100 and 200, respectively.
Fig. 7. Illustration of the discrete version of NASAG kernels whose control scale is = 4con . Top Row: Kernels with = 2 and = 4. Second Row: Kernels with = 3
and = 1.78. Third Row: Kernels with = 4 and = 1. Bottom Row: Kernels with = 5 and = 1. For a better visualization, the intensity range of each patch has
been adjusted.
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curve fitting (MMPCF method). This method is based on the premise
that the silhouette of the object to be measured is usually symmetric.
Specifically, we implement the MMPCF method in three steps: silhou-
ette segmentation, silhouette alignment and measuring line fitting. For
a better presentation, we elaborate our method by processing an ex-
ample Artemia image displayed in Fig. 9(a).
2.3.1. Silhouette segmentation and alignment
It is observed that the Artemia bodies are significantly different from
the background. Therefore, in most cases, the foreground silhouette can
be extracted using the Otsu thresholding technique (Otsu, 1979) on the
grayscale version of the original image. For illustration, Fig. 9(b) shows
the grayscale image and Fig. 9(c) displays the segmented silhouette.
The Artemia in the captured image appears along a random direc-
tion, which will hinder a subsequent procedure of polynomial curve
fitting. To align the silhouette horizontally, we determine the principal
direction of the silhouette based on the image moments, which have
been extensively used in many computer vision systems (Karakasis
et al., 2015). For a given binary image B, the uv-th order image moment
is computed as follows (Prokop and Reeves, 1992):
=M x y B x· ( ).uv
B
u v
x (12)
Based on the image moments, we are able to compute an equivalent
ellipse corresponding to the silhouette, the covariance matrix C of
which is computed as follows:
=C C CC C1,1 1,22,1 2,2 (13)
where
=
= =
=
C
C C
C
,
,
.
M M M
M
M M M M
M
M M M
M
1,1
1,2 2,1
2,2
00 20 10
2
00
2
00 11 10 10
00
2
00 02 01
2
00
2 (14)
According to the covariance matrix, the principal direction of the main
body is computed as
= C
C C
1
2
arctan 2· .1,2
1,1 2,2 (15)
In addition, we compute the standard deviations h and l of the loca-
tions within B along the horizontal and longitudinal axis, respectively.
Since the standard deviation along the lengthways direction is larger
than that along the transverse direction, the principal direction in Eq.
(15) is modified as
= <, if
, otherwise.
2 h l
(16)
Consequently, using the principal direction , we obtain the horizon-
tally aligned Artemia silhouette, which is denoted by Bh. As an illus-
tration, the Bh shown in Fig. 9(d) is the result of rotating B by .
2.3.2. Polynomial curve fitting
Having the aligned Artemia silhouette, we next describe the ap-
proach to delineate the length measuring line. As mentioned earlier,
some authors have proposed methods for extracting the lengthways
centerline of a fish body, which is considered an approximation of the
length measuring line. However, these existing methods cannot be
readily applied to Artemia length measurement, due to the serious
distortion of non-rigid bodies, the variations over growth stages and the
interference from the antennae, telopodite and endopodite, etc. In this
paper, we determine the length measuring line of the Artemia silhouette
as follows.
We apply a morphological opening operation (González and Woods,
2010) to Bh to remove the antenna areas. Subsequently, we select the
rightmost and leftmost pixels as the starting point and endpoint, re-
spectively. Then, to find more points that are close to the lengthways
centerline of the full silhouette, we compute the skeleton map Bsk of Bh
Fig. 8. The results of measuring line extraction (red lines superimposed on the
original image) obtained by the MS method (a) and the SAG method (b) on the
image shown in Fig. 6(f). For a better demonstration, a zoom-in view of the
regions of interest (indicated by windows) is displayed in. the second row. (For
interpretation of the references to colour in this figure legend, the reader is
referred to the web version of this article.)
Fig. 9. Demonstration of the MMPCF method. (a)
The original image; (b) The grayscale version; (c)
The foreground silhouette; (d) The horizontally
aligned silhouette; (e) The result of skeletonization,
the starting point and the endpoint (in green); (f)
The result of geodesic distance transform, with the
starting point as the seed location; (g) The result of
geodesic distance transform, with the endpoint as
the seed location; (h) The principal morphological
skeleton (in red); (i) The fitted polynomial curve
overlaid on the aligned silhouette; (j) The length
measuring line overlaid on the original image. (For
interpretation of the references to colour in this
figure legend, the reader is referred to the web
version of this article.)
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as follows:
= = +B B s B s s( ) [( ) ],jN j jsk 0 h ( ) h ( 1)sk (17)
where s denotes the disk structuring element with a radius of 2, j stands
for the j-th successive operation and=N j B smax{ ( ) }.jsk h ( ) (18)
For demonstration, in Fig. 9(e), we show the skeleton map Bsk obtained
on Fig. 9(d). In Bsk, we determine the principal morphological skeleton
by finding the shortest skeleton passing through both the starting point
and the endpoint. Setting the starting point or the endpoint as the seed
location, we compute two maps of the geodesic distance transform
(Cárdenes et al., 2010) on Bsk, as illustrated in Fig. 9(f) and (g). In the
sum of the two geodesic distance transform maps, the principal mor-
phological skeleton is identified as the set of locations at which the
intensities are regional minima, as displayed in Fig. 9(h).
Having the points that are close to the lengthways centerline of the
silhouette, we fit a four-order polynomial curve in a least-squares sense,
as illustrated in Fig. 9(i). Furthermore, to reduce the error brought by
the rotation procedure, we rotate the obtained polynomial curve by
. Eventually, we obtain the length measuring line of the Artemia
silhouette, as shown in Fig. 9(j).
3. Experiments and results
We have proposed an automated method to measure the Artemia
length in images using UNet and SAG kernels (UNet+ SAG method). In
this section, we apply the UNet+ SAG method to Artemia images to
evaluate its performance.
Fig. 10. Sample images and the prediction maps yielded by the UNettn. First column: The label maps of thin measuring lines superimposed on the original image.
Second column to fifth column: The prediction maps obtained on the sample images when the number of epochs is 5, 10, 50 and 200, respectively.
Fig. 11. Sample images and the prediction maps
yielded by the UNettk. First column: The label maps
of thick measuring lines (in green) superimposed on
the original image. Second column to fifth column:
The prediction maps obtained on the sample
images when the number of epochs is 5, 10, 50 and
200, respectively. (For interpretation of the refer-
ences to colour in this figure legend, the reader is
referred to the web version of this article.)
Table 1
Quantitative evaluation results in terms of the RMSE, MAE and MAPE obtained
by different methods (The best results are marked in bold).
Methods RMSE (pixels) MAE (pixels) MAPE (%)
MPRE (Huang et al., 2016) 41.45 25.96 12.02
PCFS (Miranda and Romero, 2017) 27.69 14.98 6.91
MMPCF 13.89 7.27 3.11
UNet+MS 11.53 10.57 4.76
UNet+ SAG 3.77 2.67 1.16
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3.1. Comparison between two UNet models trained by different types of
label maps
The UNet model for extracting the length measuring line structure
plays a pivotal role in our method. In Section 2.2, we have trained a
UNet model by label maps of thick measuring lines. Alternatively, it is
also possible to train the UNet using label maps of thin measuring lines.
In literature, the method in Shen et al. (2017) trains a model for ske-
leton extraction using label maps of thin skeletons. To compare the
performance of the two schemes, we separately train a UNet model
using label maps of thin measuring lines (UNettn) and a UNet model
using label maps of thick measuring lines (UNettk). For a fair compar-
ison, the parameters in the UNettn and UNettk are set the same.
In Fig. 10, we display samples of prediction maps yielded by the
UNettn, while in Fig. 11, we show samples of prediction maps yielded
by the UNettk. It can be seen that the UNettn sometimes yields a pre-
diction map in which the length measuring line structures are dis-
connected. Even worse, the UNettn sometimes fails to yield a full
measuring line structure. In contrast, the UNettk successfully yields the
length measuring line structure for all the three sample images.
3.2. Length measurement evaluation
We apply our method to 100 real-life Artemia images, the ground
truth (GT) length measuring lines of which have been labelled manu-
ally. Several example images as well as their GT label maps are dis-
played in Fig. 3. The Artemia objects in these images are in different
growth stages and are situated in inhomogeneous backgrounds. Some
Artemia objects have seriously distorted shapes. To highlight the role of
the SAG kernels in our method, we also compare the proposed
UNet+ SAG method with the method that uses the morphological
skeletonization technique (González and Woods, 2010) to transform the
prediction map of the UNet into a thin measuring line (UNet+MS
method).
In addition, we compare our method with two existing methods that
are originally designed for fish length measurement, including the
method that uses the mid-line points yielded by a recursive erosion
(MPRE method) (Huang et al., 2016) and the method employing a
polynomial curve fitting process on the silhouette (PCFS method)
(Miranda and Romero, 2017).
To obtain quantitative evaluation results, we adopt three widely
used evaluation measures. The first one is the root mean square error
(RMSE), which measures the differences between the estimated values
Fig. 12. Comparison of different methods for measuring line extraction. First row: The label maps of measuring lines (in green) superimposed on the sample images.
Second row to bottom row: The results of length measuring line extraction (in red) obtained by different methods. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
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and the true values as follows:
= =N L LRMSE 1 ( ) ,iN i i1 e t 2 (19)
where L ie and L it denote the i-th estimated length and the i-th true
length, respectively, and N represents the number of images in the
dataset. The second evaluation measure is the mean absolute error
(MAE), which represents the average absolute difference between the
estimated length values and the true length values, as follows:
= =N L LMAE 1 | |.i
N
i i
1
e t (20)
We also adopt the mean absolute percentage error (MAPE) as an eva-
luation measure, which is defined as:
= ×=N L LLMAPE 1 | | 100%.i
N i i
1
e t
t (21)
The quantitative evaluation results are reported in Table 1. The
MPRE and PCFS methods, which work well for fish length measure-
ment, underperform for Artemia length measurement. This is mainly
because the two methods are vulnerable to the structures of antenna,
telopodite, endopodite, etc. In addition, although the designed MMPCF
method obtains an acceptable performance in terms of the MAE and
MAPE, its RMSE value is fairly large, which indicates that the perfor-
mance is unstable. Comparatively, the UNet+MS and UNet+ SAG
methods obtain a more stable performance. In particular, among all the
methods, the UNet+ SAG method obtains the best performance in
terms of the three evaluation measures.
In Fig. 12, we also show the length measuring line extraction results
of different methods obtained on sample images. As can be seen, the
methods based on mathematical morphology operations, including the
MPRE, PCFS and MMPCF methods, are able to tackle the object with a
symmetric silhouette. However, they usually underperform when pro-
cessing images like Sample #4 and Sample #5, the objects in which
have asymmetric silhouettes. In contrast, the UNet+MS and
UNet+ SAG methods work well for measuring the objects that have
asymmetric silhouettes. Furthermore, it can be seen that the UNet+MS
method leads to a loss of length measure in the morphological skele-
tonization procedure, while the UNet+ SAG method measures the
Artemia length accurately. This manifests that the employed SAG ker-
nels transform the prediction map yielded by the UNet into a thin
measuring line with minimal loss of length measure.
4. Conclusions
The brine shrimp Artemia is widely used as a live food for fish and
shellfish larviculture, and the Artemia length measurement plays an
important role in many Artemia studies. Aiming at automated Artemia
length measurement, we have compiled a dataset that contains 250
Artemia images and the ground truth maps of length measuring lines.
We have proposed an automated length measurement method using
UNet and SAG kernels. In this method, the trained UNet model is used
to extract the length measuring line structure, while the SAG kernels are
employed to transform the length measuring line structure into a thin
measuring line with minimal loss of length measure. For comparison,
we have also followed traditional approaches and presented a method
based on mathematical morphology and polynomial curve fitting. In the
experiments, we have evaluated the proposed method as well as the
competing methods on the Artemia length measurement dataset. The
experimental results have confirmed that the proposed method can
accurately measure the length of Artemia objects in images.
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