We study the rank of the random n × m 0/1 matrix A n,m;k where each column is chosen independently from the set Ω n,k of 0/1 vectors with exactly k 1's. Here 0/1 are the elements of the field GF 2 . We obtain an asymptotically correct estimate for the rank in terms of c, n, k, assuming that m = cn.
Introduction
Let Ω n,k denote the set of 0/1 vectors with exactly k 1's. Here 0/1 are the elements of the field GF 2 . Let A n,m;k be the random n × m 0/1 matrix where each column is chosen independently from the set Ω n,k . In a recent paper [6] , we studied the binary matroid M n,m;k induced by the columns of A n,m;k . We showed that for any fixed binary matroid M, there were constants k M , L M such that if k ≥ k M and m ≥ L m n then w.h.p. M n,m;k contains m as a minor. We viewed this as a contribution to the theory of random matroids, [1] , [2] , [9] , [11] , [12] .
In this paper we study another related apect of A n,m;k , viz. its rank and improve on results from Cooper [4] .
Our results on rank enable us to give an expression, (5) , for the solution value of the following optimization problem. Suppose that we assign i.i.d. U[0, 1] weights X c , c ∈ Ω n,k and let the weight of a set of columns C be X(C) = c∈C X c . Let a basis be a set of n − 1 k even linearly independent columns. What is the expected weight W n,k of a minimum weight basis? When k = 2 this amounts to estimating the expected length of a minimum weight spanning tree of K n and this has the limiting value of ζ(3), Frieze [7] .
Our result on the rank of A n,m;k takes a little setting up. Let H = H n,m;k denote the random k-uniform hypergraph with vertex set [n] and m random edges taken from
. There is a natural bijection between A n,m;k and H n,m;k in which column c is replaced by the set {i : c i = 1}. The ρ-core of a hypergraph H (if it is non-empty) is the maximal set of vertices that induces a sub-hypergraph of minimum degree ρ. The 2-core C 2 = C 2 (H) plays an important role in our first theorem.
Matrix Rank
Notation: We write X n ≈ Y n for sequences X n , Y n , n ≥ 0 if X n = (1 + o(1))Y n as n → ∞. We will use some results on the 2-core of random hypergraphs. We remind the reader that the size of of the 2-core has been asymptotically determined, see for example Cooper [5] or Molloy [10] ; we recall the basic results here. To do so, we parameterise m = cn/k and consider the equation
For k ≥ 3, define c k by c k = min c : x = (1 − e −cx ) k−1 has a solution x c ∈ (0, 1] .
It is known that c < c k implies that C 2 = ∅. If c > c k , c = O(log n) then putting x c equal to the largest solution to (1) 
We can also ask for the size of m needed to ensure full rank up to parity; i.e., rank
(i) Given a constant A > 0, there exists γ = γ(A) such that for m ≥ γn log n,
We can easily modify the proof of part (ii) of Theorem 1.3 to give the following hitting time version. Suppose that we randomly order the columns of A n,M ;k where M = n k . Let M m denote the matrix defined by the first m columns in this order. 
Minimum Weight Basis
The expression (5) enables us to estimate the expected optimal value to the minimum weight basis problem defined above. Suppose that we assign i.i.d.
distinct 0/1 vectors with exactly k unit entries. The weight of a set of columns C is X(C) = c∈C X c . Let W n,k be the minimum weight of any basis of n * = n − 1 k even linearly independent columns, chosen from the n k column vectors c ∈ Ω n,k , and where c has weight X c . Thus A n,p;k consists of those column vectors with weight at most p.
We show in Section 3 below that if W n,k denotes the weight of a minimum weight basis then
(n * − E(rank(A n,p;k )))dp.
Corollary 1.2 and Theorem 1.3 can be substituted into (6) to yield an asymptotic formula for W m,k .
We note the remarkable fact that by a result of Frieze [7] , the expression in (7) must equal ζ(3) for k = 2, for c * 2 = 1. We have numerically estimated the first few values as a function of k: It appears the values are getting close to k/2 as k grows, and this is indeed the case.
Matrix Rank
We will study the process whereby we add random columns one by one to create a sequence of matrices A 1 , A 2 , . . . , so that A m is distributed as A n,m;k . The corresponding hypergraphs generate a sequence H 1 , H 2 , . . . , H m , where H m is distributed as H n,m;k . Let the columns of A m be c 1 , c 2 , . . . , c m , where they have been added in this order. The edges of H m corresponding to these columns are e 1 , e 2 , . . . , e m . We let c = km/n.
we re-order the edges so that e 1 , e 2 , . . . , e m 1 are not wholly contained in C 2 and e m 1 +1 , e m 1 +2 , . . . , e m ⊆ C 2 . Of course, if c < c k then m 1 = m. Let v 1 , v 2 , . . . , v i 1 be the set of isolated vertices in H m . We order the remaining vertices not in C 2 as v i 1 +1 , v i 1 +2 , . . . , v i 1 +m 1 so that for each 1 ≤ j ≤ n 1 there is exactly one edge that contains v i 1 +j and is contained in {v i 1 +j , v i 1 +j+1 , . . . , v n }. To see this, consider the standard construction of C 2 by first removing isolated vertices and then repeatedly removing vertices of degree one in the remaining hypergraph.
It follows that we can re-order the edges of H m 1 so that when we add column c i , 1 ≤ i ≤ m 1 there will be at least one row v such that c i (v) is the only column with a one in row v. Thus, adding this column will increase the rank by one and so the rank of A m 1 is m 1 . The remaining columns of A m correspond to edges contained entirely within the 2-core.
The columns associated with the 2-core are distributed as uniformly random, subject to each vertex/row of the 2-core being in at least two columns. It follows from Pittel and Sorkin [13] that the rank of the columns c m 1 +1 , c m 1 +2 , . . . , c m is ≈ m 2 = m − m 1 . Indeed, [13] shows that if we choose a random m 2 × ν, 0/1 Boolean matrix B such that (i) m 2 ≤ n, (ii) each row has exactly k 1's and (iii) each column has at least two 1's and (iv) B is sampled uniformly subject to (i), (ii), (ii) then w.h.p. B has rank ≈ m 2 . In our case, the m 2 columns of A m associated with C 2 are distributed as the transpose of the problem studied in [13] .
From the above we see that the rows and columns of the matrix A m can be arranged as in (9) below, and where A 1 is lower triangular with 1's on the diagonal. It follows from the above discussion that rank(A m ) = m 1 + rank(C 2 ). For c < c * k , C 2 has asymptotic full column rank m 2 . For this case the first claim of (5), and Theorem 1.1, have been verified.
Case 2: c ≥ c * k . To prove Theorem 1.1 for c ≥ c * k we only need to verify that w.h.p.
In this case we need some basic facts about hypergraphs. We say a hypergraph H is linear if edges only intersect in at most one vertex. We define a k-uniform cactus as follows. A single edge is a cactus. An (ℓ + 1)-edge cactus C ′ is the structure obtained from an ℓ-edge cactus C with vertex set V (C), |V (C)| = (k − 1)ℓ + 1 as follows. Choose x ∈ V (C) and let
We need the following simple lemma.
Lemma 2.1. A connected k-uniform simple hypergraph C with no cycles is a cactus.
Proof. This can easily be verified by induction. We simply remove one terminal edge e = {v 1 , v 2 , . . . , v k } of a longest path P . We can assume here that v 2 , . . . , v k are all of degree one, else P can be extended. Deleting e gives a new connected hypergraph C ′ which is a cactus by induction. (b) Suppose first that H contains a cycle C with edges e 1 , e 2 , . . . , e r , Now consider H ′ which is obtained from H by deleting e 1 and the t ≤ k − 2 vertices that become isolated. Then
Suppose next that H does not contain any cycles. Then there must be a vertex of degree one. We simply delete this vertex and use induction on the number of vertices. Putting back the vertex adds one to the number of vertices and one to L.
Therfore we can remove an edge of C without changing the vertex set and this will strictly decrease L.
In the following lemma we prove a property of H n,m;k . It will be more convenient to work with H n,p;k where m = n k p. We use the fact that for any hypergraph property H that is monotone increasing or decreasing with respect to adding edges,
This is well-known for graphs and is essentially a property of the binomial random variable, E(H n,p;k ), the number of edges of H n,p;k .
Similarly, if A is a matrix property that is monotone increasing or decreasing with respect to adding columns, then
For a set of vertices S, let ℓ i (S) denote the number of edges e such that |e i ∩ S| = i. Proof. (a) We can use (11) here with p = C log n n k−1 for some constant C > 0. The expected number of sets failing this property can be bounded by
The fourth line follows because (s/ℓ) ℓ ≤ s ℓ /ℓ! ≤ e s , and the last line because
(b) The expected number of vertices in small cycles can be bounded by
Part (b) now follows from the Markov inequality.
Growth of the mantle
We now consider the change in the rank of the sub-matrix C 2 of the edge-vertex incidence matrix A m (see (9) ), caused by adding an edge e. Suppose that the addition of e increases the size of the 2-core. Our calculations of rank are not exact, and the difference caused by a few edges of co-degree two, or small isolated components of the 2-core can be subsumed into our error terms.
Let A denote the set of additional vertices and F denote the set of additional edges added to C 2 by the addition of e, where A ⊂ V (F ). We include e in F . Let H = (A, F ).
We remark first that with c, x as in (1), that q.s.
Therefore we can assume that adding an edge to A m can only increase C 2 , E(C 2 ) by at most n 3/4 . We use Lemma 2.3 with α = 3/4 in our discussion of the hypergraph H.
The increase in the rank of C 2 obtained by adding |F | extra edges is at most |F |, as each additional edge increases the column rank by at most one. We relate |F | and |A| as follows.
Case 1: First consider the case where there are no cycles in H. We prove a bijection between A and F − e. There must exist v ∈ A and v ∈ f ∈ F , f = e, such that f \ {v} ⊆ C 2 . For this consider a longest path from e to C 2 through H, and let f be the last edge on this path. Because every vertex of A has degree at least two in F , vertex v must be in some other edge g ∈ F . But we cannot have g \ {v} ⊆ C 2 , else v ∈ C 2 (a contradiction) or A = {v}, g = e, F = {e, f } and the induction terminates. Map v to f in the bijection. Remove f from F , v from A, replace v everywhere in edges of F by a distinct vertex of C 2 and apply induction.
The increase in rank in this case is at least |A| = |F | − 1, and at most |F | = |A| + 1.
Case 2:
The total contribution to the rank of the 2-core in m = O(n log n) steps from the case where H 0 contains a cycle of length at most log 1/2 n can be bounded by n 3/4+o(1) . This follows from Lemma 2.3(b) and (15). This is negligible, since the core has size Ω(n) in the regime we are discussing.
Case 3:
Suppose that H contains cycles which we remove by deleting s edges. When we do this we may lose up to ks vertices from A. Let the resulting vertex set be A ′ and edge set be F ′ . Up to ks vertices of A ′ may have degree 1. Attach these vertices to C 2 using disjoint edges to give edge set F ′′ . All vertices of A ′ now have degree at least 2 in F ′′ and F ′′ has no cycles. According to the argument in Case 1, the increase in rank due to adding F ′′ is |A ′ | ≥ |A| −ks and this is at most ks larger than the increase in rank due to adding F ′ . Thus the increase in rank due to adding F ⊇ F ′ is at least |A| − 2ks and at most |F | ≤ |A| + s + 1.
It follows from Lemma 2.2(c) that s = o(|A|).
In summary we find that if m = O(n log n) and m ≥ c * n/k then, with probability 1 −o(n −1 ), the rank of
The upper bound follows because the rank of C 2 is at most the number of rows in C 2 . This proves (10) . To finish the proof of Theorem 1.1 we require that (16) remains true if we take expectations. For this we use the error probability of o(n −1 ) in (14).
Proof of Theorem 1.3 Proof of part (i):
Given a set of rows S, the number of choices of column (distinct edges) that have an odd number of non-zero entries in S is
If rank(A n,p;k ) < n * then there exists a set S of rows such that (i) each column of A n,p;k has an even number of non-zero entries j in S and (ii) |S| ≤ n * . For a fixed S, denote this event by B S and note that it is monotone decreasing. Then
For s ≥ k,
The bracketed term on the right hand side is minimized when s = αn where
We can choose p = (A+2) log n β k(
and then use monotonicity of rank as a function of p to claim the result for larger p.
Pr(∃S
We now use (12) to transfer this bound to A n,m;k .
Proof of part (ii).
Let m = n(log n + c n )/k. Assume that c n → c. We first observe that if Z s denotes the number of sets of s = O(1) empty rows then
The method of moments implies that Z 1 is asymptotically Poisson with mean e −c and so
Going back to (18) with p = (log n + c n )/ . Thus we can bound the RHS of (18) from above by
Thus,
Finally we consider 2 ≤ s ≤ L = log log n. The final step is to prove (w.h.p) that when
, c n −→ c constant the only obstruction to rank(A n,p;k ) = n * is the existence of empty rows (Z 1 > 0).
Given a set S, the number of choices of column that have an odd number of non-zero entries in S (Type A columns) is given by T s,k above, and the number of choices of columns that have an even number of non-zero entries in S (Type B columns) is
The expected number µ s of sets S with no Type A columns and at least one Type B column is
Thus, for constant c,
Thus w.h.p. there is no set of 2 ≤ s ≤ log log n rows where the dependency does not come from the rows all being zero. ✷
Proof of Theorem 1.4
Because c in (20) is arbitrary and having a zero row is a monotone decreasing event, we can see that if m 0 = n(log n − log log n)/k then Z 1 = Z 1 (m 0 ) > 0 w.h.p. The reader can easily check that equations (21) and (22) continue to hold. It follows that w.h.p. the rank of M m 0 is n * − Z 1 . It then follows that m 1 = m * if we never add a column that reduces the number of non-zero rows by more than one. Now (20) implies that the expected number of zero rows in M m 0 is O(log n) and so Z 1 ≤ log 2 n w.h.p. So given this, the probability we add add a column that reduces the number of non-zero rows by more than one in the next O(n log n) column additions, is O(n log n × ((log 2 n)/n) 2 = o(1).
Minimum Weight Basis
The first task here is to prove (6) . Let B n,k denote a minimum weight basis and let W n,k denote its weight. For a given a real number X we can write X = X p=0 dp = 1 p=0 1 p≤X dp.
1 p≤Xc dp (23) = 1 p=0 c∈B n,k 1 p≤Xc dp
(n * − rank(A p ))dp.
Here A p is any matrix made up of those columns c ∈ Ω n,k with X c ≤ p. And let A p denote the corresponding hypergraph.
Explanation for (24): Finding a minimum cost basis B can be achieved via a greedy algorithm. We first order the columns of Ω n,k as c 1 , c 2 , . . . , c N , N = n k in increasing order of weight X c . Treating B as a set of columns, we initialise B = ∅, and for i = 1, 2, . . . , N add c i to B if it is linearly independent of the columns of B selected so far. This means that for any 0 ≤ p ≤ 1, the number of columns in B with X c > p must be equal to the co-rank of the set of columns selected before them i.e B p = {c ∈ B : X c ≤ p}. We claim that B p is a maximal linear independent subset of the columns of A p . If it were not maximal, then another column of A p would have been added to B p by the greedy algorithm.
We obtain EW n,k in (6) by taking the expectation of (24), using Fubini's theorem to take the expectation inside the integral.
We first argue that
Let c = (c 1 , ..., c n ), where c i ∈ {0, 1} denotes the i-th coordinate of c. We can bound W n,k from below by ). and (6) that
(n * − rank(A p ))dp
where
Since H c/n k−1 q.s. has m ≈ cn/k edges, it follows from Theorem 1.1 that
We claim, and this is proved below, that we can write I 2 in the form given in (28) and (29). The integrand in (28) is the expression for rank from Corollary 1.2, with x 1/(k−1) = (1 −e −cx ) substituted from (1).
Expression (7) of Theorem 1.5 now follows from (27) and (29).
Verification of (28): We will express I 2 = n(I a + I b ) where I a = K log log n c=c * k · · · dc and
kγ log n K log log n · · · dc for some large constant K. For I a we use (15) and (16) to argue that with probability 1 − o(n −1 ) , rank(C 2 ) is within 1 − O log log n log n of n times the expression used for it in the integrand. Because the range of integration is O(log log n), the errors that mount up are of order o(1).
For I b we use the monotonicity of rank to replace the integrand at c ∈ [K log log n, kγ log n] by the integrand at c 1 = K log log n. We observe that as c → ∞ we can easily check that
Indeed, putting x = 1 − y we have (
Thus
Consequently,
Verification of (29): For this we use (30) to see that
Bounds for finite k
We begin by estimating c * k . Let x be as in (1), then going back to the definition (4), we can determine the value of c *
Solve for c, and put y = x 1/(k−1) to give
Substituting for c via (1) gives
If x ∈ (0, 1) then y ∈ (0, 1), and y ≥ x. We look for solutions of the form y = 1 − z. Making this substitution (33) becomes z = q(z) where
then (stretching notation somewhat)
The function k 2 e −k in the exponent of the last term is monotone deceasing for k ≥ 2. Let θ = 3/2, then for k ≥ 4, it can be checked that f (θ, k) > 0. Now f (0) < 0 and so there is a solution to f (δ) = 0 in the interval (0, θke −k ).
Substitute y = 1 − z into (32) to obtain
Lemma 3.1. (i) Let θ = 3/2, then for k ≥ 4,
(ii) For k = 3, c * 3 = 2.753699.... Thus, for some ε k , |ε k | ≤ 5,
Open questions Q1
The formula for the cost of a minimum weight basis when k ≥ 3 given by Theorem 1.5 is asymptotically accurate, but lacks the elegance of the case where k = 2. Can the expression be simplified for say, k = 3?
Q2 The ζ(3) result of [7] was generalised quite substantially to consider minimum weight spanning trees of d-regular graphs, when d is large, see [3] . In the context of A n,m;k , this suggests that we consider the case where each row has exactly d ones. Here we can study the rank as well as W n,k .
