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The increasing use of encoded medical data requires ﬂexible tools for data quality assessment. Existing methods are not always
adequate, and this paper proposes a new metric for inter-rater agreement of aggregated diagnostic data. The metric, which is ap-
plicable in prospective as well as retrospective coding studies, quantiﬁes the variability in the coding scheme, and the variation can
be diﬀerentiated in categories and in coders. Five alternative deﬁnitions were compared in a set of simulated coding situations and in
the context of mortality statistics. Two of them were more eﬀective, and the choice between them must be made according to the
situation. The metric is more powerful for larger numbers of coded cases, and Type I errors are frequent when coding situations
include diﬀerent numbers of cases. We also show that it is diﬃcult to interpret the meaning of variation when the structures of the
compared coding schemes diﬀer.
 2003 Elsevier Science (USA). All rights reserved.
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Reliability is an important aspect of any medical
measurement; if there is no practical way of evaluating
validity, i.e., conformity with a true or gold standard,
reliability becomes a means of at least assuring consis-
tency. The use of medical data relies increasingly on
encoding, and this paper focuses on the measurement of
reliability of diagnostic data, i.e., diagnostic entities
from a coding system such as the International Statis-
tical Classiﬁcation of Diseases and Related Health
Problems, Tenth Revision (ICD-10). In this area, reli-
ability reﬂects the ability of coders to apply the same
diagnostic code in a given case, which is usually mea-
sured as inter-rater agreement. Hripcsak and Heitjan [1]
have recently surveyed common alternatives for assess-
ing agreement, and in the search for a versatile metric
for reliability of aggregated diagnostic data, we extend
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doi:10.1016/S1532-0464(03)00036-41.1. Application areas of coding quality evaluation
Diagnostic data can be categorized according to dif-
ferent criteria, such as the cause of the disease or the
location of its manifestation, and Nilsson et al. [2] have
observed that diﬀerent aggregation schemes yield dif-
ferent reliability. The purpose of this paper is to propose
a measure of inter-rater reliability for categorical data,
speciﬁcally aggregated diagnostic data. We identify
three main application areas.
1.1.1. Quality assessment of medical databases
Data repositories with information on diagnoses are
used for a multitude of purposes; reimbursement,
quality assurance, and mortality statistics are some ex-
amples. The distinction between what one wants to
measure and what one can reliably measure may be a
trade-oﬀ between relevance and quality of the informa-
tion, which reﬂects the usefulness of information. A
coding scheme organized according to some aspect of
disease that is diﬃcult to measure or agree upon in the
diagnostic process will produce unreliable data. Given
two aggregation schemes that provide the same amountreserved.
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agreement, choosing the one with better reliability
makes sense.
1.1.2. Aggregation scheme development
Aggregation schemes are constructed in diﬀerent
ways, either as pre-deﬁned structures of a ﬁrst-genera-
tion terminology system such as the chapters of the
ICD-10, or as a purpose-speciﬁc rearrangement of ru-
brics in a second- or third-generation system [3]. In both
cases, the issue of reliability should be addressed.
Questions asked may involve the inclusion or exclusion
of a separate category or if the scheme can be recon-
structed to yield higher information usefulness in its
forthcoming use.
1.1.3. Coding quality management
The coding process itself may be the object of quality
management, i.e., reviewed and improved with respect
to intra- and inter-coder agreement. Measures may be
applied at one occasion to assess the reliability of a data
warehouse, for example, or to compare a coding scheme
at diﬀerent times to evaluate the eﬀect of changes in
coding practices.
1.2. Objectives and desirable properties of the metric
Health care researchers and providers need a ﬂexible
tool with which to analyze their coding processes. Such
a metric should be a general method for comparing di-
agnostic agreement that should be applicable in pro-
spective coding studies as well as retrospective coding
studies based on data from medical data repositories.
We identiﬁed the following objectives of the metric:
1. It should not be restricted to panel rating studies in
the form of m raters coding the same set of n cases.
2. It should be computable from aggregated data and
not rely on person-level data.
3. The primary unit of measurement should be the cod-
ing scheme as a whole, not a single diagnosis or cat-
egory, etc. Thus, total agreement is measured.
4. It should, however, be divisible with respect to sepa-
rating categories and coders.
5. It should not only determine the presence or absence
of agreement above what is expected to appear by
chance, but it should also measure the strength of
agreement for a coding scheme.
6. It should be able to compare the degree of agreement
between two or more schemes.
General usefulness would be supported by the fol-
lowing properties:
1. Independence of underlying statistical distribution of
data.
2. Robustness with respect to diﬀerent numbers of cate-
gories in coding schemes.
3. Robustness with respect to diﬀerent category sizes.4. Robustness with respect to coders who code diﬀerent
numbers of cases.
5. Equal importance of coders regardless of their num-
ber of coded cases.
1.3. Reliability measures and rationales for a new metric
One commonly used approach for measuring reli-
ability of nominal scale data is the kappa coeﬃcient, j,
which is a chance-corrected measure of agreement. It
measures reliability in the whole coding scheme, but it is
not applicable in retrospective studies and it cannot
diﬀerentiate variation in categories and in coders. One
issue related to the desirable properties is that the
magnitude of kappa depends on the prevalence of the
studied phenomenon, and that it may fail to detect
agreement beyond chance when the prevalence is either
low or high [4]. The magnitude also depends on the
number of categories in the scheme, which makes com-
parison of systems of diﬀerent sizes even more diﬃcult
[5].
In small area analysis (SAA), diagnostic reliability is
assessed through the converse characteristic variability,
and the utilization of health care in small geographic
areas is analyzed through retrospective studies. Within a
region consisting of several small areas (e.g., counties),
the area-speciﬁc admission rates for a certain diagnosis
or procedure are compared with the purpose of deduc-
ing whether an observed variation is due to random
variation (null hypothesis) or a systematic diﬀerence
(alternative hypothesis). The SAA methods are designed
for the comparison of single diagnoses or procedures,
and other than this diﬀerence regarding subject under
study, the research questions correspond directly to our
objectives. In order to measure the total scheme vari-
ability, some kind of combining statistic would be re-
quired.
In addition to v2-based methods, SAA involves dif-
ferent estimations of the coeﬃcient of variation (CV).
However, none of these methods fulﬁl all the objectives
and desirable properties outlined above. Due to the as-
sumption of underlying distribution, the v2 methods are
rather sensitive to multiple admissions (readmissions),
which inﬂate the statistic under the null hypothesis. The
proposed solution is to use an adjusted test with a
multiple admission factor (MAF) [6], which requires
person-level data. Even though the possibility of using
substitute MAFs has been proposed, this will be par-
ticularly diﬃcult when rates for diagnoses with varying
likelihood of readmission are combined. Methods based
on v2 also require an expected number of admissions of
at least ﬁve in the smallest county [6,7]. Furthermore,
methods based on the v2 statistic detect diﬀerences in
absolute ﬁgures, and under the alternative hypothesis
variation in large categories will outdo variation in small
categories.
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of the standard deviation of a measure to the mean of
the measure, which in SAA may (CVW) or may not
(CVU) be weighted by the population in each county
[8]. By deﬁnition the CV is a prevalence-adjusted
measure, but Diehr et al. found that although the true
CV is independent of the prevalence, the usual sample
CVs (CVU and CVW) are not [7,8]. Consequently
diagnostic categories with diﬀerent size cannot be
compared. It was also found that the CVW is sensitive
to the number of counties, which corresponds to the
number of coders, and that its magnitude depends on
the probability of readmissions [7]. The analysis of
variance estimate (CVA) will allow comparison of
diagnoses with diﬀerent prevalence, but it is computed
from person-level data or through the MAF-adjusted
v2 statistic and comparisons are based on conﬁdence
intervals that are only valid for ‘‘large’’ CVs or
numbers of counties [8].2. Methods
We propose to base the metric on the sample stan-
dard deviation. For each coder, the observed proportion
as well as the expected proportion of codes falling into
each category of the coding scheme are calculated. Each
observed proportion (identiﬁed by a speciﬁc coder and
category) is a potential departure from the expected
proportion, and the standard deviation can be used as a
measure of the coders average divergence. In this way a
situation with no variability yields a zero standard de-
viation. However, a random variation among the coders
is expected, which will typically produce a non-zero
standard deviation, and a true variability due to diﬀer-
ences in coding conventions should be evident in an el-
evated standard deviation. The suggested application
areas include variability comparison, and a test for
heterogeneity of variances can be applied to analyze a
set of coding schemes in comparison with one another.
If the variances diﬀer, the schemes reﬂect inter-coder
variability in diﬀerent ways, or changes in coding prac-
tices have inﬂuenced the reliability.
Expected proportions must be estimated based on
observed proportions, which assumes that there is only a
random variation. They can be calculated in two ways—
either as the sum of all cases in the category in relation
to all cases, or as the average proportion for that cate-
gory among the coders. These correspond to weighted
and unweighted sample means in the CV. While the
former will reﬂect the coding pattern of the coders with
the highest number of cases, the latter will give equal
precedence to all coders regardless of their number of
coded cases. In accordance with the desiderata, we chose
the latter alternative.2.1. Heterogeneity of variances
The conventional variance ratio F-test deals with two
samples drawn from independent Gaussian populations,
but this requirement is not always met. In an extensive
survey and simulation study of k-sample tests for het-
erogeneity of variance, Conover et al. [9] found that with
respect to robustness and power, particularly in situa-
tions with unknown population means, only three tests
can be recommended: Levenes test with the treatment
median modiﬁcation proposed by Brown and Forsythe,
and two variants of the Fligner and Killeen test. Unlike
more widely used tests such as those of Bartlett and
Cochran, these three tests have a controlled risk of Type
I errors when the populations are asymmetric and
heavy-tailed.
Based on these ﬁndings and subsequent supporting
research by Lim and Loh [10], as well as textbook rec-
ommendations (see [11], for example), we chose to use
Levenes test with the modiﬁcation proposed by Brown
and Forsythe. This test is available in standard statisti-
cal software packages such as SAS, SPSS, and STAT-
ISTICA, but since it is based on one-way analysis of
variance (ANOVA), the analysis can be performed in
virtually any package. In addition, a spreadsheet im-
plementation of the test is rather straightforward.
A coding situation is characterized by a combination
of a number of coders, categories, and cases. To test for
equal variance among k coding situations, the procedure
is as follows: With mi coders, k coding schemes, and li
categories in each scheme, for each situation
(i ¼ 1; 2; . . . ; k), as well as coder and category in the
situation (j ¼ 1; 2; . . . ;mili), calculate the departure yij
from the expected proportion. Then apply Levenes
median test, i.e., calculate the residuals Zij ¼ yij  ~yi



,
where ~yi is the sample median and perform a one-way k-
level ANOVA. Reject H0 (all situations have equal
variance) in favor of H1 (at least two situations have
diﬀerent variances) when the F ratio test for treatment
eﬀects is signiﬁcant.2.2. Alterations
The variance and standard deviation measure abso-
lute variation and are consequently inﬂuenced by the
scale of measurement; higher rates give higher variation.
To overcome this, the pairs of observed and expected
proportions can be transformed into baseline diver-
gences in diﬀerent ways that we have called alterations.
They are based on measures in the ﬁelds of epidemiol-
ogy and information theory and are selected with the
intention of giving a range of properties with respect to
the distribution of category sizes. All alterations have a
baseline of zero. The study by Conover et al. [9] showed
that the power of Levenes median test was better with
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distributions. Thus, symmetry may be an important
alteration attribute. The following alterations were
deﬁned:
(A) po  pe
(B) ðpo  peÞ=ð1 peÞ
(C) ðpo  peÞ logðpeÞ
(D) po logðpo=peÞ
(E) logðpo=peÞ
(A) The ﬁrst alteration is the diﬀerence between the
observed and expected proportion. In epidemiology, this
alteration corresponds to the risk diﬀerence and is also
called rate diﬀerence, additional risk, attributable risk
and excess risk. For equal relative discrepancies there
will be more response for large than for small categories.
(B) The second alteration is the proportion of cases
that were misclassiﬁed with respect to the category in
question in relation to those that were expected to fall
into another category. The expression is analogous to
the j coeﬃcient [12] and can be seen as a modiﬁcation of
alteration A by the inverse of the expected comple-
mentary proportion of cases. It has been called the rel-
ative diﬀerence and compared to alteration A, it will
boost variation in large categories.
(C) The third alteration is the diﬀerence weighted by
means of the amount of information received from the
event of a code falling into the category with the ex-
pected (prior) probability. The measure of information
quantity was used by Shannon as the basis of the en-
tropy of an information source [13]. Compared to al-
teration A, it will give more weight to variation in small
categories.
(D) The fourth alteration is the divergence of the
observed proportion with respect to the expected pro-
portion. When summed over an event space, this is the
Kullback–Leibler distance or the relative entropy be-
tween two probability mass functions (see Cover and
Thomas [14], for example). For cross-tabulations it has
been used by Theil [15] to determine entropy reduction
as a measure of contingency and to measure variation by
the uncertainty coeﬃcient proposed by Agresti [16],
based on Theils work.
(E) The last alteration reﬂects the relative diﬀerence
and for equal relative discrepancy it will give the same
response for small categories as for large. Except for the
logarithm, which is used in order to make over- and
under-representation equally important, this alteration
corresponds to the concept relative risk (risk ratio or
rate ratio) in epidemiology. If one is subtracted from the
quotient, this corresponds to percentage deviation from
the expected proportion, which is called excess relative
risk. That expression would be a modiﬁcation of alter-
ation A by the inverse of the expected proportion.
Compared to alteration D, alteration E will be more
symmetric.2.3. Logarithms and the meaning of zero
Decimal logarithms are used, but the magnitude of
the test statistic is independent of the base. The magni-
tude of the sample standard deviation, however, will
depend on the chosen base. The logarithm of zero is not
deﬁned, and appearing zeros must be replaced. This
primarily concerns observed proportions, but if all ob-
served proportions of a category equal zero, the ex-
pected proportion will also be zero. In alterations C and
D, this is uncomplicated. Since the expected proportion
equals the observed proportion, the function can be re-
written as the sum of two terms in the form p log p, and
the convention is to deﬁne p log p¼ 0 for p ¼ 0 (see
[14,17] for example).
For alteration E there is no simple substitution for
the logarithm. In the sense of variability, the meaning of
an observed zero proportion must be determined in re-
lation to the proportions of the other coders. With fre-
quent zeros among the coders, each zero may indicate
consistency, while a single zero among numerous non-
zeros may represent severe deviation. Initial analysis
showed that it was diﬃcult to reconstruct a fair devia-
tion based on expected proportion, so for observed ze-
ros the alteration function was set to zero, i.e.,
neglecting any potential divergence. Due to multiplica-
tion by po in alteration D, observed zero proportions
among non-zero expected proportions will falsely indi-
cate reliability.
2.4. Monte-Carlo simulation
To study the proposed metrics ability to maintain the
nominal signiﬁcance level under a true null hypothesis,
and its ability to reject a false null hypothesis, we sim-
ulated a number of coding situations. Consistent with
other simulation studies [9,18], we call the former
characteristic size of the test, while the latter quality is
the power of the test. Coding situations represented 5,
15, and 25 coders handling 100, 1000, and 10,000 cases
each. Cases were coded and grouped into 5, 15, and 25
categories using coding scheme and category sizes
adapted from an earlier study on data aggregation [2]. In
Table 1 the expected percentages of codes falling into
each category is presented, and with the number of cases
given above, frequencies will range from 0.11 to 4,956.
The test size was assessed when the null hypothesis
(absent inter-coder variation) was true, and the power
was analyzed when the alternative hypothesis (present
inter-coder variation) was true. An alpha-level of 0.05
was used, and in accordance with Conover et al. [9] the
test was considered to be robust if its size was below 10%
at that level.
For each coder and case a random number between
zero and one was generated from a uniform distribution
and mapped on a category proﬁle representing the
Table 1
Category scheme sizes used in the simulation
Category Percentage
1 0.55
2 5.15
3 15.79
4 28.95
5 49.56
1 0.11
2 0.22
3 0.22
4 0.22
5 0.55
6 0.55
7 0.77
8 0.77
9 0.88
10 2.52
11 3.40
12 15.24
13 20.94
14 25.22
15 28.40
1 0.11
2 0.22
3 0.33
4 0.88
5 0.99
6 1.10
7 1.21
8 1.43
9 1.75
10 2.08
11 2.19
12 2.19
13 2.52
14 2.96
15 3.07
16 3.40
17 3.62
18 3.73
19 5.15
20 5.26
21 6.03
22 6.80
23 9.32
24 11.18
25 22.48
Expected percentage of cases falling into each category. Due to
rounding oﬀ, percentages for 15 categories do not total 100.
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diagnostic information on a new patient visiting a phy-
sician. The resulting ‘‘diagnostic code’’ of a visit was
independent of other ‘‘codes’’ for all cases and ‘‘coding
physicians;’’ in a model that takes readmissions into
account, the probability of each ‘‘diagnosis’’ would de-
pend on previously drawn ‘‘diagnoses.’’ However, the
statistical inference does not depend on whether the
‘‘code’’ refers to the ﬁrst visit or a readmission. By using
the same distribution to sample ‘‘diagnoses’’ for allcoders, we represented physicians meeting the same
patient population. If they had been specialized with
respect to diﬀerent patient subgroups, we would have
sampled from distributions skewed in some direction.
Coding situations were compared in pairs, and for
each coding situation a frequency table was generated
and corresponding tables of observed proportions and
expected (average) proportions of codes in each cate-
gory were calculated. Since all ‘‘coders’’ had the same
coding preferences, all variations observed among cod-
ers in the two tables are due to random variation. Fi-
nally, the test statistics for heterogeneity of variances
based on the diﬀerent alterations were computed and
compared to the 95th percentile of the F statistic with
degrees of freedom corresponding to the simulated sit-
uation. This was repeated 5000 times, and for each al-
teration the proportion of times the null hypothesis
would have been rejected was calculated.
Under the alternative hypothesis, variability was in-
troduced in one of the frequency tables, and two series
of simulations were carried out. Variability is likely to
appear in small and large categories at the same time,
but for the sake of transparency, this was studied sep-
arately. In the ﬁrst series, the variability was introduced
in the smaller categories and in the second series it was
applied in the larger categories. In both series, the
change was made in 40% of the categories, i.e., 2, 6, and
10 out of 5, 15, and 25 categories, respectively.
The amount of inter-coder variability was based on
ﬁndings in previous work [2]. In the case of ﬁve cate-
gories, the boundary between the ﬁrst and the second
category was changed for 40% of the coders (2, 6, or 10)
so that the expected frequency of the ﬁrst category be-
came 75% smaller and diagnoses originally belonging to
this category were classiﬁed in the second smallest cat-
egory. For another 40% of the coders the change was
made in the opposite direction so that the smallest cat-
egory became 75% larger at the expense of the second
largest category. With 15 and 25 categories this change
was repeated for the next two and four pairs of cate-
gories, respectively. In the second series, the change was
made so that the expected frequency of the largest cat-
egory became 10% smaller or 10% larger, with reper-
cussions in the second largest category. In the same way
as in the ﬁrst series, this was repeated when the number
of categories was 15 or 25.3. Results of the simulation
The results of the simulation study are presented in
Table 2. For each combination of specifying parameters
and alteration the size and power are presented. The
power consists of two numbers representing variability
in small and large categories, respectively.
Table 2
Results of the simulations
Number of Zeros Alteration A Alteration B Alteration C Alteration D Alteration E
Coders Categories Cases Po Pe Size Power Size Power Size Power Size Power Size Power
5 5 100 11.6 1.3 7.4 7.3 14.1 5.3 5.5 10.8 7.3 7.1 12.1 6.5 6.7 12.8 1.4 1.2 2.2
5 5 1000 0.1 7.2 9.3 90.1 5.2 6.2 87.9 7.5 15.0 76.0 7.0 8.6 89.6 0.6 1.1 8.5
5 5 10,000 0.0 7.0 34.6 100.0 4.8 18.9 100.0 7.0 76.7 100.0 7.0 29.3 100.0 0.9 9.2 72.2
15 5 100 11.7 0.0 6.6 6.2 25.6 4.4 3.9 23.0 6.0 6.5 18.6 5.6 5.0 23.3 0.2 0.2 0.9
15 5 1000 0.1 5.8 9.4 100.0 4.3 6.2 100.0 6.2 27.2 100.0 5.7 8.1 100.0 0.8 15.8 16.0
15 5 10,000 0.0 6.7 65.8 100.0 4.8 33.7 100.0 6.9 100.0 100.0 6.6 57.8 100.0 0.9 100.0 99.6
25 5 100 11.7 5.4 5.6 38.6 3.8 3.6 35.8 5.6 6.2 26.2 4.5 4.4 35.7 0.2 0.2 1.3
25 5 1000 0.1 5.7 10.6 100.0 3.9 6.1 100.0 5.7 39.5 100.0 5.4 9.2 100.0 0.8 35.9 24.8
25 5 10,000 0.0 5.8 83.6 100.0 4.4 46.8 100.0 5.7 100.0 100.0 5.8 76.8 100.0 0.6 100.0 100.0
5 15 100 39.4 11.8 2.9 3.5 3.9 2.4 2.9 3.5 6.0 7.0 7.3 1.7 2.1 2.4 0.5 0.6 0.7
5 15 1000 4.5 0.0 3.1 5.2 76.8 2.4 3.9 75.0 6.8 26.2 76.0 2.8 3.9 75.6 2.1 9.0 4.1
5 15 10,000 0.0 3.4 55.8 100.0 2.7 38.9 100.0 7.2 99.9 100.0 3.4 43.2 100.0 2.3 100.0 43.5
15 15 100 39.4 2.0 2.0 2.2 5.9 1.7 1.6 5.2 3.3 3.7 7.0 1.0 1.0 3.6 0.1 0.1 0.1
15 15 1000 4.5 2.2 7.3 99.9 1.8 4.5 99.9 4.7 51.0 99.6 2.0 4.8 99.9 1.7 25.3 7.2
15 15 10,000 0.0 2.1 94.6 100.0 1.7 77.3 100.0 5.1 100.0 100.0 2.1 84.7 100.0 1.6 100.0 82.1
25 15 100 39.4 0.5 2.0 1.9 10.0 1.5 1.5 9.0 3.5 3.5 9.3 0.9 1.0 6.0 0.0 0.0 0.1
25 15 1000 4.5 1.9 9.2 100.0 1.5 5.5 100.0 4.7 72.5 100.0 1.7 5.9 100.0 1.8 45.1 10.0
25 15 10,000 2.0 99.3 100.0 1.6 93.9 100.0 5.2 100.0 100.0 1.9 96.9 100.0 1.5 100.0 96.4
5 25 100 19.4 4.5 4.1 6.4 5.2 3.4 5.2 4.6 5.8 10.7 7.0 1.3 1.9 2.0 2.3 2.0 2.3
5 25 1000 1.9 0.0 4.3 80.0 60.4 3.6 72.3 58.7 6.8 97.7 54.8 3.9 61.5 57.7 2.7 99.6 7.8
5 25 10,000 5.2 100.0 100.0 4.2 100.0 100.0 8.2 100.0 100.0 5.1 100.0 100.0 2.3 100.0 85.6
15 25 100 19.4 0.9 2.8 6.2 4.6 2.2 5.0 4.2 3.7 12.0 5.6 0.8 1.6 1.8 1.4 1.1 2.1
15 25 1000 1.9 3.1 99.7 97.7 2.6 98.6 97.8 5.3 100.0 92.7 2.8 96.8 97.3 1.7 100.0 14.5
15 25 10,000 3.7 100.0 100.0 3.1 100.0 100.0 5.7 100.0 100.0 3.6 100.0 100.0 1.3 100.0 99.8
25 25 100 19.4 0.3 2.6 7.8 6.5 2.0 6.3 6.0 3.5 17.4 6.6 0.5 2.5 2.3 1.3 1.1 2.0
25 25 1000 1.9 3.1 100.0 100.0 2.4 100.0 100.0 4.9 100.0 99.2 2.4 99.9 99.9 2.2 100.0 24.5
25 25 10,000 2.8 100.0 100.0 2.3 100.0 100.0 4.8 100.0 100.0 2.8 100.0 100.0 1.5 100.0 100.0
Test size and power in diﬀerent coding situations: percentage of times the null hypothesis of no variability was rejected when it was true (Size) and false (Power). Power was measured with
variability separately in small and large categories. The Zeros column indicates occurrence of situations with observed and expected zero proportions and their incidence as percentage under the null
hypothesis.
3
3
6
H
.
P
etersso
n
et
a
l.
/
J
o
u
rn
a
l
o
f
B
io
m
ed
ica
l
In
fo
rm
a
tics
3
5
(
2
0
0
2
)
3
3
1
–
3
4
2
H. Petersson et al. / Journal of Biomedical Informatics 35 (2002) 331–342 3373.1. Test size
Under the null hypothesis, the 10% level was not
exceeded in any combination. However, there was an
inﬂated risk of a Type I error for alterations A, C, and D
in the smallest setting (ﬁve coders and ﬁve categories).
Alteration C, with an average of 5.7% had the largest
false-rejection rates and behaved liberally in all situa-
tions with ﬁve coders. The smallest false-rejection rates
were found in alteration E, with an average of 1.3%, and
except for the combination of 25 categories and 100
cases, all the smallest rates were found in alteration E,
which was consistently conservative.
3.2. Power
Overall, the highest power was provided by alteration
C, with an average of 54.8% for small-category variation
and 66.6% for large-category variation. Alteration E
provided the lowest total power, with an average of
46.2% and 33.6%, respectively.
With variability in small categories, the power was
generally low in all alterations, and a large number of
coded cases were required to detect discrepancies. It was
only in situations with 25 categories that 1000 cases was
enough for all alterations to reach a rejection rate higher
than 50%. Alteration C was most powerful, and except
for the smallest combination (ﬁve coders and ﬁve cate-
gories), alteration E performed better than A, B, and D
in situations with 1000 and 10,000 cases. It had the
second best average rejection rate, but it had the least
power in all but one situation with 100 cases.
The performance was generally better for variability
in large categories than in small categories. However,
100 cases were still too few to detect variation in most
instances. With 1000 and 10,000 cases to code, the
performances of alterations A, B, and D were slightly
better than alteration C, but diﬀerences were small.
The average rejection rate ranged from 66.6% (C) to
68.1% (A).
3.3. Number of categories
The eﬀect of number of categories was that the size of
the test was highest for ﬁve categories and smallest for
15 categories.
With variation in small categories, least power was
found in ﬁve categories and most power was found in 25
categories. The result of increasing from 5 to 15 cate-
gories depended on the number of cases as well as the
alteration. With 100 cases all alterations diminished, and
with 10,000 cases they all gained. With 1000 cases al-
terations C and E gained while A, B, and D diminished.
Increasing the number of categories from 15 to 25 in-
creased the power. The advantage of alteration C de-
creased with increasing number of categories.With variation in large categories, the tendency was
the same as for test size, i.e., with a maximum for ﬁve
categories. Alteration E lost most power when the
number of categories was increased to 15, but gained
when it was further increased to 25. With both kinds of
variation, alteration C was least sensitive and alteration
E most sensitive to a change in the number of categories.
However, with large-category variation, changing the
number of categories resulted only in minor diﬀerences
between alterations A, B, C, and D, which were notably
more powerful than alteration E. Alteration A per-
formed slightly better than the others with ﬁve catego-
ries, and the diﬀerence between alteration E and the
other four was largest with 15 categories.
3.4. Number of coders
In general, the eﬀect of the number of coders was that
the size was the highest for ﬁve coders, decreased for 15
coders, and decreased even more for 25 coders. The ﬁrst
drop was larger than the second.
With a given number of categories and cases to code,
the power increased from 5 to 15 and to 25 coders for
variation in small as well as in large categories. The
diﬀerence between 5 and 15 coders was the larger dif-
ference in both cases. However, the results were am-
biguous for 100 cases and small-category variation. The
inﬂuence of number of coders was weaker than that of
number of categories. With small-category variation,
alteration A was least sensitive to a change in number of
coders, and with large-category variation alteration C
was the least sensitive. In both cases, alteration E was
most sensitive.
3.5. Number of cases
When the number of cases to code was increased
from 100 to 1000, the test size increased in some situa-
tions, and this eﬀect was most evident in alterations D
and E. With ﬁve categories the increase appeared with
25 coders, but with 15 and 25 categories it appeared with
all numbers of coders. Further increasing the number of
cases to code to 10,000 resulted in less increased false-
rejection rates and some reduced rates.
Both steps, from 100 to 1000 and from 1000 to 10,000
cases, gave considerable increases in power for vari-
ability in small as well as large categories. In the ﬁrst
step for variability in small categories, alterations C and
E had the largest power rise. With 25 categories, all al-
terations reached close to or 100%, with the exception of
the ﬁve-coder combination for alterations A, B, and D.
In large-category variation, alterations A, B, C, and D
reached over 75% for 5 and 15 categories and over 50%
for 25 categories.
For 5 and 15 categories and small-category variation,
the second step gave a greater power gain compared to
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A, B, and D for 15 categories, where alteration C and to
some extent E had gained at the level of 1000 cases.
With 25 categories, the second step brought all altera-
tions to 100%. With large-category variation, alterations
A, B, C, and D reached 100% in all combinations.3.6. Observed zero proportions
As mentioned above, observed zero proportions
among non-zero expected proportions will not be de-
tected as variability in alterations D and E. The pro-
portion of observed zeros among all observed
proportions depends on the number of categories and
the number of coded cases. Intuitively, the proportion of
expected zeros will decrease when the number of coders
is increased. (The probability of all coders scoring nil is
reduced when more coders are added.) Thus, the con-
dition where the observed but not the expected pro-
portion equals zero is likely to occur with 15 and 25
coders, which is also evident in the results; see Table 2.
The percentage of zeros is given for a true null hy-
pothesis, and it was slightly increased under the small-
category-alternative hypothesis.4. Application to mortality statistics
As mentioned above, studying small- and large-
category variation separately is not consistent with a
real setting. Therefore, the new metric was analyzed in
the context of mortality statistics for Swedish men
during two three-year periods, 1977–1979 and 1997–
1999. These periods were chosen to reﬂect the situation
before and after major revision of the coding process,
and three-year periods were used to stabilize data with
respect to yearly variation. The counties are situated in
the southeast region of Sweden and were for this ap-
plication considered homogenous with respect to
demographic factors. We also did a Monte-Carlo sim-
ulation with the actual expected proportions and num-
ber of deaths in each county.
The Swedish cause-of-death register is managed by
the National Board of Health and Welfare. Diagnostic
information is given according to the ICD, and coding
is carried out centrally at Statistics Sweden. For the
former period, the eighth revision (ICD-8) was used,
and for the latter period, the tenth revision (ICD-10).
In 1981 new rules were implemented for selecting the
underlying cause of death reported to the cause-of-
death register, and the coding instructions were
changed to conform to the rules given in the ICD [19].
Later, two computer programs were introduced and
the coding process was automated for the majority of
cases.4.1. Choice of alteration
No extraordinary test sizes were discovered in the
simulations, so the choice of alteration depends primarily
on power. Somewhat contrary to our expectations, al-
terations A, B, C, and D responded to small- and large-
category variation in a similarway.However, two of them
provided slightly more power than the others: alteration
C with small-category variation and alteration A with
large-category variation. These were also relatively in-
sensitive to changes in the number of coders. Alterations
B andD are possible choices for large-category variation,
but alteration A was superior with an advantage in situ-
ations with few categories and few cases to code. In ad-
dition, a greater power gain in the ﬁrst number-of-cases
increment speaks in favor of alteration C. Alteration E
was inferior to the others and required high numbers of
cases to perform reasonably well. We continued the
analysis with alterations A and C.
4.2. Observations from the example
In Table 3 the number of deaths during the two pe-
riods are categorized according to the chapters of the
ICD-8 (1977–1979) and the European short list for
causes of death (1997–1999). In addition to the fre-
quency, the percentage distribution of deaths in each
county is given, and for each category its contribution to
the sample standard deviation is given. For the former
period the standard deviation is 0.0031 based on alter-
ation A and 0.0036 based on alteration C. For the latter
period the ﬁgures are 0.0046 and 0.0045, which suggests
that the reliability may be lower after the revision than
before. The p-values of Levenes median test were 0.12
and 0.13, providing some evidence for a true diﬀerence
in variability. On the other hand, the Monte-Carlo
simulation showed sizes of 10% for alteration A and
20% for alteration C.
In both schemes there were categories with an over-
represented contribution to the total scheme variability.
With alteration A in the former period, the largest cat-
egory—Diseases of the circulatory system—made up the
largest part (51%), while in the latter period the ﬁgure
fell (26%), and the second largest category—Neo-
plasms—contributed most (44%). With the standard
deviation based on alteration C, one small category in
each scheme had the most variation. In the former case
this was Diseases of the Genitourinary System (25%),
and in the latter case it was Symptoms, Signs, Abnormal
Findings and Ill-deﬁned Causes (31%).5. Discussion
Diehr et al. [7,8] discuss the intuitive meaning of
measures of variation, and Nelson and Pepe [20]
Table 3
Mortality statistics and contribution to variability
Disease category County Contribution
S€odermanland €Osterg€otland J€onk€oping Kronoberg K ar Blekinge Alt. A Alt. C
1977–1979
I Infectious and parasitic diseases 21 (0.5) 41 (0.6) 18 (0.3) 12 (0.4) 43 .9) 15 (0.5) 1.9 7.3
II Neoplasms 1013 (21.8) 1551 (21.8) 1185 (21.8) 688 (21.2) 10 (21.6) 635 (21.8) 3.5 1.1
III Endocrine, nutritional and metabolic diseases and immunity disorders 38 (0.8) 108 (1.5) 71 (1.3) 38 (1.2) 74 .5) 42 (1.4) 3.7 9.7
IV Diseases of the blood and blood-forming organs 3 (0.1) 2 (0.0) 6 (0.1) 5 (0.2) 6 1) 2 (0.1) 0.1 0.8
V Mental disorders 32 (0.7) 18 (0.3) 9 (0.2) 5 (0.2) 7 1) 16 (0.5) 3.0 13.6
VI Diseases of the nervous system and sense organs 58 (1.2) 73 (1.0) 57 (1.0) 34 (1.0) 47 .9) 31 (1.1) 0.6 1.7
VII Diseases of the circulatory system 2557 (55.0) 3958 (55.7) 2992 (55.1) 1857 (57.2) 28 (57.2) 1632 (55.9) 50.8 2.4
VIII Diseases of the respiratory system 282 (6.1) 396 (5.6) 275 (5.1) 164 (5.0) 24 (4.9) 150 (5.1) 10.3 12.3
IX Diseases of the digestive system 158 (3.4) 242 (3.4) 205 (3.8) 108 (3.3) 16 (3.2) 79 (2.7) 6.6 10.6
X Diseases of the genitourinary system 80 (1.7) 114 (1.6) 132 (2.4) 49 (1.5) 76 .5) 31 (1.1) 10.8 25.3
XII Diseases of the skin and subcutaneous tissue 0 (0) 2 (0.0) 0 (0) 0 (0) 1 0) 1 (0.0) 0.0 0.1
XIII Diseases of the musculoskeletal system and connective tissue 23 (0.5) 17 (0.2) 16 (0.3) 9 (0.3) 13 .3) 14 (0.5) 0.7 3.2
XIV Congenital anomalies 18 (0.4) 40 (0.6) 35 (0.6) 18 (0.6) 18 .4) 17 (0.6) 0.7 2.8
XV Certain conditions originating in the perinatal period 20 (0.4) 34 (0.5) 26 (0.5) 16 (0.5) 21 .4) 19 (0.7) 0.4 1.5
XVI Symptoms, signs, and ill-deﬁned conditions 11 (0.2) 16 (0.2) 13 (0.2) 13 (0.4) 15 .3) 7 (0.2) 0.2 1.2
XVII Injury and poisoning 331 (7.1) 489 (6.9) 394 (7.3) 232 (7.1) 34 (6.7) 226 (7.7) 6.7 6.4
1997–1999
01 Infectious and parasitic diseases 26 (0.6) 56 (0.9) 51 (1.0) 32 (1.1) 41 .9) 26 (1.0) 0.7 2.8
06 Neoplasms 1091 (25.4) 1612 (24.6) 1287 (24.2) 773 (26.2) 10 (22.4) 646 (23.8) 43.9 16.6
25 Diseases of the blood (-forming) organs, immunological disorders 8 (0.2) 11 (0.2) 9 (0.2) 4 (0.1) 11 .2) 10 (0.4) 0.2 1.3
26 Endocrine, nutritional and metabolic diseases 81 (1.9) 143 (2.2) 111 (2.1) 42 (1.4) 97 .2) 45 (1.7) 2.3 6.9
28 Mental and behavioral disorders 116 (2.7) 171 (2.6) 140 (2.6) 88 (3.0) 96 .1) 73 (2.7) 1.9 4.9
31 Diseases of the nervous system and the sense organs 62 (1.4) 88 (1.3) 73 (1.4) 42 (1.4) 71 .6) 55 (2.0) 1.7 5.5
33 Diseases of the circulatory system 2090 (48.7) 3153 (48.0) 2586 (48.7) 1383 (46.9) 22 (50.0) 1322 (48.8) 25.8 2.6
37 Diseases of the respiratory system 324 (7.6) 472 (7.2) 386 (7.3) 244 (8.3) 34 (7.7) 201 (7.4) 3.9 5.0
42 Diseases of the digestive system 131 (3.1) 187 (2.8) 153 (2.9) 78 (2.6) 11 (2.6) 79 (2.9) 0.7 1.6
45 Diseases of the skin and subcutaneous tissue 8 (0.2) 5 (0.1) 8 (0.2) 6 (0.2) 6 1) 3 (0.1) 0.1 0.5
46 Diseases of the musculoskeletal system and connective tissue 11 (0.3) 26 (0.4) 11 (0.2) 13 (0.4) 19 .4) 12 (0.4) 0.3 1.6
48 Diseases of the genitourinary system 63 (1.5) 103 (1.6) 97 (1.8) 44 (1.5) 61 .4) 32 (1.2) 1.2 4.0
51 Certain conditions originating in the perinatal period 10 (0.2) 9 (0.1) 12 (0.2) 9 (0.3) 11 .2) 0 (0) 0.3 2.2
52 Congenital malformations and chromosomal abnormalities 10 (0.2) 23 (0.4) 14 (0.3) 12 (0.4) 21 .5) 6 (0.2) 0.3 1.6
55 Symptoms, signs, abnormal ﬁndings, and ill-deﬁned causes 54 (1.3) 99 (1.5) 72 (1.4) 22 (0.7) 82 .8) 69 (2.5) 9.2 30.7
58 External causes of injury and poisoning 206 (4.8) 406 (6.2) 299 (5.6) 155 (5.3) 26 (5.8) 131 (4.8) 7.6 12.3
Mortality statistics for men in six Swedish counties categorized according to the chapters of the ICD-8 (1977–1979) and the European short st for causes of death (1997–1999). The county
frequency and percentage distributions as well as each categorys contribution to the sample standard deviation based on alteration A and C are gi n. Due to rounding oﬀ, percentages do not total
100.
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variability as familiar and meaningful. Obviously one
can discuss the intuitiveness of our metric and its sug-
gested alterations. Alteration A has the simplest func-
tion, while alteration C has a more intuitive meaning in
the realm of information theory. There the logarithm of
the inverse of the probability of a message occurring is
taken as the intuitive measure of information received
from the message [13].
The idea of deﬁning alterations was to equalize var-
iability with respect to prevalence so that small- and
large-category variation could be studied simulta-
neously. Although alteration C detected more small-
category variability than alteration A did, diﬀerences
were more evident in the variability distribution than in
size and power. In the mortality example, variabilities as
disclosed by them were of the same degree, and the al-
terations indicated the same signiﬁcance for a true inter-
county variation. However, variability was found in
diﬀerent categories, i.e., reﬂected by the category size
preference caused by the alteration functions. Conse-
quently, the choice of alteration must be made with re-
spect to the kind of variation one wants to detect, and
because of the weighting function, alteration C gives a
more generic view of variation. Not surprisingly, alter-
ation A responded to variation in the largest category,
but the size of the category is not the only underlying
factor; the neoplasm category has virtually no variation
in the former scheme but a substantial variation in the
latter. In addition to the neoplasm category, alteration
C also discovered increased variability in the categories
of symptoms and signs as well as injury and poisoning.
5.1. Application areas and commensurability
The ﬁrst and second application areas outlined in the
introduction imply that categorization schemes with
diﬀerent structures, i.e., diﬀerent numbers of categories
as well as diﬀerent category sizes, are compared. In
small-category variation, larger coding schemes corre-
sponded to higher power, while with variation in large
categories the smallest number of categories gave the
highest power. This dependence could aﬀect the possi-
bilities of comparing diﬀerent coding schemes, such as a
scheme with 20 original categories reduced to 15. The
null hypothesis as tested by Levenes test is that the
coding situations have the same variance, but diﬀerent
coding scheme structures may not have the same level of
variability even when there is only random variation in
each scheme.
Application area two—combining categories and re-
ducing the size of the coding scheme—was tested by
means of the coding scheme with 15 categories reduced
to 14 and 13 through merging. Additional simulations
were done with ﬁve coders and 100 and 1000 cases.
When the two smallest or largest categories were com-bined, the false-rejection rates of both alterations re-
mained below 10%, and alteration A controlled its size
slightly better than alteration C. When the three smallest
categories were merged, both alterations rejected more
null hypotheses, but alteration A had a size below 10%.
When the three largest categories were combined, both
alterations ranged between 15% and 20% and alteration
C had a slightly smaller size. Diﬀerences between 100
and 1000 cases were small.
The third application area may involve comparison
of situations with diﬀerent numbers of coders, a pa-
rameter whose eﬀect may inﬂuence commensurability
negatively. Further simulations with 5 and 25 categories
demonstrated an inﬂated risk of a Type I error—around
20% for alteration C—only in the extreme situation with
ﬁve coders in one situation and 25 in the other. Other-
wise the rate was below 10%, and in reality, the number
of coders will probably not diﬀer to that extent. Alter-
ation A was more robust than alteration C. Its size was
5% (ﬁve categories) and 35% (25 categories) smaller on
average.
Number of cases is the most critical parameter, and it
primarily concerns application area three. Even a small
diﬀerence, for example a reduction from 1000 to 750
cases, will raise the Type I error rate; simulations
showed that for ﬁve coders and 25 categories, alteration
C falsely rejected the null hypothesis 28% of the times
and alteration A 19% of the times. On average, alter-
ation A had a 10% lower false-rejection rate than al-
teration C. Variation in number of cases among the
coders, as for example in the mortality example where
the counties had diﬀerent numbers of deaths, did not
inﬂate the size.
In summary, there is no straightforward interpreta-
tion of the null hypothesis when the parameters speci-
fying a coding situation diﬀer. The null hypothesis
concerns the relationship between situations, i.e., the
variation within one situation is compared to that within
another. Alterations A and C generate diﬀerent projec-
tions of variability, and alteration C seems to be more
sensitive to structural diﬀerences between coding situa-
tions.
5.2. Increasing power
The lack of power in situations with 100 cases was
striking; only with ﬁve categories and large-category
variation did it exceed 10%. If the presented metric is
going to be used in a context where the number of cases
to code can be increased, this should be done. Even if
10,000 cases is not achievable in practice, smaller in-
creases will give a power rise for large-category varia-
tion, and for alteration C, small-category power will
improve as well. Adding cases is generally eﬀective with
a large number of categories. The number of cases also
inﬂuences the Type I error risk, but all alterations had a
H. Petersson et al. / Journal of Biomedical Informatics 35 (2002) 331–342 341controlled size when the number of cases was the same
in all situations.
Increasing the number of coders may also be possible
in some study settings. This will increase power, and as
long as the same number of coders is used in all situa-
tions, the risk of Type I error will be reduced.
Alterations D and E were ineﬀective and considerable
work on power must be undertaken if they are going to
be usable. Compared to alteration C, alteration D gen-
erally had less small-category power, but with more than
ﬁve categories, i.e., a large proportion of observed zero
proportions, large-category power was reduced as well.
In situations with many observed but not expected ze-
ros, alteration E had less power for both small- and
large-category variation. Finding a smoother way to
replace observed zero proportions might make alter-
ation E more powerful and less sensitive to a change in
number of categories and coders.
The use of Levenes median test means that diver-
gences from the expected proportion do not need to be
symmetric. However, alteration D yields asymmetric
data with under-representation gathered closer to the
baseline than over-representation. The eﬀect of this
asymmetry with respect to power needs to be further
analyzed.
5.3. Limitations of the study and future work
In order to obtain basic knowledge about the metrics
performance, the main part of this study was conducted
with coding situations involving the same coding
scheme. All desirable properties were not realized, and
further analysis is required to explore the metrics
functioning when the structures of the situations diﬀer.
In particular, the impact of the number of cases to code
must be studied.
The coding schemes used in the Monte-Carlo simu-
lation were adapted from authentic examples. This
meant that their structures were not quite comparable
with respect to the distribution of large and small cate-
gories. For example, in the system with 15 categories,
nine categories had an expected proportion below one
percent. The other systems had one and ﬁve such cate-
gories, respectively. Further analysis of the eﬀect of the
number of categories and the structure of the coding
system is required as indicated by the question of com-
mensurability and interpretation of the null hypothesis.
Such analysis should be based on scalable coding
schemes and should reﬂect size and power as well as
contribution to the sample standard deviation.
The choice of category sizes did not completely match
the choice of alterations. Hypothetically, alteration B
was intended to best detect large category variation, but
empirically it was not better than alteration A. This can
be attributed to the fact that ‘‘large’’ in the sense of sizes
boosted by alteration B is not matched by the sizes ofthe largest categories of the coding schemes. With al-
teration B seen as a preﬁxed modiﬁcation of alteration
A, the expected proportion must be 50% to double the
baseline divergence.
One objective of the metric, to measure the strength
of agreement, could not be accomplished. This is in part
because the sample standard deviation depended on the
structure of the coding scheme, and another factor is the
choice of base in the logarithms. Further analysis is also
needed to correlate our metric with kappa statistics, for
example, which relates to the power of the metric and
this could be done through simulation of panel studies.6. Conclusion
We have developed a metric that is applicable in
prospective as well as retrospective coding studies. In an
intuitive way it assesses variability among two or more
coding situations, and in each situation the contribution
of each coder and diagnostic category to the total ob-
served variation can be illustrated. Using alterations, the
metric is ﬂexible with respect to detecting variability in
categories of diﬀerent sizes. However, more work is
needed before relative diﬀerences can be measured in
coding schemes that contain several small categories.
In summary, two alterations—A and C—were better
than the others with respect to size and power, and the
choice between them must be made according to the
situation. Due to its better ability to discover variability
in small categories and its more equitable view of vari-
ation, we recommend alteration C as long as the com-
pared coding situations have similar structure. For
example, such situations occur when coding perfor-
mance is monitored over time. Alteration A measures
divergences in absolute ﬁgures, and small categories
need to be very variable to contribute to the variation.
On the other hand, it is more robust with respect to
diﬀerences in numbers of coders and categories, and has
a simpler and more familiar alteration function. How-
ever, the metric is inappropriate in application areas that
involve comparison of coding schemes of substantially
diﬀerent structure.
The metric is more powerful for larger numbers of
coded cases, and if it is going to be used in a context
where the number of cases to code can be increased, this
should be done. When coding situations have diﬀerent
numbers of coded cases, no alteration is suﬃciently ro-
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