Abstract-A novel state-space-based multivariable constrained nonlinear model predictive control (NMPC) strategy is described. The NMPC strategy uses enhanced Decoupled A-B Net (DABNet) based dynamic reduced models (D-RMs) as core predictive models. The control objective costfunction and its analytical derivatives, explicitly utilize the decoupled nature of the DABNet model, which provides computational advantages over automatic differentiation (AD) methodologies. The output-node parallelization strategy described in this paper is demonstrated to provide comparable computational advantages as that found in linear multi-rate MPC algorithms, while furnishing superior disturbance rejection and setpoint tracking characteristics of the NMPC. The approach has been presented and compared on a multitime-scale solid-sorbent-based bubbling fluidized bed (BFB) carbon capture process.
This paper discusses the development and application of a specific NMPC formulation, DABNet-based NMPC, which was developed as part of the Advanced Process Control (APC) Framework software given in [3] . Similar to D-RM Builder, the APC Framework was developed under CCSI [4] . In particular, this paper describes the computational benefits of optimizing the underlying nonlinear control objective by exploiting the decoupled nature of the prediction-model.
II. DABNET-BASED NMPC FORMULATION

A. DABNet Model
The model consists of a discretized linear dynamic mapping or marching function of state-space vector represented by discrete Laguerre functions [1] , followed by a nonlinear static mapping from state-space vectors to outputs. The inputs (u) are characterized by all manipulated variables and measured disturbances, which are deemed necessary for the controller. Similarly, the outputs (y) are all the measured process variables (also referred to as control variables, CV) which need to be actively controlled or aid in quantifying model uncertainty through state/disturbance estimation. Being a data-driven or black-box type D-RM, any process or plant data, not incorporated within the list of inputs/outputs cannot be utilized in the control implementation.
For a system with multiple outputs, multiple sets of DABNet models are used to describe the system, one DABNet for each output variable. The linear dynamic system is initially spanned by a set of discrete Laguerre systems and then cascaded with an artificial neural network (ANN) with a single hidden layer of neurons. The original Laguerre dynamic system is then reduced through linear balancing as a part of the identification process, which reduces the dimensionality of the state space and hence the number of inputs to the ANN. The balanced linear dynamic system is cascaded with a new ANN and trained again. The balanced nonlinear dynamic model of DABNet is shown in (1) and (2) 
A detailed description of the DABNet-based D-RM system-identification process is given in [2] . The D-RMs are trained and validated using two different sets of transient data. The methodology involves the generation of stepresponse data from high-fidelity plant simulations using Latin Hypercube Sampling (LHS). Based on heuristic knowledge of the process, an initial estimate for process and dead-times are provided. The initial decoupled state-space matrices and states are cast in an augmented-form as shown in (2) and (3). The weights inside the ANN are then trained to match the actual response (or, as in this case, match data from the highfidelity model). The augmented state-space coefficient matrices are reduced by balanced realization as outlined in [1] . Using the balanced dynamic model, the new ANN function in (2) is re-trained.
B. Model Prediction and Derivative Formulation
In any MPC formulation, the model-output predictions are needed for finite time-steps into the future. This is the prediction horizon, P. Given a sequence of input values over P time-steps, denoted by k u ,
, the statespace vector for each output, mathematically evolves as shown in (4). 
The deterministic structure of DABNet-based black-box models can be used to evaluate analytical derivatives with relative ease. If coded efficiently, the derivative evaluations may be orders of magnitude faster, are exact in terms of accuracy, and require significantly less memory, compared to other numeric-differentiation and derivative-free methods. The first-derivative of states (corresponding to output i) over prediction horizon, P, with respect to input-changes over control horizon, M, is represented by
, and is obtained using (4) . The first-derivative of outputs with respect to states, over P corresponding to output i, is given by (6). The first derivative of each output over entire prediction horizon with respect to changes over entire control horizon is given by (7)
The corresponding derivative of the p th prediction step w.r.t. the m th control move is represented by
. This is given by (8) , for mp  . 
The second-derivative is much more complex and is dealt with on a per-output, per-prediction-step basis ( i p y ). This is given in (9). , may be computed by multiple nodes or threads for parallel evaluation. On a multi-core CPU enabled with multithreading capability, and appropriate software tools capable of distributing computational workload, this deconvolution can add significant speed as opposed to sequential approach on a single thread. The benefits of output-node parallelization is more pronounced when using optimization algorithms that require exact Hessian evaluation such as that in IPOPT [5] .
In current study, MATLAB's Parallel Computing Toolbox was utilized to distribute individual threads corresponding to each output-node i.
D. Nonlinear Model Predictive Control
Zhao et al. [6] had used the original DABNet-based black-box model as proposed in [1] , in an industrial NMPC framework which uses an integrated partial least-squares and neural net model. However, they use a multi-step Newtontype algorithm for solving the nonlinear programming (NLP) problem which uses a linearized approximation of the system around the nominal trajectory. They also handled output constraints as "soft-constraints" using the l1 penalty treatment. The current approach utilizes a more sophisticated interior-point-based constrained NLP optimizer. To account for plant-model mismatch and unmeasured disturbances, a simple "additive output disturbance" similar to a dynamic matrix control scheme is incorporated. The APC Framework is capable of using explicit Kalman filters, such as extended and unscented Kalman filters, for handling plant-model mismatch and unmeasured disturbances, which has not been discussed here.
The control objective function is given in (11) , where a desired setpoint trajectory
, over a given prediction horizon is specified. (12) and (13) . 
  
The desegregation of individual outputs in the DABNet formulation also provides unique benefits in the formulation steps for generating Hessian matrices by avoiding vector derivatives of matrices or tensor variables, significantly reducing computational cost. Direct use of the cost-function Hessian is rarely found within constrained interior-point-based NLP solvers. An unconstrained and trust-region-reflective-based NLP approach may use the above Hessian directly within its problem specification.
Due to space restrictions, detailed constraint formulation is not discussed in this text. It must be noted that Hessians of nonlinear inequality functions are incorporated within the second-derivative of the Lagrangian function. This is utilized by many interior-point-based constrained NLP solvers/optimizers including fmincon, in MATLAB's Optimization Toolbox [7] , and IPOPT [5] .
E. Automatic Differentiation Formulation
In recent years, breakthroughs in automatic evaluation of derivatives have made implementation of NMPC significantly more feasible. This methodology, also known as automatic differentiation (AD) or algorithmic differentiation [8] [9] , automatically augments computer function evaluations with statements for computation of derivatives. A major argument against AD is the removal of the programmer from the code. In performance-critical applications, such as many simulations systems, having hard-coded, optimizable code for calculating derivatives can significantly reduce computational time. For example, modifying the calculation of derivatives and parallelizing parts of the sequence, a significant speed increase in simulation systems is possible. Since AD algorithms may not allow the programmer to optimize the code calculating derivatives, the evaluation may incur higher computational cost in certain scenarios, especially when higher-order derivatives are required. In addition, third party software dependencies may render the practical implementation of such an evaluation useless.
This study relies heavily on exact-analytical evaluation of gradients and Hessians to aid NLP solvers for control calculation, as described previously. However, the efforts involved in programming such evaluation routines may be negated if the computational benefits of this approach do not surpass those obtained using AD algorithms. To quantify this, an AD methodology was formulated for evaluating first and second derivatives of the control objective function. To this end, the approach uses the ADiMAT MATLAB toolbox [10] featuring a hybrid source transformation and object-oriented programming approach for MATLAB codes [11] . This ADtool generates code for first and second-order derivative computation using the forward mode of AD.
III. NMPC OF BFB ADSORBER-REACTOR
For this control study, a DABNet model of a single bubbling fluidized bed (BFB) absorber-reactor is developed using the D-RM Builder tool and NMPC is implemented within the APC Framework. The BFB adsorber uses a mesoporous silica-supported polyethylenemine-impregnated solid sorbent to capture CO2 from flue gas exiting a power plant. The adsorber system consists of two BFB vessels in countercurrent series with the flue-gas entering the bottom of the lower bed and sorbent entering the top of the top bed. Each bed has internal cooling tubes for heat removal. A detailed first-principles-based steady-state model of the BFB adsorber, using Aspen Custom Modeler (ACM) [12] , was presented in [13] . This was extended to a detailed dynamic model in [14] . The preliminary D-RM development and control formulation, including various software interfaces, using CCSI's D-RM Builder and APC Framework tools was described in [3] . NMPC comparison utilizing first-principlesbased reduced-order model vs. current data-driven approach was conducted in [15] . The presence of multiple time-scales in this process due to two-phase, gas-solid reaction dynamics, requiring the use of "two-poles" is discussed in [2] . This multiple time-scale effect renders the BFB control problem very challenging due to nonlinearities involved in the process.
A process and instrumentation diagram (P&ID) of the CO2 capture process used in this case-study is shown in Fig.  2 . This is a 3-input 1-output system consisting of sorbent flowrate (Fsorbent) as the manipulated variable (MV), flue-gas flowrate (Ffluegas) and CO2 composition (ZCO2) as the two disturbance variables (DV) and CO2 capture percentage (CCO2) as the controlled variable (CV).
The process consists of various lower-level controllers including level control of the downcomers, adsorber bed temperature control, and sorbent flow control. The D-RM is generated from the rigorous dynamic ACM model with the lower-level control in place. A sampling-time of 50 sec is used. The D-RM is generated based on ±10% of the normal operating conditions [14] . To generate the step change sequence for training, four sets of LHS samples are generated. It took approximately 300 sec of CPU time to train the DABNet model and optimize the pole values on a 2.2 GHz 8-core Intel processor. The control objective is to maintain the setpoint for the CO2 removal fraction and reject disturbances by manipulating the inlet flowrate of the solid sorbent. After large disturbances occur, the long-term average CO2 capture percentage may deviate significantly from the desired capture percentage. Therefore, it may be necessary to change the target setpoint to achieve the average CO2 removal fraction over a specified period of time. This will require the controller to also exhibit good performance with setpoint tracking, in addition to having good performance with disturbance rejection.
The NMPC formulation is then compared with linear MPC to evaluate the control performance and the computational time for optimization performed at each time interval. Each MPC formulation uses the same objective function, additive output disturbance (AOD) as feedback mode and constraint formulation. IPOPT is used as NLP solver for the NMPC formulation while MATLAB's quadratic programming is used for linear MPC. Both use similar tolerance specification for optimizer convergence. A sampling time of 50 sec, prediction horizon of 8 (400 sec), control horizon of 8 (400 sec) and Wu/Wy of 10 -11 has been used in all the investigations. Similar CPU hardware has been utilized for comparing and contrasting different formulations of this case-study. Fig. 4 shows the controller responses to large fluctuations in inlet flue-gas, both flowrate (load) and composition. It can be seen that the DABNet-based NMPC provides superior control performance compared to conventional MPC, with a faster settling time and significantly less overshoot. This is more prominent at off-design conditions (60% capture). The Mean Integral Square Error (MISE) [15] is 0.953 for linear MPC whereas it is 0.826 for NMPC. Fig. 5 presents comparison of the computational expense between traditional MPC formulation, DABNet-based NMPC and NMPC utilizing Automatic Differentiation method. It may be seen that the AD methodology is significantly more computationally expensive compared to exact derivative formulation using output-node parallelization.
IV. CONCLUSION
In conclusion, the primary focus of this work was to establish superior computational advantage of the DABNet based NMPC described in this study utilizing exact analytical derivative over control optimization methodology using generic AD tools. The theoretical basis for the NMPC approach and utilization of the decoupled nature of underlying prediction-model using output-node parallelization has been detailed. The control-performance comparison was demonstrated on a complex CO2 capture BFB adsorber process model. 
