This paper evaluates a set of computational algorithms for the automatic estimation of human postures and gait properties from signals provided by an inertial body sensor. The use of a single sensor device imposes limitations for the automatic estimation of relevant properties, like step length and gait velocity, as well as for the detection of standard postures like sitting or standing. Moreover, the exact location and orientation of the sensor is also a common restriction that is relaxed in this study.
Introduction
celeration, velocity and displacement can be estimated [10, 11] . However, our using a single sensor rely on the off line processing of logged data. The purpose This work is based on two results, the first one is oriented to demonstrate that 55 the system can be used to detect diverse human postures, thus, using kernel 56 based algorithms, the system offers detection properties similar to those of 57 already commercially available systems. Secondly, kernel methods are used to 58 extract gait spatiotemporal properties from accelerometry data.
59
The posture detection and gait properties estimation approaches may be dis- 
120
These examples demonstrates that despite that human activity is already suc-121 cessfully identified using commercially available devices, it is either employing 122 several sensors on the patient's body or extracting data to be processed of- 
'9×2' System Description

128
The inertial system is a single unit device. All the electronic components plus 129 a Li-on battery (1000mAh) are encapsuled in a 78 × 37 × 10mm black case. It 130 weights 125g (battery included). The prototype also includes a wall battery 131 charger. Fig. 1 shows the prototype and its corresponding µSD card.
132
Internally, the system includes the classical elements of an Inertial Measure-133 ment Unit (IMU) as well as a system dedicated to the battery control and 134 energy consumption optimization. The status of both, the battery level and 135 the main application process, is shown to the user using a very simple user 136 interface comprised of three LEDs (Light Emission Diodes). A switch allows 137 the user to interact with the device at any time. Figure 1 shows the device.
138 Table 1 shows a technical comparison of the analyzed commercial platforms.
139
Presented information for each platform is its sampling rate, battery life, di- Table 1 IMU-based physical activity monitors. Presented information for each platform is its sampling rate (Hz), battery life (hours), dimensions (dim), processing capacity (CPU), datalog function (Data), wireless communication (Wi), and sensors included, i.e., accelerometers (A), gyroscopes(Gy) and magnetometers (Ma) 3 Daily Living Activities Identification
143
As a first approach to demonstrate the system properties and the type of 
Signal Processing
177
The duration of the activities to be classified ranges from 0.5 seconds, for Let us define as 
188
• Orientation angles: Earth gravity allows to calculate orientation for the sensor device. Formulation works fine in static movement conditions. Impact of low centripetal accelerations is not important [13] , nevertheless impacts or large accelerated movements incorporate error.
• Vertical a V (k) and forward a F (k) components: Accelerations in the inertial reference (fix frame) can be computed from the mobile reference using the orientation angles. Features values are robust to the measuring device orientation:
• Energy expenditure indicators: acceleration signals are used to calculate the integral of absolute value (IAA) and the integral of magnitude (IAV) 4 :
• Increments in the acceleration module,
Frequency-based features can be obtained by performing the Fast Fourier 
Feature Selection
195
Standard statistical properties of the previously defined signals, i.e., mean, 
210
Giving a pair of intervals (A, B), let us define a separation value between them 211 as,
Separation between intervals is used to select discriminant features, i.e., inter-class distances are used to rank features similarly to [30] . 
222
The number of classes that a given feature can discriminate is given by the 223 number of rows containing distances greater than a given threshold. This 224 threshold may be fixed to zero if no overlapping among classes is desired.
225
Three indicators were tested to incrementally select the best set of features:
226
(1) The number of pair of activities that a single feature discriminates using θ(k)' and 'range θ(k)', where 'std' stands for standard deviation. Table 2 Confusion Matrix (%) when the third indicator and a feature vector of length seven is considered.
Signal processing takes, in the worst case, less than a half window of samples, 259 so the final classifier identifies activities performed with a 1.2 seconds delay.
260
Instead of using raw data as input variable to the kernel method, the use of 
Signal Processing for Gait Analysis
279
Gait is analyzed based on triaxial accelerations signals from the device when 280 located at any of both lateral sides of the waist. Raw data was low-pass filtered 281 before any analysis using a second-order zero-lag Butterworth filter with a cut-282 off frequency of 15Hz, which is enough given that 99% of energy is contained where T s is the number of samples during the s th step, and k s,0 the starting sample for the s th segmented step;
Features Definition
307
(2) the sum of the absolute value of the components,
which is related to the well-know Energy Expenditure Indicator IAA Additionally, the length and velocity of a given step, measured directly from the experiments, are denoted as l s and v s , respectively. The problem at hands can be formulated as find out mappings f (·) and g(·) such that, 
Step length and Velocity estimation using -SVM -Experimentation
318
Ten volunteers were asked to walk several times over a plain surface of 6 m. Features used on predicting step length are the same used on step velocity 344 combined with duration time of the step. Results are also summarized in Table   345 4.3. MSE value for -SVR is much lower than obtained on linear regression.
346
However, an MSE value of 340.9 cm 2 is obtained, which is greater than the 347 obtained for the case of velocity. It means that prediction of the step length 348 is more complex than the estimation of the step velocity using the same set 349 of features. analyzed as a dynamical system (DS), where internal states behave differently
353
Step velocity
Step length 
362
Let us consider human gait as a completely determined, but unknown, dy- 
, that is said to belong the reconstruction 369 space, i.e., r k ∈ R, where R ⊂ R m .
370
The Takens 
where m < T s . The value of m must satisfy (4) in order to obtain a valid 384 reconstruction space. Nevertheless, as dim(X ) is unknown, a reasonable high 385 value must be selected.
386
Defining a matrix R s , an arrangement of the r s (x k ) vectors, is a reconstruction 387 of the internal dynamics for the s-th step. From now on, notation is simplified, during the s th step.
393
Since reconstruction of state space is based on module measures, the method 394 is insensitive to the orientation of the device. 
Feature Selection
396
The size of the reconstruction space R is determined by the chosen dimension 397 m, which should be large enough for leading to a space with capacity to capture 398 the system dynamics. At the same time, using a large number of sensor data, corresponds to a given time-step of the state space.
408
Only the first latent variables, containing most part of information, are em-409 ployed, then, discarded latent variables are considered to contain only noise.
410
Distinguishing between relevant or noisily variables is performed by observ- 
418
It can be observed how latent variables behave similarly to a sinusoidal signal.
419
A direct relationship exists between amplitude of the new signal and human 420 gait velocity. Therefore, the problem of estimating the stride length and ve-421 locity could be solved by using regression on latent variables. As depicted in In fact, final features used for the regression are given by
429
where
431 and τ represents the step's duration.
432
The sum of the square components in (9) represents the instantaneous radius of enough to value the subjects' gait performance.
472
Step Table 4 compares results from embedding approach against those obtained 478 using a direct model, which are also presented in Table 4 
483
Estimation errors are presented in Table 5 representation easily interpretable which made feature definition obvious.
508
Step velocity estimations are more precise than those obtained for length.
509
The reason may be caused by the nature of the sensor measurements which 
538
This method provides a comfortable way to extract gait parameters by using a It seems that there exists a trade-off between comfortability and precision in 544 inertial sensors for the estimation of gait parameters.
545
The approaches presented are susceptible to be used for medical purposes. A 
