Abstract. Decomposing a divisor over a suitable factor basis in the Jacobian of a hyperelliptic curve is a crucial step in an index calculus algorithm for the discrete log problem in the Jacobian. For small genus curves, in the year 2000, Gaudry had proposed a suitable factor basis and a decomposition method. In this work, we provide a new method for decomposition over the same factor basis. The advantage of the new method is that it admits a sieving technique which removes smoothness checking of polynomials required in Gaudry's method. Also, the total number of additions in the Jacobian required by the new method is less than that required by Gaudry's method. The new method itself is quite simple and we present some example decompositions and timing results of our implementation of the method using Magma.
Introduction
Elliptic curve cryptography was independently introduced by Koblitz [12] and Miller [15] and was soon followed by hyperelliptic curve (HEC) cryptography which was introduced by Koblitz [13] . For hyperelliptic curves, cryptography is carried out in a suitably large subgroup of the Jacobian. A fundamental assumption required for HEC based cryptography to be secure is that the discrete logarithm problem (DLP) in the Jacobian should be computationally hard.
In the last few decades, the main approach to tackling the DLP in different cryptographic groups has been the use of index calculus algorithms. The structure of such algorithms identifies a factor basis which consists of a small subset of elements of the group and a method to decompose elements of the group over the factor basis. Any such decomposition gives rise to a relation among the element that is decomposed and some of the elements of the factor basis. After obtaining sufficiently many relations, sparse linear algebra techniques are used to recover the discrete logs of the factor basis elements. From this, it is possible to obtain the discrete log of a target element either directly or by a further computation. The main tasks in designing an index calculus algorithm are to identify a factor basis and a method for decomposition over the factor basis and if applicable, a method to calculate the discrete log of the target element.
The first index calculus algorithm for hyperelliptic curves was introduced in [1] . For large genus curves, this provided a sub-exponential time algorithm for the DLP in the Jacobian of such curves. Later developments along this line have been reported in [6, 4, 5, 21] .
The index calculus algorithm also works for small genus curves but, the running time is no longer sub-exponential. Even so, it can be better than the running time of the Pollard rho algorithm. This was described by Gaudry in [8] . The work is important and provided a practical algorithm for solving the DLP over small genus curves. In particular, the work [8] actually solved some HEC-DLP challenges. Subsequently, variants of this algorithm called the large prime variant [19] and the double large prime variant [10] were introduced to improve the efficiency, especially for genus 3 and 4.
Let q be a prime power and IF q be the field of q elements having characteristic greater than 2. Suppose C : y 2 = f (x) is a HEC of genus g ≥ 2 where f (x) is a polynomial over IF q of degree 2g + 1. The notation J C (IF q ) denotes the Jacobian of C restricted to the set of divisor classes which can be represented by IF q -rational divisors. Gaudry's algorithm works over J C (IF q ) by defining a factor basis and providing a method for decomposing a divisor over the factor basis. Nagao [16] proposed a decomposition method for curves C defined over IF q n where n ≥ 2. Subsequently, Joux and Vitse [11] proposed a modification of Nagao's method for such curves and combined this method with the Weil descent method [7, 9, 2] to solve the DLP for certain elliptic curves defined over IF p 6 for p to be a 25-bit prime.
Our contributions: We consider small genus hyperelliptic curves. For such curves, Gaudry's method [8] (and the double large prime variant [10] ) is presently the only known practical algorithm for solving the DLP on the Jacobian of such curves. This method has three parts: identification of a factor basis, a method for decomposition and the linear algebra step.
In this work, we provide a new method for decomposition. The factor basis remains the same as in Gaudry's method and also the linear algebra step remains unchanged. Our main contribution is to show an alternative method for decomposing divisors over the factor basis proposed by Gaudry. The advantage of the alternative method is that it allows to apply a sieving technique to eliminate the smoothness checking of polynomials required in Gaudry's method of decomposition. The sieving technique that we use is based on the technique used by Joux and Vitse [11] for quadratic extension fields. On the flip side, a relative disadvantage of the new method is that a decomposition is obtained in about (g + 1)! trials whereas in Gaudry's method a decomposition is obtained in about g! trials.
We have implemented the new decomposition method and Gaudry's method in Magma and report some experimental results and timings. These indicate that using the new method results in some practical reduction in the time for obtaining a decomposition.
Notation
We mention some notation on hyperelliptic curves. A basic description on hyperelliptic curves can be found in [14] . Let K = IF q be the field of definition of the curve C : y 2 = f (x) and L be an extension of K. We consider reduced divisors by their Mumford representations: i.e., a divisor D will be written as
, then D is said to be an L-rational divisor. A divisor class is said to be L-rational if it can be represented by an L-rational divisor. The set of all divisor classes of C will be denoted by J C and the set of all L-rational divisor classes will be denoted by J C (L).
Index Calculus Algorithms
Let G = g be a cyclic group and h be an element of G. The DLP in G is to compute i such that h = g i . An index calculus algorithm to solve the DLP in G has several steps. The first step is to identify a factor basis which is a subset of G. The second step consists of identifying relations between the elements of the factor basis. These relations can be converted into linear relations between the discrete logs of the elements of the factor basis.
The system of linear equations which arises is exteremly sparse and is solved using either the Lanczos or the block Wiedemann algorithm. This step provides the discrete logs of the elements of the factor basis. The third step is to decompose the target element over the factor basis. With the discrete logs of factor basis elements already known, the discrete log of the target element is obtained. For some algorithms, the relation collection step itself ensures that relations are obtained between the target element and the elements of the factor basis. In such cases, the discrete log of the target element is obtained immediately after the linear algebra step.
For hyperelliptic curves, the DLP is defined over J C (K). Elements of the Jacobian are divisors. To implement index calculus algorithms over J C (K) two things are required. First, one has to identify a set of divisors as the factor basis and second, it is required to have a method to decompose a divisor in J C (K) over the factor basis. Each such decomposition provides a relation among the divisors in the factor basis. Note that it is not required to be able to decompose every divisor in J C (K) over the factor basis. It is only required to generate enough relations so that it is possible to obtain the discrete logs of the elements in the factor basis.
In the next few subsections, we briefly recall some of the developments in index calculus algorithms for hyperelliptic curves which are relevant to our work.
Adleman-DeMarrais-Huang Decomposition [1]
The general description of the algorithm is in terms of function fields. Here we provide a description that applies to the Jacobian of a hyperelliptic curve.
For a smoothness bound S, a divisor over IF q is said to be S-smooth if all its points are defined over an extension IF q k with k ≤ S. Equivalently, D = div(u(x), v(x)) is Ssmooth if and only if the irreducible factors of u(x) have degrees at most S. The degree of D is the degree of u(x); D is said to be prime if u(x) is irreducible. Further, D is equal to div(u i (x), v i (x)) where u i (x) are the irreducible factors of u(x) and for suitable polynomials v i (x). The factor basis is defined to be the following set:
D is prime and is of degree at most S}.
Relations among the elements of the factor basis are obtained in the following manner. Consider a polynomial function
Since G is a rational function, we have div(G) ≡ 0. The degree of G(x, y) is the degree of its norm which is
In the above approach, checking whether N (G) is S-smooth can be avoided using a sieving technique due to Flassenberg and Paulus [6] . This is based on the following fact:
for any polynomials r(x) and s(x). This was originally proposed over odd characteristic fields. A later work [21] modified it to work over even characteristic fields.
Gaudry's Decomposition [8]
Gaudry provided a method for decomposition in the Jacobian J C (IF q ) of a curve C :
. The factor basis is defined to be of the following form: 
This shows that a 1 D 1 + a 2 D 2 can be written as a sum of the factor basis elements which is a desired decomposition. Since the degree of u(x) is at most g, we expect to obtain a decomposition in about g! trials. Each decomposition consists of g points of the factor basis along with the elements D 1 and D 2 . For each smooth relation that is obtained, the right side of (3) is written as a row in a matrix having IF q columns. The corresponding values of a 1 and a 2 are stored separately. Once q + 1 independent rows are obtained, it becomes possible to use linear algebraic techniques to obtain a linear combination of the rows which sum to 0. From this it becomes possible to obtain log D 1 D 2 . We refer to [8] for the details. The third step of the index calculus algorithm is not required.
Direct computation of a 1 D 1 + a 2 D 2 requires two scalar multiplications and an addition in the Jacobian of the curve. This computation can be reduced by generating the integers a 1 and a 2 using a random walk where the two scalar multiplications and the addition can be replaced with only one addition.
Obtaining q decompositions requires about qg! trials. Each row of the matrix for the linear algebra step has g non-zero entries. Using sparse matrix techniques (Lanczos or block Weidemann) the linear algebra step requires O(gq 2 ) time. So, the overall complexity is O(qg! + gq 2 ) which for a fixed g is O(q 2 ). More precisely, the O(q 2 ) complexity holds if g! is O(q). The size of the Jacobian is about q g . For q g around 2 160 and g ≤ 9, the quantity g! is at most q and so the overall complexity is O(q 2 ). We again refer to [8] for further details.
Nagao [16] and Joux-Vitse [11] Decompositions
Nagao proposed a method for decomposing a divisor D in J C (IF q n ) for n ≥ 2. The factor basis is the following:
Given a divisor D in J C (IF q n ), the method involves using the Riemann-Roch theorem to set up a system of ng(n − 1) nonlinear equations in as many variables. Solution of this system yields a polynomial of degree ng over IF q . If the polynomial is smooth over IF q , then a decomposition of D over the factor basis is obtained. In a later work, Joux and Vitse [11] modified this method to obtain a decomposition method for the divisor of a rational function. Their decomposition method consists of several steps. In an initial phase, they set up a system of n(n − 1)g + 2(n − 1) nonlinear equations in n(n − 1)g + 2n variables. This system is solved to obtain a LEX Grobner basis where two of the variables are undetermined or free. In the second phase, these two variables are varied over IF q and for different combinations of values of these two variables a much simpler system of equations is solved. The solution provides a polynomial of degree ng + 2 which is then checked for smoothness. If smoothness is achieved, then a decomposition is obtained. In the case of n = 2, Joux and Vitse provide an interesting sieving technique to provide a significant practical speed-up. Further, they also point out that their sieving technique can be very easily used to obtain relations with double large primes [10] . We discuss this issue in more details later.
In Nagao's method, the number of equations and variables is ng(n − 1). So, for n = 1 this is a vacuous system and the decomposition method does not apply. Similarly, for the Joux-Vitse method the number of equations is n(n − 1)g + 2(n − 1) and again for n = 1 the system is vacuous and the decomposition method does not apply. It is for this reason that both these papers have the constraint n ≥ 2.
Gaudry's method applied to IF q n will result in a factor basis of size q n , whereas in Nagao's approach and also in the Joux-Vitse decomposition, the factor basis will be of size q. This will lead to faster linear algebra provided the decomposition can be carried out. On the other hand, Gaudry's method will be applicable when the underlying field is IF q with q a prime, whereas, as mentioned above, Nagao's and the Joux-Vitse methods will not apply to this case.
A New Decomposition Method
As in Gaudry's method, we consider the Jacobian J C (IF q ) of a curve C : y 2 = f (x) of genus g ≥ 2 over a field IF q having characteristic greater than 2. The factor basis remains the same as that in Gaudry's algorithm i.e., the factor basis is given by (2) .
Suppose D is a reduced non-degenerate divisor. We write D = div(u(x), −v(x)) and −D = (u(x), v(x)) with deg x (u) = g. The x-coordinates of the points on C determining D are the roots of u(x); suppose these are δ 1 , . . . δ g , then the corresponding y-coordinates are given by
Given D = (u(x), −v(x)) and an element λ 0 in IF q , define a bivariate polynomial G(x, y) as follows:
The parameter λ 0 plays an important role in obtaining decompositions. By its definition, we have G(δ i , v(δ i )) = 0 for i = 1, . . . , g, i.e., the points determining −D are also zeros of G(x, y). This polynomial has more zeros on C and our aim is to find them. So, we wish to look for common solutions to G(x, y) = 0 and the curve equation y 2 = f (x). Eliminating y between these two equations we obtain the equation S(x) = 0 where S(x) is as follows:
From the propery of the Mumford representation, u(x) divides v 2 (x)−f (x) and so S(x)/u(x) is also a polynomial. We define
Since u(x) is of degree at most g, deg(v) < deg(u) and the degree of f (x) is 2g + 1, the degree of S(x) is 2g + 1. So, the degree of H(x) is g + 1.
Suppose H(x) is smooth over IF q and its roots are α 1 , . . . , α g+1 and further assume that these roots are distinct from the roots of u(x). Define β j = u(α j )λ 0 + v(α j ), i = 1, . . . , g + 1, i.e., β j is the value for y when G(α j , y) = 0 is solved for y. Further, since α j is a root of
j . So, P j = (α j , β j ) are zeros of both G(x, y) and y 2 − f (x). Since the α's are distinct from the δ's, the P j 's are distinct from the Q i 's.
Note that deg(G(x, y)) = 2g + 1 and so the Q i 's and the P j 's together account for all the zeros of G(x, y). So, we can write:
Since G(x, y) is a polynomial (and hence a rational) function, its divisor div(G) ≡ 0. From this, we can write:
where P i is an IF q -rational point of C. This gives the decomposition of D over the factor basis.
Since the degree of H(x) is g + 1, we expect the smoothness condition to be attained in about (g +1)! trials. There is only one control variable, namely λ 0 , which ranges over IF q . So, we expect to obtain about q/(g +1)! relations by varying λ 0 . This does not provide sufficient number of relations to complete the linear algebra step. Additional control variables can be obtained as discussed below.
As in Gaudry's method suppose D 1 and D 2 are given and the requirement is to compute log D 1 D 2 . For integers a 1 and a 2 , set D = a 1 D 1 + a 2 D 2 and consider the decomposition of D. For each such D, by randomly varying λ 0 it is possible to obtain q/(g + 1)! relations. The variables a 1 and a 2 provide two additional control variables. The variable a i can range from 0 to ord(D i ) − 1. Since ord(D i ) would be about q g , by varying the control variables (a 1 , a 2 ) it is possible to obtain about q 2g divisors D. About q relations will be obtained if q 2g > (g + 1)! which holds whenever q > g + 1.
To generate the successive D's, we adopt the random walk technique as in Gaudry's method. By this method, the cost of generating the next D from the present one is exactly one addition in J C (IF q ). We will require about (g + 1)! such D's and the total cost of generating all these divisors will also be about (g + 1)! additions. The amortised cost per relation is then (g + 1)!/q additions in J C (IF q ).
The main cost is the (g + 1)! trials required to obtain a single relation. Each such trial consists of obtaining H(x) (of degree g + 1) and checking it for smoothness. So, the cost of obtaining a single relation is the smoothness check of (g + 1)! polynomials each of degree g + 1. We next show how to use sieving to avoid this smoothness checking.
Sieving to Improve Efficiency
We adapt the sieving method proposed by Joux and Vitse in [11] for quadratic extensions to the present case. Write S(x, λ 0 ) = (u(x)λ 0 + v(x)) 2 − f (x) and H(x, λ 0 ) = ((u(x)λ 0 + v(x)) 2 − f (x))/u(x) to denote the dependence of S and H on λ 0 . For a fixed λ 0 , suppose α is such that u(α) = 0 but, S(α, λ 0 ) is equal to 0. Then such an α is a root of H(x, λ 0 ). It is possible that H(x, λ 0 ) and u(x) have a common root, but, we will not be interested in such H(x, λ 0 ).
The different possible divisors D are generated from the given divisors D 1 and D 2 as described above. For each such divisor D = div(u(x), −v(x)), the sieving step is performed as follows. We use an array ctr[0, . . . , q − 1] of length q. Each entry of ctr is initialised to 0. For the divisor D, the sieving step runs over all the elements of IF q . For each α ∈ IF q , such that u(α) = 0, consider the polynomial S(α, λ 0 ) which is quadratic in λ 0 . Here we are considering λ 0 as a variable. We wish to solve the equation S(α, λ 0 ) = 0 for λ 0 . The solutions are the following:
By ensuring u(α) = 0 and solving for λ 0 in S(α, λ 0 ) = 0, we are actually obtaining λ 0 such that H(α, λ 0 ) = 0. If f (α) is a perfect square over IF q , then (6) gives
There are two ways in which an O(q) pre-computation helps in speeding up. After the loop over all elements α ∈ IF q has been completed, we check each entry of ctr. If ctr[λ 0 ] = g + 1, then this λ 0 results in the polynomial H(x, λ 0 ) in x which is smooth over IF q . To see this note that if ctr[λ 0 ] is equal to g + 1, then the sieving has encountered g + 1 roots of H(x) in IF q ; since H(x) is of degree g + 1, it must actually be smooth over IF q .
Once a value of λ 0 for which H(x) is smooth has been identified, the roots of H(x) for this value of λ 0 are obtained by factorisation. These roots have already been encountered in the sieving phase and could be stored and used later. We comment more on this issue later. On the other hand, even if we do not store the roots, only one factoring is required per decomposition and the efficiency loss for this may not be significant. Each sieving step consists of an O(q) loop and at each iteration of the loop, it is required to compute u(α), v(α) and a small number of additional IF q -operations and table look-ups. Computing u(α) and v(α) requires O(g) IF q -operations. The sieving step is repeated for about (g + 1)! divisors D to obtain about q relations. At no point is it required to perform a smoothness check.
A matrix view of the sieving process: For a fixed divisor, we provide an alternate view of the sieving process. Consider a q × q matrix M . Further consider that α varies over the columns and λ 0 varies over the rows of M . Entries of M are either 0 or 1. An entry at the position (λ 0 , α) of M is 1 if λ 0 is a solution in IF q of (6), i.e., if (f (α)) 1/2 is in IF q ; otherwise the entry at the position (λ 0 , α) of M is 0. So, for every α, the column indexed by α has either two 1's or zero 1's. If we assume that (f (α)) 1/2 is in IF q for about half of the α's, the total number of 1's in the matrix M is about q. For any λ 0 , the sum of all elements in the row of M indexed by λ 0 is the value ctr[λ 0 ]. Hence, λ 0 ∈IFq ctr[λ 0 ] is also about q. As a result, if for some λ 0 the value ctr[λ 0 ] is greater than 1, then for some other λ 0 , the value ctr[λ 0 ] will be zero.
The above description explains that the number of pairs (λ 0 , α) for which M [λ 0 , α] = 1 is about q. This suggests an alternative implementation of ctr. It can be implemented as a list of pairs (λ 0 , α). Whenever an α is obtained such that (f (α)) 1/2 is in IF q , then (λ 0 , α) is appended to ctr, where λ 0 is a solution to (6) for this α. After the sieving step for a divisor is complete, the list ctr is sorted according to λ 0 . Since the size of ctr will be about O(q), sorting will require O(q log q) time. One can then perform a pass over ctr obtaining all possible λ 0 such that there are g + 1 pairs (λ 0 , α) in ctr. Note that this directly provides the g + 1 α's which are the roots of H(x) for this value of λ 0 .
Parallelism: The loop of α over IF q is completely parallelisable. The computations for two different α's can be carried out independently of each other, but, the array ctr will be shared memory. The only point where a conflict may arise is if two different α's give rise to the same value for λ 0 leading to a situation where the same position of ctr needs to be updated. This issue can be tackled using standard techniques for ensuring consistent writes. The other way in which parallelism can be exploited is by executing the different sieving steps for different divisors in parallel. This will require separate copies of ctr to be available for the different sieving steps which will increase the memory requirement. Depending upon available resources, a suitable method for exploiting parallelism may be determined. We have not tried to exploit parallelism in our experiments.
Comparison to Gaudry's Method
A relation in Gaudry's method is obtained by decomposing a i D 1 + b i D 2 over the factor basis, where a i and b i are obtained using a random walk. Each such decomposition involves g elements of the factor basis and a decomposition is obtained in about g! trials. So, obtaining q decompositions require about qg! trials. Generating a i+1 D 1 +b i+1 D 2 from a i D 1 +b i D 2 can be done using a single addition. So, the cost of obtaining a single decomposition consists of g! additions and g! checking of smoothness of a polynomial of degree at most g. Each relation in Gaudry's method involves D 1 , D 2 and g elements of the factor basis. As mentioned in Section 3.2, the number of non-zero entries in each row of the matrix for the linear algebra step is g.
In the new method, each sieving step on a divisor results in about q/(g + 1)! decompositions and to obtain about q decompositions one requires to perform the sieving step on about (g + 1)! divisors. This leads to a total of about (g + 1)! additions in J C (IF q ). Each sieving step has q iterations where each iteration involves O(g) IF q -operations and a small number of table look-ups.
The relative efficiencies of the two methods in obtaining q relations is as follows. In Gaudry's method, a total of about qg! additions in J C (IF q ) and qg! smoothness checking of (at most) degree g polynomials over IF q are required. The total number of operations required by the new method consists of about (g + 1)! additions in J C (IF q ) and about O(qg(g + 1)!) IF q -operations. The reduction in the number of additions in J C (IF q ) and the non-requirement of smoothness checking lead to faster decompositions in the new method. Later we report experimental results which indicate that this is indeed the case.
Each decomposition in the new method results in a relation involving D and g + 1 elements of the factor basis. The linear algebra step is carried out as in Gaudry's method. The only difference is that for the new method the number of non-zero entries per row of the matrix is g + 1. As a result, the linear algebra step for the new method is expected to require O((g + 1)q 2 ) time which is about the same time as in Gaudry's algorithm.
Double Large Prime Variant
In Gaudry's method, the costs of relation collection and linear algebra are respectively O(qg!) and O(gq 2 ). On the other hand, the cost of Pollard rho is O(q g/2 ). So, for g equal to 3 or 4, Gaudry's method is not faster than Pollard rho. The idea of the double large prime variant [10] is to reduce the size of the factor basis so that the linear algebra step takes less time. Using a factor basis of size q r for r < 1, the time for linear algebra is q 2r = o(q 2 ). On the other hand, reducing the size of the factor basis leads to an increase in the time for finding a single relation. The value of r is chosen so as to balance the cost for relation collection and linear algebra and to ensure that this overall cost is less than Pollard rho algorithm. The work [10] shows that for r = 1 − 1/g, the times for relation collection and linear algebra are balanced.
For the new decomposition method, the sieving technique that we use makes it simple to apply the double large prime variant. This was mentioned by Joux and Vitse in the context of sieving for quadratic extensions, but, applies equally well to the current context. Suppose q is a prime. This assumption is not necessary and it is easy to modify the method described below to work for non-prime q. We briefly mention this later.
In the double large prime variant, the factor basis consists of "small" primes which are divisors (P ) − (∞) with x(P ) to be at most some pre-determined bound B. Large primes are divisors (P ) − (∞) with x(P ) > B. The main idea of the double large prime variant is to decompose a divisor D into a sum of several "small" primes and at most two large primes. Ensuring this in general is difficult.
With the sieving method that we have described this becomes easy. For a divisor, the sieving varies α over all possible q. To implement the double large prime variant, we simply vary α up to the bound B and increment ctr[λ 0 ] corresponding to the solutions for λ 0 as before. Later, we select λ 0 for which ctr[λ 0 ] is g − 1 or more. If this value is g + 1, then as before, we obtain a relation consisting of only small primes; if the value is g, then since the degree of H(x) is g + 1, the other root must also be in IF q and this leads to a relation with a single large prime. If the value of ctr[λ 0 ] is g − 1, then again since the degree of H(x) is g + 1, for this λ 0 , the corresponding H(x) has g − 1 roots in IF q . The other factor of H(x) is quadratic. If this is smooth (which happens with probability 1/2), then we obtain a decomposition of D consisting of g − 1 small primes and at most 2 large primes.
Consider the matrix M mentioned in Section 4.1 which describes the sieving process. With the double large prime variant, the number of columns in M reduces from q to B. As a result, many of the row sums turn out to be zero. So, it will be advantageous to have some method to ensure that we only check the positions where ctr has positive values. We discuss two methods to do this.
Indirection:
One method is to use indirection. Apart from ctr, we use an additional array val which is of maximum length q, but the actual length is lesser. The initial length of val is 0. When (6) Associative array: The other method is to implement ctr as an associative array indexed by elements of IF q , instead of a fixed array of size q. The entries of ctr are of the type (γ, i), where γ is an element of IF q and i is a positive integer. We use the notation ctr[γ] = i to denote that the pair (γ, i) is present in the array. By incrementing ctr[γ] we mean the following: if (γ, i) is present in the array, then it is replaced by (γ, i + 1); and if γ is not equal to the first component of any pair already in ctr, then the pair (γ, 1) is inserted into ctr. During the sieving process, suppose (6) gives two values λ 00 and λ 01 which are in IF q . Increment ctr[λ 00 ] and ctr[λ 01 ]. After the pass of α over IF q is over, let N be the length of the associative array ctr. By construction, if (λ 0 , i) is in ctr, then ctr[λ 0 ] > 0. Now, a pass is made over the entries of ctr comparing each value with g − 1 as before. Compared to the indirection method, no array of size q is required, but, in this case, an index structure is required to implement ctr.
The efficiency of generating relations depends crucially on the value of B. The value of B in turn determines the value N of the maximum length of ctr. Experimental results indicate that the associative array based approach is faster if B is small, whereas the indirection based approach is faster when B is comparatively larger. In a concrete setting, it is advisable to use the method which is faster.
In general, B will be q r for some r < 1 and so for a fixed genus, the linear algebra step will take time O(q 2r ). During relation generation, it will be required to obtain much more than B relations so that the large primes in the relations can be eliminated to obtain relations involving only the factor basis elements. A graph based approach is used to achieve this [10] . The algorithm and its analysis are given in [10] and we do not propose any modification of these details. Our focus here is only the average time for obtaining a single relation with at most two large primes.
The sieving loop runs over B values of α. This ensures that each sieving loop runs much faster. Further, while checking the values of ctr, the loop runs over N values which is also significantly smaller than q. So, overall each sieving step runs much faster than the case for obtaining relations where only small primes are involved. The catch, however, is that now each sieving step yields a significantly smaller number of relations. So, the average time required for obtaining a single relation actually goes up.
Suppose that q is not a prime and that q = p m where p is a prime and m > 1. Then any element α of IF q can be written as a polynomial α(y) ∈ IF p [y] of degree at most m − 1. Denote by α the quantity α(p) evaluated over the integers. The bound B = q r is defined as above. Let D = (P ) − (∞) be a divisor and α = x(P ). Then D is said to be a "small" prime if α ≤ B. With this modification, the sieving process described above goes through without any other change. We note, though, that we have not implemented the case of non-prime q.
Experimental Results
In this section, we report the results of some experiments that we conducted with the new method. For the experiments, we used the Magma Computer Algebra System [20] on a single core of Intel Xeon CPU @3.07GHz.
Examples of Decompositions Obtained Using the New Method
We first provide some examples of decompositions using the new method. Consider a hyperelliptic curve C of genus g = 7, defined by y 2 = x 15 + 26412x + 15471 over the field IF q , where q = 1048583. Let 
Some Timing Results
The efficiency of obtaining decompositions in both the new method and Gaudry's method depend only on g and q. So, for the experiments we have fixed g and q and have run the decomposition methods on randomly generated hyperelliptic curves. Further, for simplicity we have chosen q to be a prime.
We provide timing results of the new decomposition method and Gaudry's method for various parameters in Table 1 . As discussed earlier, using a factor basis of size q results in linear algebra requiring time O((g + 1)q 2 ). For g = 2 or 3, the resulting complexity is more than that required for Pollard rho. It is due to this reason that we report timing results for g ≥ 4 in Table 1 . The data given in Table 1 is the average of timings of more than a hundred thousand decompositions for genus up to 8. For genus 9, we have taken the the average of more than ten thousand decompositions.
For conducting the experiments using the new method, we have used a pre-computed table to obtain the values of (f (α)) 1/2 and another pre-computed table to obtain the inverses of u(α). We have used an array based implementation of ctr as mentioned in Section 4.1. The smoothness checking required for Gaudry's method was performed in two stages as suggested in [8] . To check a polynomial u(x) for smoothness, Swan's [18] necessary condition was first applied as a filter; if it passes this test, then the criterion x p mod u(x) ? ≡ x was applied. Factoring was carried out only after this criterion was satisfied.
For the first two primes, the speed-up of the new method is about two times that of Gaudry's method. For the third prime, the speed-up for low values of g is also about two but, increases as g increases.
We next consider the timing results of the new method for obtaining decompositions with at most two double large primes. These are given in Tables 2, 3 and 4. The total time for relation collection in the double large prime algorithm involves the cost of maintaining an LP graph and the cost of finding a cycle in that graph. We have not implemented these Method g = 4 g = 5 g = 6 g = 7 g = 8 g = 9 steps. The timings that we provide are indicative of the time required to obtain a single decomposition using at most two large primes.
As mentioned in [10] , the double large prime variant is more relevant for genus 3 and 4 cases. So, we have done our experiments for these two cases only. We note that for g = 3, in certain cases (18.57% of all genus 3 hyperelliptic curves) the DLP on hyperelliptic curves can be transferred to that for non-hyperelliptic curves [17] where more efficient algorithms can be used to solve the DLP [3] . The double large prime variant, on the other hand, is applicable to all genus 3 hyperelliptic curves and so it is reasonable to still consider timings for decompositions on such curves.
In practice, the value of B = q r will be chosen so as to balance the costs of relation collection and linear algebra steps. As mentioned earlier, [10] shows that choosing r = 1−1/g balances these two costs. In our experiments, for each curve, we use two values of the bound B determining the size of the factor basis. These values enclose the value q 1−1/g .
For these experiments, we have used the implementations of ctr which have been described in Section 4.3. From the results, it can be seen that for the double large prime variant, in comparison to Gaudry's method the new method performs even better. This is due to the fact that obtaining a double large prime relation requires many more trials and the requirement of smoothness check at each trial in Gaudry's method has a more pronounced effect.
For g = 4, comparing Table 1 and Tables 2, 3 and 4, it is to be noted that obtaining a single double large prime relation takes considerably more time. Further, this time goes up as the value of B goes down. This behaviour is to be expected and our results only confirm the behaviour. 
Conclusion
In this paper, we have described a new method for decomposing a divisor in the Jacobian of a small genus hyperelliptic curve. In practical terms, the method is faster than the decomposition method proposed earlier by Gaudry. The speed-up is obtained by using a sieving method which is based on a method suggested by Joux and Vitse in the context of curves over fields of extenstion degree two. The sieving method combines well with the double large prime variant.
