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We prove existence of positive solutions in the spaces C[O, 1 ] and C” = C”[O, 1 ] 
of an integral equation of the Chandrasekhar H-equation with perturbation. 
1. INTRODUCTION 
Chandrasekhar [I] and others [2,3] have considered the equation 
H(t) = 1 + H(t) j-; & Y(s) H(s) ds. (1) 
This equation arises in the study of radiation transfer in a semi-infinite 
atmosphere [4]. 
The first rigorous proof of existence of solutions of (1) was given by [2]. 
By using operators on a Banach algebra and a fixed point theorem of 
Darbo for a set contraction map [6], Legget [5] proved an existence theorem 
for an equation of the form 
409/83/i-II 
x=xg+xKx, (2) 
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where K is a compact operator on the Banach algebra B. His abstract 
theorems are applied to the integral equation of the form 
-x(t) = x,(t) + x(t) j. K(t, s)f(s, x(s)) ds, tEa, ! 3 ) 
!I 
OCR”. 
Another generalization of the Chandrasekhar H-equation is due to Stuart 
[7]. Stuart considered Eq. (3) where f is of the form 
His main tool was the degree theory of Leray and Schauder [S]. 
In this paper we consider the equation 
H(t) = 1 f H(t) ,,’ & v(s) H(s) ds + j-l I’(4 SF H(f), H(s)) ds. (4) 
0 
This equation is a generalization of Eq. (3). Here P is the perturbation of 
Chandrasekhar H-equation. 
The aim of this paper is to prove the existence of a positive solution to 
Eq. (4) in the space C![O, 1] under the suitable conditions on P and w. 
Moreover, we give an existence theorem for Eq. (4) in the space P(O, 11 
(O<a< 1). 
2. DEFINITIONS, NOTATIONS AND RESULTS 
We denote by C[O, l] the Banach space of all real continuous functions on 
[0, l] with the maximum norm, 
and by C, [0, 1) the cone of nonnegative functions in C[O, 1 ]. We let 
Cn[O, I], 0 < a < 1, denote the Banach space of all real continuous functions 
on [O, 1 ] such that 
sup ix(f) - W < 03, 
f.S~lO,ll (t--Sp 
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with the norm 
MP = oTEl Ix(t)l + sup 
I x(t) - x(s)1 
t.se[O,ll It - sy 
and CT [ 0, 1 ] the cone of nonnegative functions in Ca[O, I]. 
For 6 > 0 and R > 0, let 
D,= H(t)EC+[O, l] 1-/o’$-$~)H(~)a’s”“[, 
I 
Following Kuratowski [9] we define the measure of noncompactness 
y&4) of a bounded subset A of a metric space M to be 
y,+,(A) = inf{d > 0 ) A can be covered by a finite number 
of sets of diameter less than or equal to d). 
Suppose f maps M continuously into a metric space N, and suppose f 
takes bounded sets to bounded sets. If for some k E [0, 00) 
~df(A 1) G hAA 1 
for every bounded subset A of M, we say that f is a k-set contraction. If 
k < 1, f is strict set contraction. 
We will use the following theorem [5]. 
THEOREM 1. Let A be subset of the Banach algebra B and suppose that 
T: A -+ B is of the form TX =x0 + LxKx, where 
G) x,EB, 
(ii) L : A --) B satisfies ((Lx - Lyl[ < b 1(x -y (( for some b 2 0 and all 
x,yEA, and 
(iii) K: A -t B is compact. 
Suppose a = supXEA ((Kx]] < 00. If ab ( 1 then T is a strict set contraction. 
We shall also use a theorem of Darbo [6]. If a strict set contraction T 
leaves a closed bounded convex subset A of a Banach space invariant, then T 
has a fixed point in A. 
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It follows from Theorem 1 and the theorem of Darbo that Eq. (2) has a 
solution under suitable conditions. 
In this paper we will prove the following results. 
THEOREM 2. Suppose that w and P satisfy the conditions 
Al: IP(t,s,u,,u,,)-P(t.s,u,,uz)l~K,/u,--u2/$K2/U,-~2/ 
(ui,uiER+,i= 1,2); 
A2 : ) P(t, s, u, u)j Q E; 
A3: ,l?= sup *l w(s) 
! 
- ds < 
1 1 
0<1<1 0 t+s 4(1 + E) =2j? 
Then for all 6 > 0 such that 
A4: (l/J)@, +K,) < I and 
A5: 6,<6<&, 
where 
sJ-dm * 1+ j/ii-=@ 
1 2 ) 2= 2 ’ 
andforallR>OsuchthatR,<R<RR,,where 
there exists a solution to Eq. (4) which belongs to 0;. 
EXAMPLE 1. Suppose that P(t, s, u, u) = ee -(‘+‘) for U, u E R+. Then for 
all 
o<p<+ and O<E<min(-$-1,-+-j, 
it is easily seen that conditions AI-A5 are satisfied. 
We remark that (4) may have no solution or have nonunique solutions. 
EXAMPLE 2. If P = H(t) N(s)[--&s)t/(t + s) + a] then it is ea&& seen 
that for a > 4 no solution exists, for a = 3 a unique solution exists, and for 
0 < a < $ two solutions exist. 
A necessary condition to a solution for Eq. (4) to exist is given by: 
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THEOREM 3. If H is a solution of Eq. (4), then 
j; v(s) ds t i,’ i,’ P(t, s, H(t), H(s)) ds dt Q t. 
For existence of a solution in C” we establish the following: 
(6) 
THEOREM 4. Assume that Al, A2, A3, A5 are satisfied. Moreover, 
assume that the second order partial derivatives a2P/8t au, a2P/at au, 
- a2P/au au, azP/av2 exist and 
K, = sup & 
I I 
, 
are finite, and that 
(A6) : “SCuJR IIJWIC~ * I- < 4 
8 
where 
K, = sup &- , 
I I 
K, = sup $ , 
I I 
(74 
(7b) 
KH(t) = 
1 
l- 
I 
1 w(s) -H(s)ds’ 
0 tts 
Then there exists a solution to Eq. (4) which belongs to DFR. 
Here 6 is as defined in (Sa) and 
R, <R <R,, 
R,= 
1 -(ac+db)-\/l +(ac+bd)2-2ac-2bd 
2ud 
l-ac-bd-fi = 
2ad ’ 
(8) 
(10) 
R =l-ac-bdtfi 
2 2ad ’ 
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and 
For m and K, suffkiently small 0 < R 1 < R,. 
For iterative solution we have the following theorem. 
THEOREM 5. Suppose that Al-A5 are satisfied and that P(t, s, u, v) is a 
nondecreasing function with respect to u and v and 
- v(s) + P(t, s, 1, 1) 1 ds > 0 for O&t< 1. (11) 
Let H, z 1 and define 
Hn 
where 
+,= TH,=KH,LH,, 
LH,(t) = 1 + 1’ p(t, s, H,(t), H,(s)) ds, 
-0 
(12) 
and K is given in (8). Then the sequence H, converges un@tnly to a 
solution of Eq. (4) which belongs to @, where 6, R are &fined in Eq. (5a), 
(5b). 
3. PROOFS OF THE RESULTS 
In this section we will prove Theorems 2, 3, 4, and 5. 
Proof Theorem 2 
We consider IQ. (4) in the equivalent form 
(13) 
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or 
TH = (KH)(LH), (14) 
where K, L are two operators defined by (8) and (12), respectively. 
We note that the spaces C[O, I] with the maximum norm is a Banach 
algebra. 
We will show that K is a compact operator on D,. We will use a result in 
[lo], that is, if for every uniformly bounded sequence (H,} in a subset of 
C[O, 11, there is an a, 0 < a < 1, such that KH, E C”[O, l] for every n and 
{KH,) is bounded in the norm of C”[O, 11, then K is a compact operator. 
Now let H,, belong to D,, where 6 satisfies (5a) and such that ]] Hnjlc GM. 
Consider 
(15) 
and 
I ‘%l(~l> - g,M 1 
It, -t*y = It, - f*Y I 
’ (tl - fz) SW(S) H,(s) ds 
ez + s)(t, +s) * (16) 
It is easily seen that 
I g,O1) - 8,(~2)l < M 
Jt,-t*Ja ’ ’ for O<t,<t,<l, (17) 
where M, is a positive constant. 
If I, = 0 
I gw )==t21R0 * ’ I- (1 ’ ‘(:):s@) ds <M~rt,]‘-“{ln(t,+ 1)-lnt,}. (18) 
Hence, 
From (17) and (18), g, E C”[O, l] and 
(19) 
(20) 
where M, = max(M,, M2) and 1 - g, > S. From (20) we obtain that K is a 
compact operator on D,. 
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Moreover, it is easily seen that 
sup I!KHI/(. < l/S. 
HEDh 
(21 t 
Now we consider the operator L. From assumption Al, one can show that 
IILH, - LH, IIC = oyg 1j: v% s9 H,(t), H,(s)) - ptt3 ST H*(t), H*(s))) 03 / 
I 
< WI + K2) lIH* - H, II< (22) 
and L satisfies a Lipschitz condition. 
If HE 0: , then assumptions A2, A3, A5 and direct calculation show that 
for R satisfying (5b) and for 6, < 6 < 6,, where 6,, 6, defined in (5a), 
TH E Df . That is, Df is an invariant bounded convex set associated to the 
operator T. 
From (21), (22), A4, and Theorem 1, T is a strict set-contraction operator. 
According to the theorem of Darbo T has a fixed point H in 0:. Hence, 
1 + i’* qt, s, H(c), H(s)) ds 
m= “OAl t 
1 .-- ) - v(s) H(s) ds .‘o t + s 
or 
H(t) = 1 -t- H(t) j; & u/(s) H(s) ds + [’ P(t, s, H(s), H(t)) ds. 
‘0 
Now we establish the necessary condition. 
Proof Theorem 3 
Assume that H is a solution of Eq. (4). Then 
1’ H(s) y(s) ds = 1’ w(s) ds + j’ j1 ‘!‘(‘) “‘:)+Hs’l, H(s’c ds dt 
0 0 0 0 
and 
.I 1 
+ Ji v(t) P(t, s, H(t), H(s)) ds dt 0 0 
1 1 
+ II P(f, s, H(t), H(s)) v(s) ds dt. 0 0 
(23) 
(24) 
(2~5 1 
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Therefore, 
2j1H(s)y(s)ds=211W(s)ds+ [j1wzods]2 
0 0 0 
or 
’ +2 
i i 
’ P(t, s, H(t), H(s)) v(s) ds dr (26) 
0 0 
O< [y/(s) H(s) - I] ds 
-2 ’ ’ 
II 
PO, s, H(f), H(s)) v(s) ds df. (27) 
0 0 
This yields the result of Theorem 3. 
One can easily prove the following corollary. 
COROLLARY 1. Zf JP ( < E and IA y(s) ds < l/4( 1 + E) then the necessary 
condition (6) is satisfiedfor 0 < E ,< (d- 1)/4. 
If the conditions of Corollary 1 are satisfied, then A2-A3 are satisfied. 
Now we prove existence in C”. 
Proof Theorem 4 
We note that C”[O, l] is a Banach algebra with the norm defined in (5). 
From (15~(20) in the proof of Theorem 2 it is clear that if H,, E Ca*[O, l] 
and (/ HnIJcul < M then I(KH,,(),, < @ for all 0 < a, < a < 1. 
Again using a result in [lo], K is a compact operator on 0;. 
Now we will show that L satisfies a Lipschitz condition in 0:“. That is, 
1) LH, - LH, (jca < Z ]] H, - H, ]Ica for some Z > 0 and all H, , H, E 0:“) 
where 6 defined in (5a) and R in (10). Consider 
Z = j’ W,, s, H,(h), Hz(s)) ds - j' JV, 9 s, H,(f,), H,(s)) ds 
0 0 
- 
j' W, 7 3, H&,1, H&)1 ds + (I P(tl, s, H,(f,), H,(s)) ds. (28) 
n 0 
To estimate Z we examine the following expressions: 
1, = j’ JV,, s, Hdfd, H,(s)) ds - j1 P(t,, s, H,(t,), Hz(s)) ds 
0 0 
- i ’ f’(h, s, Hl(fJ, H,(s)) ds + f W,, s, H&z), H,(s)) ds, (29) 0 0 
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I2 =I (‘I P(r,, s, N2(fZ), H,(s)) ds - j” p(t,, S, wt2j. H,(S)) d5 
” tl 0 
-- 1” P(1 ,, s, Jf,(t,j, HAS)) ds t f’ P(t,, s, H,(t,). H!(s)) ds, (30) 
I’ 0 . 0 
1, = \’ p(t,, s, H&j, H,(s)) ds - f’ W,. s, H,(s), H,(tz)) ds 
- 0 .O 
- j” PO, > s, H&J, H,(s)) ds - i’ P(f,, s, H,(r,), H,(s)) ds. (31) 
-0 0 
It is easy to see that 
I=!, +I,+Z,. (32) 
We now estimate each of the expressions I,, i = 1,2,3. 
By direct calculation and by using Lemma 1.1 of ] 111 we obtain 
l~ll~~~.1+~4)/f2-flllI~*--lllc~ (33) 
where K, and K, are defined in (7a). To get an estimate for I, we again use 
Lemma 1.1 of [ 1 1 ] and obtain 
(34) 
where K, is given by (7b). Since ]]H]jca <R, 
l~~t~~~~~~l~~--t,l=tt~~-~,/l~. (351 
To estimate I, we apply Lemma 1.2 of [ 111, [ 121 which yields 
II31 G K, IH*(h) - H’(b) - H201) + HlV,)/ 
fRK,lt,--t,tal/H~-H,IIC., (361 
where K, is defined in (7b) and K, in Al. 
From inequalities (33), (35), (36) we obtain 
where r is defined in (9). Fram A6, T is a strict set-contraction operator. 
Let HE DzR. Then by direct calculation TH E D;t for R defined in (10) 
and 6, Q 6 < 6,, where 6,) 6, are defined in (Sa). Thus T leaves the closed 
bounded convex set 0;” subset of 0: invariant. According to the theorem of 
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Darbo T has a fixed point H in 0;” which guarantees the result of the 
theorem. 
We note the condition A6 can be satisfied for R, 6; for (10) and (5a), 
respectively; and for K, , K,, K, , K,, K, , and K, sufficiently small. 
Proof of Theorem 5 
It is easily seen that H, E 0: for R, 6 defined by (5a)-(5b). By 
assumptions A l-A2 the sequences 
A E {H,, H, ,..., H ,... } and TA = {H,, H, ,..., Hntl ,... } 
are contained in 0:. By the proof of Theorem 2 there exists k, 0 < k < 1, 
such that 
Since A = H, UTA the measurement of noncompactness of TA is just y(A), 
which implies that yd(A) = 0. Therefore, A is relatively compact and there 
exists a subsequence which converges uniformly to a point H in @. 
Now we will show that H, is a nondecreasing sequence and thus the entire 
sequence converges uniformly. We use induction. From the assumption (11) 
we obtain that H, > HO for all t E [0, I]. Now assume that H, > H,- , and 
we prove that H, + , > H,. Consider 
1 + 
i 
’ P(t, s, H,,(t), H,(s)) ds 
TH,,=H,+,= ’ 
I- 
I 
’ t 
- ~4s) H,(s) ds 
O t+s 
(36) 
and 
1 + ' PO, s, H,(t), H,(s)) ds 
H 
i 
n+,-H,=TH,-TH,-l= ’ 
1-l t 
(37) 
i - v(s) H,(s) ds 0 tts 
1 + 5 ‘P(t,s,H,-,(t),H,_,(s))ds 0 - 
1-I t 
1 ---v4s)H,,-,(s)ds 0 t+s 
or 
H a+1 - H,, = N/D, 
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-+ .I; & vts)lH,(s) ---H,-,(s)1 ds 
- iI W, s, H,(t), H,(s)) ds . jo’ & v(s) H,_ ,(s) ds 
I’ 0 
+ f’ W, s, H,_ l(t)+ H,- 1(s)) ds . j]: & Y(s)H,(s) ds, 
-0 
1 - 1” ,,. $IY(S> Hn ,@I d+ 
Since H,, H,-, E Dt, D > 0. 
By direct calculation 
N= 
i j 
1 + ’ f’(t, s, H,-,(t), H,-,(s)) ds) . jn’ &v(s) 
0 
x W,(s) - Hn- I(S)) ds 
+ 1-l c 
( I 
-vts)H,-,ts)ds . 0 t-f-s ) 1 
’ tP(h s, H,(t), H,(s)) 
‘0
-P(t, s, H,-,(t), H,_,(s)))ds. 
From the monotonicity assumption on P and from the induction hypothesis, 
N is nonnegative, and, hence, H ,,+ , > H,. Therefore, the sequence H, 
converges to H uniformly and H is a solution of Eq. (12) or (4). 
EXAMPLE 3. Assume that P = --EepcUtU)P,(t, s), u, u E R+, where 
PI@, s) is a continuous function on [0, l] x (0, l] and 
1 
I 
I 
’ t - ce-*P,(t, s> ds -I - y(s) ds 2 0 for all t E 10, 11. 
0 0 t-ts 
Then all the conditions of Theorem 5 for j3, E > 0 small enough are satisfied. 
EXAMPLE 4. Assume that P = ee-(‘+‘); then for all u, v E A ’ and 
0 < E < 1 - l/4& 0 < j7 < 4, the condiiions Al, A2, A3, A5 and (7a), (7b) 
are satisfied. For 
0 < e < min 
1 1 -- 
(1 +R)(1/6+(1/SZ)R&‘4P 
171 
where 
P= midA, b2) 
and 
w(s) ds p1 =t:zo ,d (t, + s)(t* + s) It, - f*l’-, 
P2 = g{ j; yy ItrU. 
Condition A6 is also satisfied. We note that 
where 6 given by (5a) and R by (10). 
Remark. We emphasize the difference in the condition on Theorems 2 
and 4. In Theorem 2 we require that P and the first derivative be small. In 
Theorem 4 we also require that the second derivative of P also be small. 
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