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ABSTRACT 
Soil cover systems are an integral part of a mine reclamation program and are 
increasing in area. Knowledge of temperatures and thermal properties in the cover system 
provide important information regarding the energy balance, thermal regime, as well as 
preliminary insight into soil water content. Cover system temperatures and thermal 
properties are measured at a small number of vertically intensive profiles. Current 
methods do not provide any information as to the spatial variation of temperatures and 
thermal properties at scales other than the point scale. The objective of this study was to 
investigate the spatial scaling of thermal properties in reclamation cover systems. A 
distributed temperature sensing (DTS) system was installed in three cover systems of 
various textures and configurations. Semivariogram analysis demonstrated that on a 40 m 
slope consisting of mineral soil over sand (Site #1) soil temperatures did not exhibit any 
spatial structure, due to the presence of vegetation. A 100 m cover system comprised of a 
structureless sand (Site #2) was confirmed to be spatially uniform through semivariogram 
analysis. Semivariograms at Site #2 displayed secondary structure that corresponded to 
the 65 m plateau and 35 m slope. Site #3 consisted of a uniform peat and a 2% slope. 
Spatial structure was non-existent at Site #3 and was attributed to the unique thermal 
properties of peat that magnified the effect of microtopography on the surface energy 
balance. A method to estimate apparent thermal inertia (ATI) using DTS measurements 
at the soil surface was developed. Apparent thermal inertia was found to be less uncertain 
than the current standard apparent thermal diffusivity. The ATI method was determined 
to be the preferred method as it was related to soil water content and not prone to 
estimation errors due to imprecise depth measurement. The spatial scaling properties of a 
236 m cover system (Site #3) were investigated using estimations of ATI. Measurements 
 iii 
 
were taken every meter along the transect for bulk density, elevation, air-dried thermal 
conductivity and air-dried volumetric heat capacity. The dominant scale of variation in 
ATI was not related to physical or thermal properties, which tended towards the 3 m scale 
(bulk density and thermal conductivity) or the 108 m and field scale trend (elevation and 
volumetric heat capacity). The dominant scale of variation in ATI shifted between 30 m 
and the field scale trend and was related to water content as represented by the soil matric 
potential. A dry cover system tended to homogenize thermal property distribution, 
leading to a dominance of the 108 m and field scale trend. Wetter days led to a shift to the 
30 m scale, with intermediate days showing a mix in scale dominance. Information on 
thermal property spatial scaling properties of cover systems can be used to optimally 
design monitoring systems that measure at the same scale as that which the cover is 
performing. Characterizing the spatial variability of the system will lead to better cover 
system designs and ultimately a more sustainable system.
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1.0 INTRODUCTION 
Genuine attempts to move the mining industry toward sustainability require 
addressing the deleterious effects that mining can have on the landscape (Costa and 
Scoble, 2006). As interim stewards of the land on which the mine operates, it is 
incumbent upon a mine to develop a closure plan that seeks to remediate any negative 
effects the mine may have had on the surrounding environment. Unsaturated soil cover 
systems are an integral component of mine closure operations. A successful cover system 
will reintegrate the decommissioned mine into the landscape while serving to reduce 
contamination of surrounding surface and groundwater sources to the extent possible. 
Verification of success of the cover system requires extensive monitoring to ensure 
closure objectives are being achieved.  
Reclamation objectives typically center on limiting the interaction of water and 
oxygen with the mine waste underlying the cover system. Performance of the cover 
system depends on optimizing the balances of water and energy into, through, and out of 
the system. The water balance is optimized when evaporation of water at the surface, 
transpiration from plants, and the amount of water the soil can store is maximized, 
thereby limiting the amount of water available to drainage into the waste material. The 
energy balance is optimized when the net balance of incoming and outgoing radiation at 
the soil surface is partitioned between sensible heat, ground heat, and evaporation, with 
the goal of maximizing the removal of water through evaporation.  
Monitoring of cover systems is carried out with a suite of sensors to monitor 
certain components of the water and surface energy balances, such as water content, 
matric potential, soil temperature, and meteorological conditions such as air temperature, 
wind speed, humidity, and net radiation. It is common practice to establish a small 
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number of monitoring locations within the cover profile, similar to the configurations 
reported in O’Kane et al. (1998) and Tallon et al. (2011). Monitoring data are then used 
as inputs into one-dimensional numerical models to further understand the processes 
governing performance (Bohnhoff et al., 2009).  
While dataloggers allow for collection of temporally intensive datasets, the 
measurements are confined to a small number of intensively instrumented vertical 
profiles. However, the distance over which values from the monitoring profiles are 
correlated to each other cannot be determined using a single point source measurement. 
Therefore, the true performance of the cover system at the field scale is not known. 
Assuming all points in a cover system behave in a similar fashion to a central monitoring 
station may be acceptable for small scale field trials of less than a hectare in area. Current 
reclamation projects can range from tens to hundreds of hectares in area, and it is only by 
examining the spatial variability of the cover system at a range of spatial scales that we 
begin to fully understand the behavior of the system (Grayson et al., 1997). Our 
understanding of cover system dynamics is incomplete without a rigorous examination of 
the spatial scaling of the properties and processes at work within the system. The current 
research program looks to address the paucity of data related to how cover systems 
perform on scales other than the typically monitored point scale.     
Soil physical, hydraulic, and thermal properties vary in both space and time (Si, 
2008; Parent et al. 2006). The heterogeneity associated with these properties leads to 
variability in associated processes such as infiltration, evaporation, transpiration, runoff 
and percolation. How the physical, hydraulic, and thermal properties are distributed will 
determine the eventual patterns of soil water across the cover system. These patterns can 
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persist temporally, and have been found to be related to soil texture and topographical 
indices (Vachaud et al., 1985; Tallon and Si, 2004, Biswas and Si, 2011a,b,c,d). Spatial 
patterns of soil water exist because water is distributed in response to certain physical and 
meteorological controls. Grayson et al. (1997) found that during periods of drying the 
connection between adjacent locations is lost, and the organization of soil water will be 
controlled by local factors such as texture and vegetation. During wet periods when water 
is actively redistributing, patterns will be organized by non-local controls, such as the 
topography at upslope locations (Grayson et al., 1997). The patterns in soil water that 
arise in response to climatic forcing will in turn alter the water and energy dynamics 
across the landscape. Furthermore, differential patterns of water and energy dynamics 
across the landscape can lead to scaling effects, where processes that are dominant at one 
scale may not be commensurate at another scale (Vereecken et al, 2007). While studies 
characterizing the spatial variability of soil properties and processes are numerous in 
natural systems, similar studies in cover systems are limited (Mapfumo et al., 2006; Kelln 
et al., 2008; Leatherdale et al., 2012).   
Cost and technological constraints have precluded a detailed understanding of the 
spatial variability of soil water and cover system response to climatic forcing. Measuring 
water content on the scales necessary to investigate spatial variability is difficult and 
expensive (Minacapilli et al, 2009). An ideal measurement system for characterizing 
spatial variability in soil would optimize the scale triplet (Western and Blӧschl, 1999). 
That is, measurements would cover the maximum spatial extent while minimizing the 
spacing and optimizing the support of the measurement. By optimizing the scale triplet, 
both large scale trends and small scale variability can be characterized (Si et al., 2008).  
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Distributed temperature sensing (DTS) is a technology that measures 
temperatures along a fiber optic cable at very high spatial and temporal frequencies. The 
technique uses a high powered laser reader to interrogate an optical fiber every meter at 
distances of up to 10 to 15 km. Backscattered light from the incident laser pulse provides 
accurate and precise readings of temperature by exploiting the Raman effect (Tyler et al., 
2009). Distributed temperature sensing systems have been recently applied to many 
natural science problems including stream hydrology (Selker et al, 2006a,b; Westhoff et 
al., 2007; Vogt et al., 2010), aquifers (Henderson et al., 2009), municipal sewers 
(Schilperoort et al, 2009; Hoes et al., 2010), atmospheric boundary layers (Thomas et al., 
2011), soil water content (Sayde et al., 2010) and soil thermal properties (Rutten et al., 
2010; Steele-Dunne et al., 2010; Krzeminska et al., 2011). The technique is ideally suited 
to investigations of spatial variability because of the inherent ability to measure over 
large extents at high spatial resolutions.  
Soil water content or soil water storage has been the primary focus for spatial 
variability investigations in general, and cover system performance studies in particular. 
Although not studied to the extent of soil water content, soil temperatures are an 
important state variable and examining soil temperatures represents a promising means of 
characterizing the spatial variability of a system (Mohanty et al., 1998; Steele-Dunne et 
al., 2010). Soil temperatures vary in response to energy inputs and thermal properties, 
and are related to soil water content through the surface energy balance. Soil 
temperatures and thermal properties are important variables to characterize as they are 
indicative of the local energy balance, the distribution of thermal properties, and serve to 
characterize the soil thermal regime. An additional benefit to investigating soil 
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temperatures is the relationship between thermal properties, soil temperatures, and soil 
water content (Arya, 2001). The interaction of soil temperatures and water content has 
been recognized by others and has recently been applied to studies of the spatial 
distribution of soil water using DTS systems (Rutten et al., 2010; Steele-Dunne et al., 
2010; Krzeminska et al., 2011). 
There is a dearth of studies examining the spatial variability of thermal properties 
in reclamation cover systems. A characterization of the spatial scaling properties of cover 
systems stands as an important gap in our current understanding of cover system 
performance. Distributed temperature sensing represents an ideal tool for investigating 
spatial variability given the large spatial extents and high spatial resolutions of which the 
system is capable of measuring. Soil temperatures and thermal properties are an 
important variable in cover system performance. Characterizing the spatial scaling 
properties of soil temperatures and thermal properties in cover systems will allow for 
important insights into how the systems perform at a range of spatial scales. Therefore, 
the overall objective of this research was to investigate the spatial variability of soil 
thermal properties in reclamation cover systems.  
The research program was broken into three individual studies that would 
cohesively integrate the research program under the primary objective. The objective of 
the first study was to investigate the utility of a DTS system for use in mining 
applications and to perform a preliminary analysis of soil temperature spatial variability. 
Three cover systems representing three different soil textures and cover configurations 
were instrumented with a DTS system. Preliminary geostatistical analysis provided 
insights into the spatial scaling of the cover system thermal regime. The objective of the 
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second study was to develop a simple method to estimate soil thermal properties using 
soil temperatures for use in spatial variability investigations. Current methods for 
estimating thermal properties suffer from problems related to non-uniqueness and high 
uncertainty. A method using apparent thermal inertia was introduced and an uncertainty 
analysis was performed for a comparison to the more common approach of estimating 
apparent thermal diffusivity. Finally, the objective of the third study was to characterize 
the spatial scaling properties of thermal properties in a recently constructed reclamation 
cover system. Using the lessons from the first two studies, the third study investigated the 
dominant scales of thermal property variation and how that variability changed with 
changes in soil water content. In summary, the first study examined the application of 
distributed temperature sensing to the mining industry; the second study developed an 
improved method for estimating soil thermal properties using high resolution temperature 
measurements; and the third study integrated the previous findings to examine the spatial 
scaling properties of soil thermal properties in cover systems. 
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2.0 LITERATURE REVIEW 
2.1 Vadose Zone Dynamics 
Unsaturated cover systems rely on vadose zone dynamics to achieve reclamation 
objectives. The vadose zone is most broadly defined as the zone of geologic media between the 
land surface and the regional water table (Hillel, 1998).  This simple definition belies the critical 
importance the vadose zone has in mediating physical, biological, and chemical processes on a 
global scale.  The vadose zone acts as a repository of water and nutrients for terrestrial plants and 
as a habitat for myriad living organisms (Brady and Weil, 2007). Although soil water only 
represents ~0.05% of the global hydrological cycle (Robinson et al., 2008), the vadose zone acts 
as the principal control on partitioning meteoric water between surface and ground water 
reservoirs, and consequently, as a pathway for contaminants to drinking water supplies (Brady 
and Weil, 2007). Finally, the vadose zone serves to mediate global energy cycling through the 
phase change of water and energy transport processes, (Campbell, 1977). Water is the unifying 
control that is central to every biological, chemical, and hydrological process occurring in the 
vadose zone.  As such, the dynamics of water in the vadose has been, and will continue to be, an 
intensively researched subject. 
Cover system performance is ultimately controlled by the partitioning of water and 
energy between soil and the atmosphere. Performance of the system is enhanced when energy 
and water are partitioned such that drainage, D, is minimized and evaporation, E and plant 
transpiration, T, are maximized. A growing season water balance can be for a soil cover can be 
defined as follows: 
 ܲ ൌ ܧ ൅ ܶ ൅ D ൅ ܴ ൅ ܫ ൅ ∆ܵ [2.1]
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where P is precipitation, R is runoff at the soil surface, I is interflow within or between 
soil layers in the subsurface, and ∆S is change in water storage (all units in L). 
2.2 Soil Water Movement 
The movement of water in cover systems is governed by the potential energies of the 
system (Selker, 1999). The primary components of the hydraulic potential gradient in 
unsaturated soils are gravitational, matric, and osmotic (Hillel, 1998). Given that soil is a three 
phase system, partially water-filled flow paths can be described by capillary theory, and is given 
by Poisseuille’s Law: 
 ܳ ൌ ቆߨݎ
ସ
8ߟ ቇ ൬
Δܲ
Δܮ൰ [2.2]
where Q is the flow rate through a capillary tube (cm3 s-1) that has a radius r (cm), η is the 
viscosity of the fluid, ΔP is the pressure change along the tube and ΔL is the tube length (Hillel, 
1998). 
Poisseuille’s Law quickly becomes inadequate to describe water flow in soils as it does 
not account for irregularities in the soil system, such as flow path tortuosity and pore size 
distribution.  On a macroscopic level, these irregularities are integrated into the total gradient of 
the system as captured by Darcy’s Law: 
 ݍ ൌ െ݇ ൬ΔHΔz൰ [2.3]
where q is the water flux density (m3 m-2 s-1), Δz is the change in elevation (m), and ΔH (m) 
includes the sum of matric, osmotic, gravitational, and hydrostatic pressure heads. 
The hydraulic conductivity of an unsaturated soil is a function of the matric potential, or 
negative pressure, of the system. The matric potential, in turn, will depend on the water content 
of the soil.  The relationship of the two is known as the soil water characteristic curve.  It is this 
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unique phenomenon of decreasing hydraulic conductivity with increasing matric potential that 
controls vadose zone dynamics and differentiates the field of study from that of saturated 
systems (Hillel, 1998).   
2.3 Vadose Zone Energy Interactions 
The upper boundary of the cover system responds to climatic forcing, and represents the 
boundary across which mass and energy will be exchanged between cover system and the 
atmosphere (Ochsner, et al., 2006). The primary input of energy into the cover system is solar 
radiation, and temperatures within the cover will vary in response to exchanges in radiant, 
thermal, and latent energy exchange (Hillel, 1998). Cover system temperatures and thus thermal 
regimes are established depending on soil thermal properties. Due to the strong relationship 
between soil water and temperature, the soil thermal regime either governs or strongly influences 
most physical, biological, and chemical processes taking place in the vadose zone. Soil 
temperature can have an influence on microbial communities, and thus has implications for 
nutrient cycling (Paul, 2007). For example, cycling of global soil carbon stocks are influenced by 
temperature, and if researchers are to predict future carbon dynamics, soil thermal regimes must 
be understood (Buchan, 2001). Soil water dynamics and temperature are closely linked, and 
knowledge of soil thermal regimes will aid in the understanding of water movement through soil 
(Buchan, 2001). It is through determining the variation of soil temperature in time and space that 
researchers will fully gain a better understanding of soil physical processes of energy and mass 
exchange with the atmosphere and subsurface (Hillel, 1998). 
2.4 Energy Interactions in Soil 
Radiation input and loss from the surface is governed by the temperature of the sun and 
the soil, and is described using the Stefan-Boltzman Law (Hillel, 1998). The total energy emitted 
by a body is proportional to the absolute temperature of the body and is given by: 
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 ܬ௧ ൌ ߝߪܶସ [2.4]
where  Jt (W m-2) is the total energy emitted by the body integrated over all wavelengths, ε is the 
emissivity coefficient, which equals unity for a perfect emitter, and σ is a constant 
The specific wavelength of the radiation being emitted by a body at a certain temperature 
is given by Wien’s Law (Hillel, 1998): 
 ܫሺߣሻ ൌ 2900 ܶ⁄  [2.5]
where I(λ) (μm) is the wavelength of maximal radiation intensity. 
It is clear from equations 2.4 and 2.5 that there will be little overlap between the emission 
wavelengths of soil, where T ranges from 258 to 300 K, and the sun, where T = 6000 K. 
Therefore, incoming and outgoing radiation from the soil surface is typically classed as short 
wave (range in I(λ) of < 0.3 to 0.7 μm) and long wave (range in I(λ) of 3 to 50 μm). The sum of 
short wave radiation (positive) and long wave radiation (negative) is referred to as net radiation, 
Rn (Wm-2). 
The net radiation input at the soil-atmosphere interface is balanced by energy outputs as 
given by the surface energy balance (Sauer, 2002): 
 ܴ௡ െ ܩ଴ ൌ ܮܧ ൅ ܪ [2.6]
where G0 (W m-2) is the heat flux density at the soil surface, and LE (W m-2) and H (W m-2) are 
latent and sensible heat fluxes, respectively.  
Energy that has not been partitioned into LE or H then becomes available for changing 
the temperature of the soil. The ground heat flux, G (W m-2), will determine the soil temperature 
in response to the thermal properties of the soil and volumetric water content. When examining 
the flow of heat through soil, the three key thermal properties of soil are (i) thermal conductivity 
(λ; W m-1 K-1), which describes the soil’s ability to transmit heat; (ii) volumetric heat capacity (J 
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m-3 K-1) is the product of specific heat, c (J kg-1 K-1) and soil bulk density, ρ (kg m-3) and 
describes the soil’s ability to store heat; and (iii) thermal diffusivity (α = λ/ρc; m2 s-1), which 
describes the rate of transmission of temperature change within the soil (Bristow, 2002). 
Volumetric heat capacity is defined as: 
 ܥ௩ ൌ ௦݂ߩ௦ܿ௦ ൅ ௪݂ߩ௪ܿ௪ ൅ ௔݂ߩ௔ܿ௔ [2.7]
where f denotes the volume fraction of the soil (s), water (w), and air (a) components (de Vries, 
1975). Note that fw is equivalent to volumetric water content, θv, (cm3 cm-3). Typical values for λ 
and Cv of air, water, and an average of soil minerals at 10 °C are given in Table 2.1 (Hillel, 
1998). 
Table 2.1 Typical values of λ and Cv of air, water, and soil minerals (average) at 10 °C. 
Component λ (Wm-1K-1) Cv (J m-3 K-1) 
Air 0.025 1.25 × 103 
Water (liquid) 0.57 4.2 × 106 
Soil minerals 2.9 2.0 × 106 
 
2.5 Measurement of Soil Thermal Properties 
Research into the thermal properties of soil has led to important insight into their effect on mass 
and energy transfers within the vadose zone. Soil hydraulic properties vary with temperature 
(Hopmans and Dane, 1986b) and soil thermal properties vary as a function of water content, 
density, and temperature (Hopmans and Dane, 1986a; Campbell et al., 1994). A common 
techniques for measuring soil thermal properties in situ are heat pulse methods, where transient 
temperature responses to a known input of energy are measured. Heat pulse methods can include 
single probe heat pulse methods (de Vries, 1963) and dual probe heat pulse (DPHP) methods 
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(Campbell et al., 1991). The DPHP method has been refined to measure thermal diffusivity, heat 
capacity, and conductivity (Bristow et al., 2002), heat flux (Ochsner et al., 2007), soil water flux 
(Hopmans et al., 2002; Mori et al., 2005), soil water content and electrical conductivity (Mori et 
al., 2003), and snow density (Liu and Si, 2008). The classic equation upon which most heat pulse 
methods are based was described by Carslaw and Jaeger (1959). Temperature change at a radial 
distance r from an infinitely long line heat source in a homogeneous, isotropic, isothermal porous 
medium of infinite extent, resulting from a heat pulse of duration t0 is given as (Kluitenberg et 
al., 1993): 
 ∆ ଵܶሺݎ, ݐሻ ൌ െݍ′ሺ4ߨߣሻ ܧ݅ ቆ
െݎଶ
4ߙݐቇ ; 0 < t ≤ t0 [2.8]
 ∆ ଶܶሺݎ, ݐሻ ൌ ݍ′ሺ4ߨߣሻ ቊܧ݅ ቆ
െݎଶ
4ߙሺݐ െ ݐ଴ሻቇ െ ܧ݅ ቈ
െݎଶ
4ߙݐ቉ቋ t > t0 
where ΔT is the change in temperature (K), t is time (s) , r is distance from the line source (m), q' 
is the finite quantity of heat liberated by the line source (J m-1 s-1), and -Ei(-x) is the exponential 
integral.  
2.6 Soil Heat Transfer 
There are generally four modes of energy transfer in the soil: radiation, conduction, convection, 
and latent transfer.  Heat transfer in a soil cover system will occur primarily via conduction. 
Conduction occurs when energy is transferred in response to temperature gradients between two 
units of mass in which there is no bulk motion (Incropera and DeWitt, 1996). Heat conduction is 
given by Fourier’s law and is analogous to Darcy’s law (Eq. 2.3): 
ݍ ൌ െߣ ݀ܶ݀ݔ [2.9]
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where q (W m-2) is the heat flux per unit area, λ is the thermal conductivity (W m-1 K-1), and 
dT⁄dx is the thermal gradient.  
Fourier’s law allows us to represent the temperature distribution through time within soil 
resulting from heat flux at the surface using the heat flux equation (Jury et al., 1991): 
߲ܶ
߲ݐ ൌ ߙ
߲ଶܶ
߲ݖଶ  [2.10]
where, t is time (s), T temperature (K), α apparent thermal diffusivity (m2 s-1), and z depth (m). 
Energy is primarily conducted through soil via water and solids; therefore, the rate at which a 
given soil can conduct heat will be influenced by water content, bulk density, and mineral 
properties (de Vries, 1963; Figure 2.1). Diffusion of a temperature wave through the soil profile 
is controlled by α. The relationship between temperature and soil water content is nonlinear due 
to an internal maximum in the α vs. θv relationship (Figure 2.2). As such, soil temperature 
profiles or determination of α do not uniquely define θv owing to the nonlinear relationships, but 
are still appropriate for inferring relative wetness (Steele-Dunne et al. 2009). 
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Figure 2.1. Thermal conductivity of three different soil types as a function of volumetric water 
content. (After de Vries, 1963). 
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Figure 2.2 Thermal diffusivity of three different soil types as a function of volumetric water 
content. (After de Vries, 1963). 
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Temperature distributions within soil resulting from a heat flux at the surface can be represented 
in a number of ways.  Assuming a one-dimensional, homogeneous semi-infinite solid with a 
constant surface heat flux boundary condition where: 
ܶሺݔ, ܱሻ ൌ ௜ܶ [2.11]
െߣ ߲ܶ ߲ݔ|௫ୀ଴ ൌ ݍ଴⁄  [2.12]
the temperature distribution within the soil becomes (Incropera and DeWitt, 1996): 
 ܶሺݔ, ݐሻ െ ௜ܶ ൌ 2ݍ଴ሺߙݐ ߨ⁄ ሻ
ଵ ଶ⁄
ߣ expቆ
െݔଶ
4ߙݐቇ െ
ݍ଴ݔ
ߣ erfc ൬
ݔ
2√ߙݐ൰ [2.13]
where erfc is the complimentary error function. 
Temperature profiles can also be determined as a function of depth and time based on the phase 
shift and amplitude decay of the surface temperature wave. For a periodic input, the temperature 
distribution at any depth and time can be described by (Campbell, 1977): 
ܶሺݖ, ݐሻ ൌ തܶ ൅ ܣ଴݁ି௭ ஽⁄ sinሺ߱ݐ െ ݖ ܦ⁄ ሻ [2.14]
where ഥܶ is the average surface temperature (K), A0 is the amplitude of the surface temperature 
fluctuation, z(m) is the depth below the surface, ω is the angular frequency of the oscillation, 
given by 2π/τ, where τ is the period of oscillation, and 
ܦ ൌ ሺ2ߙ ߱⁄ ሻభమ  is the damping depth (m).  
Horton and Wierenga (1983) used temperature observations near the soil surface to determine 
both α and G by applying a Fourier series, denoted as the Harmonic method. Given the following 
boundary conditions: 
ܶሺ0, ݐሻ ൌ തܶ ൅෍ܣ௢௡ sinሺ݊߱ݐ ൅ ߶௢௡ሻ
ெ
௡ୀଵ
 [2.15]
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ܶሺ∞, ݐሻ ൌ തܶ [2.16]
the thermal diffusivity is solved implicitly from: 
ܶሺݖ, ݐሻ ൌ തܶ ൅෍ቄܣ௢௡ exp ቀെݖඥ݊߱ 2ߙ⁄ ቁ sin ቀ݊߱ݐ ൅ ߶௢௡ െ ݖඥ݊߱ 2ߙ⁄ ቁቅ
ெ
௡ୀଵ
 [2.17]
and the soil heat flux at all depths and all times is solved using the thermal diffusivity 
ܩሺݖ, ݐሻ ൌ ෍ቄܣ௢௡ܿ√݊߱ߙexp ቀെݖඥ݊߱ 2ߙ⁄ ቁ sin ቂ݊߱ݐ ൅ ߶௢௡ ൅ ሺߨ 4⁄ ሻ
ெ
௡ୀଵ
െ ݖඥ݊߱ 2ߙ⁄ ቃቅ 
[2.18]
where M is the number of harmonics, c the volumetric heat capacity of the soil (J m-3 K-
1), and Aon and φon are the amplitude and phase angles of the nth harmonic for the upper 
boundary, respectively.  
Soil temperatures change in response to thermal properties and the ground heat flux, G. 
As such, time series of soil temperature changes can be used to estimate thermal properties and 
the flux of energy through the soil. Diurnal changes in soil temperature can be approximated as a 
sum of periodic sine waves. Horton and Wierenga (1983) found that analyzing harmonics 
temperature waves at two depths can provide a more accurate estimate of apparent thermal 
diffusivity than other methods that did not incorporate a consideration of harmonics. The 
extension of using the harmonic method to estimate apparent thermal diffusivity is to then 
estimate the soil heat flux. A harmonic method to estimate G has been found to be successful in 
measuring soil heat flux in both homogeneous, and nonhomogeneous soils (Horton and 
Wierenga, 1983, Nassar and Horton, 2002), and in arid desert regions (Heusinkveld et al., 2004). 
The Force Restore method, first proposed by Bhumralkar (1975) uses temperature measurements 
in a thin upper layer of soil and the average soil temperature to estimate G0. The Force Restore 
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method has been reported to accurately reproduce heat flux data (Liebethal and Foken, 2007, 
Gao et al., 2008) and is best suited to application in numerical modeling (Liebethal and Foken, 
2007). Others have used surface temperature measurements as a basis for determining the 
evaporative state of a soil (Santanello and Friedl, 2003; Oliver et al., 1987; Fuchs and Hadas, 
1972), or the thermal inertia. Thermal inertia (ܶܫ ൌ 	ඥߣܥ௩߱ [J m-2 K-1 s-1/2]) is a measure of the 
resistance to temperature change (Murray and Verhoef, 2007). An interesting application of 
thermal inertia was presented by Verhoef (2004) who looked to provide a truly remote estimation 
of G0 without using in situ measurements. Assuming that LE is effectively zero at night, and 
under no-wind conditions, H should be close to zero as well. In that case, G0 and Rn are the 
dominant components of the SEB. Under clear-sky conditions, Rn is primarily composed of long-
wave emitted radiation and can be estimated with the soil surface temperature. The change in 
overnight soil surface temperature was first formulated by Brunt (1932) as: 
  ܶሺݐ, 0ሻ ൌ ܩሾ4ߙሺݐ െ ݐ଴ሻሿ
ଵ ଶ⁄
ߣߨଵ ଶ⁄   [2.19]
Verhoef (2004) recognized that under the assumption of low LE and H, measurement of Rn 
would allow for an estimate of apparent thermal inertia (ATI) as: 
  ܣܶܫ ൌ 2|ܴ௡| ∙ √∆ݐ∆ ௦ܶ ∙ √ߨ  
[2.20]
where Rn is the overnight net radiation measured at the soil surface, Δt (s) is the time between 
sunset and sunrise taken from the point at which solar radiation readings pass through zero, and 
ΔTs is the change in surface temperature between sunset and sunrise. 
2.7 Cover Systems 
Engineered soil covers have become the accepted method of controlling drainage into 
underlying wastes for mine sites and landfills (Albright et al., 2006). Although the particular 
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mode of action may differ, cover systems are generally designed to limit the ingress of 
uncontaminated water or oxygen into the underlying material. In this way, cover systems have 
traditionally been designed as a means of isolating the waste material with the surrounding 
environment.  
The goal of conventional engineered cover systems is to limit water or oxygen ingress 
into the underlying waste by employing a barrier system. Barrier systems usually consist of a 
resistive layer of lower hydraulic conductivity (Albright et al., 2006a; Albright et al., 2006b; 
Albright et al., 2004), or employ materials that act as a barrier to oxygen ingress, thus limiting 
the production of acidic oxidation products (Weeks and Wilson, 2005). A major drawback of 
conventional barrier systems is the tendency for the performance of the barrier materials to 
decrease over time, relative to what was designed. Decreased performance usually occurs 
through increasing hydraulic conductivity of the barrier material (Albrecht and Benson, 2001; 
and Albright et al., 2003). In some cases, hydraulic conductivity has been reported to increase by 
750 (Albright et al., 2006) to 1000 times (Albright et al., 2006). In the case of Albright et al. 
(2006) the decrease in performance occurred within two to four years; much less than the design 
life of 30 years specified for waste containment facilities.  
An alternative to using barrier layers to prevent meteoric water from percolating below 
cover systems is to exploit vadose zone processes. By relying on a combination of plant 
transpiration and evaporation from the soil surface, water can be removed from the soil before it 
becomes available for percolation. Evapotranspirative (ET) covers have recently been used in the 
mining and waste storage industry (McGuire, et al., 2009; Blight and Fourie, 2005; Albright, et 
al., 2004; Hauser, et al., 2001; Khire, et al., 1997). However, due to their relatively recent 
acceptance by regulators and stakeholders, unsaturated cover systems have not been monitored 
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long enough to make conclusive statements on their performance. Scanlon et al. (2005) asserted 
that ET covers would be an effective tool in the waste containment industry for semi-arid and 
arid locations, although that assertion has been challenged by Gee et al. (2006) who noted that in 
some semiarid sites, ET covers did not perform as well as capillary barrier systems or resistive 
barriers. However, for areas where the bulk of precipitation arrives during summer when plants 
are active, ET covers should be effective in achieving reclamation objectives (Scanlon et al., 
2006).  
Monitoring to verify whether the cover system is performing as designed is important, 
irrespective of the type of cover system used. McGuire et al. (2009) monitored the performance 
of a full scale, 6.1 ha cover system, based on the amount of drainage that was collected in a large 
scale (0.9 m × 1.57 m dia.) lysimeter. Drainage through the ET cover system was negligible 
throughout the five years that comprised the study. It should be noted that validity of the results 
of the McGuire et al. (2009) study may not be entirely representative of actual field performance. 
Generalizations of performance were based entirely on drainage as the single performance 
parameter. Scanlon et al. (2005) cautioned against this approach as opposed to monitoring 
vadose zone processes comprehensively. In addition, the design of the lysimeter system could 
have led to an underestimation of drainage due to its configuration and location within the cover 
(O’Kane and Barbour, 2003). As well, although numerical model simulations predicted 
negligible drainage over the course of the study period, Bohnhoff et al. (2009) found that four 
popular modeling codes often could not predict percolation accurately. The study by Bohnhoff et 
al. (2009) found that all four codes under-predicted percolation, most likely due to difficulties in 
accounting for runoff and preferential flow. They concluded that cover modelers should closely 
scrutinize results to ensure predictions are reasonable. 
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2.7.1 Cover System Energy Interactions 
Energy balances at the soil-atmosphere interface are of keen interest to the reclamation 
scientist. Evaporation of water stored in the cover system is the principle upon which unsaturated 
soil covers are based, as water that is evaporated is no longer available to interact with waste 
material.  Long-term monitoring of cover system evaporation will be critical in understanding the 
performance of the system (Carey, 2008). Determination of energy balances, of which 
evaporation is the central component, is as important to assessing long term cover system 
performance as a water balance (Saito and Simunek, 2009), yet due to measurement difficulty, is 
often estimated as the water balance residual (Blight et al., 2002).    
Evaporation is a particularly difficult component of the water and energy balance to 
quantify, and is most accurately measured using micrometeorological techniques. Eddy 
covariance methods were used to determine the components of an energy balance and measure 
actual evapotranspiration (AET) on a fine textured cover system by Carey et al. (2005).  They 
found that energy available for evaporation was consistently reduced over the measurement time 
frame, as the homogeneous nature of the surface material and high surface albedo reduced 
absorption of incoming radiation. The evolution of an energy balance for a developing cover 
system was studied by Carey (2008). It was found that for wet years, latent heat was the 
dominant flux, but was replaced by sensible heat as the dominant flux during dry years. For 
researchers to begin to explain the water and energy dynamics within cover systems, the spatial 
variation of evaporation must be determined. Researchers have a general understanding of the 
factors influencing evaporation, including soil water content, vegetation species and density, 
radiation, relative humidity, and wind speed among others, although how these factors interact to 
produce patterns of evaporation is less well understood (Hipps and Kustas, 2001).  
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Soil temperature profiles develop in response to the ground heat flux (G0) component of 
the SEB, which in turn is a function of the partitioning of energy in the SEB.  Soil heat flux is 
recognized as being an important component of the SEB, yet is one that is typically ignored or 
estimated (Heusinkveld et al., 2004). Over the course of a day, G is neither constant, nor 
negligible and can exhibit high variability in response to soil properties and vegetation (Kustas et 
al., 2000; Santanello and Friedl, 2003). When wet conditions are prevalent, the SEB will be 
dominated by the latent flux (Carey, 2008). High rates of atmospherically controlled (Stage 1) 
evaporation lead to a decrease in the ratio of G0 to Rn after a midmorning maximum, resulting in 
a lower amplitude temperature change, irrespective of soil type (Santanello and Friedl, 2003). 
During dry conditions, the SEB is soil controlled (Stage 2), and sensible flux is the dominant 
component of the SEB (Carey, 2008). When the soil is desiccated (Stage 3), the SEB is no longer 
soil controlled, and heat flux is essentially taking place in a two-phase system consisting of air 
and minerals. During the transition from Stage 1 to Stage 2 evaporation, G0:Rn is expected to 
increase, with G remaining positive later in the day relative to soils undergoing Stage 1 
evaporation (Santanello and Friedl, 2003). Soils undergoing different stages of evaporation will 
exhibit characteristic temperature profiles, heat flux rates, and patterns of G0:Rn. Differences in 
temperature profiles will be attributable to the differences in evaporation rates (Fuchs and Hadas, 
1972). Thermal regimes can thus form the basis for examining patterns of water distribution 
within soil cover systems. 
2.8 Spatial Variability 
Water is distributed throughout a soil both spatially and temporally in response to 
properties and processes such as soil texture and density, vegetation, and topography, among 
others (Western and Blӧschl, 1999; Gómez-Plaza et al., 2001). Temporal patterns exist within a 
field, and can be related to soil texture or topographical indices (Vachaud et al., 1985; Tallon and 
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Si, 2004). Spatial patterns of soil water exist because water will distribute in response to local 
and nonlocal controls (Grayson et al., 1997). Depending on what Grayson et al. (1997) referred 
to as the preferred state of the soil, the organization of soil water can be random, and controlled 
by local factors such as texture and vegetation, or patterns will be organized by non-local 
controls, such as the topography at upslope locations (Grayson et al., 1997). Our ability to 
characterize the spatial variation of soil water will be essential for efficient monitoring and 
modeling of the landscape, thereby leading to more sustainable cover system designs.  
Describing the spatial variability of a landscape can provide powerful information as to 
the underlying processes that control patterns of soil water distribution. At its simplest, 
variability within the landscape can be described using basic statistical properties, such as the 
mean and variance, as well as higher moments, such as skewness and kurtosis. The distribution 
of the data can be described using the probability density function, to provide clues as to the 
underlying nature of the data.  
However, if we are to understand how processes and properties vary in time and space, 
then we turn to geostatistics to understand the spatial or temporal continuity of natural 
phenomena (Isaaks and Srivastava, 1989). Soil properties often display patterns within the 
landscape, and these patterns can be a combination of variation at different scales (Si, 2008). 
Geostatistics examines the autocorrelation of the data to determine the spatial similarity of the 
underlying patterns. Having an understanding of the structure of spatial or temporal variability in 
a soil allows for better design of monitoring networks, proper data interpretation, and better 
assessments of simulation and uncertainty analyses (Si, et al., 2008). Semivariogram analysis is a 
widely used technique that exploits the phenomenon that two points that are close in space (or 
time) tend to be more similar than two distant points (Si et al., 2008). Semivariogram analysis 
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simply applies the concept of autocorrelation along with the mean and variance to examine at 
what separation distance a given measurement no longer carries any similarity to a neighboring 
measurement.  
Semivariogram analysis was applied by Anctil et al. (2002) to examine near-surface 
water dynamics in an organic soil. It was found that water contents were not controlled by 
organic matter content; a finding that would not have been determined with traditional statistics. 
Petrone et al. (2004) examined semivariograms to find that wetting and drying of a cutover 
peatland was scale dependent, with different patterns forming depending on the wetness state of 
the study area. Semivariograms were also employed by Western et al. (2004) to examine the 
controls of soil water in four different catchments. In general, water content was controlled by 
soil processes operating at scales smaller than the topography, and was not related to vegetation. 
From the previous examples, it is seen that incorrect assumptions on the controlling processes of 
soil water can be made if the variability of those underlying processes is not properly examined. 
Semivariogram analysis is limited in its ability to distinguish concurrent scales of 
variability. Spectral methods, including wavelet analysis, assist in identifying each dominant 
scale of variation by separating the total measurement variance into scale frequency components 
(Si, 2008). By transforming a dataset from the temporal or spatial domain to the frequency 
domain, identifying the dominant scales of variation becomes a simple matter of identifying 
frequency peaks (Si, 2008). Kachanoski and de Jong (1988) used spectral analysis to 
demonstrate that patterns in soil water content are a product of hydrological processes that 
operate at different spatial scales. Perfect and Carron (2002) applied spectral methods to reveal 
large scale variability driven by randomized fertilizer applications and antecedent tillage 
treatment. By using spectral analysis, not only can spatial structure be elucidated, but the method 
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provides straightforward means of assigning statistical significance and as a characterization tool 
for determining appropriate tools for further analysis (Si, 2008).  
Although spectral analysis is useful in determining the dominant spatial scales of 
variability, the method does not provide any information as to where in space the processes are 
active. This is due to the fundamental assumption of stationarity; that the data do not contain a 
trend and that mean and variance are equal at all locations. Wavelet analysis deals with non-
stationary data by decomposing the overall variations into different scales at each location. Thus, 
information on the spatial scale of processes operating at each location is determined. Wavelets 
were used by Wu et al. (2002) to determine both the dominant modes of spatial variation, and 
how they varied with respect to time. Wu et al. (2002) were able to demonstrate that the soil 
profile acts as a low pass filter for precipitation, where spectral peaks are dominated by low 
frequencies of greater than one year. It was found that drought signals will exhibit different 
temporal patterns than average climate years, and can propagate to 2 m below the surface. 
Lauzon et al. (2004) were also able to distinguish how watershed outflows are controlled by 
different depths within the soil profile. In their study of a French watershed, Lauzon et al. (2004) 
determined that surface soil layers contributed to high flows during precipitation events, 
subsurface soil depths close to 35 cm were responsible for production of outflow in the short 
term of 1 to 16 days, and depths of up to 115 cm were responsible for generating long term 
outflows. Without a demonstration of the coherency of variations in time and space, depth 
controls of outflow generation could not have been demonstrated by Lauzon et al. (2004). An 
excellent demonstration of the power of wavelet analysis in hydrological studies was provided 
by Parent et al. (2006). In their study, Parent et al. (2006) were able to partition spatial and 
temporal variability in soil water content into preferential bands, and describe how water content 
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depends on the duration and periodicity of precipitation events. Perhaps counter intuitively, 
Parent et al. (2006) showed that while 93% of the variation in rainfall occurred within 1 to 48 
hours, only 15% of the variation in soil water content occurred in this same time frame. It was 
shown that water content only varies with the most important rainfall events, and that other 
climatic and soil controls were more determinant in controlling water content variations at that 
time scale. For time scales of 48 hours to 1 week, variations were mostly attributable to meteoric 
systems, while at scales of 1 to 2 weeks, variation in water content was soil controlled.  
Wavelet analysis has proven to be effective at describing location specific scale effects (Si and 
Farrell, 2004; Yates et al., 2006; Biswas and Si, 2011a,b). Although wavelet analysis is useful 
for investigating non-stationary processes, the method depends on a mathematical function in the 
form of the mother wavelet. Thus, wavelets are necessarily subject compromises when selecting 
the appropriate mother wavelet for the analysis (Si, 2008). Empirical mode decomposition 
(EMD) is a promising technique that reveals detailed scale information that would otherwise 
remain obscured, doing so directly from the data (Huang et al., 1998). The EMD technique 
decomposes a spatial or temporal dataset into a finite and small number of intrinsic mode 
functions (IMF) in an iterative sifting process (Biswas and Si, 2011c). Biswas and Si (2011c) 
used EMD as the first step in applying Hilbert Spectral Analysis to examine scale specific 
controls on soil water storage in a non-level landscape. Elevation and organic carbon combined 
at the 80 to 100 m scale to account for over half of the total variance in soil water storage across 
a 576 m transect. Usowicz and Usowicz (2004) used EMD to examine the heat transfer regime at 
the soil-atmosphere interface. Net radiation and transient weather conditions were found to be 
the two main contributors to near surface soil temperature, and that high frequency changes in air 
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temperature were not transferred to the soil below due to higher thermal inertia in the soil 
(Usowicz and Usowicz, 2004). 
2.8.1 Soil Temperature Variability 
Soil temperatures vary in response to energy inputs and soil thermal properties. Thus, the 
distributions of temperatures across the landscape are reflective of the distribution of thermal 
properties and available energy. Soil temperature variability will decrease with depth as high 
frequency variations in radiation are effectively filtered by the overlying soil (Scharringa, 1976). 
The effect of decreasing variability with depth was shown by Anctil et al. (2008) who used 
wavelet analysis to demonstrate decreasing coherency between air temperatures and soil 
temperatures as depth increased. Amplitude damping and phase attenuation of the diurnal 
temperature wave increased with increasing depth for the entire year, except for winter when 
latent heat release caused a total divergence in coherency between air and soil temperatures. 
Temporal variability of soil temperatures will decrease at night during periods of cooling, and 
increase during daytime periods of radiation input (Mohanty et al., 1995; Mohanty et al., 1998). 
Temperature variability hysteresis can be attributed to the complex and non-linear interactions of 
of net radiation, air temperature, and surface wind (Mohanty et al., 1995; Mohanty et al., 1998).    
Soil temperatures also vary laterally between points in the landscape. The spatial 
structure of soil temperatures has been found to be anisotropic depending on factors such as 
transect orientation and tillage operation (Vauclin et al., 1982; Mohanty et al., 1995). In 
agricultural systems, spatial autocorrelations of soil temperature have been reported to be up 7 m 
by Vauclin et al. (1982), and between 1.5 to 9 m depending on transect orientation (Mohanty et 
al., 1995). In forested systems, Bond-Lamberty et al. (2006) reported correlation lengths in soil 
temperature that ranged from 0 to 150 m. Increasing spatial structure was attributed to canopy 
closure and thick ground cover, which served to homogenize spatial variations in the incoming 
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solar radiation. Soil temperature variability is also subject to scale effects. Significant differences 
in spatial variability of soil surface temperature and the temperature measured at 5 cm were 
found to exist when comparing transects of 200m and 10 km in length (Xu et al., 2002). Spatial 
variations were explained by topography effects, vegetation patch type, and canopy structure.   
Variability of soil temperatures will generally decrease with an increase in water content 
due to a homogenizing effect of water (Mohanty et al., 1998; Ashcroft and Gollan, 2013). 
However, the relationship between soil temperature and soil water content is not a direct 
correlation. A greenhouse study conducted showed soil temperature autocorrelations up to 15 m 
over a 55 m transect (Al-Kayssi, 2002). Although the greenhouse transect was homogenous in 
texture and was not subject to variability in surface boundary conditions, the distribution of 
temperatures was not homogenous. In fact, soil temperatures and water content were only cross 
correlated at distances up to 5 m. It was found that small scale variations in water content were 
sufficient to produce larger scale changes in temperature (Al-Kayssi, 2002). Although soil 
temperatures can be generally indicative of the variability of soil water, the correlation is not 
perfect and a consideration of the complex interactions leading to a given soil temperature are 
required (Bond-Lamberty et al., 2006).   
2.8.2 Cover System Variability 
Cover systems are typically designed as a one dimensional system. Design approaches are 
typically similar to that of Bohnhoff et al. (2009) and McGuire et al. (2009) where numerical 
simulations of a single model column are conducted to represent the entire system. As cover 
systems increase in size to hundreds of hectares in area, it may not be sufficient to assume that 
the performance of the entire cover behaves identically to that of a centrally located monitoring 
system. Homogeneous systems may in some cases contribute to low levels of spatial variability, 
as Kabwe et al. (2005) found with CO2 flux on a uniform waste rock pile. However, the 
 28 
uniformity may be the exception to the rule. Spatial heterogeneity in what has ostensibly been 
designed as a homogeneous system has been reported in the literature. Redistribution of water in 
sloping capillary break covers was investigated using numerical models by Aubertin et al. 
(2009). In their study it was found that increasing cover thickness would increase diversion 
length downslope. Conversely, Kelln et al. (2008) reported that spatial patterns of soil water 
during spring melt were not strongly related to topographic position. Instead, redistribution 
within the cover was attributed to textural heterogeneity; a finding that suggests that even during 
wet periods, it cannot be assumed that water will move in response to topography alone. At the 
same study areas, Leatherdale et al. (2012) reported that variability in moisture regimes were 
most likely due to heterogeneity imparted by local vegetation. Recently, Lu et al. (2011) 
demonstrated that flow regimes in unsaturated hillslopes depend on the wetting or drying state of 
a particular location to control the direction of water flow. Variably saturated conditions will 
therefore lead to complex flow patterns. As an indication of complex flow patterns in soil covers, 
Mapfumo et al. (2006) reported very high spatial dependencies of soil water, indicating high 
spatial heterogeneity. The spatial heterogeneity of soil water content was also attributed to small-
scale heterogeneity in soil texture (Mapfumo et al., 2006). 
2.9 Distributed temperature sensing 
As cover systems increase in size, one of the main impediments to characterizing spatial 
variability is the large number of measurements needed, and the resultant labour requirements. 
The technique has been adapted from use in the oil and gas industry by users in the natural 
sciences to study streams (Selker et al, 2006; Westhoff et al., 2007; Vogt et al., 2010), aquifers 
(Henderson et al., 2009), municipal sewers (Schilperoort et al, 2009; Hoes et al., 2010), and 
atmospheric boundary layers (Thomas et al., 2011) among others. A DTS system measures 
temperature at many points in an optical fiber by measuring the backscatter and return time of an 
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incident laser pulse. The measurement is based on the Stokes and Anti-Stokes backscatter of the 
incident light in what is known as the Raman effect (Selker et al., 2006a; Tyler et al. 2009). The 
incident laser light will interact with the glass fiber molecules, which will emit light at both the 
Stokes and Anti-Stokes frequency. In the Stokes frequency, the backscattered light returns at a 
lower frequency and at the Anti-Stokes frequency, the backscattered light returns at a higher 
frequency than the incident laser pulse. As temperature increases over a given location in the 
fiber, the fraction of Anti-Stokes signal will increase relative to that of the Stokes signal. 
Therefore, the ratio of the Anti-Stokes to Stokes signals is temperature sensitive. The travel time 
of the incident laser pulse determines the spatial discrimination. Most commercial fibers have a 
two-way travel time of 10 ns m-1 with the signal from any particular meter arriving over a 5 ns 
period (Tyler et al., 2009). The first and last 1 or 2 ns of the signal are trimmed in order to limit 
temperature distortions due to dispersion of light in the fiber (Tyler et al., 2009). Because of the 
trimming and very fast two-way travel time, the signal is inherently weak. Signals are integrated 
over a length of time in order to increase the signal strength. The temporal integration of the 
signal represents the major compromise with a DTS system; temperature precision is increased 
with longer integration times, while longer integration times necessarily result in a decrease in 
the sensitivity to short term temporal variations (Tyler et al., 2009).  
Distributed temperature sensing systems have been applied to problems in soil science 
related to determination of thermal properties and the subsequent inference of water content from 
those properties. Early applications of using fibre optic technology for measurement of water 
content focused on internal angles of refraction and were limited to either micro-scale situations 
(Garrido et al., 1999; Fields et al., 2000) or situations where the probe was not directly in contact 
with soil (Alessi and Prunty, 1986). More recent uses of DTS systems for measuring soil water 
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content have utilized two main strategies: active heating and passive heating. Active heating 
methods involve generation of a heat pulse using the theory described by Campbell et al. (1991) 
and summarized in Eq. 2.8. In active heating, a stainless steel strength member is electrified to 
generate a heat pulse, making the cable itself the line heat source. Soil thermal properties are 
estimated based on the time required to dissipate the temperature rise resulting from a known 
input of energy. Passive methods rely on inversions of Fourier’s law (Eq. 2.9) to infer water 
content from thermal diffusivity estimates. Thermal diffusivity is estimated based on the 
temperature responses in two sub-surface cables to diurnal radiative forcing.  
Active heating methods were used by Weiss (2003) to discern changes in water content in 
a homogenous landfill cover soil. While the active heating method showed initial promise, it was 
unable to resolve 2% changes in water content below 0.06 m3 m-3, due to issues with the signal to 
noise ratio (Weiss, 2003). Using a similar heat pulse technique, Sayde et al. (2010) was able to 
accurately resolve water contents between 0.05 and 0.41 m3 m-3 in a laboratory column. 
Measurement uncertainty increased with increasing water content up to 0.046 m3 m-3 at the 
highest water contents (Sayde et al., 2010). The opposite relationship was reported by Ciocca et 
al. (2012) who found that water content was consistently underestimated at the drier end of the 
measurement range. Discrepancies between the DTS method and capacitance probes were less 
than 0.04 m3 m-3 at high water contents. Measurement discrepancies increased to 0.1 m3 m-3 at 
the dry end. The increased discrepancies were attributed to the time required for the temperature 
reading to become asymptotic in the less conductive dry soil (Ciocca et al., 2012). 
Passive heating methods have also been investigated to determine the feasibility of inferring 
water content from estimates of apparent thermal diffusivity. Steele-Dunne et al. (2010) used 
temperatures from two cables at different depths to estimate thermal diffusivity. The estimated 
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value was then used to infer water content from an inversion of Fourier’s law. The passive 
method was found to be insufficient in determining relative saturation due to the non-unique 
relationship between thermal diffusivity and soil water content. On cloudy days with low surface 
radiation inputs it was not possible to infer a single value of relative saturation from a diffusivity 
value for at least half of the dynamic range (Steele-Dunne et al., 2010). Uncertainty estimates 
covered the entire dynamic range (Steele-Dunne et al., 2010). Rutten et al. (2010) had a similar 
finding when trying to develop a numerical inversion technique for using DTS to quantify spatial 
variations in soil water content. The technique was not able to optimize the relationship between 
soil water content and soil temperature using thermal diffusivity (Rutten et al., 2010). A similar 
approach was used by Krzeminska et al. (2011) to examine the spatial distribution of water 
content in a landslide using passive techniques. Precise measurements of soil water content were 
not possible using an inversion of thermal diffusivity. However, Krzeminska et al. (2011) did 
suggest that the technique did show promise for qualitatively determining areas of varying soil 
wetness.   
2.10 Synopsis 
Soil cover systems are one of the most important components of a mine reclamation 
program. Not only do cover systems control the fate of the underlying contaminants, they also 
represent the surface expression of the project and will be the basis upon which the public forms 
an opinion of the reclamation program. Given the importance of cover systems to the overall 
success of a reclamation program, it is critical that the performance of the system is properly 
understood. Present methods of cover system performance monitoring involve intensively 
monitoring a soil profile in a limited number of locations for components of the water and energy 
balance. While current methods have their place, our understanding of how cover systems 
behave at a range of spatial scales remains deficient. The purpose of this research program is to 
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address the data gap associated with the spatial variability of cover system properties and 
processes.  
Cover system performance is governed by climate, near surface meteorological 
conditions, and the physical properties of the cover material. The total performance of the system 
can be expressed through a water balance and the surface energy balance. While previous studies 
on cover system performance have focused on the mass balance of water in the soil, there is an 
opportunity to use high resolution temperature measurements to examine the spatial variability of 
soil temperature and thermal properties. Examining the spatial variability of temperatures and 
thermal properties of a cover system can provide insight into the distribution of physical 
properties and energy within the system. Examining soil thermal properties has the added benefit 
of being related to soil water content through the surface energy balance.   
An emerging technology known as distributed temperature sensing allows for accurate 
and precise measurements of temperature at high spatial and temporal resolutions. The 
technology has previously been used in earth science applications, but has yet to be used to 
examine spatial variability of thermal properties in cover systems. The data gathered by a DTS 
system is ideally suited to studies of spatial variability. The data are collected over large spatial 
extents at small spatial spacing, thus allowing for an examination of both large scale trends and 
small scale variability. Many methods are available for investigating the spatial variability of 
temperature and thermal properties in reclamation cover systems. The simplest methods involve 
classical statistics using mean, variance, and the probability density function of the data. 
Semivariogram analysis applies these methods to determine the autocorrelation length of 
adjacent measurements. Spectral methods and wavelet analysis use the frequency domain to 
uncover the dominant spatial scales of variation. More sophisticated techniques such as Hilbert 
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spectral analysis and empirical mode decomposition can be used to reveal the hidden scales of 
spatial variability for both non-stationary and non-linear datasets.  
Public acceptance of current and future mine reclamation programs will depend on how 
well the systems function and whether their design objectives are being achieved. Therefore, it is 
critical to understand the behavior of cover systems at all spatial scales. Examining the spatial 
scales of variability of thermal properties in cover systems will allow for a better understanding 
of the system as a whole through improved model inputs, better experimental designs, and proper 
data interpretation. The sustainability of the mining industry will depend on the efficacy of cover 
systems, which in turn will depend on a greater understanding of how the systems behave at all 
spatial scales.
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3.0 HIGH RESOLUTION TEMPERATURE OBSERVATIONS TO DETECT SPATIAL 
STRUCTURE IN RECLAMATION SOIL COVER SYSTEMS 
 
3.1 Preface 
Rigorous investigations of the spatial variability of temperature in reclamation cover 
systems do not exist. A novel technology known as distributed temperature sensing (DTS) 
provides precise temperature measurements at high spatial resolutions and represents the ideal 
analytical tool for investigating spatial variability. A DTS system has not previously been 
installed into the unique field context of a mine reclamation cover system. What are the 
challenges associated with DTS installation? What is the nature of the dataset that a DTS system 
can provide, and can we describe spatial variability of cover system temperature at a basic level? 
Three cover systems were instrumented and analyzed as the first step in deploying DTS systems 
in the mining industry.  
3.2 Introduction 
Soil temperature is a key state variable in the soil energy balance. Temperature will 
determine the rates and directions of mass and energy fluxes to the atmosphere and govern 
evaporation and aeration of the soil (Hillel, 1998; Novak, 2005). Soil temperature has important 
implications for near surface hydrology and thermodynamics, chemical reactions, and rates of 
biological productivity. Characterizing the temporal and spatial variability of soil temperature 
can reveal important information on the distribution of underlying processes and properties 
present in soil. 
Variations in soil temperature are reflective of both the thermal properties of the soil 
components as well as the partitioning of energy at the soil surface (Hillel, 1998). Energy at the 
soil surface is partitioned based on the radiation balance, atmospheric exchange processes near 
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the surface, and the presence of vegetation and microtopography (Arya, 2001). Latent heat is the 
primary consumer of energy in the surface energy balance, and as such, will strongly affect soil 
temperature (Shahraeeni and Or, 2011). Propagation of energy through the subsurface is the 
outcome of complex energy transfer processes and soil thermal and physical properties. The 
primary thermal properties of interest are the volumetric heat capacity and thermal conductivity; 
both of which are dominated by the volume of water present in the soil (Hillel, 1998).  
The spatial distribution of temperature and how it changes with time can provide 
indications as to the variations in the surface energy balance and consequently the soil thermal 
properties at a specific location. Scharringa (1976) reported decreasing standard deviations of 
mean soil temperature with depth, while cautioning that temperature measured at one location is 
generally not sufficient for estimation of temperatures at other depths or locations. The 
implication of this finding is that soil temperature will vary from point to point, and that it is 
important to characterize the spatial structure of temperature within a field. Using semivariogram 
analysis Vauclin et al. (1982) examined the spatial structure of soil temperature within an 
agricultural field. Soil temperature measurements were found to be anisotropic depending on 
transect orientation, but were autocorrelated at distances up to 7 m and agreed well with the 
spatial structure of soil water content. Anisotropy in the spatial structure of soil temperature was 
also found by Mohanty et al. (1995) who demonstrated that spatial correlations could vary 
between 1.5 to 9 m, depending on transect orientation and tillage operation. A key finding of 
both Mohanty et al. (1995) and Mohanty et al. (1998) was the existence of hysteretic loops in the 
relationship between soil temperature variance and mean soil temperature. Lower loops of the 
hysteretic relationship were associated with nighttime and early morning cooling, while the 
upper loop corresponded to heating during the day. The cause of the hysteresis was attributed to 
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complex interactions of the spatio-temporal distribution of net radiation, air temperature, and 
near surface winds.  Hysteretic relationships were found to be a universal feature of soil 
temperature variations, regardless of soil type, tillage, or microtopography and would decrease 
with an increase in field average water content, likely due to a homogenizing effect of water 
content (Mohanty et al., 1998). In forested systems, Bond-Lamberty et al. (2006) found that 
correlation lengths in soil temperature could range from non-existent to 150 m. Increased spatial 
structure in soil temperature was attributed to canopy closure and thick ground cover, which 
served to dampen spatial variations in incoming radiation. While not a perfect correlation, the 
above research demonstrates that soil temperature variations are indicative of local variations in 
soil water content and the surface energy balance and warrants further investigation.  
Spatial and temporal variations in soil temperature are best measured over the largest 
extent possible with the smallest spacing to adequately capture variability at all scales (Blöschl 
and Grayson, 2000). Distributed temperature sensing (DTS) is an emerging technology that has 
recently been employed to measure soil temperature over large spatial extents with high spatial 
and temporal resolution (Tyler, 2009). A DTS system consists of a high intensity laser source 
that also acts as a detector, and a distributed sensor. In the case of a DTS system the distributed 
sensor is the fiber optic cable. A high intensity laser pulse is propagated along the fiber, most of 
which travels through the glass unimpeded. The backscattering that returns to the detector is 
comprised of three wavelength components: the wavelength of the incident light, a wavelength 
slightly above the incident light, and a wavelength slightly below the incident light. The latter 
two are the Stokes and Anti-Stokes wavelength bands, respectively. The ratio of the Stokes and 
Anti-Stokes bands is temperature sensitive and consequently can be used to measure the 
temperature of the cable at any particular location. Given that the velocity of light is constant, the 
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return time of the backscattered light allows for the determination of the location of the recorded 
temperature within the fiber. Therefore, for any given time, the temperature can be determined at 
discrete locations along the fiber. The fiber, which can extend to lengths of thousands of meters, 
can be interrogated at any time to obtain temperature measurements at spatial resolutions on the 
order of 1 m or better and measurement resolutions as high as 0.01 °C. The reader is directed to 
Selker et al. (2006a,b) and Tyler et al. (2009) for further descriptions of the technique and its 
applications. 
Distributed temperature sensing has recently been employed in the earth sciences, 
primarily in the area of stream hydrology (Selker et al., 2006a,b). A developing area of 
application is in soil science, where DTS has been investigated for use in monitoring soil water 
content (Weiss, 2003; Steele-Dunne et al., 2010; Sayde et al., 2010), thermal properties in a clay-
shale landslide (Krzeminska et al., 2011), and observing the spatio-temporal variability of 
surface energy exchanges (Rutten et al., 2010). The spatial distribution of soil temperatures were 
found to yield quantitative information on the local energy balance and heat partitioning 
(Krzeminska et al., 2011). Steele-Dunne et al. (2010) also found that variations in soil 
temperature are largely controlled by local soil water content, although the relationship between 
the two is insufficiently unique to yield precise estimates of water content from soil thermal 
properties.   
A link exists between soil temperature and subsurface soil water content and surface 
evaporation. The relationship between temperature and water makes temperature an appealing 
subject of investigation, given the ease with which temperature can be measured relative to soil 
water content. Indeed, soil surface temperature has long been used as an indicator of soil water 
content or evaporation by the remote sensing field (Pratt and Ellyett, 1979; Price, 1980; 
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Cracknell and Xue, 1996; Scheidt et al., 2010) and in numerical modeling studies (Shahraeeni 
and Or, 2010; 2011). An area where the spatial distribution of evaporation and soil water content 
has not been explored yet is of particular relevance is in the mine reclamation industry. An entire 
subset of soil cover systems used in mine waste reclamation rely almost entirely on storing water 
in the soil matrix and releasing that water as evaporative demands permit (McGuire, et al., 2009; 
Blight and Fourie, 2005; Albright, et al., 2004; Hauser, et al., 2001; Khire, et al., 1997).  
Performance of the systems is based on the volume of water stored in the cover and the 
evaporation from the surface (Scanlon, 2005). Reclamation cover systems can cover areas from 
hundreds to thousands of square meters, yet performance is typically based on point source 
monitoring at a limited number of stations. Characterizing the structure of the temporal and 
spatial variability of soil temperature represents an appealing first step in examining the 
distribution of soil water content or zones of differing evaporation in reclamation cover systems.   
The motivation for this study was to find a user friendly method of characterizing spatial 
variability of temperature in reclamation soil cover systems. Soil temperature is a variable that is 
easily and intensively measured in both time and space with a DTS system. The objectives of 
this study were to document the implementation of a DTS system in a range of cover system 
configurations, present the novel temperature datasets obtained for this application, and provide a 
preliminary characterization of the spatial structure of soil cover system temperature with respect 
to depth and time based on these observations. 
3.3 Materials and Methods 
3.3.1 Site Description 
Three recently constructed reclamation soil covers over mine waste were instrumented 
with fiber optic cable as part of a field monitoring campaign. All three sites were located in the 
northern region of western Canada (Figure 3.1). 
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Figure 3.1. Map of western Canada with field site locations indicated. 
Site #1 was located in the oil sands region of northern Alberta, Canada. The instrumented 
cover was part of the reclamation of a 240 ha tailings pond. The instrumented test cover was 
situated on a 40 m long, south facing 8% slope. The landform topography was created using 
waste tailings sand and was overlain by 1.2 m of clean densified tailings sand. The densified 
tailings sand was a byproduct of an industrial cyclone separation of tailings sand where the 
coarse material was used for the cover system. The surface layer of the cover system was 0.6 m 
of a mixture of mineral soil and peat that was incorporated during salvage (Figure 3.2). The 
cover was constructed in the summer of 2010 and seeded with a mix of barley and clover to aid 
in soil stabilization.  Physical properties of the cover soils are given in Table 3.1. 
Sites #1 and #3 Site #2 
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Figure 3.2. Cross section of the transect at Site #1 depicting material layers and thicknesses. 
Table 3.1. Soil cover physical properties for the three study locations. Standard deviations (SD) 
are in parentheses. 
Site Cover Material 
Average Bulk 
Density (SD) 
Average Sand 
Content 
Average Silt 
Content 
Average Clay 
Content 
  g cm-3 % % % 
Site #1 
Peat / Mineral 
Mix 
0.8 (0.1) 72.3 (4.3) 27.4 (4.4) 0.2 (0.2) 
Site #1 Sand 1.6 (NA) 94.0 (NA) 5.0 (NA) 1.0 (NA) 
Site #2 Sand 1.4 (0.1) 94.0 (2.0) 5.7 (2.0) 0.2 (0.3) 
Site #3 Peat 0.6 (0.1)    
 
Site #2 was located at a uranium mine in northern Saskatchewan, Canada, at a similar 
latitude to Site #1. The cover was constructed over waste rock in September of 2010 and 
consisted of a 1 ha plateau with a 2% north facing slope and a 35 m long, 25% south facing slope 
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(Figure 3.3). The cover consisted of a nominal thickness of 1 m of fine sand sourced from a local 
drumlin on the plateau, and similarly textured weathered sandstone on the slope (Table 3.1). 
 
Figure 3.3. Cross section of the transect at Site #2 indicating the cover surface, and the base of 
the cover system at the waste rock surface. 
The third site was located at an oil sands mine approximately 50 km north of Site #1. The 
site was part of a 50 ha study site comprised of thirty six 1 ha reclamation trial covers, 
constructed on an overburden dump consisting of lean oil sand that was not economical to mine. 
The DTS study site was focused on two of the 1 ha plots and was constructed from October, 
2011 to May, 2012. The plots comprising Site #3 were adjoining west- and east-facing plots 
sloped at 2% to join at the peak and consisted of 70 cm of natural sand overlain by 30 cm of peat 
(Figure 3.4). Only the surface 30 cm of peat was instrumented with fiber optic cable. 
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Figure 3.4. Cross section of the transect at Site #3 indicating the cover surface, and the base of 
the peat layer immediately overlying the sand layer. 
The regional climate in which Sites #1 and #3 are located is classed as humid continental. 
According to thirty year climate normals, mean January and July air temperatures were -19 and  
+ 17 °C, respectively, with mean annual precipitation of 456 mm (Carey, 2008). Site #2 is 
classed as a continental climate and thirty year climate normals indicated mean January and July 
air temperatures of -23 and +16 °C, respectively, with mean annual precipitation of 481 mm 
(Carey et al., 2005). 
3.3.2 Experimental Set-Up 
3.3.2.1 Distributed Temperature Sensing 
The DTS system was a commercially available Oryx DTS-SR (Sensornet, UK). The Oryx 
is a field-deployable unit with a measurement range of up to 5000 m and manufacturer reported 
temperature resolutions as fine as 0.01 °C. The Oryx has a reported measurement resolution of 1 
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m and 2 m spatial resolution, defined as the fiber distance required to resolve 90% of a step 
change in temperature (Tyler et al., 2009). Temporal resolution is set at the discretion of the user, 
and is a compromise between increased signal quality with longer integration times, and the 
ability to capture temporal variations in temperature variations. The lowest practical temporal 
resolution is 30 s, but may result in a noisy, low precision measurement, when compared to a 
longer integration time that necessarily averages out small scale temporal variations.  
The cable used at Sites #1 and #2 was the 5.5 mm diameter Sensornet DamSense cable 
(Sensornet, UK).  DamSense cable consists of four optical fibers encased in a polyurethane 
jacket with a hard aramid yarn wrap for additional protection.  The DamSense cable was chosen 
because it was a strong, flexible cable with no cable memory; ideal for laying directly on the soil 
surface. The temperature measurement range of the DamSense cable was reported as -55° to +85 
°C. Brugg BRUclean BC150 (Brugg Cables, Switzerland) was installed at Site #3. BRUclean 
was also a strong, 7.5 mm diameter, four-fiber cable with the fibers encased in a gel-filled loose 
tube. The cable consists of a polyethylene outer sheath, glass yarn with water-blocking tape for 
additional strength and fiber protection and is suited to installing directly in the ground. The 
BRUclean 150 cables was chosen for similar reasons to the DamSense cable, where it was 
important that the cable be robust, yet have little memory to facilitate direct placement on the 
soil surface. Temperature measurement range of the BRUclean cable was reported as -20° to +60 
°C. 
3.2.3.2 Cable Installation 
The procedure for installing the cable was the same at all three sites with some minor 
changes to reflect field conditions and cover configurations. In all cases, the cable was installed 
along a linear transect with a single length of cable being retraced along the length of the transect 
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at different depths. Nominal installation depths and the material in which they occur are given in 
Table 3.2.  For Sites #1 and #2, a 2 m wide trench was excavated to 60 cm depth (Site #1) and 1 
m depth (Site #2) using an excavator. An excavator was used rather than direct placement with a 
plough, as the choice of equipment at mine sites is often limited. At Site #3 a 15 cm wide trench 
was excavated to 30 cm by hand with a shovel (Site #3). Note that cable was only installed into 
the peat layer at Site #3.  In the case of Site #1, which did not have a homogenous profile, care 
was taken to ensure no mixing of the peat /mineral layers with the underlying sand. Depths for 
Site #1 were chosen in order to monitor close to the material interface. Once the proper depth 
was reached, the trench bottom was surveyed so that final cable elevations are known. The cable 
was then buried and the excavated material was replaced to bring the trench up to the next 
prescribed depth. This procedure was continued until the trench was completely backfilled. A 
final length of cable was then laid on the soil surface and was covered with the minimum amount 
of soil to cover the cable with the in situ soil, and is referred to as the 0 cm depth. Site #3 had a 
final course of cable laid directly on the surface of the soil without a final cover to facilitate 
comparison of temperatures immediately above and at the soil surface. It is expected that Surface 
cable measurements would differ from the 0 cm cable.  The Surface cable laid directly on the soil 
surface would be subject to direct exposure to short wave radiation during the day, and long 
wave radiation from the soil at night. Therefore, it is anticipated that the Surface cable 
measurements will be subject to increased temporal and temperature variability relative to the 0 
cm cable. Typical installation times vary with transect length and depth, cover system texture, 
availability of heavy equipment, and availability of labour. For Site #1, the 40 m transect was 
instrumented by one person over three days using a shovel with assistance from an excavator. 
Site #2 had the 100 m transect instrumented by two people and an excavator over two days. The 
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236 m transect of Site #3 was excavated completely by hand by two people over two and a half 
days. 
  
 46 
Table 3.2. Fiber optic cable installation depths. 
Site  Cable Depth  Cover Material 
 (cm)  
Site #1 0 Peat / mineral mix 
 55 Peat / mineral mix 
 65 Sand 
 90 Sand 
Site #2 0 Sand 
 10 Sand 
 50 Sand 
 90 Sand 
Site #3 Surface Exposed 
 0 Peat 
 10 Peat 
 15 Peat 
 
A solar panel array that charged deep cycle batteries powered the Oryx, which was rated 
for 18 W during measurements, and 0.5 W when on standby. The solar system for Sites #1 and 
#2 had 210 W of solar power and 280 Ahr of battery capacity. The power system at Site #3 used 
470 W of solar power and 245 Ahr of batter capacity. The solar power system also charged a 
peripheral laptop used for data collection. 
3.2.3.3 Data Collection 
Temperature measurements with a DTS system are calibrated by comparing a length of 
cable maintained at a constant temperature with an independent measurement. A length of cable 
30 to 50 m long was reserved immediately adjacent to the Oryx reader at all three sites for 
calibration. The calibration length was placed inside a standard beverage cooler that was buried 
in the ground and then filled with ice water. The calibration bath was not constantly mixed, 
potentially introducing a source of calibration error. Independent calibration temperatures were 
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recorded using two PT-100 platinum thermistors. Calibrations were examined for both temporal 
and spatial sensitivity. The spatial repeatability, where a length of cable is held at a constant 
temperature was found to be ±0.16 °C. Temporal repeatability, where one point on the cable is 
measured at different times, averaged a standard deviation of ±0.04 °C. The measured 
sensitivities compare well with others (Ciocca et al., 2012). Following calibration the length of 
cable remained submersed in water to serve as an area of known thermal properties to aid in data 
interpretation.  
Soil DTS data were collected every 20 minutes with a 60 s integration time. Data at Site 
#1 were collected from June 10 to July 16, 2011. Power supply issues resulted in the DTS system 
only being active during daylight hours from approximately 09:00 to 21:00 hrs. Therefore, data 
from Site #1 are only presented for daytime periods. Data were collected continuously at Site #2 
from August 22 to 28, 2011 for the 0 and 10 cm depths. Measurements at the 50 and 90 cm 
depths at Site #2 were stopped on August 27, 2011. Data were continuously collected at Site #3 
from July 2 to July 7, 2012. Data gaps were minimal for Sites #2 and #3, and were filled by 
simple linear interpolation. Missing data comprised less than 2% of the dataset.  
3.2.4 Physical properties 
Surface bulk density samples were collected every meter along the transect. Bulk soil 
samples were also collected at the same locations for particle size analysis for Sites #1 and #2 
using a Horiba LA-950 particle size distribution analyzer (Horiba, Japan). Particle size analysis 
could not be conducted for Site #3 as the material was entirely composed of peat.  
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3.2.5 Data Analysis Methods 
3.2.5.1 Semi-Variogram Analysis 
The spatial structure of daily minimum and maximum temperatures along the transect at 
all depths was analyzed with semivariograms using standard methods (Isaaks and Srivastava, 
1989; Cressie, 1991). Data from all measurement days were aggregated to make a single 
minimum and maximum temperature dataset for each site. Data were detrended using first order 
differencing to adhere to the assumption of a stationary dataset (Cressie, 1991). Data were 
grouped into bins at lags of up to 75% of the total spatial extent and the omnidirectional 
semivariogram, γ(h), was calculated using (Si et al., 2008): 
 ߛሺ݄ሻ ൌ 12ܰሺ݄ሻ ෍ሾܶሺݔ௞ሻ െ ܶሺݔ௞ ൅ ݄ሻሿ
ଶ
ேሺ௛ሻ
௞ୀଵ
 [3.1]
where N is the number of pairs at lag distance, h, T(xk) measured soil temperatures at 
location xk and T(xk+h), the soil temperature at location xk increased by h lags. The 
semivariograms were normalized by dividing by the sample variance (Si et al., 2008). 
Experimental semivariograms were fit with a spherical model (Isaaks and Srivastava, 
1989): 
 ߛሺ݄ሻ ൌ ܿ଴ ൅ 1.5 ݄ߙ െ 0.5 ൬
݄
ߙ൰
ଷ
 [3.2]
where c0 is the nugget, the extrapolated semivariance at lag = 0, and α is the range, the 
lag at which the semivariance reaches a plateau and becomes constant. In the spherical model the 
semivariance value at which the range is reached is known as the sill. A spherical model has the 
characteristics of being linear at small lag distances, and reaches a true range value 
(Schabenberger and Gotway, 2005). A nested spherical model was used to fit the data only 
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where there was evidence of a secondary range and sill (Goovaerts, 1997). Goodness of fit of the 
spherical model was judged based on both R2 and the root mean squared error (RMSE): 
 ܴܯܵܧ ൌ ඨ∑ ሺݕො௜ െ ݕ௜ሻ
ଶ௡௜ୀଵ
݊  [3.3]
where yi is the observed value for the ith observation and  ŷi is the predicted value. 
3.2.5.2 Summary statistics 
Mean, variance, and standard deviation were calculated for each semivariogram dataset. 
Spatial dependence was calculated as the ratio of the nugget variance to the sill variance, which 
gives a general indication of the degree to which there is spatial dependence. Spatial dependence 
values <25% indicate strong spatial structure, values between 25% and 75% indicate moderate 
structure, and values >75% indicate little to no structure at all (Si et al., 2008). 
3.3 Results 
3.3.1 Site #1 
The monitoring period during the Site #1 investigation had consistently smooth net 
radiation profiles, indicating bright cloudless days and resulting in high air temperatures with 
little variation during the day (Figure 3.5). Average air temperature during the experiment was 
19.2 °C with a total of 0.1 mm of rainfall occurring on July 15, 2011. Mean soil temperatures 
and variances recorded at the midpoint of the transect decreased with depth, yet standard 
deviations remained consistent at all depths (Table 3.3). Note that noise in the temperature 
measurements at depth in the soil were not expected, and suggest possible issues with calibration 
or signal attenuation. Percent sand content had higher standard deviations relative to that of soil 
temperatures, while standard deviation of bulk density was low (Table 3.3).    
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Figure 3.5. Net radiation, air temperature (Tair) and soil temperatures (Tx, where x = depth) 
measured at Site #1 during the field experiment. 
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Table 3.3. Summary statistics for Site #1 spatial temperature distributions.  
Depth Min /Max Mean Var. Std. Dev. 
(cm) - (°C) (°C)2 (°C) 
0 Max 28.0 8.3 2.8 
55 Max 16.7 1.6 1.3 
65 Max 16.0 1.8 1.3 
90 Max 14.9 2.1 1.4 
% Sand - 72.4 18.6 4.3 
Bulk Density - 0.8 0.0 0.1 
 
Distributed daytime soil temperature data from DTS at Site #1 are given in Figure 3.6. 
Periods of missing data are represented by solid dark blue bars. Temperatures were greatest at 
the surface and decreased with increasing depth. The greatest qualitative degree of spatial 
variability in soil temperature occurred at the surface. These differences occurred both within a 
single day and between days. Within the same day, the first 25 m of the transect, which 
corresponded to the zone of greatest insolation due to transect aspect, reached higher 
temperatures and maintained higher temperatures relative to the lower slope position for a longer 
period (cf. Figure 3.1). Temperature variation between days corresponded closely to net radiation 
and air temperature (cf. Figure 3.5). Between days, the spatial pattern in soil temperature 
remained the same for all depths throughout the measurement period, indicating that the 
processes and properties leading to a certain temperature condition were not changing with time. 
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Figure 3.6. Distributed soil temperature values measured at a) 0, b) 55, c) 65, and d) 90 cm 
depths over the experimental period. 
There was little spatial structure in maximum daily temperatures at Site #1, as evidenced 
by the near-zero sill, negligible range, and high spatial dependence for the 55, 65, and 90 cm 
depths (Figure 3.7). The exception was at 0 cm, which showed an initial short range of 5 m and a 
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secondary range of 16 m. Spatial dependence of surface soil temperatures was high at 98%, 
indicating that daily maximum temperatures values depend greatly on the location at which they 
were measured. Physical property semivariograms were not fit with a model as the shape of the 
estimated semivariogram did not lend itself to physical interpretation with a spherical model. 
However, qualitative analysis of sand content and bulk density was still possible (Figure 3.8). 
Sand content did not reach a sill within the lag distance measured, suggesting textural 
homogeneity across the transect. The estimated semivariogram for bulk density appeared to 
increase at the greatest lag distances. However, the low number of lag pairs available on a 40 m 
transect make interpretation of semivariogram trends difficult. Semivariogram analysis of bulk 
density was affected by measurement noise, as indicated by the diffuse semivariance values 
(Figure 3.8b).    
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Figure 3.7. Spherical model fit of experimental semivariograms constructed from maximum 
spatial average temperatures for Site #1 at a) 0, b) 55, c) 65, and d) 90 cm depths. 
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Figure 3.8. Experimental semivariograms for Site #1 a) sand content and b) bulk density 
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Table 3.4. Site #1 spherical model parameters.  
Depth 
Min 
/Max 
Initial Model Nested Model Spatial 
Dependence 
Model Fit 
Nugget Sill Range Sill Range r2 RMSE
cm - (°C)2 (°C)2 m (°C)2 m (%) (°C)2 (°C) 
0 Max 0.88 0.88 2.10 1.06 16 100 0.32 0.13 
55 Max 0.99 0.99 2.10 - - 100 0.0 0.08 
65 Max 0.99 0.99 2.10 - - 100 0.0 0.07 
90 Max 0.99 0.99 2.10 - - 100 0.0 0.06 
 
Temperatures on each day were lower at the lower slope positions from 25 to 40 m at 
every depth (Figure 3.6). The lower temperatures in this case could have been indicative of lower 
solar radiation inputs or the downslope presence of increased water contents. Evidence of this 
trend is suggested in the 0 cm semivariogram (Figure 3.7a) where a nested structure had a range 
of 16 m. The physical interpretation of the secondary structure would be that from roughly 24 to 
40 m on the transect, a distance of 16 m, temperatures were responding to a certain process in a 
consistent fashion. Every other location on the transect behaved in a very localized manner, 
leading to the small ranges for the primary spherical model. A possible explanation is the 
development of vegetation on the transect. Temperature variability introduced by vegetation 
could be important for the early performance of the cover system. The cover at Site #1 was 
constructed the previous year and was in the first growing season. Uneven early establishment of 
vegetation could introduce variability in the spatial distribution of water due to the close links 
between the surface water and energy balances and plant modification of local microclimates 
(Gates, 1980; Bristow, 1988; Raich and Tufekcioglu, 2000). Unfortunately, the short transect at 
Site #1 renders physical interpretation of the semivariograms difficult.  A sparse dataset often 
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leads to a noisy semivariogram that most often indicates a lack of spatial resolution (Goovaerts, 
1997). 
3.3.2 Site #2 
The field experiment at Site #2 took place during late August, when average air 
temperatures were beginning to decrease from summer maxima (Figure 3.9). Net radiation was 
variable during the experiment, which was reflected in air temperature measurements, where 
lower radiation inputs corresponded to lower air temperatures. Average air temperature during 
the experiment was 15.6 °C. Two small precipitation events occurred, resulting in an 
accumulation of 0.8 mm on August 23, 2011, and 0.1mm on August 25, 2011. Soil temperatures 
recorded at the midpoint of the transect were indicative of a volume of soil that was beginning to 
undergo a net loss of energy at the surface, while still remaining warm at deeper depths. 
Temperatures averaged 13.9, 13.9, 15.7, and 14.6 °C, at the 0, 10, 50, and 90 cm depths, 
respectively. Average temperatures indicated that the soil surface was beginning to cool with the 
seasonal trend, while the midpoint of the cover was still warm from the summer radiative 
forcing, indicative of the lag in temperature penetration to depth. Temperature at the 90 cm depth 
was lower than at 50 cm, suggesting that the summer heat pulse had yet to reach its maximum at 
that depth. Variability of soil temperature generally decreased with depth, and was lower at the 
daily minimum than the daily maximum (Table 3.5). Sand content variability was low, 
supporting visual indications of a homogeneous texture across the cover. Bulk density variability 
was slightly higher, yet still low overall, which was indicative of the homogeneity of the cover, 
and the variability inherent in bulk density measurements. 
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Table 3.5. Summary statistics for Site #2 spatial temperature distributions.  
Depth Min /Max Mean Var. Std. Dev. 
(cm) - (°C) (°C)2 (°C) 
0 Max 19.1 1.9 1.3 
55 Max 16.9 0.5 0.7 
65 Max 16.1 0.2 0.4 
90 Max 15.1 0.2 0.5 
0 Min 10.1 0.1 0.3 
55 Min 11.6 0.4 0.6 
65 Min 14.8 0.2 0.4 
90 Min 14.2 0.2 0.5 
% Sand - 94.0 4.0 2.0 
Bulk Density - 1.4 0.1 0.1 
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Figure 3.9. Net radiation, air temperature (Tair), rainfall (rain), and soil temperatures (Tx, where x 
= depth) measured at Site #2 during the field experiment. 
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Distributed temperature data at Site #2 were indicative of the homogeneity of the cover 
system, and the influence of aspect in diurnal temperature fluctuations (Figure 3.10). Soil 
temperatures were lower and displayed lower amplitudes on the north facing slope from 65 to 
100 m at all depths. Temperature amplitudes decreased with depth, yet there was still evidence of 
diurnal fluctuations in temperature, even at the 90 cm depth. Highest soil temperatures at all 
depths were recorded on August 23, 2011 (Figure 3.10). It is interesting to note that the day on 
which highest soil temperatures were recorded did not correspond to the highest air temperature 
or maximum net radiation during the experiment (Figure 3.9). The previous night had low long 
wave radiation losses (data not shown), indicating a cloudy night that served to reduce radiative 
losses from the soil surface. The soil remained warmer and was thus able to commence the daily 
heating cycle from a higher temperature than all other nights. Even though net radiation values 
were lower on August 23, 2011, the input was sufficient to raise soil temperatures to their highest 
values.   
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Figure 3.10. Distributed soil temperature values for Site #2 measured at a) 0, b) 10, c) 50, and d) 
90 cm depths over the experimental period. 
Minimum and maximum temperature semivariograms for Site #2 demonstrated a 
consistent nested behavior (Figures 3.11 and 3.12). Moderate spatial structure was found 
initially, with ranges between 2 and 28 m (Table 3.6). Secondary spatial structure was 
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consistently found to occur after 40 m, resulting in stronger spatial dependencies and ranges 
extending to 99m; the full length of the transect.  
Strong temperature spatial dependence at scales from 40 to 100 m was closely mirrored 
by strong spatial dependence of sand content and bulk density (Figure 3.13). A model was not fit 
to physical property semivariograms as it was apparent that a sill had not be reached, and the 
shape of the experimental semivariogram was such that a spherical model would not have any 
physical meaning. Nevertheless, it is apparent from Figure 3.13 that spatial dependence was very 
strong, and measurements separated by the maximum extent of 99 m were similar. 
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Figure 3.11. Spherical model fit of experimental semivariograms constructed from minimum 
spatial average temperatures for Site #2 at a) 0, b) 10, c) 50, and d) 90 cm depths. 
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Figure 3.12. Spherical model fit of experimental semivariograms constructed from maximum 
spatial average temperatures for Site #2 at a) 0, b) 10, c) 50, and d) 90 cm depths. 
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Figure 3.13. Experimental semivariograms of Site #2 a) sand content and b) bulk density. 
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Table 3.6. Site #2 spherical model parameters. Note the Spatial Depend. indicates spatial 
dependence.  
Depth 
Min 
/Max 
Initial Model Spatial 
Depend. 
Nested Model Spatial 
Depend. 
Model Fit 
Nugget Sill  Range Sill  Range r2 RMSE 
cm - (°C)2 (°C)2 m (%) (°C)2 m (%) (°C)2 (°C) 
0 Max 0.85 0.85 2.17 100 1.68 97.2 51 0.84 0.07 
55 Max 0.90 0.90 2.21 100 1.21 73.5 74 0.69 0.08 
65 Max 0.47 0.77 16.30 60 1.67 97.3 29 0.90 0.09 
90 Max 0.58 0.81 12.08 71 1.68 97.3 35 0.97 0.04 
0 Min 0.42 0.85 12.30 50 1.70 97.3 25 0.93 0.07 
55 Min 0.93 0.93 2.88 100 1.20 79.6 78 0.46 0.10 
65 Min 0.57 0.82 39.75 70 1.79 97.3 32 0.98 0.04 
90 Min 0.53 0.85 9.41 62 1.34 73.4 40 0.89 0.07 
 
Spatial distributions of temperatures at Site #2 is suggestive of differential behavior at lag 
distances from 40 to 100 m. Although an exact determination of where the points are most 
similar cannot be determined from semivariogram analysis alone, it should be noted that the 
secondary structure appears to occur over a 60 lag separation. This may correspond to a division 
between south-facing plateau (0 to 65 m) and north-facing slope (65 to 100 m) (Figure 3.10). 
Each slope component behaved as a distinct unit in diurnal heating and cooling, and temporal 
variability in temperature was closely related to daily air temperature. Qualitative observations of 
temperature homogeneity were corroborated by both minimum and maximum temperature 
semivariograms (Figures 3.11 and 3.12). All depths for both minimum and maximum 
temperatures exhibited a nested structure at Site #2. In all cases the beginning of the secondary 
structure was around 40 m, which corresponded to the length of the north facing slope. The 
secondary semivariograms typically had ranges up to 100 m. This trend suggests that for 
distances from 40 to 100 m, roughly the distance of the plateau, minimum and maximum 
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temperatures showed a strong spatial similarity, and in some cases displaying strong spatial 
dependence below 25% (Table 3.6). Stated another way, a temperature measurement taken on 
the plateau would likely be similar to a measurement taken at any other location on the plateau, 
even if the points were separated by 60 m. Conversely, a temperature measurement taken on the 
cover slope near the surface would at most be similar to measurements taken within 11 m. The 
presence of secondary structure at 40 m was present for all depths at all times, indicating that 
slope aspect was the dominant control on temperature distributions within the cover system. 
Spatial variations as given by the spatial dependence tended to decrease with depth and 
were lower at times of minimum temperatures (Table 3.6). Spatial dependency values decreased 
with depth, indicating that spatial similarity of soil temperature increases with depth. 
Temperature standard deviations (Table 3.5) decreased with depth, a finding also reported by 
Scharringa (1976). Decreases in temperature variability and spatial dependence are to be 
expected at greater depths in the profile. Soil surface temperature is a reflection of the surface 
energy balance and responds to high level harmonics in radiation and soil heat flux variations 
(Buchan, 2001). As heat is transferred through the subsurface largely by conduction, higher level 
harmonics associated with the radiation input are dampened and the storage of heat at preceding 
depths serves to decrease temperature variability (Buchan, 2001). Variability in temperature is 
lower for minimum temperatures due to the controlling factors of night time energy loss. During 
the day, microtopography, non-linear turbulent processes, and variation in radiation lead to short 
term variability in heat transfer processes. At night, soil cooling is largely governed by net 
longwave radiation from the soil surface to the sky, and soil heat flux toward the surface 
(Buchan, 2001). Thus for Site #2, not only is soil temperature variability decreased with depth, 
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but temperatures respond in a cohesive fashion, due to homogeneities in subsurface thermal 
properties and surface radiative forcing.   
Temperature homogeneity on the plateau is explained by corresponding homogeneity in 
physical properties at Site #2 (Figure 3.13). The natural sandy borrow areas used as a material 
source for the cover were naturally lacking structure, and the process of cover construction 
served to eliminate any structure that may have remained. Therefore the cover material was 
completely homogenized, as evidenced by the physical property semivariograms. The surface of 
the cover was homogenized as well, with no vegetation and a final surface that was graded to 
arrive at a uniform surface relief. Indeed, any micro-relief was on the order of less than 10 cm at 
most (Figure 3.3). In the absence of any physical or biological means of introducing variability, 
the energy balance should remain simple and close to an idealized surface (Arya, 2001), a 
finding that was supported by Carey et al. (2005) at a nearby location. 
3.3.3 Site #3 
The monitoring period at Site #3 included a large precipitation event, with 2.8 mm of rain 
accumulating on July 1, 2012, and 38.6 mm between July 4 and July 5, 2012 (Figure 3.14). 
Average soil temperatures in the soil profile demonstrated the unique thermal properties of peat 
(Table 3.7). Temperatures throughout the cover profile demonstrated that energy tended to 
accumulate at the surface, resulting in large amplitude temperature fluctuations at the surface, 
while amplitude was greatly diminished 10 cm lower. The accumulation of energy at the surface 
is due to the poor thermal conductivity of an organic, high porosity soil. Interestingly, soil 
temperature variability was greater at night than during the day (Table 3.7). This is explained by 
the uniformly high temperatures during the day near the surface. Soil temperature variability 
decreased with depth for both minimum and maximum temperatures. 
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Figure 3.14. Net radiation, air temperature (Tair), rainfall (rain), and soil temperature (Tx, where x 
= depth) measured at Site #3 during the field experiment. 
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Table 3.7. Summary statistics for Site #2 spatial temperature distributions.  
Depth Min /Max Mean Var. Std. Dev. 
cm - (°C) (°C)2 (°C) 
Surface Max 38.9 1.3 1.1 
0 Max 35.8 2.8 1.5 
10 Max 18.3 0.5 0.7 
15 Max 16.1 0.5 0.7 
Surface Min 10.0 0.1 0.3 
0 Min 10.5 0.1 0.3 
10 Min 14.0 0.1 0.3 
15 Min 14.2 0.0 0.1 
Bulk Density - 0.6 g cm-3 0.02 (g cm-3)2 0.1 g cm-3 
 
The unique thermal properties of peat are evident when comparing spatial distribution of 
temperatures at the surface and subsurface (Figure 3.15). Note that the low temperature band at 
136 m in Fig. 3.15a and b represents an area where the cable needed to be buried to pass under a 
vehicle path. The fiber optic cable denoted in Fig. 3.15a was laid directly on the surface of the 
cover, and therefore exhibited the highest diurnal temperature fluctuations. Temperature 
fluctuations were highly dampened at the 10 and 15 cm depths in relation to the surface 
temperatures. The influence of the reduced radiation inputs during the storm event on July 4 was 
clearly seen at all depths in the profile. 
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Figure 3.15. Distributed soil temperature values measured at a) cover surface, b) 0, c) 10, and d) 
15 cm depths over the experimental period. 
Maximum temperature spatial structure was nearly non-existent at Site #3 (Figure 3.16). 
Note the differences in reduced lag scale for the surface and 0 cm semivariograms (Figures 3.16a 
and 3.16b) as data from the portion of the cable that was buried under the vehicle access were 
not included in the analysis. Unlike the maximum temperature semivariograms estimated for Site 
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#2 (Figure 3.12) there was not any evidence of a nested structure, indicating that the thermal 
properties of peat lead to extensive variability at small scales. The transect at Site #3 extended 
for 236 m, yet in all cases for the maximum temperature the range was reached within the first 4 
m or less (Table 3.8). Nested structure was only found for the Surface and 0 cm minimum 
temperatures (Figure 3.17). Spatial dependencies were moderate for all depths and maxima / 
minima, and were only slightly strengthened with the nested models. Similar to Site #2, a 
spherical model was not fit to Site #3 bulk density (Figure 3.18). Bulk density semivariance at 
Site #3 was also found to increase without reaching a sill, indicating strong spatial similarity at 
all locations. 
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Figure 3.16. Spherical model fit of experimental semivariograms constructed from maximum 
spatial average temperatures for Site #3 at a) surface, b) 0, c) 10, and d) 15 cm depths. 
 74 
Lag (m)
0 20 40 60 80
S
em
iv
ar
ia
nc
e 
(°
C
2 )
0.0
0.5
1.0
1.5
2.0
Lag (m)
0 20 40 60 80 100
S
em
iv
ar
ia
nc
e 
(°
C
2 )
0.0
0.5
1.0
1.5
2.0
Lag (m)
0 20 40 60 80 100 120 140 160 180 200
S
em
iv
ar
ia
nc
e 
(°
C
2 )
0.0
0.5
1.0
1.5
2.0
Lag (m)
0 20 40 60 80 100 120 140 160 180 200
S
em
iv
ar
ia
nc
e 
(°
C
2 )
0.0
0.5
1.0
1.5
2.0
a b
c d
Experimental Semivariogram
Spherical Model
 
 
Figure 3.17. Spherical model fit of experimental semivariograms constructed from minimum 
spatial average temperatures for Site #3 at a) surface, b) 0, c) 10, and d) 15 cm depths. 
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Figure 3.18. Experimental semivariogram of Site #3 bulk density. 
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Table 3.8. Site #3 spherical model parameters. Note that Surf. denotes surface measurement, and 
Spatial Depend. indicates spatial dependence. 
Depth 
Min 
/Max 
Initial Model Spatial 
Depend. 
Nested Model Spatial 
Depend. 
Model Fit 
Nugget Sill  Range Sill  Range r2 RMSE 
(cm) - (°C)2 (°C)2 m (%) (°C)2 m (%) (°C)2 (°C) 
Surf. Max 0.99 0.99 2.14 100    0 0.07 
0 Max 1.02 1.02 2.14 100    0 0.07 
15 Max 0.98 0.98 2.14 100    0 0.06 
30 Max 0.98 0.98 2.14 100    0 0.07 
Surf. Min 0.58 0.94 8.30 62 1.22 53.96 50 0.87 0.05 
0 Min 0.71 0.88 15.68 81 1.26 82.65 56 0.82 0.08 
15 Min 0.98 0.98 2.14 100    0 0.07 
30 Min 0.98 0.98 2.14 100    0 0.07 
 
Surface temperatures at Site #3 were more variable than those at both Site #1 and Site #2 
as evidenced by the greater standard deviations at 0 cm for both minimum and maximum 
temperatures (Table 3.7). Despite moderate spatial structure in bulk density, the only time at 
which spatial structure in temperature was seen at Site #3 was at the daily minimum for the 
Surface and 0 cm temperatures. Soil temperatures are expected to be less variable at night as 
temperatures are controlled by net negative longwave radiation from the surface and conduction 
from subsurface depths (Buchan, 2001). Therefore minimum temperatures are less affected by 
local scale variability in soil physical properties and heat transfer processes. Daily minimum 
temperatures tend to also correspond with the daily minimum variance; therefore, if any spatial 
structure is expected to be found, daily minimum temperatures is the most likely time (Mohanty 
et al. 1995). 
Two possibilities exist to explain the high degree of temperature variability in a relatively 
shallow peat layer. For the subsurface, the thermal properties of peat, and specifically, how they 
manifest in the thermal property known as thermal inertia could lead to local variations. Thermal 
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inertia governs the amplitude of the soil heat flux density (de Vries, 1975) and depends on the 
thermal and physical properties of the material (Verhoef, 2004; Murray and Verhoef, 2007). 
Thermal inertia in peat can be up to four times greater than in mineral soils (Eggelsman, 1972). 
Therefore, any local differences in density or ground heat flux would be magnified relative to a 
mineral soil, which would be more effective at redistributing temperature (Eggelsman, 1972). 
Secondly, surface elevation, and specifically microtopography at Site #3 was more variable than 
at Site #1 and Site #2. Surface elevation coefficient of variation was 9% at Site #3, as compared 
to 0.3% and 0.1% at Site #1 and Site #2, respectively. The presence of variable micro-
topography has been found by others to lead to spatial variations in temperatures and large 
differences in local ground heat flux (Kellner, 2001). 
3.4 Summary 
A DTS system has been demonstrated to have the flexibility and capability to measure 
soil temperature across a range of cover configurations, soil textures, and vegetation conditions. 
The study used semivariogram analysis to examine three different cover systems with a wide 
range of properties and at various depths and times.  
Soil temperatures were effective in demonstrating differences in soil properties between 
study sites. The spatial structure of soil physical properties at Site #1 was similar to both Sites #2 
and #3. However, unlike Site #2, soil temperature variability at Site #1 was higher and exhibited 
no spatial structure. The lack of spatial structure in soil temperature at Site #1 was attributed to 
the presence of vegetation. High spatial similarities in physical properties at Site #2 was reflected 
in the temperature measurements. The same spatial structure was found at all depths and all 
times, suggesting that when a cover system is constructed with a homogeneous structureless 
sand, the lack of variability ensures that the cover system will respond to radiation inputs as a 
coherent unit. Indeed, the only temperature variability seen at Site #2 may have been due to 
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differences in slope aspect. Bulk density variability at Site #3 was similar at all locations across 
the transect, yet temperature variability had very little spatial structure and was highly variable. 
Variability at Site #3 was attributed to the unique thermal properties of peat and the magnified 
effect of microtopography on the surface energy balance.  
Soil temperature variability generally decreased with increasing depth. At Sites #1 and 
#2, not only did the variability of temperature measurements decrease with depth, but spatial 
similarity also increased, indicating that soil temperatures taken at depth were similar to values 
taken at increasingly distant locations. The exception to the trend of decreasing variability with 
increasing depth was at Site #3, where the spatial variability was uniformly high at all depths and 
we less attributed to depth as it was to time. 
Finally, soil temperatures demonstrated increased spatial similarity at daily minima yet 
not to the degree expected. At Site #2 high spatial similarity, or low spatial dependence, was 
found for both daily maximum and minimum temperatures. The uniform nature of the cover 
system soil was entirely homogeneous, leading the cover to respond in a similar fashion at all 
times of the day. At Site #3, the only time secondary spatial structure with ranges greater than 5 
m was found was for the Surface and 0 cm measurements at night, indicating that cooling 
processes are less spatially dependent than heating processes active during the day. 
3.5 Conclusion 
Spatially distributed temperature measurements were evaluated as a means of assessing 
the spatial structure of soil temperature in soil cover systems. The method is well suited to the 
mine reclamation industry, where there is a dearth of information on cover system temperature 
responses at scales greater than point scale. Implementation of a DTS system in soil covers has 
the benefit of producing temporally intensive temperature measurements at thousands of 
locations for multiple depths, over extended time periods. Interpretation of soil temperature 
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semivariograms is improved when coupled with supplemental data on physical properties. Soil 
temperature is an attractive variable of interest for characterizing spatial variability in soil covers 
due to the links that exist between soil temperature and soil water content as well as soil thermal 
properties. Although soil temperature is not perfectly correlated to soil water content, intensive 
spatial and temporal monitoring of soil temperature in reclamation cover systems nonetheless 
represents a promising method for characterizing their behavior at the field scale.  
 80 
4.0 A SIMPLE METHOD FOR ASSESSING SPATIAL VARIABILITY OF THERMAL 
PROPERTIES IN SOIL COVER SYSTEMS 
4.1 Preface 
Installation of a DTS system and a preliminary investigation of the spatial structure of 
cover system temperature was discussed in the previous chapter. The spatial distributions of 
temperatures are of interest to the reclamation scientist, but are limited in the information that is 
conveyed. Estimation of thermal properties of the system is of much greater use in describing the 
properties and processes at work in the cover system. Current methods for estimating soil 
thermal properties focus on the apparent thermal diffusivity, which has the disadvantage of being 
highly sensitive to depth of installation and is not uniquely related to water content. Therefore, a 
method that improves upon the deficiencies of estimating apparent thermal diffusivity would be 
beneficial. 
4.2 Introduction 
The surface energy balance governs the partitioning of incoming solar radiation into 
separate components defined as follows (Liebethal and Foken, 2007): 
 ܴ௡ ൌ ܪ ൅ ܮܧ ൅ ܩ଴ [4.1] 
where Rn is the net radiative flux, H is the sensible heat flux to the atmosphere, LE is the 
latent heat of evaporation, and G0 is the ground heat flux (all terms in W m-2).  Energy 
partitioning at the soil surface influences the transfer of mass to the atmosphere, the flux of heat 
in the subsurface, and the resulting temperature profile (Buchan, 2001). Soil temperature is, 
therefore, a critical indicator variable in the energy balance of soils and is indicative of how 
surface and subsurface properties are distributed within a field (Buchan, 2001).  
There has been growing interest in using soil thermal properties to infer soil water 
content and the spatial variations of water content. Soil water content can be difficult to measure 
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over large areas, making soil temperature a potential proxy for soil water content, particularly 
given the relative ease with which soil temperature is measured (Minacapilli et al., 2009). 
Knowledge of how temperature is distributed, both spatially and temporally, can provide 
important insights into the underlying energy balance and heat transfer processes that lead to a 
certain temperature state. Scharringa (1976) was a pioneer in examining the spatial distribution 
of temperature within a field. It was found that variances in soil temperature are highest during 
periods of the greatest ground heat flux (Scharringa, 1976). Soil temperature variance decreased 
with depth, yet it was found that point measurements in a homogeneous agricultural field had a 
42% probability of incorrectly estimating the mean temperature within ±1 °C. Probabilities of 
incorrectly estimating mean temperature decreased to 7.5% at night (Scharringa, 1976). Spatial 
variability of soil temperatures in what is ostensibly a homogeneous field have been reported by 
others. Vauclin et al. (1982) reported anisotropy in agricultural fields and autocorrelation lengths 
of less than 7 m. Mohanty et al (1995; 1998) had similar findings of spatial correlations between 
1.5 to 9 m in what was otherwise a homogeneous field. The strongest determinant of the spatial 
variability of soil temperature was determined to be soil water content (Vauclin et al., 1982; 
Mohanty et al., 1995; Mohanty et al., 1998). 
The prospect of easily measuring soil thermal properties over large spatial extents has 
been made possible through the use of distributed temperature sensing (DTS).  A DTS system 
consists of a fibre optic cable and a reader that uses a high-powered laser to measure 
temperatures within the fibre optic cable, accurately and precisely to within a manufacturer 
stated of up to 0.01 °C, at resolutions on the order of 1 m over distances of 5000 to 10,000 m 
(Selker et al., 2006a; Selker et al., 2006b; Tyler et al., 2009).  Using a DTS system to determine 
water content uses one of two general methods: active heating, and passive heating. In active 
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heating methods, a heat pulse is generated within the stainless steel strength member of the fiber 
optic cable. Based on the time required to dissipate a known energy flux, the thermal 
conductivity and volumetric heat capacity of the soil can be estimated (Campbell et al., 1991). 
Passive methods measure the temperature of two or more buried cables in response to diurnal 
radiative forcing (Steele-Dunne et al., 2010). Given that the actual energy flux is unknown, only 
the apparent thermal diffusivity, α, (m2 s-1) can be estimated.  In both methods, the thermal 
properties are then used to infer soil water content based on the following relationships: 
 ߙ ൌ ߣ ߩܿ⁄ ൌ ߣ ܥ௩⁄  [4.2]
and 
 ܥ௩ ൌ ௦݂ߩ௦ܿ௦ ൅ ௪݂ߩ௪ܿ௪ ൅ ௔݂ߩ௔ܿ௔ [4.3]
where λ is thermal conductivity (W m-1 K-1), ρ is particle density (g cm-3), c is specific 
heat (J kg-1 K-1), and Cv is volumetric heat capacity (J m-3 K-1), f denotes the volume fraction of 
the soil (s), water (w), and air (a) components (de Vries, 1975). Note that fw is equivalent to 
volumetric water content, θv, (cm3 cm-3).  
A DTS system can be used to estimate water content using active heating methods to 
estimate thermal conductivity and heat capacity (Sayde et al., 2010). Active heating methods 
provide a unique determination of water content, and have been documented by others. Weiss 
reported that small changes in water content were difficult to resolve above water contents of 
6%.  Sayde et al. (2010) used a similar technique in the laboratory but also reported increasing 
measurement uncertainty at higher water contents, with an uncertainty of 0.046 m3 m-3 at water 
contents of 0.41 m3 m-3.  Ciocca et al. (2012) on the other hand found the best estimates were 
obtained at high water contents, while water content was consistently underestimated in the dry 
range. A field study by Striegl et al. (2012) confirmed that active heat pulse methods were 
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adequate at dry field conditions, yet were insensitive to changes in water content under wet 
conditions. Measurement uncertainty was found to be a result of insufficient integration time 
(Sayde et al., 2010) and insufficient heat pulse duration to achieve asymptotic temperature rise 
(Ciocca et al., 2012).  
Passive methods have been employed to infer the spatial distribution of water in soils. 
Steel-Dunne et al. (2010) used an inversion of the numerical solution to Fourier’s heat diffusion 
equation to arrive at an estimate of apparent thermal diffusivity in order to calculate a value for 
soil water content. The non-unique relationship between water content and diffusivity made 
calculation of water content problematic. The issue stemmed from the fact that estimation of 
thermal diffusivity was very sensitive to cable installation depth. The uncertainty of cable depth 
led to estimates of diffusivity that spanned their entire measurement range of diffusivity. Rutten 
et al. (2010) looked to develop a numerical inversion technique that would allow for use of DTS 
measurements in observing spatiotemporal variability of soil-atmosphere exchange processes. 
Using a numerical inversion of the heat diffusion equation, it was found that heat transfer in the 
shallow subsurface could not be explained by conduction without accounting for phase change or 
vapor diffusion. Even when accounting for phase change and vapor diffusion, the technique was 
not able to optimize the relationship of water and temperature based on diffusivity alone (Rutten 
et al. 2010). Short of finding a reliable relationship between diffusivity and water content, Rutten 
et al. (2010) nevertheless found that passive monitoring of thermal properties with DTS could be 
used to provide qualitative estimates of the variation in water content. Krzeminska et al. (2011) 
applied passive DTS methods to describe the spatial distribution of water in a landslide. In this 
case, Krzeminska et al. (2011) also used temperature data to describe the spatial distribution of 
thermal diffusivity. It was reported that when local physical properties are taken into account, 
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thermal diffusivity analysis may be a viable method for elucidating fluctuations in soil water 
content.  
However, Krzeminska et al. (2011) also summarized the limitations of using thermal 
diffusivity to estimate soil water content. In their study they found that diffusivity was 
overestimated, possibly due to not accounting for advection in the subsurface.  They also found 
that the assumption of a uniform surface temperature was likely invalid and that diffusivity 
estimates were highly sensitive to the depth of the temperature measurement.  Thermal 
diffusivity was also insensitive to water content at saturations greater than 50%. A final 
limitation was the requirement for a minimum time window of 24 hours, thus necessitating the 
use of at least a diurnal temperature series. It is clear from the summary of limitations presented 
by Krzeminska et al. (2011) that thermal diffusivity may not be the optimal parameter for 
assessing the spatial variability of soil water.  
Soil thermal properties must be uniquely and directly related to water content to be useful 
as a measurement parameter for the investigation of the spatial variability of water content. 
Thermal inertia [J m-2 K-1 s-1/2] is a composite thermal property that describes the resistance of 
the soil to temperature change for a given flux (Sabol et al., 2006; Scheidt et al., 2010; Wang et 
al., 2010). Thermal inertia controls the amplitude of the diurnal ground heat flux and is the key 
thermal property controlling the diurnal and annual surface temperature change (Buchan, 2001; 
Wang et al., 2010). It is defined as: 
 TI ൌ ඥܥ௩ߣ [4.4]
Thermal inertia has been extensively used in the field of remote sensing and is more 
precisely referred to as apparent thermal inertia (ATI) given that a surface measurement is used 
to estimate a property that extends with depth (Sabol et al., 2006).  Apparent thermal inertia is 
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commonly used in remote sensing to estimate θv because the magnitude of changes in the 
thermal inertia of water and other soil components is sufficiently different to facilitate a relative 
comparison when sensing remotely (Minacapilli et al., 2009; Lu et al., 2009; Matsushima et al., 
2012). The method was pioneered in the 1970’s (Watson, 1975) and was extensively studied for 
large-scale mapping of θv (Pratt and Ellyett, 1979; Price, 1985). Apparent thermal inertia 
mapping has also been the subject of more recent attempts to use it as a means of retrieving θv 
from remote sensing data. Error propagation models described by Verstraeten et al. (2006) 
claimed that their autocorrelation method could be as accurate as 2%. Matsushima et al. (2012) 
developed a simpler method to estimate daily subsurface θv from ATI with a precision of ±3 to 
4% at a 95% confidence interval. The precision reported by Matsushima et al. (2012) was 
thought to be sufficient for at least a qualitative classification of soil wetness into wet, medium, 
and dry classes using ATI estimates. 
There are a number of reasons that make ATI attractive as a variable to characterize the 
spatial variability of water in soil cover systems. Of primary importance is that ATI will increase 
as soil water content increases (Price, 1985). Apparent thermal inertia also controls the amplitude 
of the flux of heat towards the ground surface at night, thus making it the dominant nighttime 
thermal property when the contributions of H and LE to the surface energy balance are 
diminished (Ten Berge and Stroosnijder, 1987). Steele-Dunne et al. (2010) rejected the use of 
thermal inertia because of challenges related to remote sensing including atmospheric opacity 
and the need to solve the surface energy balance. However, when ATI is measured from sunset 
to sunrise, when soil temperatures generally decrease, rather than incorporating diurnal 
temperature changes as is the case for thermal diffusivity, only the dominant source of variability 
is measured (Ten Berge and Stroosnijder, 1987; Verhoef, 2004). It has been shown that soil 
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temperature exhibits a diurnal hysteresis and reaches minimum variance at the daily minimum 
temperature (Mohanty et al., 1995). Therefore, measurement of the dominant soil thermal 
property at the point of minimum temperature variability should provide the optimal means to 
assessing variability in soil cover systems.  
Distributed temperature sensing provides an effective means to monitor thermal 
properties at high spatial resolutions. Current methods to estimate thermal diffusivity have 
proven insufficient in elucidating spatial variations of water. Apparent thermal inertia is a 
lumped parameter that could be effective in assessing spatial variability of soil thermal properties 
related to water content, but has not been studied as a potential means of mapping water content 
variability in reclamation soil covers associated with the mine sector. The apparent advantages of 
estimating ATI using only surface temperatures are many: 1) ATI is directly related to Cv, which 
allows for at least a qualitative assessment of the distribution of water in a cover system; 2) a 
DTS system allows us to measure thermal properties at the high spatial and temporal resolutions 
required for spatial statistics; 3) measuring ATI at the surface with a DTS system does not suffer 
the disadvantages of remote sensing, especially atmospheric interference; and 4) measuring ATI 
at the surface is much easier than installing cables precisely at a known depth over large areas, 
thus making the technique more amenable to the mine reclamation industry. The objective of this 
manuscript is to assess the suitability of ATI as a means of characterizing the spatial variability 
of water content in unsaturated soil cover systems. The method will be compared to the currently 
accepted method of estimating thermal diffusivity. Each method will be assessed for 
repeatability and sensitivity in order to determine the method’s efficacy as a means of 
characterizing spatial variability. 
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4.3 Theory 
Thermal inertia is a key thermal parameter that modulates the ground heat flux, whether 
expressed at the soil surface or subsurface. In the case of vertical steady state heat flow, the soil 
heat flux in the subsurface, G, is proportional to the temperature gradient, and is summarized by 
Fourier’s Law: 
 ܩ ൌ െߣ ݀ܶ݀ݖ  [4.5]
For transient heat transfer, we must invoke the principle of energy conservation, which 
states that in the absence of any energy source or sink, the time rate of change in heat content of 
a given volume must equal the change in flux over a given distance (van Wijk and de Vries, 
1963; Hillel, 1998): 
 ܥ௩ ߲߲ܶݐ ൌ െ
߲ܩ
߲ݖ  [4.6]
Inserting Eq. 4.3 
 ܥ௩ ߲߲ܶݐ ൌ
߲
߲ݖ ൬ߣ
߲ܶ
߲ݖ൰ [4.7]
Thermal inertia can be estimated from soil temperature transients by solving Eq. 4.7 with 
Eq. 4.1 as the surface boundary condition. Equation 4.7 can be solved numerically, but it is 
possible to simplify Eqs. 4.1 and 4.7 so that an analytical solution can be determined (Price, 
1985). Assuming a sinusoidal variation in surface temperature with time and the following 
boundary conditions (Arya, 2001, Novak, 2005): 
 ܶሺݐ, 0ሻ ൌ തܶ ൅ |ܶ|଴ sinሺ߱ݐ ൅ ߶଴ሻ [4.8]
 ܶሺݐ,∞ሻ ൌ തܶ ൌ ܿ݋݊ݏݐܽ݊ݐ [4.9]
where is the mean temperature, |T|0 is the temperature amplitude at z = 0, ω=2π⁄P, is the 
angular frequency where P is the period in question (in this case a day [86,400 s]), and ϕ0 is the 
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phase at z = 0. The implicit assumption in Eq. 4.8 is that below a certain depth where 
temperatures remain constant, there is no net flux into the overlying volume. The solution to Eq. 
4.7 then becomes (Novak, 2005): 
 ܶ ൌ തܶ ൅ |ܶ|଴݁ݔ݌ሺെݖ ݀⁄ ሻ sinሾሺ߱ݐ ൅ ߶଴ െݖ ݀⁄ ሻሿ [4.10]
where ݀ ൌ 	ඥሺܲߙ ߨ⁄ ሻ is the damping depth.  The phase lag relative to the surface wave 
increases with depth such that the depth of full phase reversal of the temperature wave is given 
as z=π⁄d (Arya, 2001). Typical values for d range from 0.1 m for a dry sandy soil, 0.07 m for a 
dry clay soil, and 0.05 m for a dry peat.  Depths of phase reversal typically range from 0.25 to 
0.22 to 0.16 m for a dry sand, clay, and peat soil, respectively. 
An analytical solution for the heat flow density can also be found and when assuming 
uniform and constant properties and water content with depth is given as (de Vries, 1975): 
ܩሺݐ, ݖሻ ൌ െߣ߲ܶ ߲ݖ⁄ ൌ |ܶ|଴ሺߣܥ௩߱ሻଵ ଶ⁄ ݁ି௭ ௗ⁄ cosሺ߱ݐ െݖ ݀⁄ ൅ ߨ 4⁄ ሻ [4.11]
and for z = 0 we have: 
 ܩሺݐ, 0ሻ ൌ |ܶ|଴ሺߣܥ௩߱ሻଵ ଶ⁄ cosሺ߱ݐ ൅ ߨ 4⁄ ሻ [4.12]
where (λCv ω)1⁄2 is multiplied by |T|0ω1/2 to obtain the amplitude of the surface heat flux 
density, which is equivalent to the thermal inertia. 
From Eqs. 4.11 and 4.12 we see how soil temperature, TI, and G are related. Finally we 
arrive at a method to estimate transient surface temperature originally formulated by Brunt 
(1932) to calculate the drop in surface temperature on clear calm nights (van Wijk and de Vries, 
1963): 
 ܶሺݐ, 0ሻ ൌ ܩሾ4ߙሺݐ െ ݐ଴ሻሿ
ଵ ଶ⁄
ߣߨଵ ଶ⁄  [4.13]
It has previously been reported by Ten Berge and Stroosnijder (1987) that daytime 
variations in surface temperature are dominated by properties such as albedo and roughness 
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length during the day, while thermal soil properties, expressed using thermal inertia, dominate 
surface temperature at night. Therefore, the ideal form of TI for the measurement of soil thermal 
property variability will be one taken at the surface that only incorporates temperature readings 
taken between sunset and sunrise. Assuming that on clear, calm nights that H and LE are 0, and 
that G is equivalent to the net radiative loss at the soil surface we can use a manipulated version 
of Eq. 4.13 to estimate the Apparent Thermal Inertia (ATI).  The assumption of low H and LE 
are reasonable give the predominance of stable atmospheric profiles on calm, clear nights. As 
stability increases, convective heat transfer above the soil surface is diminished, and the 
dominant heat transfer mechanism becomes radiation (Buchan, 2005). The derivation of Eq. 4.13 
used in remote sensing is given by Verhoef (2004) as: 
 ܣܶܫ ൌ ඥܥ௩ߣ ൌ 2|ܴ௡| ∙ √∆ݐ∆ ௦ܶ ∙ √ߨ  
[4.14]
where Rn is the overnight net radiation measured at the soil surface, Δt (s) is the time 
between sunset and sunrise taken from the point at which solar radiation readings pass through 
zero, and ΔTs is the change in surface temperature between sunset and sunrise. 
4.4 Materials and Methods 
4.4.1 Method Development 
4.4.1.1 Water Content 
We must first demonstrate that ATI is sensitive to changes in θv if ATI is to be useful as a 
means of qualitatively examining the distribution of water. Recall from Eq. 4.12 that diurnal 
variations in surface temperature are directly related to the surface soil heat flux, G0, through TI 
(de Vries, 1975; Price, 1985; Wang and Bras, 1999). Estimation of TI from surface temperature 
measurements is possible when simultaneous measurements of G are made (Wang et al., 2010). 
In the absence of measured G an alternate expression that relates soil surface temperature to a 
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balance of available energy fluxes at the surface was given by Watson (1975) and in a modified 
linearization by Price (1985) is given as: 
ܶሺݐ, 0ሻ ൌ ௦ܶ௞௬ ൅ ܸܵሺ1 െ ܽሻ ൈ	෍ ܥ௡ cosሺ݊߱ݐ െ ߶௡ሻ
ቂ݊߱൫ඥܥ௩ߣ൯ଶ ൅ ܤଶ ݊⁄ ൅ ܤඥܥ௩ߣሺ2߱ሻଵ ଶ⁄ ቃ
ଵ ଶ⁄
ஶ
௡ୀଵ
 [4.15]
where Tsky (°C) is the radiative temperature of the sky, S is the solar constant, V is 
atmospheric transmittance to solar radiation (V ~ 0.75), a is albedo, ω and φ are defined above, 
and B and C are linearization coefficients that are defined in Price (1985).  For the purposes of 
this study, B and C were solved as fitting parameters. An example of how temperature is affected 
by ATI is demonstrated using Equation 4.15 and Figure 4.1. Given that the specific heat of water 
is nearly twice as large as that of mineral soil, and the negligible contribution to total heat 
capacity of the air components, the volumetric heat capacity, Cv, of a soil is largely controlled by 
soil water content, θv (cm3 cm-3) (Hillel, 1998). Therefore, ATI will be largely influenced by θv 
and ρ (Matsushima et al., 2012). Soil surface temperature responses are increasingly attenuated 
for a given radiative as ATI increases through a reasonable range of 500 to 2000 J m-2 K-1 s-1/2, 
corresponding to an increase in θv from 0.10 cm3 cm-3 to saturation for a silty loam sand 
(Matsushima et al., 2012), or from 0.20 to 0.60 cm3 cm-3 for a peat soil (Figure 4.1). 
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Figure 4.1. Measured and modeled (Eq. 4.15) diurnal soil surface temperature (Tsoil) in response 
to varying thermal inertia (J m-2 K-1 s-1/2). 
4.4.1.2 Depth 
The method for estimating ATI as presented by Verhoef (2004) represents an aggregation 
of subsurface soil thermal properties expressed at the soil surface. When measuring ATI at the 
soil surface it will be useful to know the depth over which surface ATI measurements are 
integrated. For diurnal measurements, the damping depth, d, will become important as this will 
be the depth over which daily temperature waves will penetrate. Watson (1975) suggested that 
damping depth would provide a reasonable estimate of the depth over which ATI was aggregated 
as changes in ATI were not readily detected below 10 cm. A numerical study on the depth to 
which changes in thermal inertia are important was given by Price (1985). It was shown 
graphically that for a two-layered soil with variable ATI, changes in TI below 5 cm could not be 
detected at the surface (Price, 1985).  
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Analytical solutions comparing a homogeneous soil to a two-layered system with 
variable subsurface ATI were given by van Wijk and Derksen (1963). For the preliminary case 
we assume that ground heat flux at the surface, G0, is equivalent for a homogeneous and two-
layered soil under equal meteorological conditions. The ratios of the amplitude of subsurface soil 
temperature in a homogeneous layer to that of a layered soil at depth, z, is given as (van Wijk 
and Derksen, 1963): 
ܣ௟ሺݖሻ
ܣ௛ ൌ ቈ
ߣଶܥ௩ଶ
ߣଵܥ௩ଵ
݁ିଶ௭ ௗభ⁄ ሾ1 ൅ ݎ௟ଶ ൅ 2ݎ௟ሿ
1 ൅ ݎ௟ଶ݁ିସ௭ ௗభ⁄ െ 2ݎ௟݁ିଶ௭ ௗభ⁄ cosሺ2ݖ ݀ଵ⁄ ሻ቉
భ
మ
 
[4.16]
where the subscripts l, h, 1, and 2 refer to the layered and homogeneous soils, and the 
upper and lower layers in the layered soil, respectively, and z is the layer thickness (m). Van 
Wijk and Derksen (1963) refer to rl as an “auxiliary variable” and define it as: 
 ݎ௟ ൌ ඥ
ߣଵܥ௩ଵ െ ඥߣଶܥ௩ଶ
ඥߣଵܥ௩ଵ ൅ ඥߣଶܥ௩ଶ
 [4.17]
which has also been referred to as the “thermal reflection coefficient” by Karam (2000).  
The relationship given in Eq. 4.16 describes the temperature amplitude wave in the lower 
layer of a layered soil, relative to a homogeneous soil. For any combination of the depth of the 
upper layer, z, and the daily damping depth, d, the temperature amplitude will penetrate based on 
the disparity of the thermal inertia between the two layers. In this way, √(Cv λ), or thermal inertia 
will act as a contact coefficient (van Wijk and Derksen, 1963). The relationship is shown 
graphically in Figure 4.2. 
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Figure 4.2. Temperature amplitude ratio in the lower layer of a layered soil as compared to a 
homogeneous soil. Grey lines are realizations of random combinations of rl, the layer contact 
coefficient, and √((λ2 〖Cv〗2)⁄(λ1 〖Cv〗1 )), the relative thermal inertia between two layers. The 
solid and dashed black lines represent the mean and one standard deviation resulting from 1000 
random realizations of Eq. 4.16. 
An explanation of Figure 4.2 is warranted. Two soil profiles of otherwise identical 
properties with the exception that one is homogenous with respect to thermal inertia and the 
second comprises two layers of thermal inertia due to differences in water content. The upper 
layer is identical to the homogeneous profile, and the lower differs from the upper layer. The 
difference between the upper and lower layer is described by the contact coefficient and varies 
from 0 to 1. When rl =0, then λ1 = λ2 and Cv1 = Cv2 and the layered soil becomes homogeneous 
with respect to thermal properties. The temperature amplitude ratio then becomes 1 and the 
temperature wave is fully transmitted to the same depth as a homogeneous soil. When rl = 1, 
meaning a high contact coefficient between the two layers, the upper layer is a poor conductor of 
heat and the temperature wave is fully contained in the upper layer. Thus Al(z) ⁄ Ah =0, and no 
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part of the temperature wave is transmitted beyond the upper layer (van Wijk and Derksen, 
1963). Therefore, for soils where the majority of the daily temperature wave is restricted to a 
layer near the surface, we can assume that only a small portion of the temperature wave is 
transmitted to lower depths. 
4.4.3.1 Calculation of Apparent Thermal Diffusivity 
Thermal diffusivity was calculated to facilitate a comparison between thermal inertia and 
the current standard parameter for use in analyzing thermal properties. Several methods exist to 
calculate thermal inertia and are summarized by Horton and Wierenga (1983). The purpose of 
the present investigation is to assess the spatial variability of the thermal properties rather than 
the accuracy of the diffusivity estimate itself.  Since  the spatial variable is depth  the simple 
Amplitude method from Horton and Wierenga (1983) was chosen as it relies on the amplitude 
decay between two depths and only requires that temperatures at two depths to be known. The 
amplitude method (Horton and Wierenga, 1983) is given by: 
 ߙ ൌ ߱2 ൤
ݖଶ െ ݖଵ
ln ܣଵ ܣଶ⁄ ൨
ଶ
 [4.18]
where ω is the radial frequency equal to 2π/P with P being the day length period  
(86,400 s), A1 (°C) is the temperature amplitude at depth z1 (m), and A2 is the temperature 
amplitude at depth z2 . Temperatures at 0 and 0.10 m were used in the calculation of apparent 
thermal diffusivity. 
The preferred method for calculating thermal inertia is to examine the apparent thermal 
inertia (ATI) at the soil surface, as given by Eq. 4.14 (Verhoef, 2004). Calculation of ATI 
requires collocated net radiation measurements to maximize the location specific nature of DTS 
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measurements. Net radiation at night is equal to the balance of incoming and outgoing long wave 
radiation, and is given by (Arya, 2001): 
 ܴ௡ ൌ ܴ௅ ൌ ܴ௅↓ ൅ ܴ௅↑ [4.19]
where: 
 ܴ௅↓ ൌ ߝ௘௙௙ܨߪ ௔ܶ௜௥ସ  [4.20]
 ܴ௅↑ ൌ ߝ௦௢௜௟ߪ ௦ܶ௢௜௟ସ  [4.21]
where RL↓ and RL↑ (W m-2) are the incoming and outgoing long wave radiation, 
respectively εeff = εcsF (-) is the effective emissivity of the sky, εsoil (-) is the emissivity of the 
soil, F is a cloud factor (always ≥1), σ the Stefan-Boltzmann constant (5.67 × 10-8 W m-2 K-4), 
and Tair and Tsoil (K) the absolute temperature of the air and soil surface, respectively.  
Clear sky emissivity, εcs, was calculated using (Brutsaert, 1975): 
 ߝ௖௦ ൌ ݇ ൬ ݁௔௔ܶ௜௥൰
ଵ
௠
 [4.22]
where k and m are defined by Brutsaert (1975) as 0.642 and 7, respectively. Near surface 
vapour pressure (Pa) is given as: 
 ݁௔ ሺ௞௉௔ሻ ൌ ൬ܴܪ100൰ ݁௦ [4.23]
and the saturated vapour pressure, es (Pa) can be found using air temperature using the 
Tetens (1930) formula and the coefficients provided by Buck (1981) for pure water from -20 to 
50 °C (Hatfield and Baker, 2005): 
 ݁௦ሺ௞௉௔ሻ ൌ 0.61151 ݁ݔ݌ ൬ 17.502 ௔ܶ௜௥௔ܶ௜௥ ൅ 240.97൰ [4.24] 
As can be seen from equations 4.22 through 4.24, net radiation at night becomes a 
function of the air temperature, soil surface temperature, and relative humidity. Note that because 
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outgoing long wave radiation requires surface temperatures, only the 215 m of the transect 
covered with the Surface cable could be used in the analysis. Apparent thermal inertia was then 
calculated using net radiation calculated using the Surface cable, and the change in soil 
temperature measured at 0 cm. 
4.4.3.2 Calculation of Damping Depth 
The utility of using a DTS system to characterize the variability of soil thermal properties 
in a cover system lies in taking reliable measurements that do not depend on precise depth 
measurements. Measurements of soil thermal properties at the surface are facilitated by using the 
ATI expressed at the soil surface as an aggregate of subsurface processes. The use of Eq. 4.14 is 
then justified by calculating a damping depth, d, and comparing the result to the depth over 
which it was taken, x. By then comparing the x/d to Figure 4.2, we can develop an understanding 
of whether a surface measurement is justified for calculating an ATI.  
 From Eq. 4.10 we see that the amplitude of the temperature wave, |T|0, decreases 
exponentially with depth (Arya, 2001): 
 ܣ ൌ |ܶ|଴ expሺݖ ݀⁄ ሻ [4.25] 
or 
 ln ܣ ൌ ln|ܶ|଴ െ ݖ݀ [4.26] 
A plot of lnA as a function of z should result in a straight line with a slope of -1/d. The 
slope of the best fit line through the amplitude data will reveal an estimate of the damping depth 
(Arya, 2001). 
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4.4.2 Site Description 
The field study site was an oil sands reclamation cover site 63 km north of Fort 
McMurray, in the oil sands region of northern Alberta, Canada (57.33°N, 111.53°W, 326 m 
a.s.l.). Long term climate normals for Fort McMurray (1971-2000) were classified as sub-humid 
continental and showed daily mean temperatures of -18.8 and 16.8 °C for January and June, 
respectively, while precipitation normals were 456 mm,  342 mm occurring as rainfall (Carey, 
2008). The reclamation trial consisted of 36, 1 ha plots comprising 12 treatments of different 
cover layering configurations. The waste material consisted of a mix of mining overburden and 
lean oil sand that contained bitumen that was not economical for recovery. The measurement 
transect used in this study covered two adjoining plots with a cover that consisted of 15 cm of 
peat overlying at least 70 cm of clean sand (Figure 4.3). The two plots were sloped down, away 
from each other, at a slope of 2% such that each plot had a predominantly eastern or western 
facing aspect. 
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Figure 4.3. Cross section of the cover system experimental transect. Top line denotes cover 
surface and location of the Surface and 0 cm cable. Middle line denotes location of the 10 cm 
cable. Bottom line denotes location of the 15 cm cable. Note that cover material depths are 
exaggerated for display purposes. 
4.4.3 Experimental Set-Up 
Soil temperature in the peat layer was measured using a DTS system. An Oryx 
(Sensornet, United Kingdom) system was used in this study and has a manufacturer reported 
temperature resolution of 0.5 °C at integration times of 60 s. The system can spatially monitor 
fibre optic cables up to 5000 m in length with a measurement resolution of 1 m and a spatial 
resolution of 2 m. Measurement resolution is defined as the resolution at which the reader is 
capable of taking readings, while spatial resolution is defined as the distance over which the 
system can resolve from 10 to 90% of a step change in temperature.  
A 236 m long transect was excavated to 15 cm in the surface peat layer. A single, black, 
7.5 mm diameter BRUclean 150 cable (Brugg Cables, Switzerland) was laid in the base of the 
 99 
trench (east to west), and the trench was backfilled to a depth of 10 cm. The cable was then laid 
back along the same trench in the opposite direction (west to east) and backfilled again. A third 
run was laid at the surface (east to west) and covered with only enough peat so as to not expose 
the cable directly to the atmosphere and is referred to as the 0 cm cable. Finally, the remaining 
cable was laid (west to east) directly on the surface of the cover. The cable laid directly on the 
surface was referred to as the Surface cable. The depths of the cables were taken as nominal 
depths, and the cable was surveyed at 1 m intervals to confirm final depth. In total, 1000 m of 
cable was laid, including 60 m reserved for immersion in a calibration ice bath, and 236 m for 
the 15, 10, and 0 cm depths, with 215 m of cable laid on the surface. The remaining 17 m was 
taken up in buried loops at the ends of the transect to provide a thermally distinct area to aid in 
data interpretation. An important point to note is that the peak of the transect was a road used for 
vehicle access. Each cable run was buried under the access road to avoid cable damage. 
Therefore, at the peak of the transect there is a 14 m zone where temperatures do not reflect the 
surrounding configuration.  
Distributed temperature measurements were calibrated by comparing the 60 m length of 
cable at a constant temperature with a known temperature. It should be noted that the calibration 
was carried out using a single calibration bath that was not constantly mixed, as is suggested by 
others (Hausner et al., 2011; Van de Giesen et al., 2012), thus introducing potential sources of 
error and data noise. Independent temperature readings were taken with two PT-100 platinum 
thermistors, which provide the accuracy bias for the temperature calibration.  The accuracy of the 
PT-100 has been reported as 0.055 °C; therefore, the absolute accuracy of the measurement 
cannot exceed this value (Tyler et al., 2013). The precision of the Oryx was assessed in terms of 
both spatial and temporal repeatability. Spatial repeatability describes the standard deviation of a 
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set of consecutive measurements over a length of cable at a constant temperature (Tyler et al., 
2009). Temporal repeatability refers to the standard deviation of the temperature measurement 
for a single point over time. The spatial standard deviation was 0.17 °C, and the temporal 
standard deviation was 0.03 °C.  The spatial standard deviation was higher than the highest value 
reported by Tyler et al. (2009) of 0.08 °C, yet was lower than the 0.4 °C reported by Ciocca et al. 
(2012). The temporal standard deviation for this study compared well with those reported by 
Tyler et al. (2009), which were 0.08, 0.13, and 0.31 °C. Temperature data were collected with the 
Oryx every 20 minutes with a 60 s integration time. Data were collected continuously over four 
periods in 2012: May 22 to June 6, June 18 to 22, July 2 to July 7, and July 18 to 23.  
An automated meteorological station was situated nearby as part of the reclamation trial 
monitoring system. Air temperature (°C) and relative humidity (%) were measured jointly with 
an HMP45C212 temperature and humidity probe (Vaisala, Finland), net radiation (Wm-2) was 
measured with an NRLITE2 net radiometer (Kipp & Zonen, The Netherlands), incoming and 
outgoing short wave radiation (Wm-2)  were measured with a CMP3 pyranometer (Kipp & 
Zonen, The Netherlands) , wind speed and direction were monitored with a 05103-10 Wind 
Monitor (R.M. Young, United States), and precipitation (mm) was measured with a TE525 Rain 
Gage (Texas Electronics, United States). Data were output every 20 minutes and rainfall was 
recorded as a unique event for every 0.25 mm bucket tip.  
A vertically instrumented cover system profile was monitored to provide point source 
measurements of volumetric water content, temperature, and matric potential during the 
experiment. Volumetric water content was measured with CS 616 water content reflectometers 
(Campbell Scientific, Canada). Soil temperature and matric potential were measured jointly 
using CS 229 heat dissipation water matric potential sensors (Campbell Scientific, Canada). 
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Sensors were placed in pairs at depths of 5, 15, 25, 35, 55, 85, 115, and 145 cm. Only the 
measurements taken in the 30 cm peat layer at 5 and 15 cm were of interest for the purposes of 
this experiment. Measurements were collected every 4 hours for a total of 6 measurements daily.  
Bulk density and thermal properties of the peat were measured every metre along the 
DTS transect. Bulk density was measured using by carefully inserting a steel ring of known 
volume into the surface of the soil to minimize compaction. The soil core was trimmed at the 
open end of the ring and then transferred to a sample bag. The samples were then oven dried to 
determine gravimetric water content, and bulk density. Thermal diffusivity, α (m2 s-1), and 
volumetric heat capacity, Cv (MJ m-3 K-1) were measured using dual probe heat pulse methods 
described by Bristow (2002). Thermal conductivity (W m-1 K-1) was then calculated from the 
product of α and Cv. 
4.4.4 Evaluation of Thermal Property Estimation Methods 
The objective of the field experiment was to compare the suitability of using ATI as a 
means of describing spatial variability as opposed to the more generally accepted method of 
using α. It must be stressed again that the experiment was an examination of spatial uncertainty, 
and not an examination of the accuracy with which the true value of either ATI or α is calculated. 
Two questions were then asked of the estimations to address the spatial uncertainty: a) is the 
property repeatable? and; b) is the property spatially sensitive? In terms of repeatability, we must 
know whether estimation of the parameter can reliably and repeatedly reproduce a known feature 
(Goovaerts, 1997). In the case of the current field experiment, the test section was the zone in 
which the cables were buried under the access road for protection for vehicular traffic. In terms 
of sensitivity, an error propagation analysis was conducted using sequential perturbation to 
assess the uncertainty in the overall (ASME, 2005). 
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4.5 Results and Discussion 
4.5.1 Damping Depth 
The utility of using surface temperature measurements to estimate ATI is increased if it is 
determined that temperature fluctuations are confined to near-surface soil layers. Surface-
normalized temperatures measured in the subsurface were never greater than 40% of those 
measured at the surface (Figure 4.4). Temperature fluctuations were largely confined to a layer 
near the surface. Damping depths were estimated using Eq. 4.26 and averaged 0.07 m (Figure 
4.5). While there was some variability in installation depth of the 10 cm cable, the majority of 
the cable was installed below the daily average damping depth. When comparing average layer 
depth of 0.095 m and an estimated damping depth of 0.07 m, and conferring with Figure 4.2 we 
would expect to find a maximum temperature amplitude ratio of approximately 0.3 and an 
average of approximately 0.075. Recall that temperature amplitude ratios close to zero indicate rl 
values approaching 1. An rl value approaching 1 is indicative of a surface layer that is a poor 
conductor, in which the majority of the daily temperature change takes place. It is thus 
reasonable to expect that only a small portion of the temperature wave would be transmitted to 
the lower layer. Therefore, for the purposes of this study, we will assume that the bulk of the 
daily heat transfer processes occurred above the subsurface cables, and can be adequately 
captured by the 0 cm cable through an estimate of ATI. 
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Figure 4.4. Temperature amplitude as a function of depth for all measurement locations on July 
20, 2012. 
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Figure 4.5. Temperature amplitude as a function of depth showing the best-fit line used to 
calculate damping depth from Equation 4.26. 
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4.5.1.1 Initial Screening 
Selection of candidate days suitable for thermal inertia analysis underwent initial 
screening based on soil temperatures and climatic conditions. Distributed soil cover temperatures 
were monitored from May to July, 2012 (Figure 4.6). Corresponding air and soil temperatures 
measured at the 200 m point are shown in Fig. 4.7. Although air and soil temperatures in late 
May were similar to those measured in June and July, the relationship between air temperature 
and relative humidity showed a clear distinction between spring and summer periods (Figure 
4.8). The two periods were distinctly different in terms of their response to near surface 
meteorological conditions. In order to best facilitate a consistent comparison between days, only 
measurements taken after 1 Jun. 2012 will be considered. 
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Figure 4.6. Temperature contour measured at 0 and 10 cm on a) 24 to 28 May; b) 19 to 22 Jun.; 
c) 4 to 7 Jul. and; d) 19 to 23 Jul. 2012. 
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Figure 4.7. Air temperature and soil temperature measured at 0 and 10 cm on a) 24 to 28 May; b) 
19 to 22 Jun.; c) 4 to 7 Jul. and; d) 19 to 23 Jul. 2012. 
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Figure 4.8. Relationship between air temperature and relative humidity for the spring period (1 
Apr. to 31 May) and the summer period (1 Jun. to 31 Jul.). 
According to Eq. 4.14, a certain set of meteorological criteria must be satisfied. The 
process for selection of candidate days from the full data set is outlined below. The July 19 to 
July 24, 2012 measurement period was used as an example. 
Cloud cover was not monitored at the meteorological station. Whether a night was clear 
or not was determined semi-qualitatively using two means. The first was to examine the net 
radiation profile as measured at the meteorological station. Net radiation on nights beginning on 
July 20 and 23, 2012 exhibited smooth profiles, while Rn profiles on the remaining days were 
noisy, indicating periodic cloud cover (Figure 4.9). Nights beginning on July 21 and 22 were 
reserved for possible inclusion due to the high radiative input during the day and smooth 
nighttime Rn profile.  July 19 and 24 were rejected at this point due to high variability in Rn 
profiles, and low overall radiative input, indicating cloud cover. The overnight temperature 
difference between the Surface and 0 cm cable at the 200 m point were then calculated (Figure 
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4.9). Overnight temperature differences were negative, indicating a lower Surface temperature, 
as would be expected. Temperature differences on nights beginning on July 20 through 23, 2012 
reached a distinct minimum, suggesting that the soil cover was radiating energy into a clear sky, 
while the 0 cm cable was still receiving energy from the soil below. 
 
Figure 4.9. Net radiation (Rn) measured at the meteorological station and temperature differences 
between the Surface and 0 cm cable for the July 19 to July 24 period. 
Once potential candidate days were screened for cloud cover, their further suitability was 
assessed based on overnight temperature time series and overnight wind speed (Figure 4.10). 
Calculation of ATI is based on overnight temperature differences; as such the temperature time 
series must exhibit a clear and definite minimum. Using the temperature time series at the 200 m 
point in the cover system, it is clear that July 22 and 23 were rejected. Overnight wind speeds on 
the potential remaining candidate days were then considered. Overnight wind speeds on nights 
beginning on July 20 and 21 averaged 1.9 and 1.4 ms-1, respectively, and both reached minima of 
0.7 ms-1. Average overnight wind speed for the night beginning on July 24 was 6.9 ms-1; 
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therefore, it was rejected. This process of elimination left July 20 and 21 as the candidate days 
for estimation of ATI from this measurement period. 
 
Figure 4.10. Surface temperature and wind speed time series measured from July 19 to July 24. 
The following dates were chosen as candidates for estimation of ATI from the original 
dataset: June 20 and 21, July 5 and 6, and July 20 and 21, 2012. The three sets of candidate days 
could then be grouped according to the average matric potential measured for that day at the 
point source monitoring station (Table 4.1). Volumetric water content was not used to group the 
candidate days because the measurements showed variation of less than 0.01 cm3 cm-3 between 
days. Although differences in matric potential also appear to be small, it is important to recall the 
unique properties of peat, where 10 kPa represents an irreversible threshold for plant 
establishment (Thompson and Waddington, 2013). Examination of the field-derived soil water 
characteristic curve demonstrates that the range of water contents in which the peat experiences 
wetting and drying is low, thus making relatively small changes in matric potential of 1 kPa of 
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greater importance (Figure 4.11). Note that the field-derived soil water characteristic curve was 
developed by plotting the responses of a matric potential sensor and a water content sensor that 
were collocated at the same depth. 
Table 4.1. Average daily matric potential for each candidate day 
Date Average Matric Potential (kPa) 
20 Jun. 2012 -7 
21 Jun. 2012 -9 
5 Jul. 2012 -1 
6 Jul. 2012 -3 
20 Jul. 2012 -2 
21 Jul. 2012 -4 
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Figure 4.11. Field-derived soil water characteristic curve for the cover system peat material. 
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4.5.2 Thermal Inertia 
Spatially distributed ATI was calculated for the two wetted periods and the two dry 
periods (Figure 4.12). The most prominent feature occurs at 126 to 140 m, and represented the 
portion of the transect where both the Surface and 0 cm cable passed underneath the access road. 
The feature is repeatedly and reliably estimated using ATI, which is unsurprising, given the large 
change in thermal regimes between the surface and depth. Although not a stringent test, the 
ability to represent known features within a field provides confidence that less obvious features 
will be reliably represented (Goovaerts, 1997). Put another way, if the 126 to 140 m feature was 
not always represented in a similar fashion, we would not be able to have any confidence at all 
that the method would be sensitive enough to assess actual variability. 
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Figure 4.12. Apparent thermal inertia arranged in order of decreasing matric potential. Note that 
high values between 130 and 140 m have been omitted for clarity. 
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The largest precipitation event of the monitoring period occurred on July 3 and 4, when 
38.6 mm of rain accumulated. The next day, 5 Jul. 2012, had both the lowest matric potential and 
the greatest spatially averaged value of ATI during the monitoring period  
(2701.89 MJ m-2 K-1 s1/2) (Figure 4.12). The remaining days followed the same rank order, with 
increasing matric potential corresponding to decreasing ATI. It is important to note that while 
matric potential was used at parameter of interest for expressing the wetness of the soil, 
volumetric water content displayed a similar relationship to ATI. However, the range in water 
content corresponding to the range in matric potential was small, and only encompassed 
volumetric water contents of 0.39 to 0.41 m3 m-3. Therefore, while not a perfect reflection of soil 
water content, the range in matric potential facilitates an easier examination of the relationship 
between ATI and the overall wetness of a soil. 
4.5.3 Sensitivity 
The uncertainty in estimations of ATI must be estimated in order to be acceptable as a 
method for characterizing the spatial variability of soil cover systems. The new method was also 
compared to the accepted method using apparent thermal diffusivity to characterize the spatial 
distribution of water and energy. To this end, an error propagation analysis was conducted to 
determine the primary sensitivities in the estimation of both methods. The uncertainties used in 
the error propagation analysis were taken from manufacturer’s published literature where 
possible (Table 4.2). Depth uncertainty used the standard deviation of the mean depth 
measurement as the uncertainty input. In some cases, such as that for Rn only the final 
uncertainty is given, and not the error propagation from the intermediate calculations used to 
arrive at the final value.  
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Table 4.2. Ranges of parameter values used in the uncertainty analysis.  
 Parameter 
Uncertainty 
Range 
Unit 
Affected Thermal 
Property 
Equation 
Reference 
z ± 0.04 m α 4.18 
Rn ± 5.3 Wm-2 ATI 4.14 
Tsoil ± 0.16 °C ATI, α 4.14, 4.18 
t ± 2400 s ATI 4.14 
Esoil ± 0.01 - Rn 4.19 
 
Final uncertainties were estimated to be ± 1.5×10-7 m2 s-1 for thermal diffusivity and  
± 267 MJ m-2 K-1 s-0.5 for ATI. To illustrate the effect of uncertainty, estimates of diffusivity and 
ATI on 5 Jul. 2012 and 20 Jul. 2012 were made, along with 90, 95, and 99% confidence intervals 
(CI). Diffusivity estimates were subject to a wide range of uncertainty, and were not able to 
detect any substantial differences between a wet and dry day (Figure 4.13). Conversely, ATI 
estimates were well outside the range of uncertainty (Figure 4.14). 
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Figure 4.13. Uncertainty surrounding estimation of thermal diffusivity on 5 Jul. and 20 Jul. 2012 
expressed in terms of confidence intervals (CI).  
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Figure 4.14. Uncertainty surrounding estimation of thermal inertia on 5 Jul. and 20 Jul. 2012 
expressed in terms of confidence intervals (CI). 
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Error propagation analysis highlighted the importance of uncertainty when choosing a 
thermal property to estimate for use in characterizing spatial variability. Thermal diffusivity is 
highly sensitive to changes in measurement depth. Although great care was taken in the 
installation of the cable, depth is a difficult variable to control with precision, especially over 
large spatial extents. This is especially true in mining applications where cover systems are often 
constructed with stony material. The importance of carefully controlling depth in spatial 
estimation of thermal diffusivity was also highlighted as a major source of uncertainty by Steele-
Dunne et al. (2010). In the uncertainty analysis conducted by Steele-Dunne et al. (2010) a depth 
uncertainty error standard deviation of 0.5 cm led to diffusivity estimates that covered their 
entire dynamic range of plausible measurements.  
Uncertainty in ATI was much smaller, and was primarily due to the uncertainty involved 
in estimating Rn at each location. The effect of uncertainty in the calculation of ATI is magnified 
in the overall estimation because Rn is doubled (cf. Eq. 4.14). Uncertainty in Rn, in turn, is 
primarily a function of uncertainty in emissivity. The researcher may choose to use Rn measured 
by the meteorological station. While the precision of modern radiometers is very good, it defeats 
the purpose of a spatial analysis to have Rn anchored to one spatial location. Accepting that Rn is 
the major source of uncertainty in estimating ATI the spatially variable parameter, Tsoil, is still 
far more precise than depth for diffusivity estimates.   
4.6 Conclusions 
The present study looked to examine the suitability of estimating apparent thermal 
inertia, ATI, using distributed temperature sensing as a means of assessing spatial variability in 
unsaturated soil cover systems. Estimation of apparent thermal diffusivity using temperature 
measurements at two or more depths over the course of a day has been the most commonly used 
method for inferring soil wetness. There are two issues in estimating thermal diffusivity that 
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diminish its effectiveness. The first is that regardless of the estimation technique, diffusivity is 
very sensitive to measurement depth. The precision required, likely within ± 0.5 cm, precludes 
the use of the technique over large spatial extents in mine reclamation. The accuracy of the 
diffusivity estimate at a single point can be improved with more sophisticated analyses, but a 
more sophisticated technique, such as harmonic analysis (Horton and Wierenga, 1983) or a 
numerical solution (Steele-Dunne et al., 2010) will not change the salient fact that diffusivity is 
sensitive to depth, and spatial control of measurement depth is imprecise. Second, estimation of 
diffusivity requires the full diurnal range of soil temperatures for calculation. Controls on 
daytime near-surface soil temperature are highly non-linear, and depend on myriad factors (van 
Wijk and de Vries, 1963, Ten Berge and Stroosnijder, 1987). Uncertainty resulting from non-
linear, turbulent processes is then incorporated into the diffusivity estimate. 
Apparent thermal inertia, ATI, a measure of a soil’s resistance to temperature change, 
was proposed as an improved method for characterizing the spatial variability of a soil thermal 
property that is directly related to soil water content. Apparent thermal inertia was proposed to 
counter the major shortcomings of estimating thermal diffusivity. First, the primary spatial 
variable in estimating ATI is temperature, which is easily and precisely measured using a DTS 
system. Second, the need to know a precise measurement depth is eliminated as the surface 
temperature is the only variable of interest. Third, ATI is a lumped variable that integrates 
subsurface heat transfer into one variable, negating the need to explicitly account for latent heat 
exchange below the surface. Finally, estimation of ATI is ideal for characterizing spatial 
variability as it is estimated when soil temperatures are at their daily minimal variance. 
Therefore, any true variations in thermal properties are less likely to be obscured by temperature 
changes in response to turbulent processes.  
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Typical analyses estimate thermal properties as an intermediate step in estimating ground 
heat flux or soil water content. However additional estimations only increase the overall 
uncertainty as errors are propagated through subsequent estimations. Estimated values quickly 
become meaningless as estimated properties are further removed from the original measured 
parameter. If the objective of the experiment is to characterize spatial variability, then the goal 
should be to optimize the use of the most precise parameters. In this case, it is not the absolute 
value of ATI that is of primary interest; it is the spatially distributed value measured on the same 
day. The precision of temperature measurements as opposed to the imprecision of depth 
measurements makes ATI an ideal parameter for characterizing spatial variability using 
temperature.
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5.0 CHARACTERIZING SPATIAL VARIABILITY OF THERMAL PROPERTIES IN 
SOIL COVER SYSTEMS USING HIGH RESOLUTION TEMPERATURE 
MONITORING 
5.1 Preface 
Rigorous studies on the spatial variability of thermal properties in cover systems do not 
exist. In the previous chapters the utility of a DTS system in reclamation cover systems was 
explored, and a method was developed to estimate the change in thermal properties of the cover 
system. The distribution of thermal properties and the dominant spatial scales are not known. In 
this final research chapter, the methods developed in the previous two chapters will be applied to 
investigating the spatial scaling properties of apparent thermal inertia. Information on the spatial 
variability of thermal properties in cover systems will improve our understanding of how the 
systems behave at the field scale and can lead to more sustainable designs.  
5.2 Introduction 
Soil cover systems are an essential component in mine reclamation and closure 
operations. Performance of the cover system will be affected by soil water and energy dynamics 
at a range of spatial and temporal scales. Typically the distribution of water is the primary 
parameter of interest in studies investigating spatial variability as the volume of water in the 
cover system will control evaporation, infiltration, runoff, and vegetation growth. Scaling point 
source measurements to areal performance is difficult and subject to uncertainty (Robinson et al., 
2008), while intensively measuring soil water content at a range of spatial and temporal scales is 
difficult and expensive (Minacapilli et al., 2009). Fortunately, soil water content also controls the 
extent to which energy is partitioned at the soil surface into latent, sensible, and ground heat 
fluxes (Hillel, 1998). The distribution of energy in a cover system will control performance by 
determining the exchange of heat and mass to the atmosphere as well as the temperature profile 
with depth (Buchan, 2001). Spatial variations in the surface energy balance will be influenced by 
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the distribution of soil thermal properties. Although often overlooked, the distribution of soil 
thermal properties may be an effective means of assessing the spatial variability of physical 
properties, energy, and indirectly, soil water content in a cover system. 
Net radiation, evaporation, air temperature, and wind speed interact in a complex manner 
to determine daily soil temperatures.  Despite the complex interactions, it has been shown 
previously that spatial distributions of temperature can be used to assess spatial variability of 
thermal properties, physical properties, and soil water content. Spatial variability of temperature 
and thermal properties has been found to be inversely related to soil water content (Usowicz et 
al., 1996; Bond-Lamberty et al., 2006). Spatial dependence of thermal properties has been shown 
to be similar to bulk density, due to the important effects that the volume of air, particles, and 
water in a given soil volume will have on determining soil temperature (Usowicz et al., 1996). 
Similarly, Lipiec et al. (2007) found that in sloping vineyard soils, spatial variations in thermal 
conductivity and volumetric heat capacity were found to be most similar to those of water 
content, while the distribution of thermal diffusivity was most closely related to bulk density, 
although reasons for the relationship were not given.   
Other research has focused more closely on the link between the distribution of water and 
temperature in the soil. Vauclin et al. (1982) reported that the spatial structure of soil temperature 
agreed well with the spatial structure of water content. Bond-Lamberty et al. (2006) reported 
negative correlations between soil temperature and water content and similar spatial structures 
between the two, suggesting that soil water content was having an effect on the distribution of 
temperatures in the soil. Mohanty et al. (1998) found spatial relationships between soil 
temperature and water content, although not at all times. Furthermore, Usowicz et al. (2006) 
reported that the interaction of bulk density and air filled porosity is a better predictor of thermal 
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properties than water content alone, which is not surprising, given that bulk density will 
determine the volume of water that a soil is capable of storing.  
Measurements of soil thermal properties can provide important insight into the 
performance of a cover system. However, methods other than point source measurements of soil 
temperature are required if the spatial structure of soil thermal properties in cover systems are to 
be characterized at large scales. Distributed temperature sensing is a recently available technique 
that optimizes the spatial scale triplet by taking many measurements at a small scale over large 
spatial extents (Western et al. 2002). A DTS system is capable of measuring temperatures 
distributed along fibre optic cables up to 10 km in length at measurements resolutions of 1 m at 
high temporal frequencies (Selker et al., 2006; Tyler et al., 2009; Suarez et al., 2011). The 
technique has been readily adopted by researchers for a wide range of applications related to 
streams (Selker et al, 2006; Westhoff et al., 2007; Vogt et al., 2010), aquifers (Henderson et al., 
2009), municipal sewers (Schilperoort et al, 2009; Hoes et al., 2010), and atmospheric boundary 
layers (Thomas et al., 2011) among others. Distributed temperature sensing has also been applied 
to soils for examining the spatial variability of thermal properties. Soil water content and 
apparent thermal diffusivity have been reported to be generally spatially correlated when using 
passive monitoring of diurnal temperature histories (Steele-Dunne et al., 2010; Krzeminska et al., 
2011). A major deficiency of using passive methods to infer soil water content is the high 
sensitivity of thermal diffusivity to cable installation depth. Sensitivity analyses conducted by 
Steele-Dunne et al. (2010) demonstrated that by simulating an standard error uncertainty of ±0.5 
cm in cable installation depth was sufficient to vary thermal diffusivity across the entire 
operating range. A more accurate determination of the spatial distribution of water content can 
be determined using active heat pulse methods (Weiss, 2003; Striegl and Loheide, 2012). Active 
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methods can be used to provide a unique determination of water content as was shown by Sayde 
et al. (2010). However, inaccuracies are commonly reported, even with the more accurate active 
heat-pulse methods for determining water content from soil temperature, especially at water 
contents close to saturation (Sayde et al., 2010; Striegl and Loheide, 2012). In all cases, whether 
using passive or active methods, the non-unique relationship between thermal diffusivity and soil 
water content has precluded an accurate and unique determination of water content.  
An ideal soil thermal property of interest for investigation of spatial variability studies 
would be one that is directly related to water content. Thermal inertia is a soil thermal property 
that governs the amplitude of daily temperature changes in response to changes in soil heat flux 
(Wang et al., 2010). Thermal inertia is the square root of the product of volumetric heat capacity 
and thermal conductivity and is described as a measurement of the resistance of the soil to 
temperature change (Matsushima et al., 2012). Given that thermal inertia is a product of 
volumetric heat capacity and thermal conductivity, it has a direct relationship with soil water 
content, unlike thermal diffusivity, which has a non-unique relationship with the amount of water 
in the soil.  
When using surface properties or remote sensing to estimate thermal inertia, the property 
becomes an integration of subsurface thermal inertia and is expressed at the surface as an 
apparent thermal inertia (ATI) (Sabol, 2006). The relationship between ATI and soil water 
content has attracted considerable interest in remote sensing studies in describing the spatial 
distribution of water in a landscape using thermal properties alone. Using remotely sensed ATI 
was first introduced in the 1970’s (Watson, 1975) and was subsequently developed to map soil 
water content over large areas (Pratt and Ellyett, 1979; Price, 1985). More recently the technique 
has been shown to accurately map soil water content over large areas (Verstraeten et al., 2006; 
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Wang et al., 2010). Estimating ATI may be particularly useful for classifying field distribution of 
water into qualitative levels, such as wet, medium, and dry (Matsushima et al., 2012).   
The drawbacks related to estimating ATI using satellite remote sensing including 
atmospheric attenuation and vegetation opacity have precluded the widespread adoption of using 
ATI to characterize the spatial variability of soil thermal properties (Steele-Dunne et al., 2010). 
In addition, using traditional methods to estimate ATI require satellite observations of daily 
minimum and maximum temperatures, surface reflectance, and accounting for the surface energy 
balance and lower boundary water content (Verstraeten et al., 2006; Steele-Dunne et al., 2010). 
However, a technique developed by Verhoef (2004) circumvents these issues by only requiring 
measurements of surface temperature and net radiation on calm, clear nights. The formulation is 
uniquely suited to application with a DTS system as it avoids complications due to depth 
uncertainty and atmospheric opacity. The Verhoef (2004) method is also well suited to 
applications in the mining industry where installing fiber optic cable over large distances at 
precise depths is a challenge.    
The performance of a soil cover will be controlled in large part by its ability to store and 
then release water to the atmosphere.  These water storage dynamics will be reflected in the 
distribution of thermal properties and how incoming radiation energy is partitioned within the 
soil.  Traditional point source monitoring of a cover system does not provide any information as 
to the behavior of the system at the field scale. The distribution of thermal properties in cover 
systems could provide valuable insight into the performance of these systems, yet has not been 
previously investigated. The objective of this study was to characterize the spatial variability of 
thermal properties in a cover system using a distributed temperature sensing system. 
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Investigating the inherent spatial scales of variability of thermal properties could lead to a better 
understanding of the performance of these systems at the field scale.   
5.3 Theory 
5.3.1 Apparent Thermal Inertia 
Soil temperature will change in response to the partitioning of incoming solar radiation at 
the soil surface: 
 ܴ௡ ൌ ܪ ൅ ܮܧ ൅ ܩ଴ [5.1]
where Rn is the net radiative flux, H is the sensible heat flux to the atmosphere, LE is the 
latent heat of evaporation, and G0 is the ground heat flux at the surface (all terms in W m-2). 
Heat transfer in an elementary volume of soil can be described using Fourier’s Law, 
assuming homogeneity and thermal equilibrium (Novak, 2005): 
 ܥ௩ ߲߲ܶݐ ൌ െ
߲ܩ
߲ݖ ൌ
߲
߲ݖ ൬ߣ
߲ܶ
߲ݖ൰ [5.2]
where t is time, T is soil temperature, z is depth below the soil surface, G is the soil heat 
flux density, Cv is the volumetric heat capacity (J m-3 K-1) and λ is thermal conductivity (W m-1 
K-1). Volumetric heat capacity is further defined as: 
 ܥ௩ ൌ ௦݂ߩ௦ܿ௦ ൅ ௪݂ߩ௪ܿ௪ ൅ ௔݂ߩ௔ܿ௔ [5.3] 
where f denotes the volume fraction of the soil (s), water (w), and air (a) components (de 
Vries, 1975). Note that fw is equivalent to volumetric water content, θv, (cm3 cm-3).  
Transient ground heat flux can be expressed as a periodic function of time, t, and depth, 
z: (de Vries, 1975): 
 ܩሺݐ, ݖሻ ൌ |ܶ|଴ሺߣܥ௩߱ሻଵ ଶ⁄ ݁ି௭ ௗ⁄ cosሺ߱ݐ െݖ ݀⁄ ൅ ߨ 4⁄ ሻ [5.4]
where |T|0 is the amplitude of the diurnal surface temperature wave, ω is the radial 
frequency equal to 2π⁄P, where P is the period, and d is the damping depth, d = (Pα⁄π)1⁄2 and  
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(λCv ω)1⁄2 is thermal inertia, which, when multiplied by |T|0 ω1/2 describes a soil’s resistance to 
temperature change by governing the amplitudes of both ground heat flux and surface 
temperature (Buchan, 2001; Wang et al., 2010).  
Damping depth is considered to be the depth over which daily thermal inertia is 
integrated. Rearranging Eq. 3 to express G at the soil surface, z = 0, we have: 
 ܩሺݐ, 0ሻ ൌ |ܶ|଴ሺߣܥ௩߱ሻଵ ଶ⁄ cosሺ߱ݐ ൅ ߨ 4⁄ ሻ [5.5]
A method to estimate surface temperature transients from G was developed by Brunt 
(1932) to calculate the drop in surface temperature for calm, clear nights (van Wijk and de Vries, 
1963): 
 ܶሺݐ, 0ሻ ൌ ܩሾ4ߙሺݐ െ ݐ଴ሻሿ
ଵ ଶ⁄
ߣߨଵ ଶ⁄  [5.6]
Verhoef (2004) expanded the method developed by Brunt (1932) to estimate thermal 
inertia on calm, clear nights by using the drop in soil surface temperature and net radiation from 
sunset to sunrise. 
 ܶܫ ൌ ඥܥ௩ߣ ൌ 2|ܴ௡
തതതത|√Δݐ
Δ ௦ܶ√ߨ  
[5.7]
where, where |Rn| (W m-2) is the absolute value of the average nighttime net radiation 
between sunset and sunrise, Δt (s) is the length of time between sunset and sunrise, and ΔTs (K) 
is the change in soil surface temperature over the same time period. The point at which short 
wave solar radiation passed through zero was used to determine the timing for sunset and 
sunrise. 
Soil surface temperatures are the only soil temperature required for estimating thermal 
inertia using the Verhoef (2004) method. The method does not measure thermal inertia as a 
function of depth, and assumes that thermal inertia expressed at the surface is an integration of 
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thermal inertia above the daily damping depth, weighted more heavily to surface temperatures 
(Sabol, 2006). Therefore, for the purposes of this study, it is assumed that thermal inertia 
estimated at the soil surface is an apparent value, and is referred to as Apparent Thermal Inertia 
(ATI). 
Net radiation at night was calculated using (Arya, 2001): 
 ܴ௡ ൌ ܴ௡௅ ൌ ܴ௅↓ െ ܴ௅↑ [5.8]
where: 
 ܴ௅↓ ൌ ߝ௘௙௙ܨߪ ௔ܶ௜௥ସ  [5.9]
 ܴ௅↑ ൌ ߝ௦௢௜௟ߪ ௦ܶ௢௜௟ସ  [5.10]
where RL↓ and RL↑ (W m-2) are the incoming and outgoing long wave radiation, 
respectively; εeff = εcsF (-)is the effective emissivity of the sky, εsoil  (-) is the bare soil emissivity 
taken as 0.95, F is a cloud factor (always ≥1), σ the Stefan-Boltzmann constant  
(5.67 × 10-8 W m-2 K-4), and Tair  and Tsoil  (K) the absolute temperature of the air and soil 
surface, respectively.  
Clear sky emissivity, εcs, was calculated using (Brutsaert, 1975): 
 ߝ௖௦ ൌ ݇ ൬ ݁௔௔ܶ௜௥൰
ଵ
௠
 [5.11]
where k and m are defined by Brutsaert (1975) as 0.642 and 7, respectively. Near surface 
vapour pressure (Pa) was calculated using: 
 ݁௔ ሺ௞௉௔ሻ ൌ ܴܪ݁௦ [5.12]
and the saturated vapour pressure, es (Pa) was found using air temperature and 
coefficients provided by for pure water from -20 to 50 °C (Tetens, 1930; Buck 1981; Hatfield 
and Baker, 2005): 
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 ݁௦ሺ௞௉௔ሻ ൌ 0.61151 ݁ݔ݌ ൬ 17.502 ௔ܶ௜௥௔ܶ௜௥ ൅ 240.97൰ [5.13]
5.3.2 Empirical Mode Decomposition 
Empirical mode decomposition (EMD) is a spatial analysis technique that has recently 
been applied in soil science investigations of spatial variability. The EMD method separates the 
variation in the spatial series into discrete component characteristic scales. Empirical mode 
decomposition is unlike other methods used in spatial analysis in that it works directly in the 
spatial domain, rather than transforming the data series into the spectral domain as is done with 
spectral and wavelet analysis (Biswas and Si, 2011c). The underlying assumption in EMD is that 
a variable signal, whether spatial or temporal, is composed of multiple oscillatory modes of 
differing frequencies that superimpose to form the initial signal at the measurement scale (Huang 
et al., 1998; Sang et al., 2012). Empirical mode decomposition is a tool used to sift out the 
component scales of variation and determine their overall contribution to the total variance 
(Biswas et al., 2009). For a more complete discussion of EMD in comparison to wavelet 
analysis, the reader is directed to the work of Biswas et al. (2013), who demonstrated that EMD 
scale components retain more physical meaning than wavelet based methods, and were more 
accurate in identifying the spatial scales contributing to the measurement variance.   
Empirical mode decomposition decomposes the measurement signal into separate 
components called an intrinsic mode function (IMF). According to Huang et al. (1998), an IMF 
is a function that must satisfy two conditions: 1) the number of extrema and zero crossings in the 
dataset must either equal, or differ at most by one; and 2) the mean value of the envelope defined 
by the local extrema must equal zero. The extrema envelope is created by joining all local 
maxima and minima through spline interpolation to form an upper and lower envelope, 
respectively (Biswas et al., 2009; Biswas and Si, 2011c).  
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The EMD method is adaptive and works directly with the data, without the need to rely 
on a mathematical function to transform the data, as is the case with wavelet analysis (Biswas 
and Si, 2011c). For a complete treatment of the EMD process used to separate out the component 
IMFs the reader is referred to the examples shown by others (Huang et al., 1998; Biswas and Si, 
2011c; and Sang et al., 2012). The process is briefly summarized below for an example spatial 
series Y(x): 
1. Determine all local maxima and local minima and define an upper envelope (UE) 
and lower envelope (LE) by joining the local extrema through spline interpolation. The resultant 
envelopes encompass all data points. The local mean of the envelope, m1 = (UE + LE)/2 is 
subtracted from the data Y(x), leaving the first prototype, h1(x) = Y(x) - m1(x). 
2. The prototype is then used as the input data for the next k iterations until the local 
envelope symmetry condition is satisfied. When satisfied, the prototype h1k(x) becomes the first 
IMF, C1 = h1k(x). 
3. A convergence test is applied to the local envelope sifting process to ensure that 
the resultant IMF retains enough physical meaning in both frequency and amplitude. 
4. The first IMF sifted from the input data contains the highest frequency, or shortest 
scale components, and is removed from the input data, leaving a residue function, r1(x) = Y(x) - 
C1. The residue is then used as the input data for the subsequent sifting of larger scales.  
5. The sifting continues for n iterations until the residue rn(x) contains only one 
extremum or a monotonic function. 
6. Finally, the original input signal is the sum of all IMFs and can be written as 
(Biswas and Si, 2011): 
 ܻሺݔሻ ൌ ෍ܥ௝ሺݔሻ ൅ ݎ௡ሺݔሻ
௡
௝ୀଵ
 [5.14]
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The total variance of the original spatial series (σ2) is represented by the summation of 
each IMF and is given as (Biswas and Si, 2011): 
 ߪଶ ൌ 1ܰ෍ሺݔ௜ െ ߤሻ
ଶ
ே
௜ୀଵ
 [5.15]
where: 
 ߤ ൌ 1ܰ෍ݔ௜
ே
௜ୀଵ
 [5.16]
and N is the number of points in the spatial series. Finally, the percent contribution to the 
total variance of each individual IMF can be calculated as: 
 %	ܥ݋݊ݐݎܾ݅ݑݐ݅݋݊ ൌ ൬ ܸܽݎ݅ܽ݊ܿ݁ ݋݂ ܫܯܨ௜∑ܸܽݎ݅ܽ݊ܿ݁ ݋݂ ݈݈ܽ ܫܯܨݏ൰ ൈ 100 [5.17]
Examination of the amount of contribution of a particular IMF to the total variance 
allows for an estimation of the relative dominance of a particular spatial scale. The average scale 
of an IMF is calculated by counting the number of oscillations present in the IMF in question. 
For example, if over a 100 m transect a particular IMF exhibits 5 oscillations, then the average 
spatial scale of that IMF will be 100 / 5 = 20 m. This was the method used for reporting average 
spatial scales in the subsequent analysis. Oscillations of the IMFs can vary locally, and as such, 
reporting of spatial scales represents an average range for the particular scale. Therefore, the 
spatial scales of each IMF will be reported as a range, rather than a discrete value. 
5.4 Materials and Methods 
5.4.1 Site Description 
The field experiment was situated in the oil sands region of northern Alberta, Canada 
(57.33°N, 111.53°W, 326 m a.s.l.). The climate at the site is classified as continental sub humid. 
Long term climate normals at the Fort McMurray airport, 63 km to the south indicated daily 
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mean temperatures of -18.8 and 16.8 °C for January and June, respectively, while precipitation 
normals were 456 mm, with 342 mm occurring as rainfall (Carey, 2008).  
The field experiment was part of a 36 ha reclamation trial consisting of 12 alternate cover 
treatments, each 1 ha in area, arranged randomly in triplicate over a lean oil sands waste dump.  
A 236 m experimental transect was located along two adjoining plots that sloped at 2% to meet 
at a crest at the midpoint (Figure 5.1). The transect ran east to west, with the origin of the 
transect (0 m in Figure 5.1) representing the eastern end.  The cover soils consisted of nominally 
30 cm of peat overlying at least 70 cm of fine textured sand.   
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Figure 5.1. Cross section of the cover system experimental transect. Top line denotes cover 
surface and location of the Surface and 0 cm cable. Middle line denotes location of the 10 cm 
cable. Bottom line denotes location of the 15 cm cable. Note that cover material depths are 
exaggerated for display purposes. 
A distributed temperature sensing (DTS) system was installed to measure the spatial 
distribution of temperatures within the cover. A Sensornet Oryx (Sensornet, United Kingdom) 
system was used, and had manufacturer stated temperature resolutions less than 0.5 °C at 
integration times of 60s. Spatial and temporal repeatability was verified during calibration. The 
Oryx DTS system was capable of a 1 m sampling resolution and 2 m spatial resolution. 
Differences in the sampling and spatial resolution arise due to the fact that while the Oryx returns 
a measurement every 1 m, a distance of 2 m is required to resolve from 80% of a step change in 
temperature.   
A 1000 m BruClean 150 fiber optic cable (Brugg Cables, Switzerland) was installed in 
the peat layer of the cover system to monitor temperatures at the surface, 0, 10, and 15 cm over 
the 236 m transect (Figure 5.1). The midpoint crest of the transect was used as a path for 
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vehicular access. Therefore, all four cable runs were buried at the midpoint of the transect for 
protection. Cable elevation was measured every meter using a Trimble R8 GNSS (Trimble, 
United States). The only temperatures required to estimate ATI using the method developed by 
Verhoef (2004) are the 0 cm temperature to act as a skin temperature, and the Surface 
temperature, with which to calculate Rn. The 0 cm cable was placed at the soil surface and 
covered with sufficient material so as to not be directly exposed to the atmosphere. The Surface 
cable was laid directly on the soil surface immediately adjacent to the 0 cm cable and was left 
exposed. The entire 236 m transect was traversed with the 0 cm cable; however, only 215 m of 
the transect was covered with the Surface cable.  Only the 215 m that was covered by both the 0 
cm and Surface cable was used in the data analysis. Distributed temperature data were recorded 
every 20 minutes using a 60 s integration time. Data were collected from May 22 to July 23, 
2012. 
The Oryx DTS was calibrated by comparing a 60 m calibration section of cable with 
independent temperature readings. The calibration section of cable and two PT-100 platinum 
thermistors were immersed in a large cooler that filled with ice and topped with water. It should 
be noted that the mixture was not continuously mixed, leading to possible stratification of 
temperatures in the bath. The possibility of temperature stratification in the calibration bath is a 
source of error that could have led to noise in the temperature readings. Instrument precision is 
reported as spatial and temporal repeatability. Spatial repeatability is the standard deviation of a 
section of cable over successive measurements. Temporal repeatability is the standard deviation 
of a single point over time. Spatial and temporal repeatability for this study were found to be 
±0.17 °C and ±0.03 °C, respectively. The spatial and temporal repeatability values are slightly 
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higher than those reported by Tyler et al. (2009), and compare well with those of Ciocca et al. 
(2009). 
Soil water content, matric potential, and temperature at 5 and 15 cm depths were 
measured at a nearby point source monitoring station during the field experiment. The point-
source monitoring station was installed into a plot consisting of the same peat-over-sand 
configuration as the experimental transect. Monitoring data were collected every four hours 
using CS 616 (Campbell Scientific, Canada) sensors for water content (cm3 cm-3) and CS 229 
(Campbell Scientific, Canada) sensors for soil temperature (°C) and matric potential (kPa).  
Meteorological conditions during the field experiment were recorded at a nearby 
meteorological station. The following parameters were measured every 20 minutes: air 
temperature (°C) and relative humidity (%) (HMP45C212 temperature and humidity probe, 
Vaisala, Finland); net radiation (Wm-2) (NRLITE2 net radiometer, Kipp & Zonen, The 
Netherlands); incoming and outgoing short wave radiation (Wm-2)  (CMP3 pyranometer, Kipp & 
Zonen, The Netherlands); wind speed and direction (05103-10 Wind Monitor, R.M. Young, 
United States); and precipitation (mm) (TE525 Rain Gage, Texas Electronics, United States). 
Rainfall was recorded as a unique event for every 0.25 mm bucket tip. 
Surface bulk density was measured every meter along the transect using a 6.4 cm 
diameter, 3.1 cm high steel ring. The ring was pressed into the surface soil, taking care to 
minimize compaction. The sample was then excavated and trimmed to be even with the ring 
(Hao et al., 2006). Laboratory thermal property analyses were conducted on air dried peat 
samples for every transect location using dual-probe heat pulse methods (Bristow et al., 1994). 
Samples were placed in a sample vessel and a 10 s heat pulse was applied to determine thermal 
diffusivity, heat capacity, and thermal conductivity. Additional physical properties were 
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measured on bulk peat samples taken from the study area. Particle size distribution was 
measured according to ASTM D422 (2007). Soil water characteristic curves were measured 
according to ASTM D6836 (2008). 
A standardized means of comparing meteorological conditions between days was 
required. Vapor pressure deficit (VPD) incorporates air temperature and relative humidity in a 
way that describes the drying power of the prevailing conditions for that day (Ashcroft and 
Gollan, 2013). Maximum daily VPD in Pascals was calculated as: 
 ܸܲܦ ൌ ܸܵܲ ൈ ሺ100 െ ܴܪሻ100  [5.18]
where RH is the minimum daily relative humidity, and SVP is the saturated vapor 
pressure: 
 ܸܵܲ ൌ 610.7 ൈ 107.5ܶ273.3 ൅ ܶ  [5.19]
where T is the maximum daily air temperature (°C). 
Apparent thermal inertia, elevation, and surface bulk density were analyzed with EMD to 
determine the dominant scales of spatial variation. Apparent thermal inertia values exhibited a 
distinct peak at the transect midpoint where the cable passed under the vehicle access path, 
which lead to a highly skewed data distribution. Spatial analysis required a continuous dataset 
and a distinct spurious data feature had the potential to leak artificial noise into the analysis. 
Therefore, the 14 m portion of data representing the area where the cable passed under the 
vehicle path was excised and then backfilled by linear interpolation. Removing that portion of 
the data was felt to be valid given that the spike in ATI was a known consistent artifact of the 
data. All input data used in the EMD analysis were log-transformed for normality if the skewness 
of their distribution exceeded 0.5 (Webster and Oliver, 2007). 
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5.5 Results and Discussion 
Field average peat bulk density was 0.57 g cm-3 with a resultant estimated porosity of 
0.57, assuming an organic particle density of 1.35 g cm-3 (Redding and Devito, 2006). Field 
measured SWCC showed the possibility of hysteresis, although this was not verified with 
separate wetting and drying curves (Figure 5.2). The field measured air entry value appeared to 
have occurred at 8 kPa. 
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Figure 5.2. Field measured soil water characteristic curve developed using matric potential and 
volumetric water content data measured at the point source monitoring station. Symbols indicate 
wetting and drying portions of the relationship. 
Air temperatures averaged 16.2 °C for roughly the first half of the experiment and 
increased to an average of 20.2 °C for the second half (Figure 5.3). Major rainfall accumulations 
occurred on 3 Jun. 2012 (16.3 mm), from 16 Jun. to 18 Jun. 2012 (15 mm), and from 3 Jul. to 4 
Jul. 2012 (38.3 mm). Volumetric water content measured at 5 cm increased following the major 
rainfall events (Figure 5.4). Soil temperatures measured at 5 cm demonstrated both strong 
 136 
diurnal patterns and a steady increase over the duration of the experiment (Figure 5.4). Matric 
potential measured with CS229 sensors responded to precipitation inputs and demonstrated that a 
minor event on 18 and 19 Jul. 2012 was sufficient to decrease matric potential to near-saturated 
levels (Figure 5.4). A comparison of volumetric water content and matric potential demonstrates 
that while the two sensors respond to the same precipitation inputs there is a greater response 
seen with the CS 229 matric potential sensors than the CS 616 sensors. From Figure 5.2, it is 
possible that water contents could be near saturation while still maintaining a small amount of 
tension. Changes in water content may also be a reflection of volume changes of the peat 
material. In addition, the response of the CS 229 sensor during wet periods may also be as a 
result of the instrument resolution at matric potentials greater than -10 kPa. It is clear that neither 
measurement provides a clear picture in isolation. Therefore, the degree of soil wetness will need 
to be interpreted using both matric potential and volumetric water content as a variable of 
interest. 
 
Figure 5.3. Air temperature and rainfall recorded during the field experiment. 
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Figure 5.4. Volumetric soil water content (top), soil temperature (middle) and matric potential 
(bottom) measured at 5 cm depth at the point source monitoring station during the field 
experiment. 
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The Verhoef (2004) method used for estimating ATI assumes negligible latent and 
sensible heat transfer, thus requiring overnight periods to have calm winds and cloudless skies. 
Six days out of the entire May through July dataset met the criteria for thermal inertia analysis 
and will be the focus of this study. The days that conformed to the criteria of cloudless nights 
with low wind speeds and smooth radiation profiles were June 20 and 21, July 5 and 6, and July 
20 and 21, 2012 (Figure 5.5). Soil surface temperature variability was expected to be at a 
minimum at the point of daily minimum temperatures that occur just prior to sunrise. Therefore, 
any spatial variability and its relationship to physical properties should be most apparent at the 
minimum overnight temperature. 
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Figure 5.5. Soil surface temperatures as a function of distance and time measured on a) 20 and 
21 Jun.; b) 5 and 6 Jul.; and c) 20 and 21 Jul. 2012. 
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Spatial variability of the daily minimum temperature occurring just prior to sunrise 
appeared to decrease with increasing minimum temperatures (Figure 5.6). That is, lower spatial 
mean temperatures corresponded to greater spatial variability as denoted by the standard 
deviation (Table 5.1). Spatial mean temperatures at the 0 cm cable had no correlation to bulk 
density and were not well correlated to elevation (Table 5.1). 
 
Figure 5.6. Daily minimum soil temperatures as a function of distance measured at the 0 cm 
cable. 
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Table 5.1. Spatial mean temperature and standard deviation (SD) of the daily minimum surface 
soil temperature for the eight candidate days.  
Day Mean (°C) SD (%) 
Spatial Correlation 
Bulk Density Elevation 
June 20 4.9 0.5 -0.04 0.21 
June 21 9.3 0.4 0.02 0.14 
July 5 13.1 0.9 -0.10 0.26 
July 6 9.8 0.4 -0.032 0.19 
July 20 13.0 0.2 -0.10 0.24 
July 21 12.7 0.3 -0.11 0.28 
 
Spatial representations of the variability of daily minimum surface temperature do not 
reveal meaningful  trends, as temperature merely represents the state of the local energy balance 
at that particular instant (Scott, 2000). Apparent thermal inertia was then examined as a means of 
revealing the true scales of variability within the cover system. Apparent thermal inertia was 
estimated for the six candidate days using Equation 5.15 (Figure 5.7). Spatial distribution of ATI 
across the transect was not correlated with measured physical properties at the measurement 
scale (Table 5.2). 
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Table 5.2. Spatial mean and standard deviation (SD) of ATI and spatial correlations to: bulk 
density (BD), elevation (Elev.), volumetric heat capacity (Cv), and thermal conductivity (λ)  
Day 
Mean ATI  
(MJ m-2 K-1 s-0.5) 
SD (%) 
Correlation 
D Elev. Cv λ 
June 20 1150.85 80.74 0.06 0.20 -0.19 -0.05 
June 21 1065.15 80.53 0.01 0.22 0.17 0.08 
July 5 2701.89 93.97 0.06 0.02 -0.06 -0.03 
July 6 1418.86 64.56 0.16 0.18 0.13 0.12 
July 20 1634.12 92.72 0.02 0.02 0 0 
July 21 1299.70 73.11 -0.12 0.22 -0.1 -0.03 
 
The dominant feature in Figure 5.7 is the peak in ATI that corresponded to the central 
vehicle access path. The ability to represent the change in thermal properties corresponding to 
the vehicle access path confers a level of confidence in the repeatability of the ATI estimation 
method (Goovaerts, 1997). The central peak in ATI was removed from subsequent analyses. 
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Figure 5.7. Apparent thermal inertia as a function of transect distance for three sets of candidate 
days. 
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Two elements were of interest when describing the distribution of ATI in the field: the 
temporal patterns and the spatial distribution. Describing temporal patterns is important in 
describing why a certain ATI was estimated on a given day. Characterizing the spatial 
distribution of ATI will begin to describe relationships to measured physical properties and the 
spatial scales of variation within field-scale ATI measurements.    
5.5.1 Temporal Distribution 
Average ATI values of all spatial data varied temporally between successive days and 
between pairs of days. The most plausible explanation for the transient nature of the scale shifts 
would most likely be soil water content. Daily average ATI and soil water content measured at 5 
cm at the central monitoring location were correlated (R2 = 0.66) (Figure 5.8). However, the 
strength of the relationship was not strong enough to preclude examining other factors that could 
lead to changes in ATI. Bond-Lamberty et al. (2005) found that 90 to 95% of shallow soil 
temperature variability could be explained using a weighted sum of air temperature ( തܶ௪	). The 
correlation between an 11 day weighted sum air temperature and ATI was not as strong as that 
between ATI and θv (R2 = 0.44). The lower correlation was not surprising, given that ATI is a 
composite thermal property and not a direct reflection of soil surface temperature. Near surface 
atmospheric boundary layers are sensitive to soil water content (McCumber and Pielke, 1981; 
Pan and Mahrt, 1987) and daily maximum vapor pressure deficit was previously used by 
Ashcroft and Gollan (2013) to provide a qualitative assessment of ATI. In our case daily 
maximum vapor pressure deficit was poorly correlated with ATI (R2 = 0.10). Soil matric 
potential was the best predictor of ATI (R2 = 0.76). Strong correlations between ATI and both θv 
and matric potential provide greater confidence that estimates of daily mean ATI are reflections 
of at least the general wetness of the soil, if not the water content directly. 
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Figure 5.8. Daily spatial-averaged ATI in relation to volumetric water content measured at 5 cm 
during the experiment. 
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5.5.2 Spatial Distribution 
The magnitude of ATI is related to the amount of water in the soil as given by the matric 
potential and volumetric water content. Although transient in nature, the amount of water in the 
soil is influenced by spatially static physical and thermal properties. The spatial scaling of bulk 
density, air-dried volumetric heat capacity, air-dried thermal conductivity, and elevation did not 
reveal any consistent trends (Figure 5.9). The total variance in volumetric heat capacity and 
elevation skewed towards scales that were greater than half the transect at 108 m. Variance in 
air-dried thermal conductivity and bulk density was dominated by the small scale of less than 3 
m. 
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Figure 5.9. Intrinsic spatial scales and their relative dominance of measured physical properties 
on the experimental transect. 
Spatial variance in ATI was dominated by either the 30 m scale or the large scale trend 
(Figure 5.10). Scale dominance was transient and was variable between days, suggesting that 
static physical and thermal properties of the air-dried peat were not controlling the distribution of 
ATI within the transect. Dominant-scale correlations between ATI and physical properties were 
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not consistent. For example, the field scale trend in ATI on 20 Jun. 2013 was highly positively 
correlated with all physical and thermal properties and had R2 values of ≥0.71. Conversely, the 
next day, 21 Jun. 2012 was highly negatively correlated only with elevation with R2 = -0.91 and 
no other physical properties. Given that physical properties are unlikely to change so 
dramatically within 24 hours, it is most likely that a transient parameter is leading to transient 
scale shifts in ATI.  
When compared with matric potential and volumetric water content, it is clear that a wet 
transect is dominated by the 30 m scale, while drying leads to a scale shift to the field-scale trend 
(Figure 5.10). Both laboratory measured and field SWCCs indicated an AEV of 7 to 8 kPa. 
Average daily matric potential for 20 Jun. and 21 Jun. 2012 were 7 and 9 kPa, respectively, 
which corresponded to the shift away from being dominated by the 30 m scale, to being 
dominated by the field scale trend. Apparent thermal inertia was also correlated to volumetric 
water content (r2 = 0.66), providing further evidence that, while a unique estimation of water 
content cannot be made, the property is related to the general wetness of the soil. 
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Figure 5.10. Intrinsic spatial scales and their relative dominance of ATI with respect to daily 
average matric potential. Note that VWC indicates volumetric water content (cm3 cm-3) 
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Temporal shifts in spatial scales of variability in ATI are not surprising. An extensive 
body of research exists that highlights the interrelations of physical and environmental controls 
on the distribution of water in a landscape. Topography is often cited as a dominant non-local 
control of the distribution of water in a field (Grayson et al., 1997; Vanderlinden et al., 2011). 
Indeed topography has been found to be a dominant control on water distribution in reclamation 
cover systems (Kelln et al., 2008) and in steeply sloping systems (Gómez-Plaza et al., 2000). 
However, in relatively flat areas, such as the transect in our study, topography does not exert any 
substantial control (Kaleita et al., 2004). 
Comparison of the results of the current study with existing reports in the literature 
underlines the fact that no two locations are alike, and that spatial controls on water distribution 
combine in non-linear fashion (Western et al., 2004). Spatial variability has been found to exhibit 
hysteresis in response to water content, with decreasing variability during wetting periods and 
increasing variability as the soil dries (Ivanov et al., 2010). The spatial characteristics of water 
content distribution were unique to the particular domain and the combined effects of 
topography, soil depth, and antecedent water content.  Decreasing spatial variability with 
increasing water content has been reported elsewhere (Brocca et al., 2007), while the opposite 
has also been reported (Brocca et al., 2010). Western et al. (1998) found wet periods increased 
variability in soil water content due to lateral redistribution of water during wet periods as 
compared to locally controlled homogeneity during dry periods. During wet winter periods 
spatial correlation lengths were between 35 and 50 m, and increased to 50 to 60 m during dry 
summer periods.  
The current field study represented a completely new landscape that was constructed in 
such a manner as to limit variability as evidenced by the planar surfaces and homogeneous 
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material. It would seem from reports in the literature that variability of soil properties in the 
cover system are often what contribute to variability in the distribution of water. Spatial 
variability of available soil water in a cover system did not respond to the total amount of water 
available in the soil, and was universally variable irrespective of the level of wetness or dryness 
(Mapfumo et al., 2006). The total lack of spatial dependence was attributed to heterogeneity of 
the topsoil material, which was comprised of a mixture of peat and clay loam material. A 
reclamation cover system studied by Leatherdale et al. (2012) increased in spatial variability with 
a decrease in water content. The variability during dry periods was attributed to spatial variations 
in textural properties and vegetation densities. Conversely, no distinct spatial pattern in CO2 flux 
was found on a spatially homogeneous cover system comprised of a uniform fine to medium 
grained sand (Kabwe et al., 2005).  
The shift in spatial scales found in the current study could be related to the peat material 
that comprised the cover system. Spatial variability of soil water content in organic soils with no 
topographical relief was studied by Anctil et al. (2002). Spatial measurements of water content 
were not correlated with organic matter, suggesting that near-surface water content variability 
was controlled by other unreported factors. Correlation lengths for two sampling days with high 
water contents were reported to be 37 and 31 m with ranges greater than 100 m for a 755 m 
transect. The change in spatial structure with changes in water content were not discussed. 
Petrone et al. (2004) noted that spatial patterns of water content in a cutover peatland differed 
between wetting and drying periods, although the differences were not further explored. 
Szatylowicz et al. (2007) observed that spatial variability of peat water content increased as the 
peat dried. It was postulated that the variability was due to increases in bulk density and 
hydrophobicity, both of which increased as the soil dried.  
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The transect used in the current study was comprised of a homogenous peat material and 
was characterized by near uniformity in physical properties and very little variability in 
elevation. Drying periods tended to homogenize the soil surface and led to ATI estimates that 
were dominated by the field scale trend. Inputs of precipitation were organized in a consistent 
fashion and revealed a consistent shift to the 30 m scale during wet periods. It is interesting to 
note that the 30 m scale was one of the lowest contributors to total variance for physical and 
thermal properties, yet was consistently found to be important for ATI. The importance of the 30 
m scale is not fully understood, and should be the subject of further investigation. 
Remote sensing scientists have frequently cited the benefits of measuring soil water 
content remotely from surface soil properties (Gillies and Carlson, 1995; Verstraeten et al., 
2006). However, due to complications inherent to remote sensing such as atmospheric 
transmissivity, vegetation, and surface micro-variations, estimates of water content are generally 
only reflective of water contents at the immediate soil surface. A DTS system such as the one 
employed in this study should be an advance over remote sensing techniques because of the 
depth of measurement influence and the high spatial resolution. However, it was shown in the 
current study that physical and certain thermal properties could not be readily detected by DTS. 
A possible explanation is the scale difference in the measurement support; that is, physical and 
air-dried thermal properties were taken from soil cores tens of cubic centimeters in volume, 
whereas the DTS measures temperatures immediately surrounding the cable. Using a DTS 
system to estimate thermal properties or soil water content presents an interesting challenge with 
great potential. Future studies of this kind should investigate systems with greater topographical 
or textural variations, so as to clearly delineate areas where differential behavior would be 
expected. In addition, active heating DTS methods may be preferable to passive methods, 
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irrespective of whether thermal diffusivity or thermal inertia is the parameter of interest. Active 
heating methods release a known flux of energy into the soil, allowing for a determination of 
thermal conductivity, based on the temperature change with time. Active heating methods have 
the potential to accurately measure soil water content with a much higher level of precision than 
passive methods (Sayde et al., 2010; Ciocca et al., 2012). Research into this area is underway 
and should be the subject of future investigations in the mining industry.  
The salient point arising from this discussion is that the distribution of water in both 
natural and reclaimed systems is not controlled by one dominant factor, but is highly site-
specific. The interaction of physical properties and near-surface meteorological conditions lead 
to dominant spatial scales of variability that change with time and are unique to each site. In the 
case of our field study, wetter conditions led ATI variability to shift scale dominance toward the 
30 m scale. Drying conditions tended to homogenize near surface conditions leading to a 
dominance of the field-scale trend. Days with intermediate water contents showed components 
of both the smaller 30 m scale, as well as an increasing contribution from the field-scale trend. 
5.6 Summary and Conclusions 
The combination of measuring apparent thermal inertia with a DTS system was found to 
be effective in investigating the spatial scaling of thermal properties as a proxy for water content 
in soil cover systems. A DTS system measures at small scales and large extents, and in doing so 
avoids a major drawback commonly found with measuring water content over large areas. Use of 
ATI as a variable of interest is appealing because the parameter responds to changes in water 
content and only requires measurement of temperatures at the soil surface, thus avoiding depth 
sensitivity issues prevalent with estimating thermal diffusivity. Results of this study also 
highlight the need for an investigation of spatial scales other than just the measurement scale. An 
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investigation of the intrinsic spatial scales revealed increased dominance of smaller scales during 
wetter periods; a finding that is not apparent at the measurement scale. 
 
 
 155 
6.0 SYNTHESIS AND CONCLUSIONS 
Soil cover systems are a critical component of a mine’s reclamation program. 
Understanding how these systems are responding to climatic inputs is critical for judging the 
performance of the systems. Typically, performance of a cover system is monitored at a small 
number of vertically intensive monitoring locations. Monitoring at a small number of isolated 
locations may have been appropriate for small pilot scale systems of a few hundred square 
meters in area. However, soil cover systems are increasing in size and can cover tens or even 
hundreds of hectares. Investigating the spatial variability of the critical properties and processes 
that govern cover system performance is imperative if we are to improve our understanding of 
how the systems function at the field scale.  
Very few studies have been conducted on the spatial variability inherent in covers 
systems, and have only focused on soil water content. Water content is difficult and expensive to 
measure intensively over large areas and has likely precluded further investigation. A recent 
technique being applied in the earth sciences uses distributed temperature sensing (DTS) to 
measure temperatures at spatial resolutions down to a meter over thousands of meters. Extensive, 
high resolution datasets are the ideal for investigating spatial variability, yet spatial variability of 
soil temperatures and thermal properties has received little attention, especially in the 
reclamation industry. Soil temperatures and thermal properties are important in and of 
themselves, as the data can provide insight into local variations in the surface energy balance and 
are reflective of soil physical properties. In addition, soil temperatures and thermal properties are 
also reflective of subsurface water content and can at least provide qualitative information as to 
the general wetness of the soil.  
The purpose of this research was to investigate the spatial variability of temperature and 
thermal properties that exist in soil cover systems. A DTS system was used to do so as it 
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provides an unprecedented opportunity to generate the ideal spatial dataset of high spatial 
resolutions over large extents. The research in this dissertation describe the methods used for 
achieve the research goal. 
6.1 Applications to the Mining Industry  
A DTS system has not been previously been used in the mine reclamation industry for 
use in instrumenting cover systems. Given the novelty of using a DTS system in a mining 
application a case study of installations in a range of cover system textures and configurations 
was needed. Chapter 3 detailed the commissioning of a DTS system in three cover systems. The 
three cover systems encompassed a wide range of textures and configurations, and represented a 
broad cross-section of what may be encountered in the reclamation industry. Soil temperatures 
measured in the cover systems were used to provide preliminary indications of the spatial 
variability through the use of semivariograms. Semivariogram analysis was able to distinguish 
the major features found at each site by demonstrating the spatial structure of the temperature 
spatial series. Spatial variability of soil temperatures has been investigated previously, but never 
for the mining industry and not when using the unique dataset that is obtained with a DTS 
system. The study found in Chapter 3 demonstrated that a DTS system could be employed in a 
mining context and the data were useful for investigating the spatial variability that exists in the 
cover systems.  
6.2 Method Development 
Chapter 3 investigated the spatial variability of soil temperatures within the cover 
systems. While soil temperature is an important variable of interest, it is often more useful to use 
the temperature data to estimate a property of the system. Current methods using apparent 
thermal diffusivity to infer local variations in water content have met with limited success, due to 
the non-unique relationship between thermal diffusivity and water content, as well as high 
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sensitivities to installation depth. The purpose of Chapter 4 was to develop a method that could 
be readily applied to studies in the mining industry that both minimized estimation uncertainties 
and was at least qualitatively related to water content. Apparent thermal inertia was adapted from 
remote sensing for use in cover system investigations. Apparent thermal inertia was found to be 
sensitive to changes in water content and subject to less uncertainty than apparent thermal 
diffusivity. The results of Chapter 4 represent a novel application for spatial variability studies 
and would be the main parameter of interest when used to investigate the scaling properties of 
cover systems.  
6.3 Spatial Scaling  
The ultimate goal of the research program was to investigate the spatial scaling properties 
of a cover system at the field scale. Chapter 5 applied the installation techniques from Chapter 3, 
and used the method developed in Chapter 4 to finally determine the dominant scales of variation 
that exist at the field scale. Apparent thermal inertia was found to be a transient property that did 
not have similar scaling properties to the measured physical and thermal properties. It was found 
that the spatial scaling depended on the the water content of the system. The findings from 
Chapter 5 represent a critical development in our understanding of how cover systems behave on 
the field scale. It can no longer be assumed that the cover system will respond uniformly to 
changes in climatic conditions. The results of Chapter 5 highlight the need to understand cover 
system performance at all spatial scales to develop a true picture of the performance of the 
system.  
6.4 Implications for Future Research 
The spatial scaling of soil thermal properties provides important insights into the 
performance of soil cover systems at the field scale. Knowledge of how cover systems behave at 
the field scale will allow the designer to better plan the layout of monitoring systems. A 
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systematic monitoring plan can then be based on data that are representative of the entire cover 
system across all spatial scales, as opposed to the current method of assuming homogeneity and 
monitoring at a point source.  Information regarding the spatial scaling of cover systems will also 
be useful when modelling the system. Understanding the dominant scale of variation will provide 
useful input into numerical models when trying to understand how the system will behave under 
varying climatic scenarios.  
A DTS system has proven to be remarkably useful for applications in the mining 
industry. The system is robust and stand-alone; two important criteria when instrumenting a 
remote site. Construction of cover systems lends itself to ease of instrumentation with fiber optic 
cables, as the cables are easily laid as subsequent cover layers are added. Instrumenting into 
existing cover systems can be laborious, yet no more so than traditional monitoring sensors. 
Difficulties can arise in cover systems that incorporate stony materials in the cover borrow 
material, and care must be taken so as to not damage the cable. Precise depth discrimination is 
also difficult in stony materials used in the construction of many cover systems.  
Like all measurement variables, apparent thermal inertia represents a compromise 
between ease of application, utility of the results, and quality of the output. Apparent thermal 
inertia was chosen for use in this research because the concept is easily understood, is more 
directly related to water content than thermal diffusivity, and does not require precise depth 
measurements. In that way, the use of apparent thermal inertia represents an improvement over 
the existing methods. However, direct measurements of soil water content will likely continue to 
be the preferred measurement variable as some researchers may not see the utility in estimating 
thermal properties when investigating the distribution of water. Until such as time as water 
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content can be more directly measured with a system that enjoys the measurement resolution of a 
DTS system, estimating thermal properties will remain an important variable of interest.  
The possibilities for expanding future research from the initial steps taken in this 
dissertation are myriad. The most obvious avenue involves the use of active heat pulse methods 
combined with a DTS for direct measurement of water content over the entire length of the fiber 
optic cable. Direct measurements of water content using heat pulse methods would be a critical 
link between point source measurements and remotely sensed areal measurements. Active heat 
pulse measurements in a cable installed throughout the entire cover system would provide an 
unprecedented level of detail in characterizing large spatial areas. Furthermore, using heat pulse 
methods and DTS could also allow for spatially distributed water content measurements at any 
selected depth. Adding a depth component could thus provide calculations of soil water storage 
over unprecedented spatial extents, which is currently prohibitive with existing water content 
sensor technology. At larger spatial scales, current remote sensing techniques have very limited 
depth discrimination, and a heat pulse / DTS measurement system that is able to measure water 
content at various depths would be a substantial advancement in measurement techniques.  
Estimation of thermal properties remains a viable and necessary research goal. The 
apparent thermal inertia method developed in this dissertation is an improvement over the 
existing method in that it is readily measured and is not subject to depth uncertainty. To improve 
estimates of thermal inertia, greater depth discrimination would be useful. The method assumes 
that measurements are integrated over the daily damping depth. Greater spatial coverage at 
multiple depths would increase our confidence in the estimate and provide insights into the 
spatial distribution of damping depth. Finally, characterizing the spatial variability of cover 
systems, whether measuring water content, physical, or thermal properties, should remain a 
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research priority. Reclamation projects represent a large capital investment for a mine site. It is 
imperative to understand how that cover system is performing and verify that the investment is 
functioning as designed. Furthermore, a good understanding of how the cover system is 
functioning provides further confidence to stakeholders and can lead to more sustainable mine 
reclamation programs.
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Appendix 1. Example Data 
Table A1. Example of DTS temperature data collected at Site #1 on July 17, 2011. 
Distance  9:35  9:45  9:55 10:05 10:15 10:25 10:35  10:45 10:55
1  0.27  0.27  0.27 0.27 0.27 0.27 0.27  0.27 0.27
2  1.0146  1.0146  1.0146 1.0146 1.0146 1.0146 1.0146  1.0146 1.0146
3  7.53  8.17  8.74 9.01 9.32 9.79 9.81  9.83 10.87
4  8.34  8.96  9.46 9.69 9.97 10.36 10.35  10.3 11.3
5  9.64  10.17  10.62 10.68 10.95 11.25 11.25  11.1 12.04
6  12.82  13.34  13.86 14.01 14.44 14.74 14.9  14.69 15.67
7  10.69  11.44  12.01 12.13 12.65 13.32 13.47  13.28 14.53
8  10.01  10.57  11.16 11.46 11.59 12.13 12.06  12.12 13.15
9  10.97  11.59  11.94 11.94 12.56 12.93 12.77  12.77 13.62
10  13.81  14.07  14.59 14.59 14.84 15.06 15.09  14.94 15.75
11  18.36  19.24  19.51 19.77 20.01 20.03 20.32  20.35 21.09
12  13.88  14.07  15.54 15.03 15.03 15.27 15.39  15.07 16.81
13  15.96  16.27  16.89 16.8 16.54 17.36 17.08  17.76 18.16
14  16.06  16.63  15.96 16.84 16.94 17.49 16.71  17.12 17.51
15  20.07  20.58  20.59 20.32 20.02 20.6 21.92  21.05 21.4
16  18.18  18.35  19.19 18.72 19.35 20.2 19.87  20.62 18.88
17  17.73  18.28  17.53 17.7 17.71 18.18 17.33  17.49 16.35
18  18.06  17.52  18.48 17.21 17.45 18.12 16.75  16.62 17.77
19  18.45  16.55  17.97 16.13 18.24 18.85 18.42  17.78 16.4
20  18.48  17.8  18.73 18.97 17.63 19.48 16.86  17.52 17.08
21  18.85  17.86  19.88 17.76 18.99 18.31 17.4  17.53 17.05
22  18.37  17.4  18.06 18.33 16.57 18.5 17.59  18.09 16.79
23  18.33  16.89  17.91 17.14 18.18 17.02 18.64  17.48 18.17
24  16.36  18.9  17.64 18.78 17.29 17.29 17.4  16.45 19.08
25  17.58  17.61  17.09 18.17 19.38 17.79 18.23  18.91 18.25
26  17.55  18.82  17.67 18.46 17.06 18.15 17.64  18.38 19.75
27  18.34  18.15  17.34 17.38 17.73 17.69 18.53  18.17 18.15
28  17.86  19.22  17.88 17.17 19.22 18.65 17.44  18.48 16.69
29  20.71  16.95  18.26 18.28 17.92 18.44 18.87  18.52 16.13
30  17.17  16.74  17.87 18.03 19.67 18.47 18.34  18.63 17.36
31  19.24  17.92  18.42 18.57 18.1 18.76 18.89  18.09 18.77
32  17.23  17.25  17.92 18.05 18.62 18.44 17.68  17.98 17.6
33  19.12  17.85  17.08 17.45 17.25 19.2 19.02  17.2 16.84
34  18.62  17.56  17.69 18.81 17.42 19.33 17.92  17.75 18.51
35  18.97  16.66  18.1 18.85 17.17 18.4 17.95  18.78 18.91
36  19.8  17.97  17.9 18.07 19.07 16.66 16.71  19.37 16.99
37  18.23  18.43  17.28 18.51 18.2 19.23 16.99  17.63 18.05
38  16.4  18.3  17.99 17.47 18.81 17.02 18.74  18.97 18.19
39  18.53  18.12  18.55 18.4 17.53 18.39 17.83  18.53 18.66
40  19.01  18.66  18.54 17.72 18.35 16.53 17.77  17.31 19.06
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Table A1 continued.  
Distance  9:35  9:45  9:55 10:05 10:15 10:25 10:35  10:45 10:55
41  17.26  18.81  18.36 17.78 18.3 17.24 17.43  18.25 18.33
42  17.11  17.86  18.09 17.27 17.21 17.12 17.96  16.72 16.17
43  17.45  18.76  18.77 18.21 17.84 18.29 17.19  17.86 17.59
44  16.98  18.9  18.98 17.06 18.7 18.64 17.81  16.94 17.89
45  18.57  17.69  17.59 18.5 17.2 18.53 18.71  18.38 18.66
46  18.8  19.41  19.72 17.92 17.34 17 18.24  17.88 18.01
47  15.61  16.83  17.45 18.02 16.99 17.72 18.35  17.86 18.5
48  17.43  16.99  17.54 18.47 16.99 18.91 18.77  18.86 18.47
49  18.28  17.86  18.8 18.38 19.02 18.03 19.04  18.92 18.66
50  19.91  20.09  19.07 20.69 21.32 20.36 20.47  20.38 19.53
51  19.6  21.21  20.83 21.08 22.05 21.2 20.57  21.48 21.86
52  19.36  21.19  19.59 18.77 21.21 21.61 19.85  21.36 21.01
53  20.46  21.29  22.73 21.28 21.62 24.09 21.91  22.57 24.68
54  21.56  21.59  23 21.64 23.41 24.49 24.65  26.87 26.42
55  20.17  20.98  21.51 21.94 21.85 23.06 23.39  26.01 24.08
56  18.61  20.79  19.88 20.08 21.73 22.52 22.68  22.21 23.82
57  18.91  18.36  18.78 19.06 20.34 20.74 21.43  22.01 21.52
58  19.42  19.83  20.09 20.52 21.14 21.66 21.59  22.71 21.92
59  20.3  21.03  20.67 20.46 21.57 22.77 21.98  22.45 22.1
60  21.5  18.6  22.68 21.35 21.87 22.25 22.93  25.02 24.79
61  21.47  20.86  23.1 23.39 25.02 25.11 25.28  26.3 26.03
62  21.63  21.5  23.12 23.42 24 24.38 23.04  25.46 28.05
63  21.92  22.17  20.77 22.95 23.09 24.33 24.12  25.04 25.33
64  20.93  21.97  22.55 23.44 22.59 25.13 24.14  24.62 26
65  21.62  20.49  22.93 21.76 22.02 25.57 24.86  25.45 26.8
66  19.69  20.32  21.43 22.37 22.78 23.94 23.56  23.82 24.58
67  19.88  23.05  21.42 23.1 23.05 23 23.94  25.1 24.89
68  20.72  21.26  21.25 21.85 23.63 23.36 23.92  26.59 25.59
69  19.21  20.75  19.72 19.93 19.62 22.91 19.57  21.42 23.31
70  18.36  21.08  20.51 19.43 21.23 21.72 21.99  21.78 23.36
71  19.63  20.82  19.94 20.81 20.9 23.39 21.99  23.43 24.77
72  20.71  20.5  22.23 22.92 22.57 26.46 24.7  24.29 26.53
73  19.8  20.59  21.76 22.04 22.34 23.64 22.97  25.25 22.89
74  18.13  18.92  18.86 21.07 20.54 20.7 22.16  21.88 22.05
75  19.54  20.62  20.86 19.42 21.95 21.51 23.98  22.5 24.39
76  20.23  20.74  21.3 20.98 24.68 23.69 24.81  25.56 23.64
77  20.31  20.89  21.05 22.65 21.75 21.72 23.51  23.05 23.85
78  19.5  20.1  20.92 19.8 19.81 21.02 22.52  22.54 22.45
79  17.5  18.57  17.05 20.06 19.81 20.76 20.08  20.01 22.44
80  16.7  18.76  18.42 18.5 18.44 19.63 20.41  22.06 21.1
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Table A1 continued.  
Distance  9:35  9:45  9:55 10:05 10:15 10:25 10:35  10:45 10:55
81  19.01  18.56  18.73 19.86 20.83 20.79 21.3  22.56 21.34
82  18.47  19.5  19.98 20.45 21.73 21.69 21  21.7 22.62
83  18.15  19.4  20.65 19.51 20.2 22.99 22.28  21.28 20.73
84  18.99  19.86  20.05 20.05 21.4 20.67 20.65  20.98 21.02
85  18.88  19.81  18.55 18.94 20.14 21.48 20.62  20.2 23.09
86  18.4  19.07  18.84 18.65 20.19 20.68 20.88  21.53 20.71
87  18.36  20.1  20.06 19.81 20.63 21.52 22.56  23.79 23.79
88  19.46  19.64  18.9 21.37 19.31 22.27 20.69  19.2 21.28
89  19.75  18.12  19.86 19.16 21.09 21.36 21.13  19.15 21.35
90  16.8  18.51  17.5 18.11 18.6 19.93 19.41  18.44 18.92
91  16.54  15.86  15 15.61 15.11 15.39 16.94  16.83 16.77
92  15.73  14.35  15.03 15.02 13.42 14.37 14.48  15.12 16.58
93  13.31  15.35  15.5 14.84 15.35 14.56 14.52  16.45 15.86
94  14.55  14.38  16.58 14.91 15.39 15.55 16.09  15.43 16.4
95  14.28  15.81  15.43 14.26 15.57 15.73 15.04  16.78 16.12
96  13.5  15.35  14.99 15.29 14.7 15.14 15.14  15.25 15.03
97  13.04  14.27  13.95 15.7 15 14.69 13.99  15.61 15.47
98  13.03  15.88  14.94 15.94 13.78 14.62 15.56  17.44 15.35
99  13.69  15.05  15.76 15.29 15.09 15.41 15.15  15.26 15.98
100  13.26  14.48  14.23 14.87 15.15 15.24 16.52  14.52 15.14
101  16.53  13.81  15.32 15.42 15.63 15.44 14.92  15.52 15.91
102  14.82  16.62  14.85 15.64 15.02 14.81 14.97  16.4 15.94
103  16.41  15.25  15.85 15.44 14.72 16.16 15.99  16.22 17.21
104  15.23  15.61  15.61 16.1 17.45 17.17 17.2  16.93 17.75
105  16.65  15.65  16 15.43 18.53 17.06 15.84  16.77 16.42
106  16.88  16.43  16.02 15.67 17.66 15.79 15.79  14.86 14.71
107  14.79  16.67  15.99 16.1 17.2 16.38 16.04  16.7 17.27
108  16.17  16.55  16.01 17.68 15.93 16.1 15.92  16.65 16.42
109  17.26  17.23  16.74 17.25 16.42 16.7 17.54  17.84 15.86
110  17.18  16.81  16.37 14.55 15.22 16.43 16.96  17.97 16.46
111  16.73  17.26  17.13 15.63 17.97 17.9 16.08  17.46 16.61
112  16.13  18.11  17.51 17.13 16.51 18.42 17.02  16.09 17.84
113  17.66  17.81  17.33 16.84 17.03 17.58 17.97  17.17 16.49
114  16.97  17.91  17.22 17.66 16.57 18.36 18.38  17.79 17.69
115  16.68  18.46  16.21 16.74 17.74 18.8 17.86  17.49 17.72
116  17.96  16.97  18.91 18.1 17.86 19.19 18.1  16.15 20
117  17.24  18.13  18.09 17.83 19.24 17.01 16.45  17.9 17.73
118  17.67  18.08  18.19 18.37 16.88 18.05 18.84  18.22 18.82
119  17.65  18.6  18.11 18.39 17.05 18.51 18.71  17.29 17.62
120  16.85  17.96  17.35 17.09 17.37 17.31 17.71  16.86 16.63
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Table A1 continued.  
Distance  9:35  9:45  9:55 10:05 10:15 10:25 10:35  10:45 10:55
121  16.8  17.04  17.18 16.53 17.04 16.72 17.43  17.28 19.07
122  17.6  17.98  17.92 17.68 17.49 17.31 16.57  16.62 16.45
123  16.9  17.26  18.13 17.03 16.08 16.46 16.86  16.54 16.06
124  16.86  17.06  16.3 16.74 17.98 17.57 17.2  16.86 18.01
125  15.6  18.03  15.38 16.77 17.27 17.91 15.81  16.92 16.76
126  16.39  18.07  16.26 16.88 17.69 16.61 17.27  17.76 18.18
127  17.72  17.2  16.29 18.52 18.63 17.49 17.44  17.91 19.15
128  19.26  17.07  18.39 18.54 16.74 18.8 17.76  17.58 18.19
129  17.65  18.29  17.87 18.5 16.91 17.41 15.95  15.54 16.34
130  17.3  17.93  17.1 17.96 17.64 18.16 17.16  16.11 17.72
131  17.09  17.27  16.2 16.05 17.55 18.29 16.69  17.42 16.77
132  18.14  16.67  16.72 16.36 18.27 17.75 16.94  16.29 17.03
133  16.02  16.24  16.69 18.96 16.64 16.77 16.26  17.48 17.71
134  16.27  17.81  17.11 17.99 17.15 15.64 17.19  18.52 16.3
135  17.43  16.59  17.91 17.57 16.03 17.26 16.38  17.79 17.98
136  16.69  17.14  17.05 17.03 18.51 17.86 17.64  18.84 17.89
137  15.76  17  15.96 17.33 17.5 16.79 16.02  15.55 17.81
138  16.64  16.62  17.15 15.89 15.87 18.77 16.97  16.05 15.47
139  15.13  16.44  15.3 16.42 16.44 16.93 14.71  17.17 16.37
140  15.72  15.99  16.13 17.07 15.88 15.02 15.37  15.76 16.57
141  17.32  15.81  16.31 15.13 16.56 17.07 15.49  15.97 16.26
142  15.77  16.05  16.33 17.29 14.17 15.72 17.16  15.53 16.85
143  16.13  16  16.8 16.63 16.65 16.77 18.26  17.93 16.07
144  16.98  16.62  16.41 15.95 17.53 16.81 17.36  16.17 17.51
145  16.54  18.42  16.41 17.45 18.29 17.6 16.43  16.88 17.05
146  16.88  17.86  18.45 16.93 17.34 16.59 15.63  16.3 17.93
147  17.47  17.5  17.09 17.05 16.61 17.35 17.46  17.16 17.19
148  18.39  17.89  17.07 17.13 16.91 15.95 18.43  16.71 16.14
149  19.88  17.85  16.62 18.55 16.72 17.82 16.76  17.58 17.32
150  16.59  15.79  16.48 17.36 17.02 16.35 17.07  18.5 17.7
151  18.33  16.91  16.75 17.51 15.29 15.61 17.04  16.92 17.19
152  16.78  15.73  18.11 15.91 16.61 17.9 14.73  16.2 15.11
153  16.38  16.58  15.53 15.69 16.71 16.38 16.89  17.32 16.39
154  15.81  16.52  15.67 15.41 16.42 16.48 16.27  16.41 15.37
155  15.37  16.08  15.38 15.85 15.69 16.68 17.19  15.26 14.5
156  16.62  15.32  17.04 16.33 15.15 16.64 16.09  17.13 15.39
157  16.45  15.62  17.24 17.55 15.74 16.36 15.95  15.09 16.49
158  16.93  16.55  16.75 17.31 16.93 16.15 16.5  15.83 16.38
159  16.83  16.36  15.45 16.36 15.42 15.78 14.38  15.22 16.39
160  15.88  15.43  16.27 14.49 15.93 15.37 15.85  16.26 15.79
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Table A1 continued.  
Distance  9:35  9:45  9:55 10:05 10:15 10:25 10:35  10:45 10:55
161  15.73  13.17  14.86 16.72 15.12 14.44 13.6  16.96 14.78
162  15.63  14.13  15.21 14.11 15.72 15.45 15.18  15.84 14.37
163  13.67  16.18  15.35 15.06 15.48 15.38 15.61  14.66 14.91
164  13.49  14.92  14.59 14.61 13.7 14.63 13.26  16.91 14.85
165  14.47  13.33  13.33 14.65 15.24 13.44 14.83  15.1 14.84
166  14.71  15.14  14.2 14.62 14.8 13.75 14.99  14.6 14.46
167  14.5  14.51  12.92 12.35 14.39 14.11 12.91  13.62 12.17
168  14.45  13.31  12.97 14.75 13.81 13.8 12.93  13.64 14.64
169  11.63  11.49  12.96 14.52 12.92 14.27 12.74  12.45 12.91
170  12.3  11.13  12.16 13.5 12.36 12.31 13.87  13.11 12.95
171  14.47  11.64  12.8 12.49 14.02 12.94 11.93  12.43 12.57
172  10.74  12.63  12.89 12.26 12.55 13.83 11.86  14.06 12.44
173  12.41  14.19  12.56 11.8 12.8 13.2 11.47  12.5 13.88
174  11.92  13.47  13.21 11.97 11.64 12.22 12.4  12.1 13.87
175  13.21  10.92  14.46 13.42 14.7 12.96 13.48  12.59 13.49
176  13.64  12.85  13.24 13.89 12.58 13.99 13.08  13.54 12.77
177  12.61  12.87  14.48 12.38 12.23 14.27 13.78  12.85 12.98
178  12.77  13.73  12.81 13.33 13.31 13.75 12.56  12.83 12.48
179  12.73  12.69  14.74 13.95 14.76 13.98 12.26  12.48 13.6
180  12.14  12.53  13.86 12.64 14.4 13.95 13.19  13.59 12.97
181  12.25  14.93  14.28 13.31 13.42 13.36 12.73  13.83 13.65
182  13.86  13.48  14.74 13.94 13.59 14.67 12.92  13.16 14.76
183  12.65  14.95  15.48 13.71 14.76 15.14 14.11  13.89 13.81
184  14.28  14.22  14.58 14.68 15.64 15.28 12.92  15.68 17.09
185  13.9  13.32  15.57 13.97 13.5 15.05 14.84  15.2 15.93
186  14.11  15.54  15.19 14.06 13.87 15.64 14.75  15.39 13.91
187  15.51  15.03  15.69 14.89 14.6 17.3 15.31  16.2 14.94
188  14.48  16.34  14.17 16.03 15.03 15.87 14.54  16.03 13.93
189  14.77  15.63  14.55 16.92 14.74 14.68 14.44  15.23 14.42
190  14.58  14.73  14.9 14.38 16.38 13.98 15.63  16.27 15.01
191  15.72  15.1  15.74 16.64 16.62 16.95 17.79  15.75 16.53
192  15.6  13.81  15.47 16.32 14.75 16.61 16.28  16.85 15.05
193  15.01  15.87  16.62 16.61 16.96 17.62 16.01  16.8 15.59
194  15.13  14.58  16.35 16.03 15.58 15.62 16.47  17.96 16.03
195  14.88  15.28  16.75 16.76 17.01 15.76 15.38  14.63 16.95
196  16.41  16.74  16.06 14.54 14.36 17.57 16.23  15.36 17.22
197  14.54  14.87  15.54 15.39 15.62 15.76 15.76  16.63 15.82
198  15.02  16.04  13.64 15.71 15.63 15.47 16.61  14.71 15.49
199  15.95  15.89  16.04 14.01 14.52 15.24 15.63  16.57 16.13
200  15.45  15.65  14.45 15.44 16.14 15.35 14.58  15.81 15.87
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Table A1 continued.  
Distance  9:35  9:45  9:55 10:05 10:15 10:25 10:35  10:45 10:55
201  16.39  15.14  16.43 16.3 16.29 15.36 15.44  14.76 14.47
202  15.58  15.58  15.54 14.34 16.96 15.24 14.6  14.06 15.13
203  15.31  16.47  15.72 14.79 15.5 17.25 17.07  13.83 14.54
204  15.14  15.19  15.99 15.37 14.89 14.33 16.46  15.51 14.78
205  14.67  15.14  15.9 15.5 15.61 15.91 15.75  14.87 16.27
206  16.28  15.3  16.29 15.3 15.68 16.57 15.73  16.72 14.86
207  16.59  15.39  14.86 16.13 16.48 15.88 17.37  17.46 16.85
208  15.69  16.03  15.93 15.11 14.98 17.54 15.46  16.04 14.79
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Table A2. Example of DTS temperature data collected at Site #2 on Aug 22, 2011. 
Distance  00:05  00:15  00:25 00:35 00:45 00:55 01:05  01:15 01:25
1  0.27  0.27  0.27 0.27 0.27 0.27 0.27  0.27 0.27
2  1.0146  1.0146  1.0146 1.0146 1.0146 1.0146 1.0146  1.0146 1.0146
3  23.78  23.81  23.85 23.8 23.82 23.85 23.84  23.78 23.82
4  22.65  22.67  22.75 22.68 22.63 22.76 22.68  22.66 22.72
5  20.92  20.94  20.98 20.89 20.95 20.94 20.88  20.91 20.85
6  19.59  19.62  19.55 19.67 19.54 19.53 19.54  19.43 19.42
7  18.43  18.42  18.41 18.41 18.32 18.3 18.24  18.2 18.2
8  13.71  13.73  13.75 13.74 13.72 13.75 13.7  13.68 13.67
9  7.16  7.17  7.14 7.18 7.17 7.13 7.2  7.2 7.18
10  5.01  5.1  5.1 5.1 5.12 5.12 5.12  5.14 5.1
11  5.55  5.58  5.58 5.59 5.56 5.6 5.53  5.49 5.54
12  5.79  5.81  5.79 5.77 5.76 5.84 5.78  5.77 5.72
13  4.18  4.24  4.18 4.19 4.12 4.21 4.2  4.26 4.24
14  2.84  2.94  2.93 2.9 2.91 2.93 2.88  2.92 2.94
15  2.81  2.83  2.81 2.86 2.85 2.8 2.87  2.85 2.85
16  3.02  3.04  3.1 3.07 3.02 3.02 3.04  3.05 3.09
17  2.83  2.83  2.81 2.88 2.85 2.87 2.84  2.84 2.85
18  2.29  2.42  2.33 2.36 2.31 2.4 2.39  2.4 2.38
19  2.34  2.28  2.35 2.36 2.38 2.42 2.45  2.37 2.45
20  2.54  2.57  2.58 2.59 2.57 2.67 2.62  2.64 2.66
21  2.65  2.67  2.68 2.68 2.64 2.74 2.72  2.7 2.71
22  2.47  2.53  2.53 2.55 2.5 2.56 2.49  2.57 2.53
23  2.42  2.4  2.43 2.43 2.44 2.48 2.5  2.38 2.47
24  2.46  2.41  2.47 2.55 2.49 2.46 2.5  2.47 2.54
25  2.5  2.44  2.5 2.47 2.48 2.49 2.54  2.56 2.5
26  2.51  2.45  2.51 2.49 2.51 2.55 2.55  2.49 2.59
27  2.41  2.44  2.44 2.4 2.42 2.51 2.47  2.42 2.49
28  2.32  2.28  2.3 2.36 2.33 2.35 2.36  2.35 2.34
29  2.21  2.22  2.22 2.2 2.25 2.29 2.26  2.29 2.28
30  2.22  2.19  2.24 2.21 2.23 2.28 2.29  2.25 2.27
31  2.43  2.4  2.36 2.41 2.45 2.44 2.43  2.47 2.44
32  2.59  2.56  2.56 2.56 2.58 2.62 2.62  2.57 2.57
33  2.49  2.51  2.51 2.55 2.52 2.56 2.48  2.56 2.54
34  2.5  2.5  2.46 2.56 2.53 2.58 2.5  2.56 2.56
35  2.24  2.32  2.31 2.37 2.27 2.38 2.36  2.36 2.41
36  2.32  2.33  2.35 2.36 2.3 2.35 2.32  2.4 2.37
37  2.26  2.28  2.29 2.25 2.26 2.29 2.26  2.33 2.32
38  2.14  2.17  2.12 2.2 2.17 2.15 2.2  2.15 2.2
39  2.09  2.07  2.1 2.12 2.16 2.2 2.21  2.12 2.19
40  2.02  2.06  2.02 2.04 2.07 2.13 2.16  2.1 2.09
 
 
 178 
Table A2 continued. 
Distance  00:05  00:15  00:25 00:35 00:45 00:55 01:05  01:15 01:25
41  1.98  2  1.98 1.94 1.98 2 2.08  2.01 2.04
42  1.89  1.91  1.99 1.93 1.98 1.95 1.93  2.04 1.94
43  2.03  2.03  2.06 2.07 2.02 2.04 2.09  2.12 2.05
44  2.23  2.22  2.24 2.2 2.27 2.21 2.3  2.28 2.31
45  2.3  2.33  2.36 2.35 2.34 2.32 2.4  2.36 2.33
46  2.13  2.19  2.21 2.19 2.23 2.23 2.22  2.22 2.15
47  1.95  2.01  2.04 2.04 2 2.06 2.06  1.99 2.01
48  1.98  2.03  2.01 2.06 2.07 2.06 2.05  2.05 2.04
49  2.02  2.01  1.96 2.05 2.05 2.04 2.06  2.08 2.1
50  1.99  2.05  2 2.03 2.02 2.03 2.07  2.03 2.11
51  2.09  2.21  2.2 2.11 2.17 2.19 2.16  2.22 2.18
52  2.08  2.16  2.12 2.12 2.13 2.16 2.15  2.21 2.15
53  2.19  2.19  2.2 2.24 2.19 2.28 2.29  2.21 2.23
54  2.36  2.34  2.35 2.33 2.36 2.44 2.39  2.36 2.37
55  2.05  2.1  2.03 2.05 2.12 2.09 2.11  2.06 2.1
56  1.87  1.93  1.87 1.89 1.91 1.93 1.87  1.97 1.88
57  2.13  2.18  2.08 2.13 2.18 2.21 2.19  2.17 2.21
58  2.27  2.3  2.28 2.23 2.29 2.29 2.28  2.29 2.28
59  2.32  2.28  2.27 2.29 2.2 2.32 2.32  2.34 2.28
60  2.32  2.4  2.37 2.38 2.4 2.41 2.41  2.37 2.41
61  2.34  2.32  2.34 2.37 2.38 2.36 2.4  2.38 2.4
62  2.23  2.31  2.21 2.28 2.31 2.31 2.3  2.29 2.22
63  1.98  2.04  1.94 2.02 1.98 2.04 1.99  2.02 2.07
64  2.06  2.12  2.11 2.11 2.13 2.19 2.16  2.14 2.14
65  2.27  2.25  2.27 2.29 2.33 2.32 2.32  2.32 2.36
66  2.19  2.22  2.17 2.24 2.24 2.26 2.24  2.21 2.16
67  2.17  2.17  2.16 2.17 2.23 2.25 2.26  2.19 2.21
68  2.25  2.31  2.25 2.28 2.3 2.32 2.3  2.3 2.29
69  2.39  2.4  2.39 2.45 2.44 2.47 2.4  2.5 2.49
70  2.32  2.3  2.31 2.29 2.32 2.38 2.39  2.4 2.41
71  1.99  2.02  1.98 2.01 2.06 2.12 2.06  2.06 2.04
72  2.1  2.09  2.16 2.14 2.1 2.13 2.17  2.19 2.16
73  2.16  2.19  2.22 2.22 2.18 2.23 2.25  2.24 2.25
74  2.04  2.12  2.07 2.15 2.11 2.11 2.13  2.18 2.14
75  2.15  2.19  2.12 2.17 2.18 2.21 2.23  2.22 2.22
76  2.37  2.29  2.34 2.35 2.31 2.39 2.45  2.39 2.37
77  2.45  2.54  2.49 2.51 2.56 2.51 2.63  2.55 2.51
78  2.47  2.54  2.52 2.57 2.53 2.56 2.59  2.53 2.53
79  2.47  2.43  2.47 2.51 2.53 2.5 2.53  2.54 2.51
80  2.52  2.54  2.5 2.51 2.53 2.61 2.56  2.55 2.58
 
 
 179 
Table A2 continued. 
Distance  00:05  00:15  00:25 00:35 00:45 00:55 01:05  01:15 01:25
81  2.54  2.59  2.57 2.58 2.65 2.66 2.63  2.64 2.62
82  2.52  2.56  2.57 2.56 2.58 2.59 2.66  2.6 2.63
83  2.51  2.55  2.52 2.52 2.51 2.58 2.6  2.63 2.61
84  2.57  2.57  2.59 2.62 2.63 2.62 2.62  2.7 2.61
85  3.03  3.07  3.1 3.08 3.06 3.13 3.16  3.17 3.14
86  6.46  6.49  6.46 6.5 6.42 6.46 6.44  6.45 6.38
87  11.21  11.26  11.22 11.24 11.15 11.18 11.11  11.08 11.03
88  12.61  12.7  12.65 12.64 12.63 12.55 12.55  12.47 12.42
89  12.72  12.75  12.72 12.75 12.7 12.72 12.66  12.63 12.51
90  12.99  13  12.94 12.97 12.9 12.95 12.83  12.75 12.8
91  13.96  13.94  13.91 13.91 13.82 13.88 13.81  13.74 13.65
92  14.93  14.96  14.95 14.92 14.85 14.91 14.76  14.7 14.6
93  15.05  15.1  15.05 15.02 15.02 14.97 14.87  14.85 14.71
94  14.97  14.99  14.97 14.97 14.92 14.93 14.81  14.75 14.75
95  15.05  15.07  15.07 15 14.97 14.91 14.95  14.75 14.73
96  15.33  15.29  15.28 15.26 15.28 15.17 15.12  15.03 14.88
97  15.32  15.33  15.28 15.31 15.22 15.23 15.15  15.04 14.96
98  15.32  15.31  15.35 15.31 15.21 15.28 15.16  15.02 15.03
99  15.33  15.37  15.34 15.27 15.22 15.24 15.14  15.06 15.03
100  15.28  15.27  15.22 15.28 15.21 15.18 15.13  15 15.03
101  15.25  15.29  15.28 15.2 15.11 15.14 15.04  14.99 14.99
102  15.18  15.18  15.2 15.16 15.11 15.06 15.02  14.95 14.92
103  15.16  15.17  15.16 15.12 15.12 15.07 14.99  15 14.93
104  15.18  15.16  15.16 15.1 15.1 15.06 14.96  14.86 14.82
105  15.14  15.19  15.13 15.13 15.07 15.07 14.99  14.96 14.88
106  15.05  15.07  15.05 15.07 15.02 15.02 14.96  14.89 14.87
107  15.05  14.99  15.09 14.98 14.98 15 14.85  14.77 14.79
108  15.15  15.14  15.12 15.12 15.06 15.01 14.98  14.86 14.84
109  15.16  15.19  15.17 15.14 15.07 15.05 15.02  14.88 14.9
110  15.3  15.25  15.24 15.26 15.21 15.22 15.08  15.05 14.97
111  15.21  15.22  15.21 15.21 15.11 15.11 15.08  15.03 14.93
112  15.14  15.17  15.12 15.09 15.07 15 14.98  14.87 14.87
113  15.17  15.12  15.07 15.08 15.12 15.07 15.04  14.92 14.88
114  15.17  15.13  15.15 15.2 15.16 15.06 15.03  14.92 14.91
115  15.2  15.17  15.13 15.16 15.07 15.11 15.05  14.91 14.89
116  15.25  15.24  15.15 15.17 15.09 15.15 15.04  14.95 14.89
117  15.25  15.39  15.22 15.35 15.2 15.22 15.21  15.12 15.01
118  15.39  15.36  15.43 15.34 15.32 15.35 15.28  15.19 15.11
119  15.57  15.49  15.36 15.42 15.39 15.38 15.29  15.25 15.21
120  15.41  15.46  15.41 15.43 15.37 15.36 15.25  15.22 15.14
 
 
 180 
Table A2 continued. 
Distance  00:05  00:15  00:25 00:35 00:45 00:55 01:05  01:15 01:25
121  15.36  15.33  15.37 15.28 15.3 15.26 15.23  15.14 15.02
122  15.27  15.3  15.29 15.27 15.25 15.23 15.17  15.13 15.06
123  15.49  15.49  15.49 15.48 15.44 15.43 15.31  15.25 15.2
124  15.68  15.54  15.59 15.59 15.52 15.49 15.42  15.35 15.26
125  15.54  15.56  15.47 15.5 15.4 15.42 15.36  15.22 15.18
126  15.38  15.37  15.42 15.32 15.31 15.33 15.22  15.1 15.08
127  15.31  15.36  15.31 15.27 15.2 15.24 15.13  15.11 14.96
128  15.47  15.43  15.46 15.41 15.32 15.3 15.28  15.18 15.17
129  15.36  15.34  15.35 15.36 15.3 15.27 15.29  15.12 15.07
130  15.26  15.32  15.31 15.25 15.22 15.27 15.24  15.1 14.97
131  15.32  15.31  15.34 15.32 15.14 15.22 15.17  15.14 15.03
132  15.5  15.46  15.43 15.42 15.4 15.37 15.3  15.21 15.16
133  15.57  15.57  15.52 15.51 15.43 15.4 15.33  15.33 15.22
134  15.37  15.4  15.43 15.46 15.34 15.36 15.23  15.21 15.11
135  15.32  15.32  15.29 15.33 15.25 15.22 15.18  15.09 15.1
136  15.41  15.42  15.41 15.39 15.32 15.23 15.23  15.15 15.06
137  15.47  15.54  15.41 15.47 15.39 15.37 15.29  15.18 15.14
138  15.52  15.48  15.49 15.51 15.45 15.35 15.28  15.23 15.17
139  15.47  15.46  15.42 15.35 15.37 15.34 15.3  15.19 15.2
140  15.39  15.4  15.33 15.34 15.34 15.38 15.19  15.17 15.14
141  15.37  15.46  15.36 15.32 15.29 15.31 15.26  15.14 15.06
142  15.43  15.49  15.47 15.42 15.37 15.42 15.32  15.16 15.19
143  15.48  15.52  15.47 15.39 15.39 15.36 15.28  15.19 15.14
144  15.4  15.42  15.38 15.38 15.35 15.32 15.24  15.13 15.08
145  15.34  15.35  15.29 15.29 15.24 15.31 15.18  15.12 14.99
146  15.28  15.24  15.28 15.22 15.18 15.22 15.17  15.1 15
147  15.34  15.31  15.32 15.28 15.24 15.2 15.16  15.08 15.05
148  15.31  15.4  15.4 15.32 15.27 15.29 15.28  15.14 15.11
149  15.32  15.38  15.37 15.31 15.26 15.26 15.22  15.13 15.06
150  15.25  15.31  15.28 15.23 15.23 15.21 15.12  15.04 15.01
151  15.36  15.31  15.3 15.3 15.26 15.28 15.14  15.12 15.05
152  15.42  15.45  15.34 15.37 15.35 15.35 15.28  15.19 15.2
153  15.41  15.43  15.31 15.38 15.37 15.29 15.18  15.2 15.16
154  15.26  15.27  15.25 15.27 15.2 15.17 15.1  15.01 15.02
155  15.15  15.15  15.1 15.11 15.05 15.03 15.05  14.96 14.88
156  15.33  15.31  15.27 15.27 15.23 15.25 15.09  15.05 14.94
157  15.46  15.44  15.34 15.4 15.33 15.26 15.23  15.16 15.12
158  15.39  15.39  15.29 15.33 15.29 15.23 15.17  15.09 14.98
159  15.36  15.32  15.27 15.28 15.26 15.17 15.14  15.08 15.01
160  15.19  15.19  15.15 15.15 15.1 15.09 15.03  14.86 14.85
 
 
 181 
Table A2 continued. 
Distance  00:05  00:15  00:25 00:35 00:45 00:55 01:05  01:15 01:25
161  15  14.96  14.89 14.92 14.87 14.85 14.83  14.74 14.69
162  14.83  14.76  14.76 14.79 14.76 14.77 14.67  14.57 14.6
163  14.77  14.78  14.68 14.65 14.75 14.68 14.67  14.54 14.51
164  14.73  14.74  14.72 14.73 14.66 14.67 14.65  14.51 14.49
165  14.69  14.7  14.65 14.69 14.63 14.57 14.56  14.48 14.45
166  14.57  14.63  14.59 14.59 14.56 14.6 14.51  14.45 14.4
167  14.65  14.6  14.65 14.62 14.63 14.62 14.54  14.43 14.42
168  14.61  14.67  14.62 14.65 14.61 14.62 14.57  14.47 14.42
169  14.77  14.66  14.71 14.71 14.67 14.66 14.62  14.48 14.45
170  14.85  14.85  14.83 14.83 14.82 14.8 14.81  14.68 14.62
171  14.69  14.75  14.68 14.7 14.68 14.74 14.7  14.58 14.52
172  14.66  14.74  14.67 14.68 14.64 14.64 14.6  14.6 14.51
173  14.65  14.71  14.65 14.71 14.66 14.64 14.57  14.52 14.53
174  14.58  14.57  14.54 14.55 14.5 14.6 14.55  14.45 14.36
175  14.46  14.45  14.42 14.49 14.42 14.52 14.37  14.38 14.35
176  14.48  14.51  14.49 14.53 14.46 14.55 14.48  14.4 14.35
177  14.52  14.58  14.52 14.63 14.59 14.57 14.51  14.55 14.48
178  14.52  14.57  14.56 14.63 14.55 14.58 14.53  14.48 14.48
179  14.53  14.62  14.58 14.57 14.57 14.54 14.5  14.4 14.39
180  14.59  14.58  14.57 14.62 14.6 14.6 14.52  14.46 14.43
181  14.49  14.57  14.51 14.56 14.54 14.55 14.46  14.41 14.42
182  14.48  14.45  14.47 14.52 14.48 14.46 14.45  14.33 14.3
183  14.48  14.52  14.5 14.54 14.49 14.46 14.47  14.4 14.34
184  14.41  14.33  14.36 14.39 14.32 14.42 14.29  14.26 14.23
185  14.19  14.23  14.19 14.21 14.17 14.23 14.15  14.14 14.04
186  14.12  14.09  14.1 14.05 14.09 14.12 14.13  14.05 14.04
187  13.98  14.04  14.05 14.06 13.99 14.01 14.06  14.03 14.02
188  14.2  14.18  14.25 14.15 14.16 14.18 14.15  14.15 14.14
189  14.08  14.12  14.11 14.12 14.06 14.04 14.12  14.07 14.07
190  14.11  14.13  14.14 14.09 14.14 14.13 14.11  14.08 14.03
191  14.26  14.27  14.23 14.22 14.29 14.33 14.21  14.2 14.19
192  14.31  14.38  14.34 14.36 14.35 14.36 14.27  14.26 14.24
193  14.32  14.35  14.3 14.37 14.33 14.39 14.33  14.34 14.25
194  14.23  14.22  14.26 14.25 14.24 14.24 14.23  14.21 14.12
195  14.16  14.17  14.15 14.26 14.23 14.24 14.16  14.17 14.2
196  14.15  14.23  14.26 14.24 14.2 14.17 14.24  14.18 14.16
197  14.25  14.31  14.26 14.32 14.33 14.32 14.33  14.25 14.2
198  14.34  14.4  14.37 14.38 14.41 14.47 14.41  14.35 14.31
199  14.41  14.43  14.34 14.37 14.38 14.41 14.36  14.39 14.36
200  14.39  14.43  14.34 14.4 14.38 14.39 14.32  14.32 14.27
 
 
 182 
Table A2 continued. 
Distance  00:05  00:15  00:25 00:35 00:45 00:55 01:05  01:15 01:25
201  14.44  14.45  14.4 14.48 14.43 14.43 14.43  14.34 14.36
202  14.46  14.41  14.4 14.4 14.41 14.45 14.48  14.35 14.4
203  14.41  14.41  14.4 14.39 14.41 14.39 14.43  14.37 14.33
204  14.36  14.35  14.37 14.38 14.38 14.42 14.36  14.29 14.35
205  14.39  14.39  14.39 14.37 14.39 14.4 14.34  14.36 14.32
206  14.39  14.45  14.43 14.44 14.39 14.43 14.4  14.4 14.32
207  14.32  14.37  14.37 14.38 14.39 14.32 14.37  14.25 14.27
208  14.38  14.34  14.41 14.38 14.33 14.39 14.38  14.34 14.28
209  14.43  14.52  14.47 14.49 14.5 14.5 14.49  14.45 14.42
210  14.53  14.51  14.56 14.58 14.5 14.53 14.51  14.45 14.4
211  14.48  14.43  14.5 14.5 14.46 14.52 14.42  14.42 14.41
212  14.55  14.53  14.5 14.47 14.52 14.55 14.57  14.45 14.45
213  14.51  14.52  14.52 14.56 14.5 14.46 14.47  14.43 14.42
214  14.4  14.42  14.47 14.42 14.36 14.49 14.46  14.41 14.44
215  14.35  14.39  14.39 14.47 14.4 14.44 14.4  14.45 14.32
216  14.52  14.43  14.44 14.5 14.44 14.44 14.45  14.47 14.46
217  14.41  14.41  14.43 14.47 14.45 14.42 14.47  14.45 14.44
218  14.4  14.52  14.44 14.5 14.45 14.45 14.48  14.42 14.4
219  14.66  14.66  14.72 14.67 14.75 14.68 14.74  14.67 14.65
220  14.88  14.84  14.86 14.95 14.92 14.94 14.89  14.86 14.85
221  14.94  14.98  14.9 15.01 15 14.95 14.98  14.95 14.88
222  14.97  15.05  15.02 15 14.95 15 15.02  14.96 14.93
223  15  15.01  15.07 15.06 15.09 15.04 15.01  15.06 14.92
224  14.97  15.02  14.98 14.97 14.96 14.97 14.98  14.97 14.94
225  14.82  14.84  14.82 14.82 14.83 14.86 14.86  14.76 14.77
226  14.84  14.86  14.83 14.88 14.79 14.86 14.84  14.86 14.81
227  14.93  14.96  15.02 14.99 14.95 15.01 14.96  14.98 14.87
228  14.99  15.01  15.01 14.98 15.02 15.03 15.05  14.99 14.98
229  15.03  14.96  14.97 14.93 14.99 15 14.99  14.94 14.95
230  14.96  15.08  15.06 15.02 14.97 15.01 15.02  14.96 14.98
231  15.04  15.14  15.1 15.15 15.09 15.17 15.14  15.06 15.12
232  15.2  15.13  15.2 15.15 15.12 15.16 15.15  15.16 15.2
233  15.19  15.26  15.24 15.13 15.16 15.18 15.17  15.16 15.15
234  15.09  15.2  15.15 15.08 15.11 15.2 15.16  15.21 15.09
235  15.1  15.25  15.17 15.14 15.16 15.13 15.17  15.07 15.15
236  15.14  15.21  15.16 15.18 15.19 15.14 15.21  15.16 15.13
237  15.18  15.15  15.14 15.17 15.23 15.17 15.15  15.16 15.15
238  15.17  15.21  15.19 15.18 15.2 15.22 15.16  15.15 15.1
239  15.16  15.17  15.14 15.18 15.13 15.12 15.21  15.07 15.09
240  14.97  15.04  15.03 15.07 15 15.06 14.98  15.05 14.99
 
 
 183 
Table A2 continued. 
Distance  00:05  00:15  00:25 00:35 00:45 00:55 01:05  01:15 01:25
241  14.95  14.95  14.99 14.94 14.9 14.99 14.97  14.93 14.9
242  14.94  14.95  14.89 14.95 14.94 14.96 14.94  14.92 14.93
243  15.01  15.01  15.01 15.03 15.02 14.93 14.98  14.99 15.03
244  14.97  15.02  15 15.03 15.04 14.96 15.03  14.99 14.99
245  14.9  14.95  14.92 14.98 14.92 14.98 14.93  14.86 14.88
246  15.08  15.07  15.1 15.05 15.03 15.08 15.01  14.99 14.98
247  15.19  15.21  15.19 15.22 15.2 15.24 15.19  15.23 15.21
248  15.23  15.24  15.24 15.19 15.19 15.23 15.25  15.22 15.2
249  15.25  15.14  15.11 15.19 15.17 15.25 15.19  15.2 15.14
250  15.17  15.22  15.18 15.19 15.15 15.2 15.18  15.12 15.11
251  15.25  15.26  15.3 15.29 15.25 15.26 15.23  15.15 15.22
252  15.37  15.33  15.32 15.32 15.31 15.35 15.27  15.28 15.22
253  15.2  15.18  15.15 15.14 15.2 15.23 15.19  15.24 15.14
254  15.17  15.18  15.17 15.14 15.23 15.14 15.23  15.17 15.1
255  15.18  15.21  15.15 15.18 15.19 15.15 15.18  15.15 15.17
256  15.12  15.09  15.03 15.02 15.11 15.11 15.04  15.06 15.05
257  15.08  15.06  15 15.04 15.05 15.08 15  15.05 15.05
258  15.16  15.03  15.08 15.04 15.03 15.11 15.1  15.09 15.05
259  15.07  15.07  15.03 14.99 14.94 15.03 15.04  15 15
260  15.02  15  15.02 14.99 15.01 14.99 15.01  14.97 14.93
261  15.03  15.02  15.06 15.08 15.02 15.07 15.06  15.05 15.04
262  15.13  15.11  15.15 15.13 15.13 15.12 15.16  15.12 15.03
263  15.1  15.1  15.16 15.15 15.1 15.13 15.15  15.1 15.09
264  15.11  15.13  15.12 15.16 15.13 15.19 15.1  15.08 15.06
265  15.1  15.14  15.02 15.1 15.08 15.08 15.11  14.98 15
266  15.05  15.06  15.04 15.05 15.05 15.02 15.09  14.93 14.97
267  15.04  15.11  15.04 15.02 15.01 15.11 15.03  15.05 15
268  15.02  15.12  15.06 15.11 15.09 15.1 15  15.09 15.06
269  15.06  15.06  15.05 15.08 15.07 15.1 15  15.03 15.01
270  15.04  15.05  15.03 15.03 14.99 14.98 15.01  15.01 14.98
271  15  15.08  15.06 15.04 15 14.98 15.02  14.94 14.99
272  14.99  14.92  14.99 14.96 15.02 15.09 15.01  14.96 14.94
273  15.03  15.01  15.11 15.09 14.99 15.07 15  14.97 14.97
274  15.09  15.14  15.12 15.14 15.11 15.13 15.02  15.05 15.05
275  15.14  15.18  15.21 15.21 15.14 15.2 15.1  15.14 15.14
276  15.23  15.26  15.32 15.33 15.24 15.23 15.22  15.27 15.23
277  15.38  15.34  15.3 15.39 15.31 15.3 15.33  15.28 15.29
278  15.42  15.42  15.46 15.43 15.38 15.46 15.47  15.38 15.35
279  15.33  15.35  15.3 15.27 15.36 15.4 15.39  15.26 15.21
280  15.25  15.25  15.2 15.28 15.25 15.24 15.24  15.15 15.23
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Table A2 continued. 
Distance  00:05  00:15  00:25 00:35 00:45 00:55 01:05  01:15 01:25
281  15.34  15.32  15.34 15.39 15.29 15.39 15.32  15.28 15.28
282  15.48  15.48  15.5 15.5 15.41 15.52 15.39  15.49 15.44
283  15.52  15.55  15.49 15.44 15.51 15.5 15.48  15.4 15.37
284  15.31  15.31  15.34 15.29 15.29 15.26 15.24  15.25 15.2
285  14.96  15.08  15.01 15.01 14.93 14.99 15.02  15.02 14.96
286  11.44  11.5  11.38 11.49 11.42 11.48 11.45  11.5 11.44
287  6.64  6.64  6.57 6.57 6.61 6.67 6.68  6.65 6.66
288  5.57  5.58  5.59 5.6 5.63 5.63 5.69  5.63 5.67
289  5.96  5.93  5.95 5.92 5.92 5.96 5.95  5.88 5.94
290  6.56  6.54  6.52 6.47 6.48 6.44 6.48  6.39 6.44
291  4.82  4.78  4.75 4.79 4.75 4.81 4.78  4.77 4.73
292  3.79  3.82  3.8 3.74 3.82 3.75 3.82  3.78 3.82
293  4.28  4.34  4.37 4.3 4.33 4.26 4.21  4.18 4.22
294  4.44  4.47  4.42 4.39 4.42 4.46 4.39  4.36 4.28
295  3.81  3.84  3.84 3.8 3.77 3.8 3.81  3.81 3.85
296  2.92  2.95  2.91 2.95 2.96 3 2.97  2.98 2.95
297  3.27  3.27  3.17 3.19 3.19 3.24 3.18  3.16 3.22
298  3.31  3.2  3.22 3.23 3.23 3.23 3.19  3.21 3.22
299  3.13  3.12  3.09 3.11 3.05 3.08 3.13  3.03 3.04
300  3.23  3.21  3.22 3.25 3.2 3.22 3.11  3.22 3.18
301  3.67  3.72  3.66 3.69 3.64 3.65 3.6  3.61 3.56
302  3.59  3.54  3.5 3.49 3.48 3.51 3.48  3.45 3.47
303  3.42  3.45  3.36 3.42 3.35 3.31 3.37  3.34 3.35
304  3.27  3.35  3.27 3.27 3.28 3.31 3.25  3.2 3.19
305  3.32  3.39  3.36 3.4 3.31 3.32 3.31  3.33 3.27
306  3.58  3.54  3.52 3.55 3.54 3.47 3.52  3.53 3.52
307  3.38  3.32  3.37 3.41 3.31 3.33 3.34  3.38 3.3
308  3.66  3.53  3.65 3.63 3.53 3.58 3.56  3.56 3.55
309  3.73  3.7  3.65 3.71 3.7 3.65 3.62  3.63 3.62
310  3.47  3.5  3.43 3.49 3.46 3.5 3.47  3.44 3.47
311  3.44  3.47  3.39 3.48 3.42 3.45 3.39  3.47 3.4
312  3.92  3.92  3.84 3.9 3.85 3.83 3.86  3.87 3.81
313  4.33  4.34  4.29 4.28 4.26 4.2 4.22  4.16 4.19
314  3.59  3.57  3.62 3.56 3.5 3.58 3.52  3.51 3.51
315  2.77  2.75  2.79 2.78 2.77 2.75 2.74  2.79 2.74
316  2.87  2.94  2.9 2.9 2.94 2.96 2.92  2.99 3
317  3.71  3.76  3.67 3.7 3.78 3.75 3.78  3.81 3.73
318  11.13  11.16  11.11 11.15 11.05 11.14 11.18  11.16 11.13
319  10.74  10.71  10.53 10.69 10.68 10.66 10.58  10.65 10.64
320  ‐0.49  ‐0.52  ‐0.64 ‐0.66 ‐0.49 ‐0.75 ‐0.55  ‐0.51 ‐0.39
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Table A3. Example of DTS temperature data collected at Site #3 on July 5, 2012. 
Distance  00:10  00:30  00:50 '01:10 01:30 01:50 02:10  02:30 02:50
1  0.27  0.27  0.27 0.27 0.27 0.27 0.27  0.27 0.27
2  1.0146  1.0146  1.0146 1.0146 1.0146 1.0146 1.0146  1.0146 1.0146
3  18.27  17.99  17.69 17.33 17.1 16.85 16.59  16.33 16.33
4  17.77  17.5  17.19 16.85 16.64 16.3 16.2  15.94 15.94
5  16.25  15.92  15.77 15.54 15.23 14.73 14.83  14.54 14.54
6  14.84  14.46  14.37 14.1 13.76 13.3 13.36  13.15 13.15
7  14.03  13.55  13.45 13.21 12.92 12.57 12.52  12.32 12.32
8  14.25  13.95  13.79 13.65 13.3 13.15 13.01  12.79 12.79
9  14.43  14.21  14.1 14.01 13.67 13.52 13.35  13.26 13.26
10  14.3  14.11  13.97 13.85 13.57 13.51 13.37  13.24 13.24
11  14.28  14.17  13.94 13.83 13.63 13.57 13.36  13.29 13.29
12  14.36  14.12  14.03 13.9 13.76 13.73 13.46  13.38 13.38
13  14.45  14.17  14.09 13.99 13.78 13.82 13.58  13.46 13.46
14  14.44  14.26  14.03 13.97 13.73 13.7 13.62  13.4 13.4
15  14.38  14.22  14.03 13.87 13.8 13.58 13.57  13.46 13.46
16  14.4  14.25  14.06 13.88 13.82 13.71 13.5  13.48 13.48
17  14.36  14.19  14.07 13.88 13.75 13.74 13.56  13.36 13.36
18  14.34  14.19  14.02 13.82 13.82 13.76 13.55  13.41 13.41
19  14.42  14.17  13.96 13.85 13.85 13.71 13.45  13.32 13.32
20  14.32  14.1  13.96 13.86 13.78 13.74 13.49  13.32 13.32
21  14.24  14.15  14.01 13.92 13.64 13.64 13.59  13.36 13.36
22  14.29  14.18  14.05 14 13.65 13.66 13.49  13.37 13.37
23  14.32  14.19  14 14.04 13.67 13.62 13.46  13.33 13.33
24  14.3  14.22  14.07 14.01 13.76 13.65 13.54  13.31 13.31
25  14.42  14.28  14.07 14.03 13.95 13.76 13.71  13.48 13.48
26  14.43  14.25  14.06 14.03 13.89 13.72 13.74  13.46 13.46
27  14.51  14.32  14.1 14.04 13.93 13.79 13.75  13.48 13.48
28  14.47  14.35  14.14 14.07 13.96 13.75 13.69  13.55 13.55
29  14.42  14.25  14.1 14.01 13.89 13.75 13.65  13.55 13.55
30  14.43  14.28  14.13 13.96 13.84 13.73 13.62  13.44 13.44
31  14.45  14.32  14.15 13.95 13.92 13.72 13.58  13.44 13.44
32  14.51  14.35  14.09 14.06 13.91 13.82 13.59  13.54 13.54
33  14.49  14.36  14.12 14.09 13.98 13.76 13.61  13.54 13.54
34  14.46  14.39  14.21 14.11 13.93 13.78 13.7  13.64 13.64
35  14.5  14.35  14.2 14.1 13.98 13.91 13.8  13.64 13.64
36  14.46  14.34  14.16 14.11 13.95 13.92 13.77  13.66 13.66
37  14.46  14.33  14.29 14.13 13.89 13.95 13.77  13.68 13.68
38  14.5  14.41  14.31 14.21 13.9 13.97 13.83  13.64 13.64
39  14.58  14.42  14.32 14.23 14.02 14.06 13.88  13.73 13.73
40  14.53  14.33  14.23 14.15 14 13.96 13.71  13.71 13.71
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Table A3 continued. 
Distance  00:10  00:30  00:50 '01:10 01:30 01:50 02:10  02:30 02:50
41  14.55  14.33  14.23 14.08 14 13.94 13.76  13.64 13.64
42  14.52  14.41  14.23 14.15 14.02 14.06 13.79  13.63 13.63
43  14.55  14.42  14.31 14.32 14.08 14.06 13.87  13.69 13.69
44  14.67  14.4  14.35 14.34 14.19 14 13.92  13.67 13.67
45  14.68  14.45  14.27 14.34 14.03 13.99 13.91  13.67 13.67
46  14.72  14.45  14.33 14.27 14.08 14.01 13.87  13.76 13.76
47  14.69  14.48  14.45 14.24 14.1 14.02 13.87  13.76 13.76
48  14.62  14.5  14.35 14.2 14.06 13.97 13.81  13.66 13.66
49  14.6  14.5  14.38 14.23 14.06 13.98 13.86  13.67 13.67
50  14.69  14.52  14.4 14.32 14.09 14.06 13.93  13.74 13.74
51  14.67  14.31  14.29 14.25 13.99 13.89 13.79  13.67 13.67
52  14.97  14.5  14.59 14.44 14.15 14.07 14  13.82 13.82
53  15.38  14.95  15.05 14.85 14.52 14.54 14.49  14.35 14.35
54  15.57  15.23  15.25 15.06 14.91 14.95 14.81  14.76 14.76
55  15.52  15.43  15.3 15.26 15.14 15.13 15.03  14.97 14.97
56  15.34  15.23  15.02 15.06 14.91 14.85 14.76  14.74 14.74
57  15.23  15.13  15.03 14.99 14.75 14.85 14.7  14.63 14.63
58  15.19  15.02  14.98 14.87 14.72 14.8 14.77  14.54 14.54
59  15  15.01  14.81 14.74 14.72 14.77 14.72  14.49 14.49
60  14.99  14.99  14.64 14.78 14.77 14.74 14.69  14.58 14.58
61  14.99  14.84  14.71 14.7 14.67 14.67 14.65  14.46 14.46
62  14.92  14.74  14.83 14.7 14.69 14.7 14.72  14.42 14.42
63  14.9  14.74  14.9 14.75 14.74 14.78 14.64  14.59 14.59
64  14.97  14.81  14.83 14.78 14.76 14.78 14.64  14.62 14.62
65  14.89  14.75  14.77 14.67 14.66 14.67 14.62  14.57 14.57
66  14.61  14.67  14.61 14.57 14.47 14.53 14.49  14.33 14.33
67  14.46  14.42  14.37 14.46 14.31 14.35 14.36  14.2 14.2
68  14.36  14.21  14.22 14.26 14.16 14.15 14.21  14.11 14.11
69  14.31  14.23  14.26 14.25 14.15 14.28 14.18  14.13 14.13
70  14.37  14.32  14.34 14.29 14.33 14.38 14.22  14.2 14.2
71  14.53  14.35  14.41 14.33 14.38 14.3 14.32  14.23 14.23
72  14.57  14.4  14.46 14.45 14.3 14.36 14.3  14.28 14.28
73  14.47  14.29  14.34 14.29 14.2 14.22 14.22  14.17 14.17
74  14.46  14.3  14.3 14.28 14.22 14.24 14.23  14.09 14.09
75  14.47  14.39  14.27 14.34 14.28 14.3 14.36  14.07 14.07
76  14.51  14.46  14.45 14.42 14.33 14.41 14.37  14.24 14.24
77  14.41  14.33  14.43 14.33 14.23 14.37 14.22  14.24 14.24
78  14.44  14.42  14.43 14.3 14.33 14.33 14.24  14.27 14.27
79  14.68  14.65  14.61 14.5 14.55 14.51 14.47  14.37 14.37
80  14.66  14.67  14.62 14.56 14.58 14.55 14.52  14.45 14.45
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Table A3 continued. 
Distance  00:10  00:30  00:50 '01:10 01:30 01:50 02:10  02:30 02:50
81  14.75  14.67  14.71 14.6 14.68 14.72 14.6  14.61 14.61
82  14.8  14.74  14.72 14.74 14.73 14.71 14.73  14.6 14.6
83  14.9  14.85  14.78 14.78 14.87 14.7 14.77  14.68 14.68
84  14.92  14.84  14.74 14.74 14.78 14.71 14.7  14.66 14.66
85  14.66  14.56  14.52 14.56 14.53 14.47 14.58  14.45 14.45
86  14.4  14.32  14.42 14.34 14.42 14.29 14.33  14.26 14.26
87  14.36  14.23  14.2 14.13 14.23 14.2 14.1  14.16 14.16
88  14.27  14.19  14.1 14.06 14.11 14.19 14.01  14.03 14.03
89  14.43  14.41  14.32 14.3 14.32 14.44 14.28  14.25 14.25
90  14.7  14.7  14.64 14.63 14.53 14.71 14.51  14.47 14.47
91  14.83  14.85  14.73 14.75 14.48 14.69 14.61  14.52 14.52
92  14.78  14.65  14.58 14.63 14.5 14.65 14.6  14.49 14.49
93  14.78  14.67  14.6 14.69 14.58 14.74 14.59  14.56 14.56
94  14.92  14.87  14.86 14.85 14.76 14.85 14.73  14.7 14.7
95  14.95  14.81  14.81 14.84 14.73 14.87 14.7  14.66 14.66
96  14.84  14.77  14.77 14.63 14.63 14.69 14.68  14.68 14.68
97  14.88  14.97  14.83 14.71 14.69 14.81 14.72  14.73 14.73
98  15.1  15.01  14.97 14.9 14.87 14.92 14.83  14.85 14.85
99  15.16  15.11  14.98 14.94 14.96 14.95 14.89  14.91 14.91
100  15.11  15.01  14.91 14.92 14.91 14.92 14.87  14.72 14.72
101  14.93  15.01  14.89 14.82 14.8 14.8 14.78  14.61 14.61
102  14.84  14.9  14.76 14.76 14.67 14.78 14.69  14.63 14.63
103  14.74  14.75  14.65 14.67 14.54 14.65 14.54  14.52 14.52
104  14.62  14.6  14.57 14.51 14.48 14.46 14.35  14.33 14.33
105  14.62  14.59  14.55 14.55 14.52 14.51 14.38  14.31 14.31
106  14.64  14.63  14.51 14.58 14.46 14.56 14.43  14.43 14.43
107  14.68  14.7  14.63 14.65 14.52 14.61 14.57  14.59 14.59
108  14.8  14.72  14.81 14.74 14.65 14.75 14.67  14.59 14.59
109  14.86  14.73  14.78 14.68 14.63 14.8 14.71  14.55 14.55
110  14.83  14.71  14.74 14.84 14.65 14.76 14.59  14.56 14.56
111  14.79  14.72  14.69 14.76 14.7 14.7 14.64  14.6 14.6
112  14.78  14.75  14.66 14.61 14.7 14.69 14.57  14.59 14.59
113  14.76  14.75  14.64 14.58 14.62 14.64 14.48  14.49 14.49
114  14.48  14.48  14.45 14.39 14.35 14.42 14.3  14.28 14.28
115  14.29  14.31  14.34 14.35 14.31 14.28 14.19  14.17 14.17
116  14.38  14.29  14.34 14.35 14.29 14.32 14.26  14.25 14.25
117  14.45  14.35  14.46 14.44 14.31 14.41 14.3  14.27 14.27
118  14.57  14.42  14.45 14.46 14.41 14.48 14.32  14.23 14.23
119  14.65  14.58  14.5 14.51 14.46 14.45 14.29  14.22 14.22
120  14.86  14.64  14.6 14.62 14.58 14.6 14.51  14.48 14.48
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Table A3 continued. 
Distance  00:10  00:30  00:50 '01:10 01:30 01:50 02:10  02:30 02:50
121  14.98  14.83  14.78 14.81 14.72 14.81 14.83  14.56 14.56
122  15.11  15.06  14.9 15 14.87 14.9 14.86  14.71 14.71
123  15.05  15.11  14.96 14.97 14.93 14.93 14.86  14.7 14.7
124  15.03  15.03  14.93 14.9 14.83 14.8 14.8  14.67 14.67
125  14.92  14.92  14.85 14.79 14.74 14.84 14.65  14.6 14.6
126  14.79  14.83  14.65 14.68 14.64 14.67 14.59  14.62 14.62
127  14.75  14.72  14.69 14.75 14.54 14.56 14.58  14.45 14.45
128  14.73  14.52  14.6 14.56 14.46 14.51 14.51  14.34 14.34
129  14.58  14.44  14.48 14.3 14.4 14.39 14.42  14.34 14.34
130  14.45  14.38  14.42 14.32 14.33 14.37 14.34  14.18 14.18
131  14.35  14.29  14.29 14.26 14.15 14.27 14.16  14.03 14.03
132  14.2  14.25  14.16 14.22 14.03 14.19 14.04  13.97 13.97
133  14.15  14.09  14.02 14.13 13.96 14.03 13.97  13.85 13.85
134  13.97  13.93  13.85 13.89 13.76 13.84 13.78  13.66 13.66
135  14.01  13.97  13.95 13.9 13.82 13.93 13.87  13.77 13.77
136  14.25  14.17  14.21 14.13 14.09 14.14 14  14.03 14.03
137  14.17  14.18  14.09 14.13 14.11 14.16 14.02  14.03 14.03
138  14.03  14.06  13.89 14.11 14.06 14.04 13.9  13.87 13.87
139  14.12  14.14  13.94 14.08 14.06 14.01 13.87  13.83 13.83
140  14.17  14.17  14.15 14.14 14.02 13.96 13.98  14.03 14.03
141  14.24  14.18  14.19 14.25 14.09 14.12 14.11  13.99 13.99
142  14.3  14.27  14.29 14.27 14.25 14.18 14.14  13.96 13.96
143  14.46  14.46  14.41 14.38 14.34 14.32 14.3  14.17 14.17
144  14.56  14.5  14.41 14.43 14.4 14.38 14.39  14.27 14.27
145  14.62  14.54  14.48 14.51 14.45 14.53 14.4  14.36 14.36
146  14.72  14.72  14.59 14.6 14.51 14.67 14.45  14.39 14.39
147  14.55  14.61  14.47 14.54 14.43 14.48 14.37  14.31 14.31
148  14.28  14.22  14.21 14.22 14.19 14.1 14.11  14.06 14.06
149  14.12  14.05  14.07 13.97 14 14.04 14.01  13.97 13.97
150  14.07  14.08  14.08 14 13.94 14.15 13.95  13.95 13.95
151  14.08  14.1  14.04 14.04 14 14.04 13.98  13.9 13.9
152  14.08  14.01  13.99 13.95 13.93 13.95 13.91  13.85 13.85
153  14.24  14.11  14.22 14.12 14.11 14.07 14.02  13.9 13.9
154  14.28  14.26  14.2 14.19 14.14 14.13 14.04  13.93 13.93
155  14.26  14.19  14.1 14.2 14.21 14.16 14.08  14.02 14.02
156  14.34  14.2  14.14 14.18 14.2 14.16 14.11  14.07 14.07
157  14.33  14.25  14.16 14.21 14.24 14.19 14.14  14.13 14.13
158  14.46  14.45  14.35 14.31 14.28 14.29 14.26  14.22 14.22
159  14.29  14.23  14.26 14.25 14.03 14.17 14.06  14.09 14.09
160  14.16  14.12  14.16 14.2 13.98 14.09 14.06  13.98 13.98
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Table A3 continued. 
Distance  00:10  00:30  00:50 '01:10 01:30 01:50 02:10  02:30 02:50
161  14.32  14.21  14.23 14.26 14.16 14.1 14.21  14.14 14.14
162  14.08  14.17  14.02 14.09 13.88 13.97 14.05  13.95 13.95
163  13.51  13.6  13.47 13.52 13.37 13.55 13.49  13.32 13.32
164  13.29  13.3  13.24 13.28 13.24 13.29 13.17  13.16 13.16
165  13.61  13.46  13.48 13.42 13.43 13.53 13.5  13.37 13.37
166  13.92  13.77  13.7 13.67 13.64 13.79 13.73  13.56 13.56
167  13.64  13.55  13.55 13.57 13.59 13.59 13.52  13.44 13.44
168  13.52  13.42  13.4 13.44 13.44 13.42 13.34  13.35 13.35
169  13.67  13.57  13.59 13.57 13.52 13.57 13.53  13.56 13.56
170  13.89  13.79  13.77 13.75 13.78 13.74 13.73  13.72 13.72
171  13.92  13.84  13.91 13.78 13.76 13.81 13.72  13.67 13.67
172  13.85  13.87  13.84 13.78 13.79 13.8 13.6  13.68 13.68
173  14.1  14.15  14.05 14.08 14.01 14.02 13.85  13.92 13.92
174  14.35  14.32  14.09 14.21 14.14 14.14 14.03  13.97 13.97
175  14.45  14.38  14.33 14.33 14.25 14.31 14.16  14.01 14.01
176  14.44  14.38  14.37 14.43 14.32 14.32 14.25  14.19 14.19
177  14.53  14.48  14.36 14.39 14.28 14.29 14.32  14.23 14.23
178  14.46  14.47  14.37 14.38 14.25 14.25 14.21  14.2 14.2
179  14.5  14.38  14.34 14.39 14.28 14.24 14.23  14.22 14.22
180  14.52  14.4  14.33 14.31 14.25 14.36 14.21  14.22 14.22
181  14.57  14.55  14.48 14.5 14.31 14.48 14.4  14.17 14.17
182  14.54  14.5  14.49 14.46 14.36 14.49 14.42  14.19 14.19
183  14.46  14.5  14.42 14.43 14.3 14.44 14.36  14.29 14.29
184  14.61  14.57  14.5 14.49 14.44 14.53 14.5  14.42 14.42
185  14.68  14.7  14.61 14.52 14.43 14.61 14.6  14.34 14.34
186  14.61  14.58  14.53 14.52 14.36 14.54 14.5  14.28 14.28
187  14.79  14.61  14.63 14.63 14.55 14.67 14.54  14.54 14.54
188  15.07  14.9  14.92 14.94 14.9 14.94 14.9  14.88 14.88
189  15.14  15.06  15.05 15.09 15.09 15 15.03  14.92 14.92
190  14.88  14.8  14.85 14.86 14.77 14.8 14.69  14.64 14.64
191  14.63  14.59  14.6 14.63 14.56 14.59 14.54  14.43 14.43
192  14.71  14.66  14.7 14.64 14.55 14.63 14.66  14.42 14.42
193  14.61  14.59  14.62 14.55 14.44 14.47 14.55  14.32 14.32
194  14.46  14.53  14.42 14.43 14.36 14.43 14.39  14.2 14.2
195  14.4  14.47  14.33 14.28 14.29 14.33 14.28  14.13 14.13
196  14.49  14.46  14.33 14.35 14.23 14.37 14.24  14.17 14.17
197  14.61  14.56  14.47 14.42 14.37 14.43 14.32  14.21 14.21
198  14.58  14.43  14.36 14.4 14.33 14.36 14.32  14.25 14.25
199  14.69  14.58  14.49 14.54 14.41 14.55 14.47  14.44 14.44
200  14.79  14.77  14.71 14.61 14.52 14.58 14.58  14.48 14.48
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Table A3 continued. 
Distance  00:10  00:30  00:50 01:10 01:30 01:50 02:10  02:30 02:50
201  14.77  14.71  14.74 14.65 14.62 14.54 14.67  14.41 14.41
202  14.78  14.65  14.63 14.57 14.63 14.54 14.55  14.4 14.4
203  14.78  14.64  14.64 14.56 14.47 14.52 14.49  14.49 14.49
204  14.82  14.7  14.65 14.64 14.52 14.63 14.56  14.47 14.47
205  14.74  14.7  14.64 14.58 14.5 14.64 14.56  14.45 14.45
206  14.8  14.61  14.66 14.59 14.53 14.6 14.58  14.48 14.48
207  14.9  14.77  14.74 14.75 14.65 14.69 14.65  14.58 14.58
208  14.99  14.88  14.9 14.84 14.73 14.81 14.74  14.67 14.67
209  15.02  14.99  14.94 14.88 14.82 14.9 14.8  14.76 14.76
210  15.01  15.04  14.9 14.89 14.8 14.88 14.85  14.77 14.77
211  15.06  15  14.95 14.96 14.89 14.89 14.88  14.74 14.74
212  15  14.98  14.95 14.95 14.91 14.88 14.89  14.78 14.78
213  15.01  14.97  14.91 14.92 14.87 14.85 14.86  14.75 14.75
214  15.02  14.97  15 14.87 14.88 14.9 14.84  14.74 14.74
215  15.15  15.02  15.08 15.01 15.02 15 14.96  14.87 14.87
216  15.23  15.07  15.13 15.15 15.03 15.12 14.94  14.99 14.99
217  15.17  15.09  15.12 15.02 14.95 15.08 14.97  14.97 14.97
218  15.14  15  14.97 14.93 14.87 15 14.92  14.9 14.9
219  15.16  14.87  14.91 14.99 14.88 14.93 14.89  14.92 14.92
220  15.04  14.87  14.97 14.97 14.98 14.9 14.83  14.83 14.83
221  14.81  14.72  14.75 14.69 14.72 14.69 14.61  14.59 14.59
222  14.57  14.54  14.48 14.48 14.45 14.48 14.46  14.37 14.37
223  14.51  14.46  14.46 14.47 14.46 14.46 14.37  14.4 14.4
224  14.41  14.39  14.44 14.37 14.36 14.42 14.32  14.24 14.24
225  14.33  14.31  14.29 14.26 14.18 14.29 14.19  14.08 14.08
226  14.18  14.17  14.11 14.09 14.02 14.19 14.05  14 14
227  14.04  13.99  13.99 13.93 13.86 14.1 13.92  13.93 13.93
228  13.98  13.96  13.96 13.93 13.85 14.04 13.98  13.85 13.85
229  13.94  13.99  13.8 13.88 13.83 13.9 13.83  13.77 13.77
230  13.75  13.79  13.62 13.69 13.66 13.75 13.67  13.54 13.54
231  13.67  13.64  13.56 13.51 13.51 13.69 13.59  13.48 13.48
232  13.68  13.65  13.57 13.57 13.61 13.57 13.61  13.52 13.52
233  13.68  13.67  13.57 13.69 13.63 13.69 13.67  13.5 13.5
234  13.65  13.54  13.52 13.58 13.51 13.67 13.58  13.42 13.42
235  13.53  13.44  13.4 13.42 13.42 13.52 13.48  13.43 13.43
236  13.47  13.4  13.3 13.42 13.41 13.37 13.42  13.39 13.39
237  13.52  13.59  13.42 13.57 13.45 13.46 13.52  13.47 13.47
238  13.63  13.74  13.56 13.67 13.66 13.58 13.62  13.57 13.57
239  13.85  13.81  13.72 13.74 13.77 13.75 13.77  13.72 13.72
240  13.94  13.93  13.76 13.91 13.84 13.85 13.79  13.84 13.84
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