Understanding the effect of a heuristic on the time complexity of the well-known A * search algorithm has been a subject of a large research body in AI. Among those researches is Korf et al.'s analysis (Korf & Reid, 1998; Korf et al., 2001; Korf, 2000a; Korf, 2000b) , which concluded that the effect of a heuristic is to reduce the effective depth rather than effective branching factor. Since this conclusion conflicts with both previous analysis and recent analysis by other authors, we try to investigate the causes of such contradictions and finally find out that Korf et al.'s analysis has many serious flaws from which their main conclusion was drawn.
Introduction
The classical A * search (Hart et al., 1968) has been a central heuristic search algorithm in Artificial Intelligence. It has been widely believed in the literature that performance of A * depends primarily on the quality of the heuristic, often characterized by the heuristic's accuracy. The effect of such accuracy guarantee on the time complexity of A * has been studied for single-solution tree model (Gaschnig, 1979; Pohl, 1977; Pearl, 1984; Nam Huyn, 1980) . These previous analysis suggested that the effect of heuristic functions would reduce the effective branching factor of the search.
Arguing that such heuristic accuracy is hard to determined and that the single-solution model does not apply to real problems, Korf et al.(Korf & Reid, 1998; Korf et al., 2001; Korf, 2000a; Korf, 2000b ) studied the time complexity on multiple-solution spaces in terms of structural properties of heuristic h, using a trivial method based on the distribution of h(·) values. Following their analysis, Korf et al. made the main conclusion opposite to the previous work's suggestion, i.e., the effect of the heuristic function is to reduce the effective depth of the search, rather than the effective branching factor. This main conclusion in (Korf & Reid, 1998; Korf et al., 2001; Korf, 2000a; Korf, 2000b ) also generally clashes with a recent rigorous result on time complexity of A * search on multiple-solution model (Dinh et al., 2007) , motivating us to scrutinize their analysis. Interestingly, Korf et al.'s analysis turns out to be just a mess full of silly but serious flaws, although it has been accepted in prestigious AAAI conferences and AI journal for a decade.
The main purpose of this note is to point out those serious flaws in Korf et al.'s analysis, which lead to a wrong conclusion on the effect of the heuristic. We hope that researchers on A * search should not be fooled by that wrong conclusion and still enjoy discovering good heuristics.
Background
Before discussing the flaws in Korf et al.'s analysis, we would like to review minimal basic backgrounds on the A * algorithm as well as Korf et al.'s work.
The search space for A * is usually modeled by a rooted tree whose edge (u, v) is assigned some positive cost k (u, v) . Some nodes in the tree are marked as solutions. For each node v on the tree, let g(v) denote the total cost of edges on the path from root to v, and let h * (v) denote the cheapest cost to reach a solution from v. Since it is usually hard to compute h * exactly, people choose to estimate it by a nonnegative-value function h, called heuristic function. Equipped with a heuristic h, the A * algorithm uses the best-first search strategy employing an additive evaluation function
Fact 1. Any consistent heuristic is admissible.
Conditions for node expansion. Let c be the optimal solution cost. Assume the heuristic is admissible, then
• (Necessary condition) Any node v expanded by A * must have f (v) ≤ c.
• (Sufficient condition) If, further, the heuristic is consistent, then any node v for which f (v) < c must be expanded by A * .
A corollary of the necessary condition for node expansion is that A * search never reached any node of cost greater than the optimal solution cost, given a admissible heuristic. Hence, in a search tree with uniform branching factor b and minimum edge cost 1, the effective branching factor (Russell & Norvig, 1995, p102) of the search never exceeds b. Korf et al.'s work. Adopting the tree search model with branching factor b, unit edge cost, and optimal solution depth d, Korf et al. (Korf & Reid, 1998) analytically "predicted" that the number of nodes expanded by A * coupled with a consistent heuristic h is equal to
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in the worst-case, where P (x) is the probability that h(v) ≤ x when vertex v is chosen at random uniformly from all nodes at a given depth, in the limit of large depth. They called such a P equilibrium distribution. In the journal version (Korf et al., 2001) , the assumption of uniform branching factor and unit edge costs was relaxed, and the term b i was replaced with the number N i of nodes of cost i, the optimal solution depth d was replaced by the optimal solution cost c. They went on to test how accurate this prediction is by comparing experimental running time for fixed-size problems, including the Rubik's cube and tile puzzle, with the corresponding values given by their theoretical formula.
Serious Flaws in Korf et al.'s Analysis

Mathematical Flaws
In this part, we focus on the theoretical analysis and use the same notations in the journal version (Korf et al., 2001) . Although the journal version (Korf et al., 2001 ) mainly discussed iterativedeepening-A * (IDA * ) rather than classical A * , both their analysis and conclusions were meant to apply to A * as well, as the IDA * and A * have the same conditions for node expansion, and therefore, have the same time complexity.
Theorem 1
For theoretical analysis, they (Korf & Reid, 1998; Korf et al., 2001 ) first said that in the worst case, all the nodes v for which h(v) + g(v) ≤ c will be expanded. Then, they proved the following theorem (Theorem 1 in (Korf et al., 2001) ): Theorem 1. In the limit of large c,
where E(N, c, P ) denotes the number of nodes v for which
Critical flaw in the proof of Theorem 1. To prove Theorem 1, they used the fact that the number of nodes v for which g(v) = i and h(v) ≤ c − i equals N i P (c − i) in the limit of large i (by the definition of P ), and then jumped to conclude the theorem by summing up those equalities for all i = 0, . . . , c. Note that, however, just because the number of nodes v for which g(v) = i and h(v) ≤ c − i equals N i P (c − i) for large i's does not mean such an equality also automatically holds for small i's. Therefore, they can not sum up those equalities for all i ranging from 0 to c in order to get the equality in their theorem.
In fact, the number of nodes of cost i with heuristic values at most c − i is equal to N i P i (c − i), where P i (x) is the probability that a vertex v chosen uniformly at random from all nodes of cost i has h(v) ≤ x. Hence, this "theorem" is true if and only if
By the definition of the equilibrium distribution, i.e., P (x) = lim i→∞ P i (x), the necessary and sufficient condition for their theorem to be true is not guaranteed to hold in general, which means their theorem is false mathematically.
As an example, consider a search tree that is unrolled from a non-bipartite, connected graph G, like those for the Rubik's cube problems, then P i (x) starts to converge to the overall distribution D(x) as i is close to the mixing time t of a natural random walk on G, where D(x) is defined as the probability that a uniformly random state chosen from G has the heuristic value at most x. In that case, we have P (x) = D(x), and P i (x) can differ from P (x) greatly for i << t, resulting in a large difference between t i=0 N i P i (c − i) and t i=0 N i P (c − i). Note that many graphs have the mixing time t as large as Ω(log |G|), such as the hypercubes {0, 1} n .
Heuristic branching factor
They (Korf & Reid, 1998; Korf et al., 2001 ) defined the heurisitic branching factor to be the ratio of the number of nodes expanded in the search to depth c divided by that to depth c − 1, and asserted that the heuristic branching factor is equal to the fraction E(N, c, P )/E(N, c − 1, P ), where the minimum edge cost is normalized to be 1. Assuming N i = b i , where b is the brute-force branching factor, and applying their Theorem 1, they claimed that the heuristic branching factor is
They ignored the P (c) term and concluded that the heuristic branching factor is the same as the brute-force branching factor. In (Korf & Reid, 1998) , they said this result conflicts with results from previous analyses which predict that the effect of a heuristic function is to reduce the heuristic branching factor. So apparently, they implicitly used the heuristic branching factor to refer to the effective branching factor, because the previous literature only mentioned the effective branching factor, and moreover, nowhere in Korf et al.'s analysis but in their main conclusion was the effective branching factor mentioned. This leads to a contradiction: while the effective branching factor never exceeds the brute-force branching factor b, their heuristic branching factor can exceed the brute-force branching factor b, as long as P (c) > 0 which is possible. In other words, either their assertion or their claim is false or they can not use the heuristic branching factor to refer to the effective branching factor. Indeed, the fraction E(N, c, P )/E(N, c − 1, P ) is greater than or equal to the heuristic branching factor according to their original definition; and it is a mistake to assume the equality always occurs in the worst case. In addition, since their claim was followed from their theorem above, the failure of their theorem leads to the failure of their claim.
Consequence and the Main Conclusion
As a consequence of their theoretical analysis, they (Korf & Reid, 1998; Korf et al., 2001) implied that the effect of a heuristic is to reduce the search complexity from O(b c ) to O(b c−k ) for some constant k. Their implication, however, must be implausible because there does not exist any constant δ > 0 such that On the other hand, such an upper bound O(b c−k ) will also contradict their above conclusion regarding the heuristic branching factor, if they assume the heuristic branching factor is the same as the effective branching factor. Because, if the effective branching factor is equal to b, then the number of nodes expanded must be at least b c by the definition of effective branching factor. But we can't have b c = O(b c−k ) for some constant k, unless b is constant which is not the case considered in Korf et al.'s analysis. So, if their analysis were correct and the heuristic branching factor is the same as the effective branching factor, it must follow that the time complexity is Ω(b c ), i.e., the effect of the heuristic neither reduces the effective branching factor nor reduces the effective depth.
The main conclusion in (Korf & Reid, 1998; Korf et al., 2001; Korf, 2000a; Korf, 2000b) , stating "the effect of a heuristic function is to reduce the effective depth of search rather than the effective branching factor ", was followed theoretically from a seriously incorrect argument that their analysis, showing the complexity is reduced from O(b c ) to O(b c−k ) for some constant k, is contrary to previous analyses predicting the complexity is reduced from O(b c ) to O(a c ), where a < b. The former complexity of O(b c−k ) is, in fact, just a weaker upper bound compared to the latter O(a c ), and there is no contradiction if these two upper bounds are established concurrently. In other words, even if their analysis had correctly showed that the complexity of search is reduced from O(b c ) to O(b c−k ), such a result is still too weak to conclude the complexity can't be reduced to O(a c ) for some a < b, or the effect of a heuristic function is not to reduce the effective branching factor.
Finally, their analysis was only for the worst-case which may not account for what happen in most cases or in average case. We agree that the worst-case behaviors of A * , even when coupled with heuristics of good approximation, are no better than that of brute-force search, especially when facing a large number of nearly optimal solutions. However, the accuracy of the heuristics does reduce the effective branching factor of the search in many/most cases depending on solution distribution and search space structure, as showed in (Dinh et al., 2007) .
Interpretation of Experimental Results
For experimental demonstration, they provided data on four specific problems: Rubik's Cube, 8-Puzzle, 15-Puzzle (Korf & Reid, 1998; Korf et al., 2001) , and 24-Puzzle (Korf et al., 2001) . For each problem, they fixed a single heuristic function on the problem's search space and ran a bunch of problem instances of different optimal solution depths, calculating the average number of nodes expanded at each single depth i. This number was reported in the column marked "Experimental" and in the row corresponding to depth i. In the "Theoretical" column, they provided the node generations predicted by their theory. For convenience, let's use Experimental [i] and T heoretical[i] to denote the "Experimental" value and the "Theoretical" value, respectively, in the row corresponding to depth i. It is unclear how T heoretical[i]'s were exactly computed, but it it seems that T heoretical[i] was meant to be the average of N i P (c−i) over all optimal solution depths c. If that is the case, and if their data were obtained correctly, then their data would be an example for the failure of the proof of their theorem. In particular, since N i P i (c−i) is an upper bound on the number of nodes expanded at depth i, the average of N i P i (c − i) must be greater than or equal to Experimental [i] . In many rows, we saw that Exprimental[i] > T heoretical [i] , therefore, the gap Experimental[i]− T heoretical[i] is a lower bound on the gap N i P i (c− i)− N i P (c− i) on average. If such a gap is positive, there must be an optimal solution depth c for which N i P i (c− i) = N i P (c− i), i.e., the number of nodes v for which g(v) = i and h(v) ≤ c − i does not equal N i P (c − i).
Their experimental data (Korf & Reid, 1998; Korf et al., 2001) were only to verify their formula for the number of node expansions as a function involving the equilibrium distribution P (·). Their proposed reason for using this formula is to estimate the running time of A * in practice when the accuracy of the heuristic is not accessible. As such, the heuristics used in their experiments were not showed to possess any guarantee of accuracy, and therefore, can not be used as representatives to judge the effect of heuristics' accuracy. If they had been to use experimental results to demonstrate the effect of any property of heuristics, they should have provided data comparing the performance of A * with different heuristics for the same problem. The data provided in (Korf & Reid, 1998; Korf et al., 2001 ) are irrelevant to verify or support their main conclusion regarding the effect of heuristics.
Conclusion
The main conclusion in Korf et al.' s analysis may have a negative impact on research efforts to design good heuristics. However, we have confirmed that their analysis has serious flaws and that their main conclusion is wrong in general.
