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R443excitatory drive? Also, what are the
rest of the hindbrain V2a cells doing if
not controlling locomotion?
Convincing answers to these
questions, and many more, are surely
not far off if this technical tour de
force is anything to go by.References
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Dictyostelium’s Discerning TasteNew research indicates that the social amoeba Dictyostelium discoideum
recognizes distinctions between Gram(-) and Gram(+) bacterial prey and
responds discriminately to these two groups of bacteria. These findings may
lend insight to the origins of microbial pattern recognition in innate immunity.Michelle L.D. Snyder
Innate immune cells in organisms as
diverse as fruitflies and humans
use conserved pattern recognition
mechanisms to differentiate microbial
invaders from self by detecting
microbe-associated molecular
patterns (MAMPs) present on fungi,
viruses and bacteria but absent from
hosts [1]. In this issue of Current
Biology, Nasser et al. [2] show that
upon phagocytosis of bacterial prey
the social amoeba Dictyostelium
discoideum not only discriminates
between different species of bacteria,
but also responds differentially
to Gram(-) and Gram(+) groups of
bacteria. The mechanisms by which
D. discoideum discriminates betweenGram(-) and Gram(+) bacteria may
be shared by phagocytes in other
eukaryotes and may play roles in the
regulation of innate immune activity
in other organisms.
Living within the soil, D. discoideum
phagocytoses bacteria for nutritional
purposes. Within this environment,
bacteria that have evolved
mechanisms to evade amoeboid
phagocytosis and killing would enjoy
a selective advantage [3]. As it turns
out, various bacterial species have
evolved mechanisms to survive
predation and infect amoebae,
promoting the use of D. discoideum
as a model to study host–pathogen
interactions [4,5].
Recent evidence indicates that
D. discoideum does not remaindefenseless against infection by
bacteria and has evolved mechanisms
to efficiently detect and respond to
bacteria. Exposure to bacteria
upregulates the expression of genes
potentially involved in bacterial
recognition and killing [6–8]. Among
these are genes homologous to
known pattern recognition molecules
involved in innate immunity in other
organisms, including one that encodes
the Toll/interleukin-1 receptor (TIR)
domain-containing protein TirA [9]. TIR
domain-containing proteins play
integral roles in MAMP-recognition
pathways in innate immune systems
of various organisms [1], and in
D. discoideum TirA is required for
efficient phagocytosis of Gram(-)
bacteria [9,10].
Nasser et al. [2] hypothesized that
if amoebae can recognize microbial
patterns then, given the differences in
structure and molecular composition
of Gram(-) and Gram(+) cell walls,
D. discoideum may respond
discriminately to these two groups of
bacteria. Drawing on transcriptome
analysis coupled with results from
mutational screening, Nasser et al. [2]
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Figure 1. Distinct Gram(-)- and Gram(+)-specific response pathways are elicited in
D. discoideum.
Genomic and genetic mutational analysis in D. discoideum reveals the presence of Gram(-)-
specific response pathways dependent on particular signaling proteins, such as TirA. The
Gram(-)-specific response pathways are not stimulated in response to killed Gram(-) bacteria,
suggesting a potential role for defense against live bacteria in the activation of these path-
ways. At least two distinct pathways are stimulated in response to Gram(+) bacteria. One
pathway requires Swp1, an enzyme involved in glycosylation, and leads to enhanced tran-
scription of genes such as gp130, which encodes for a glycosylated membrane receptor.
The second Gram(+)-specific pathway requires NagB1 and Gpi, enzymes involved in meta-
bolism of peptidoglycan, and leads to enhanced transcription of cell wall catabolic enzymes.
The addition of glucose to cells allows for partial compensation in the absence of nagB1 and
gpi of transcription of cell wall catabolic enzymes.
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R444demonstrate that D. discoideum, in
fact, does elicit distinct response
pathways upon exposure to the two
groups of bacteria. Full transcriptome
analysis of D. discoideum cells
exposed to Gram(-) and Gram(+)
bacterial species revealed the
presence of group-specific enriched
genes, including many that are
predicted to play roles in defense
or feeding [2].
Nasser et al. [2] went on to reason
that, if D. discoideum indeed uses
distinct molecular pathways to detect
and respond to differences between
Gram(-) and Gram(+) bacteria, then
there should exist particular genes that
are necessary for survival on one group
of bacteria, but not the other, and vice
versa. Limited studies in D. discoideum
lend merit to this claim as differential
genetic requirements for growth on
specific species from the two groups
of bacteria have been shown
previously [11–14].
In the current study, Nasser et al. [2]
developed a mutational screen to
identify novel genes required forgrowth on one group of bacteria or
the other. Upon testing 10,000
mutated D. discoideum strains, the
researchers were able to identify
both Gram(-) and Gram(+)
growth-deficient mutants. The genes
required for growth on Gram(-) bacteria
include those encoding a putative
signaling kinase, an amoeboid
lysozyme, and a signal peptidase
that might be required for the secretion
of potential antimicrobial peptides,
while the genes required for growth
on Gram(+) bacteria encode proteins
involved in cell wall breakdown and in
glycosylation of potential membrane
receptors.
To further explore the differential
responses to Gram(-) and Gram(+)
bacteria, Nasser et al. [2] analyzed
the expression profiles of particular
group-specific genes in the Gram(-)
versus Gram(+) growth-deficient
mutants. The results were striking
in that the expression profile of
both wild-type cells and Gram(+)
growth-deficient mutants growing on
Gram(-) bacteria clustered together(Figure 1). These cells upregulated
expression of Gram(-)-enriched
genes that might play roles in
lysosomal function. Gram(-)
growth-deficient mutants exposed to
Gram(-) bacteria, however, failed to
upregulate the expression of these
Gram(-)-enriched genes. Interestingly,
the gene expression profile of
TirA-deficient cells, which have
been shown previously to grow
poorly on Gram(-) bacteria [9],
clustered with the gene expression
profiles of the Gram(-) growth-deficient
mutants identified in this study,
pointing to a possible link
between MAMP recognition and the
induction of Gram(-)-enriched
gene pathways.
On the other hand, the gene
expression profiles of wild-type cells
and Gram(-) growth-deficient mutants
growing on Gram(+) bacteria also
clustered together (Figure 1) [2]. A close
examination of the expression profiles
from the Gram(+) growth-deficient
mutants uncovered two distinct
pathways involved in responses to
Gram(+) bacteria (Figure 1) [2]. The
first pathway requires Swp1, an
enzyme involved in glycosylation,
which is required for enhanced
expression of a set of Gram(+)-induced
genes, including the putative
glycosylated receptor Gp130 [15,16].
The second pathway requires NagB1
and Gpi, enzymes involved in the
metabolism of peptidoglycan (Figure 2)
[17]. NagB1 and Gpi are required for
the upregulation of a set of Gram(+)-
induced genes that is distinct from
that induced by pathways involving
Swp1 (Figure 1) [2]. The set of genes
induced downstream of nagB1 and gpi
include many that encode cell wall
catabolic enzymes [2]. The metabolite
intermediate glucose-6-phosphate is
an expected product of the NagB1–Gpi
pathway and, in cells lacking
these enzymes, levels of
glucose-6-phosphate decrease [2].
Addition of glucose to these cells,
which raises levels of glucose-
6-phosphate independent of nagB1
and gpi, resulted in expression of some
Gram(+)-induced genes and a
subsequent partial rescue of growth on
Gram(+) bacteria [2]. Thus, glucose
metabolites appear to act as a signal
for this particular molecular pathway
required for growth on Gram(+)
bacteria.
Taken together, these studies
provide considerable evidence that
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Figure 2. NagB1 and Gpi are involved in bacterial cell wall catabolism.
NagB1 and Gpi, metabolic enzymes required for the growth of D. discoideum on Gram(+)
bacteria, function in the breakdown of cell wall peptidoglycan and shunting toward the
pentose phosphate pathway. This pathway serves as an alternative to glycolysis and is
involved in anabolic processes, as well as in the production of NADPH, a cofactor required
for the production of reactive oxygen species (ROS).
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R445D. discoideum cells discriminate
between Gram(-) and Gram(+) bacteria.
What is not as clear is how much this
discrimination plays a role in defense
against potential pathogenic bacteria
as opposed to representing
generalized metabolic responses to
different food sources. Several lines of
evidence suggest that at least some of
the responses represent defense.
D. discoideummutant strains unable to
grow on live Gram(-) bacteria are able
to grow efficiently on killed Gram(-)
bacteria, suggesting that the genes
mutated in Gram(-) growth-deficient
strains are required for more than
metabolism [2]. Moreover, wild-type
amoeboid cells growing on dead
Gram(-) bacteria fail to induce
expression of Gram(-)-enriched
genes, suggesting that induction of
these genes represents a response
to live bacteria, and not merely to
the presence of Gram(-)-derived
metabolites [2]. A role for defense in the
induction of Gram(-)-enriched genes is
also evidenced by the requirement of
TirA, a molecule homologous to known
innate immune pattern recognition
molecules in other organisms, that
might be anticipated to play a role in
defense [2,9]. Even so, the induction in
D. discoideum of metabolism-related
genes upon recognition of bacteria is
striking, if not unexpected, given the
use of bacteria as food [2]. If feeding on
bacteria results in killing of potential
pathogens, though, it might be arguedthat such metabolic responses
themselves represent defense.
It is also conceivable that
microbial-induced alterations in
metabolic pathways may act as
triggers for additional defense
responses, in the same way that
microbial-induced alterations in
cellular processes trigger innate
defenses in plants [18,19]. Indeed, the
ability of glucose to compensate for the
loss of nagB1 and gpi in induction of
Gram(+)-induced genes suggests that
D. discoideum cells that utilize
peptidoglycan from Gram(+) cell walls
use the pentose phosphate shunt as an
alternative to glycolysis (Figure 2) [2].
This may be significant as this
alternative metabolic pathway results
in the production of NADPH, a cofactor
in the formation of superoxide radicals,
which can act both as signaling
intermediates and in the killing of
pathogenic bacteria [18]. It would be
interesting to determine to what extent
alterations in these particularmetabolic
pathways might be conserved in
mammalian phagocytes responding to
bacteria. Intriguingly, a recent study
links induction of the pentose
phosphate shunt to activation of
macrophages [18,20].
To what extent the group-specific
responses of D. discoideum signal
defense versus metabolism and
the extent to which bacterial-induced
alterations in D. discoideum
metabolismmight themselves signal fordefense represent rich topics for further
investigation that may lend insight into
the function of innate immune systems
in a variety of organisms.References
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for Natural SelectionDespite popular misconceptions, natural selection does operate in modern
human populations. New studies even show that changes associated with
modernization are deeply reshaping selection pressures and, perhaps, bits
of our biological nature.Emmanuel Milot1,*
and Fanie Pelletier2
Thomas Robert Malthus (1766–1834)
understood well how fertility in excess
of self-replacement would rapidly
overcrowd a country and lead to the
depletion of its limited resources, if it
weren’t for the ‘checks’ (e.g., high
death rates) keeping populations
within certain limits. He even wrote a
whole essay [1] on the topic that was a
source of inspiration to Charles Darwin
to propose his theory of evolution by
natural selection. What Darwin may
not have foreseen, though, is that a
sharp decline in fertility and mortality
can also fuel the evolutionary
machinery. The confirmation is now
provided by a study published in this
issue of Current Biology: Courtiol
and colleagues [2] show that a
phenomenon called ‘demographic
transition’ — the decline of fertility
and mortality rates in societies that
undergo modernization — modified
natural selection on body shape in
an African population. To better
appreciate this contribution, let’s
first overview the state of our
knowledge on contemporary
evolution.
Conventional wisdom often asserts
that biological evolution came to a
halt in humans. Thanks to progress in
medicine, nutrition, birth control and
freedom of family planning, our
children survive better and we can say
‘goodbye!’ to natural fertility without
compromising too much of our genetic
descent (i.e. our Darwinian fitness
determined by our survival, mating and
reproduction and that of our offspring).
As a consequence, natural selectioncould not possibly be happening in
modern societies, right? Wrong!
Natural selection occurs whenever
there is variance in fitness and
whenever this variance covaries with
observable characters (phenotypes).
These are two conditions that are not
very hard to find in contemporary
humans [3–5].
Selection, however, is not evolution,
and the latter requires an extra
condition to become a reality: the
existence of genetic variation
(heritability) in traits under selection.
That too is apparently not so rare in our
species [4–6]. Moreover, evidence is
accumulating that evolution can be
rapid in the wild, even in species with
a slower pace of life than microbes
or flies [7]. Humans are no exception.
For example, a recent study [8] of a
contemporary human population
revealed evolutionary change in
reproductive traits over a mere 140
years. With advances in statistical tools
comes the opportunity to explore not
only the patterns produced by recent
evolution — such as the geographical
distribution of genetic variants
conferring adaptation to altitude in
mountain-dwelling humans [9] — but
also the process of evolution itself,
generation per generation. This has
increased awareness that ecological
and evolutionary processes can
interact to shape demographic and
phenotypic trends in contemporary
natural populations [10].
The demographic transition is one
major step in the history of modern
human populations that impacts
evolutionary processes. It typically
begins with a sharp decrease in
mortality arising from technologicaland societal improvements in living
conditions, such as hygiene, disease
prevention and health care, followed by
a decrease in fertility. Typically this
causes population size to grow then
to stabilize or even decline towards the
end of the transition. While the reasons
for the decrease in mortality are well
understood, the decrease in fertility
still puzzles demographists, social
scientists and biologists. Apart from
purely sociological explanations, such
as adherence to contraceptive use,
three evolutionary hypotheses have
been proposed to explain the reduction
in fertility [11,12]: first, individuals
might be trading-off offspring quantity
vs. quality to maximize Darwinian
fitness and that a smaller family is
optimal in the modern environment
(behavioural ecology perspective);
second, reduced fertility might be a
maladaptive response to an
environment changing radically
(evolutionary psychology perspective);
and third, the influence of kin on
individual reproductive decisions may
have decreased with the widening of
social networks, limiting the incentives
for having big families (cultural
transmission hypothesis). All of these
hypotheses rely on the action of
mechanisms (cognitive, physiological)
that influence current reproductive
decisions but have evolved in the past.
However, much less attention has been
paid to how contemporary evolution
interacts with the demographic
transition (Figure 1).
Courtiol and colleagues [2] examined
how the transition modulated natural
selection on human phenotypes in
two rural villages in Gambia (Figure 2).
One of the main strengths of their study
is the exceptional data set
encompassing a 55-year interval
across the demographic transition.
Life history events (birth, reproduction
and death) and morphometric
measurements (height, weight) were
available from regular medical
follow-ups on women, and there were
data on neonate health. Two common
