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We treat the problem of cooperative multiple beamforming in wireless ad hoc networks. The basic scenario is that a cluster of
source nodes cooperatively forms multiple data-carrying beams toward multiple destination nodes. To resolve the hidden node
problem, we impose a link constraint on the receive power at each unintended destination node. Then the problem becomes
to optimize the transmit powers and beam weights at the source cluster subject to the maximal transmit power constraint, the
minimal receive signal-to-interference-plus-noise ratio (SINR) constraints at the destination nodes, and the minimal receive power
constraints at the unintended destination nodes. We first propose an iterative transmit power allocation algorithm under fixed
beamformers subject to the maximal transmit power constraint, as well as the minimal receive SINR and receive power constraints.
We then develop a joint optimization algorithm to iteratively optimize the powers and the beamformers based on the duality
analysis. Since channel state information (CSI) is required by the sources to perform the above optimization, we further propose
a cooperative scheme to implement a simple CSI estimation and feedback mechanism based on the subspace tracking principle.
Simulation results are provided to demonstrate the performance of the proposed algorithms.
Copyright © 2008 C. Li and X. Wang. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.
1. INTRODUCTION
Recently, a new approach of achieving spatial diversity gain
in relay networks, namely, cooperative diversity or user co-
operation diversity, has received considerable interests [1–
5]. Cooperative diversity comes from the fact that multiple
nodes in an ad hoc network can cooperatively form a vir-
tual antenna array providing the potential of realizing spa-
tial diversity. As an effective technique of exploiting spa-
tial diversity in multiple-antenna systems, space-timing cod-
ing has been widely studied for cooperative ad hoc net-
works (e.g., see [6–9]). Beamforming is another important
diversity technique in multiple-antenna systems, and several
beamforming-based schemes have been developed in current
literature for cooperative ad hoc networks. Specifically, dis-
tributed receive beamforming is treated in [10, 11]. The ef-
fects of phase noises in distributed beamforming schemes
are analyzed in [12]. A probabilistic transmit beamforming
scheme, namely, collaborative beamforming, is proposed in
[13, 14]. In [15], the power optimization issue and also the
beamforming at the relay side have been addressed in ad
hoc wireless networks. The cooperative beamforming con-
cept and power efficiency issues in fading channels have been
treated in [16].
In existing work, one key assumption is that the neigh-
boring nodes which form one cluster can share the data in-
formation a priori. From the viewpoint of power consump-
tion, this assumption is reasonable in the sense that the over-
head requested by intracluster information sharing is rela-
tively small due to the short distances among intracluster
nodes. Another key issue is the synchronization among mul-
tiple cooperative nodes [12], for example, carrier frequency,
phase, and timing synchronization. It is worth noting that
one major problem brought by beamforming applications
in wireless networks is the so-called “hidden node” problem.
In particular, carrier-sense-multiple-access (CSMA) mecha-
nism is employed in 802.11 standards, where each node at-
tempts to access the network and transmits only when it
detects no energy from other nodes. Such a CSMA mecha-
nism brings the problem of potential collisions among dif-
ferent transmissions in the case that multiple nodes cannot
sense one another’s transmission. The problem of poten-
tial collision is, namely, the hidden node problem [17, 18].
In the wireless networks employing beamforming schemes,
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the hidden node problem becomes more severe due to the fact
that a directional beam inevitably reduces the energy deliv-
ered to some unintended destination nodes in the network,
and consequently, collisions happen more frequently and re-
sult in more retransmission, delay, and packet loss.
In this paper, instead of considering the beamforming
problem that a cluster of nodes cooperatively forms one
beam toward one destination node (e.g., [13, 14, 18]), we
treat the problem of simultaneously forming multiple beams
for multiple concurrent data transmissions in wireless ad
hoc networks. Figure 1 shows an example of multiple beam-
forming. This problem resembles the multiuser beamform-
ing problem in MIMO systems which has been studied in
[19]. Moreover, different from the probabilistic approach
(e.g., see [18]) to resolve the hidden node problem, we pro-
pose a deterministic approach which imposes a link con-
straint on the minimum receive power at each unintended
destination node. Therefore, the cooperative multiple beam-
forming problem can be formulated as a multiuser beam-
forming problem with extra receive power constraints for
unintended destination nodes. To solve this problem, we first
propose an iterative power allocation algorithm to maximize
the balanced SINR ratio under fixed beamformers. Then we
develop a joint optimization algorithm to iteratively optimize
the powers and the beamformers. Note that channel state in-
formation (CSI) is required for the source nodes to perform
the above optimizations, and thus, some CSI estimation and
feedback mechanism are necessary. We then present a scheme
for the source and destination clusters to cooperatively im-
plement a simple CSI tracking mechanism.
The remainder of this paper is organized as follows. In
Section 2, the system model is described and the cooperative
multiple beamforming problem is formulated. In Section 3,
an iterative power allocation strategy is proposed under fixed
beamformers. In Section 4, the joint power and beamform-
ing optimization algorithm is developed. In Section 5, the
subspace tracking based CSI feedback scheme is presented.
Section 6 contains the conclusions.
2. SYSTEM MODEL AND PROBLEM FORMULATION
The basic concept of cooperative multiple beamfomring is
to simultaneously transmit several data-bearing signal beams
toward some destination nodes and non-data-bearing signal
beams toward unintended destination nodes. As shown in
Figure 1, there are K nodes in the source cluster where M
ones, namely, source nodes, have information to transmit;
there are totally K nodes in the destination cluster, where
M of them are the destination nodes, namely, destination
nodes, and the other K-M ones are the unintended destina-
tion nodes.
2.1. Cooperative multiple beamforming
Cooperative beamforming consists of two stages, local
broadcasting and cooperative transmission. In particular, in
local broadcasting, each source node broadcasts its data-
bearing signal to the other ones in the source cluster; then









Source node 1 Source node 2
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Figure 1: Cooperative multiple beamforming in wireless ad hoc
networks: two concurrent beams are formed; K = 10 nodes in
the source/destination cluster; M = 2 source/destination nodes;
K −M = 8 unintended destination nodes.
acts as a relay for the others, and the source cluster cooper-
atively forms multiple concurrent beams. Note that perfect
synchronization is assumed in this paper.
2.1.1. Local broadcasting
In the first stage, the received signal at node j in the source
cluster from source node i is
yi, j =
√
Pi,0hi, j si + nj , 1 ≤ i ≤M, 1 ≤ j ≤ K , i= j, (1)
where si is the data-bearing signal from source node i and
E{|si|2} = 1; Pi,0 is the transmit power of source node i;
nj∼CN (0,η) denotes the AWGN at node j; hi, j∼CN (0, 1) is
the channel response between the nodes i and j. The amplify-
and-forward scheme is employed in the source cluster, that is,
each node does not attempt to decode but directly forwards
the received signal. Specifically, yi, j at node j is first normal-
ized by αi, j :=
√






















1 ≤ i ≤M, 1 ≤ j ≤ K , j =i.
(2)
Define the cooperative data-bearing signal vector toward
each destination node Di as si := [si,1, si,2, . . . , si,K ]T , where
si,i = si, 1 ≤ i ≤ M, and the non-data-bearing signal vec-
tor toward each unintended destination node Dj as s j :=
[s j , s j , . . . , s j]
T , M + 1 ≤ j ≤ K .
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Figure 2: Feasible region of problem (B): K = 5; M = 2 ∼ 4;
SINR∗i = 6 dB and γ∗i = 0.8, 1 ≤ i ≤M.
2.1.2. Cooperative transmission
In the second stage, each node j (1 ≤ j ≤ K) in the source




Piui, j si, j , where ui, j
is the beam weight at node j for the transmission toward
destination node Di. Denote ui := [ui,1,ui,2, . . . ,ui,K ]T and
hHi := [h1,Di ,h2,Di , . . . ,hK ,Di], 1 ≤ i ≤ K , as the beamformer
and the channel vector for the reception of si at Di, respec-
tively. Then the received data-bearing signal si at destination











PihHi Ξiui, 1 ≤ i ≤M,
(3)




Pi,0|hi, j|2 + η, and Ξi := diag{ξi,1, . . . , ξi,i−1, 0,
ξi,i+1, . . . , ξi,K} with ξi, j := nj/
√
Pi,0|hi, j|2 + η, 1 ≤ j ≤ K and

















where the first two terms come from the data-bearing signal
s j (1 ≤ j ≤ M, j =i), and the last term is from the non-data-
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Power sequences in the iterative power optimization:
K = 5; M = 3; γ∗i = 0.8, 1 ≤ i ≤M; PT/η = 10.
The sequence of total power of all nodes
The sequence of total power of active nodes
The sequence of total power of silent nodes




Figure 3: Power distribution in the iterative power optimization
algorithm (Algorithm 1): K = 5; M = 3; γ∗i = 0.8, 1 ≤ i ≤ M;
PT/η = 10.















PlhHi ulsl + nDi , 1 ≤ i ≤M.
(5)
2.1.3. Receive SINR and power
Define Ωi := hihHi and Ω̃i := E{ΛHi ΩiΛi}, 1 ≤ i ≤ K . For
a given {h1, h2, . . . , hK}, the receive SINR at each destination












j Ωiu j − PiuHi Ω̃iui + η
,
1 ≤ i ≤M,
(6)
where Δi := E{(Λ j + Ξ j)HΩi(Λ j + Ξ j)} = E{ΛHj ΩiΛ j +
ΞHj ΩiΞ j} and Δi = diag{Ωi} for 1 ≤ j ≤ M. Further de-













j Ωiu j + η
,
(7)
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which is essentially equivalent to SINRi. It should be noti-
fied that the SINRi based analysis and optimization are quite
involved in cooperative ad hoc networks, and the metric γi
can help to make the analysis and optimization much more
tractable. The optimization based on γi can be viewed as
an approximation of the optimization based on SINRi. Note
that we will adopt γi as the performance metric throughout
this paper. For convenience, hereafter, we call γi the receive
SINR at Di, though the receive SINR is in fact SINRi given by
(6). The receive power at each unintended destination node













































Remark 1. One key assumption in the existing literature on
distributed beamforming is that one cluster can share infor-
mation a priori. Under this assumption, the received signal











j Ωiu j + η
. (10)
Assuming that each relay receives broadcasting signals with-
out noises, we have Λi = IK , Ξi = OK , and Δi = Ω̃i =
Ωi. Then (5) and (6) reduce to (9) and (10), respectively.
Moreover, (9) and (10) also hold for the decode-and-forward
scheme in relay networks assuming perfect decoding at re-
lays. Hence, the assumption of perfect a priori sharing among
source nodes is a special case of the general relay scenarios
(5) and (6), and the existing distributed beamforming ap-
proaches still fall in the cooperative relay framework treated
in this paper.
2.2. Problem formulation
The cooperative beamforming problem is to find the optimal
power and beamforming matrix to maximize the minimal re-
ceive SINR of destination nodes under the maximal transmit
power constraint and the minimal receive power constraints


















Pi ≤ PT ,
C(p, U) ≥ 1,
PDj (p, U) ≥ Pminj , M + 1 ≤ j ≤ K ,
(11)
where U := [u1, u2, . . . , uK ]; PT is the maximal transmit
power; γ∗i is the minimal SINR for destination node Di;
Pminj is the minimal receive power for unintended destina-
tion node Dj .
Remark 2. In problem (A), an assumption of Θ in (8) is that
for each j (M + 1 ≤ j ≤ K), uHi Δ jui < uHk Ω juk, 1 ≤ i ≤ M,
M + 1 ≤ k ≤ K . This assumption is reasonable and neces-
sary due to the hidden node problem. In particular, the hid-
den node problem exists when the receive powers at the unin-




i Ω jui in
(8). Thus it is necessary to form the extra non-data-bearing
beams to ensure certain receive powers. On the other hand, if
uHi Δ jui ≥ uHk Ω juk, the minimum receive power constraints
can be guaranteed by only allocating power to those data-
bearing beams (i.e., let Pi = 0, 1 +M ≤ i ≤ K), and thus the
hidden node problem becomes trivial [18].
3. OPTIMAL POWER ALLOCATION STRATEGY
3.1. Optimal power allocation problem
For a given beamforming matrix U, problem (A) reduces to


















Pi ≤ PT ,
C(p) ≥ 1,
PDj (p) ≥ Pminj , M + 1 ≤ j ≤ K.
(12)
Note that a similar problem but without the receive power
constraints has been treated in [19, 20], where a specific
structure is exploited to calculate p∗. Such a structure, how-
ever, does not exist for problem (B) due to the extra con-
straints on receive powers PDj (p).














γi(p) ≥ γ∗i , 1 ≤ i ≤M,
PDj (p) ≥ Pminj , M + 1 ≤ j ≤ K ,
(13)
which is to find p∗ for a given U so as to minimize the total
transmit power under the minimum constraints on receive
powers and SINRs. Note that the problems (B̃) and (B) are
closely related [19] in the sense that without the minimum
receive power constraints, they are equivalent and have the
same solution if and only if ρ(p∗) = PT . Then it can be solved
by an iterative approach where in each iteration, p∗ of prob-
lem (B̃) is calculated under a given target SINR set {γ∗i }i,
and then increase {γ∗i }i if ‖p∗‖1 is less than PT . As ‖p∗‖1
approximates PT , C(p∗) will reach the maximal achievable
value. With the minimum receive power constraints, how-
ever, it is difficult to find the optimal solution, and thus we
propose to find an approximation of p∗ as follows.
3.2. Iterative power optimization algorithm
Denote pM = [P1, . . . ,PM]T and pK−M = [PM+1, . . . ,PK ]T .
First, consider the optimal pM under a given pK−M . Since
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each γi in (7) is monotonically increasing with respect to Pi
(1 ≤ i ≤ M) and monotonically decreasing with respect to
Pj (1 ≤ j ≤ K and j =i) under a given pK−M , the optimal
pM of problem (B̃) only with the minimum receive SINR
constraints can be achieved when γi(pM , pK−M , U) = γ∗i ,
1 ≤ i ≤ M. Using (7), these M linear equations can be writ-



































p = η·1M , (14)
where Γ := diag{γ∗1 , . . . , γ∗M}; 1M := [1, . . . , 1]T has a
dimension of M; Ψ := [Ψ1, OM×(K−M)], where Ψ1 :=
diag{uH1 Ω̃1u1, . . . , uHMΩ̃MuM}. Next consider the optimal
pK−M under a given pM . Using (8) with a given pM , the op-
timal pK−M of problem (B̃) with only the minimum receive
power constraints is achieved when
Θp = pmin . (15)
Iteratively optimizing pM and pK−M using (14) and (15) un-
der increasing target SINRs, ‖p‖1 will approximate PT . The
iterative power allocation is summarized in Algorithm 1.
Denote p∗ = [p∗MT , p∗K−MT]T as the optimal solution
of problem (B̃). In step (1), ‖pK−M(1)‖1 = 0 ≤ ‖p∗K−M‖1
and ‖pM(1)‖1 ≤ ‖p∗M‖1, and thus ‖p(1)‖ ≤ ‖p∗‖1. In
step (2), ‖pK−M(2)‖1 ≥ ‖p∗K−M‖1 and ‖pM(2)‖1 ≥ ‖p∗M‖1,
and thus ‖p(2)‖1 ≥ ‖p∗‖1, ‖p̃(1)‖ ≥ ‖p(1)‖1. In step
(3), ‖pK−M(3)‖1 ≤ ‖p∗K−M‖1, and thus ‖p(1)‖1 ≤ ‖p̃(1)‖1,
‖p∗‖1,‖p̃(2)‖1 ≤ ‖p(2)‖1. In steps (4)–(6), we have ‖pM(n+
1)‖1 ≥ ‖pM(n)‖1 due to γ∗i (n + 1) ≥ γ∗i (n) in (14), that is,
‖pM(n)‖1 is increasing with respect to the iteration index n.
Consequently, (15) further implies that ‖pK−M(n + 1)‖1 ≤
‖pK−M(n)‖1, that is, ‖pK−M(n)‖1 is decreasing. Then the
convergence of Algorithm 1 depends on whether ‖p(n)‖1 =
‖pM(n)‖1 + ‖pK−M(n)‖1 is increasing with respect to n. Re-
member that the assumption of Θ stated in Remark 2 en-
sures that for each M + 1 ≤ j ≤ K , uHi Ω jui < uHk Ω juk,






























This guarantees the convergence of Algorithm 1, which is
summarized as follows.
Theorem 1. The sequence {‖p(n)‖1} obtained in Algorithm 1
is a monotonically increasing sequence. The optimal solution to
problem (B) is achieved when ‖p(n)‖1 reaches PT .
3.3. Simulation results
Figure 2 shows the achievable region of SINR ratios for prob-
lem (B) under a fixed beamforming matrix U. The results are
the averaged performances over 1000 channel realizations.
For each channel realization, ui in the fixed U is the optimal
beamforming vector for node i’s single transmission, that is,
the eigenvector corresponding to the largest eigenvalue ofΩi.
The simulation conditions in Figure 2 are as follows: K = 5;
M = 2∼4; the minimum receive SINR is γ∗i = 0.8 (i.e.,
SINR∗i = 6 dB), 1 ≤ i ≤ M; the minimum receive power
is pmin = [1, . . . , 1]T . In Figure 2, the maximum achievable
SINR ratio for problem (B) C(PT) := C(p∗) depends on
both PT and {γ∗i }i, and is monotonically increasing with re-
spect to the total transmit power PT . The feasible region cor-
responds to the region C(PT) > 1 in Figure 2, and depends
on {γ∗i }i. It is seen from Figure 2 that P1 and P2 (P1 < P2)
are the minimum total transmit powers to guarantee feasible
solutions, respectively, for the cases of M = 2 and M = 3.
For the case of M = 4, however, there exists no possible so-
lution in the feasible region, that is, no feasible solution ex-
ists for problem (B) when M = 4. Hence, we conclude from
Figure 2 that on the one hand, the more concurrent trans-
missions the system simultaneously supports, the higher the
total transmit power required to guarantee feasible solutions
is; on the other hand, under some cases, there exists no fea-
sible solution even if PT→∞, and this has also been pointed
out in [19] for multiuser beamforming scenarios. In the lat-
ter case, beamforming optimization will play an important
role which will be demonstrated later.
Figure 3 shows the sequences of total transmit power
{‖p(n)‖1} generated in Algorithm 1 under the same condi-
tions as those in Figure 2, where M = 3 and PT/η = 10.
Note that the maximum achievable SINR ratio in Figure 3
corresponds to the point A in Figure 2 (C(PT) = 1.2). It
is observed that ‖p(n)‖1 is increasing and reaches PT (i.e.,
‖p(n)‖1/PT→1) as n increases. Moreover, it is seen from Fig-
ure 3 that the total transmit power sequence for data-bearing
transmissions {∑Mi=1Pi(n)} is also an increasing one; in con-
trast, the total transmit power sequence for non-data-bearing
transmissions {∑ Ki=M+1Pi(n)} is a decreasing one. Figure 3
also shows that the receive power sequence for the unin-
tended destination node PD4 (n) = Pmin4 ∼= 1 is approximately
fixed as the minimum value. This implies that the power con-
sumption to guarantee the receive power constraints on the
unintended destination nodes is minimized.
4. JOINT POWER AND BEAMFORMER OPTIMIZATION
4.1. Optimal beamforming and duality property
Under a given power set p, problem (A) is then reduced to
the beamforming problem







It is observed from (7) that each γi is coupled with the entire
beamforming matrix U = [u1, u2, . . . , uK ], and thus problem
(C1) is hard to solve. Note that it has been proven in [19]
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1: Given pK−M(1) = 0K−M = [0, 0, . . . , 0]T , calculate pM(1) using (14).
If pD(p(1)) ≥ pmin , then stop the iteration and let p∗ = p(1), where p(1) = [pM(1)T , pK−M(1)T]T .
2: Given pM(1), calculate pK−M(2) using (15), and then given pK−M(2), calculate pM(2)
using (14). Then p̃(1) = [pM(1)T , pK−M(2)T]T , and p(2) = [pM(2)T , pK−M(2)T]T .
3: Given pM(2), calculate pK−M(3) using (15). Then p̃(2) = [pM(2)T , pK−M(3)T]T . Let the
target SINR be γ∗i (2) = γ∗i ; n⇐ 3.
4: γ∗i (n) = C(n− 1)γ∗i (n− 1), 1 ≤ i ≤M, where C(n− 1) = max 1≤i≤M(γi(p̃(n− 1))/γ∗i (n− 1)).
5: Given pK−M(n), calculate pM(n) using (14), and then given pK (n), calculate pK−M(n + 1)
using (15). Then p(n) = [pM(n)T , pK−M(n)T]T and p̃(n) = [pK (n)T , pK−M(n + 1)T]T .
6: If‖p̃(n)‖1 < PT , thenn⇐ n + 1, and go to step (4); otherwise, stop andp∗ ← p(n− 1).
Algorithm 1: Iterative power allocation algorithm.
that the downlink multiuser beamforming problem can be
solved by alternatively treating the dual uplink problem due
to the uplink-downlink duality for multiuser beamforming
scenarios without receive power constraints. Then an inter-
esting question is whether the duality still holds under the
extra receive power constraints in the problem considered in
this paper.
Remark 3. In Section 3, we only assume that uHi Ω jui <
uHk Ω juk , i ≤ M < k and M + 1 ≤ j ≤ K . Hereafter, we
further assume that the channels of the unintended desti-
nation nodes fall in the orthogonal space spanned by the
channels of the destination nodes, that is, uHi Ω jui = 0 for
1 ≤ i ≤M and M + 1 ≤ j ≤ K . In such a case, the extra non-
data-bearing transmission (e.g., complementary beamforming
[18]) is a must. Furthermore, under this assumption, p∗ for
problem (B̃) can be obtained by simultaneously solving (14)
















Then problem (B) can be solved via the simplified version of
Algorithm 1, where p∗ of problem (B̃) is obtained from (18)
for given {γ∗i }i, and then {γ∗i }i are increased if ‖p∗‖1 < PT .
Now consider a virtual scenario with the same PT , pmin ,
Γ, and U as those in problem (B). Define the receive SINR for










, 1 ≤ i ≤M.
(19)
Replacing γi in problem (B) and problem (B̃) by γ̃i in (19),
the power optimization problem and the total power mini-
mization problem can then be formulated for the virtual sce-
nario (19). The virtual power optimization problem can be
solved by a similar approach as Algorithm 1, that is, itera-
tively solving the virtual total power minimization problem
under the increasing target SINRs. In particular, under the
assumption stated in Remark 3, the optimal power vector
for the virtual total power minimization problem can be ob-
tained by solving a similar equation as (18) for solving prob-
lem (B̃)
ΥTp = η̃, (20)
whereΥ in (18) is replaced byΥT . The following lemma indi-
cates the duality between problem (B) and the above virtual
power optimization problem under the extra constraints on
receive powers. Let C̃ be the maximum achievable SINR ratio
of this virtual problem.
Lemma 1. For the same U, PT , and pmin , problem (B) and
the above virtual power optimization problem have the same
achievable SINR regions, that is, C(U,PT) = C̃(U,PT).
Proof. To guarantee the minimum receive power constraints
in problem (B), the transmit powers p should satisfy Θp =
pmin . Based on the assumption stated in Remark 3, Θp =
pmin can then be rewritten into the following one:
Θ1pK−M = pmin , (21)
where Θ1 is the (K −M) × (K −M) bottom-right subma-
trix in Θ. It is observed from (21) that the receive powers
for the unintended destination nodes only depend on the ex-
tra powers of non-data-bearing transmissions pK−M . Simi-
larly, we have the same conclusion for the transmit powers
p̃ = [P̃1, . . . , P̃K ]T in the virtual problem, that is,
ΘT1 p̃K−M = pmin , (22)
where p̃K−M = [P̃M+1, . . . , P̃K ]T . Using (21) and (22), we have
K∑
i=M+1








That is, the total transmit powers for the non-data-bearing
transmissions in the two problems are the same. Hence, given
the same total transmit power PT , the total transmit powers
for the data-bearing transmissions are also the same in the
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two problems, that is,
M∑
j=1
Pj = PT −
K∑
i=M+1






P̃ j . (24)
Given the same total power of data-bearing transmissions, it
has been proven in [19] that the two problems have the same
achievable SINR region.
A direct consequence of Lemma 1 is that problem (A) can
be solved by iteratively optimizing the powers and the beam-
formers using the dual problems. In particular, replacing γi
in problem (C1) by γ̃i in (19), we have the virtual beam-
former optimization problem














problem (C2), each γ̃i only depends on its own beamformer
ui, and thus it is relatively easy to solve. The optimal beam-
former u∗i to problem (C2) is given by the dominant gen-
eralized eigenvector of the matrix pair {R̃i, Qi}, 1 ≤ i ≤ M
[19]. Moreover, for the non-data-bearing transmissions, the
beamformer optimization problem is formulated as the re-
ceive power maximization:







u j , M + 1 ≤ j ≤ K.
(26)
Then the optimal solution to problem (C3) is given by the
eigenvector corresponding to the largest eigenvalue of the
matrix {PjΩ j}.
4.2. Joint power and beamformer optimization
algorithm
In Sections 3.2 and 4.1, the power optimization algorithm
under a given U and the beamformer optimization algorithm
under a given p are developed, respectively. Then the algo-
rithm for solving problem (A) (see Algorithm 2) is to iter-
atively optimize p using Algorithm 1 and optimize U using
the algorithm in Section 4.1 until reaching convergence.
Furthermore, the convergence of Algorithm 2 is revealed
in the following theorem.
Theorem 2. The sequence {C(U(n), p(n))} generated in Algo-
rithm 2 is a monotonically increasing one, if only the optimum
has not been reached. It approximates the global optimal solu-
tion of problem (A).
Proof. From (25), ui(n+ 1) = arg max ui γ̃i(ui, p(n)) for given


















As revealed by Algorithm 1, the balanced SINR ratio C(n) :=

































Similarly, for the given U(n+1),C(n+1) := C(U(n+1), p(n+
1)) satisfies
C(n + 1) = γ̃i
(












It is shown from (29) and (30) that C(n + 1) ≥ C(n),
that is, the sequence {C(U(n), p(n))} is a monotonically in-
creasing one. Since the optimal solution to problem (A) is
nonnegative and bounded, the monotonicity property im-
plies the existence of a limited value as the global optimum
lim n→∞C(n), that is, {C(n)} approximates the global optimal
solution.
4.3. Simulation results
Figure 4 shows the achievable region of SINR ratios for prob-
lem (A). Note that different from Figure 2 where only power
optimization is considered, we treat joint power and beam-
former optimization in Figure 4. The simulation conditions
are the same as those in Figure 2 with M = 4. It is also
worth noting that the definition of C(PT , U) in Figure 4 is
the same as that in Figure 2, that is, C(PT , U) := C(p∗, U) =
max pmin i(γi(p, U)/γ
∗
i ). The quantities with index n denotes
those in the nth iteration in the joint power and beamformer
optimization algorithm (Algorithm 2), for example, U(n)
denotes the optimal beamforming matrix in the nth itera-
tion. It is seen from Figure 4 that C(PT , U(n)) is increasing
as n increases. In particular, it is seen that the lowest curve
(C(PT , U(1))) corresponds to the case of M = 4 in Figure 2,
which always falls in the infeasible region. Moreover, when
PT/η ≥ PT ,0/η = 10, as n increases, C(PT , U(n)) is succes-
sively increasing such that the following points C(PT , U(2))
and C(PT , U(3)) fall in the feasible region. This demonstrates
that the optimization of beamformers can significantly im-
prove the system performance.
Figure 5 shows the convergence of Algorithm 2. The
simulation conditions are the same as those in Figure 4.
In particular, C(n) denotes the balanced SINR ratio af-
ter both power and beamformer optimization in the nth
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1: n⇐ 0; p(n) = [0, . . . , 0]T= 0K ; do the following iterative steps.
2: n⇐ n + 1; ui(n) ⇐ vmax {R̃i, Q(p(n− 1))}, 1 ≤ i ≤M; u j(n) ⇐ vmax {Pj(n− 1)Ω j},
M + 1 ≤ j ≤ K ; ui(n) ⇐ ui(n)/‖ui(n)‖2, 1 ≤ i ≤ K .
3: Calculate p(n) for the given U(n) using Algorithm 1, where (18) is replaced by (20).
4: If C(p(n), U(n))− C(p(n− 1), U(n− 1)) < ε, then stop; otherwise, go back to step (2).
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Figure 4: Feasible region of problem (A): K = 5; M = 4; γ∗i = 0.8,
1 ≤ i ≤M; PT/η = 10.
iteration, that is, C(n) := C(PT , U(n)) = C(p(n), U(n)) =
max pmin i(γi(p, U(n))/γ
∗
i ); the SINR ratios after beam-
former optimization and before power optimization in
the nth iteration are denoted as {γi(p(n− 1), U(n))/γ∗i }i.
Note that without power optimization in each iteration,
{γi(p(n− 1), U(n))/γ∗i }i are not necessarily balanced. Then
min i(γi(p(n − 1), U(n))/γ∗i ) ≤ C(n) ≤ max i(γi(p(n −
1), U(n))/γ∗i ) in each iteration n. It is seen from Figure 5
that the convergence is achieved until the SINR ratios of all
transmissions are balanced, that is, min iγi(p(n−1), U(n)) =
max iγi(p(n − 1), U(n)). Moreover, it is seen from Figure 5
that the convergence can be quickly achieved within only a
few iterations.
5. SUBSPACE TRACKING FOR COOPERATIVE
BEAMFORMING
In Sections 3 and 4, we assume perfect CSI when optimizing
the powers and the beamformers. In practical systems, how-
ever, only estimated CSI is available. In particular, in FDD
systems, CSI has to be estimated at the destination cluster,
and then fed back to the source cluster, namely, forward esti-
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Figure 5: The convergence performance of the iterative joint power
and beamformer algorithm (Algorithm 2): K = 5; M = 4; γ∗i = 0.8,
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Figure 6: Subspace tracking scheme with binary feedback in
multiple-antenna systems.
either at the source cluster or at the destination cluster, and
in the latter case, CSI estimates have to be further fed back to
the source cluster, namely, backward estimation. Moreover,
the data rate of the feedback channel is typically very low
in practical systems. Hence, in this section, we propose to
employ a simple subspace tracking scheme with only binary
feedback to track channel variations [21, 22]. Note that we
assume perfect feedback channels, which is reasonable be-
cause only binary feedback is required.
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Figure 7: The performance of the subspace tracking based ap-
proach (Algorithm 3): the perfect CSI case versus the tracked CSI
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case versus the tracked CSI case; K = 5; M = 4; γ∗i = 0.8, 1 ≤ i ≤
M; PT/η = 10.
5.1. Beamformer optimization via subspace tracking
Figure 6 shows the diagram of the subspace tracking scheme
with binary feedback for multiple-antenna systems [21, 22].
Note that the source nodes in Figure 1 cooperatively form
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Figure 9: The comparison between cooperative multiple beam-
forming and direct transmission: K = 4 and M = 2.
tions 2 and 3.1, cooperative multiple beamforming resem-
bles the multiuser beamforming in multiple-antenna sys-
tems. Therefore, in Figure 6, we adopt the multiple-antenna
system diagram as a simplified illustration to show the sub-
space tracking-based scheme for the cooperative multiple
beamforming system. In particular, the transmitter modu-
lates the signals with two different but related weights (ui,e
and ui,o) in two consecutive time slots, even and odd time
slots, respectively. Then the receiver side evaluates the two
different transmit weights, and generates a binary feedback
sign(Ti) which indicates the preferred transmit weight. For
problem (C2) in (25), Ti is defined as the metric to maximize
















, 1 ≤ i ≤M.
(31)
Similarly, for problem (C3) in (26), Tj is defined to maximize










M + 1 ≤ j ≤ K.
(32)
With the aid of such a binary feedback sign(Ti), the trans-
mitter can iteratively adjust the transmit weights to make the
transmissions more adaptive to the channels [21, 22]. Such
a subspace tracking-based approach is summarized in Algo-
rithm 3.
To compute Ti at the estimation end, pilot signals and
certain cooperations are necessary. For instance, in the for-
ward estimation and feedback scheme, the pilot signals (s̃i) of
different nodes at the source cluster are successively transmit-
ted. That is, only s̃1 is transmitted during the first time slot,
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1: Given the adaptation rate β, the test perturbation vector μ, and the initial base weight
ui,b, 1 ≤ i ≤M, do the following iterative steps.
2: ui,e = ui,b + β‖ui,b‖μ and ui,o = ui,b − β‖ui,b‖μ, 1 ≤ i ≤M.
3: Calculate Ti using (31) and (32).
4: If sign(Ti) = 1, ui,b ⇐ ui,o; otherwise, ui,b ⇐ ui,e, 1 ≤ i ≤M.
5: Perform Gram-Schmidt orthogonalization on ui,b, 1 ≤ i ≤M.
Algorithm 3: Subspace tracking algorithm for beamformer optimization.
and then, only s̃2 is transmitted during the second time slot,
and so on. Correspondingly, at the destination cluster, the re-
ceive powers at Dj (1 ≤ j ≤ K) are simply measured during
the successive time slots. After some local information shar-
ing within the destination cluster, each node can then calcu-
late its Tj using (31), and ui,base in Algorithm 3 will converge
to the optimal u∗i = vmax {R̃i, Qi} for problem (C2) [21, 22].
Similar pilot signals and cooperations can be employed in the
backward estimation scheme, and Tj in (32) can also be cal-
culated using the local measurements in the source cluster.
Remark 4. In the above implementation of the subspace
tracking-based algorithm (Algorithm 3), we assume that the
local measurements can be perfectly shared at the estimation
end, for example, the destination cluster in the forward es-
timation and feedback scheme and the source cluster in the
backward estimation scheme.
5.2. Power optimization scheme
As mentioned in Sections 3 and 4, the optimal power vec-
tor p(n) for a given U(n) can be obtained by solving (18) or
(20). According to the definition of Υ in (18), it is necessary
to know ĥi, j := hTi u j (1 ≤ i ≤ K and 1 ≤ j ≤ K) to calculate
p(n) in step (4) of Algorithm 2. It has been pointed out by
[21, 22] that the equivalent channel estimates ĥi, j in the sys-
tem shown by Figure 6 can be simply obtained by the mean
of the even and the odd time slot channel estimates, that is,
ĥi, j = ĥTi ui,b = (ĥTi u j,e + ĥTi u j,o)/2. In the forward estima-
tion and feedback scheme, ĥi, j (1 ≤ i, j ≤ K) are obtained
at the destination cluster, and the optimal power vector p(n)
can be calculated using (20) at the destination cluster. Then
p(n) will be fed back to the source cluster. In the backward
estimation scheme, both ĥi, j (1 ≤ i, j ≤ K) and p(n) can be
directly extracted at the source cluster. Similarly as the for-
ward estimation and feedback scheme, p(n) will also be sent
to the destination cluster.
5.3. Simulation results
Figure 7 shows the performance of the subspace tracking
based approach (Algorithm 3). The simulation conditions
are the same as those in Figure 5. In particular, Figure 7
demonstrates the achievable SINR of one destination node
within one iteration of Algorithm 2. That is, for the given
p(n), γi(p(n), ui(n + 1)) = max ui γi(p(n), ui). It is seen from
Figure 7 that γi(p(n), ui(n+ 1))/γ
∗
i where ui(n+ 1) is tracked
using Algorithm 3 can asymptotically approximate the op-
timal SINR where ui(n + 1) is calculated assuming perfectly
CSI. Furthermore, Figure 8 shows the performance compar-
ison between the joint power and beamformer optimization
(Algorithm 2) based on the tracked CSI and that based on
perfect CSI. Also, the conditions here are the same as those in
Figure 5. It is seen from Figure 8 that when solving problem
(A) using Algorithm 2, the achievable SINR ratio obtained
using the tracked CSI can approximate those calculated as-
suming the perfect CSI. Therefore, we conclude from Figures
7 and 8 that Algorithm 3 is an efficient scheme to realize the
cooperative beamforming in practice.
Figure 9 shows the comparison between the proposed
cooperative multiple beamforming scheme and the conven-
tional direct transmission scheme. In Figure 9, K = 4;
M = 2; K = 4; pmin = [1, . . . , 1]T . The direct transmission
is achieved by simultaneously transmitting M independent
links between the source and the destination clusters. Here,
we compare the total throughput of the system. Note that
the transmit power and the bandwidth are both normalized
to guarantee a fair comparison. In particular, given ‖p‖1 =
PT , the rate of each cooperative transmission si is given by
ri = log (1 + SINRi(p, U)); in contrast, the rate of each direct
transmit link is given by ri = (M + 1) log (1 + SINRi(2p)).
Note that the gains M+ 1 and 2 in the direction transmission
come from the bandwidth loss in the cooperative transmis-
sion due to the local broadcasting in the source cluster and
the extra local broadcasting power required in the coopera-
tive transmission, respectively. Also note that we here assume
equal transmit power for each link in the direction transmis-
sion scheme. It is seen from Figure 8 that in the low SNR re-
gion, the direct transmission outperforms the proposed co-
operative multiple beamforming scheme; in contrast, in the
high SNR region which it is interference-dominant, the pro-
posed cooperative multiple beamforming scheme evidently
outperforms the direct transmission scheme, because the in-
terferences among multiple concurrent transmissions can be
effectively suppressed at the receivers.
6. CONCLUSIONS
In this paper, we have analyzed the problem of cooperative
multiple beamforming in wireless ad hoc networks. We have
proposed the iterative power allocation algorithm for given
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beamformers, and studied its convergence. Then we have de-
veloped the iterative joint power and beamformer optimiza-
tion algorithm to solve the problem based on the duality
analysis. Moreover, we have proposed to employ the sim-
ple subspace tracking-based algorithm with only binary feed-
back to practically track the channel variation in the system
where only bandwidth limited feedback channels are avail-
able. We further presented the cooperative scheme to imple-
ment such a subspace tracking algorithm. Simulation results
have been demonstrated to verify the performances of the
proposed algorithms.
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