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ABSTRACT 
This paper provides an alternative to existing proofs of the necessity part of the 
classical result on the statistical independence of quadratic forms (or of second-degree 
polynomials) in normal variates. The alternative proof makes use of a lemma on 
polynomials in a single real variable. This lemma can be regarded as a variation on a 
result on polynomials in two variables that has been used in the traditional proof. This 
lemma, which can also be useful in establishing the necessity of the necessary and 
sufficient condition(s) for a quadratic form (or a second-degree polynomial) to have a 
noncentral chi-square distribution, is shown to be a consequence of rather elementary 
properties of polynomials. © 1997 Elsevier Science Inc. 
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1. INTRODUCTION 
Results on the distribution of quadratic forms (in normal variates) play a 
key role in the derivation of standard results on linear statistical models. 
Among the most important of the results on the distribution of quadratic 
forms is the result on statistical independence given by the following theo- 
rem. 
THEOREM 1. Let x represent an n × 1 random vector whose distribu- 
tion is N(IX, V) (multivariate normal with mean vector Ix and variance- 
covariance matrix V). Further, let A and B represent n × n symmetric 
matrices, and suppose that V is nonsingular. Then, for x'Ax and x' Bx to be 
statistically independent, it is necessary and sufficient hat AVB = O. 
That AVB = 0 is a sufficient condition for x'Ax to be distributed indepen- 
dently of x'Bx can be easily verified--if AVB = 0, then [since cov(Ax, Bx) = 
AVB] Ax and Bx are uncorrelated and hence (in light of the normality 
assumption) statistically independent, implying [since x'Ax = (Ax)'A-Ax and 
x'Bx = (Bx)'B-Bx and hence since x'Ax depends on x only through the 
value of Ax and x' Bx depends on x only through the value of Bx] that x'Ax 
and x' Bx are statistically independent. To prove that AVB = 0 is a necessary 
condition is a much more formidable task--there is a long history of 
attempts, which has generated a considerable literature. Satisfactory proofs 
(of necessity) for the special case where IX = 0 are available--refer to Hogg 
and Craig [4, Section 12.3] for a rendition of the traditional proof. The 
situation regarding the proof for the general case (where IX is possibly 
nonnull) is much less settled. 
The proof of the necessity of the condition AVB = 0 was discussed (from 
a historical perspective) by Driscoll and Gundberg [2]. In their Section 3.1, 
they review the approach of Laha [5], in which an intuitively plausible result 
on polynomials in two variables is used to reduce the proof for the general 
case (where Ix is possibly nonnull) to that for the special case where IX = 0. 
In their Sections 3.2-3.4, they consider the verification of this result, which 
was stated without proof by Laha. They present wo proofs. One, which was 
developed by Driscoll, makes use of results from the theory of functions of a 
complex variable. The other, which was suggested by Searle [9, p. 5] and 
further developed by Driscoll and Gundberg, makes use of algebraic field 
theory (as well as complex analysis). 
More recently, Reid and Driscoll [7], followed by Driscoll and Krasnicka 
[3], presented a different approach to the proof of the necessity of the 
condition AVB = 0. In their approach, as in Laha's, the proof for the general 
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case is reduced to that for the special case where I~ = 0. However, they 
accomplish this reduction by using various properties of the cumulants of 
statistical distributions rather than by using Laha's result on polynomials. 
In what follows, we present another approach to the proof of the necessity 
of the condition AVB = O. This approach is similar to Laha's in that it uses a 
result on polynomials to reduce the proof of necessity for the general case to 
that for the special case where ~ = 0. However, this result is more restrictive 
than Laha's--it involves polynomials in one variable rather than two--and, 
for its proof we do not require complex analysis; rather, we require only 
relatively elementary properties of polynomials in a single, real variable. 
2. THE APPROACH 
The result on polynomials that provides the basis for our approach is 
described in the following lemma. 
LEMMA 1. Let rl(x), sl(x), and s2(x) represent polynomials (with real 
coefficients) in a real variable x. Let 
r2(x ) = 2/(x - ~l)ml(x  - ~2) TM " ' "  (x  - ~tk )  mk , 
where k is a nonnegative integer, ml, m 2 . . . . .  m k are (strictly) positive 
integers, 2/ is a nonzero real number, and ~1, A2 . . . . .  A k are real numbers. 
[When k = O, r2(x) = y.] Suppose that 
s l (x)  r l (x)  
log s2 (x----) - r2(x) (1) 
for all x in some nondegenerate interval I [that does not include )q, )t 2 . . . . .  A k 
or any roots of s2(x)]. Then there exists a real number a such that r~(x) = 
ar2(x) for all x. Further, sl(x) = e%z(x) for all x. 
Before taking up (in Section 3) the proof of Lemma 1, we show how 
Lemma 1 can be used to reduce the proof of the necessity of the condition 
AVB = 0 for the general case to that for the special case where ~ = O. In 
fact, we show how, with little additional effort, it can be used to establish the 
necessity part of the following (well-known) theorem, which extends the 
results of Theorem 1 to second-degree polynomials and to a singular vari- 
ance-covariance matrix. 
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THEOREM 2. Let x represent an n × 1 random vector whose distribu- 
tion is N(It, V), and let ql = 2a'x + x'Ax and q2 = 2b'x + x'Bx, where a 
and b are n × 1 vectors and A and B are n × n symmetric matrices. 
Further, let a,  = a + AIt and b,  = b + Bit. Then, for qt and q~ to be 
statistically independent, it is necessary and sufficient that VAVBV = 0, 
VAVb. = O, VBVa. = O, and a' .Vb.  = O. 
Proof of the necessity Part of Theorem 2 (and Theorem 1). Let r = 
rank V, and let L represent an r × n matrix such that V = L'L. Then 
x ~ It + L'z, where z is an r × 1 random vector whose distribution is 
N(0, I)--refer,  for example, to Rao [6, Section 8a]. Further, 
2a'(It + L'z) + (It + L'z) 'A( it  + L'z) = 2a'it + ItfAit + q*, 
2b'( i t  + L'z) + (It + L'z) 'B( It  + L'z) = 2b'It + It'BIt + q*, 
where, letting g = La , ,  h = Lb , ,  G = LAL', and H = LBL', q* = 2g'z 
+ z'Gz and q* = 2h'z + z'Hz. Thus, the joint distribution of ql and q2 is 
the same as that of 2a'it + It'Ait + q* and 2b'it + It'Bit + q*. 
Let m('," ) represent the joint moment generating function of ql* and 
q*. There exist (strictly) positive scalars c and d such that I - 2 tG - 2uH 
is positive definite for any scalars t and u such that It[ < c and lul < d 
(implying in particular that I - 2 tG is positive definite for any t such that 
Itl < c and that I - 2uH is positive definite for any u such that lul < d). 
And, for t and u such that Itl < c and lul < d, 
m(t,  u) = ]I - 2tG - 2uH1-1/2 
×exp[2(tg  + uh) ' ( I  - 2tG - 2uH) - l ( tg  + uh)] .  
Now, suppose that ql and q2 are statistically independent. Then, q* and 
q* are statistically independent, implying that (for all t and u such that 
Itl < c and lul < d) re(t, u) = m(t, 0)m(0, u) or equivalently 
[ I  - 2tG - 2uHI 
log II - 2tGI II - 2uHI =f( t ,  u),  
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f ( t ,u )  = 4[ ( tg  + uh) ' ( l  - 2 tG  - 2uH) - l ( tg  + uh)  
- t2g ' ( I  - 2 tG) -~g - u2h ' ( I  - 2uH) -Xh] .  
Moreover, 
1) 
I I  - 2tGI  = 1--I ( -h , ) ( t  - h~-l), 
i=1 
where )q . . . . .  h v are the nonzero eigenvalues of 2G, and 
t~ 
I I  - 2tG - 2uHI  = II - 2uH l I ' - I  ( -  r , ) ( t  - 7 i -1 ) ,  
i=1 
where T 1 . . . . .  % are the nonzero eigenvalues of 2PGP'  and P is any nonsin- 
gular matrix such that (I - 2uH)  -1 = P'P,  so that, for fixed u, II - 2tGI  II 
-2uHI  and I I -  2 tG-  2uHI  are polynomials in t. And, since every 
element of an inverse of a matrix can be expressed as the ratio of  a cofactor 
and the determinant, we have f(t ,  u) = fl(t, u)/f2(t, u), where (for fixed u), 
fl(t, u) is a polynomial in t and where 
f2(t,  u) = II - 2tGI  II - 2utt l  II - 2 tG  - 2uHI  
(which, for fixed u, is expressible as a polynomial in t of degree 2v with roots 
~tl  1 . . . . .  ~1 ,  T1 1 . . . . .  Tv- 1). 
Thus, regarding u as a fixed (but arbitrary) real number such that [ul < d 
and applying Lemma 1 [with x = t, sl(t) = 1I - 2 tG  - 2uHI,  s~(t) = II - 
2tGI I I -  2uH[, r l ( t )=f l ( t ,  u), and r2 ( t )=f2( t ,  u), we find that there 
exists a real number a such that (for all t) fl(t, u) = afz(t, u) and 
I I  - 2tG - 2uHI  = e"l l  - 2tGI  II - 2uHI.  (2) 
Moreover, upon setting t = 0 in the equality (2), we find that e ~ = 1, or 
equivalently that a = 0. It follows that, for all t (and for all u such that 
lul < d), 
and 
II - 2 tG  - 2uH[  = II - 2tGI  II - 2uHI  (3) 
f ( t ,  u) = 0. (4) 
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Proceeding as in the proof of the necessity part of the special case of 
Theorem 1 where tt = 0 (and where V = I)--refer, for example, to Hogg 
and Craig [4, Section 12.3], Driscoll and Gundberg [2, Sections 2.1, 2.2], and 
Reid and Driscoll [7, Sections 3.2, 3.3]--it follows from the equality (3) that 
GH = 0 and hence that 
VAVBV = L 'GHL = O, 
which if V is nonsingular implies that AVB = 0. The proof of Theorem 1 is 
now complete. 
For purposes of completing the proof of Theorem 2, it can be shown by 
direct partial differentiation r (less tediously) by making use of the expansion 
( I  - 2tG - 2uH)-1 = E (2tG + 2uH) i 
i=0  
(which is valid for t and u that are sufficiently small in absolute value) that 
c~2f t=u = 8g'h 
~t c~u = 0 
and (since HG = GH = 0) that 
~4f = 64(g 'H2g + h'G2h) = 64[ (Hg) 'Hg  + (Gh) 'Gh] .  
c~t 2 au  2 t~u=O 
Thus, in light of the equality (4), we have that g'h = 0 and also that 
(Hg)'Hg = (Gh)'Gh = 0, implying that Hg = 0 and Gh = 0. We conclude 
that 
a' .Vb. = a ' . L ' Lb .  = g'h = 0, 
VAVb. = ULAL 'Lb .  = UGh = 0, 
VBVa. = L 'LBL 'La .  = L'Hg = 0. 
For completeness, we include a (relatively elementary) proof of the 
sufficiency part of Theorem 2. l_~t us begin in the same way as in the proof of 
the necessity part (with the development in paragraph 1 of that proof). Now, 
observe that 
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And suppose that VAVBV = 0, VAVb. = 0, VBVa. = 0, and a' .Vb. = 0, 
or equivalently that L'LAVBL'L = 0, L 'LAVb. = 0, L 'LBVa.  = 0, and 
a' .Vb. = 0, implying (in light of a well-known matrix result, which is Lemma 
3 in Chapter 1 of Searle [8]) that LAVBL' = 0, LAVb. = 0, and LBVa.  = 0. 
Then 
are uncorrelated and (since their joint distribution is multivariate normal) 
statistically independent. Thus, since q~ = 2g'z + (Gz) 'G-Gz and similarly 
q~ = 2h'z + (ltz)'H-l-Iz, and hence since ql depends on z only through 
the value of z and q2 depends on z only through the value of n z, ql 
and q2 are statistically independent. 
3. PROOF OF LEMMA 1 
In what follows, the use of the term polynomial is restricted to polynomi- 
als in a single real variable, say x, that have real coefficients. We write 
deg[ p(x)] for the degree of a polynomial p(x). When it causes no confusion, 
p(x) may be abbreviated to p, and deg[ p(x)] to deg(p). 
In proving Lemma 1, we make implicit or explicit use of various basic 
properties of polynomials, including the following three. 
P1. The division algorithm. Let p and q represent polynomials. Sup- 
pose that q is nonzero. Then there exist unique polynomials b and r such 
that 
p=bq+r  
and either r = 0 or else deg(r) < deg(q). 
P2. Let p(x) represent a nonzero polynomial (in x) of degree n. Then, 
for any real number c, p(x) has a unique representation f the form 
p(x)  = b0 + b , (x  - c)  + b2(x  - c)  2 + ... +b , (x  - c ) " ,  
where b 0, b 1, b z . . . . .  b. are real numbers. 
P3. A real number c is a root of a polynomial p(x) (in x) if and only if 
the polynomial x - c is a factor of p(x). 
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Properties P1-P3 are stated and proved by, for example, Beaumont and 
Pierce [1] (as their Theorems 9-3.3., 9-3.5, and 9-7.5)--we find their proofs 
to be rigorous and clear and at a suitable level of generality. Properties P2 
and P3 can be used to establish the following two further properties. 
P4. Let p(x)  and q(x)  represent polynomials (in x), and suppose that 
p(x)  = q(x)  for all x in some nondegenerate interval. Then p(x)  = q(x)  for 
all x. 
P5. Let p(x), q(x), and r (x)  represent polynomials (in x). Suppose 
that 
p(  x )q (  x)  = ( x -- c )mr(  x ) ,  
where m is a positive integer and where c is a real number that is not a root 
of p(x). Then (x - c) m is a factor of q(x); that is, there exists a polynomial 
s(x)  such that 
q(x)  = (x  - c )ms(x ) .  
eroofofLemma 1. Assume (without loss of generality) that }t 1, A 2 . . . . .  A k 
are distinct and that A 1, A 2 . . . . .  A k are not roots of rl(x). [To see that the 
latter assumption can be made without loss of generality, suppose that }q 
were a root of r l(x).  Then, in light of Property P3, there would exist a 
polynomial pl(x) such that r l(x) = (x - A1)pl(x), so that, for x ~ I, we 
would have r l (x ) / r2(x)  = p l (x ) /p2(x )  , with 
p2(x)  = T(x - }~, )m' - l (x  -- }~2) m2 " " (X  -- t~k) m' . 
Moreover, to show that r l (x)  = otrz(x) for some or, it would suffice to show 
that pl(x)  = ap2(x)  for some a. This process of canceling common factors 
could be continued until the right side of the equality (1) were expressed as a 
ratio of two polynomials that had no common roots.] Assume also (again 
without loss of generality) that A~ is not a root of both sl(x) and s2(x) 
( i  = 1 ,2  . . . . .  k ) .  
Letting r*(x) ,  r*(x) ,  s*(x),  and s*(x)  represent he derivatives of 
r l (x ) ,  r2(x), Sl(x),  and s2(x) ,  respectively, we find [upon differentiating both 
sides of the equality (1)] that 
r~r  2 - rtr2* s*s 2 - sis* 
1-2 S1S 2 
for x ~ I. In light of Property P4, it follows that 
( rl* r z - r l r~)s l s  2 = r~( s~s z - s~s*z ) (5) 
for all x. 
STATISTICAL INDEPENDENCE OF QUADRATIC FORMS 213 
We now come to the heart of the proof, which consists of showing that 
the equality (5) implies that k = 0 (i.e., that r 2 -- y). We can rewrite r~(x) 
as  
r2( x ) = ( x - Ai)m't( x) ,  
where t (x)  = ~, 1-I i , i( x - A 1)mr. Then, letting t*  (x)  represent the derivative 
of t(x) ,  we can rewrite (5) as 
[ (x  A , ) ( r~t  r l t *  ) mir l t ] (x  . . . .  -1 . . . .  Ai) sis2 
= k i )  t ( s  i s  2-s l s~) ,  X - -  2mi 2 
so that (for all x) 
[ (x  - Ai)(r l*t  -- r l t *  ) -- m,rlt]SlS2 = ( x -- A,)~'+lt~( s*l s2 -- sis*2). 
(6)  
Neither r I nor t has A~ as a root, implying that r lt  does not have A, as a 
root and hence that 
(x  - Ai)(r l*t  - r l t * )  - m, rlt  
does not have A i as a root. Thus, in light of Property P5, 
SlS 2 = (X -- A i )m'+lb  
for some polynomial b(x).  
By assumption, Ai is not a root of both s 1 and s 2, so that (x - At) m'+l is 
a factor of either s 1 or s~. Suppose that it is s I that has )t~ as a root, so that 
Sl(X) = (x  - 
for some polynomial d(x).  Then, letting d*(x )  represent he derivative of 
d(x),  the right side of (6) can be rewritten as the polynomial 
(X  -- A i )m'+l t  2 
It  "1 rot+ 1 / /o~ ~ 
X{[ (m i + 1) (x  - A i )m'd  + (x  - A i ) "+ 'd* ]s2  - (x  - ,,,, '~z 1, 
which has (x - Ai) 2m'+1 as a factor. It follows that (x - ~i)2,,+1 is a factor 
of sis 2 and hence of s 1. 
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This argument can be repeated to establish that (x - Ai) 3m'+1 is a factor 
of s 1. Further repetition reveals that, for an arbitrarily large integer n, 
(x - )ti) "m'+l is a factor of s r Alternatively, if it is s 2 (rather than s 1) that 
has A i as a root, then we find that, for arbitrarily large n, (x  - Ai) nm'+l is a 
factor of s 2. 
Thus, k = 0, that is, r e - y (since otherwise we arrive at a contradiction 
of the fact that s 1 and s 2 are polynomials of fixed degree). And, upon 
substituting y for r e in equality (5), we find that (for all x) 
yr l *s l s  2 = y2(sl*s 2 - 818~) .  (7) 
Now, if r 1 were not a constant and if (for x ~ I),  81//82 were  of constant 
value, then (for x ~ 1) the left side of (1) would be of constant value but the 
right side would not be of constant value. I f  r 1 were not a constant and if (for 
x ~ I )  s l / / s  2 were not of constant value (in which case s 1 or s 2 is not a 
constant), then the degree of the polynomial that forms the left side of (7) 
would exceed the degree of the polynomial that forms the right side. In either 
case, we arrive at a contradiction. Thus, r 1 is a constant; that is, r l (x )  = T 
for some real number  T, and hence r I = (~/ /y)r  2. Further, s I - exp(~//y) s2 
[since, for x ~ I, s l / s  z = exp( r l / / r  2) = exp(T/y)].  • 
4. CONCLUDING REMARKS 
Let x represent an n × 1 random vector whose distribution is N(I~, V). 
In Section 2, it was shown how Lemma 1 could be used to establish the 
necessity of the necessary and sufficient condition(s) for two quadratic forms 
in x to he statistically independent, or more generally for two second-degree 
polynomials in x to he statistically independent. By proceeding in a similar 
fashion, it is possible (and convenien0 to also use Lemma 1 in establishing 
the necessity of the necessary and sufficient condition(s) for a quadratic form 
in x to have a noncentral chi-square distribution, or more generally for a 
second-degree polynomial in x to have a noncentral chi-square distribution. 
[In the special case where V is nonsingular, a necessary and sufficient 
condition for a quadratic form x'Ax (where A is symmetric) to have a 
noncentral chi-square distribution is that AV he idempetent; more generally, 
for a second-degree polynomial a 0 + 2a'x + x'Ax to have a noncentral 
chi-square distribution, it is necessary and sufficient that VAVAV = VAV, 
V(a + Ai~) = VAV(a + A~),  and a0 + 2a '~ + I£Ap. = (a + Al~)'V(a + 
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The authors are indebted to several readers of earlier versions of this 
paper; their comments led to signifwant improvements. 
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