Abstract-An extension of the AutoRegressive (AR) model is studied, which allows transformations and distortions on the regressor to be handled. Many important signal processing problems are amenable to this Extended AR (i.e., EAR) model. It is shown that Bayesian identification and prediction of the EAR model can be performed recursively, in common with the AR model itself. The EAR model does, however, require that the transformation be known. When it is unknown, the associated transformation space is represented by a finite set of candidates. What follows is a Mixture-based EAR model, i.e., the MEAR model. An approximate identification algorithm for MEAR is developed, using a restricted Variational Bayes (VB) method. This restores the elegant recursive update of sufficient statistics. The MEAR model is applied to the robust identification of AR processes corrupted by outliers and burst noise, respectively, and to click removal for speech.
I. INTRODUCTION

B
AYESIAN identification of a parametric model is defined as evaluation of the posterior distribution of the model parameters [1] , [2] . Recursive Bayesian identification is concerned with updating the parameter distribution online, as new data become available. A numerically efficient solution is possible for observation models possessing a conjugate parameter distribution. The linear AutoRegressive (AR) model can be treated in this way. In this case, fast recursive updating of the associated finite sufficient statistics is possible, the updates being those of classical Recursive Least Squares (RLS) estimation [3] . Recursive algorithms are important in online control applications [3] , [4] and in adaptive filtering [5] . This explains the widespread use of the linear AR model in areas such as speech analysis [6] and spectrum estimation [7] . In offline cases, the emphasis on computational issues and recursive methods may also be important, as, for example, in the offline processing of massive datasets [8] .
The assumptions underlying the linear AR model (i.e., linear combination of measured values and an uncorrelated Gaussian residue) are rarely met in practice. Physical models, typically requiring complex nonlinear modeling, may then be used to fit the observed data. Attempts to extend the AR model itself have also Manuscript received July 21, 2003 ; revised November 3, 2004 . This work was supported by the CEC under Grant IST-1999-12058 and by Grants AVCR S1075102 and GACR 102/03/0049. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Fredrik Gustafsson.
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Digital Object Identifier 10.1109/TSP. 2005.853103 been made [9] , [10] . However, these solutions are computationally expensive and, therefore, unsuitable for processing of large amounts of data or for online (real-time) identification. Typically, therefore, AR models continue to be used, even in these cases.
In this paper, we propose a rich extension to the AR model that preserves analytical tractability, allowing fast, recursive, online identification of the model. This is achieved by forcing the approximating parameter distribution to be functionally invariant during each data update step, thereby emulating Bayesian conjugacy conditions.
The link between conjugacy and recursive Bayesian identification is reviewed in Section II and applied to the AR model in Section III. In Section IV, we extend to all possible models whose posterior distribution on parameters is as given in Section III. In Section V, we further extend the model to allow for unknown transformations of data. The price paid is loss of conjugacy, and the posterior is a probabilistic mixture. Conjugacy is restored via an approximation that is optimal in the sense of Kullback-Leibler divergence. This yields a numerically efficient recursive identification procedure for this set of models. Examples of the applicability of the model are given in Section VI, where it is used to denoise AR processes corrupted by isolated outliers, and by burst noise, respectively. An application in speech analysis is also given. A discussion and conclusions follow in Sections VII and VIII, respectively.
II. BAYESIAN RECURSIVE IDENTIFICATION
Our concern is with the inference of unknown model parameters at all observation times . The Bayesian perspective requires evaluation of a probability distribution of these unknowns at all . This contrasts with the point estimation task, where unknowns are represented by a decision-theoretic certainty equivalent, such as the Maximum Likelihood (ML) or Least-Squares (LS) estimates [3] , [7] . Tractability of the identification task is assured when the parameter distribution is conjugate to the observation model. A full review of the concept of conjugacy is available in [11] and briefly summarized next.
The data measured at time are denoted by , and the history of the system is defined as
. Let the observation model be formalized as a time-invariant probability density function (distribution) , with by assignment. This model is parameterized by unknown . Identification of the model is equivalent to evaluation of the posterior distribution of , . From Bayes' rule Since (1) is recursive, analytical tractability of the update is assured if distributions and are of the same form. This is achieved if there exists a mapping , , satisfying the condition (2) is time-invariant and finite-dimensional (i.e., ), and is known as the sufficient statistic [11] . Then, is said to be conjugate to the observation model . Since (2) must be valid for , the prior must also be conjugate. A conjugate distribution exists for every observation model in the exponential family [12] . Under (2), functional recursion (1) can be replaced by an algebraic recursion on , achieving Bayesian identification of , and implying a numerically stable procedure.
III. REVIEW OF BAYESIAN IDENTIFICATION FOR THE AUTOREGRESSIVE (AR) MODEL
A univariate time-invariant AR model is of the form
where is the model order, is the input (also known as the residual or innovations), and is the output (or observation) of the implied system, as illustrated on the left side of Fig. 1 . Given , the problem is to identify the fixed, unknown, real parameters and of this model. Here, denotes transposition. The classical solution is based on the Wiener criterion, with the point estimates obtained by solution of the normal equations. Two principal approaches to their solution are the covariance and correlation methods, respectively [13] . Recursive solutions exist, such as the Recursive Least Squares (RLS) algorithm [3] .
The Bayesian approach assumes that (3) is driven by stationary white Gaussian noise, i.e., . Then
where , and is the regression vector at time . Equation (4) belongs to the exponential family, and therefore, both a conjugate distribution and sufficient statistics are available. The conjugate distribution is of the Normal-inverseGamma type [11] (5)
denotes the Gamma function [14] , and (7) denotes a partitioning of into blocks, isolating , which is the element. , are the sufficient statistics of . The statistics of the conjugate prior distribution , are chosen to reflect our initial parameter knowledge. If we have no preferences, we use a diffuse (noncommittal) distribution. Typically, , , where is the identity matrix, and is a small positive scalar. Substituting (4) into (1) and using (5) at time , the posterior distribution at time is
Here, is the extended regression vector, and is known as the extended information matrix. The outer product will be called a dyad in this paper, and (9) will be known as a dyadic update. Since the recursion begins at , (9) and (10) are initialized with and , respectively. This is equivalent to choosing a stationary parameter distribution for . For many practical tasks, we need access to moments of (8), such as (11) (12) (13) where the quantities in (7) have been evaluated at time . These (and subsequent) formulae are also valid when is a vector observation. The parameter distribution is then the corresponding multivariate form of (8) .
The Bayesian posterior moments (11)-(13) coincide with point estimates employed in the signal processing literature. Equations (11) and (12) are identical to the results of the covariance method [13] . A natural advantage of the Bayesian approach is that it yields measures of uncertainty, such as (13) , for point estimates. The Bayesian perspective can also address the following important topics.
Computational Issues: A numerically efficient implementation of (9) and (11) is based on the LD decomposition [15] , i.e., , where is lower triangular, and is diagonal. The update (9) is replaced by recursions on and [16] . The resulting identification algorithm is then compact, efficient, and numerically stable.
Prediction: The one-step-ahead predictive distribution is given by the ratio of normalizing coefficients (6) [11] . For the AR model, (14) using (6) . This is the Student -distribution with degrees of freedom. The mean value of this distribution is readily found to be (15) using (11) and is therefore equal to the intuitively appealing result from classical theory [13] . However, once again, the availability of the full distribution (14) allows uncertainty measures for (15) to be reported.
Model Order Determination: When is unknown in (3), it must be handled as a discrete random variable in the Bayesian identification framework and represented as such in the notation. Application of the chain rule times, using (14) and Bayes' rule, yields the following posterior distribution of : (16) denotes the extended information matrix (9) updated with respect to the length-regressor.
denotes the prior distribution of model order, which is typically chosen as uniform on integer support , where is a hyperparameter. Hence, (16) is valid for , and is inferred [see (16) ] without the need for asymptotic assumptions. Note that the criterion involves (analytical) marginalization over the parameters of each candidate model, yielding the order-dependent normalization term [see (6) and (16)]. It is this marginalization operation that penalizes model complexity, yielding a criterion that satisfies Ockham's Razor without the need for prior-based, or other, regularization. For more on the Ockham-sensitivity of Bayesian marginalization, see [17] .
Non-Stationary Identification via Exponential Forgetting: The assumption of time-invariant parameters (1) is rarely satisfied in practice. A full Bayesian treatment then requires a model of parameter variations to be proposed [1] , [18] . The random-walk parameter evolution model leads to a linear forgetting algorithm [19] . When an explicit parameter evolution model is missing, heuristic techniques are typically adopted. The standard batch (offline) algorithm uses windowing [20] . Alternatively, classical exponential forgetting [21] is used in adaptive signal processing [22] and recursive estimation [3] .
The Bayesian treatment of exponential forgetting was developed in [1] . There, the missing model of parameter evolution is handled via a probabilistic operator: (17) The We note, from (18) and (19) , that and are injected at each step, therefore playing an important rôle in the identification. In order to minimize their influence, we can choose to be diffuse, having, for example, the same parameter values as the prior:
, . Classical exponential forgetting [21] results from the choice of and , corresponding to a uniform (improper) alternative parameter distribution const. [see (17) ].
may become ill-conditioned in this case, inferring infinite parameter values. The use of a proper alternative distribution in (17) avoids this problem. For this reason, it is known as regularized exponential forgetting [19] . The relationship between exponential forgetting (17) and linear forgetting was also discussed in [19] . Many extensions are possible, such as directional forgetting [24] .
IV. EXTENDED AUTOREGRESSIVE (EAR) MODEL
In this section, the largest set of models is proposed for which the recursive algorithms in Section III remain valid. The favorable algorithmic properties for the AR model depend on the elegant dyadic update of the extended information matrix (9), which is sufficient, with (10), for identification of the model, via (8) . Consider, then, a regression model defined with respect to known transformations of the observation process : (20) where denotes a set of (possibly nonlinear) functions:
and is a time-indexed auxiliary vector of known exogenous terms. It may contain any known variables, such as the time index for time-variant or a measured external (exogenous) signal, etc. Together, (20)- (22) define the Extended AR (EAR) observation model, illustrated on the right side of Fig. 1 . In words, the EAR model linearly regresses -a known transformation of the observation process -onto known transformations of past observations . Equation (20) is valid , where is the longest data memory with respect to across all functions (21), (22) . From (20)- (22), the implied distribution of the observation process is (23) where is the Jacobian of (21), i.e., . This creates an additional restriction that be a differentiable, one-to-one mapping from to . Moreover, must not be missing from the argument of , and so, . This is equivalent to ensuring the necessary uncertainty propagation from to (see Fig. 1 ). Significantly, the distribution remains conjugate to (23), as is readily appreciated by noting that is a constant when (23) is substituted into (1). Thus, once again (24) where the dyadic update of is in terms of the transformed variables (25) (26) using (21) and (22) . The update for (10) is unchanged. Hence, Bayesian identification of the EAR model (23) involves, by design, the same computational flow as that of the AR model (4)- (13) . Note that the same symbol is used to refer to the extended information matrix for both the AR (9) and EAR (25) cases and, indeed, the variant arising under forgetting (18) . The context will always make clear which case is implied. In addition, from now on, the possible involvement of an exogenous variable in the EAR model (20) will be suppressed in the notation.
The EAR model greatly extends the range of problems that may be addressed. The following important cases are included [2] : i) the ARMA model with a known MA part; ii) the ARX model, i.e., AR with exogenous observed input ; iii) an AR process observed via a known bijective, memoryless nonlinearity ; and iv) the incremental AR process with the regression defined on increments of the measurement process. Note that noise disturbances at the output of an AR process are not permissible, since the regression variables (26) are then unobservable, violating the EAR conditioning in (20) . Further treatment is required in order to handle this important case (Sections V and VI).
Prediction: is given by (14) with replaced by , following (25) . Using (21) (27) Note that (27) remains a Student -distribution (14) iff Jacobian is independent of , i.e., iff (21) is linear. Model Structure Determination: The structure of the EAR model is no longer dependent solely on (see Fig. 1 ) but on the whole transformation . The structure determination problem is then one of calculating the a posteriori probabilities of various choices from a finite number of cases. From Bayes' rule (28) where the first term on the right-hand side is formed from terms of the kind in (27) . Using (14) as before, quotient cancellation once again leads to probabilities of the kind in (16) . In (28),
, and is the longest data memory with respect to across all functions (21) and (22) constituting the th EAR model (20) . Hence, (28) is valid for , which is the maximal value of over all competing EAR models. Finally, is an appropriate prior (usually uniform) over the competing models.
V. MIXTURE-BASED EAR (MEAR) MODEL
We now relax the EAR assumption (24) , which requires to be known. Instead, we consider a finite set of possible transformations, which is called the filterbank (29) Equation (29) differs from the set used in (28) in two important respects: i) Since we are modeling a single AR process subject to an unknown transformation (21) and (22), therefore, each (29) has a common AR part [implying in (22) , for instance, that , ]; and ii) we allow a time-variant transformation, i.e., switching between the at any time. Assuming that the observation at each time was generated by one element of (29), then (23) can be rewritten as (30) Here, the active transformation at time is labeled by a new discrete auxiliary variable , with states . Here, is the th elementary basis vector in
constitutes a hidden field controlling the dynamics of the transformation process. We model it via a first-order homogeneous Markov chain, with transition matrix (33) i.e., , the th element of , where denotes the multinomial distribution. Its conjugate distribution is Dirichlet [25] with matrix parameter
The extended observation model is (37) which may be evaluated via (30) and (33) . Hence, the model parameter set and is augmented by , . Marginalization over yields an observation model in the form of a probabilistic Mixture of EAR components (i.e., the MEAR observation model) with common AR parameterization (38) Next, consider the posterior distribution of model parameters at time , i.e., . This is updated via (37) according to Bayes' rule (39) The update introduces the extra random variable . Hence, the parameter distributions at times and have different functional forms, violating conjugacy. After updates, random variables will have been generated, with, together, possible states. This renders the update (39) unsuitable for online identification. Various approximations have been developed in order to overcome this problem. In [26] , an overview is provided in the context of mixture models. We proceed via the following conditional independence approximation of the posterior distribution at time (39):
where the denote approximating distributions, which must be found. Using (40) at both and [i.e., in the first two terms of (39) respectively)], we see that is updated in the step from to independently of the label sequence , avoiding the exponential explosion referred to above. An optimal approximation within the class (40) may be found via minimization of the Kullback-Leibler (KL) divergence [27] :
Here, for convenience, denotes . KL optimization of a conditional independence model (40) defines the Variational Bayes (VB) method [28] , [29] .
Any optimum under the VB method satisfies the following constraints [28] :
Here, [see (39)], and denotes expectation with respect to the distribution in the subscript. Note, however, that the resulting distributions are only available implicitly, since (42)-(44) interact via the expectation operators. Therefore, an optimum is found by iterating between (42)-(44) until convergence at each time . This renders the procedure unsuitable for online identification. To overcome this problem, we seek a coarser, but computationally less demanding, approximation. Namely, we replace (43) and (44), i.e., the VB-optimal marginal distributions of the label field, by the true marginals implied by the exact model (39), as follows:
Using the above assignments, (42) is available in closed form (47) Note that (47) differs from (42) only in the distributions with respect to which the expectation is taken. This resticted form of the VB approximation is known as the quasi-Bayes (QB) approximation [26] , [38] . The restriction, which is shown in (45) 
Hence, these are equal to (45) and (46), respectively, i.e., the exact label marginals (multinomial). These important quantities (49) will be evaluated and interpreted shortly. Equation (48) is a KL-optimized approximate update of the MEAR model parameter inference from time to . We now design this approximate parameter distribution to be self-replicating under this update. The second term on the right-hand side of (48) is a geometric mean of Gaussian distributions (23) , being therefore Gaussian with conjugate distribution (5) . The third term is multinomial (33) with Dirichlet conjugate distribution (34) . Therefore, subject to the VB-approximation (40) at time , the required conjugate distribution needed for update (48), at time , is
Substituting (51) matrix is updated via a sum of filter-dependent dyads, weighted by the probability that the th transformation is correct [see (49)]. Therefore, can be interpreted as dyadic weights in the resulting identification algorithm.
We must still evaluate [see (49)]. The first term on the right-hand side of (39) may be expanded using the chain rule and then (51) substituted in. Furthermore, (30) and (33) may be substituted into the second term on the right-hand side of (39). Then, integrating over , , ,
, and using the assignment (46), it follows that (56) (57)
Computational Issues: The summed-dyad algorithm implied by (53)-(55) is illustrated in Fig. 2 . It involves dyadic updates [ for (57) and for (53)], as compared to the single one required for the standard AR procedure in (9) . Once again, the efficient LD decomposition of may be exploited (see Section III). Fig. 2 assumes linear independence between the candidate filter-bank transformations (29), i.e., between the extended regressors [see (26) ], generated by each candidate filter. In this general case, (53) is a rank-c update of the extended information matrix. Special cases may arise, depending on the filterbank candidates that are chosen a priori. For example, if the are all linearly dependent [such as in the example in Section VI-A, in (64), shown later], then the update in (53) is rank-1. In this case, also, only one outer product operation is required, allowing the parallel paths in Fig. 2 to be collapsed and reducing the number of dyadic updates to . In all cases, however, the convex combination of filter-dependent dyads (53) resides in the simplex whose vertices are these filter-dependent dyads. Thus, the algorithm allows exploration of a space of EAR models whose implied dyadic updates (25) are the elements of this simplex. Trivially, [see (29)]. This will be known as the spanning property of MEAR identification.
MEAR-Based Prediction:
The MEAR predictor can be found by marginalization, using (37) (replacing by ), (52), and the chain rule (58) where is the th element of (36) . Equation (58) is therefore a mixture of EAR predictors [see (27) ]. All noncentral moments-e.g., the expected value -of (58) can be obtained as the weighted algebraic mean of noncentral moments of the candidates.
MEAR Model Structure Determination: The identification of the MEAR model does not provide inference of [see (22) ], and additional treatment is required. However, various choices of filterbank can be tested via (58) in the same way as for the EAR model (28) .
Exponential forgetting: The assumption of a stationary parameter set , , can be relaxed by means of the probabilistic operator in (17) . The prior for the update (51) is then replaced by (59) where we have used the notation in (17) . This time, two time-invariant, known forgetting factors and are required to reflect the conditional independence in (51). The alternative distributions are assumed to be time-invariant and are chosen as [see (5)] and [see (34) ], respectively, to ensure that (59) is self-replicating (conjugate) under the KL-optimized update (48). The recursions on sufficient statistics (53)-(55) are then reformulated as
, , and are the parameters of the alternative distributions, and is given by (57) adapted appropriately via (60)-(62).
VI. EXAMPLES OF MEAR MODELLING FOR ROBUST IDENTIFICATION OF CORRUPTED AR PROCESSES
The use of the MEAR model is limited because of the assumption of a finite number of possible data transformations [see (29) ]. The MEAR observation model in (30) naturally expresses cases such as an AR process corrupted by a -state digital disturbance. More often, however, transformations are in terms of continuous parameters or continuous disturbances, such as i) the transformation from ARMA to EAR via a prewhitening filter [30] , [31] or ii) an additive continuous-valued noise disturbance. In cases like this, which imply a continuous space of possible transformations, there is the need to choose candidate members a priori for the filterbank [see (29) ]. This may require setting values of associated tuning knobs. Nevertheless, the spanning property of MEAR identification permits exploration of a space (see Section V). With careful filterbank design, may be arranged to be a large proper subset of . By way of illustration, the MEAR model is now employed in the identification of some noise-corrupted processes.
A. Identification of an AR Process With Switching Variance
We consider the following time-variant observation model (63) where (i.i.d.), and is an unobserved, binary sequence, switching between levels and . In econometrics, (63) is known as a regime-switching model [32] . For the present, we will assume that and are known. The nonstationary AR(2) process of Section VI-C (see Fig. 4 (18) and (19) ] performed similarly for the identification of , whereas, as expected, the MEAR model achieved better identification of . However, the two models differed significantly in prediction, which was quantified with respect to the likelihood of the complete observation sequence , i.e.,
For the AR model, (65) was evaluated using (14) . For the MEAR model, (65) was evaluated using (58). Recall that . In a Monte Carlo study involving 500 simulation runs, the likelihood of the MEAR model [see (65)] was greater than that of the AR model in 90% of the cases. Note that (65) is a criterion with Ockham sensitivity (see Section III), confirming that the greater complexity of the MEAR model-as compared to the AR model-is strongly justified in the case of (63).
In this case, the MEAR process (63) is a time-variant AR process with switching variance . MEAR identification has performed better than AR identification with forgetting [see (17) ] because the latter is appropriate for tracking slowly varying parameters but not the switching variance in this example. Nevertheless, recent work involving online identification of an unknown forgetting factor [33] can allow forgetting-based tracking of switching parameters. A remaining advantage of the MEAR model is that it directly uses the prior knowledge of [see (64)] in a way that forgetting-based techniques cannot.
The same MEAR filterbank in (64) can treat the extended case where in (63) switches between a set (alphabet) of unknown levels (i.e., is quantized, with unknown levels). Then, given two candidates filters in (64), with chosen parameters , respectively, the spanned filter space (see Section V) contains all cases in the interval . Typically, therefore, and are chosen as the prior extrema of . Finally, when unquantized behavior is expected for , standard AR modeling with -forgetting in (18) and (19) may be more appropriate than MEAR modeling.
B. Identification of an Outlier-Corrupted AR Process
We consider the problem of unknown isolated outliers. These cannot be modeled by (3), since the outlier-affected observed value does not become an element of any future regression. Hence, the autoregressive variable is unobserved, and the observation process is (66) where denotes a possible outlier at time . For an isolated outlier, it holds that
The AR model is identified via [see (8)] (i.e., not via ); therefore, the outlier has influence if and only if it enters the extended regressor [see (9) ]. Since is of finite length , and since the outliers are isolated, all cases are covered by a finite number of mutually exclusive scenarios. Each scenario may be expressed via an EAR component [see (21) , (22) , and (26) Here, we are using (15), (56), and the fact that for all transformations except . A second-order, stable, stationary AR process, with parameters , , and , was simulated with a random outlier at every 30th sample. The total number of samples was (i.e., the total number of observed outliers is 6), (i.e., ), and . Identification results [using stationary identification in (53)-(55) and noninformative priors] are illustrated in Fig. 3 , along with reconstruction (69). When an outlier occurs, all candidate filters are sequentially used (middle diagram). In this manner, the AR regressors containing an outlier are sequentially removed from (53) very effectively. Only one component, i.e., the one achieving correct filtering of the data, is active at each time. The marginal distribution of is Student-, , with moments given by (11) and (13). The terminal moments are illustrated inFig. 3 (bottom diagram) via the 95% Highest Posterior Density (HPD) ellipses [11] . The MEAR inference of is close to the AR inference with uncorrupted data (8) . For comparison, identification using the standard AR model (3) with the corrupted data yields , which is far beyond the boundaries of Fig. 3 (bottom diagram) . The MEAR model therefore achieves robust AR identification in this noisy simulation. In conclusion, the MEAR-based procedure has unified the preprocessing and identification tasks for the noisy AR process.
C. Identification of a Burst-Noise-Corrupted AR Process
A burst noise scenario requires more than one outlier to be considered in the regressor . We transform the underlying AR model [see (66)] into state-space form [3] , choosing the AR regression vector [see (4) 
. . .
such that , and . The observation process with burst noise is modeled as (72) where , and is i.i.d. , independent of [see (70)]. From (66), the burst noise is . The variance of is , being strictly positive during any burst, and zero otherwise. Hence, the isolation condition of the previous example is not present. Again, we identify a finite number of known selections of , each of which can be expressed using an EAR model. This will require both and [see (72)] to be specified.
will be used to switch a burst on and off, and therefore, acts to allow noise trajectories to be proposed independently of [see (70)]. a) are all noise-free, i.e., . Formally, . b) are all affected by constant-deviation burst noise, i.e.,
. The state-space model (70) and (72) (79) with time-variant Jacobian (a function of ) evaluated recursively using (75).
is parameterized by , each setting of which defines a distinct candidate transformation. Note that in (79) also depends on . The resulting MEAR parameter updates in (53) are therefore correlated with previous estimates , which may impair the ability of the algorithm to learn from the data . c)
Remaining cases: Cases a) and b) do not, for example, address the case where is not constant on a regression interval , e.g., the case where the regression interval partially overlaps a noise burst.
Complete modeling for such cases is prohibitive, since exists in a continuous space. Nevertheless, it is anticipated that such cases might be accommodated via the weighted combination of dyads from the two cases above (i.e., via the spanning property of the MEAR algorithm [see Section V]). The nonstationary AR(2) process of example VI-A above was studied once again, with in the interval (as displayed in Fig. 4) , , , and . Realizations are displayed in the top of Fig. 4 . For , is increasing, corresponding to faster signal variations. Thereafter, decreases, yielding slower variations. The process was corrupted by two noise bursts (samples 50-80 and 130-180), with parameters with , respectively [see (72)]. The process was identified using filter candidates, namely, the unity transformation along with and (79). Identification results, using (52) and (60)-(62), are displayed in the middle of Fig. 4 . Specifically, the 95% HPD interval, via (11) and (13), of the marginal Student -distributions of and , respectively, are displayed . The process was identified using forgetting factors [see (59)] and and noninformative, stationary, alternative distribution . Furthermore, the matrix parameter of the stationary, alternative distribution [see (59)] was chosen to be diagonally dominant with ones on the diagonal. This discourages frequent transitions between filters.
The identification results (see the middle of Fig. 4 ) indicate better detection of the first burst than the second. As already noted, , (which denotes the reconstructed state vector (77) with respect to the th filter) is correlated with , which may undermine the tracking of time-varying AR parameters . In this case, each Kalman component predicts observations poorly and receives low weights and [see (57)] in (60). This means that the first component-which does not preprocess the data-has a significant weight . Clearly then, the designed Kalman Filter (KF) components have not spanned the space of necessary preprocessing transformations well and need to be supplemented. An advantage of the MEAR approach is that extra filters may be "plugged in" in a naïve manner (in the sense that they may improve the spanning of the preprocessing space but should simply be rejected, via (57), if poorly designed). During the second burst (see Fig. 4 ), the AR process is slowing down. Therefore, we have extended the bank of KFs by a simple second-order, arithmetic-mean, lowpass filter (LPF) on the observations (80) Identification of the process using the KF LPF filterbank is displayed in the bottom of Fig. 4 . Identification is improved during the second burst. The observed signal is compared with the reconstruction obtained using both variants (i.e., the KF and KF LPF filterbanks) in the top of Fig. 4 . Reconstructed values for the KF variant are derived from (69) (81) using (15), with (11) (5) ] for the AR parameters in (59). We identify the time-invariant alternative statistics and , using 1800 samples of unvoiced speech. is then flattened to reduce from 1800 to 2. This choice moderately influences the accumulating statistics at each step, via (60). Specifically, after a long period of silence, the influence of data in (60) becomes negligible, and is reduced to . Three sections of the speech file, sampled at 11 kHz, were corrupted by additive, uncorrelated burst noise (see Fig. 5 ). Since we are particularly interested in performance during nonstationary epochs, we have considered three transitional cases: i) voiced-to-unvoiced transition corrupted by zeromean white Gaussian noise, with a realized signal-to-noise ratio (SNR) of 1 dB during the burst; ii) an unvoiced-to-voiced transition corrupted by zero-mean white uniform noise at 2 dB; and iii) a silence-to-unvoiced transition corrupted by a click of type , superimposed on the silence period. In the first two cases, the noise burst was successfully suppressed. In the third case as well, the click was suppressed but with some suppression of the unvoiced speech.
VII. DISCUSSION
The MEAR model (38) proposes a rich extension of the classical AR model. It allows transformations on regressors, which relates it to semiphysical modeling [34] . Being a mixture-based extension, it is also related to the multiple model approach [35] , to mixtures of AR processes [36] , and to the Generalized AR (i.e., GAR) approach [9] . It must be remembered, however, that the MEAR model was developed as a single AR model subject to an unknown transformation of the observations. This leads naturally to formalization of the model as a probabilistic mixture with common AR parameters (38) . There are two main consequences. First, the MEAR model is appropriate in cases where the transformation/distortion process is independent of the underlying AR process. Second, the AR parameter inference [see (52)] involves a single sufficient statistic matrix [see (53)], updated via a linear combination of dyads. As noted in Section V, the resulting spanning property of MEAR modeling allows the dyadic update that would have been contributed by a filter that is not actively included in the filterbank [see (29) ], to be built from a convex linear combination of dyads contributed by those filters that were. Thus, for example, in Section VI-C, a small number of distinct candidates , which were drawn from a potentially large continuous range, were able to handle bursts generated by a model that was not explicitly represented by any one component.
Clearly, the MEAR model is particularly suited to cases of time-variant transformations of the AR process [see (26) ]. Effectively, a vast choice of possible component trajectories are examined, via the data-based updating of the component weights [see (57)]. Here, the spanning property is a benefit, since continuous trajectories in the spanned transformation space are accommodated. This justifies the expense of evaluation of the weights in each step (57). However, MEAR modeling may be inappropriate when there is a single, time-invariant transformation of the AR process present. In such a case, the MEAR model has too many degrees of freedom. Our experiments suggest that conventional MAP-based EAR model comparison-using (28) with each element of the filterbank (29) separately-may perform better in these cases.
The restriction to common AR parameterization across all components of the MEAR model (38) can easily be relaxed via obvious changes to the recursive algorithm [see (53)-(55)]. Each EAR component would then experience a local rank-1 update, and there would be no intercomponent interaction. This can cause identification problems, since each component then has unknown AR parameters and an unknown transformation. The common AR parameterization in the MEAR model can therefore be seen as a regularization that avoids this problem.
Interaction between a finite set of components has been implemented by other techniques. The Kalman-based interacting multiple models (IMMs) [35] linearly combine state vectors (i.e., certainty equivalents) evaluated using each filter, before using it in the Kalman updates. This may compromise the ability to span the full space of potential transformations. The MEAR algorithm (see Fig. 2 ) propagates sufficient statistics and not certainty equivalents.
The Bayesian identification method presented in this paper unifies all tasks of inference into a single, model-consistent framework. In the burst noise example of Section VI-C, the MEAR algorithm combines the preprocessing tasks (of burst detection and signal reconstruction) with online identification. It is the dynamic weights [see (57) ] that balance the dyadic update contributed by each component at every step [see (53) ]. This contrasts with the previously reported methods. For example, in [37] , a Boolean detection decision is made concerning the presence of outliers. During a detected burst, a Kalman filter is used for reconstruction, and updating of statistics is interrupted. In our work, the updating of statistics is never interrupted. Components that, in effect, preprocess noisy data contribute dyads constructed from filtered data. Furthermore, exponential forgetting is used to handle time-varying AR parameters, in place of the extended Kalman filter in [37] . In difficult cases, such as silence regions of speech (see Section VI-C), forgetting with informative alternative distributions [see (59)] can be used.
A special case of the MEAR model was presented in [31] for estimation of an ARMA model using a mixture of AR components with common parameters. Time-invariant model component weights were adopted, in place of (33) . MA prewhitening filters were used as candidate transformations [see (26) ]. The candidates [see (29) ] used to represent the continuous multidimensional transformation space were designed using a simplex-search method. This is an example of a technique for filterbank design that is achieved at the price of loss of recursivity in the identification method. The general setting for the MEAR model, and its QB-based identification, were first reported in [38] but, once again, without a hidden Markov model for time-variant weights.
In this paper, we have modeled the possible degradations of the AR process and designed the filterbank [see (29) ] in an attempt to span the continuous space of possibilities arising in typical scenarios. The parallel architecture of the summed-dyad algorithm (see Fig. 2 ) permits extra candidates to be "plugged in" with ease, in order to supplement the set. We saw in Section VI-C, for instance, how this can improve identification. When the extra candidate is performing poorly as a preprocessing filter, its contributed dyads are weighted by low component weights in (53) and become negligible. Care must be exercised, however, with respect to the spanning property of the MEAR algorithm: In cases where [ being the space spanned by the chosen filterbank (see Section V)], then noise may lead to updates [see (53)] associated with undesirable transformations in . The resulting corruption of the statistics also corrupts estimation of the dyadic weights [see (57)], potentially reinforcing the problem. Further work in the general area of MEAR filterbank design is required.
VIII. CONCLUSION
We have introduced a mixture-based extension of the AR model and derived an associated recursive Bayesian identification scheme. The resulting MEAR model is a mixture of AR components with common AR parameterization, each component modeling the AR process defined with respect to one possible data transformation. These transformations can be interpreted as a bank of filters that are used to preprocess a single AR process.
The principal design aim of the MEAR model was to extend the modeling abilities of the classical AR model without losing the recursive computational properties of its identification. The approximate recursive update was optimized at each time step in the sense of Kullback-Leibler (KL) divergence. Conjugacy and sufficient statistics were preserved using a conditional independence assumption. This resulted in an online Variational Bayes (VB) approximation, which was further restricted in order to yield an iteration-free solution known as the Quasi-Bayes (QB) formulation. This step-wise optimization, at each time , of the parameter inference is important in nonstationary processing, yielding a closed-form expression for the underlying AR parameter distribution in a wide range of transformation and distortion contexts. This distribution was specifically designed to be efficiently and recursively computable. The computational load of the MEAR identification procedure is light, increasing only linearly with the number of components (i.e., the number of filters in the filterbank). Therefore, real-time implementation is feasible.
The MEAR model is expected to be useful in situations where AR models are already used but where there are now various possible distortions present. A correctly designed filterbank for the MEAR model permits online recursive identification of the AR process that is robust to these distortions. The MEAR model does not impose any specific form of filter on the filterbank. Thus, it can be seen as a flexible framework for online comparison and cooperation between various ad hoc candidate preprocessing filters. Key to the computational flow of the proposed algorithm (see Fig. 2 ) is the updating of parameter statistics via a weighted sum of dyads formed from the regressors of each transformation. The implied spanning property means that the model can perform well, even in situations where the filterbank does not include the true underlying data transformations.
