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Abstract
The emergence of scale free and small world properties in
real world complex networks has stimulated lots of activity
in the field of network analysis. An example of such a
network comes from the field of Content Analysis (CA) and
Text Mining where the goal is to analyze the contents of a
set of web pages. The Network can be represented by the
words appearing in the web pages as nodes and the edges
representing a relation between two words if they appear in a
document together. In this paper we present a CA system that
helps users analyze these networks representing the textual
contents of a set of web pages visually. Major contributions
include a methodology to cluster complex networks based
on duplication of nodes and identification of bridges i.e.
words that might be of user interest but have a low frequency
in the document corpus. We have tested this system with a
number of data sets and users have found it very useful for
the exploration of data. One of the case studies is presented
in detail which is based on browsing a collection of web
pages on Wikipedia 1.
1. Introduction
Information Analysis (IA) or more precisely Content
Analysis (CA) is an active area of research where the goal
is to explore and analyze contents of a set of documents
in order to discover patterns and hidden knowledge [25].
Weare provides a good overview of the challenges presented
to the CA research community by the World Wide Web [30].
Document Content Visualization Systems can be used as a
tool for CA where the goal is to represent textual contents
of a set of documents in a visual form so as to facilitate the
process of mining and discovering patterns in a collection
of documents [21] [15].
A typical application of CA in the domain of web is
the analysis of the set of web pages browsed by a user in
1. http://en.wikipedia.org/wiki/Main Page
order to find required information. While browsing a web
page having external links; it is imperative for the users to
browse each and every external link if further information is
required. This task is not only time consuming but makes it
difficult for the users to relate contents of web pages to each
other. Moreover apart from going over a single web page,
most of the time, users tend to collect a set of web pages
rather than a single web page to obtain information [31].
In case of browsing, it means that a user would explore
the links in the selected pages further to extract more
information.
As an example consider browsing the web page ‘CAC
40’ on the Wikipedia encyclopedia. CAC 40 is a benchmark
french stock market index which represents a capitalization-
weighted measure of the 40 most significant values among
the 100 highest market caps on Euronext Paris 2. There
are many external links on this page and users searching
for more details would use these external links to look
for further information. Usually they will go through the
web pages one at a time to find more information which
makes it difficult to relate what they have already found as
information.
Ideally the users want a system that collects pages referred
in the initial web page and display their contents in a
manner that groups the pages together based on the content.
This would give the user an idea about the sub-topics that
revolve around the major topic. For example, a quick look
on the CAC 40 Wikipedia page would suggest the other
related indices like ‘CAC Next 20’, ‘CAC Mid 100’ and
‘CAC Small 90’ as possible topics related to ‘CAC 40’. All
these indices represent the highest equities on Euronext Paris
where CAC Small being the lowest of these all.
Moreover the users would like to see how these sub-
topics are related to each other. Words appearing in more
than one document can play a role of bridges between
these groups thus creating a link between words from two
different groups. Nodes organized into circles in Fig. 1 cor-
2. http://en.wikipedia.org/wiki/CAC 40
Figure 1. Web Pages and Bridges
respond to keywords extracted from a same set of document.
Clearly, the figure shows that documents roughly organize
into three different subgroups of topics, labeled as ”French
companies”, ”CAC 40” and ”CAC Small 90”. In other
words, Fig. 1 shows the “community structure” of web pages
[14] [2]. Additionally, a few nodes have been isolated and
bridge these subgroups, further indicating topics that link
the different subgroups. The bridging nodes thus sit out of
the community structure (the structural hole as Burt names
it [9]) and act as broker between communities.
Our starting point is thus the network of links between
words extracted from web pages. As we shall see in the
coming sections( 3), the plain network we obtain after the
extraction process is actually quite complex and its structure
forbids to use it as a graphical representation as such.
The problem we address in this paper is to reveal hidden
community structures in complex networks. Our approach
also allows us to identify the bridges within these networks.
The uncovered structure can then be used to build a graphical
representation of the whole network to help visualize and
interactively explore these relationships.
We represent the contents of the web pages through a
graph or a network, where the nodes represent the words
appearing in web pages and the edges showing that two
words appear together at least once on a web page. Clus-
tering and Visualization of a network constructed this way
is a challenging problem because having a closer look at
the network properties, we find that these networks have the
properties of small world [20] and scale free [3] structures.
A small world network can be defined by two structural
parameters: the average path length [20] and the clustering
coefficient [29] of nodes. The path length refers to the
minimum number of edges traversed to go from a node A
to node B. The average path length is the average calculated
for all pair of nodes in a network. The clustering coefficient
of a node is defined as the ratio between the total number
of connections among the neighbors of that node to the
total number of possible connections between the neighbors.
A high clustering coefficient means that the neighborhood
shares lots of connections among themselves and thus form
a community.
Figure 2. Plot of the node degree distribution : degrees
appears on the x-axis and the frequencies associated
on the y-axis.
A scale free network is a network in which the connectiv-
ity of nodes follow a scale-free power-law distribution [3].
This means that there are a few nodes that have a very
high number of connections(degree) and lots of nodes are
connected to a few nodes. The degree distribution of the
network taken as an example is shown in figure 2 where
the long tail like structure represents the nodes with high
number of connections.
The most common networks having these properties of
both scale free networks and small world networks are the
Internet Movie Database and the Coauthoring Network [16].
For the rest of the paper, we use the term complex network to
refer to a network which has both small world and scale free
properties. A Cooccurrence network is another example of a
complex network. This network is built when one considers
a book or queries to a search engine, one can construct a
co-occurrence graph of words if they appear in the same
sentence or on the same page [10]. This is the graph that
we construct considering the web pages browsed by a user
while exploring for information (see section 3 for details).
We know that due to the scale free property, it is difficult
to cluster a network or visualize communities within the
network structure [1]. This is due to the fact that a few
nodes have a very high degree and they create links between
the underlying community structure hiding the communities.
Figure 3 shows the co-occurrence network obtained by
browsing pages on the Wikipedia encyclopedia starting from
the CAC 40 page (see section 3 for details). We have
used a graph drawing algorithm proposed by Frick [13]
implemented in Tulip software 3. This is force directed
algorithm which is well suited to our problem as it puts
the nodes that are densely connected to each other closer
hence making it easier to locate the community structures.
But from the figure it is quite evident that in the presence of
very high degree nodes it is very hard to identify different
communities visually.
The proposed system addresses two main problems in the
analysis of complex networks. First is revealing the commu-
nity structures hidden in the network through simplification
of the graph and clustering. As an example we consider the
co-occurrence graph of words extracted from a set of web
pages. In the discussed example of CAC 40 is the major
3. http://www.tulip-software.org/
Figure 3. Co-occurrence Network of Words: Pages
Browsed from CAC 40 Wikipedia web page
topic but the user might be interested in other indices such
as CAC Small 90 etc.
The second is identification of words that are interesting
from a user perspective to study the relationship between
clusters but have a low frequency in the entire document
corpus. These words can help us to uncover hidden infor-
mation and discover relationships that are not apparent in
the original network or difficult to locate. For example a
company linking web pages from CAC Next 20 and CAC
40 might be a good candidate of a company that has interests
in equities from CAC Next 20 and CAC 40. This company
name should be represented separately as a bridge that the
user can find easily without having to go through the two
web pages and deduce this relationship.
The major contributions of the proposed system are: a
methodology to cluster complex networks based on dupli-
cation of nodes, a method to focus on Bridges that are
interesting from a user perspective, discover hidden (or not
so obvious) relationships between subtopics based on these
Bridges. We use Micro/Macro graph layout algorithms [4]
to visualize the final network which helps us to develop
an overall picture of the distribution of the contents of the
collected set of web pages.
The rest of the paper is organized as follows: In Section 2
we present the related work. We describe the data set used
as an example in section 3 and the proposed system in
section 4. Section 5 discusses the results that we obtained
by the application of our framework on the sample data
set. Section 6 contains the conclusion and future research
prospects, advancements and ameliorations possible to the
current system.
2. Related Work
Document Content Visualization has been studied in
details by various researchers and different visualization
systems have been proposed such as [15] [11]. Most of these
systems are useful to identify the key words in a document
collection. They use the classical techniques to calculate the
relationships between documents like the tf-idf score [24]
which makes it difficult to focus on low frequency words
that appear in only a few documents.
Web search results visualization which is different from
web browsing visualization is also an active area of research
where most of the research has been directed towards two
objectives. One is, towards showing the connection between
the user query and the resulting web pages [22] and two,
effective organization and clustering of search results [6].
None of these systems perform content analysis as their
primary task is to help users find web pages relevant to
their query. Some of these systems perform clustering based
on the content of the web pages [33] but none of these
focus on showing the bridges that create links between these
documents.
Clustering and Visualization of a network or graph having
small world and scale free properties at the same time, to
the best of our knowledge, has not attracted much attention
in the clustering domain. Boutin et al. [7] tried to address
this issue by introducing a filtering method based on user-
focus. This technique extracts a tree-like graph so that the
resulting structure can be drawn using any force directed
algorithm leaving the final drawing easily readable. One
of the drawbacks of this system is that the user has to
choose an initial entry point to filter the graph. The system
we propose require no such information. Moreover since
edges are removed to simplify the structure of the network,
important information can be lost. We preserve the original
network without removing any edges or nodes thus no
information loss occurs and the user is free to navigate in
the entire network all the time.
Girvan et al. [14] proposed a clustering algorithm for
complex networks based on the betweenness centrality. This
algorithms performs well but produces a hierarchical cluster-
ing which is not well suited to browsing problem addressed
in this paper. Moreover it does not cater the problem of
reducing the inter-cluster edges thus making it difficult for
visualization.
Methods have been proposed to cluster and visualize scale
Free networks based on filtering [23] [19] of nodes or
edges but some loss of information occurs at the same time.
For example [1] [19] propose a recursive pruning method
called K-core which is a method to simplify large scale
free networks for visualization. It progressively allows the
detection of central nodes in the network but the grouping
is solely based on the topology and does not reflect the
similarity of the nodes. [23] proposed a method based on
the on Minimum Spanning tree(MST) , where the goal is to
construct a MST of the network thus reducing the network
from a graph to a tree. This essentially requires deletion of
edges and loss of information does occur.
Efficient algorithms to cluster and visualize small world
networks have been proposed like [2] [27]. These systems
perform well if the topology of the network follows small
world properties but fail to perform in the presence of scale
free properties. This is due to the fact that in a scale free net-
work, a few nodes dominate the entire networks connections
and makes it difficult to identify the communities.
3. Collection and Preprocessing of Data
The data set that we have used for experimentation is the
collection of key words found in the Meta tag of a set of
web pages. These web pages were collected starting from
the page CAC 40 on Wikipedia 4. All the pages in the ‘See
Also’ section were further explored and the process was
repeated for links up to depth 3. A total of 50 web pages
were collected this way. The choice of selecting 50 pages
was influenced by the study [17] which shows that users
will try a new search after browsing at most 30 web pages
in case of searching a web page on the Internet. The total
number of words collected after the removal of stop words
(like ‘for’, ‘the’ etc.) was 412.
The entire data set can be represented by 3 tuples. One
for the Words (words), second for the documents (document
title, hyper link) and the third representing relationship be-
tween the documents and the words, Relationship(Document
title, words).
From this data set, two different graphs can be con-
structed. A graph of Web page-Word and a Word-Word
graph. In a Web page-Word graph, the nodes represent the
web pages and the words where an edge between a web page
and a word represents that the word appears in that web
page. This graph by construction forms a bi-partite graph
where there are no edges between words and similarly there
are no edges between the web pages. We use this graph to
find the words that appear in many web pages as the degree
of a word represents the number of web pages it appears in.
The other graph is the word-word graph which we even-
tually use for visual analysis of the network. The nodes rep-
resent the words and an edge between two words represent
that they appear together in at least one web page. This
final graph contains 412 nodes and 5817 edges. The graph is
shown in Fig. 3. An important observation about this graph
is that the words that appear in a single web page would
be connected to each other thus forming a clique. Looking
carefully at Fig. 3, the set of nodes that form a group and
are densely connected to each other most probably belong
to the same web page.
4. http://en.wikipedia.org/wiki/List of french companies
Figure 4. Proposed Framework
4. Framework of Proposed System
The inspiration to the proposed system comes from the
fact that if we are somehow able to reduce the complex graph
(a graph with both scale free and small world properties) to
a small world graph, clustering and visualization of a small
world graph is much easier especially if the resulting graph
has communities with high intra community edges and low
inter community edges [2].
To reduce the complex graph to a small world graph
without scale free property we duplicate nodes that have
a very high degree thus leaving us with only a small world
network. In our case, duplicating the high degree nodes
means that the words that are present in a majority of
documents are duplicated such that they are assigned a new
identity in each and every document they appear. Thus they
are treated as words that appear only in a single document.
This is done so in order to reduce the inter-cluster edges
which in turn, results in a more readable visualization of the
network. Thus revealing the community structure visually.
Figure 5. (a) Word-Word Graph constructed from
browsing CAC 40 and related web pages (b) Graph
after node duplication (c) Graph after removing bridges
(d) Graph with Clusters and Bridges using proposed
visualization
Then we use the Betweenness Centrality introduced
in [12] (see also [8] for implementation) to identify the
nodes that lie between communities of words representing
the small world structure. These are the words that are
present in a few documents only and play the role of bridges
between web pages, i.e. they link different web pages. After
identifying these words, we remove them temporarily further
simplifying the entire network to reveal disconnected or
loosely connected communities. A clustering algorithm can
be applied to clusterize this network.
Once the clusters are found, the words that were initially
duplicated might found themselves in the same cluster. We
remove the duplicated nodes within clusters so as to keep a
single copy of the duplicated nodes. Then we reintroduce the
nodes having high betweenness centrality that were removed
temporarily and we identify them as Bridges.
Finally the network of clusters and Bridges is drawn using
a graph drawing algorithm. We associate a different color to
identify the nodes that are duplicated in the network so as
to show users the nodes that are present in other clusters as
well. Thus we have nodes that have two different colors (see
Fig. 7(a)), representing nodes that appear only once or are
duplicated. A simple interaction by clicking a duplicated
node is introduced to trace the presence of a duplicated
node in the entire network by associating a third color (see
Fig. 7(b)). The following sections discuss our framework in
detail.
Figure 6. Number of Web pages on the x-axis and
Number of Words on the y-axis
4.1. Using Scale Free structure to find cut off point
and duplicate nodes
In order to find the words to be duplicated, we use
the bi-partite graph of words and documents as described
in section 3. Once we have the Web page-Word graph,
we need to identify the words that are present in many
documents. The degree of the nodes in this graph represents
the number of documents a word appears in. Fig. 6 shows the
frequency distribution of the words and the web pages. The
x-axis represents the number of documents and the y-axis
represents the frequency of words. For example the point ‘a’
in the Fig. 6 means that there are just a little over 30 words
that appear in exactly three web pages.
Since the idea is to duplicate words that appear in many
documents, we need to find the proper definition of what
many document means for this network. Looking at Fig. 6
we calculate the slope of every two consecutive points.
At point b the slope becomes equal to zero. This gives
us a heuristic which suggests that as the slope becomes
zero or close to zero (values of -1 or -2) this point can
be considered as the cutoff point. In the given example, it
turns out to be 6, meaning that all the words that appear
in 6 or more documents must be duplicated. Although this
heuristic provides a good starting point for the system, the
user is free to manually choose a value for the degree a
part from which the nodes would be duplicated. Lower the
value chosen, higher would be the number of words being
duplicated and the eventual word-word graph would become
more disconnected.
An example of a word that might be duplicated is the
word ‘France’ since CAC 40 is an index for french stock
exchange, it is quite obvious to find this word in many
documents. This step introduces new nodes in the word-word
graph but keeps the number of edges exactly the same. Thus
the graph gets simplified as shown in Fig. 5(a) and 5(b).
4.2. Iterative removal of Nodes with high Between-
ness Centrality
Once we have the word-word graph with duplicate nodes,
we calculate the betweenness centrality of the nodes which is
a metric proposed by Freeman [12]. It calculates the relative
importance of nodes within a network by calculating the
shortest paths between pairs of nodes. Nodes that occur
on many shortest paths between other nodes have higher
betweenness than those that do not. This metric is a good
representation of the nodes that play the role of connecting
different communities and thus helps us in identifying the
bridges.
Girvan et al. [14] have used a clustering algorithm which
is based on a modified form of this metric. They calculate
edge betweenness based on the same principal where they
find edges that are central to a network. Then they iteratively
remove the most central edge in the network and recalculate
the edge betweenness until no more edges are left.
Since our goal is to find the bridges we apply the same
method on nodes to identify the bridges. We calculate the
betweenness centrality of the nodes, remove the node with
the highest betweenness centrality and repeat this process a
certain number of times. Girvan repeated the process until
there were no edges left as the goal was to produce a
hierarchical clustering. We use a heuristic to determine the
number of iterations which is based on the total number of
documents used for extraction of words and the number of
bridges we want to see between groups of documents. For
the given example we choose 15 as it would give us a bridge
for nearly every three documents.
Number of Iterations = bNumber of Documents/3c
(1)
Where bc represents the ceiling function.
The user is free to choose any value depending on the
requirements, higher the number of iterations and higher
would be the number of bridges and smaller would be the
size of clusters. Fig. 5(c) represents the graph after the
removal of nodes with high betweenness centrality.
4.3. Finding Communities through Clustering
A clustering algorithm is required to find clusters in this
processed graph. Most of the clustering algorithms require
some parameters as input such as number of clusters to be
found, initial centroids, a threshold etc [5] [18] [32]. Since
we want to avoid bothering the user with the requirement
of this additional information, we prefer an algorithm that
does not require any information from the user. Strength
clustering proposed by Auber et al. [2] is a good choice as
it requires no such parameter. It is well suited to our problem
as it was particularly designed to find communities in small
world graphs.
Once the clusters are found, each and every cluster is
scanned for nodes that were duplicated and found themselves
in the same cluster. We remove this node duplication within
a cluster and keep a single instance of a duplicated node
within a cluster.
4.4. Reintroducing Nodes with High Betweenness
Centrality and Identification of Bridges
The next step after clustering of the nodes is to re-
introduce the nodes that were earlier removed due to high
betweenness centrality. These nodes are considered to be
the Bridges as they are responsible for connecting different
clusters. Keeping in view that the words that were present
in many web pages were duplicated and thus their degree
was reduced, the nodes having high centrality in this final
network are words that appear in a few web pages only.
These words are important from the user perspective as
they link web pages and might play an important role to
understand the relationship between webpages.
4.5. Visualization of Clusters and Bridges
The final graph is visualized using a variation of the Mi-
cro/Macro graph layout algorithms [4]. Providing a detailed
account of the layout algorithm we designed is out of the
scope of this paper. Roughly speaking, once communities
have been identified they are treated as metanodes and
fed into a force-directed layout, as to benefit from their
aesthetics and readability [26] [28]. The GEM algorithm [13]
has been adapted as to take node size into account in order
to reflect the size of a cluster (number of words it contains).
To draw the nodes representing words within a cluster we
use a simple placement strategy. They are placed uniformly
on the circumference of the circle surrounding the cluster.
The ordering of nodes must however be decided in order to
minimize the number of edge crossings it might introduce in
the final drawing. Two different colors are associated to the
nodes within a cluster. (Light green and dark green as shown
in Fig. 7.) The light green color represents the nodes that are
duplicated throughout the network. An important interaction
is clicking on a duplicated node, which highlights all of its
instances in the entire network as shown in Fig. 7(b) using
a different color (Pink) and size. This is to help locate the
duplicated instances of a node in the network.
5. Results and Discussion
Figure 7 shows a small part isolated from Fig. 5(d).
Fig. 7(a) shows the three clusters represented by circular
structures having many small nodes and the bridges which
are labeled ‘A novo’, ‘AXA’, ‘Accor’ and ‘number’. The first
three represent french companies and the bridge ‘number’
Figure 7. (a) A small part isolated from Fig. 5(d)
showing Titles of Webpages clustered together and
Bridges(b) Duplicated nodes highlighted after selection
is a noise. the clusters are associated with titles of the web
pages, which are CAC Small 90, Investment Management in
a cluster, CAC 40 and Euronext Paris in another cluster and
the third cluster containing only the document List of French
Companies. In Fig. 7(b), the word Finance was selected in
a cluster, which is a duplicated node and is present in two
clusters.
CAC 40 and Euronext Paris represents the stock exchange
of Paris, where CAC 40 is an index based on the 40 biggest
equities of France. The web page CAC Small 90 is an index
representing the 90 biggest equities after CAC 40, CAC Next
20 and the CAC Mid 100. The page Investment Management
is about the companies that are interested in investment.
The page List of french Companies contains a list of all
the french companies.
Looking at the clustering, The first cluster, which contains
the CAC 40 and the Euronext Paris, it is obvious that these
two pages find themselves in the same cluster as they both
represent the Paris Stock Exchange. ‘AXA’ and ‘A Novo’ are
two companies where AXA is listed in the CAC 40 and A
Novo is listed in CAC Small 90. Finding CAC Small 90 with
Investment Management makes sense as AXA is a french
company interested in investments and targets companies
in the CAC Small 90 as a possible investment opportunity
where A novo is an example of a possible future investment.
Similarly the relation between List of french companies and
CAC 40 through Accor suggests that Accor is a french
company listed in CAC 40.
All this analysis is a direct result of the visual repre-
sentation of the network. Clusters group things that have
similarity based on the content and Bridges are responsible
for creating relationships between these clusters giving an
overall understanding of the data set.
6. Conclusions and Future Work
In this paper we have presented a system to visualize and
explore complex networks revealing clusters and detecting
bridges in a set of web pages. The system was tested
with several examples considering the web pages browsed
by users. The in-house informal tests with different users
indicate that the system was found to be very useful to
develop and overall understanding of the collection of web
pages. The identification of the subtopics revolving around
the primary search topic was a direct result of the clustering.
The identification of the words that play the role of bridges
between these different subtopics was also found to be very
useful.
The system was tested with small data sets as the web
browsing on a single topic does not require to evaluate
hundreds of web pages at the same time. Similarly the size
of documents was not very huge as web pages usually have
a very limited size as compared to books, newspapers etc.
As part of the future work, we would like to test the system
to visualize web search results as compared to browsing. We
would also like to ameliorate the system to incorporate the
exploration of complex networks of large sizes such as the
Internet Movie Database. We also plan to introduce more
interactions to facilitate the user navigation like deleting
nodes, dragging nodes from one cluster to the other etc.
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Focus-based filtering + clustering technique for power-law
networks with small world phenomenon. In VDA’06: Visual
Data Analysis - SPIE-IS&T Electronic Imaging, volume 6060,
pages 001–012. SPIE P., U.S., 2006.
[8] Ulrik Brandes. A faster algorithm for betweenness centrality.
Journal of Mathematical Sociology, 25:163–177, 2001.
[9] Ronald S. Burt. Brokerage and Closure. Oxford University
Press, 2005.
[10] R. Ferrer I Cancho and R. V. Solé. The small world of
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