We describe a method of inferring join plans for a set of relation instances, in the absence of any metadata, such as attribute domains, attribute names, or constraints (e.g., keys or foreign keys). Our method enumerates the possible join plans in order of likelihood, based on the compatibility of a pair of columns and their suitability as join attributes (i.e. their appropriateness as keys). We outline two variants of the approach. The first variant is accurate but potentially time-consuming, especially for large relations that do not fit in memory. The second variant is an approximation of the former and hence less accurate, but is considerably more efficient, allowing the method to be used online, even for large relations. We provide experimental results showing how both forms scale in terms of performance as the number of candidate join attributes and the size of the relations increase. We also characterize the accuracy of the approximate variant with respect to the exact variant.
INTRODUCTION
This paper considers the problem of inferring joins among relational (tabular) data instances, in the absence of any metadata that describes the data. That is, given two or relations, determine if, and how, these relations should be joined, when no other information is available; e.g., the domains from which the relation columns are drawn, the labels of the columns, which columns are declared keys, which columns are governed by foreign key relationships, and so on.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Immediate inspection by a human, even without any metadata, reveals that there are two ways of joining these tables, namely joining with SSN = EmpID or Tel = Phone and one can see right away that the remaining seven combinations of these two relations will not succeed. Upon closer inspection it is apparent that SSN = EmpID is better way to join these two tables since we see that Bob and Carol have the same telephone number (meaning they share the same house/office line). Informally then, the aim of this paper is to simulate the same analysis in an automated manner without any descriptive information about the columns or known constraints.
In a way the method proposed here acts as a simplified ad-hoc relational information integration system. Given a set of tables with no information about the columns and of how they are related to each other it attempts to find the most likely universal relation [19] with the given pieces. There are various applications that such an approach might find uses. The primary reason for the development this method has been as a tool in solution of the problem of query consolidation [1] , which is the reversal of the information integration process by reassembling the components of a query decomposed to various sources by an information integrator, in order to estimate the original global query. Automatic join inference between component results (which are not necessarily part of global schema) allows the query consolidation process to discover the global relation the user is interested in. This has uses such as finding trends in the demand for information and surveillance of suspicious information aggregation efforts.
Apart from query consolidation, a schema agnostic join inference method has appeal as a data source discovery and assimilation tool for unstructured or semi-structured sources [8] , the most prominent of which is the World Wide Web. The sources on the Web that are exploitable by information integration systems currently are those with well defined access methods and rich metadata (e.g. XML based web services). There is however a large amount of information on the web which is published as tables with no such descriptive information. These include text documents with embedded tables, web pages with HTML tables and even older text which has been scanned with OCR systems and put online. All of these documents have tabular (i.e. relational) data that can be satisfactorily extracted from text automatically [24] . Even then, however, these are semi-structured data with no descriptions as to their meaning in a global schema or their dependencies. An automated join inference method, if efficient, can analyze a large number of such pieces rapidly and find any possible join links between these and the extensions of existing parts of a virtual database, thereby allowing them to be recruited to further increase the completeness of the information. Alternatively, the method proposed here can also be used as a data mining tool in its own right in collecting pieces of relational data strewn over multiple documents and joining them into larger, global relations that can then serve as fact tables or existing dimensions to fact tables in a data warehouse and can be mined for knowledge. The first step in finding possible joins among unmarked relations is identifying the attributes that are compatible in their domains. As will be discussed in Section 2, there are various methods for matching attribute domains in previous literature. We will introduce a simpler method that is able to work with scarce information and in polynomial time by exploiting certain aspects of key attributes. Even when matching by domain is done, there may be multiple join paths available due to more than one pair of attributes matching. In order to solve this ambiguity, we make the assumption that likely joins paths are those that employ key-foreign key relationships among the relations. This is the reason that SSN = EmpID was considered as a more likely join in the above example, instead of matching telephone numbers. Given the data, employee IDs to Social Security Numbers present a perfect key-foreign key relationship. While it can be argued that there may be cases where interesting joins may be obtained by joining on non-key relationships we will limit ourselves in this paper to joins plans that are lossless, or if there are no such options to join plans that approximate the same as much as possible.
As a second simplification on our approach, we limit our scope only to join plans that are minimal in the sense that they can always be processed as trees spanning the constituent relations. In other words, we only consider chain and star joins, including hybrids of these. Complete joins, where the join graph may include cycles are not considered due to the combinatorial intractability they cause. This simplification we feel is justified in order to arrive at an efficient method which can handle the more common join scenarios.
Given these assumptions, our problem is then formally:
Assume there is a relation R such that a set of n relations R1...Rn approximate the lossless join decomposition of R . Find a conjunctive constraint c such that σc(R1 × R2 × ... × Rn) is equivalent or maximally equivalent to R . The the terms of conjuct c are limited to equality constraints between pairs attributes of the different Ri
The terms in the conjunct are the equi-join links between pairs of relations. We thus need to find the set of links which are foreign key relationships such that all relations are connected in a single tree. If every input table is guaranteed to have at least one such good  link to another table, then we can find the equivalent of R . However, given that the data coming from unstructured and independent sources is liable to be flawed both intensionally and extensionally, such perfect linkage is not guaranteed by any means. Thus we must be able to find the closest match, in other words the maximally equivalent with the available data. We approach this problem using an information theoretic measure by which we score each possible link between two relations with a value defining to what extent that link constitutes a foreign key relationship. Thereafter, the tree of links spanning all the input relations and having highest total score is the maximally equivalent one. Furthermore, we are able to rank alternative trees (i.e. join plans) by their total scores, thus achieving a method that has better recall.
Our work is described in two main sections. Section 3 describes in detail the exact and approximate methods for scoring join plans, and it analyses the computational cost of each. Section 4 discusses experimental results on the time performance of each method, and the accuracy of the approximate method. The paper concludes in Section 5 with a summary of the contributions and a brief discussion of further research directions. We begin in Section 2 with a review of relevant work.
BACKGROUND
There are two major areas of research that are relevant to our problem and the proposed solution. We initially review schema matching as it pertains to the matching of attribute domains. Subsequently, we consider research on join inference and compare existing methods with our approach.
Schema Matching
Schema matching is concerned with the reconciliation of two database schemas, and is of great importance in the area of information integration. The basic goal is to map elements of two schemas to each other. Generally, in the context of information integration, one schema is the global schema of the virtual database and the other is that of a local source to be integrated. A comprehensive survey and classification of schema matching approaches are given in [25] . According to the classification done in that work, schema matching approaches vary according to whether they use intensional (schema-level) or extensional (instance-level) information. In other words, whether they match schemas on the basis of metadata only, or whether they also use the actual data in the repositories. Since in our case we assume no metadata, our approach is entirely extensional in nature.
Several instance-level schema matching approaches have been suggested. A good number of these are machine learning techniques to classify attributes as belonging to the same domain, including methods based on artificial neural networks [17] , Bayesian inference with feature selection [6] , meta-learning [11] , and rule based systems [9] . While many of these solutions are relevant to the first phase of schemaless join inference (attribute matching), they depend on learned generalizations about the domain of each attribute (i.e., the values commonly encountered). In our case, however, there is no "prior" information to train these learners on.
In the exact variant of our method, to be described in Section 3, we adopt a closed world assumption and assume the data we have is all that exists. Therefore, while matching attributes domains we use a straightforward overlap measure. In the approximate method, where the complete data set cannot be processed efficiently, we use a constraint-based approach, in which attribute domains are matched on the basis of the syntax of the values rather than the values themselves. This is a simplified version of the algorithm described in [23] for inferring pattern matching finite automata from examples of text patterns -in our case a sample of values for the an attribute. Such constraint-based approaches have been used in schema matching methods [16] and include data types, cardinality, range and syntax.
Join and Dependency Inference
Relational query languages such as SQL were designed to unambiguously retrieve a required set of tuples from databases of arbitrary size and complexity. However, such languages are by no means intuitive and generally require a steep learning curve. Furthermore, it is not generally possible for users to construct queries without knowing the schema of a database. Therefore, relational database systems and their associated query languages, while undeniably useful, are ill-suited for use by the general public [10] .
One of the main obstacles to usability has been identified as the difficulty of performing joins. This issue has been addressed for almost 30 years, in systems that can relieve users from having to specify these complicated query building operations explicitly.
Possibly the first endeavour was the universal relation model [19] , which attempts to make the joins among relations in a database transparent by automatically traversing the schema through join dependencies. There exists a problem of ambiguity, however, when the underlying schema graph contains cycles, and multiple lossless join paths can be constructed. The model was thus extended with the concept of maximal objects [18] , which are expert-determined, meaningful partitions of the graph into acyclic subgraphs. Alternatively, these maximal objects can be generated by analyzing the functional dependencies that exist among attributes. In cases where a query covers parts of more than one maximal object, the union is given as the result.
Another approach to the problem of identifying the join pattern desired by the user is to assign a cost to each possible join, and search for the join pattern with the lowest cost [27, 22] . The problem is reduced to computing a minimum cost directed Steiner tree.
Later approaches to the problem deviate from earlier ones in that they do not attempt to find a single join or unify all possible joins. Inspired by how search engines work, newer methods discover multiple solutions, and then rank them according to a relevance score which varies from study to study.
The Discover system, [13] , uses keyword-based queries. The database is scanned to discover the keywords, and the relations that contain the keywords are connected through their primary-foreign key relationships. When several minimal join paths result, they are ranked according to the length of the join path, with shorter join sequences having more relevance. An improvement to this method was introduced in the DBXplorer system [2] , which uses keyword indices (called symbol tables), to determine more efficiently the locations of keywords in relations.
Another query interface, INFER [20] , generates and ranks the topk join possibilities and allows users to select the one intended before materializing the query. The results are ranked by prioritizing shorter join sequences over longer ones and lossless joins over lossy joins. The generation of candidates in this system is particularly efficient, according to the authors, in that it pre-computes the maximal join trees and looks up subtrees of these during query time.
Our approach to join inference falls is within this latter generation of methods, in that it ranks possible answers according to a relevance scheme. As we are interested in joining all the given relations, ranking by join sequence length is not useful as in most cases all our join sequences are of the same length. Hence, our ranking scheme emphasizes the strength of the connections between various attributes of these relations and prioritizes spanning trees with higher total weights.
A more recent body related work pertains to the inference of functional and inclusion dependencies from completely schemaless or semi-schemaless data. By semi-schemaless we mean that, for example, the primary key may be known for each relation but the relationships of those keys to any foreign keys may be unknown. A pair of such papers [14, 7] describe two related methods (BHUNT and CORDS) which identify fuzzy and soft dependencies between columns. This is very similar to the method described in this paper. These approaches employ a rule-based approach based on histograms, and the χ 2 test, respectively, while the present work makes use of the Kullback-Liebler Divergence metric for the same problem. All these approaches can compute the strength of a fuzzy dependency between a pair of columns, however we maintain that relative entropy is a better metric for multicolumn relationships. That is, given a question involving more than two columns: e.g. "In relation R(A,B,C), if column A functionally defines B with strength 0.9 and C with 0.8, how good a key of R is A ?", the relative entropy metric can be used to compute a quantitatively meaningful answer to the question whereas other methods can only be used in a qualitative manner.
Other work, such as [4] and [5] , describe rather efficient methods for identifying inclusion dependencies between columns. In identifying the strength of a join path, as will be seen in the next section, between two columns R.A and S.B on tables R and S, there are two factors. The first factor is the strength of the functional dependencies A → R and B → S, the second factor is the strength of the inclusion dependency R[A] ⊆ S[B]. As will be explained in the next section, our method computes the strength of both these factors. In the exact version of the method we compute the strengths together whereas in the approximate method the strength of each factor is estimated separately and the strength of the join path is taken to be the product of these. The methods [4, 5] for computing inclusion dependencies can be substituted for the method described in Sec. 3.5 that approximates the strength of INDs 1 , however the strength of the FDs still have to be computed. For this, FD inference methods such as those mentioned in the previous paragraph can be employed, instead of the information gain based method given in this paper. Our contribution is thus partly the proposal of fast alternatives for FD and IND inference methods. However, the primary contribution is the use of these measures to identify and rank the most likely join plans.
An important advantage of our approach that distinguishes it from those described in the literature, is that it is completely schemaagnostic. Our system generates join plans for a given set of relation instances without any additional information, such as information on the domains of the attributes (or even their names), which attributes are keys, and any relationships (e.g., foreign key relationships) among these relations. Furthermore, it does not depend on any system catalog information (statistics such as cardinalities, domain sizes, &c.). All of the previous work mentioned above depends on some or all of this information, as they are geared towards query optimization and processing in a single DBMS. Our approach, on the other hand, aims to find good join plans for relations pulled from possibly independent sources where a central schema or catalog is unavailable. In fact, our approach does not need a DBMS at all and can work directly on, e.g., flat files.
METHODOLOGY
We assume an arbitrary number of relations R1, . . . , R k that need to be joined. The arity of a relation R is its number of attributes; the cardinality of R is the number of its tuples and is denoted |R|. Given an attribute A of relation R, its set of distinct values is denoted dom(A).
The Join Graph
We model the input with an undirected and labeled multigraph G = (V, E), termed the join graph. The vertices V are the input relations R1, . . . , Rn, and the edges E are possible equi-joins between the corresponding relations. As two relations could be joined on different pairs of attributes, there may be parallel edges and the edges are labeled with the join attributes. For example, an edge between vertices R1 and R2 labeled (A1, A2) represents the equi-join R1 A 1 =A 2 R2. Figure 1 shows an example join graph involving three relations R1 = {A, B, C}, R2 = {K, L} and R3 = {X} and a maximal set of edges, representing a situation where every pair of attributes from two different relations is a possible equi-join. A join plan for the given relations is a relational algebra expression in which every relation appears exactly once, and relations are connected with single-attribute equi-joins. 2 In the example, R1 A=K R2 L=X R3 and R1 B=X R3 K=X R2 are two join plans. Given a connected join graph, a join plan is represented as a spanning tree.
Our goal is not merely to find a possible join plan, or to enumerate all the possible join plans. Rather, it is to sort the possible join plans according to their likelihood. Hence, we describe a method by which each join plan is assigned a likelihood score (a weight).
An assumption that we make is that join plans are locally optimizable. That is, if given more than two relations, the most likely join plan is one that comprises the most likely individual joins. To achieve this, we describe a method for assigning weights to individual joins.
In the graph model, we score each edge in the multigraph with a weight that represents the likelihood of the join it represents. The weight of a join plan is then the sum of the weights of the participating edges, and possible join plans are sorted by this total weight. The most likely join plan is the one that corresponds to a maximum weight spanning tree.
As an example, consider Figure 2 , which shows a weighted version of the graph in Figure 1 . For simplicity, only 5 of the 11 possible joins are considered. This simple join graph has a total of 8 possible spanning trees. Of these, the maximum spanning tree (shown in bold edges) denotes the join plan R1 B=K R2 L=X R3; The tree in second place denotes the join plan R2 B=K R1 A=X R3; and so forth. Enumeration of spanning trees can be done by a variety of algorithms, and we use the algorithm by Kapoor and Ramesh [15] , which allows the enumeration of an arbitrary number of spanning trees in order of total weight, and can handle multigraphs. Its comof generality. However, one would then have to consider 2 k − 1 instead of k possibilities for each k-relation. While certain heuristics based on value distributions might be available, the complexity of the general problem of discovering a minimal composite key has been shown to be NP-complete [12] . We therefore keep the treatment of join links between multiple-attributes out of the scope of this paper except to say that the method itself does not prevent inference of multi-attribute join plans provided that one is prepared to accept the increase in complexity. plexity depends on the number of trees generated and the worst case complexity is O(N log V + V E), where V is the number of vertices, E is the number of edges and N is the desired number of top-ranked trees to be generated.
Pruning Edges
We now turn to the central issue of assigning weights to equi-joins. Given attribute A1 of relation R1 and attribute A2 of relation R2, we consider the join R1 A 1 =A 2 R2 to be optimal (most likely), if A1 and A2 have identical domains, and are primary keys of their respective relations. The lesser the degree of satisfaction of these two conditions, the farther the join is from optimum.
To justify, consider the situations at the other extremes. (1) When the domains are completely disjoint, the join is empty; and (2) when the attributes are "anti-keys" (i.e., all tuples of R1 have the same value in their A1 attribute, and all the tuples of R2 have the same value in their A2 attribute), the join is either empty (when these values are different), or the entire Cartesian product of R1 or R2 (when they are identical). In either of these extreme cases, the join R1 A 1 =A 2 R2 is farthest from optimal.
The optimal join can be viewed as a foreign-key join, in which every tuple in one relation matches exactly one tuple in the other relation (a 1:1 matching). When the domains are not identical, there will be tuples in each relation that are not matched. And when the attributes are not strict keys, tuples in one relation may match several tuples in the other relation.
Hence, the likelihood of a join R1 A 1 =A 2 R2 is derived from these two parameters:
• The compatibility of dom(A1) and dom(A2).
• The selectivity of A1 on R1, and the selectivity of A2 on R2.
In a preliminary step, we identify those attributes that are considered improbable as join atrributes. These include attributes that contain long character strings 3 or non-integers. These attributes are discarded. Next, for the remaining attributes we construct a compatibility matrix. Attribute compatibility is calculated using this domain similarity measure:
This values of this measure are between 0 and 1. The measure is 0 when the attributes are disjoint, and 1 when they are identical. Using a threshold, the compatibility matrix is binarized. The join graph is then constructed with an edge for every two attributes judged compatible.
There is an anomaly that may occur in some join graphs that is corrected at this stage. As an example, consider a relation Country that lists countries, and a relation Border that lists pairs of countries that share a border. In essence, Borders models a many-to-many relationship between entities of Country. Figure 3(a) shows the initial join graph. Clearly, the desirable join plan is Country Borders Country, yet the spanning tree approach will not discover this join plan. This anomaly is rectified if the join graph includes two instances of Country, each with its own edge to Borders, as shown in Figure 3 (b). In general, such situations are discovered by searching for edges from two different attributes of one relation to the same attribute of another relation. When such an occurrence is found, the vertex of the latter relation is split in two, with each vertex receiving one of the edges. 
Weighting Edges
Having constructed a join graph based on attribute compatibility, we now describe how to score its edges on the basis of attribute selectivity. As mentioned earlier, our method quantifies the levels to which attribute relationships obey referential constraints. The method is based on the concept of entropy in information theory.
The entropy of an attribute A is defined as
where p(A = v) is the proportion of tuples in which the value v occurs. Intuitively, H(A) measures the uniformity of the distribution of the values of A. Assuming n distinct values, entropy ranges between 0 and log 2 (n). The maximal value corresponds to perfect uniformity of distribution (lowest information content). For example, when dom(A) contains 4 distinct values, and each occurs 5 times, then H(A) = log 2 (4) = 2. In this case, H(A) is also the number of bits required to represent the values of dom(A). Hence, entropy is measured in bits. We define the entropy of a relation R as the sum of the entropies of its attributes, i.e.
Let A be an attribute of R, and consider a "horizontal slice" of R, created by requiring A to have a specific value v. We denote the entropy of this slice H(σA=v(R)). As dom(A) is the set of all the values of attribute A, its values partition R to several such slices, each with its entropy. We average these slice entropies with their expected value. The new value reflects the entropy of R when the values in A have been specified. We term this the posterior entropy of R given the attribute A:
The posterior entropy reflects a reduced level of uncertainty when R has been partitioned by its A values. The difference between the prior and posterior entropies quantifies this reduction. For a meaningful comparison with reductions obtained in other relations using other attributes, we normalize this difference by dividing it by the prior probability. We term the result the information gain in R given attribute A:
Assume A1 is attribute of relation R1 and A2 is attribute of relation R2, and consider the join R1 A 1 =A 2 R2. For each tuple of R1 the value of A1 is compared to the value of A2 in each tuple of R2. dom(A1) ∩ dom(A2) is then the set of values of A1 that find a match in R2. Therefore, in the aftermath of the join, the relation A2 is partitioned by the values in the set dom(A1) ∩ dom(A2).
The information gain of R2 in the aftermath of this join is therefore
Note that the posterior entropy H(R2|A2) is calculated as the expected values of entropies for slices created by values in dom(A1)∩ dom(A2).
If A2 is a key of R2, then each of the slices has a single tuple. Therefore each of the slice attributes contains just one value and its entropy is 0. Since slice entropy is the sum of its attribute entropies, each slice entropy is 0. Consequently, the posterior entropy of R2 is 0, as well, and the information gain of R2 in the aftermath of the join is 1.
If A2 is anti-key (dom(A2) has but a single value), then a single slice is created, the posterior entropy of R2 is the same as its prior entropy, and the information gain in the aftermath of the join is 0.
In between these extreme cases, the information gain is a value between 0 and 1. The information gain will be higher when slice sizes are more uniform, and the tuples in each slice are more homogeneous. In other words, the more an attribute acts like a key, the closer its gain will be to 1.
This method may be regarded as an information theoretic way of quantifying referential constraints. If a foreign attribute produces an information gain of 1 in another relation, that relation is functionally dependent on the attribute. Indeed, this approach generalizes the definition of dependency from a binary concept to a gradual one.
Note, however, that the join operation is symmetrical, and thus induces a dual information gain in R1:
The weight assigned to the edge that denotes the join R1 A 1 =A 2 R2 is therefore a pair of values, expressing the information gain of each of the join participants:
w(A1, A2) = (I(R1|A1), I(R2|A2))
When ranking spanning trees we use the higher of the two values to decide between two different edges; the second value is used to resolve ties.
Cost Analysis
To help analyze the cost of our method for assigning weights to the edges of a join graph, Figure 4 summarizes the method in algorithm format. In this figure, the set Candidates accumulates the edges that pass the compatibility test, and θ is the threshold of compatibility. Let K denote the total number of relations, P the average arity, and N the average cardinality. Typically, K and P are small, whereas N could be very large. The initial pruning phase (lines 1-6) can be done by a single pass of each relation, and is therefore of complexity O(KN ).
The calculation of similarity of two attributes (line 10) requires finding the cardinality of the union and intersections of the two domains. This can be accomplished by sorting the two relations on these attributes and then traversing both relations simultaneously. The time required for calculating a single similarity is therefore of complexity O(N log N ).
The calculation of weights (line 13) is slightly more complicated. Consider the join R1 A 1 =A 2 R2. First, each relation is sorted on its join attribute. Next, R1 is traversed, and for each new value of A1, the matching tuples of R2 (if any) are written out. These constitute a slice. To calculate the posterior entropy of this slice, it is sorted P times; after each sort, the slice is traversed and the posterior entropy of one attribute is calculated. Eventually, the posterior entropy of the slice is derived by summation. The number of slices is V = dom(A1) ∩ dom(A2) and each slice has on average N/V tuples. Hence, the total cost is 2N log N for the sorts, 2N for the traversals, and V P ((N/V ) log(N/V ) + N/V ) for sorting and traversing each of V slices P times. Hence, the cost of calculating the posterior entropy H(R2|A2) is at worst O(P N log N ). Calculating the prior entropy H(R2) is done by P sorts and traversals, with cost O (P N log N ) . Altogether, the calculation of each information gain is of complexity O(P N log N ).
To estimate the cost of the entire algorithm we add the cost the initial pruning and the cost of calculating similarity and weights for every pair of attributes from different relations. At worst, there will be P 2 K 2 such pairs. 4 Altogether, the cost of generating the weighted join graph is O(P 3 K 2 N log N ).
Optimization
Clearly, the most time consuming steps of the algorithm are the calculations of sim(Ai, Aj) and w(Ai, Aj). This computational task may be reduced by using a Monte Carlo approach. Instead of using the complete relations Ri we use subsets R i obtained by random samples. From each sample of a relation, we obtain a sample of each of its attributes by a projection. Random samples relation can be done in O(N ) time (a single pass of each relation is required). Assuming our sampling rate |R i |/|Ri| is such that the samples can fit into memory, we will be able to perform these two computations quickly.
However, calculating sim(Ai, Aj) on samples presents problems. For example, assume Ai and Aj are key attributes and dom(Ai) = dom(Aj). Even when sampling as much as half of the domains, we could not guarantee a match. We address this problem by using classifiers to summarize domains. As discussed in the related work, several classifiers have been proposed to match domains of attributes. Most of these are general in nature and relatively expensive to train. In our case, however, the domains of attributes that survived the initial pruning step have certain helpful characteristics.
Join attributes are generally either integers or short strings of characters (or a combination of these); for example, ID numbers, telephone numbers, model numbers, geographic locations, and dates. Such values are often described by simple regular expressions. We therefore summarize our domains by representing them as small finite automata that recognize the strings in a domain. For example, the domain of US Social Security numbers of the form 123-45-6789 may be summarized as the regular expression {d
To accomplish this, we use the ID algorithm proposed by Angluin [3] which gives a canonical deterministic finite automaton (DFA) that will recognize a set of strings. The complexity of the algorithm is O(N P |Σ|), where N is the number of states, P is the size of the training set, and |Σ| is the size of the alphabet. A simple alphabet that can be used is one that includes one symbol for all letters, one symbol for all digits, and several symbols for punctuation marks. The number of states in the DFA cannot be larger than the size of the alphabet times the longest string in the language. Since our alphabet is small and the strings in our domains are small as well, both |Σ| and N are small with respect to P . Thus, we can bound the complexity of creating a DFA to O(P ). Recall that P is the size of the training set, namely the size of our sample.
Let A 1 and A 2 be samples of dom(A1) and dom(A2), respectively. Based on these samples we construct two DFAs, denoted D1 and D2, respectively, to recognize these domains. Given a set of strings S, let Di(S) denote the proportion of strings recognized by Di. We now define a new similarity measure to quantify the compatibility of two domain samples A 1 and A 2 . D1(A 2 ) measures the level to which a DFA trained to recognize A 1 recognizes the set A 2 . Hence, it can be viewed as measuring the similarity of A 2 to A 1 . In duality, D2(A 1 ) quantifies the level to which a DFA trained to recognize A 2 recognizes the set A 1 . Hence, it can be viewed as measuring the similarity of A 1 to A 2 . These two "directional" similarity measures are multiplied to create the new measure of similarity, denoted sim :
5 Assume the subset d of the alphabet matches any digit (i.e. 0-9) and the '-' matches a dash.
The new measure, which is calculated on domain samples, will be used to measure the compatibility of the domains.
The other costly calculation is that of information gain (which provide the weights). Here, too, we can define approximate information gain. Equation 1 expressed the information gain of R2 in the aftermath of a join R1 A 1 =A 2 R2. Instead of using the entire relation R, we could use a sample R of R, and define approximate information gain:
We then use I (R 2 |A 2 ) to estimate I(R2|A2). Because we are working with samples, the time required to calculate the estimation is much smaller than the time required to calculate the actual information gain.
Recall, however, that the calculation of H(R2|A2) used only the values of dom(A2) that are present in dom(A1). Hence, when working with samples, we need to calculate dom(A 1 ) ∩ dom(A 2 ). But, as discussed earlier in this subsection, approximating the intersection of domains with the intersection of samples is not a viable option.
For a moment, assume that the two domains are identical. Then
, and we could use dom(A 2 ) (no need to intersect). Since this assumption cannot be made safely, we correct the information gain obtained by multiplying it by the selectivity of the DFA for recognizing dom(A 2 ) as it is applied to dom(A 1 ) (i.e., we reduce the information gain by the same factor that D1 would have reduced dom(A 2 )). Altogether we obtain this estimator for the weight pair:
Notice that D1(A 2 ) is an approximation of the inclusion dependency A1 ⊆ A2. D1(A 2 ) = 1 when there is a perfect IND between the attributes. Likewise, I (R 1 |A 1 ) is an approximation of the strength of the FD A1 → R1. Thus, the product of these terms, along with the product of the symmetric terms D1(A 2 ) and I (R 2 |A 2 ) gives the estimated strength (i.e. the lossless-ness) of the join path R1 A 1 =A 2 R2.
The new calculation has two advantages with respect to complexity. First, the entire process is performed on a sample of N (which is often an order of magnitude smaller). Second, and more significant, is the number of times that similarity and weight are calculated. This is due to the fact that the need to intersect domains has been removed from both of these calculations. Previously, a given attribute Aj in relation Ri needed to be compared with each of the P attributes of each of the other relations, essentially P K times. Since the calculations now are essentially independent of the other attributes (for example, the new information gain of Ri.Aj is calculated just once, and only corrected for each counter-attribute R k .A l by the acceptance rate of the latter domain by the DFA of the former domain, which is also calculated just once), the new complexity is only O(P 2 KS log S), where S is the sample size. As the experiments described in the next section demonstrate, this reduction is very significant.
EXPERIMENTATION
To validate the cost analysis of the previous section and to measure the accuracy of the approximate method, we conducted a series of experiments. The TPC-H [26] benchmark database was used for testing both the time performance of the exact method and the accuracy and performance of the approximate (sampling) variant.
The database management system used is MySQL 5.1. In the exact method, the DBMS is used extensively to calculate domain overlap and to determine the weights of join candidates. The approximate method begins by randomly sampling a small subset of each relation into memory and thereafter works entirely in memory. Random sampling requires one scan of each relation and thus database access (i.e., disk access) is only linearly dependent on the size of the given relation.
Since performance measures are given as absolute times (i.e., in seconds and milliseconds), one must be aware of the computing environment: All experiments were performed on a 2.3GHz dual-core x36 processor with 2GB of memory, using the OS X 10.4 operating system. The implementation was done in Java. The execution of the program was locked into one of the cores of the CPU with the system and DBMS making use of the other core when necessary.
Performance
The exact method was tested for performance by analyzing a possible join of a relation from the TPC-H database with itself. We chose the LineItem relation, which is the largest, both in the number of rows and columns. This is a worst-case test of the method since when a relation is joined with an identical copy, every column matches at least one other column in the counterpart. We tested with various horizontal and vertical subsets of the relation, including subsets with 100, 500, 1000, 1500, 2000, 2500 and 3000 rows, each with 2, 3 and 4 joinable attributes. Each of the 21 scenarios was carried out 20 times each to average the time required. The DBMS query cache was flushed after each run to avoid deceptively fast performance. The times required to generate the weighted join graph (in this case, a bipartite graph since there are just two relations) between the two relations are given in Figure 5 . Each of the 21 points represents the mean time of the 20 experiments, and the range bars represent standard deviation. The shape of each point corresponds to the number of columns (P ). The results show that the exact method is too costly in situations where either the arity or the size of the relations are considerable.
Recall from the previous section that the growth with respect to size is weaker (N log N ), whereas the growth with respect to the average arity is cubic in the worst case (P 3 ). Notice that, since we are experimenting with join plans involving two identical relations, the number of relations (K) is fixed at two, but in general the exact grows quadratically growth with the number of relations.
In contrast, the approximate method is several orders of magnitude faster and scales much more favorably with respect to all these parameters. To bear this out, we repeated the previous experiment but with different relation sizes. The relation was again LineItem, with a total of 100,000 rows. We performed the experiments with sampling rates of 0.001, 0.01, 0.05, 0.1, 0.2, 0.3, 0.4 and 0.5. 6 Each of the 21 scenarios was run 100 times. The largest arity (P ) used was 6.
7 Some of the 6 columns were then removed to test the effect of the arity. An approximate method run begins with a pseudorandom sampling of the original relaation for the required sample size. The MT19937 variant of the Mersenne Twister PRNG is used and the generator is seeded with the system timer at the beginning of each run. The rest of the operation is conducted completely in memory. This includes finding domain matches through the induction of simple pattern matching DFAs and the calculation of the conditional entropy of the relation given each attribute. Figure 6 shows the mean time for each scenario. The data points of each arity were fit with functions of the form a + bx log(cx) to indicate the expected scaling with respect to sample size. Notice that even with large sample sizes (e.g., 10,000 rows obtained with a 0.1 sample rate) the operation is fast enough to be completed in less than a second using modest hardware. Moreover, since the calculations for each attribute could be done separately, a production system could use multiple processors in parallel, to obtain almost linear speedup, thus allowing real-time operation. In Section 4.2 we show that this sampling rate is sufficient to accurately predict join rankings. The scaling of computation time with respect to the number of possible join attributes was further investigated. As none of the relations in the TPC-H benchmark database contains more than 16
attributes, a synthetic relation of 50,000 rows and 100 attributes was generated. The relation was such that every attribute is a key and each attribute is domain-compatible with every other attribute. Hence, when the relation is joined with itself, the method is forced to consider a complete join graph. Figure 7 shows the results of this simulation. The simulation was run once for various projections of different arity. The resulting data was fitted with a quadratic function, which is shown as well.
As predicted by the analysis, the approximate method grows in a quadratic manner with the number of possible join attributes. Note, however, that the quadratic nature is not very pronounced for arities less than 10. Therefore, for relations of arity less than 10, the performance should not be affected. Due to database normalization and the human attention span 8 it is uncommon for relations used directly by human users to have an exceedingly large number of attributes and the candidate join attributes will be fewer yet.
Accuracy
The exact method considers all the tuples of a relation, and scores the plausibility of each possible join between every pair of relations. This method also finds exact domain overlaps by intersecting complete tuple sets. The approximate method atempts to estimate the same by using only a fraction of the tuples of each relation. Furthermore, the calculation on each relation is independent of other relations.
As shown, the approximate method performs impressively. However, its accuracy -the degree to which it correctly approximates the full calculation -requires investigation. We tested the accuracy of the approximate method using the exact method as a standard.
The weights assigned by the approximate method to each edge in the join graph consist of two distinct values. The first value denotes the extent to which the domains of the attributes at each end of the 8 The human cognitive channel limits the number of items that can be retained by the average user at about 7 [21] . Of course, with automated queries this number can be significantly larger. However, the main aim of this study is to find likely join plans in a query consolidation system [1] , and the assumption is that most of the queries will be ad-hoc constructs built by humans and hence subject to human limitations. edge match each other. This is determined by classifying the domain of one sampled attribute with a DFA trained on the domain of the other. The second value denotes the extent to which either attribute serves as a key to its own relation. This is done by calculating the prior entropy of the sampled relation and the conditional entropy of that relation given the attribute, and then calculating the relative change (the information gain). Since we are trying to estimate this statistic based on a sample of the complete relation, the accuracy of the method depends primarily on the relative size of the sample. In order to investigate the effects of varying sample size on accuracy we experiment on the system in a bottom up fashion, starting with the error in individual edge weights and working up to the ranking of join plans. Figure 8 shows the error in weighting of edges with varying sampling rates. The weighting error for any edge < A1, A2 > is defined as:
Each point in the figure is thus the mean weighting error for all edges in pairwise join inferences between tables in the TPC-H database. The error bars represent the standard deviation in the weighting error. This variance is negligible in cases where the sample size is more than 5% of the total relation. Hence, as long as the sample size is within an order of magnitude of the original relation, the behavior of the approximate method is stable enough to be considered to be deterministic. Figure 9 shows the effects of the weighting error on ranking. The LineItem table in the TPC-H was experimented on in order to be able to consistently compare ranking of the exact method and the approximate variant. The experiments were done on a pair of tables. Since the method we use is locally optimized, if the links between every pair of tables is weighted correctly the whole join graph is assumed to be correctly weighted. Therefore, without loss of generality we focus our experimentation to pairwise weighting between tables. In this case, there are 12 possible edges in the join graph and the original relation has 100000 rows. The exact method was run once to find the benchmark ranking. Subsequently, the approximate method was run 20 times each at various sample sizes and made to rank the same 12 edges. The figure shows the mean ranking error as the sample size increases. The error bars represent the standard deviation. Even at samples of 70 rows (i.e. a sample less than 1% of the original.), the ranking of the approximate method stabilizes at a ranking error of 2 (i.e. each edge is ranked on average two places away from their position in the benchmark ranking). As the sample size becomes large enough to comprise a fraction of the original relation (e.g. 20% of the whole) the ranking of the approximate method converges to that of the exact method. Therefore, for normally or uniformly distributed tables, the approximate method is able to pick out distinctly better join plans and rank them at the top, even when the sample taken is one hundredth of the total population. However, it is difficult for the method to differentiate the more 'mediocre' join plans without more information. This is clearly seen in 9 the initial inflection at around a sample size of 50 represents the point where the most promising joins have settled in the top ranks. This is where we have actually discovered what the most plausible join is. As the sample size, and hence the information available to the method, increases even the lower rankings converge to the correct ranking. This is seen as the second inflection in the figure at around a sample size of 2000 (i.e. a 20% sample). Figure 10 further illustrates this effect. At the former inflection, the top join plan has stabilized and is thereon consistently found as the top join. After the second inflection, all rankings are consistently the same with the benchmark ranking (denoted as the percentage of 'perfect rankings' in the figure). Therefore the approximate method can consistently find the top ranked join plans at 1% sample size and is virtually the same as the exact method for sample sizes above 20%.
CONCLUSION
We introduced a new approach to inferring join plans amongst a number of relations in the absence of any metadata. The method ranks spanning trees over a join graph, each spanning tree over being join a possible join plan. We approach this problem by weighting each of the edges in the graph (i.e., each possible equi-join) with a score based on the information gain given the join. We then rank these possible spanning trees in order of decreasing weight.
There are two forms of the method discussed. The former variant is exact in that it calculates the information gain over each of the participant relations given the set of values in the join attribute of While this correctly evaluates both selectivity join and attribute domain matching, it requires pairwise processing of every pair of relation and is expensive to compute. The optimized variant of the approach computes the information gain on a relation given its own candidate join attribute and furthermore performs this on a smaller sample of the relation. Thus, each relation can be processed by itself. However, this only computes the selectivity of the candidate join and not the attribute compatibility with the attributes of other relations. Therefore, this weight is corrected by the result of a domain matching approach that uses the syntax of the values to determine compatibility.
We have shown in experiment that the approximate approach is several orders of magnitude faster and scales more favorably (i.e., quadratic vs log-linear). Furthermore, experimentation has shown that in terms of accuracy, the optimized method is virtually equivalent in ranking to the exact one at sample sizes that are 20-25 % of the whole relation. Even with considerably smaller samples (e.g., 1 %) the approximate method can identify the most likely join plans and ranks them at the top.
The methods given in this paper assume that the joins are done on a single attribute between any two relations. In real world application, while not as likely, there are many instances of joins needing a combination of two or more fields. While the current method can be extended to multiple attribute join keys without loss of generality, the time performance in such a setting will suffer. Part of our future work is making the approach applicable to multiple attribute joins without unnecessary loss of performance. Another possible improvement is the addition of support for cyclic joins. As it stands, the use of spanning trees to represent join plans precludes the possibility of inferring a cyclic join. While not as common as chain and star joins, cyclic joins will nevertheless be an interesting addition to the current approach.
