A major advance contained in the new Fortran 90 language standard is the ability to define new data types and the operators associated with them. Writing computer code to implement computations with real and complex three-dimensional vectors and dyadics is greatly simplified if the equations can be implemented directly, without the need to code the vector arithmetic explicitly. The Fortran 90 module described here defines new data types for real and complex 3-dimensional vectors and dyadics, along with the common operations needed to work with these objects. Routines to allow convenient initialization and output of the new types are also included. In keeping with the philosophy of data abstraction, the details of the implementation of the data types are maintained private, and the functions and operators are made generic to simplify the combining of real, complex, single-and double-precision vectors and dyadics.
Introduction
A major advance contained in the new Fortran 90 language standard is the ability to define new data types and the operators associated with them. Writing computer code to implement computations with real and complex 3-dimensional vectors and dyadics is greatly simplified if the equations can be implemented directly. In the past, it has been necessary to break these into separate equations for each of the individual components in order to code the vector arithmetic explicitly. The Fortran 90 module described here defines new data types for real and complex 3-dimensional vectors and dyadics, along with the common operations needed to work with these objects. Routines to allow convenient initialization and output of the new types are also included. In keeping with the philosophy of data abstraction, the details of the implementation of the data types are maintained private, and the functions and operators are made generic to simplify the combining of real, complex, single-and double-precision vectors and dyadics.
Module v e c t o r s has been used successfully over the past year to simplify and accelerate the development and maintenance of vector-intensive computational codes. Because these data types and associated operators are becoming embedded in numerous computer codes, some of which may have an extended lifetime, it has become necessary to document the module. By publishing this documentation, I am not claiming that the implementation of this module is by any means optimal, but continued use of the module without appropriate documentation will certainly be suboptimal. Other methods of implementation are certainly possible and valid. I have made choices in the design of this module that suited my personal programming taste, which continues to evolve.
In order to handle the many possible combinations of real, complex, single precision, double precision, scalar, vector, and dyadic operands, the module has grown to a rather large size. The large size of the source code is a result of the necessity to include separate versions of each routine to handle the many different combinations of arguments. For example, a function procedure is included which takes three scalar arguments x, y, and z, and returns a vector of t y p e ( r e a l v e c t o r ) with components x, y, and z along the principal axes. This function is nec&sary, because the default constructor is not available outside the module since the internal details of the new types are private. Naturally, a version exists where x, y, and z are all real, but in addition, versions exist where x is real but y and z are integers, and where y is real but x and z are integers, and so on. Also similar functions exist for double precision, complex, and double-precision complex vectors. All of these routines are mapped to one generic function v e c t o r ( x , y , z ) , With all of the possible combinations of arguments, there are 125 functions which are mapped to the same generic function, v e c t o r (x, y , z ) . All of these routines are essentially identical, except for type statements for the arguments and return variable, which must change from routine to routine. The necessity of explicitly defining routines for each case, rather than defining a template function as in C", causes the source code to become very large. However, once the routines are written and tested, the module greatly simplifies the writing and maintenance of any programs which use vector and dyadic arithmetic.
Rather than include a listing of the source code, the source code is contained on the enclosed high density 3.5" diskette in the MS-DOS format. The source code, v e c t o r s . f 90, consists of two modules, Vectors,and Roots, which is a module required by Vectors. This source code has been compiled successfully on an Intel Pentium-based computer with the Lahey Fortran 90 compiler, version 2.01i, with Microsoft Powerstation, version 4.0, and with Digital Visual Fortran, version 5.0. It has also been successfully compiled on a Sun Sparc 20 system with SunSoft Fortran 90, version 1.1. Although the code has been extensively used and tested, it is not practical to test all possible circumstances, and no guarantee of accuracy or correctness of the code can be offered.
Overview of the Vector and Dyadic-Tensor Arithmetic Module
The Fortran 90 module V e c t o r s contains type definitions and operators to facilitate threedimensional vector and dyadic-tensor arithmetic. The module (version 1-00) consists of 561 function and 84 subroutine procedures. However, these procedures are maintained private, and are available to the user only through eight generic operators, fourteen generic functions, and two generic subroutines.
Data types
The module implements real and complex vectors in both single-and double-precision numerical kinds. The following eight new types are defined: t y p e ( r e a l -v e c t o r )
--single-precision real vector, . neg.
Operators
All procedures and operators are generic, accept any of the newly defined types, and return the appropriate result. The following generic operators are defined or extended to accept vector and dyadic operands, as appropriate: 
Functions
The following generic functions are supported:
creates a vector from three scalar components, creates a dyadic from three vector components (the vectors X , Y , 2 are the left-hand factors of the dyads and form the columns when the dyadic is represented as a matrix; the dyadic created is returns the magnitude of a vector, returns the real part of a complex vector or dyadic, returns the imaginary part of a complex vector or dyadic, returns the complex conjugate of a complex vector or dyadic, creates a unit vector in the direction of the vector argument, returns the determinant of a dyadic, returns the inverse of a dyadic, returns the transpose a dyadic , computes the trace of a dyadic (sum of diagonal elements) returns the ith Cartesian element (i=1,2,3) of a vector or a dyadic (returns a scalar when A is a vector and a vector when A is a dyadic), (A, i ) e i g e n -v a l u e s ( A ) returns an array of 3 complex eigen values of the dyadic A, e i g e n -v e c t o r ( B ) returnstheeigenvector, C,ofdyadicB,suchthat B . C = O .
Subroutines
The following subroutines are included: s e t (A, b , i ) sets element i of A to value of b, where b is a scalar when A is a vector and a vector when A is a dyadic, writes a string followed by a vector or dyadic, A, to the default output device, or to the optional logical device (lun, an integer). The optional edit descriptor (edt) is any valid edit descriptor sbing for a Fortran 90 real type, for example 'f6.2'.
w r i t e ( [lun, ] s t r i n g , [ e d t , ] A )

Description of the Vector and Dyadic Operators and Procedures Operators
Assignment (=) The assignment operator expects to find the name of a vector or dyadic on the left side, and a vector or dyadic expression on the right. The left-side variable is assigned the value of the right-side expression. Type conversion between vector types or between dyadic types is performed. However, the left and right operands must be either both vectors or dyadics. When the right side is a complex or double-precision complex vector or dyadic expression, and the left-hand variable is real or double precision, it is assigned the value of the real part of the right-hand side; the imaginary part is simply lost. The complete functionality is implemented with 24 private subroutine procedures interfaced to the assignment operator, =.
The multiplication and dot product operator can return a dyadic, vector, or scalar result, depending on the types of the operands. A vector or dyadic can be multiplied by a scalar, two vectors can be dot multiplied, a vector and'a dyadic can be dot multiplied, and two dyadics can be dot multiplied.
Multiplication and Dot Products (*)
Scalar multiplication allows the scalar (which can be of any numerical type, including integer) to be on the left or the right side of the operator. The other operand can be any of the four vector types or four dyadic types. The result will be a vector or a dyadic, as appropriate, of the highest numerical kind contained in the operands. For example, multiplying a real vector by a complex scalar will return a complex vector.
When neither operand is a scalar, the operator implements the dot product between the operands. The dot product of two vectors returns a scalar of the highest numerical kind contained in the operands. The dot product between a vector (on the left or the right) and a dyadic is a vector. A dot product between two dyadics returns a dyadic of the highest numerical kind contained in the operands. The meaning of vector and dyadic dot products is described in the Summary of Vector and Dyadic Arithmetic, below.
The complete functionality requires 144 private function procedures interfaced to the multiplication and dot product operator, * .
The cross-product operator, . X . , returns either a vector or a dyadic, depending on the operands. If both operands are vectors, the result is a vector of the highest numerical kind contained in the operands. A cross product between a vector and a dyadic (with the dyadic on either the left or the right side) produces a dyadic of the highest numerical kind of the operands. The meaning of the cross product between a dyadic and a vector is discussed in the Summary of Vector and Dyadic Arithmetic, below. The cross product between two dyadics is not allowed, as it results in a tensor of rank 3, and this type is not implemented in the module. The complete functionality of the cross-product operator, . X . requires an interface to 48 private function procedures.
Scalar division is the only division operator defined. A vector or a dyadic can be divided by a scalar of any numerical kind. The scalar must be on the right. If a vector or dyadic appears immediately to the right of the division operator, an error occurs since no operation is defined for this case. The result of the scalar division is a vector
or dyadic, as appropriate, of the highest numerical kind appearing in the operands. The complete functionality requires interfacing the division operator, /, to 40 private function procedures. Addition (+) The addition operator implements element-by-element addition between two vectors or two dyadics. Both operands must be either vectors or dyadics, but they can have different numerical kinds. The result is a vector or dyadic, as appropriate, of the highest numerical kind contained in the operands. The complete functionality requires interfacing the addition operator, +, to 32 private function procedures.
The subtraction and negation operator is special, in that it can be either a binary or unary operator. When there is only one operand (unary operator), the operand must be on the right of the operator. The unary negation operator returns either a vector or dyadic, as appropriate, which is the operand multiplied by the scalar -1 . When there are two operands (binary operator), the left and right operands must both be either vectors or dyadics. The operator returns a vector or dyadic, as appropriate, which is the element-by-element difference between the left operand and the right operand. The result is of the highest numerical kind contained in the operands. The complete functionality requires 40 private function procedures interfaced to the subtraction and negation operator.
This is an alternate to the unary version of the -operator. As a unary operator, it takes a single operand, which must be on the right. It returns either a vector or dyadic, as appropriate, which is the operand multiplied by the scalar -1. The complete hctionality requires 8 private function procedures interfaced to the . neg . operator.
These functions are also interfaced to the -operator.
The dyadic-product operator is a binary operator which requires two vector operands. The result is a dyadic which is the dyad composed of the left and right vectors. The numerical kind of the result is the highest numerical kind contained in the operands. The complete functionality requires 16 private function procedures interfaced to the . dyad. operator.
Subtraction and Negation(-)
Negation (. neg .) Dyadic Product (. dyad. )
Functions vector(x, y, z)
The function v e c t o r requires three scalar arguments, each of which can be any numerical kind. The result is a vector of the highest numerical kind contained among the three arguments, with the exception that if all arguments are integers, a vector of t y p e ( r e a l vector) is returned. The scalar arguments, which are not required to be of the samenumerical kind, represent the vector components along each of the three Cartesian axes. This function provides the primary method of initializing a vector. The full functionality requires interfacing 125 function procedures to the generic hction, ve c t o r .
dyadic(X, Y, 2)
The function dyadic requires three vector arguments, and returns a dyadic of the highest numerical kind contained in the three arguments. TEs function accepts a vector argument of any of the four kinds of vectors, and returns a unit vector in the same direction. The unit vector is obtained by dividing the argument by its absolute value (magnitude). The result is a vector of the same type as the argument, and is real if the argument is a real vector and complex if the argument abs 0
is a complex vector. The full functionality is obtained with 4 private h c t i o n procedures interfaced to the generic function, u n i t -vector.
This function accepts a dyadic argument, which can be any one of the four kinds of dyadics, and returns the scalar value of the determinant of the argument. The result is single or double precision, depending on the numerical kind of the argument, and will be complex when the dyadic is a complex dyadic. The full functionality is obtained with 4 private function procedures interfaced to the generic function de t .
This function accepts a dyadic argument, which can be any one of the four kinds of dyadics, and returns the inverse dyadic, which, when dot multiplied with the argument, will result in the unit dyadic. The result will have the same type as the argument. The full functionality is obtained with 4 private function procedures interfaced to the generic function inv.
This function accepts a dyadic argument, which can be any one of the four kinds of dyadics, and returns the transpose of the dyadic. The result will have the same type as the argument dyadic. The full functionality is obtained with 4 private function procedures interfaced to the generic function t r a n s .
This function accepts a dyadic argument, which can be any one of the four kinds of dyadics, and returns the scalar value of the trace (sum of diagonal elements) of the dyadic. The result will have the same numerical kind as the argument dyadic. The full functionality is obtained with 4 private function procedures interfaced to the generic function trace.
This function accepts two arguments. The first is a vector or dyadic, which can be any one of the four kinds of vectors or dyadics, and the second is an integer between 1 and 3. The integer indicates which Cartesian component to return. When the first argument is a vector, the function returns the scalar which is the i t ' Cartesian component. When the first argument is a dyadic, the function returns the vector which is the i f ' Cartesian vector component when the dyadic is written with the Cartesian unit vectors on the right side. This is the i* column when the dyadic is written as a matrix. The value (scalar or vector) returned by get is identical to the value obtained by taking the dot product of the argument with the i* unit vector on the right side. 
eigen values (A)
ThiFis an array-valued function which accepts a single dyadic argument of any of the four kinds of dyadics. The function evaluates to a complex array of three eigen values.
The eigen values associated with a dyadic A are given by Ai , such that -l i -q = 0, -where = 2% + e + 22 is the identity dyadic. The result m a y is complex, because, in general, the eigen values will be complex, even when the dyadic is real. In Fortran 90, the type of the return value must be determined at the time of the invocation of the function, before the argument is evaluated. The return type is not known when the function is invoked, since it is not known if the eigen values will all be real or complex. Thus, it is necessary to define the return type as a complex array. This function calls subroutine c u b i c ( ) contained in module r o o t s . Module r o o t s , described in Appendix A, contains routines to accurately determine the roots of cubic and quartic polynomials. Full functionality of function e i g e n -va 1 u e s requires an interface to 4 private function procedures.
ThiFbction accepts a single argument, which can be any of the four kinds of dyadics, and evaluates to a unit vector of the same numerical kind as the argument. 
--
The function assumes that B is singular, and it is the programmer's responsibility to ensure that this is the case; if B is not singular, e i g e n v e c t o r ( B ) will return an incorrect result. In the interest of efficiency, e i g e n v e c t o r does not evaluate the determinant to ensure that B is singular. The full hgionality requires an interface to 4 private function procedures.
Subroutines
set(A,b,i)
Subroutine set is complementary to function g e t , and allows a single element of a vector or dyadic to be changed. The subroutine requires three arguments. The first argument, A, is any of the four kinds of vector or four kinds of dyadic. The second argument, by is either a scalar when A is a vector, or a vector when A is a dyadic. The third argument, i , is an integer between 1 and 3, which indicates which Cartesian component of A to replace with b. The numerical kind of b can be different from that of A. The type of A cannot be changed, so the rules of the assignment operator must apply. For example, if A is of t y p e ( r e a l -v e c t o r ) and b is double-precision complex, then the ifh element of A is replaced with the real part of b, converted to single precision. The imaginary part is lost since A is a real type. Full functionality requires 28 private subroutine procedures interfaced to the generic subroutine set.
write([lun,] string, [eat,] A)
Subroutine writ e is the only output routine suppIied by the module. It will accept up to four arguments; the arguments enclosed between [ ] are optional. If the first argument is an integer, then it refers to the logical unit to which the output is to be written. In this case, the logical unit must have been opened previously. If this argument is omitted, then the output is written to the standard output device (usually the terminal). The second argument is required, and is a string used to label the output. The string can have any length, and can even be an empty string, argument is optional, and must be a valid Fortran 90 edit descriptor for a real number (for example, ' f 1 0 . 4 , ' 1 pg 1 5 -7 , ' 1 pe 2 3 -1 5 ' , etc.). If this argument is omitted, then the output is written using g 13 .7 for single precision quantities and g2 1 . 1 5 for double precision quantities. The last argument, A, is required and is the quantity to be written. It can be any of the four kinds of vector or any of the four kinds 
Summary of Vector and Dyadic Arithmetic Vectors
The Cartesian coordinate system illustrated in Fig. 1 will be used to describe the vectors and dyadic tensors (usually referred to simply as dyadics). A vector 5 is defined, as illustrated, by its components along each coordinate axis
Dot Product Between Two Vectors
The dot product defined between ~W Q vectors, ii and s, is called the scalar dot product, and yields a scalar given by
It can be seen that the scalar dot product is commutative; that is, the commutator is zero --
X
Reference coordinate system used to describe the vectors and dyadics.
Cross Product Between Two Vectors The cross product defined between two vectors satisfies the following conditions for the Cartesian unit vectors and The cross product between two vectors is not commutative but it is anticommutative (the anticommutator is zero)
Associativity of Vector Dot and Cross Products
Note that the scalar dot product and the cross product between two vectors do not form an associative pair of operators. The operations in the expression S -6 x e can only be performed in one order because (S -G) x E has no meaning; the operator x requires two vector operands, not a scalar and a vector operand. Because of the precedence rules in Fortran 90, the operator representing the cross product, . X . , has a lower precedence than the operator representing the dot product, * . Thus the expression H .6 x Z must be coded a * ( b . X . c ) , because a * b . X . c will cause an error. Since, in keeping with the precedence rules, a * b is evaluated first in the expression a*b . X . c , the left operand for the . X . operator is of the wrong type (scalar, not vector).
Dyads and Dyadics
A dyad is the product of two vectors, Written without any symbol separating them, A dyad has, at most, six independent scalar components. A dyadic tensor (often shortened to dyadic) is a sum of dyads, This is the particular decomposition of a dyadic into vector components that is implemented in the module. An alternate decomposition can also be used
where the component vectors are
For a nonsymmetric dyadic, iji f P j , while for a symmetric dyadic, iji = is,. The function dyadic (qx, qy , qz ) uses the representation in (14) to create the dyadic Q where qx , qy , qz are the vectors defined by (1 5). Note that, if the Pi are known instead, Q can be createdwithtrans ( d y a d i c ( p x , py, p z ) ) , w h e r e t r a n s ( ) isthetranspose operation.
--
Transpose of Dyadic
The transpose of a dyadic exchanges the order of the vectors in the dyads, so that
Trace of Dyadic The trace of a dyadic is trace(6) = c Q, , and the trace of a dyad iis is the scalar dot product between the two vectors, trace(ii6) = t -6 .
Vector Dot Product
&
The vector dot product is the dot product between a dyadic, Q , and a vector, i , and is the vector given by --
Another vector dot product also exists 6 -P -Q = axpx + aypY + azpr. 
From the definition of the transpose (1 8), it is seen that -
The vector dot product is not commutative, unless the dyadic is symmetric. Thus, in general, the commutator for the vector dot product is not zero --
but, when Q is symmetric,
Note that the vector dot product is similar to the multiplication of a square matrix by a column or row matrix, except that the column matrix must be transposed to a row matrix when moved from the right side of the square matrix to the left side. Here, the similarity ends, because no transpose operation is needed for vectors in the vector-dyadic arithmetic. In fact, no transpose exists for these vectors. However, a transpose does exist for the dyadic.
Cross Product Between a Dyadic and a Vector A cross product between a vector and a dyadic is defined when the vector is on the right or , (27) when the vector is on the left. In general, the cross product between a vector and a dyadic is not commutative
If the dyadic is symmetric, the cross product is anticommutative while if the dyadic is antisymmetric (q . = -ij . ), the cross product is commutative 1 1
Note that the diagonal elements, Q, , must be zero if the dyadic is antisymmetric.
The vector dot product and the cross product between a vector and a dyadic form an associative pair of operators. Consider
Associativity of Products of a Dyadic and a Vector
In this case, the precedence rules do not interfere w i t h the proper evaluation of the code a*Q . X . b, since either order will be valid and will give the same result. Similarly, we see that the commutator is not zero,
Dyadic Dot Product
----
Q . S -S . Q # O .
Eigen Values and Eigen Vectors
The eigen values associated with a dyadic 2 are given by h i , such that 
/=I
where i, j , and k, represent any ordering of x, y, and z. Thus, we see that the three cross products are all parallel Eliminating v results in where .$ represents the principal square root.
Since there are three cube roots, there are nine possible solutions for y ,
However, there are only three valid solutions for y , so the spurious solutions must be detected and rejected. Principal roots u, v are found so that
which assures that (A-5) is satisfied. Then, noting that <,c2 = 1, the three roots of the original cubic equation ( where (x) means the nearest integer to x.
When --4p3 -q2 , one might expect that expanding the term would allow some improvement in numeric precision, since the a6 and a4b terms cancel. However, the right-hand side requires differencing terms with larger magnitude than the terms on the left-hand side. Thus, precision will be lost if the expression on the right is used when
4P3
---q2. In this case, the simpler expression on the left is more accurate.
27
Some increase in precision is obtained by refining the roots w i t h one stage of Newton's method (A-16)
Note that the polynomials are computed by factoring x from successive terms. This is done to preserve numerical precision. Negligible improvement is obtained with a second stage of refinement.
Quartic Equation
The solution for the quartic equation, Note that a, and a2 are uncorrelated. This solution is valid when the coefficients are complex.
(A-19)
Improved numerical precision is obtained with two stages of root refinement using Newton's method (A-20) 
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