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Abstract 
The proliferation of the modern technologies has caused data overload over the Internet. The huge data over the World Wide 
Web has increased the problems for the users to extract the exact information. Various recommendation techniques are being 
used to help the customers in purchasing the desired items for online shopping. In this paper, we propose a recommendation 
method for books. We use positional aggregation based scoring (PAS) technique to score the books recommended by top ranked 
universities and assigned weights to these scores using fuzzy quantifiers. We apply Ordered Weighted Averaging (OWA) 
aggregation operator over these scores to find the top books. Finally top ranked books are recommended. 
© 2015 The Authors. Published by Elsevier B.V. 
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1. Introduction 
The Internet is the gift of the modern era, which is a consequence of the proliferation in the modern technologies. 
The growth of the Internet has also boosted ecommerce. Online shopping has become much more popular. Today it 
is a vogue for a common man to shop online using online marketing portals such as www.amazon.com. The boom in 
the Internet has caused data overload over it. The huge data over the World Wide Web has increased the problems 
for the users to extract the exact information. The buyer finds it extremely tough to go for an exact product which he 
or she is looking for. While browsing the online shopping portals, multiple options are weeded; however picking the 
right item is an arduous job. 
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Researchers have proposed different recommendation techniques to help the customers in purchasing the right 
item. Various efforts have been made for making online shopping effective and reliable. In last few years, 
researchers have proposed a good number of recommendation techniques.1,2,3 We propose a recommendation 
methodology that incorporates fuzzy concepts and link mining to rank the products and recommend it before the 
users. 
We took top 50 universities initially from www.careers360.com. We go for the syllabus of the computer science 
for the respective universities; we have considered one course, ‘Artificial Intelligence’ from the entire syllabus of the 
computer science for all the universities, Interestingly only 22 universities are showing computer science syllabus to 
display at their respective web sites from top 50 ranked universities. By this way, we include the importance of the 
recommending universities i.e. important links are given priority. 
The different ranking for several books recommended by the each university is tabulated, there are few 
universities which recommend only two or three books whereas few of the universities recommend more than 10 
books as well. These rankings of the books are stored in order and hence we obtain a collection of 41 different books 
from all the 22 ranked universities. We propose a method for obtaining score from the ranks of the books; we 
convert the problem into score based methods. The method assigns a numerical value between 0 and 1 for  each 
book corresponding to all the universities. For each book Bj , j=1, 2, …, 41; we obtain xi, i=1, 2, …., 22. 
We apply OWA operator4 guided by fuzzy quantifiers to get final score for each book Bj and call it as OWA (x1, 
x2… xn). The OWA operator is explained in the next section, these scores are sorted in descending order. Finally we 
get books ranked in ascending order. 
The structure of rest of the paper is as follows: in section 2 an extensive related work is discussed. Section 3 tells 
the conversion of rank based problems into score based conversion and the implementation of OWA operator over 
the score obtained using procedure. Section 4 gives the experimental results and a brief discussion over the results 
obtained. Finally we conclude in section 5 with the direction of future works. 
2. Background 
A number of studies have been performed in the area of product recommendation. The authors in5 proposed a 
book recommendation technique using feature analysis method. Sarwar et al.6 proposed an association rule based 
recommendation technique. In the earlier studies, researchers used collaborative filtering in a number of different 
applications such as recommending web pages, articles etc.7,8 Due to the some serious problems that collaborative 
filtering encounters, researchers switched to Web mining techniques for product recommendation. Web usage 
mining, a process of extraction of useful patterns from web usage data, supposed to be the most applied branch of 
the web mining techniques that attracted the researchers, recently9.  Cho et al. proposed a personalized 
recommendation system which is based on Web usage mining in10. Another personalized recommendation based on 
Web usage mining was proposed by Kim et al.11 Their method was mainly targeted the problem of helping 
customers to achieve recommendation only about the products they wish to purchase. A good discussion about the 
development of a personalized product recommendation system based on customer’s click streams is performed in12.  
Combining different mining techniques with other decision making methods to recommend products is a very 
classical and rare approach. Liu and Shih13 developed a novel product recommendation methodology by combining 
group decision making and data mining techniques. It addresses the customer lifetime value (CLV) to a firm. 
Ordered Weighted Averaging (OWA) operator introduced by R. Yager4, a variety of its applications has been 
presented in the literature. Its multi-criteria decision making capability and performances made the researcher to 
make use of it for various decision making problems of several different disciplines. Beg14 used OWA operator 
based novel fuzzy queries for web searching. The researchers have also applied the OWA operator’s application in 
several GIS environments15,16, 17. The conventional (quantitative) OWA has been used by all these applications. 
Speci¿cally, research into GIS-OWA has so far spotlighted the procedures that require quantitative stipulation of the 
parameters combined with the OWA operators.  
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3. Proposed Technique 
3.1. Rank to Score conversion Technique 
 We have extended our previous work to recommend top books. The authors proposed a Positional Aggregation 
Score (PAS) based technique to rank the top books on “Artificial Intelligence” 18. Basically PAS based technique is 
emphasizing on converting the different ranks that a university suggests to various books into a quantity i.e. score. 
This score lies between 0 and 1, and hence we apply OWA operator to these scores that favor the condition to be 
treated as an OWA operator. The PAS based technique recommends the book by finding the aggregate of the scores 
obtained by the technique. The process of finding the score is as follows: 
We have recommendation of ‘n’ different books by ‘m’ different universities. First we found the rank of all the 
books for each university, we assign maximum value (Vmaximum= -1) to book which is best ranked by the university 
i.e. first ranked book is assigned a value '-1'. For next value, we assign a value = {(Vmaximum) – (i)} to a book whose 
rank = (i+1). We repeat the above steps for every university so that all the books are assigned a value. If a book is 
not ranked, we assign it a value = – (m+1), where m is number of the universities concerned, here m= 22. Now, we 
compare each book ‘Bi’ with all the ‘m-1’ books. If value of a book is greater than the other, we assign value of Bi = 
1 otherwise we assign value of Bi =0; If we find Bi == - (m+1), we again assign 'zero' to Bi i.e.   Bi = 0; finally we 
find out the sum of all values of Bi for each university. We repeat the above process for all the universities. This 
assigns a particular value of each book associated with each university. We implement OWA operator over these 
values as mentioned in the following section. 
3.2. OWA operator based Scoring 
The multi criteria decision making problems are tough to tackle. R. Yager4 introduced an ordered weighted 
aggregation operator which is very useful for aggregating multiple criterions.  Mathematically we give OWA as; 
 
OWA(x1, x2, …., xn)  =
1
n
i i
i
w y
 
¦
  
-----------  (1)  
Where yi implies that if we re-order the values x1, x2 , … xn in descending order, we get a sequence y1, y2, .. , yn i.e.  
y1 y2 ,… yn-1yn. 
It is evident that we may obtain following from the OWA operator. 
1) Arithmetic mean, if wi ൌ
ଵ
௡
  
2) The minimum function if w1 =1, wi =0 for i1 
3) The maximum function if wn=1, wi=0 for in 
Here, we are concerned about the different universities recommendation on several books, for this, we need to 
decide the quantifier and their behavior; we use fuzzy quantifier for the purpose. 
We can express a function Q (r) for relative quantifier as:  
                                
     0  if r<a 
Q(r) =     ሺ୰ିୟሻ
ሺୠିୟሻ
  if a r b 
     1  if r>b  
 
Where Q (0) = 0, 
׌r İ [0, 1] such that Q(r) =1, and a, b and r İ [0,1]. 
All the above condition should be satisfied in such a way that, Q: [0, 1] ĺ [0, 1]. 
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i.e. quantifier Q has domain and range as [0,1]. To compute weights wi using above quantifier we may use the 
following equation as given in14, 19. 
wi = {Q (i/m) – Q ((i-1)/m)}, where i = 1, 2,…, m. 
Example 1: For number of criteria (m) = 5, the fuzzy quantifier “At least half” having values of parameter as a=0 
and b=0.5 will have corresponding weights for OWA values as: 
w (1) =0.4, w (2) =0.4, w (3) =0.2, w (4) =0.0, w (5) =0.0. 
Example 2: We illustrate an example for the calculation of final score for a book based on quantifier ‘at least half’. 
The ‘xi’ denotes different scores, let we give it as: 
 
xi =  
.95
0
.70
.85
.55
§ ·
¨ ¸
¨ ¸
¨ ¸
¨ ¸
¨ ¸
¨ ¸© ¹  
 
The ordered scores yi denote the score in descending order amongst xi, i.e. yi is the ith largest value amongst xi. the 
corresponding values of yi for the given scores xi will be expressed as:  
 
  yi = 
.95
.85
.70
.55
0
§ ·
¨ ¸
¨ ¸
¨ ¸
¨ ¸
¨ ¸
¨ ¸© ¹  
 
From equation --- (1), we get –  
OWA(x1, x2, …., xn)  =
1
n
i i
i
w y
 
¦  
Therefore we obtain OWA(x1, x2, …., xn) At least half as:    
= OWA (x1, x2, …., xn) 
= > @0.4,0.4,0.2,0.0,0.0 ൈ 
.95
.85
.70
.55
0
§ ·
¨ ¸
¨ ¸
¨ ¸
¨ ¸
¨ ¸
¨ ¸© ¹
 
= (.4×.95 + .4×.85 + .2×.70 + 0.0×.55 + 0.0×0.0) 
= .38+.34+.14 
= .82 
In the same way as illustrated in example 1, we will be getting different weights for quantifiers ‘most’ and ‘as 
many as possible’. The weights for ‘most’ and ‘as many as possible’ with m=5 are calculated as: 
w(1) =0.0, w(2) =0.2, w(3) =0.4, w(4) =0.4, w(5) =0.0 and w(1) =0.0, w(2) =0.0, w(3) =0.2, w(4) =0.4, w(5) =0.4 
respectively. And the score computed for both the quantifier by the method discussed in example 2 comes out to be 
0.67 and 0.36 respectively. After obtaining the OWA score for all the books based on these quantifiers we sort them 
to rank the books and finally recommend top books. Since we are using OWA operator for three different 
quantifiers, ‘most’, ‘as many as possible’ and ‘at least half’, we get three different ranking and accordingly three 
different recommendations for top books are performed. 
130   Shahab Saquib Sohail et al. /  Procedia Computer Science  62 ( 2015 )  126 – 133 
4. Experimental Results 
We start with top 50 Indian universities which are taken from www.careers360.com, only 22 universities are 
either concerned with the department of computer science or they recommend some books on the topic, “Artificial 
Intelligence”. Therefore we consider only 22 universities. We obtain 41 different books collectively from all the 
universities. As we discussed in section 3.1, we get different scores of every book for each university. For first book 
‘B1’ we get score as shown in table 1. 
       
                Table 1. Scores for book ‘B1’ corresponding to all Universities 
Ranked 
Universities      
Scores 
1 0.9761 
2 0 
3 0.9761 
4 0.9761 
5 0.9761 
6 0 
7 0.8095 
8 0.9285 
9 0 
10 0.9047 
11 0.9523 
12 0.9761 
13 0 
14 0.9523 
15  o 
16 0.9761 
17 0.9761 
18 0.9761 
19 0.9761 
20 0.8571 
21 0.9761 
22 0 
 
We get the OWA scores of all the books based on different quantifiers by using the methods as discussed above 
and illustrated in example 2. The OWA scores, based on the quantifiers are shown in table 2. The codes B1, B2, etc. 
show a specific book whereas corresponding rows show values obtained by applying OWA operator with relative 
quantifier. The values of OWA for quantifiers most, as many as possible and at least half as shown in table 2, are 
sorted. On the basis of sorted values, we rank the books for respective fuzzy quantifier, this is the final ranking. The 
final ranking for all the quantifiers are shown in table 3. The different weights of the relative quantifiers ‘most’, ‘at 
least half’ and ‘as many as possible’ are depicted in the table 4a, 4b, and 4c respectively that are being used for the 
calculation of OWA based scores of all the books. For each book we have different score as shown in table 1. We 
multiply these values with the weights of the universities shown in table 4a, 4b and 4c. The values of the parameters 
(a, b) for respective quantifier are (0.3, 0.8), (0, 0.5) and (0.5, 1) respectively. There are 22 universities under 
consideration, therefore we considered m=22. By using the example 2, the weights are calculated for different 
quantifiers. We use different quantifiers to know the trend of recommendation of the different books from the 
various top universities. Final ranking for OWA at least half is depicted in table 3 for top 10 books, however other 
two quantifiers, ‘as many as’ and ‘most’ based values of OWA parameter show two and four books respectively. 
The top two ranking by all the three fuzzy quantifiers recommend the same books. i.e. the same two books occupied 
the top ranking by all the quantifiers. It shows the strength of the ranking and its accuracy. The table 5,6 and 7 give 
final book recommended by the methods. 
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Table 2.  OWA scores of Books based on fuzzy quantifiers 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table 3. Ranking of books based on different fuzzy quantifiers (up to 10 books) 
Ranking based on quantifier ‘at 
least half’ 
 Ranking based on quantifier 
‘most’  
Ranking based on quantifier ‘As 
Many possible’ 
B1  B1 B1 
B6  B6 B6 
B5  B5 - 
B3  B3 - 
B11  - - 
B14  - - 
B4  - - 
B22  - - 
B26  - - 
B23  - - 
Books OWA most OWA At least half OWA As Many as possible 
B1 0.793 0.9717 0.2916 
B2 0 0.2467 0 
B3 0.0294 0.5692 0 
B4 0 0.3484 0 
B5 0.1792 0.7337 0 
B6 0.7012 0.9609 0.2825 
B7 0 0.0822 0 
B8 0 0.08 0 
B9 0 0.0757 0 
B10 0 0.0779 0 
B11 0 0.4826 0 
B12 0 0.1666 0 
B13 0 0.0844 0 
B14 0 0.4047 0 
B15 0 0.0887 0 
B16 0 0.0865 0 
B17 0 0.0844 0 
B18 0 0.0822 0 
B19 0 0.08 0 
B20 0 0.0779 0 
B21 0 0.1753 0 
B22 0 0.3398 0 
B23 0 0.251 0 
B24 0 0.1644 0 
B25 0 0.1623 0 
B26 0 0.316 0 
B27 0 0.08 0 
B28 0 0.0757 0 
B29 0 0.0735 0 
B30 0 0.0692 0 
B31 0 0.067 0 
B32 0 0.0627 0 
B33 0 0.0822 0 
B34 0 0.0822 0 
B35 0 0.08 0 
B36 0 0.0844 0 
B37 0 0.0822 0 
B38 0 0.0844 0 
B39 0 0.0714 0 
B40 0 0.0865 0 
B41 0 0.0735 0 
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Table 5. OWA based recommended books using fuzzy quantifier ‘At least half ’ 
Ranking Book Code Author Title Publisher & Year 
1 B1 S. Russel and P. Norvig Artificial Intelligence - A Modern Approach Prentice Hall, 1995 
2 B6 E. Rich and K. Knight Artificial Intelligence Addison Wesley, 1990 
3 B5 P. H. Winston Artificial Intelligence Addison Wesley, 1993 
4 B3 Nils J. Nilsson Artificial Intelligence - A New Synthesis Morgan Kaufmann Publishers, 2000 
5 B11 D W Patterson Artificial Intelligence - A New Synthesis Prentice Hall of India, 2002 
6 B14 A.J. Nillson Principles of AI Narosa publications, latest Edition 
7 B2 George F. Luger Artificial Intelligence Pearson Education, 2001 
8 B4 E. Charniak, et.al. Introduction to Artificial Intelligence Addison Wesley, 1985 
9 B23 N. J. Nilsson. Problem-Solving Methods in Artificial Intelligence New York: McGrawHill, 1971 
10 B22 G. Luger A.I: Structures and Strategies for complex problem solving Pearson Education, 2002 
  
Table 6. OWA based recommended books using fuzzy quantifier ‘most ’ 
Ranking Book Code Author Title Publisher & Year 
1 B1 S. Russel and P. Norvig 
Artificial Intelligence 
- A Modern 
Approach 
Prentice Hall, 1995 
2 B6 E. Rich and K. Knight Artificial Intelligence Addison Wesley, 1990 
3 B5 P. H. Winston Artificial Intelligence Addison Wesley, 1993 
4 B3 Nils J. Nilsson Artificial Intelligence - A New Synthesis 
Morgan Kaufmann 
Publishers, 2000 
Table 4a. Weights of universities based 
on ‘most’ quantifier 
Universities Ranks  weights  
1  0 
2  0 
3  0 
4  0 
5  0 
6  0 
7  0.0363 
8  0.0909 
9  0.0909 
10  0.0909 
11  0.0909 
12  0.0909 
13  0.0909 
14  0.0909 
15  0.0909 
16  0.0909 
17  0.0909 
18  0.0545 
19  0 
20  0 
21  0 
22  0 
 
Table 4b. Weights of universities based 
on ‘At least Half’ quantifier 
Universities Ranks  weights  
1  0.0909 
2  0.0909 
3  0.0909 
4  0.0909 
5  0.0909 
6  0.0909 
7  0.0909 
8  0.0909 
9  0.0909 
10  0.0909 
11  0.0909 
12  0 
13  0 
14  0 
15  0 
16  0 
17  0 
18  0 
19  0 
20  0 
21  0 
22  0 
 
Table 4c. Weights of universities based 
on ‘As Many as possible’ quantifier 
Universities Ranks  weights  
1  0 
2  0 
3    0 
4  0 
5  0 
6  0 
7  0.0363 
8  0.0909 
9  0.0909 
10  0.0909 
11  0.0909 
12  0.0909 
13  0.0909 
14  0.0909 
15  0.0909 
16  0.0909 
17  0.0909 
18  0.0545 
19  0 
20  0 
21  0 
22  0 
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Table 7. OWA based recommended books using fuzzy quantifier ‘AS many as possible’ 
Ranking Book Code Author Title Publisher & Year 
1 B1 S. Russel and P. Norvig Artificial Intelligence - A Modern Approach Prentice Hall, 1995 
2 B6 E. Rich and K. Knight Artificial Intelligence Addison Wesley, 1990 
5. Conclusion 
We used OWA operator over values which are obtained by using Positional Aggregation Based technique. We 
ranked the different books for relative quantifiers and accordingly recommended top books for each fuzzy quantifier 
respectively. The recommendation of top 10 books on Artificial Intelligence is done. The top two books which are 
recommended by all three quantifiers coincide. i.e. same two books are recommended for top two positions by all 
the methods. Thus the method shows the accuracy and completeness of its own. This method may fulfill the 
requirement of the thousands of academician who seeks for their desired books. 
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