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Abstract
This thesis describes how neutron scattering is used to reveal aspects of the
physics of three experimental realizations of model systems with localized quantum
spins and low-dimensional magnetic character of exchange interactions.
The first studied system is (5CAP)2CuCl4 (CAPCC), a realization of the famous
S=1/2 square-lattice Heisenberg antiferromagnet. High-resolution time-of-flight in-
elastic neutron scattering is used to measure the excitation spectrum in applied
magnetic field. A fit of the magnon dispersion predicted by linear spin-wave theory,
to the dispersion measured in the field-polarised state, gives the parametrization of
the low-energy effective Hamiltonian in terms of exchange couplings. These results
establish that CAPCC is a quasi-2D square-lattice quantum Heisenberg antiferro-
magnet with a leading nearest neighbour Heisenberg exchange J = 0.100(2) meV,
but with significant inter-planar coupling J′ = 0.032(2) meV. The excitation spec-
trum measured in a magnetic field B = 0.85× Bs, just below the saturation field,
provides experimental evidence that supports the theoretical prediction of field-
induced magnon decays in CAPCC.
The second investigated system is Y2BaNiO5, an excellent realization of the S=1
Heisenberg antiferromagnetic chain. Very high-resolution inelastic neutron spin-
echo is used to extend the magnon lifetime study by measuring the temperature
dependence of the lifetime of triplet excitations and blue shift of the gap energy.
The results are compared with theoretical predictions based on the non-linear sigma
model, which fails to describe the measured lifetimes and blue shift over the whole
range of measured temperatures. The residual measured lifetime as T→ 0 is at-
tributed to chain-breaking defects and a mean chain length of 148 Ni-Ni sites is
extracted. The possible limitation of the neutron spin-echo technique is highlighted
when the excitation lineshape is asymmetric and the curvature of the dispersion
surface probed by the resolution ellipsoid is large.
The third studied system is Cs2CoCl4, an effective S=1/2 XXZ antiferromag-
netic spin chain. In a first part, time-of-flight magnetic neutron diffraction is used
to extract the quantum correlations along the chain and an entanglement witness
quantity that is theoretically predicted to signal an entanglement transition. In a
second part, a triple-axis neutron technique is used to investigate the magnetic field
evolution of the magnetic ordering in Cs2CoCl4, when a magnetic field is applied
along the chain direction. Spin-wave excitations measured in the field-polarised state
provide the parameters of the low-energy spin Hamiltonian which are responsible
for the observed complex ordering.
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Chapter 1
Introduction
Magnetism is a fundamentally important aspect of solid state physics which origi-
nates in the exchange interaction due to Coulomb repulsion between electrons and
the consideration of the Pauli exclusion principle. In systems with a large number
of interacting electrons, interesting electronic and magnetic phenomena often arise.
Examples include metal-insulator transitions, heavy fermion phenomena, supercon-
ductivity, multiferroicity, giant and colossal magnetoresistance, structural distor-
tions, to name a few. These complex, many-body effects can only be understood in
terms of collective behaviour that arises from interactions between a large number
of electrons.
The quantum collective behaviour of magnetic systems is increasingly becoming
important because the low-temperature properties of many new magnetic materials
are potentially useful in future devices and because nanotechnology has emerged as a
new discipline where the understanding and accurate control of magnetic phenomena
is crucial in view of creating applications in a variety of fields such as nanoscale func-
tional materials, nanoelectronics, nanometrology, information processing, medicine
and biology.
The focus of this thesis is on low-dimensional, low-spin systems with localized
magnetic moments, which provide an ideal context, both theoretically and experi-
mentally, in which to explore many-body quantum effects. A large variety of model
systems with the most diverse ground and excited states can be obtained by consid-
ering spins of different magnitude localized on a lattice of given geometry (cubic, tri-
angular, square, kagome, honeycomb, etc.) which have three, two or one dimensional
nature of magnetic interactions and are characterised by different types of exchange
interactions such as Ising, XY or Heisenberg. Examples of interesting ground states
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include the quantum spin liquid ground state in herbertsmithite [1] and the ground
state of copper formate tetradeuterate (CFTD) which is understood as a superpo-
sition of classical Ne´el and resonating valence bond states due to the presence of
quantum correlations [2]. In terms of excitations, examples include the excitations
of the half-integer spin Heisenberg antiferromagnetic chain which are unbound pairs
of one-dimensional spinons that propagate independently through the lattice and
give rise to an interesting low-energy continuum [3, 4], and two-dimensional spinon
excitations that were recently shown to exist in CFTD [5]. Spin-ice materials such
as Dy2Ti2O7 and Ho2Ti2O7 have a highly degenerate ground state due to magnetic
frustration. The excitations from this ground state arise from the fractionalisation of
the electron spin degrees of freedom which behave as individual sources of magnetic
field - magnetic monopoles that travel through the lattice [6, 7].
In this thesis we use neutron scattering as an experimental probe to investi-
gate the magnetic properties of three real systems which are good realisations of
low-dimensional model quantum magnets. Neutron scattering is often used for the
study of quantum spin systems because it directly measures the dynamic spin-spin
correlations or equivalently the imaginary part of the generalised magnetic suscep-
tibility, as will be shown in Chapter 2.
• The first system we study is the layered organic magnet (5CAP)2CuCl4 (CAPCC)
which has been proposed to be a good realisation of the quasi-2D square lattice
quantum Heisenberg antiferromagnet with low nearest-neighbour exchange
interaction that allows experimental investigations in all interesting applied
magnetic field regimes. Various theoretical predictions [8–11] have been made
of the evolution of the excitation spectrum with applied field including wave
vector dependent magnon decay. High-resolution time-of-flight neutron spec-
troscopy is used to fully characterise the low energy effective Hamiltonian
for the first time. These results establish that CAPCC is indeed a quasi-
2D square lattice quantum Heisenberg antiferromagnet with a leading nearest
neighbour Heisenberg exchange J = 0.100(2) meV, but with significant inter-
planar coupling of J′ = 0.032(2) meV. The excitation spectrum measured in
a field regime just below full saturation provides qualitative evidence for field
induced magnon decay which results from magnon-magnon interactions. The
data is compared against theoretical predictions based on linear spin-wave
theory which ignores interaction between magnons and 1/S spin-wave theory
which explicitly considers interactions. It is clearly shown that linear spin-wave
3theory fails to give a good description of the excitations, whereas the 1/S spin-
wave theory describes much better the measured spectrum, thus proving that
magnon-magnon interactions have to be included in order to correctly account
for the low energy excitation spectrum of CAPCC.
• The second system we study is Y2BaNiO5, an excellent realisation of the fa-
mous S=1 Heisenberg antiferromagnetic chain, also known as the Haldane
chain. For this model, theoretical predictions established that despite lack of
classical long-range magnetic order, the ground state is quantum coherent due
to finite string order [12], with the degree of coherence which is reflected in the
lifetime of the triplet excited states. High-resolution inelastic neutron spin-
echo (NSE) was used to measure the temperature dependence of the lifetime
of triplet excitations and gap energy in Y2BaNiO5. Comparison of the data
to predictions based on the non-linear sigma model shows that theory fails to
give a good description for temperatures smaller than the gap energy. From
the limiting case of zero temperature, it is shown that static defects in the
sample are most likely to be responsible for the observed finite lifetimes. As a
result of this study, we highlight the possible limitation of the NSE technique
when the excitation lineshape is asymmetric and the depolarisation correction
due to the curvature of the dispersion is large.
• The third investigated material is Cs2CoCl4, a good realisation of the quasi-
1D S=1/2 XXZ antiferromagnetic chain. In a first part we present results
from neutron diffuse magnetic scattering and show that there are limitations
of the experiment and the material which prevent the unambiguous identifica-
tion of the theoretically predicted entanglement transition. Motivated by brief
measurements of the magnetic ordering and the discovery of incommensurate
magnetic order, we present, in a second part, results from a dedicated neutron
triple-axis study, which shows that the applied magnetic field dependency of
the magnetic ordering of Cs2CoCl4 is very complex and is driven by compet-
ing frustrated inter-chain interactions when the field is applied along the chain
direction. As a function of field, the magnetic ordering changes from antifer-
romagnetic commensurate to incommensurate and the system goes through a
quantum phase transition towards the high-field quantum paramagnetic state.
From excitations measured at a field above saturation, we determine the pa-
rameters of the magnetic Hamiltonian which are responsible for the observed
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ordering and show that inter-chain couplings are in the range of 5%− 15% of
the main intra-chain exchange interaction J.
The experiments presented in this thesis were performed with the aim of in-
vestigating the influence of quantum fluctuations and quasi-particle interactions on
the magnetic properties of model systems. In one dimension quasi-particles can-
not avoid each other as they travel through the lattice and interactions between
them have to be explicitly considered as in the case of the triplet excitations of the
S=1 Haldane chain which we study in Chapter 4. In two dimensions, the magnon-
magnon interactions can give rise to deviations of the excitation spectrum from con-
ventional spin-wave theory predictions which include a dispersion renormalisation,
magnon damping and presence of multi-magnon continuum, which we investigate
in Chapter 3. The search for experimental evidence for a phase transition driven
by entanglement between spins and the types of magnetic ordering for a S=1/2
XXZ antiferromagnetic chain model in an applied magnetic field are presented in
Chapter 5.
1.1 Low-Dimensional Quantum Magnetism
The term quantum magnetism may seem like a tautology to purists, as it is well-
known that magnetism is fundamentally a quantum effect, as shown by the Bohr-van
Leeuwen theorem [13]. Here, by quantum, we mean the low limit (S=1/2) of the
spin quantum number, for the various models we discuss. The low dimensionality of
the magnetic exchange (dominant exchange coupling in one or two dimensions) leads
to an enhancement of quantum fluctuations and as we will see, the consideration of
the quantum limit and low dimensionality has serious implications for the nature of
the magnetic ground state and excitations.
Quantum magnetism is a very active and rich field of research in modern solid
state physics due to several reasons. Firstly, it provides an ideal ground for inves-
tigations of many-body physics through a large variety of relatively simple models
that can be constructed out of interacting quantum objects placed in certain spatial
geometries. Many of the models have excellent experimental realisations that allow
detailed comparison between theory and experiment. Secondly, quantum magnetism
allows for investigations of phenomena that arise as a consequence of quantum fluc-
tuations such as disordered ground states and the corresponding excitations, both
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highly non-classical. Examples include algebraic spin liquids, valence bond solids,
resonating valence bond liquids and nematic phases. Thirdly, quantum correlations
determined by entanglement in the ground state are ideally studied in quantum spin
models due to their tunable Hamiltonians.
1.2 Order and Excitations
Depending on the lattice topology and dimensionality of the magnetic interactions,
systems may or may not display magnetic long range order in the ground state.
The origin of the exchange interaction which is responsible for long range order,
lies in the symmetry properties of the spin degree of freedom. The total wave
function for fermionic identical particles has to be antisymmetric with respect to
the exchange of any two particles. The total wave function has a spatial part and a
spin part. When the spatial part is symmetric/antisymmetric, the spin part has to
be antisymmetric/symmetric, respectively. The interaction between two spins can
be parametrised using Si · Sj with strength J, as shown for example in the book by
Blundell [14]. The Hamiltonian of the system can be generalised for many spins in
the form of an effective low energy spin-Hamiltonian that describes the strength of
the exchange and it represents the well-known Heisenberg Hamiltonian [14,15].
When quantum fluctuations play a significant role, as for quantum magnets, the
true ground state is very different from its classical analogue. The simplest case
that illustrates this is a dimer system of two spins S=1/2 that are coupled by an
antiferromagnetic exchange J, with the Hamiltonian H = JS1 · S2.
In the classical case, the spins are considered as unit vectors and the ground state
is one in which the spins point in opposite directions |↑↓〉, with a ground state energy
of Egs = −JS2 = −J/4. Quantum mechanically, the spins are quantum objects which
have components that do not commute and a quantization axis is chosen in order
to characterize the direction of the spin. Conventionally this axis is taken as the
z-axis and the spin is projected onto the z-axis. The eigenvalue of the z-component,
measured in units of ~, can be either +1/2 (spin-up) |↑> or −1/2 (spin-down)
|↓>. The possible states of the system are described in terms of product states of
individual spins, with four possibilities |↑↑>, |↓↓>, |↑↓> and |↓↑>. The ground
state, with energy Egs = −JS(S + 1) = −3J/4, is the singlet state 1√2(|↑↓> −|↓↑>),
where the spins are coupled anti-parallel and the total spin is S = 0. The remaining
three states |↑↑>, |↓↓> and 1√
2
(|↑↓> +|↓↑>) are degenerate in energy, Eex = J/4,
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and form the excited triplet state with total spin S = 1.
We note that there are several important differences between the classical and
quantum system. Firstly, the classical ground state is not even an eigenstate of the
Hamiltonian and it has a considerably higher energy than that of the actual ground
state. Secondly, in infinite classical systems, choosing a direction for the spins breaks
rotational symmetry so the lowest lying excitations at the ferromagnetic ordering
wave vector q = 0 have zero energy and are known as Goldstone excitations. This
practically means that it costs a vanishingly small energy to create a long-wavelength
magnetic excitation. In contrast, the quantum ground state does not break rota-
tional symmetry, so the excitations are gapped. Thirdly, in the classical case, the
magnitude of the spin is Sc = S, whereas in the quantum case it is Sq =
√
S(S + 1).
A useful estimate of deviation from the classical case is the ratio of the spin expec-
tation values S2q/S
2
c = 1 + 1/S. It indicates that the fluctuations about the classical
values are largest for the quantum limit S = 1/2 and that for large spin values the
quantum behaviour approaches the classical one.
To determine the magnetic ground state angular momentum quantum numbers
for an atom, one usually uses Hund’s rules. For multi-electron atoms where the
spin-orbit coupling is weak, it is assumed that the orbital angular momenta of indi-
vidual electrons add to form a resultant orbital angular momentum L. Likewise, the
individual spin angular momenta are presumed to couple to produce a resultant spin
angular momentum S and so J = L + S. Hund’s rules say that electrons in a given
shell will occupy orbitals in such a way that the ground state has the maximum
value for total S (allowed by the exclusion principle), then the maximum value for
L, consistent with S, and that J is determined differently if the shell is less or more
than half-filled.
Table 1.1: Magnetic moments of isolated ions of Cu2+, Ni2+ and Co2+. Taken
from [15].
Ion Config. 2S+1LJ µeff(J)[µB] µeff(S)[µB] Exp. moment [µB]
Cu2+ 3d9 2D5/2 3.55 1.73 1.9
Ni2+ 3d8 3F4 5.59 2.83 3.2
Co2+ 3d7 4F9/2 6.63 3.87 4.8
In the case of transition metal ions with open 3d shells, when put together in
a solid, the energy associated with the crystal field created by the surrounding
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environment is much larger that the energy of the spin-orbit coupling. Because of
this and of the interaction between electrons, the electrons do not have well-defined
orbits any more. As a result, the contribution of the orbital angular momentum to
the magnetic moment becomes negligibly small and the elements from the 3d series
have quenched orbital moment and the magnetic moment is mainly determined
by the electron spin. An exception to this is the case of Co2+ where the orbital
contribution is important. See Table 1.1 for experimental data on 3d ions relevant
to the work in this thesis.
Determining the nature of the excited states of a system is as important as de-
scribing and understanding the ground state, because all thermodynamical proper-
ties such as magnetisation, susceptibility, specific heat, resistivity, and the response
to weak external fields, are determined by the dynamic correlations that characterise
the excitations. Excitations are collective fluctuations above the ground state and in
magnetically ordered systems, they can be viewed classically as precessions of indi-
vidual spins about the mean spin direction. These fluctuations are called spin-waves
and propagate through the system having a wave-like character with a well-defined
wave vector q and frequency ω. Their energy is quantised and they are formally
considered as quasi-particles known as magnons. For example, in an isotropic spin
ferromagnet at non-zero temperatures, the magnetic order is broken by spin-waves.
An example of a derivation of the dispersion relation for classical magnons in a 1D
ferromagnet with lattice spacing a and nearest-neighbour interaction J can be found
in [16] with the result
~ω = 4JS(1− cos(qa)) (1.1)
For a simple 1D antiferromagnet, the magnon dispersion relation is given by
~ω = 4JS sin(qa) (1.2)
In the ferromagnetic case, at long wavelengths qa << 1, so 1− cos(qa) ≈ 1
2
(qa)2 and
~ω ≈ 2JSa2q2 (1.3)
where the spin-stiffness constant is given by ρs = 2JSa
2 and represents a measure of
the change in the ground state energy of a spin system as a result of introducing a
slow in plane twist of the spins.
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Figure 1.1: Comparison between ferromagnetic and antiferromagnetic dispersions
for a one-dimensional chain of spins S with nearest neighbour exchange J.
If we compare the ferromagnetic dispersion with the antiferromagnetic dispersion
(see Fig. 1.1) we observe that for ferromagnets close to the ferromagnetic wave vector
q = 0 the dispersion is quadratic in q, whereas for antiferromagnets close to the
ordering wave vector q = pi, the dispersion is linear in q. We will see in Chapter 4
that the curvature of the dispersion close to the antiferromagnetic wave vector gives
the spin-wave velocity.
Dispersion relations are traditionally measured across the entire Brillouin zone
using inelastic neutron scattering, which determines the dynamical structure factor
that completely characterises the momentum and energy dependence of the low-lying
magnetic excitations. Quite recently, dispersion relations have also been successfully
measured across the entire Brillouin zone using the novel technique of resonant
inelastic X-Ray scattering (RIXS) [17–19]. From measurements of the dispersion
relation, the exchange interaction strength between pairs of spins is very accurately
determined when fitted to theoretical models. In Chapters 3 and 5 we measure the
dispersion relations of magnetic excitations in (5CAP)2CuCl4 and Cs2CoCl4 and
extract the exchange constants by fitting data to predictions given by conventional
or linear spin-wave theory.
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1.3 Quantum Phase Transitions
Phase transitions play an important role in understanding the behaviour of con-
densed matter systems. They describe the transition between different phases of a
system, most often between an ordered and a disordered phase, where the properties
change qualitatively. A prime example is the metal to superconductor transition that
results upon lowering temperature. Another familiar example is the phase transition
from a ferromagnet to a paramagnet upon crossing a critical temperature. Depend-
ing on the temperature at which the transition takes place, two classes of transitions
are identified. Classical phase transitions which occur at T 6= 0 and quantum phase
transitions which occur at T = 0. The former are controlled by thermal fluctuations
and the control parameter is the temperature, whereas for the latter, the transi-
tions are controlled by quantum fluctuations and are driven by either hydrostatic
pressure, applied magnetic field or doping. Classical phase transitions have been
extensively studied and are well-understood, whereas scientific interest for quantum
phase transitions as arisen only in the past 20 years or so. Experimental and theoret-
ical investigations have revealed that quantum phase transitions play a crucial role
in many interesting and still disputed phenomena in condensed matter. Examples
include rare-earth magnetic insulators, heavy-fermion systems, high-temperature
superconductors and two-dimensional electron gases.
At finite temperatures, thermal fluctuations can drive a system from an ordered
phase, with a finite order parameter, to a disordered phase where the order pa-
rameter vanishes. The analogue case happens at zero temperature where quantum
fluctuations and the variation of a control parameter, drive the system through a
similar phase transition. The point where the order parameter is on one side finite
and on the other zero, is called a quantum critical point (QCP). At the QCP the
correlation length and correlation time diverge and the system is characterized by
scale invariance, meaning that fluctuations occur at all length and time scales. Even
though the quantum phase transition occurs at exactly T = 0, the critical behaviour
extends to a region above the transition point, at low, finite temperature. In this
region quantum fluctuations dominate over thermal fluctuations and novel physics
such as non-Fermi liquid behaviour and unconventional power laws is expected. At
higher temperatures, the system is disordered and classical. Around the classical
phase transition line (solid black line in Fig. 1.2 b)), the system is characterized by
thermal fluctuations. This region becomes narrower with decreasing energies and
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Figure 1.2: Phase diagrams that illustrate the concept of a quantum phase tran-
sition. On the horizontal axis, a control parameter is continuously varied in order
to drive the phase transition. On the vertical axis, the temperature is varied. a)
Order present only at T=0. b) Order exists in a finite region above T=0. The solid
line marks the transition line between the ordered and thermally disordered phases.
In a region close to this line, the behaviour of the system is classical critical with
thermal fluctuations driving the transition. The dashed lines delimit a region (grey)
where quantum critical behaviour is expected at T > 0, due to the presence of the
quantum critical point at T = 0. Taken from [20]
.
converges towards the quantum critical point. An illustration of these concepts is
presented in the schematic phase diagrams in Fig. 1.2.
An interesting aspect is that a fairly recent quantum information theory descrip-
tion of phase transitions, has revealed previously unpredicted features in the phase
diagram of model spin systems. Such a novel feature is the quantum entanglement
phase transition [21, 22] predicted for a large variety of spin models, where upon
crossing the critical point, the type of entanglement present in the system quali-
tatively changes. This is relevant to the quasi-1D spin-1/2 XXZ antiferromagnetic
chain - Cs2CoCl4 as an entanglement transition is predicted to occur near a quantum
critical point [23].
Chapter 2
Neutron Scattering Technique
2.1 Introduction
Neutron scattering is a widely used experimental technique in condensed matter re-
search because it very well suited for obtaining information about the structure and
dynamics of studied systems. To understand why it is a powerful tool one has to con-
sider some of the fundamental properties of the neutron. Firstly, its mass determines
the associated de Broglie wavelength to be of the order of inter-atomic spacings in
solids. The energy of a thermal neutron (T ≈ 293 K) is E = kBT = h2/2mnλ2 and
is approximately E = 25 meV which corresponds to λ = 1.8 A˚. Interference effects
offer information about the structure of the scattering system. Secondly, the charge
neutrality of the neutron makes it penetrate deep into the target and because there
is no Coulomb barrier to overcome, it interacts directly, via the very short-ranged
strong force, with the nucleus. Thirdly, the kinetic energy of slow neutrons is of
the same order of magnitude as that of many elementary excitations in solids. The
analysis of the scattered neutron energy provides information about the excited
states. Very importantly, the neutron possesses a magnetic moment, hence it in-
teracts magnetically with the unpaired electrons in atoms. Elastic scattering from
this interaction gives information about the spin structure whereas inelastic scat-
tering provides information about the magnetic excitations through the spin-spin
correlations characteristic to the system.
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2.2 Scattering Theory
All the experiments presented in this thesis used neutron scattering to study prop-
erties of real systems which are good realisations of model quantum magnets. The
aim of this section is to outline the essential features required to appreciate exper-
imental results. Full theoretical details can be found in the excellent textbooks by
Lovesey and Squires [24, 25].
In order to have a common language for presenting results from a variety of
scattering experiments, there are a few useful relationships between wavelength,
wave vector, velocity, energy and temperature for thermal neutrons
λ = 6.283
1
k
= 3.956
1
v
= 9.045
1√
E
= 30.81
1√
T
E = 0.08617T = 5.227v2 = 81.81
1
λ2
= 2.072k2 (2.1)
where λ is in A˚, k is in A˚
−1
, v is in km/s, E in meV and T in K. The equivalence
between different units for energy is useful when quoting results. It is known that 1
meV = 11.6 K = 8.64 T (g = 2) = 0.2418 THz = 8.065 cm−1 = 1.602×10−22 J.
2.2.1 Scattering Cross Section
In a neutron scattering process the neutron momentum and total energy are con-
served quantities. For a neutron of mass mn and wave vector ki incident on a sample,
the wave vector transfer is defined as
Q = ki − kf (2.2)
where kf is the wave vector of the outgoing neutron and ~Q is the momentum
transferred to the sample. This is in fact the momentum conservation law. The
process of scattering through a 2θ angle is schematically illustrated in Fig. 2.1.
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Figure 2.1: Schematic neutron scattering geometry with incident neutron and outgo-
ing neutron wave vectors, solid angle spanned by a detector element dΩ and energy
interval dE. Taken from [26].
In an elastic scattering process, where the neutron does not transfer any energy to
the sample and where ki = kf = k, the wave vector transfer is |Q| = 2k sin θ. In the
case of an inelastic scattering process, momentum and energy are being transferred
to/from the sample. Conservation of energy is then written as
E = ~ω =
~2
2mn
· (k2i − k2f ) (2.3)
The energy transferred to the sample is used to excite phonon or magnon modes
which can thus be measured using inelastic neutron scattering. The outgoing neu-
tron is being detected with the help of detector arrays. The spatial position of each
detector is usually described by two degrees of freedom, the scattering angle 2θ and
an out-of-plane angle φ, using a polar coordinate system. The physical quantity that
is being measured in a scattering experiment is the scattering cross-section. Depend-
ing on the nature of scattering, several types of cross-sections can be defined. The
inelastic cross-section which is also known as the partial differential cross-section
reads
d2σ
dΩdEf
=
N in the direction (2θ, φ) with final energy between Ef and Ef + dEf
ΦdΩdEf
(2.4)
where N represents the number of neutrons scattered per second into the solid
angle dΩ, Φ is the incident neutron flux and dEf is the allowed variation in final
energy. If one is not interested in the final energy of the neutrons but only takes
into consideration N in the direction (2θ, φ), then Eq. 2.4 can be integrated with
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respect to Ef and result in the so-called differential cross-section
dσ
dΩ
=
N in the direction (2θ, φ)
ΦdΩ
(2.5)
If one is only interested in the number of neutrons that have been scattered per
second in all directions, then a further integration of equation 2.4 with respect to
dΩ gives the total scattering cross-section
σtot =
total number of neutrons scattered per second
Φ
(2.6)
The aim is to find useful expressions for the cross-sections in terms of material
dependent quantities that allow direct comparison to theoretical models. Depending
on the type of interaction potential between the neutron and the sample, one can
have nuclear interaction, where the neutron interacts via the strong force with the
nuclei in the sample, and magnetic interaction, where the magnetic moment of the
neutron plays a key role and couples to the unpaired electron spins in the sample.
Nuclear scattering allows the determination of the crystal structure and study of
the lattice excitations, whereas magnetic scattering allows the determination of the
magnetic structure and low-energy magnetic excitations. In the following, a general
formula for the cross-section will be derived and then particularised to magnetic
scattering. The focus is on magnetic scattering because this type of interaction is
relevant to all experiments presented in this thesis.
2.2.2 General Result for the Cross Section
For a scattering process where the incoming neutron changes the state of the target
system from |λi〉 to |λf〉, with corresponding energies Eλi and Eλf , the differential
cross-section is (
dσ
dΩ
)
λi→λf
=
1
ΦdΩ
∑
kf
Wki,λi→kf ,λf (2.7)
where Wki,λi→kf ,λf represents the number of transitions per second from the state
|ki, λi〉 to |kf , λf〉, Φ is the incident flux and dΩ is the small solid angle subtended
by a detector element. To get an expression for W one can use Fermi’s Golden Rule
because the interaction of the neutron with the scattering system can be consid-
ered very weak and to a good approximation, higher order scattering events can be
neglected
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Wki,λi→kf ,λf =
2pi
~
· ρkf |〈kfλf |V|kiλi〉|2 (2.8)
where ρkf is the number of momentum states in dΩ per unit energy range for neu-
trons in the state kf . Because in most cases the source of neutrons and the detector
are far away from the sample, we can make use of the Born approximation for scat-
tering processes which considers both the incoming neutron wave function and the
outgoing neutron wave function as plane waves. This leads to a general expression
for the cross-section that is written
(
d2σ
dΩdEf
)
λi→λf
=
kf
ki
( mn
2pi~2
)
|〈kfλf |V|kiλi〉|2δ (Eλi − Eλf + Ei − Ef) (2.9)
where the square of the matrix element depends on the type of interaction potential
considered and the delta function represents the law of conservation of energy.
2.2.3 Magnetic Scattering
The neutron is an uncharged particle with S = 1/2. The spin degree of freedom
gives rise to a magnetic moment and leads to interaction with matter not only via
the strong force but also via magnetic dipole-dipole forces. The magnetic moment of
the neutron couples to the spins of unpaired electrons. If the spins in materials are
arranged in a periodic way, this interaction can lead to Bragg magnetic scattering
with the formation of Bragg peaks and to excitation of the spin system. Magnetic
neutron scattering can be described by suitably choosing a potential term in Eq. 2.9.
One starts by deriving an expression for the magnetic potential denoted VM. The
associated magnetic moment of the neutron reads
µn = −γµNσ (2.10)
where µN is the unit of measure for nuclear magnetic moments known as the nuclear
magneton, γ = 1.913 is the gyromagnetic ratio (ratio between the magnetic moment
and angular momentum of a particle) and σ is the Pauli spin operator for the
neutron. The interaction potential is
VM = −µn · (BL(r) +BS(r)) (2.11)
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and is the potential of the neutron in the field created by the orbital BL and spin
BS contributions of the electrons. The steps that lead to the exact form of VM are
presented in Chapter 7 of the book by Squires [25]. This flux density can then be
related to the magnetisation of the system and gives
VM(Q) = −µn ·B(Q) = −µ0µnM⊥ (2.12)
where B(Q) is the Fourier transform of the real space B(r) and M⊥ is the component
of magnetisation perpendicular to Q
M⊥ = Qˆ×
(
M× Qˆ
)
(2.13)
where Qˆ is the unit vector in the direction of the scattering vector Q.
The next objective is to derive useful expressions for the interaction differential
cross-sections and start by considering expressions for M⊥. Using the dipole approx-
imation, the magnetisation can be calculated in the case of 3d transition metals and
4f rare-earths [24]. For 3d ions, the d-type electrons participating in the interaction,
form an open shell that directly interacts with the crystal fields. The crystal field
interaction is stronger than the spin-orbit interaction and leads to orbital quenching
in compounds with 3d ions. The spin-orbit interaction can induce a small com-
ponent of L in the direction of S. In this case L is replaced by (g − 2)S and the
magnetisation can be written as
M(Q) = −gµBf(Q)S = f(Q)µ (2.14)
where g = 2 for electrons, µ = −gµBS is the magnetic moment of the unpaired
electrons, and f(Q) is the magnetic form factor. The form factor can be calculated
from tables [27,28]. 4f ions have finite orbital and spin angular momenta and J is a
good quantum number. By adopting an L-S type coupling, the magnetisation can
be written
M(Q) = −gJµBf(Q)J = f(Q)µ (2.15)
where gJ is the Lande´ splitting factor, µ = −gJµBJ and the magnetic form factor is
calculated differently from the 3d ions case [27,28]. The magnetic form factor is the
Fourier transform of the normalised spin density S(r) of the magnetic ion and can
be written as
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f(Q) =
∫
S(r) exp(iQr)dr (2.16)
In practice the magnetic form factor is responsible for the rapid decrease of the
magnetic scattering intensity with increasing wave vector transfer. For an ion like
Cu2+ the scattering intensity is reduced to 50% of its Q = 0 value within Q = 4 A˚
−1
.
The actual derivation of the form factors is rather complicated [29] and for many
purposes it can be approximated analytically in terms of spherical Bessel functions.
If s = sin(θ)/λ = Q/4pi, where θ is the angle between the incident neutron wave
vector and the atomic scattering plane, λ is the wave length of the incident neutron
and s is in units of A˚
−1
, then the form factors can be written as
〈j0(s)〉 = A exp(−as2) + B exp(−bs2) + C exp(−cs2) + D (2.17)
and
〈j2(s)〉 = s2
(
A exp(−as2) + B exp(−bs2) + C exp(−cs2) + D) (2.18)
with the magnetic form factor
f(Q) = 〈j0〉+ 〈j2〉 J(J + 1)− S(S + 1) + L(L + 1)
3J(J + 1) + S(S + 1)− L(L + 1) (2.19)
Depending on the type of magnetic atom present in the system, one of the two forms
(see Eq. 2.14 and 2.15) for the magnetisation can be used in the matrix elements
which enter the cross-section.
Elastic Scattering
In ordered crystals, when the scattering vector Q is equal to a reciprocal magnetic
lattice vector τM, magnetic Bragg scattering occurs. The scattering cross-section
from such processes is given, in the dipole approximation, by
(
d2σ
dΩdEf
)el
mag
=
Nm(2pi)
3
Vm0
(γr0
2
)2∑
αβ
〈(
δα,β − QˆαQˆβ
)
Fα(Q)Fβ?(Q)
〉
×δ(Q− τM)δ(~ω) (2.20)
where Nm is the number of magnetic unit cells, Vm0 is the volume of the magnetic
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unit cell, γ is the gyromagnetic ratio, r0 = 2.8× 10−15 m is the classical electron
radius, τM is a reciprocal magnetic lattice vector, α, β can be any of the x, y, z
cartesian components, 〈. . . 〉 represents a thermal average and the magnetic structure
factor is given as
Fα(Q) =
∑
j
µαj fj(Q) exp(iQrj) exp(−Wj(Q,T)) (2.21)
where the sum runs over all j atoms in the unit cell, with µαj being the α component
of the magnetic moment of the jth atom and fj(Q) is the magnetic form factor cor-
responding to atom j. Wj is the Debye-Waller factor corresponding to atom j which
describes the attenuation due to thermal motion. The
∑
α,β
(
δα,β − QˆαQˆβ
)
part in
the cross-section indicates that in the case of magnetic scattering only components
of the magnetisation which are perpendicular to the scattering vector Q give rise to
scattering intensity.
Inelastic Scattering
For inelastic scattering processes, the cross-section for unpolarised neutrons reads
(
d2σ
dΩdEf
)inel
mag
=
kf
ki
(γr0
2
)2
f2(Q)e−2W(Q,T)S(Q, ω) (2.22)
where S(Q, ω) is the response function or scattering function and has the form
S(Q, ω) =
∑
α,β
(
δα,β − QˆαQˆβ
)
· Sαβ(Q, ω) (2.23)
Here Sαβ(Q, ω) are the space and time Fourier transforms of the spin-spin correlation
function
Sαβ(Q, ω) =
1
2pi~
∫ +∞
−∞
∑
j,j′
eiQ(rj−rj′ )eiωt
〈
Sαj′(0)S
β
j (t)
〉
dt (2.24)
where Sβj (t) are the beta components of the spin at site j and time t and 〈. . . 〉
denotes a thermal average over the initial states of the system.
An important property of the response function is that it is directly connected
with the imaginary part of the generalised susceptibility through the fluctuation-
dissipation theorem [30]
2.3. Neutron Sources 19
S(Q, ω) = (n(ω) + 1)χ′′(Q, ω) =
χ′′(Q, ω)
1− exp(−~ω/kBT) (2.25)
where n(ω) = 1/(exp(~ω/kBT)− 1) is the Bose occupation factor. The complex gen-
eralized susceptibility χ(Q, ω) describes the response of a system, initially in thermal
equilibrium, to a perturbation which is space and time dependent. It has a real re-
active part χ′ and an imaginary absorptive part χ′′. The fluctuation-dissipation
theorem, which assumes a linear response to an external perturbation, shows the
intimate connection between fluctuations in the magnetic system described by the
correlation function and the response of the system to external perturbations as
described by the imaginary part of χ. A dissipative response to small perturbations
is equivalent to the response to fluctuations. This result is very important because
the generalised susceptibility can usually be calculated from first principles and can
be directly compared with the measured scattering function.
2.3 Neutron Sources
The primary goal of neutron sources is to deliver a high intensity beam of neutrons
which are useful for scattering experiments. There are two conventional ways of
producing neutrons for research, nuclear fission and spallation based processes. In
Europe, nuclear reactors, which include the high flux reactor at the Institut Laue-
Langevin, Grenoble, France and the FRM-II reactor in Garching, Germany are based
on the process of nuclear fission of 235U for producing neutrons. Spallation sources
such as the ISIS neutron source at the Rutherford Appleton Laboratory, United
Kingdom and the SINQ spallation source at the Paul Scherrer Institute, Villigen,
Switzerland, are based on proton accelerators and generate neutrons by smashing
high energy protons into heavy elements (e.g. tungsten, tantalum, mercury) known
as targets. The resulting neutrons from both processes are highly energetic, in the
range of MeV, and are not of any real use for scattering experiments. They are
slowed down by inelastic collisions with the atoms inside a moderator material. At
a reactor, thermal neutrons are generated at a steady rate by using a moderator
kept at T = 293 K and they emerge with a Maxwellian velocity distribution. At a
spallation source, the thermal neutrons are generated in finite time pulses and are
slowed-down by moderation. Different neutron energy distributions can be obtained
using different types of moderators kept at different temperatures.
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All the experiments presented in this thesis were performed at the neutron
sources mentioned in the previous paragraph. In Chapter 3, the spontaneous magnon
decay in (5CAP)2CuCl4 was investigated using the time-of-flight inelastic cold neu-
tron spectrometer LET at the ISIS neutron source. The lifetime and blue-shift of
the gap energy in the S=1 Haldane chain Y2BaNiO5 presented in Chapter 4 was
studied using the neutron resonant spin-echo triple-axis spectrometer TRISP at the
FRM-II reactor. For the study of the entanglement transition, magnetic ordering
and high-field excitations in Cs2CoCl4 in Chapter 5 we used the cold diffractometer
WISH at the ISIS neutron source and the triple-axis spectrometer RITA-II at SINQ.
2.4 Neutron Scattering Instruments
An experimental arrangement for neutron scattering is most often very complex,
with a multitude of components that make up the measuring instrument with each
component that has a very precise role in the whole process. A few examples include
beam tubes and guides used to transport the neutron beam, monochromator crystals
and chopper systems used to precisely define the properties of the incident beam
such as wavelength and pulse length, spin-flippers and guide fields used for polarized
neutrons and detectors used to detect neutrons in the scattered beam.
A traditional way of classifying neutron scattering instruments is in terms of
elastic and inelastic scattering. For elastic scattering, the energy of the scattered
neutron is the same as the energy of the incident neutron. The instruments that
perform elastic scattering are called diffractometers. They are used to probe the
static properties of materials, such as crystal and magnetic structure and ordering.
For inelastic scattering, where the energy dependence of the outgoing neutrons is
necessary, the instruments are called spectrometers and they include time-of-flight,
triple-axis, backscattering and spin-echo machines. They are used to probe the dy-
namical properties of materials which include excitations of the crystal and magnetic
structure and also dynamics of molecules. In the following subsections we will briefly
describe the particular categories of instruments that were used for collecting data
presented in this thesis.
The Time-of-Flight Spectrometer
The time-of-flight (TOF) method makes use of the accurate measurement of the time
it takes a neutron to travel a fixed distance in space. Spectrometers that use the
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TOF method are divided into two categories: direct geometry and indirect geometry
instruments. For direct geometry, the incident neutron energy is kept fixed and the
outgoing neutron energy is analysed. For indirect geometry, the incident energy
is varied and the outgoing neutron energy is kept fixed. In the following we only
describe direct geometry instruments.
Figure 2.2: Top: Direct geometry schematic time-of-flight spectrometer with main
components shown. The neutrons travel along the blue lines for a given scattering
process. Bottom: The scattering triangle showing elastic and inelastic processes for
a detector positioned at 2θ with respect to the incident beam. For a set of different
kf ’s, different Q vectors are measured in the same detector but at different times of
flight.
Time-of-flight spectrometers are divided into the primary spectrometer (instru-
ment components before the sample) and secondary spectrometer (instrument com-
ponents after the sample). In the primary spectrometer, the polychromatic incident
neutron beam which comes from the moderator is monochromatised which fixes the
incident neutron energy to Ei. At LET, the monochromatisation is performed with
a double-disk chopper. Pulse removal choppers are used to prevent high energy
neutrons from the spallation process to reach the sample position. These choppers
run at the frequency of the proton source which is 10 Hz. Frame overlap choppers
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are used to prevent slow neutrons and fast neutrons from a later pulse to reach the
detectors at the same time and give spurious features in the data. A schematic
presentation of a general TOF spectrometer with its various elements is given in the
top part of Fig. 2.2.
The incident energy of the incoming neutrons is
Ei =
~2k2i
2mn
(2.26)
The time needed by these neutrons to travel the distance between the monochro-
mating chopper and the sample Lms is given by
tms =
Lms
vi
(2.27)
where vi is the incident neutron velocity. Also the momentum ki of the neutron is
related to tms by
tms =
mnLms
~ki
(2.28)
The overall time ttot it takes the neutron to travel from the monochromating chopper
to the detector is being measured and so the time it takes the scattered neutrons to
travel from the sample to the detector is
tsd = ttot − tms (2.29)
The momentum of the scattered neutron is thus
kf =
mnLsd
~tsd
(2.30)
and the final energy is
Ef =
~2k2f
2mn
(2.31)
with the energy transfer
~ω = Ei − Ef (2.32)
The wave vector transfer Q varies with energy transfer (for fixed Ei) according
to
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~2Q2
2mn
= 2Ei − ~ω − 2cos(2θ)
√
Ei(Ei − ~ω) (2.33)
and gives the parabolic dependency given in Fig. 2.3. It shows the typical detector
coverage in the (Q, ω) space of the instrument.
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Figure 2.3: Energy transfer and momentum transfer measured with a direct geome-
try spectrometer at fixed detector positions at 2θ = 5◦, 10◦, 30◦, 60◦, 90◦ and 120◦.
The incident neutron energy is fixed at 100 meV.
The neutron TOF technique can be implemented in practice because in the
thermal energy range neutrons have typical velocities of a few km/s and by travelling
for a few meters their flight time can be determined quite accurately with the help
of modern advanced electronics.
LET is equipped with large area detectors which allow a large portion of the
sample (Q, ω) space to be measured in one go. The detectors are pixelated in the
horizontal and vertical directions. At the time when we performed the experiment
on CAPCC, LET had 3He detectors covering scattering angles from −10◦ to +50◦
in the horizontal scattering plane and ±30◦ in the vertical direction. Most recently
LET has had its detector bank completed and now covers horizontal scattering
angles from −40◦ to +140◦ thus making it ideal for the measurement of excitations
in the full Brillouin zone.
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LET allows for the measurement of three independent degrees of freedom, two
spatial ones due to the horizontal and vertical coverage of the detectors, and time-
of-flight. As the scattering function S(Q(h, k, l), ω) is a four dimensional quantity
with three components of wave vector transfer and energy transfer, this means that
for a given sample orientation and incident energy, two of the components of wave
vector transfer are intrinsically coupled between them and they are also coupled to
energy transfer. This is the case for the data presented in Chapter 3 where due to the
particular choice of sample orientation, the h-component of wave vector transfer and
the energy transfer depend implicitly on the k-component of wave vector transfer.
To decouple these variables one would need to perform a series of measurements
with different sample orientations and combine them. This measuring strategy is
employed for experiments where the full four dimensional datasets of S(Q, ω) are
required and is called a Horace scan.
The energy resolution at LET depends on the energy linewidths defined by the
moderator and the monochromating chopper. The resolution is set by a particular
choice of frequency and phase of the monochromating chopper. The faster it rotates,
the better the energy resolution but less neutrons get to pass through it. There is
a trade-off between the energy resolution and the intensity of the neutron beam at
the sample position so during an experiment a compromise is always made, which
is dependent on the aim of the experiment.
The Triple-Axis Spectrometer
Data presented in the second half of Chapter 5 was collected on the triple-axis
spectrometer RITA-II (see Fig. 2.4) at the Paul Scherrer Institute in Switzerland.
RITA-II is a versatile neutron scattering instrument used to probe excitations in
solids. Its increased flexibility comes from the fact that one is able to configure
the instrument to focus on measuring at specific points in (Q, ω) space. This is
achieved with the help of three degrees of freedom (axes) which allow for indepen-
dent rotations of the monochromator, sample and analyser, around a vertical axis.
The monochromator crystal uses Bragg scattering to select incident neutrons of
a certain wavelength from the broad distribution that comes from the moderator,
with reflections from pyrolitic graphite (PG) and Si being most used in practice.
For intensity considerations, the monochromator crystals are not perfect but are
manufactured with a finite mosaic of a few tens of arcminutes which allows a finite
range of neutron wavelengths to pass through. The analyser is very similar to the
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monochromator and has the role of selecting a given wavelength from the scattered
neutron beam. Both the monochromator and analyser are made up of several small
plates mounted on benders which can be rotated around a horizontal and vertical
axis to give a horizontal and/or vertical focusing of the neutron beam depending on
the requirements of the experiments. Higher order scattering is suppressed by en-
ergy selective filters such as cooled Be or BeO. The scattered neutrons are detected
using a position sensitive area 3He detector positioned after the analyser.
Figure 2.4: Schematic representation of the RITA-II triple-axis spectrometer at the
Paul Scherrer Institute. Taken from the PSI website.
The finite beam divergence and mosaicity of the monochromating and analyser
crystals, together with sample imperfections, lead to uncertainties in the neutron
wavevector which in turn lead to the measurement of a finite volume in (Q, ω) space
which is centred on the nominally chosen (Q0,ω0). The effective volume measured
is described by the resolution function of the TAS [31–33]
R(Q−Q0, ω − ω0) = R0exp(−1
2
∆νM∆ν) (2.34)
where ∆ν is a four-vector that depends on the difference from the nominal setting
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and M is a 4× 4 matrix that depends on ki, kf , 2θs as well as sample imperfections.
The measured intensity is then a convolution of the sample scattering function and
the resolution function
I(Q0, ω0) =
∫
dωdQR(Q−Q0, ω − ω0)S(Q, ω) (2.35)
The resolution volume determines the energy and Q resolutions and also the scat-
tered intensity at the detector. The smaller the volume, the better the resolution
but the worst the intensity.
The NRSE-TAS Spectrometer
Neutron Spin-Echo (NSE) is a polarised neutron inelastic scattering technique which
has the highest attainable energy resolution, usually in the µeV range, thus outper-
forming a standard triple-axis instrument, with typical resolution in the meV range,
by about two orders of magnitude. It is very well suited for studies of excitation
lineshapes, mode doublets with small energy separation and high resolution Larmor
diffraction. Originally, the idea of spin-echo came from F. Mezei [34,35] who showed
that the velocity of the neutron can be encoded in the Larmor precession angle of
its spin, around an applied static magnetic field. The energy transfer is determined
by measuring the difference in the velocity of the neutron before and after the sam-
ple. A typical layout of a spin-echo spectrometer is similar to a triple-axis, with
the difference that between the monochromator and sample and between the sam-
ple and analyser, there are constant magnetic field precession regions known as the
encoding and decoding arms. As a neutron passes through the first region, its spin
precesses about the field direction and the number of revolutions is encoded in the
precession phase angle. For fixed length regions, the accumulated phase depends
only on the neutron velocity and the strength of the field. For the case of elastic
scattering, where the velocity change is zero, the precession angle in the second field
region is the same as in the first region and the so-called echo is measured. A totally
polarised neutron beam with a fairly wide velocity distribution before the first arm,
will become totally depolarized at the exit of the arm. This happens due to the fact
that the precession angle is different for different velocity neutrons. After scattering
at the sample, spins are flipped by pi (either by a flipper or by the sample itself)
and enter the second arm. If elastic scattering occurs at the sample and neglect
other depolarising effects, then, at the exit of the second region, the beam regains
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its initial polarisation and the echo signal is measured. If the scattering is inelastic,
then there will be a change in the velocity of neutrons and thus at the exit of the
second arm, the beam will not recover full polarisation. The final polarisation, which
is the mean of the cosine of the difference in phase in the first and second arms, is
measured at the analyser. The outgoing beam mean polarisation is proportional to
the intermediate scattering function of the system I(Q, t) =
∫
S(Q, ω)e−iωtdω which
is the time-Fourier transform of S(Q, ω).
Figure 2.5: Schematic representation of the NRSE-TAS spectrometer TRISP at
the FRM-II reactor at the Heinz Maier-Leibnitz Zentrum. Taken from the FRM-II
website.
TRISP at the FRM-II uses the Neutron Resonant Spin-Echo (NRSE) [36] varia-
tion of NSE that consists of replacing the static coils in the two spectrometer arms
by radio-frequency RF coils. It provides two times better energy resolution over the
same arm lengths. Each spectrometer arm consists of either 2 or 4 RF coils and a
region of zero field between them. Each arm is enclosed in mu-metal shielding to
screen against external sources of beam depolarisation. The schematic representa-
tion of TRISP is given in Fig. 2.5.
For NRSE the energy resolution is decoupled from the Q resolution. This allows
for a broad wavelength distribution of incident neutrons in cases where high Q
resolution is not crucial. Typical distributions are in the range ∆λ/λ = 10%− 20%.
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The energy resolution, in the µeV range, depends on the spectrometer arm length
and strength of the applied magnetic field. The more revolutions the neutron spin
makes around the magnetic field, the more sensitive the phase is to small changes
in the neutron velocity or energy transfer.
The Single Crystal TOF Diffractometer
WISH is a cold neutron powder and single-crystal diffractometer used for determin-
ing the nuclear and magnetic structures by measuring the intensity of elastically
scattered neutrons. This instrument is similar to the TOF spectrometer which was
presented earlier, with the major difference that the incident neutrons have a wide
spectral distribution and that the energy of the scattered neutrons is not analysed,
as one is only interested in elastic scattering events at the sample. The incident
neutron pulse is cleaned from unwanted fast neutrons and other high-energy parti-
cles which result from the spallation process by a system of choppers. An elliptical
guide is used to transport and focus the beam towards the sample position. The
beam focusing is additionally controlled by a set of divergence jaws and a beam
snout placed just before the sample. Scattered neutrons are detected with the help
of 3He position sensitive pixelated area detectors which surround the sample and
cover almost 360◦ in the horizontal scattering plane and ±13◦ vertically.
Figure 2.6: Schematic representation of the WISH diffractometer at ISIS at the
Rutherford Appleton Laboratory. Taken from WISH Science Case.
2.4. Neutron Scattering Instruments 29
The wavelength of a neutron can be calculated if one knows the time it takes for
it to travel along a path of known length. The de Broglie relation gives
λ =
h
mnv
(2.36)
where the velocity of the neutron is v = L/t, with L being the flight path of the
neutron and t the time-of-flight. The wavelength is given by
λ =
h
mn
t
L
(2.37)
and this relates to the d-spacing via Bragg’s law
d =
h
2mn
1
sin(θ)
t
L
(2.38)
where θ is the angle between the incident neutron momentum and the family of
crystallographic planes which are separated by distance d. This equation shows
that one can scan the d-spacing by keeping θ fixed (the sample orientation) and
varying the incident neutron wavelength λ, which is exactly what is done in the case
of TOF diffraction.

Chapter 3
Evidence for Field-Induced
Magnon Decay in (5CAP)2CuCl4
In this chapter we study the effects of magnon-magnon interactions on the excitation
spectrum of the quasi-2D square lattice quantum Heisenberg antiferromagnet using
high-resolution time-of-flight neutron spectroscopy. We start with a general pre-
sentation of the Heisenberg antiferromagnet focusing on the two-dimensional case.
We review the properties of the two-dimensional Heisenberg antiferromagnet in its
quantum limit S=1/2 and on a square lattice and make a distinction between the
model in zero and finite magnetic field. In section 3.2, we introduce the concept
of spontaneous magnon decay on the square lattice and discuss the implications
of a finite inter-layer coupling on the possibility of experimentally observing de-
cays. Next, we present currently known properties of (5CAP)2CuCl4. In section
3.4, we describe the experimental LET neutron scattering setup and in section 3.5,
we show spin-wave data collected in the polarised phase, at B = 7 T, from which
we extract the parameters of the magnetic Hamiltonian of (5CAP)2CuCl4. In sec-
tion 3.6, we show and discuss the results of data collected in the intermediate-field
(B = 3.35 T = 0.85Bs) canted phase with the aim of investigating the theoretically
predicted decay dynamics. We end with the conclusions and outlook, suggesting a
possible definitive experiment meant to allow for a fully quantitative investigation
of spontaneous magnon decay in the case of (5CAP)2CuCl4.
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3.1 Introduction
The Heisenberg model of magnetism is the traditional model used to describe mag-
netic interactions. Its Hamiltonian is written as
Hˆ =
∑
<i,j>
JijSi · Sj (3.1)
where the interaction between the spins Jij is isotropic in spin space and the summa-
tion is taken over pairs of spins, each interaction being counted once. If the exchange
interaction is ferromagnetic then Jij < 0 and if it is antiferromagnetic then Jij > 0.
The following discussion is based on the simplified version of the model, where only
nearest neighbours are allowed to interact via the isotropic exchange Jij = J. Viewed
from a classical point of view when spins are considered as unit vectors, the ground
state of the ferromagnetic model is reached when all spins point along a given direc-
tion and parallel to each other, whereas for the antiferromagnetic model, the spins
point along the same direction but adjacent spins are anti-parallel. These states are
known as the fully polarised and Ne´el states respectively. If the vector character
of spins is replaced by quantum mechanical operators, then one ends up with the
quantum model and quite different conclusions result. The Hamiltonian reads
Hˆ = J
∑
<i,j>
1
2
(S+i S
−
j + S
−
i S
+
j ) + S
z
i S
z
j (3.2)
where the spin operator components have been written in terms of the ladder op-
erators (S+ and S−) and the interaction is taken only between nearest neighbours.
The analysis of the ground state shows that for ferromagnetic interactions the state
|0〉 =| . . . ↑↑↑ . . .〉 is an eigenstate of the Hamiltonian and is in fact the ground state.
It coincides with the classical fully polarised state. For the antiferromagnet though,
the analogue of the classical Ne´el state |Ne´el〉 =| . . . ↑↓↑↓ . . .〉 is not the true ground
state. This is due to the fact that the application of the 1
2
(S+i S
−
j + S
−
i S
+
j ) opera-
tor on |Ne´el〉 gives rise to finite overlap between the Ne´el state |Ne´el〉 and states
with one spin reversed | . . . ↑↓↓↑ . . .〉 with respect to the Ne´el state. The induced
transitions between the two states means that the Ne´el state is not an eigenstate
of the Hamiltonian and in addition they lead to fluctuations in the components
of spin which has the effect of changing the values of physical observables such as
the ground state energy, staggered magnetisation, perpendicular susceptibility with
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respect to their values in the classical Ne´el state.
One important aspect in the study of the Heisenberg antiferromagnet is the
consideration of quantum fluctuations [37]. A measure of their strength is given
by the spin modulus in the classical and quantum cases. Classically, |S2| = S2
whereas quantum mechanically, the expectation value 〈S2〉 = S(S + 1). The ratio
S(S + 1)/S2 = 1 + 1/S suggests that quantum fluctuations become more important
as the quantum S = 1/2 limit is approached. Their relative strength also increases
with decreasing the number of nearest neighbours [38]. For example, it is well
known [39] that in the case of the S = 1/2 Heisenberg antiferromagnetic chain there
is no long range magnetic order in the ground state even at zero temperature, due
to the fact that quantum fluctuations are strong enough to overcome any ordering
tendencies. In contrast, the three-dimensional S = 1/2 Heisenberg antiferromagnet,
orders at finite temperature [40,41]. If one assumes that there is a continuous evolu-
tion from one-dimension to three-dimensions by gradually turning on inter-chain and
inter-planar couplings, two-dimensions can be considered the crucial place where or-
der starts to develop. The case of the two-dimensional S = 1/2 quantum Heisenberg
antiferromagnet is then important to study as it is placed at the transition between
order in 3D and disorder in 1D.
In the extended review of Manousakis [42], the properties of the S=1/2 square
lattice Heisenberg antiferromagnet are discussed in the context of high-Tc super-
conductors based on square lattices of S=1/2 copper ions. At zero temperature,
the influence of zero-point fluctuations is to disorder the system and renormalise the
value of the relevant physical observables away from their value in the corresponding
classical system. For example, the sublattice mean spin is reduced to about 60%
of its classical value [42]. The model lacks an exact solution but there is strong
analytical and numerical evidence [42] that at zero temperature the effect of the
zero-point fluctuations is not strong enough to destroy the long-range magnetic or-
der, despite the low dimensionality and low spin value. There is proof [42] that the
ground state is a singlet with Sztot = 0 which implies that states such as the resonat-
ing valence bond [43] could describe the ground state. The resonating valence bond
was introduced by Anderson in 1973 to explain the ground state of the triangular
lattice Heisenberg antiferromagnet and has come into focus again in an attempt
to gain insight into the physics of high-Tc superconductors. At finite temperature
the long range order of the S=1/2 square lattice Heisenberg antiferromagnet is de-
stroyed by thermal fluctuations [44] and the correlation length, for kBT << J, has
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a ξ(T) = C exp(αJ/kBT) temperature dependence. The excitations are bosons and
at low T and for λ < ξ, they are well-defined spin-waves. In zero-field there is no
energy gap from the ground state to the first excited state but as a magnetic field
is being applied, a gap starts to develop in the excitation spectrum and the system
moves towards saturation.
The spin dynamics of the S=1/2 square lattice Heisenberg antiferromagnet have
been studied in detail by several theoretical methods which include analytic ap-
proaches (spin-wave theory [37,45–50], Schwinger boson mean-field theory [51], series
expansion [52, 53]), and numerics (quantum Monte Carlo [54, 55], renormalisation
group [56]). Spin-wave theory has been successful in predicting the low energy exci-
tation spectrum with first results from Anderson (semi-classical) and Kubo (based
on Holstein-Primakof formalism) [37, 45] that were proven to be equivalent when
conventional or linear spin-wave theory was considered. The resulting one-magnon
spin-wave dispersion is given as
ωq = 4JS
√
1− γ2q (3.3)
where the exchange coupling is given by J and the lattice sums are given as
γq =
1
z
∑
δ
exp(iqδ) (3.4)
with δ being the vectors connecting interacting neighbours and z the number of
neighbours. This dispersion is plotted in Fig. 3.1 (black line) together with the
square lattice Brillouin zone. The dispersion has the expected linear behaviour close
to the magnetic zone centre M (pi, pi) point and no dispersion along the magnetic
zone boundary (from (pi, 0) to (0, pi)).
The expansion to first order in the 1/S parameter by Oguchi [47] predicts uni-
form positive rescaling of the dispersion ω1q = Z
1
c × ωq with Z1c = 1.158. As the 1/S
approximation takes into account interactions between excitations (zeroth order ap-
proximation assumes ideal non-interacting excitations), the almost 16% rescaling of
the dispersion shows that contribution from spin-wave interactions is non-negligible
an has to be taken into consideration when extracting exchange parameters from ex-
perimental data. The second order 1/S2 corrections were computed by Igarashi [48]
and they result in a positive almost uniform correction to the harmonic dispersion
with Z2c = 1.18. The 1/S
2 dispersion is gapless and has Goldstone modes at the Γ
(0,0) point and the M (pi, pi) point. Notable deviations from a uniform rescaling
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Figure 3.1: Spin-wave theory predictions for the single-magnon dispersion of the
S=1/2 Heisenberg antiferromagnet on a square lattice along a high-symmetry path
of the Brillouin zone. 
(i)
k represents the dispersion calculated within the ith order
in the 1/S expansion so that i = 0 corresponds to the classical or linear spin-wave
result. For the 1/S2 approximation, along the (pi/2, pi/2)− (pi, pi) line, the dispersion
is uniformly renormalised by Zc = 1.18 with respect to the linear approximation.
Along the magnetic zone boundary (pi, 0) − (pi/2, pi/2), there is a small dispersion
evidenced by an energy dip at (pi, 0). The linear approximation predicts no disper-
sion along the zone boundary. The Brillouin zone of the square lattice is plotted in
the inset together with the convention for notation of high-symmetry points. The Γ
point corresponds to (0, 0), M to (pi, pi), X to (pi, 0) and the middle of the Γ-M line
corresponds to the (pi/2, pi/2) point. Results of series expansion around the Ising
limit and quantum Monte Carlo are also shown [57] and [55], respectively. Taken
from [58].
of the dispersion are along the magnetic zone boundary where the energy of the X
(pi, 0) point is ≈ 1% smaller than that of the (pi/2, pi/2) point. Syromyatnikov [58]
obtained a magnetic zone-boundary dispersion of ≈ 3.2% by expanding spin opera-
tors up to the 1/S3 order. His results show that the spin-wave expansion converges
slowly for the (pi, 0) point while it is well behaved for the (pi/2, pi/2) point. The
effect of magnon-magnon interactions is strongest for short-wavelength excitations
close to (pi, 0).
Canali et al. [49,50] approached the problem by using the Dyson-Maleev formal-
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ism to second order in 1/S and found generally consistent results with Igarashi [48].
They studied the dispersion across the whole Brillouin zone and found a small 3%
dispersion along the magnetic zone boundary which connects the (pi/2, pi/2) and
(pi, 0) points. The series expansion from the Ising limit of Singh [52] gives values
for the spin stiffness constant (ρs) and perpendicular susceptibility (χ⊥). Using the
hydrodynamic relation, the spin-wave velocity is computed as c2 = ρs/χ⊥, which
results in Zsec = 1.18, in excellent agreement with the results of Igarashi [48] and
Canali et al. [49,50]. In addition, Singh [52] found a 7% dispersion along the antifer-
romagnetic zone boundary which is approximately twice the value obtained from the
Dyson-Maleev treatment. Quantum Monte Carlo has also been used by Syljuasen
and Ronnøw [59] and by Sandvik and Singh [55] to study the excitation spectrum of
the two-dimensional S = 1/2 square lattice Heisenberg antiferromagnet. Syljuasen
and Ronnøw [59] calculated the energies of the single magnon modes at (pi, 0) and
(pi/2, pi/2) for lattices up to 32×32 spins. By taking the thermodynamic limit, they
ended up with the T = 0 result which predicts a 6% lower energy at (pi, 0) compared
to (pi/2, pi/2). An important point which became clear from their study is that the
dispersion along the magnetic zone boundary is a many particle effect as it was not
observable for lattices up to 8×8. Their result is in good agreement with the series
expansion investigation of Singh and Gelfand [53]. Sandvik and Singh [55] have used
quantum Monte Carlo and numerical analytic continuation to study the high-energy
spin excitations and found a 10% dispersion between the two zone boundary points.
A nice comparison between different parameters computed using several theoretical
approaches can be found in Table 1 of the PhD thesis of Dr. Niels Christensen [60].
Experiments on a few realizations of the S=1/2 square lattice Heisenberg anti-
ferromagnet [61–65] have all identified the same general features in the excitation
spectrum. These include an almost uniform renormalisation of the single-magnon en-
ergies and a dispersion along the magnetic zone boundary. Christensen et al. [2] have
measured the spin excitation spectrum of copper formate tetradeuterate (CFTD)
and confirmed that the single magnon energies at (pi, 0) are about 7% lower than
at (pi/2, pi/2). They were able to extract the intensities of the modes and found a
surprising 40% drop in intensity at (pi, 0) as compared to (pi/2, pi/2), which is a se-
vere deviation from the predictions of linear spin-wave theory [37,45]. This intensity
anomaly is qualitatively explained by a variational theory that mixes Ne´el wave func-
tions with resonating valence bond wavefunctions [66,67] and goes hand in hand with
the consideration that the ground state is described as a combination of a classical
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Ne´el state on top of which quantum fluctuations are added in the form of resonating
valence bond states [2,68]. Using polarised neutron scattering Christensen et al. [2]
were also able to identify multi-magnon continuum scattering for the first time. All
spectral weight corresponding to the continuum at the (pi, pi) point was contained in
the longitudinal channel and was attributed to classical two-magnon processes. In
contrast, the high energy continuum measured at the (pi, 0) and (pi/2, pi/2) points
is not well described by the classical two-magnon spin-wave theory which assumes
scattering due to classical non-interacting pairs of magnons. A better description
of the continuum is given by the quantum Monte Carlo prediction of Sandvik and
Singh [55] but it does not give a physical insight of why the classical two-magnon
theory fails. Huberman et al. [69] performed a neutron scattering experiment on the
classical S=5/2 square lattice Heisenberg antiferromagnet Rb2MnF4 and found a
weak ≈ 1% dispersion along the magnetic zone boundary which was not attributed
to quantum corrections to the Ne´el-type ground state but was suggested to be due
to finite next nearest neighbour interactions. They also measured a weak continuum
at the zone boundary which was attributed to scattering by pairs of non-interacting
spin-waves. These features suggest that the anomalies identified in the excitation
spectrum of the S=1/2 square lattice Heisenberg antiferromagnet are related to the
strength of quantum fluctuations in the ground state.
Until recently it was thought that the excitations of the S=1/2 square lattice
Heisenberg antiferromagnet are well-defined magnons [42]. In 2010, Headings et
al. [70] suggested that the anomalous lineshape they observed in La2CuO4 could
be due to the decay of the one-magnon excitations into pairs of high energy frac-
tional spinon excitations. In a recent Nature Physics publication, Dalla Piazza et
al. [5] have shown that the observed isotropic scattering continuum at the (pi, 0)
zone boundary point in CFTD can be attributed to fractionalisation of magnons
into pairs of independently propagating spinon excitations which are the analogue
of what is observed in the quantum Heisenberg antiferromagnetic chain [4, 71, 72].
In the quantum Heisenberg antiferromagnetic chain the magnetic excitations are
deconfined fractional S=1/2 spinon excitations that lead to a highly non-classical
neutron scattering spectrum dominated entirely by a continuum which is attributed
to scattering from an even number of spinons. It is well known that the excitations
from a resonating valence bond state are fermionic excitations and so this recent
discovery of Dalla Piazza et al. [5] comes to support the original work of Ander-
son [73] who proposed the resonating valence bond state to play a major role in the
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physics of high-Tc cuprate superconductors.
The S=1/2 square lattice Heisenberg antiferromagnetic model in zero field is
a fundamental model in magnetism which is fairly well understood. In contrast,
the same model in a magnetic field has attracted attention only in the past ≈15
years due to a breakthrough in synthesis of novel materials [74–77] which are good
realisations of the model and have small exchange constants that allow experimental
investigations in all interesting field regimes. Several theoretical investigations [8–10]
have all revealed anomalous spin dynamics of the S=1/2 square lattice Heisenberg
antiferromagnet for a magnetic field region close to saturation. They predict an
instability of the one-magnon excitations with respect to decay into two-magnon
excitations for magnons with certain momenta. This spontaneous decay [8] occurs as
a direct consequence of the canted antiferromagnetic spin structure which is induced
by the application of a magnetic field perpendicular to the two-dimensional planes.
In the following section we give more details about the origin of this instability for
the pure two-dimensional case and for a finite inter-layer coupling and then present
specific neutron scattering predictions arising from this effect.
3.2 Magnon Decay on the Square Lattice
The spin dynamics of the Heisenberg antiferromagnet on a square lattice have been
studied extensively. Theoretical predictions describe quite well the measured excita-
tion spectra for several different materials [2, 62–65, 78] which are good realisations
of the model. In most of the Brillouin zone, the low energy excitations are well-
defined magnons described accurately by classical spin-wave theory with quantum
corrections. Deviations from spin-wave theory, which are due to strong influence
of quantum fluctuations, include a dispersion along the magnetic zone boundary
(MZB), a multi-magnon longitudinally polarised continuum observed at the zone
centre point (pi, pi) (CFTD [2]) and an isotropic continuum at the (pi, 0) point which
is attributed [5] to high energy pairs of spinons.
The fairly recent synthesis of novel compounds [74, 76, 77, 79] that can be ex-
perimentally investigated in high-field regimes close to saturation has presented as
an opportunity to study the effects of an applied magnetic field on the spin dy-
namics of the Heisenberg antiferromagnet on a square lattice. This scenario was
first considered by Zhitomirsky and Chernyshev [8] using an analytical approach
and, subsequently, by Sylju˚asen [9] using Quantum Monte Carlo and Lu¨scher and
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Lauchli [10] using exact diagonalisation. The spin-wave theory approach predicts
that in the case of a non-collinear arrangement of spins, a cubic interaction term
(see Eq. 3.6) in the Hamiltonian which is absent in zero field [11] due to symmetry
considerations, generates instabilities of the one-magnon states towards decay into
two-magnon continuum for fields close to the saturation field. The spin-wave pre-
diction is confirmed by numerical studies [9,10]. The Hamiltonian for the case of an
applied field reads
H = J
∑
<i,j>
SiSj − gµBB
∑
i
Szi (3.5)
where J is the antiferromagnetic exchange and the sum is restricted to nearest
neighbours only. The magnetic field is applied along the z-direction, perpendicular
to the 2D planes.
Figure 3.2: Classical field evolution of the ground state. At H = 0 spins are arranged
in a Ne´el-type state and as the field is turned on, a spin-flop phase develops with
spins canting out of the plane. By further increasing the field, spins gradually move
towards the field direction and for B > Bs they are all aligned parallel to the field.
In order to understand the origin of the decay effects, we first need to under-
stand the evolution of the magnetic ordering. In zero field, the spin structure can
be considered as classical Ne´el with spins aligned anti-parallel along the direction
perpendicular to the 2D planes. As a magnetic field is applied perpendicular to the
2D planes, a spin-flop transition takes place, with the spins pointing perpendicular
to the field, in the plane. As B is increased, spins cant towards the field direction
and make an angle θ = sin−1(B/Bs) (canting angle) with the 2D plane. By further
increasing the field, the system gradually moves towards saturation (gµBBs = 8JS)
and at Bs, the spins have a parallel arrangement with the direction of the field
(see Fig. 3.2 for an illustration of this spin structure evolution). Zhitomirsky and
Nikuni [80] have studied the evolution of the spins in the canted phase and concluded
that this classical picture remains valid and that the effect of quantum fluctuations
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is to renormalise the value of the canting angle. In the canted phase, the spin-wave
expansion and subsequent bosonisation of the spin Hamiltonian lead to the form
H = H0 +H1 +H2 +H3 +H4 + · · · (3.6)
where the first term is the classical ground state energy who’s minimization deter-
mines the canting angle as θ = sin−1(B/Bs) and the second term which is linear in
the creation and annihilation operators arises due to the canted spin structure and
vanishes for this particular choice of the canting angle [11,81]. The third term H2 is
the harmonic term which does not take into account interactions between magnons
and its diagonalisation gives the classical dispersion. The cubic term H3 introduces
to lowest order magnon-magnon interactions and physically corresponds to decay
and recombination processes involving three magnons. The quartic term H4, which
is present in zero field as well, involves magnon-magnon interactions with decay and
recombination of four magnons. Terms larger than four in the bosonic operators are
not included due to the fact that they do not affect the conclusions of the analysis
that takes into account terms up to the quartic term inclusive. The explicit form of
all these terms can be found in Ref. [81].
The prediction for the spin dynamics in the spin-flop phase is that for a field
regime just below Bs, more specifically for B
? < B < Bs (B
? = 0.76Bs), single-magnon
states overlap with two-magnon states in a region of momentum space know as the
decay region [81]. The coupling of transverse and longitudinal fluctuations which
introduces cubic anharmonicities in the Hamiltonian, leads to instabilities of the
single-magnon excitations towards decay into the two-magnon continuum. By com-
puting the dynamical structure factors and the lifetimes of magnons in this field
region, Mourigal et al. [82] showed that for S=1 and S=5/2, the magnons acquire a
finite lifetime and they become damped in most of the Brillouin zone of the 2D square
lattice. Such a behaviour was observed by Masuda et al. [83] who performed inelas-
tic neutron scattering on the S=5/2 square lattice antiferromagnet Ba2MnGe2O7.
An even more dramatic effect is expected for the S=1/2 case [8, 11] where quan-
tum fluctuations are strongest. A very detailed presentation of these concepts is
given in the papers [82,84,85] and in the extended recent review of Zhitomirsky and
Chernyshev [11].
Accurate predictions for the dynamical structure factor in the case of S=1/2 are
given in Refs. [8–10, 86]. In the canted phase, the spectral weight distributes into
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two distinct transverse magnon branches. One branch corresponds to fluctuations
in the plane (perpendicular to the field) and the other one, which is shifted in
momentum space by the antiferromagnetic ordering wave vector (pi, pi), corresponds
to fluctuations along the field direction (out-of-plane). The relative intensity of the
two modes changes as a function of the strength of the applied magnetic field. As
the saturation field is approached, the in-plane mode dominates and the out-of-
plane mode gradually disappears, an indication of suppression of the longitudinal
fluctuations. For the pure 2D case, these modes are degenerate along the magnetic
zone boundary. At the Γ point which corresponds to a uniform spin precession mode,
the lineshape of the excitations remains well-defined [11, 81], indicative of classical
spin-waves which are not affected by decays. At the M point which corresponds
to a sound mode, the damping is predicted to be negligible. As the (pi/2, pi/2)
point is approached, there are dramatic changes to the lineshape. The one-magnon
excitations lose coherence and become overdamped, almost indistinguishable from
the higher energy two-magnon continuum. In contrast, the excitations at the (pi, 0)
point, remain better defined [8, 9, 11,81].
Figure 3.3: Calculated full dynamical structure factor for the S=1/2 quasi-2D square
lattice Heisenberg antiferromagnet at B = 0.9Bs (left colour plot) and B = 0.95Bs
(right colour plot) along a given reciprocal space path. Energy convolution was
performed in ω with a Gaussian with standard deviation σ = 0.1J. The convention
of labelling high symmetry points is given on the right side where we show 1/8 of
the full 3D Brillouin zone. Taken from [87].
The case of a finite inter-layer coupling has been studied by Fuhrman et al.
[87]. The order is described by the (pi, pi, pi) wave vector and the Brillouin zone
has a 3D character (see Fig. 3.3). Fuhrman et al. [87] compute the dynamical
structure factor for the quasi-2D S=1/2 square lattice Heisenberg antiferromagnet
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with moderate inter-layer coupling α = J′/J = 0.2. As we show in section 3.5, this
is relevant to (5CAP)2CuCl4, where the interlayer exchange has been measured to
be J′/J ≈ 0.3. The main conclusion of Fuhrman et al. [87] is that in the case of
finite inter-layer coupling, although the strength of decays is reduced as compared
to the corresponding pure 2D model, effects of intrinsic magnon decays remain
sizeable up to J′/J = 0.4. In the case J′/J = 0.2, the dynamical structure factor
shows completely unexpected features which are not predicted by classical spin-wave
theory. Double peak features are identified along certain high-symmetry directions
for a given strength of the applied field (see the Γ−M and X′ − Γ lines in Fig. 3.3).
For a fixed kz plane, along the X
′ − X line, the spectrum suffers strong modifications
as in the 2D case. As one approaches the middle of the X′ − X line (pi/2, pi/2, 0),
there is a spectacular transfer of spectral weight from the one-magnon peak to the
two-magnon continuum. For example, for B = 0.9Bs the one-magnon mode is still
well-defined but weak in intensity, whereas for B = 0.95Bs the one-magnon mode
disappears completely, with almost all the weight being transferred to the two-
magnon channel.
In conclusion, the observation of broad, overdamped one-magnon modes around
the (pi/2, pi/2, 0) point as compared to better defined modes around (pi, 0, 0) should
be considered a strong indication of the presence of intrinsic magnon decay. We will
see in section 3.6 that the quality of the neutron data, together with the presence of
continuum scattering and almost degenerate modes along the magnetic zone bound-
ary makes the identification of magnon decay in (5CAP)2CuCl4 quite challenging.
3.3 Sample Properties
High magnetic field neutron scattering investigations of spontaneous decay dy-
namics require materials with good 2D character (low J′/J) and relatively low
in-plane exchange couplings. The maximum currently attainable continuous mag-
netic fields for neutron instruments are in the range B = 14 − 17 T, which cor-
responds to J = 0.4− 0.5 meV by taking B = 8JS/gµB, S = 1/2 and g = 2. The
parent compounds of the superconducting cuprates such as La2CuO4, Sr2CuO2Cl2
have J ≈ 130 meV. CFTD has J ≈ 6 meV, Cu(pz)2(ClO4)2 has J ≈ 1.5 meV and
K2V3O8 has J ≈ 1.1 meV. These values make them all unsuitable for high field
studies. The new family of metal-organic systems described in Refs. [74–77] are
known to have good 2D character and also exchange couplings in the desired energy
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range.
(5CAP)2CuCl4 (CAPCC) is a fairly novel synthesized metal-organic compound
with small nearest neighbour exchange coupling J = 0.1 meV [74]. It is part of the
family of magnetic insulators where the magnetism is determined by Cu2+ ions. In
this oxidation state, Cu2+ has an unpaired electron in its 3d shell. In a crystal
environment, due to the quenching of orbital angular momentum, the magnetism is
solely determined by its spin (S=1/2) angular momentum. In CAPCC, copper ions
are positioned on successive two-dimensional layers and due to the finite inter-layer
coupling J′ ≈ 0.3× J, CAPCC is considered a good realisation of the S=1/2 quasi-
2D S=1/2 square lattice Heisenberg antiferromagnet that offers the possibility of
experimental investigations of the predicted spontaneous magnon decay process.
Figure 3.4: (5CAP)2CuCl4 crystal structure where we show in a) one paramagnetic
unit cell with the nearest neighbour Cu atoms in the ab plane (light orange) coupled
by J and atoms out of plane coupled by J′. Next nearest neighbours in the plane
are coupled by J2. In b) we show a plane perpendicular to the ab plane where the
CuCl2−4 anions are separated by organic 5CAP molecules along the c-direction.
CAPCC crystallises in the monoclinic C2/c space-group. Its lattice param-
eters at 145 K are: a = 12.85 A˚, b = 8.37 A˚, c = 15.71 A˚, α = γ = 90◦ and
β = 94.37◦ [74]. Analysis of the structure reveals layers of isolated CuCl2−4 tetra-
hedra. The Cu2+ are situated in the centre of flattened tetrahedra with the mean
Cl-Cu-Cl large angle being ≈ 139◦. Superexchange takes place in the ab-plane be-
tween tetrahedra related by C-centering through Cu-Cl-Cl-Cu magnetic pathways.
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The distance between adjacent in-plane Cl-Cl ions is dCl−Cl = 4.34 A˚ and determines
in-plane antiferromagnetic coupling between Cu ions. The planes of CuCl2−4 are sep-
arated, along the c-axis, by organic pyridinium (5CAP) molecules. The out-of-plane
interaction is antiferromagnetic and also takes place via Cl-Cl contacts [77] but these
are longer dCl−Cl = 4.94 A˚ than the in-plane contacts and so the inter-plane cou-
pling J′ is weaker. Each crystallographic unit-cell contains two planes of Cu atoms
situated at 0.25 and 0.75 along c, with a separation of c/2 between them. Each
Cu site is related to one in the adjacent layer by the c-glide symmetry operation.
In-plane, each Cu atom is linked to 4 nearest neighbours and although geometrically
they do not form a square lattice, from the magnetic exchange point of view, they
can be considered as an effective square lattice in the ab-plane [76].
Previous high-temperature susceptibility measurements [74] have revealed a max-
imum at T = 1.1 K. Fitting the data to a high-temperature expansion, a value for
the in-plane coupling has resulted as J = 1.14 K or J = 0.098 meV. Heat capacity
measurements suggested a transition to an ordered phase below TN = 0.74 K [74].
This is confirmed by a later study of Coomer et al. [77] from which TN = 0.754 K.
In the study of Hammar et al. [74], at T = 0.065 K, the dominant feature in χ(B)
was a sharp spike at Bc1 = 3.78 T. At higher fields the magnetic response dropped
rapidly as the sample got saturated. This has been interpreted as a transition into
a field-induced saturated phase. A higher peak at Bc2 = 4.37 T was identified but
its origin could not be explained. Please note that the orientation of the single crys-
tal sample was unknown. Coomer et al. [77] have found for the deuterated version
of CAPCC, the value Bs = 3.62 T for the saturation field B ‖ b-direction which is
lower than what Hammar et al. [74] have reported and indicates the presence of
small anisotropy.
3.4 Experimental Details
We performed a time-of-flight inelastic experiment on the high resolution multi-
chopper spectrometer LET, at the ISIS Neutron Source, UK. The spectrometer was
described in detail in Chapter 2. The aim of the experiment was two-fold. The
first objective was to determine the magnetic Hamiltonian of CAPCC with better
precision than before and get a value for the inter-layer coupling constant J′ by
direct measurement as opposed to an estimate which was available at the time of the
experiment. A reliable value for the intra-plane and inter-plane couplings J and J′ is
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a prerequisite in order to provide a quantitative comparison between experimental
data and the 1/S2 spin-wave theory for the dynamical structure factor S(Q, ω). The
parameters of the Hamiltonian were extracted from excitations collected at B = 7 T
(Bs = 3.95 T) where the spins are forced to align with the field direction and the
excitations are accurately described by linear spin-wave theory. The second aim
was to measure the excitation spectrum in the canted phase in order to check for
presence of magnon decay.
The sample used on LET was a m = 2.0 g single crystal of deuterated-CAPCC
grown by Dr. Gøran Nilsen that was aligned and mounted on a dilution stick insert
kept at base temperature of T = 60 mK, with a? − b? in the horizontal scattering
plane of the instrument and c? making an angle of 85.63◦ with respect to a? and
pointing downwards. The sample was inserted in the vertical field 9T magnet with
the magnetic field applied along the c-direction, with a small component in the
ab-plane.
The long pulse from the ISIS Target Station 2, together with a particular choice
of chopper settings, allowed simultaneous measurements with three distinct inci-
dent energies. A setting of the double disk resolution and pulse removal chopper
frequency of ωres = 150 Hz and ωpr = 100 Hz allowed for the selection of Ei = 1.25
meV, Ei = 2.0 meV and Ei = 3.67 meV. Due to the trade-off between incident flux
and energy resolution, the datasets with Ei = 1.25 meV (highest resolution) were
not usable because of very low flux. We collected data with the sample in two orien-
tations. One covers wave vectors around the Q = (pi/2, pi/2, 0) square lattice point
and we will refer to it as orientation I, and the second orientation, which covers
wave vectors around the Q = (pi, 0, 0) point and we call orientation II. See Fig. 3.9
which best illustrates the two orientations. We determined the experimental energy
resolution for each orientation and incident energy by fitting a Gaussian profile to
the incoherent elastic signal. The mean values for Ei = 2.0 meV are ∆E = 25.4 µeV
and for Ei = 3.67 meV, ∆E = 61.6 µeV. These values are in excellent agreement
with the predictions of the chopper software which give for the same incident en-
ergies ∆E = 26 µeV and ∆E = 63 µeV respectively. This software computes what
the expected energy resolution is at a given energy transfer, information which we
will use in section 3.6. See table 3.1 for a summary of measurement conditions.
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Table 3.1: Summary of collected data. The sample orientation is given in terms of
the angle ψ(◦) between ki and a?. ψ = −78◦ corresponds to orientation I, which
covers wave vectors around Q = (pi/2, pi/2, 0) and ψ = −193◦ corresponds to orien-
tation II which covers wave vectors around Q = (pi, 0, 0). The energy resolution for
Ei = 2.0 meV is ∆E = 25.4 µeV and for Ei = 3.67 meV it is ∆E = 61.6 µeV.
Ei (meV) Field (T) Orientation Q point Time (h)
2.0 7 I (pi/2, pi/2, 0) 24
2.0 3.35 I (pi/2, pi/2, 0) 50
2.0 7 II (pi, 0, 0) 12
2.0 3.35 II (pi, 0, 0) 59.5
3.67 7 I (pi/2, pi/2, 0) 24
3.67 3.35 I (pi/2, pi/2, 0) 50
3.67 7 II (pi, 0, 0) 12
3.67 3.35 II (pi, 0, 0) 59.5
The misalignment of the sample during the experiment was determined to be
1.5 degrees. This gives the mismatch between the a? − b? plane of the sample and
the horizontal scattering plane of the LET spectrometer. The misalignment was
quantified by analysing two diffraction datasets collected during the preliminary
stage of the experiment and the knowledge of the scattering geometry. As a result,
we accounted for this sample misalignment when we transformed the data from raw
format to sqw format.
The raw data from LET contains information about the time-of-flight and inten-
sity of scattered neutrons for each of the detector elements that make up the banks.
From knowledge of the scattering geometry such as incident energies, lengths of the
instrument, monitor positions, positions of the detector elements, this data is re-
duced into standard format using the ’Iliad’ algorithm in the Mantid Software [88].
We performed the majority of the data handling and analysis using the Horace
suite of programs [89]. Horace represents a suite of programs that work with large
multiple-measurement datasets collected from time-of-flight neutron spectrometers
equipped with arrays of position-sensitive detectors. The software allows exploratory
studies of the four dimensions of reciprocal space and excitation energy to be un-
dertaken, enabling multi-dimensional subsets to be visualized, algebraically manip-
ulated, and models for the scattering to be simulated or fitted to the data [89].
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3.5 Hamiltonian Parametrisation from High Field
Data
In this section we show how we measured the dispersion relation in the polarised
phase of (5CAP)2CuCl4 and extracted the parameters of the Hamiltonian which
include the in-plane J and out-of-plane J′ exchange constants as well as the g-
factor. The accurate knowledge of these parameters allows for a direct quantitative
comparison between 1/S spin-wave theory which depends on the J′/J ratio and the
data for the part where we investigate the presence of spontaneous magnon decay.
The magnetic Hamiltonian of a spin system can be very accurately determined
by measuring its magnetic excitation spectrum using inelastic neutron scattering.
It allows the parametrisation of the Hamiltonian in terms of exchange constants
and anisotropy parameters through fits of the measured excitation spectrum to
theoretical predictions. In the case of antiferromagnets where the true ground state
is not the Ne´el state the excitations spectrum is not known exactly due to the effect of
quantum fluctuations which is non-trivial. In contrast, for a ferromagnet where the
true quantum ground state and the classical ground state coincide, the excitations
are classical magnons and the spectrum is exactly given by linear spin-wave theory
(LSWT) so a fit to the measured magnon dispersion gives the true exchange coupling
constants. Coldea et al. [90] exploited this difference between an antiferromagnet and
a ferromagnet and determined the Hamiltonian of the low-dimensional frustrated
quantum magnet Cs2CuCl4 by applying a magnetic field strong enough to overcome
all exchanges and fully polarise the sample, thus transforming it into an effective
ferromagnet. A simple fit of the linear spin-wave theory dispersion to the measured
magnon dispersion in this polarised state gave values for the exchange constants.
Here we take the same route to obtain the spin Hamiltonian of (5CAP)2CuCl4. In
the following paragraphs we show the predictions of linear spin-wave theory for the
dispersion and present the data collected at B = 7 T and the details of the fitting
routine.
The Hamiltonian of (5CAP)2CuCl4 is given by
H = J
∑
<i,j>
SiSj + J
′ ∑
<j,k>
SjSk − gµBB
∑
i
Szi (3.7)
which includes nearest neighbour in-plane J, out-of-plane coupling J′ and coupling
to the applied magnetic field B.
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The most wide-spread method of tackling spin Hamiltonians is spin-wave theory
[37, 45–49] which consists of mapping the spin operators onto boson creation and
annihilation operators using the Holstein-Primakof [91] transformation
Szi = S− ni
S+i =
√
(2S− ni)ai =
√
2S(ai − niai
4
− n
2
i ai
32
− . . .)
S−i = a
†
i
√
(2S− ni) =
√
2S(a†i −
a†i n
2
i
4
− . . .) (3.8)
where ni = a
†
i ai and one needs to Taylor series expand the square root in powers of
ni/(2S) and keep terms up to a given order. The zeroth-order approximation is the
linear approximation taking
Szi = S− ni
S+i =
√
(2S− ni)ai =
√
2Sai
S−i = a
†
i
√
(2S− ni) = a†i
√
2S (3.9)
After Fourier transforming the bosonic operators
ai = 1/
√
N
∑
q
e−iqriaq
a†i = 1/
√
N
∑
q
e−iqria†q (3.10)
one ends up with the Fourier transformed bosonic Hamiltonian which has to be
diagonalized to give the energy of the excitations. For our case one effectively ends
up with the following Hamiltonian
H = Hnn +H′nn +Hz
= −S2N(2J + J′)− gµBSNB− . . .∑
q
4JS(1− γq)a†qaq −
∑
q
2J′S(1− γqc)a†qaq + gµBB
∑
q
a†qaq (3.11)
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Figure 3.5: Polarised phase linear spin-wave theory prediction for the dispersion a)
along a specific path in the (hk0) plane and along the l-direction from b) Γ to Γpi and
from c) M to Mpi. The energy scale is set by the values of J = 0.1 meV, J
′ = 0.032
meV and g = 2.03 obtained from the data. The definition of high symmetry points
in the Brillouin zone is the one in Fig. 3.3.
where N is the number of spins. The second line of equation 3.11 is the ground state
energy and the one-magnon dispersion for S=1/2 reads
Eq = gµBB− 2J(1− γq)− J′(1− γqc) (3.12)
where momentum transfer in the crystal frame is labelled q = ha? + kb? + lc? and
the lattice sums are γq = cos(pih)cos(pik) and γqc = cos(pil). The c-component of
the Lande´ factor is given by g. This dispersion is plotted in Fig. 3.5 along different
high symmetry directions of the 3D Brillouin zone. In the l = 0 plane, it has a
maximum at the origin Γ, a minimum at the zone centre M and it is constant along
the magnetic zone boundary X− X′ line. The notation of high symmetry points of
the square lattice Brillouin zone is given in Fig. 3.3.
We present the strategy for extracting the Hamiltonian parameters from the
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Figure 3.6: Selection of B = 7 T one-dimensional cuts along energy transfer (black
circles) from which we extract the peak position in energy by fitting to a Gaussian
profile on a linear background (black line).
measured data in the polarised phase by first referring back to the section where
we described the LET spectrometer and reminding that on LET one has access
to only three independent variables out of the four that describe the scattering
function S(Q(h, k, l), ω). In general this means that there will always be an implicit
variation of two of the wave vector transfer components and of energy transfer
with the third component of wave vector transfer. Due to our particular choice of
sample orientation, the h-component of wave vector transfer and energy transfer
will depend on the k-component, with the l-component being totally independent.
With this remark in mind, we extract several subsets from the measured S(Q, ω)
by averaging the scattered intensity along the k- and l-component directions. We
end up with two-dimensional datasets with scattered intensity as a function of the
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Figure 3.7: Two-dimensional false colour plot showing measured dispersion at B = 7
T in the (hk0) plane for one orientation of the sample. It is obtained by averaging
over k = [−∞,+∞] and l = [−0.1, 0.1] r.l.u. Black circles represent the extracted
data points along the measured dispersion using the procedure detailed in the text.
h-component of wave vector transfer and energy transfer. A further averaging along
the h-direction gives one-dimensional cuts with intensity as a function of energy
transfer. The cuts are fitted to a Gaussian profile on a linear background (see
Fig. 3.6) in order to extract the energy of the excitations at several wave vector
transfers thus obtaining the full dispersion relation. The dispersion is fitted to the
dispersion predicted by linear spin-wave theory in Eq. 3.12.
For the purpose of extracting the dispersion from the data, we used the lower
resolution (∆E = 61.6 µeV) datasets collected with both sample orientations with
Ei = 3.67 meV - see Table 3.1. This data has the advantage of better statistics and
larger coverage of momentum space as compared to the Ei = 2.0 meV data. Energy
resolution is worse than for the Ei = 2.0 meV data but for the purpose of extracting
the Hamiltonian parameters it is more important to map the dispersion over a larger
momentum region then to have the best energy resolution. As mentioned above,
sample orientation in the spectrometer and the kinematics of the experiment lead
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to a momentum coverage which is quite restricted in the k-direction and so we
chose to integrate the signal along this direction. For all subsequently presented
data we integrated along k from [−∞,+∞]. The other direction to integrate over
has to be chosen between the l- and h-directions. The h coverage is largest so we
chose to keep the h dependency together with energy transfer and integrate over
finite regions along the l direction to obtain two-dimensional datasets. To extract
information about the dependency of the energy on l and thus about the strength
of inter-layer coupling J′, we extracted a series of two-dimensional datasets with
explicit intensity dependence on h and energy transfer for several mean < l > values
(< l > ±0.1 r.l.u.). From each of the two-dimensional datasets we took constant h
(< h > ±0.075 r.l.u.) cuts along energy transfer which were fitted to a Gaussian
profile on a linear background as presented in Fig. 3.6 from which we extracted the
peak position in energy. We obtained the dispersion relation for a given path through
reciprocal space (see Fig. 3.7) for which we know the dependency on energy, h and l.
For each extracted energy data point the k value is determined by the other variables
from the kinematic constraints of the experiment. At the end we were left with the
momentum dependence of extracted data along the 3-dimensional dispersion (black
circles in Fig. 3.7). The integration ranges for the cuts as well as binning step sizes
in energy were chosen such that the statistical quality of the resulting data would
allow for decent fits while keeping the effects of averaging over finite momentum to
a minimum.
A global fit of data extracted from two orientations of the sample to the predic-
tion of linear spin-wave theory gives the following parameters for the Hamiltonian:
J = 0.100(2) meV, J′ = 0.032(2) meV and g = 2.03(1) (see Tab. 3.2). The quality of
the fits is given by the covariance matrix which gives a measure of the correlations
between parameters. We give the global fit covariance matrix in Tab. 3.3 and see
that there is almost no correlation between J and J′, whereas g is strongly corre-
lated with both J and J′ because of the nature of the time-of-flight data. We present
data extracted from several < l > datasets along with the results of the global fit to
the dispersion in Fig. 3.8. The data points on the left side of each subfigure come
from orientation II datasets whereas the points on the right, come from orienta-
tion I datasets. One can see that the model dispersion given by Eq. 3.12 with the
parameters given in Tab. 3.2 accounts very well for the measured dispersion.
We also performed a global fit of the data to the same model given by linear spin-
wave theory which includes further neighbour interactions in the plane for which
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Figure 3.8: Extracted data points along the dispersion measured at B = 7 T (black
circles) together with results of the global fit to the linear spin-wave theory dispersion
(red line) for data with different mean < l > values.
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Table 3.2: CAPCC Hamiltonian parameters extracted from the high field data.
J (meV) J′ (meV) g
0.100(2) 0.032(2) 2.03(1)
Table 3.3: Covariance matrix for global fit that shows parameter correlations.
J J′ g
J 1 0.0467 0.6057
J′ 0.0467 1 0.7306
g 0.6057 0.7306 1
the resulting Hamiltonian parameters are J = 0.100(2) meV, J2 = 0.001(2) meV,
J′ = 0.032(2) meV and g = 2.02(1), with J2 being the next-nearest neighbour in-
plane coupling. This fit does not significantly improve the description of the data
and shows that if there is any next-nearest neighbour coupling in the plane, it is
most likely of the order of 1% of the main J and for most purposes it can safely be
ignored.
We measured the excitation spectrum of (5CAP)2CuCl4 at B = 7 T where the
system is forced into an effective ferromagnetic state. In this state the disper-
sion of magnon excitations is given exactly by linear spin-wave theory. By fitting
the observed dispersion to the theoretical prediction, we extracted the parame-
ters of the Hamiltonian and saw that only including nearest-neighbour in-plane
exchange and inter-plane exchange accounts very well for the measured dispersion
with J = 0.100(2) meV, J′ = 0.032(2) meV and g = 2.03(1). These values agree
nicely with an empirical relationship which relates the Ne´el temperature to the ex-
change constants and is valid for quasi-2D systems. From the quantum Monte-Carlo
study of Yasuda et al. [92] results that for S=1/2 systems the following relationship
holds
TN =
0.732piJ
2.43− ln(J′/J) (3.13)
which for our values of the exchanges gives TN = 0.75 K, in excellent agreement with
the value for (5CAP)2CuCl4 given in Refs. [74, 77]. The value of the c-component
of the g-factor determined in this study is also in good agreement with the electron
paramagnetic resonance measurements of Woodward and collaborators [76] which
give for (5CAP)2CuBr4, the Br analogue of (5CAP)2CuCl4, a value for gc? = 2.06.
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3.6 Evidence for Field-Induced Magnon Decay
In this section we present the analysis of the intermediate field data collected at
B = 3.35 T = 0.85× Bs, where spontaneous magnon decay effects are predicted to
be observable in neutron scattering data. The general prediction is a broadening of
the excitations around the (pi/2, pi/2, 0) point, which is larger than the broadening
at (pi, 0, 0). First, we take a purely experimental approach to the analysis and argue
that the asymmetry we observe in the lineshape of the one-magnon excitations is
an effect of decays. Second, we invoke results of spin-wave theory for the case of
an inter-layer coupling. We show that the data is clearly not well described by the
non-interacting magnon approximation or linear spin-wave theory and that going to
first order in the 1/S expansion, which accounts for magnon-magnon interactions,
is a clear improvement. We give details about the predicted 1/S spin-wave the-
ory dynamical structure factor which allows for direct comparison to our data. We
briefly present the case of the classical model and results of a neutron scattering
experiment on the S=5/2 square lattice antiferromagnet Ba2MnGe2O7 [83] and ar-
gue that the more pronounced continuum together with overdamped single magnon
modes observed in the S=1/2 case, is favouring the presence of intrinsic decays in
(5CAP)2CuCl4.
Figure 3.9: Experimental detector coverage (grey area) of the CAPCC reciprocal
space in the (hk0) plane for the two orientations of the sample. The incident energy
here is Ei = 2.0 meV. The black lines represent contours of constant energy transfer
in steps of δE = 0.2 meV and the trajectory we follow through reciprocal space is
plotted with red points.
We begin by showing the experimental reciprocal space coverage of (5CAP)2CuCl4
in the (hk0) reciprocal space plane in Fig. 3.9 for data collected with two orienta-
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tions of the sample. When the sample is in orientation I (defined by ψ = −78◦)
the detectors cover wave vectors around the Q = (pi/2, pi/2, 0) corresponding to
Qrlu = (0.5, 0, 0) in crystal reciprocal space, for energy transfers between 0 and 0.4
meV (see black lines which indicate contours of constant energy transfer) and for
orientation II (defined by ψ = −193◦) the detectors cover wave vectors around
the Q = (pi, 0, 0) which corresponds to Qrlu = (−0.5,−0.5, 0) in the crystal recip-
rocal space. Raw data collected with neutrons of Ei = 2.0 meV incident energy
(∆E = 25.4 µeV - FWHM of elastic line energy resolution) is shown in Fig. 3.10.
On the left column we show the intermediate-field, canted phase data and on the
right column, the high-field, polarised phase data that is used as a background and
which is subtracted off the canted phase data. In the canted phase, one observes
two one-magnon branches, the more intense, main mode, is due to spin fluctuations
in the two-dimensional planes, whereas the shadow (ghost) mode, which is shifted
by the ordering wave vector QAFM = (pi, pi, pi) and is about 30% of the intensity of
the main mode at B = 3.35 T, corresponds to spin fluctuations along the magnetic
field direction and perpendicular to the two-dimensional planes.
The intensity of the shadow mode gradually decreases towards zero as the satu-
ration field Bs = 3.95 T is approached due to the fact that spin fluctuations along
the field direction are continuously suppressed. For the intermediate field orienta-
tion I dataset (top left), the general features are an apparent damping of the main
mode and an intensity drop as one moves from h = 0 and approaches h = 0.5 r.l.u.
For the intermediate field orientation II dataset (bottom left), the damping seems
to be less obvious than for orientation I and the intensity of the mode at h = −0.5
r.l.u. seems to be comparable with the intensity at h = 0. A feature that is common
to both datasets is the presence of extra scattering intensity close to h = 0 and at
small energy transfers close to the elastic line. The extra scattering around h=0
is due to the imperfect shielding about the straight through beam stop on LET
which allows for extra scattering events to occur and thus appear as extra intensity
in the detectors. For the intermediate field orientation I dataset, extra scattering
intensity appears for all h wave vectors and occupies a region below 0.1 meV energy
transfer. We suspect this spurious feature is due to higher order scattering from our
aluminium sample can and aluminium from the dilution refrigerator tail. The same
feature is observed in the corresponding high-field dataset (top right in Fig. 3.10).
This extra scattering below 0.1 meV does not seem to be present in the orientation
II datasets, an aspect for which we do not have an explanation yet. Another spu-
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Figure 3.10: a) Raw data for wave vectors approaching Q = (pi/2, pi/2, 0) and
B = 3.35 T. b) Raw background data for wave vectors approaching Q = (pi/2, pi/2, 0)
and B = 7 T. c) Raw data for wave vectors approaching Q = (pi, 0, 0) and B = 3.35
T. d) Raw background data for wave vectors approaching Q = (pi, 0, 0) and B = 7
T. The general features are explained in the text.
rious feature which is observed in all datasets is higher scattering intensity which
appears for certain detector elements which are located along vertical lines. These
lines correspond to the vertical cadmium veins which separate the detector banks
on LET and have the role of preventing scattered neutrons from one bank to reach
detectors on another bank. The cadmium veins are not perfectly vertical and thus
shadow some of the detector elements situated on the edge tubes leading to lower
counts in those detectors. When the vanadium normalisation is performed the signal
in the detectors with lower counts gets divided by a vanadium signal which is similar
for adjacent detector elements. Due to the fact that the shadowed detectors have
constantly lower signal this leads to a higher vanadium normalised signal in some
detectors, as observed in the data. The odd extra scattering which branches away
from the elastic line as one moves further in h and appears as neutron energy loss
is related to due to neutrons that have not interacted with the sample and scatter
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from the outer vacuum chamber wall of the 9 T cryomagnet we used. This can be
understood if one thinks of an elastically scattered neutron at the sample position
and a neutron that has not interacted with the sample, has scattered off the outer
vacuum chamber of the 9 T cryomagnet and has reached the same detector as the
elastically scattered neutron. The second neutron has clearly travelled an extra
path, arrived later at the detector and appears to have lost energy. The neutrons
that suffer a scattering process off the outer vacuum chamber and get scattered at
higher and higher scattering angles, travel a longer and longer distance as compared
to an elastically scattered neutron at the sample position and so appear as having
lost more and more energy. This is why the extra scattering increases in energy
transfer with increasing wave vector transfer.
3.6.1 Experimental Approach
In the following, we present the data analysis based on a purely experimental ap-
proach, without making reference to theoretical predictions. The objective is to
check for presence of continuum scattering which would be a strong indicative
of spontaneous magnon decays. The analysis of the data consists of extracting
constant-h cuts with intensity averaged over a ∆h = 0.1 and ∆l = 1 r.l.u. interval
along energy transfer and fitting these to a model of the lineshape S(ω). Final cuts
are obtained after background subtraction from the raw cuts. We use the polarised
phase data and generate a smooth background model for each cut. This approach
is chosen instead of a point-by-point subtraction which is not valid here due to un-
equal statistics between the intermediate field and high field data (see Tab. 3.1).
We use the polarised phase data as background because it describes well the non-
sample dependent scattering as well as the non-magnetic sample scattering. For
each individual one-dimensional cut we show (see Appendix A) the corresponding
background cut along with the fitted smooth model which we choose to be of the
form f(ω) = p1e
−p2ω + p3. The final cuts are individually fitted to a skew normal
function on a linear background which is essentially an asymmetric Gaussian of the
form
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f(ω) = 2G(ω)Φ(αω) with (3.14)
G(ω) =
1√
2pi
e
(ω−ω0)2
2σ
Φ(αω) =
1
2
[1 + erf(
α(ω − ω0)√
2σ
)]
where the mean of the skew normal is given by ω0 +
√
2/piσδ, with δ = α/
√
1 + α2,
the standard deviation is given by σ
√
1− 2δ2/pi and where α controls the asymme-
try.
We show the results of fits in Fig. 3.11 for the orientation I which covers wave
vectors around Q = (pi/2, pi/2, 0) and in Fig. 3.12 for the orientation II which covers
wave vectors around Q = (pi, 0, 0).
For wave vectors around Q = (pi/2, pi/2, 0), corresponding to Qrlu = (0.5, 0, 0),
we see that the lineshape is asymmetric for the large majority of the cuts. From
h = −0.1 to h = 0.2 the asymmetry is slightly positive (towards higher energy). In
this h region we only capture the main mode and thus the asymmetry here is related
to a weak continuum. For values of h larger than 0.2 and up to 0.475, the asymmetry
seems to be negative, an indicative of the shadow mode approaching the main mode.
For h larger than 0.475 the asymmetry becomes positive again and this is interpreted
as finite continuum scattering. In terms of peak intensity, the trend seems to be an
overall decrease of the peak height when moving from h = −0.1 to h = 0.625.
We propose two scenarios to explain this intensity variation. The first scenario is
that the spectral weight is gradually being transferred away from the single particle
peak, into a higher energy continuum, with the single particle peak having constant
width. The second scenario is similar to the first one, but now in addition, the
width of the single-particle peak also increases gradually, as we approach h = 0.5
r.l.u. We cannot distinguish between these possibilities due to the fact that we
do not consider any detailed knowledge about the main and shadow modes, apart
from their presence, the sensible assumption that their widths are similar and the
knowledge that their integrated intensity ratio is approximately a third as predicted
by 1/S spin-wave theory.
In terms of peak width, we plot the full-width half maximum of the fitted skew
normal as a function of h in Fig. 3.14. We see that the width increases grad-
ually as h = 0.5 r.l.u. is approached. Please note that this is not exactly the
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Figure 3.11: Data fits to an asymmetric lineshape described by the skew normal dis-
tribution function which show mode damping and presence of continuum scattering.
The width of the peak increases as the h=0.5 r.l.u. is approached and correspond-
ingly, the peak height decreases. There is also an increased peak asymmetry for
values of h around 0.5 r.l.u. This indicates that spectral weight is being transferred
away from the single particle peak into possibly a continuum at higher energy.
Q = (pi/2, pi/2, 0) or Qrlu = (0.5, 0, 0) point, as there is a finite average k-component
for each of the constant-h cuts. Also note that due to the quite large integra-
tion in the l-direction, the cuts have contributions from other wave vectors, where
damping can be different, so what we observe is just a mean around l = 0. The
notations below the horizontal axis are showing where wave vectors around the
(0,0,0) and (pi/2, pi/2, 0) are situated. This behaviour indicates that the modes are
sharper for wave vectors around Q = (0, 0, 0) and broader for wave vectors around
Q = (pi/2, pi/2, 0).
For wave vectors around Q = (pi, 0, 0), corresponding to Qrlu = (−0.5,−0.5, 0),
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Figure 3.12: Data fits to an asymmetric lineshape described by the skew normal dis-
tribution function which show mode damping and presence of continuum scattering.
The width of the peak decreases as the h=-0.5 r.l.u. is approached and correspond-
ingly, the peak height increases. There is also an increased peak asymmetry towards
higher energy, for values of h around -0.5 r.l.u. This indicates that spectral weight
is being transferred away from the single particle peak into possibly a continuum at
higher energy.
the lineshape is asymmetric for the majority of the cuts. Between h = −0.75 and
h = −0.625, the asymmetry is negative, which is an indication of the presence of
the shadow mode at energies smaller than the main mode energy. Starting from
h = −0.6 and moving towards h = −0.4, the asymmetry is positive, which signals
the presence of continuum scattering. This claim is also backed-up by the fact that
the shadow mode appears always at energies below the main mode single particle
peak. The peak height increases when moving from h = −0.625 to h = −0.5, which
is an indication that spectral weight is transferred from the continuum to the single-
particle peak. In terms of extracted width, the mode is broad for wave vectors
62 Evidence for Field-Induced Magnon Decay in (5CAP)2CuCl4
Figure 3.13: Dispersion relations for two high symmetry paths in the (hk0) plane.
Paths are close to the paths we follow with the data, for a) orientation I and b)
orientation II. The polarised phase dispersion has been shifted down in energy so
that at the (0, 0, 0) point, the energies match. In the insets we show the dispersion
derivatives with respect to Q, which give the slope. We see that slopes are similar
for the three dispersion relations.
around h = −0.75 when compared to wave vectors around h = −0.5. This variation
of the width shows that as one approaches h = −0.5, the mode is better defined as
can be seen in Fig. 3.15.
In order to show more convincingly that we observe damping, we choose to com-
pare the width of the mode in the canted phase with the width of the polarised
phase mode. We argue that such a direct comparison is valid due to several consid-
erations. First of all, we know that in the polarised phase, where the spin structure
is fully collinear and parallel to the magnetic field direction, the excitations are
well-defined and no broadening beyond instrumental resolution effects is expected.
Second, a difference in energy transfer of about 0.4 meV which is approximately the
difference between the polarised and canted phase dispersions, does not significantly
change the instrumental resolution. In fact, the energy resolution changes by about
0.004 meV whereas the Q resolution is the same, according to data provided by
Dr. Rob Bewley, instrument scientist on LET. A third point concerns the mode
broadening which is induced by averaging the signal over a finite range in Q and is
due to the dispersion. This is easily understood if one thinks about the fact that
for any dispersion a finite integration range in Q leads to a finite broadening in
energy. The size of the induced broadening depends on the Q range and the change
in the dispersion slope over the respective Q range. We argue that the induced
broadening is the same for the polarised phase dispersion as compared to the canted
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phase dispersion, due to the similar dispersions and slopes. To support this claim
we plot in Fig. 3.13 the polarised phase dispersion (black lines), which is shifted
down in energy so that at Q = (0, 0, 0) the energy matches that of the canted phase
dispersion, the canted phase harmonic dispersion given by linear spin-wave theory
(red lines) and an approximation to the 1/S canted phase renormalised dispersion
(blue lines), for two different paths through reciprocal space. These paths are close
to the paths we follow with the data and correspond to a) wave vectors close to
Q = (pi/2, pi/2, 0) and b) wave vectors close to Q = (pi, 0, 0). We show the derivative
of the dispersions in the insets of Fig. 3.13. The approximation to the 1/S disper-
sion includes corrections to the linear spin-wave theory dispersion that come from
the mean-field decoupling of the H3 and H4 terms in the Hamiltonian. It does not
consider the contribution that arises from the H3 self-energies. Details about all the
contributions to the 1/S order are given in the appendix of Ref. [81]. We include
the contribution of the self-energies only when we compute the dynamical structure
factor due to the fact that the self-energies require an involved computational effort
to be calculated and for our purposes this approximation to the dispersion illustrates
the point. The canted phase harmonic dispersion (red line) and the approximation
to the 1/S renormalised dispersion (blue line) are quite similar so the derivative of
the harmonic canted phase dispersion gives a good approximation to the derivative
of the renormalised dispersion. The canted phase harmonic dispersion (red lines) is
also very similar in terms of slope with the polarised phase dispersion (black lines)
and so we conclude that the induced broadening is expected to be quite similar for
the polarised phase modes and canted phase modes. Together with the other two
points stated above, this means that a direct comparison between polarised phase
mode widths and canted phase widths constitutes a valid approach.
We plot the experimentally extracted mode widths from orientation I data in
Fig. 3.14. For wave vectors close to h = 0 the mode widths are comparable, which
indicates well-defined canted phase modes and small damping. As the h = 0.5 r.l.u.
region is approached the canted phase mode width starts to significantly increase
and at h = 0.5 r.l.u., where the main and ghost mode overlap in energy, it is about
three times the width of the polarised phase mode. This large difference cannot
be accounted for by the difference in induced broadening discussed above, nor by
the marginal difference in the energy resolution for the canted phase and polarised
phase mode. We conclude that this constitutes strong evidence that an intrinsic
broadening mechanism is at play here, most likely spontaneous magnon decay. We
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Figure 3.14: Comparison between experimentally extracted mode widths in the
canted phase (blue circles) and polarised phase (black circles) as a function of h.
The full-width at half maximum of the energy resolution at the elastic line is shown
in grey. This plot shows that as one moves from h = 0 to h = 0.5 r.l.u. the width in
the canted phase increases. If compared to the width of the polarised phase mode
(see text for arguments why such a direct comparison is valid), the canted phase
mode width becomes significantly larger (almost a factor of three) than the width of
the polarised phase mode. For data around h = 0 the mode widths are comparable
which is an indication that damping is small for this Q point. Around h = 0.5 r.l.u.
where the main and ghost mode overlap in energy our data shows that the canted
phase mode width is still considerably larger than the width of the polarised phase
mode where only one mode is present thus providing strong evidence for significant
mode damping.
plot the experimentally extracted mode widths from orientation II data in Fig. 3.15
and see that for wave vectors around h = −0.75 r.l.u. the canted phase mode width
is considerably larger than the polarised phase mode width, an indication of large
damping and thus strong decays. For wave vectors around h = −0.5 where the
main and ghost modes overlap in energy, the extracted mode width in the canted
phase is comparable to the mode width in the polarised phase. It shows that for
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Figure 3.15: Comparison between experimentally extracted mode widths in the
canted phase (blue circles) and polarised phase (black circles) as a function of h.
The full-width at half maximum of the energy resolution at the elastic line is shown
in grey. This plot shows that as one moves from h = −0.8 r.l.u. to h = −0.5 r.l.u.
the width in the canted phase decreases. If compared to the width of the polarised
phase mode (see text for arguments why such a direct comparison is valid), the
canted phase mode width becomes comparable to the width of the polarised phase
mode. For data around h = −0.75 r.l.u. the canted phase mode width is significantly
larger than the polarised phase mode width which is an indication of considerable
damping around this Q point. Around h = −0.5 r.l.u. where the main mode and
ghost mode overlap in energy our data shows that mode widths are comparable and
damping is small which means that the modes at this wave vector are well-defined.
this wave vector mode damping is small and the canted phase mode is well-defined,
thus indicating that decays are weak. We conclude that our data clearly shows
that for wave vectors around Q = (pi/2, pi/2, 0) the mode in the canted phase is
significantly damped when compared to wave vectors around Q = (pi, 0, 0) where
the mode damping is small. Such a behaviour is in accord with spin-wave theory
which predicts that the single magnon modes at Q = (pi/2, pi/2, 0) are more affected
by intrinsic decays than the modes at Q = (pi, 0, 0).
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3.6.2 LSWT Guided Approach
Up to this point in the data analysis we ignored exact details of the ghost and main
modes such as peak positions, widths and integrated intensities. In this subsection
we take a step further and consider these details by analysing our data guided by
results of linear spin-wave theory (LSWT) which ignores magnon interactions. The
aim is to see how the measured mode width compares with the width predicted for
two infinitely long-lived excitations without magnon decay that correspond to the
ghost and main modes.
The linear spin-wave theory predictions for the dispersion and intensity of ex-
citations in the canted phase are computed with the help of Matlab code written
by Dr. Martin Mourigal. The dispersion is obtained starting from the Hamiltonian
of the two-dimensional Heisenberg antiferromagnet on a square lattice with nearest
neighbour interactions in the plane J and inter-plane coupling J′, in applied magnetic
field
H = J
∑
<i,j>
SiSj + J
′ ∑
<j,k>
SjSk − gµBB
∑
i
Szi (3.15)
with the inter-plane coupling parametrised by α = J′/J. If one starts from the zero
field collinear Ne´el state with the order described by QAFM = (pi, pi, pi), in a finite
magnetic field, the spin components in the laboratory frame (x0, y0, z0) are related
to the ones in a rotating frame (x, y, z), where the z-direction is the spin direction,
via the transformations
Sx0i = S
z
i cosθ exp(iQ · ri) + Sxi sinθ
Sy0i = S
y
i (3.16)
Sz0i = S
z
i sinθ − Sxi cosθ exp(iQ · ri)
where the canting angle is θ. After performing the Holstein-Primakoff transforma-
tion, the bosonic Hamiltonian can be written as the sum of three terms (keeping
only terms up to second order in the creation and annihilation operators)
H = 0 +H1 +H2 (3.17)
where 0 gives the classical ground state energy, which if minimized, gives the value
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of the canting angle θ = sin−1(B/Bs) and Bs = 4JS(2 + α). For this choice of θ, H1
vanishes and the second term is
H2 =
∑
k
(Aka
†
kak −
1
2
Bk(a
†
ka
†
−k + aka−k)) (3.18)
where the coefficients read
Ak = 2JS(2 + α)[cos2θ + sin
2θγk] + Bsinθ (3.19)
Bk = 2JS(2 + α)cos
2θγkz (3.20)
The lattice sums in this case are defined as γk = (cos(kx) + cos(ky) + αcos(kz))/(2 + α)
and γkz = cos(kz). After a Bogoliubov transformation and substitution of the cant-
ing angle, one finally gets the dispersion relation
k = 2JS(2 + α)
√
(1 + γk)(1− cos(2θ)γk) (3.21)
see Ref. [81] for a detailed derivation of the dispersion.
In order to make S(Q,ω) obtained in the linear spin-wave theory approximation
directly comparable with the data, we need to address the issue of the instrumental
resolution. For each constant-h cut the effective resolution has three components.
One is the Q resolution that is determined by the uncertainties in ki and kf which
arise as a direct consequence of finite size moderator, sample and detector sizes. The
second component is the energy resolution which comes about from uncertainties
in the neutron flight path and time of flight. The third component is an induced
energy resolution which is due to the choice of a finite integration range in h,k, and l
components of Q and is determined by the change in slope of the dispersion relation
over the respective integration ranges. For the first component, the Q resolution is
always less than a half of the typical integration interval in h used to obtain each
cut, so to a good approximation, it can be ignored. The third component is correctly
accounted for because the Horace software computes S(Q,ω) using the underlying
Q and energy information of each cut. For the second component, as there is no
full energy resolution function calculation available for LET, we do not have access
to the energy resolution component. This is approximated using knowledge of the
polarised phase dispersion and the polarised phase mode widths extracted for each
h. We use identical Q integration ranges for the polarised phase data as for the
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canted phase data, and fit the resulting cuts to a Gaussian on a linear background
in order to get the polarised phase widths. To extract the broadening coming from
the energy resolution, we use the polarised phase dispersion which we convolve with
a very small full width at half maximum of energy broadening. We then extract
the energy resolution as FWHM =
√
FWHM2pf − FWHM2ind, assuming uncorrelated
distributions and where FWHMpf is the width of the polarised phase mode and
FWHMind is the dispersion induced width. We use these numbers as an effective
energy resolution to convolve the linear spin wave theory S(Q,ω) with. To compute
S(Q,ω) we use J = 0.1 meV (intra-plane exchange), J′ = 0.032 meV (inter-plane
exchange), g = 2.03 (g-factor), B = 3.35 T (applied magnetic field), Bs = 3.95 T
(saturation magnetic field), T = 0.06 K (temperature). In terms of intensity, we use
a global prefactor to S(Q,ω) which is set such that the integrated intensity of the
linear spin-wave theory prediction for the polarised phase mode is matched to the
experimentally extracted integrated intensity of the polarised phase mode. In other
words, we set the intensity scale factor according to the intensities predicted by linear
spin-wave theory for the polarised phase mode. By using a global intensity scale for
all the constant-h cuts extracted from a single sample orientation dataset, we get
an integrated intensity mismatch between the experimentally extracted integrated
intensities and intensities predicted by linear spin-wave theory of the order of 10%.
In conclusion, we use the effective energy resolution to convolve the linear spin-wave
theory dynamical structure factor for each constant-h cut with a Gaussian function
of given full width at half maximum in ω and set the scale of S(Q,ω) according to
the integrated intensities given by linear spin-wave theory.
LSWT First Approach We proceed and compare the predictions of linear spin-
wave theory to the data by two separate means. The first approach consists in
using the theory as a guide to fit the data as follows: in the h region where the
main and ghost mode are well separated, we fit the data to two Gaussians on a
linear background corresponding to the ghost and main mode. We fix the ratio of
integrated intensities and ratio of full width half maxima to the values given by linear
spin-wave theory for each cut. In the h region where the ghost mode approaches
the main mode or more specifically when the separation between the modes is less
than 0.075 meV, we fit the data to the skew normal function given by Eq. 3.14. We
compare the extracted widths with the widths predicted by theory for the main and
shadow modes. We show result of the fits for individual constant-h cuts in Fig. 3.16
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Figure 3.16: Orientation I, intermediate field, constant-h cuts plotted together with
the linear spin wave-theory prediction for S(Q, ω) (green line) and experimental data
fitting (black line). For cuts where the ghost and main mode are well separated,
we fit the data to two Gaussians on a linear background whereas for cuts where the
two modes begin to overlap we fit the data to a skew normal function on a linear
background. See the text for more details. Below the background line (dotted black)
we plot the width (FWHM) extracted from the fit (horizontal black line) and the
width of the main mode (horizontal blue line) and shadow mode (horizontal red
line) as predicted by linear spin-wave theory.
and Fig. 3.17 for wave vectors close to Q = (pi/2, pi/2, 0) and in Fig. 3.18 for wave
vectors close to Q = (pi, 0, 0).
We observe that for h = −0.1 r.l.u. and up to h = 0.25 r.l.u. the fitted width
(solid black horizontal line) is comparable to the linear spin-wave theory result for
the main mode width (blue horizontal line). This means than for these wave vectors
the data is well described by undamped modes without presence of continuum or a
weak continuum. For wave vectors between h = 0.3 r.l.u. and h = 0.4 r.l.u., where
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Figure 3.17: Orientation I, intermediate field, constant-h cuts plotted together with
the linear spin wave-theory prediction for S(Q, ω) (green line) and experimental data
fitting (black line). For cuts where the ghost and main mode are well separated,
we fit the data to two Gaussians on a linear background whereas for cuts where the
two modes begin to overlap we fit the data to a skew normal function on a linear
background. See the text for more details. Below the background line (dotted black)
we plot the width (FWHM) extracted from the fit (horizontal black line) and the
width of the main mode (horizontal blue line) and shadow mode (horizontal red
line) as predicted by linear spin-wave theory.
the ghost and main mode are still separated in energy, the fitted width is approx-
imately twice the main mode width. We interpret this as evidence for damping of
the main mode. For h > 0.4 r.l.u., the extracted width is considerably larger than
the combined main and shadow mode widths. This is unambiguously shown for
cuts where the two modes almost overlap in energy (see h > 0.5 r.l.u.). For these
cuts the asymmetry is positive and large. For example, for the h = 0.525 r.l.u. cut,
where the modes are almost degenerate, we observe that the extracted width is much
larger than the ghost and main mode widths. This shows that the extra observed
broadening is a result of damping and presence of a continuum.
If we turn our attention to cuts from the orientation II data, we see that the
extracted widths are much larger than can be accounted for by the ghost and main
mode widths for wave vectors from h = −0.8 r.l.u. to h = −0.725 r.l.u. As we
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Figure 3.18: Orientation II, intermediate field, constant-h cuts plotted together with
the linear spin wave-theory prediction for S(Q, ω) (green line) and experimental data
fitting (black line). For cuts where the ghost and main mode are well separated,
we fit the data to two Gaussians on a linear background whereas for cuts where the
two modes begin to overlap we fit the data to a skew normal function on a linear
background. See the text for more details. Below the background line (dotted black)
we plot the width (FWHM) extracted from the fit (horizontal black line) and the
width of the main mode (horizontal blue line) and shadow mode (horizontal red
line) as predicted by linear spin-wave theory.
approach the h = −0.5 r.l.u. cuts, we observe that the extracted width is comparable
to the main and ghost mode widths and that there is also a small positive asymmetry
of the lineshape. This is indicative of the fact that the modes around (pi, 0, 0) are only
weakly damped. The small asymmetry signals the presence of a weak continuum
due to multimagnon scattering and not due to mode overlap as for this orientation
the ghost mode energy is always smaller than the main mode energy. We conclude
that the data cannot be described accurately in terms of two resolution limited,
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infinite lifetime modes, and that some other intrinsic process must be responsible
for the observed extra broadening, which most likely comes from magnon decays.
Figure 3.19: Top panel: Canted phase mode widths extracted from the linear spin-
wave theory guided fits (blue circles) for wave vectors approaching Q = (pi/2, pi/2, 0)
and plotted together with the perceived widths given by linear spin-wave theory
(green circles - errorbars smaller than symbols). The extra broadening of the data
is clearly visible for values of h close to 0.5 r.l.u. The full width at half maximum
of the elastic line energy resolution is plotted in grey. The peculiar jump of the
perceived width at h = 0.45 r.l.u. is due to the approach of the shadow mode to the
main mode position. Bottom panel: Corresponding energy separation between the
shadow mode and main mode (black circles). This plot shows that even when the
modes overlap at h = 0.525 r.l.u. the data is broader than what linear spin-wave
theory perceived width predicts.
LSWT Second Approach We now discuss the second approach we take to com-
pare the widths of the data with predictions given by linear spin-wave theory. We
fit the data in the same manner as described in the first approach and extract the
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width. We compute the linear spin-wave theory prediction for the main and ghost
mode separately. We shift the peaks to the experimentally extracted energy posi-
tions. To get the correct integrated intensity ratio of the ghost mode to main mode,
we need to be aware of the fact that the one dimensional cuts we take from the
data are not constant Q cuts in the true sense. Due to the fact that for a single
sample orientation, LET is able to measure only three independent variables out of
the four variables that fully characterise S(Q, ω), as argued in the section where we
describe the LET spectrometer, means that one component of wave vector transfer
will vary with energy transfer. In our particular case, each cut has an average h-
and l- wave vector transfer component but the k-component varies as a function of
energy transfer for fixed h and l. This means that the intensity predicted by linear
spin-wave theory is computed at a slightly different Q and energy. To account for
this we compute the linear spin-wave theory intensities for the main and ghost mode
at the correct Q and energy of the peaks in the data and then adjust the integrated
intensity ratio accordingly. The process allows then to add the ghost and main mode
lineshapes and fit them identically as the data in order to obtain a perceived mode
width. The widths extracted in this way are what is expected from two resolution
limited, single particle peaks and reflect the perceived width due to mode overlap.
We present summary plots for the two orientations in Fig. 3.19 and Fig. 3.20.
For h going from -0.1 r.l.u. to 0.625 r.l.u. (see Fig. 3.19), the comparison between
the canted phase width and the linear spin-wave theory perceived width reveals that
for wave vectors around Q = (0, 0, 0), the data width is comparable to what is pre-
dicted by linear spin-wave theory, whereas by approaching the Q = (pi/2, pi/2, 0)
point, the width considerably deviates from the theoretical prediction. This be-
haviour indicates that close to Q = (0, 0, 0) the canted phase mode width is fairly
well described by two infinitely long lived modes and if there is any decay, this tends
to be negligible. In contrast, the canted phase widths close to the Q = (pi/2, pi/2, 0)
point are much larger than what can be accounted for by two non-interacting exci-
tations. This is obvious by looking at the h = 0.525 r.l.u. cut where the ghost and
main mode are degenerate in energy but the extracted width is still considerably
larger than a single mode width.
For wave vectors around h = −0.75 r.l.u. the width of the canted phase mode is
larger than the perceived width given by linear spin-wave theory, a clear indication
of the presence of intrinsic broadening which we attribute to spontaneous magnon
decay. For wave vectors close to h = −0.5 r.l.u. the canted phase mode width
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Figure 3.20: Top panel: Canted phase mode widths extracted from the linear spin-
wave theory guided fits (blue circles) for wave vectors approaching Q = (pi, 0, 0)
and plotted together with the perceived widths given by linear spin-wave theory
(green circles - errorbars smaller than symbols). For values of h close to -0.5 r.l.u.
the extracted width is comparable to the perceived width. The full width at half
maximum of the elastic line energy resolution is plotted in grey. The jump of the
perceived width at h = −0.7 r.l.u. is due to the approach of the shadow mode to
the main mode position. Bottom panel: Corresponding energy separation between
the shadow mode and main mode (black circles). This plot shows that when the
modes almost overlap at h = −0.5 r.l.u. the canted phase width is comparable to
the linear spin-wave theory predicted width.
becomes comparable to the linear spin-wave theory prediction. This means that for
wave vectors close to the Q = (pi, 0, 0) the excitations can be considered to a good
approximation as non-interacting which means effects of magnon decay, if present,
must be small.
Based on the results of the two approaches we took to analyse the data and
compare it with the predictions of linear spin-wave theory, we conclude that this
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comparison shows unambiguously that the theory which assumes two infinitely long
lived excitations with no interaction between them, fails to describe the canted
phase mode width for the majority of sampled Q points. As compared to theory,
we observe larger widths at the single particle peak positions and also identify the
presence of considerable spectral weight at higher energies, indicative of continuum
scattering. This favours the interpretation that interactions between the excitations
are responsible for the extra observed broadening.
3.6.3 1/S SWT Comparison
To test and predict the effects of magnon-magnon interaction, we compute the dy-
namical structure factor S(Q,ω) by going to the 1/S order in spin-wave theory.
This calculation is described in detail by Fuhrman et al. [87] for the case of a fi-
nite inter-layer coupling α = J′/J = 0.2 at B = 0.9Bs and B = 0.95Bs. We take the
same approach and compute S(Q,ω) for α = 0.32, the value which characterises
(5CAP)2CuCl4 and at B = 0.85Hs, where B = 3.35 T and Bs = 3.95 T.
Figure 3.21: Dynamical structure factor computed using the 1/S spin-wave the-
ory plotted along the Γ−M− X− X′ − Γ reciprocal space path. See Fig. 3.3 for
definition of the high-symmetry points of the Brillouin zone. Two magnon contin-
uum scattering is predicted to occur everywhere in the (hk0) plane above the single
magnon energies. A convolution with a Gaussian of full width at half maximum
0.025 meV has been performed.
The starting point is the Hamiltonian given by Eq. 3.15, where the bosonic
Hamiltonian now contains terms up to fourth order in the creation and annihilation
operators
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H = 0 +H1 +H2 +H3 +H4 (3.22)
where the exact form of the terms in the equation are given in the appendix of
Ref. [87].
The computation is performed using Matlab code based on work in Ref. [87].
It is a perturbative approach where the effects of magnon-magnon interactions are
explicitly considered at the 1/S order in spin-wave theory. Frequency independent
contributions to the harmonic dispersion which come from canting angle renormal-
isation and Hartree-Fock mean-field decoupling of the quartic term in the Hamilto-
nian are also included. The cubic self-energies are computed using a Monte-Carlo
integration scheme with adjustable number of integrals over which the energies are
evaluated. The dynamical structure factor is first computed in the local spin frame
(zˆ along the spin direction) and then transformed in the laboratory frame (zˆ0 along
the field) using the transformations
Sx0x0(Q, ω) = sin2θSxx(Q, ω) + cos2θSzz(Q− (pi, pi, pi), ω)
Sy0y0(Q, ω) = Syy(Q, ω)
Sz0z0(Q, ω) = cos2θSxx(Q− (pi, pi, pi), ω) + sin2θSzz(Q, ω) (3.23)
where θ is the canting angle and Sxx, Syy and Szz are the local frame dynamical
structure factor components.
In order to obtain the full dynamical structure factor, as measured by neutron
scattering, the g-factor components, magnetic form factor and the Bose population
factor are added. Finally, an ω convolution of S(Q, ω) with a Gaussian of 0.0255
meV full width at half maximum (FWHM) is performed in order to mimic the
instrumental energy resolution. The result is plotted in Fig. 3.21 for a high symmetry
path through reciprocal space, in the (hk0) plane.
The 1/S dynamical structure factor shows the presence of two transverse one
magnon branches corresponding to the main (more intense) and ghost modes. Two
magnon continuum is predicted for all wave vectors above the single magnon ener-
gies, apart from the Γ point which is predicted not to be affected by spontaneous
decays. At the middle of the magnetic zone boundary point, Q = (pi/2, pi/2, 0), the
continuum starts immediately after the one magnon energy and goes up to approxi-
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mately 0.4 meV. For the the X point, Q = (pi, 0, 0), there seems to be a gap between
the one magnon peak and the start of the continuum, at approximately 0.3 meV.
The continuum occurs at energies between 0.3 to 0.4 meV for this wave vector.
Figure 3.22: Two dimensional scattering false colour plots extracted from the a)
data collected in the orientation I that covers wave vectors close to (pi/2, pi/2, 0).
Alongside we plot the corresponding S(Q,ω) predictions of b) linear spin-wave theory
and c) 1/S spin-wave theory. Theoretical predictions were convolved with a Gaussian
of 0.0255 meV FWHM to account for the instrumental energy resolution.
Figure 3.23: Two dimensional scattering false colour plots extracted from the a) data
collected in the orientation II that covers wave vectors close to (pi, 0, 0). Alongside
we plot the corresponding S(Q,ω) predictions of b) linear spin-wave theory and c)
1/S spin-wave theory. Theoretical predictions were convolved with a Gaussian of
0.0255 meV FWHM to account for the instrumental energy resolution.
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In Fig. 3.22 and Fig. 3.23 we plot the experimentally measured dynamical struc-
ture factor together with predictions of linear spin-wave theory and 1/S spin-wave
theory, for wave vectors along two given paths in reciprocal space. The data shows
the presence of the main and ghost mode dispersions and evidence for continuum
scattering spread over significant portions of reciprocal space. A visual comparison
of the data with linear spin-wave theory (LSWT) shows that LSWT fails to repro-
duce the intensity variation of the data, by predicting an almost constant intensity
as a function of h and does not predict continuum scattering. On the other hand,
the 1/S spin-wave theory predicts continuum scattering for all wave vectors above
the single magnon energies. It also captures the data intensity variation better
than LSWT, with higher intensity around h = 0 and h = 1 r.l.u. and lower intensity
around h = 0.5 r.l.u. for orientation I data and higher intensity around the h = −0.5
r.l.u. as compared to h = −0.2 r.l.u. for orientation II data. We conclude that vi-
sually, going to 1/S in spin-wave theory, accounts better for the observed S(Q,ω)
than the linear spin-wave theory. This indicates that including interactions between
excitations explicitly is necessary in order to correctly describe the data.
To confirm that 1/S spin-wave theory does a better job in describing the data as
compared to the linear approximation, we plot the 1/S spin-wave theory S(Q,ω) for
the same series of constant-h cuts as before, in Fig. 3.24 and Fig. 3.25 for orientation
I data and in Fig. 3.26 for orientation II data. The 1/S approximation predicts a
complex lineshape with a continuum at higher energies which overall agrees with
the data. The widths of the single particle modes are well described by the 1/S ap-
proximation, with peak positions in good agreement with the data. The momentum
dependence of the intensity is also captured acceptably by the 1/S approximation.
On closer inspection of individual cuts though, we see that it is difficult to exactly
assess the exact level of agreement between theory and data with respect to the
shape of the continuum and subtle features of the main peak shapes such as asym-
metry. We think that improved statistical quality of the data would allow for a
much more in-depth investigation of the shape of the continuum. Due to the overall
quality of the data and the various approximations we have made in the analysis we
are restricted from making a fully quantitative comparison between data and 1/S
theory mainly due to the fact that the data is not sensitive to fitting such a complex
lineshape as is predicted by the 1/S spin-wave theory.
It is instructive to compare theoretical predictions for S=1/2 with predictions
for the S=5/2 classical case. For the classical case, the damping of the one-magnon
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Figure 3.24: Orientation I, intermediate field constant-h cuts (black circles) plotted
together with the 1/S spin-wave theory prediction for S(Q, ω)(yellow line). For each
constant-h cut the corresponding contribution from the main mode (blue interrupted
line) and ghost mode (red interrupted line) is plotted as well. The renormalised
theory predicts a complex lineshape with presence of continuum scattering at higher
energies above the single particle peaks.
mode is much weaker due to the reduced coupling between one and two magnon
excitations for large spin values. Although the width of the single particle peak
is broadened (magnons acquire finite lifetimes), the excitations remain well-defined
throughout the Brillouin zone and the predicted continuum is weak for S=5/2.
This is in contrast to the S=1/2 case, where the redistribution of spectral weight
into a higher energy continuum determines the complete disappearance of single-
particle peaks for some wave vectors. Neutron experiments on the S=5/2 layered
material Ba2MnGe2O7 [83] have shown indication of magnon decay although the
widths extracted from the data were 2-3 times larger than what is predicted by
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Figure 3.25: Orientation I, intermediate field constant-h cuts (black circles) plotted
together with the 1/S spin-wave theory prediction for S(Q, ω) (yellow line). For each
constant-h cut the corresponding contribution from the main mode (blue interrupted
line) and ghost mode (red interrupted line) is plotted as well. The renormalised
theory predicts a complex lineshape with presence of continuum scattering at higher
energies above the single particle peaks.
the 1/S theory, so it is still unclear whether the observed broadening comes solely
from intrinsic decays or whether it is the result of mode overlap and experimental
resolution.
In conclusion, we measured the spin excitation spectrum of (5CAP)2CuCl4 at
B = 0.85Hs, in the canted spin phase, for wave vectors close to Q = (pi/2, pi/2, 0)
and Q = (pi, 0, 0). For the S=1/2 case one-magnon modes are predicted to lose co-
herence and become overdamped within most of the Brillouin zone. A sign of the
presence of intrinsic decays is considered to be a more pronounced broadening of the
one-magnon peaks for (pi/2, pi/2, 0) as compared to (pi, 0, 0), where the peaks should
remain better defined. Another indication of decays is a redistribution of spectral
weight away from the one particle peak, towards the two particle continuum. Our
measurements qualitatively support these predictions and show that the observed
modes are broader than what is predicted by linear spin-wave theory in the absence
of interactions. Including interactions to 1/S order in spin-wave theory predicts a
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Figure 3.26: Orientation II, intermediate field constant-h cuts (black circles) plotted
together with the 1/S spin-wave theory prediction for S(Q, ω) (yellow line). For each
constant-h cut the corresponding contribution from the main mode (blue interrupted
line) and ghost mode (red interrupted line) is plotted as well. The renormalised
theory predicts a complex lineshape with presence of continuum scattering at higher
energies above the single particle peaks.
continuum and agrees better with the measured data. As the (pi/2, pi/2, 0) point
is approached, the measured lineshape becomes more and more asymmetric as fit-
ted to a normal skew distribution and the spectral weight is redistributed towards
higher energies into the continuum. As the (pi, 0, 0) point is approached, the line-
shape becomes asymmetric with the development of a high energy shoulder which
is associated with the two-magnon continuum. There is a corresponding increase in
the intensity of the one-magnon mode. This behaviour is in general good agreement
with the predictions of the 1/S spin-wave theory.
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Proposal of Definitive Experiment We propose here a definitive inelastic neu-
tron scattering experiment to confirm theoretical predictions of magnon decay in
(5CAP)2CuCl4 by allowing for a full quantitative comparison between data and 1/S
spin-wave theory for the decay rates and shape and intensity of the two-magnon
continuum.
In this chapter we showed experimental evidence which qualitatively supports
the presence of magnon decay in (5CAP)2CuCl4. From spin waves measured at
B = 0.85× Bs we extracted the magnon linewidth and identified mode damping,
with increased mode widths for wave vectors around Q = (pi/2, pi/2, 0) as compared
to mode widths for wave vectors around Q = (pi, 0, 0), which is in accord with
predictions of 1/S spin wave theory. The data we collected from LET prevents a
full quantitative comparison with theory due to several reasons: a) the insufficient
statistical quality of the data does not allow for fitting to such a complex lineshape
as is predicted by 1/S spin-wave theory; b) the presence of two, almost degenerate
magnon modes, which almost overlap at the magnetic zone boundary, with the
shadow mode intensity of approximately a third of the main mode intensity, makes
the increased broadening extracted from the data appear as decays; c) due to the
fact that at the time of the LET experiment we were not aware that the g-factor
is slightly anisotropic for (5CAP)2CuCl4 the saturation field known from literature
was lower than in our sample geometry. The experiment was thus not performed
at an ideal value of the applied magnetic field in order to maximize the effects of
magnon decay such as the predicted complete disappearance of the single magnon
peaks with almost all spectral weight found in the two-magnon continuum and the
appearance of double-peak lineshapes in the dynamical structure factor.
For the proposed experiment we want to use LET at the ISIS neutron source
and plan to overcome the issues presented above by: a) using a deuterated sample
mass twice to three times larger than what we had, which although expensive,
was successfully grown before. The installation of a new elliptical guide system on
LET in the summer of 2016 will increase the neutron flux at the sample position
by a factor of three compared to what was available at the time of the original
experiment. Combined with a larger sample mass, it will lead to an overall gain
of approximately nine times in effective flux; b) At a higher applied magnetic field
such as B = 0.95× Bs, magnon decay effects are predicted to be more severe (see
Fig. 3.27) with overdamped modes almost indistinguishable from a continuum for
wave vectors close to Q = (pi/2, pi/2, 0) and presence of double-peak lineshapes along
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the Γ− X reciprocal space path. The higher applied magnetic field will also have
the advantage of changing the integrated intensity ratio between the shadow mode
and main mode from approximately 1/3 to approximately 1/10. This would then
make the data interpretation straightforward by eliminating the possibility that the
observed mode broadening comes from mode overlap as the measured dynamical
structure factor will be dominated by the main mode. The 1/S spin-wave theory
calculation gives exact predictions for the shape and intensity of the two-magnon
continuum and the one-magnon decay rate, which are to be directly compared with
the data.
Figure 3.27: 1/S spin wave theory prediction for S(Q, ω) for an inter-layer coupling
α = 0.32 (value for CAPCC) and at B = 0.95Bs. A convolution with a Gaussian of
full-width at half maximum 0.025 meV has been performed.
LET has a complete detector bank covering horizontal scattering angles from -40
to +140 degrees and from -30 to +30 degrees in the vertical direction which will
allow the excitations to be measured in a large region of momentum space. Such a
large Q coverage makes LET preferable to a standard triple-axis instrument where
one can only perform measurements at specific points in Q space.
In view of extracting magnon decay rates (mode widths) and the shape of the
two-magnon continuum, we argue that the energy resolution typically obtained on
LET is high enough. We back this up by referring to Fig. 3.14 and Fig. 3.15 where we
show the polarised phase mode is approximately resolution limited, with the extra
broadening coming from the finite Q range over which we average the signal. For
example for Ei = 2 meV incident energy neutrons the full width at half maximum
of the energy resolution at the elastic line is approximately ∆E = 0.025 meV.
In conclusion, a better optimised, inelastic neutron experiment will allow for the
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unambiguous confirmation of field-induced magnon-decay in CAPCC by allowing a
quantitative comparison of the extracted two-magnon continuum and one-magnon
decay rates with the predictions of 1/S spin-wave theory. The presence of magnon-
decay in the case of the square-lattice and quantum limit S=1/2 is important to be
firmly established as decays are predicted for a large class of spin systems, but have
only been experimentally observed in the classical S=5/2 square-lattice [83] and the
S=2 triangular lattice [93], and not for S=1/2.
Chapter 4
Triplon Lifetime and Blue Shift in
the Haldane Chain Y2BaNiO5
In this chapter we extend the experimental study of magnon lifetime effects in a
model Haldane spin chain to very high resolution using neutron spin-echo tech-
niques. In the introductory part we motivate the study, we introduce the Heisenberg
spin model in one dimension and show the difference in properties that arises from
considering half-integer or integer spins. We briefly present the ground state prop-
erties and excitations of half-integer antiferromagnetic spin chains and then focus
on the ground and excited states of the S=1 Heisenberg antiferromagnetic chain.
In section 4.2, we give details about theoretical predictions based on the non-linear
sigma model for the lifetime of the triplet excitations and gap energy evolution with
temperature. In section 4.3, we present the properties of Y2BaNiO5, an excellent
realisation of the S=1 Heisenberg chain, and in the next section we describe neutron
spin-echo experiments performed on Y2BaNiO5. In sections 4.5 and 4.6 we present
experimental results for the temperature evolution of the triplet excitations and
gap energy, giving a physical interpretation to the data. We end the chapter with
conclusions and closing remarks.
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4.1 Introduction
Quantum spin chains are paradigmatic model systems whose study provides in-
sight into the physics related to collective, quantum many-body effects. For ex-
ample, quantum spin chains are ideal for the study of quantum fluctuations which
are greatly enhanced in one-dimension and which give rise to disordered quantum
ground states with short range correlations and exotic excitations with no classical
analogues. Quantum spin chains are also studied in connection to quantum compu-
tation where understanding quantum correlations in the ground state plays a crucial
role in the manipulation of quantum states. Due to their reduced spatial dimen-
sionality, quantum spin chains provide a considerable theoretical simplification to
the many-body problem, while at the same time retaining enough complexity to
give rise to rich physics. Theoretical methods and predictions can be tested against
experiments performed on suitable materials which are very good representations of
model chains. The most utilised theoretical methods to study quantum spin chains
are exact calculations such as the Bethe ansatz, quantum field theoretical approaches
such as conformal invariance, semi-classical non-linear σ-model (NLSM), bosonisa-
tion, many-body methods such as the Schwinger boson mean field, series expansion
and numerical methods such as exact diagonalisation (ED), density matrix renor-
malisation group (DMRG) and quantum Monte-Carlo (QMC). Experimentally there
are a lot of excellent realisations of the different variations of quantum spin chains
which can be studied by several techniques which include neutron scattering, mag-
netic susceptibility, magnetization and specific heat measurements, electron spin
resonance (ESR) and nuclear magnetic resonance (NMR) to name a few.
In this chapter we present a neutron spin-echo study of Y2BaNiO5, an excellent
realisation of a famous quantum spin chain model, the S=1 Heisenberg antiferro-
magnetic chain, also known as the Haldane chain [94,95]. We have chosen to study
the S=1 Heisenberg chain because it offers the possibility of investigating symmetry
protected topological states with short range quantum entanglement which are of
major importance to quantum computing. The singlet ground state of the Haldane
chain constitutes a symmetry protected topological state because it does not break
SO(3) spin rotational symmetry and has a gap to the first triplet excited state. De-
spite the absence of classical long range antiferromagnetic order, the ground state is
quantum coherent due to the presence of finite quantum string order [12, 96]. The
excitations above the ground state are predicted to be infinitely long lived, protected
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from external perturbations by the Haldane gap thus preserving the coherence of the
ground state. An excitation can be interpreted [97] as introducing a defect in the
string order which can propagate along the chain until it encounters another defect,
interacts with it and decays. The finite lifetime which results from this interaction
is reflected in the degree of coherence of the ground state. For a real system, defects
are of two major types. Static defects which arise from chemical impurities and
break the chains, and thermally excited defects or excitations which are mobile and
can travel along the chain. This study aims at understanding how robust the triplet
excitations are and what are the possible mechanisms that lead to finite lifetimes
and decoherence in a real S=1 Haldane chain material, Y2BaNiO5.
The starting point in the study of the static and dynamic properties of quantum
spin chains is the spin Hamiltonian which encapsulates the symmetries, types of
interactions and strengths of interactions for the models under consideration. The
Hamiltonian of a general anisotropic XYZ antiferromagnetic chain is written as
H = J
∑
i
[(1 + γ)Sxi S
x
i+1 + (1− γ)Syi Syi+1 + ∆Szi Szi+1] (4.1)
where J represents the intra-chain nearest neighbour exchange coupling and γ and ∆
parametrise the anisotropy. The general case of the anisotropic XXZ chain (γ = 0,
∆ 6= 0) with the properties of its different phases is nicely presented in chapter
one of the book on quantum magnetism by Richter and Bishop [98]. Here, we will
focus on the isotropic Heisenberg case (γ = 0, ∆ = 1) and will consider the S=1/2
and S=1 cases to illustrate the major differences between half-integer and integer
quantum spin chains.
We start with a brief presentation of the S=1/2 Heisenberg antiferromagnetic
chain. The T=0 ground state is a macroscopic singlet as a result of large quantum
fluctuations which prevent magnetic long range order to establish, as first shown
by Bethe [39]. The ground state energy is given by E0 = −NJln2 where N is the
number of spins in the chain. The static spin-spin correlation function behaves as
〈S0Sn〉 ∝ (−1)n
√
ln(n)
n
which shows that the correlation between spins decays as a
power-law with increasing distance. The elementary excitations form a particle-hole
continuum and have fermionic character as opposed to magnons which have bosonic
character [99]. They are S=1/2 quasiparticles known as spinons and give rise to an
excitation continuum which has a lower and upper bound [99,100]
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El(Q) =
pi
2
Jsin(Q) (4.2)
which corresponds to the lower bound of the dispersion in Fig. 4.1 (left). The upper
bound on the continuum is given by
Eu(Q) = piJsin(Q/2) (4.3)
and corresponds to the upper limit of the dispersion in Fig. 4.1 (left). The excitations
are gapless and they are unbound so they are able to travel independently along
the chain. They share energy and momentum between them and give rise to a
continuum of scattering as observed experimentally from inelastic neutron scattering
measurements [3, 71,72,101,102].
Figure 4.1: Left: Continuum spin excitation spectrum of the isotropic S=1/2 Heisen-
berg antiferromagnetic chain (shaded area). Right: Triplet excitation dispersion of
the S=1 Heisenberg antiferromagnetic chain (black line) and higher energy two and
three magnon continua (red and blue shaded areas). Taken from Refs. [98,103].
Depending on the spin quantum number, antiferromagnetic Heisenberg chains
have totally different ground and excited state properties, as first conjectured by
Haldane [94, 95]. Using field theory arguments he showed that the ground state
of an integer-spin Heisenberg chain is disordered with exponentially decaying spin-
spin correlations. It is separated from the first excited state by a spectral gap
which is sizeable for S=1 and exponentially small in the large spin limit. In the
following paragraphs we will concentrate on the properties of the S=1 Heisenberg
antiferromagnetic chain or as it is better known, the S=1 Haldane chain.
A coherent picture of the properties of the Haldane chain has resulted from
several theoretical approaches which include finite-size Monte Carlo [104], density
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matrix renormalisation group [103, 105, 106] and exact diagonalisation [107]. The
ground state energy per spin is E0 = −1.4J and the correlation length is ξ ≈ 6 (in
units of spin-spin distance) with the spin-spin correlations decaying exponentially
as 〈Sα0 Sβn〉 ∝ (−1)nδα,βn−1/2e−n/ξ which is in contrast with the power-law decay that
characterises half-integer Heisenberg antiferromagnetic chains. The singlet ground
state of the S=1 Haldane chain can be naturally understood in terms of the Aﬄeck-
Kennedy-Lieb-Tasaki (AKLT) model [108]. In this model each S=1 can be viewed
as being locally formed of two S=1/2 spins that combine on each site in a fully
symmetric triplet state with total S=1. Each of the two S=1/2 spins then pairs with
a neighbouring S=1/2 from the next site on the left and right, in an antisymmetric
singlet state (see Fig.4.2). The model predicts that in the case of finite size chains the
ground state can be considered to have an effective S=1/2 at each end. The effective
spins have been observed in experiments on both doped NENP using EPR [109] and
in Mg doped Y2BaNiO5 using NMR [110] and INS [111].
Figure 4.2: The Valence Bond Solid (AKLT) model for the ground state of the S=1
Haldane chain. Black ellipses represent the triplet state formed by two S=1/2 spins
at each site. Blue lines represent the pairing of S=1/2 spins on different sites into a
singlet state.
An important property of the S=1 Haldane chain is the presence of quantum
coherence in the ground state. The coherence arises as a result of ’hidden’ string
order [12] that has a strong non-local character and is described by the string cor-
relation function 〈Szi exp(ipi
∑
i<j<i′ S
z
j )S
z
i′〉, which for large distances tends to a con-
stant [112]. This highly non-classical order can be understood in terms of the three
possible eigenstates of the Sz operator with basis states |+1〉, |−1〉 and |0〉. The
states |±1〉 have a classical analogue in the sense that out of them one can build
a Ne´el state as |. . . ,+1,−1,+1,−1, . . .〉, whereas |0〉 does not. String order is car-
ried by states where spin sites with Sz = 0 are inserted in the Ne´el state. A good
approximation to the ground state wave function is a coherent superposition of all
such states with a weighting factor that decreases exponentially with the number of
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Sz = 0 sites [108].
The nature of the singlet ground state and the presence of a gap which separates
it from the first excited triplet state have a direct consequence for the spin dynamics
of the Haldane chain. The low energy excitation spectrum of the S=1 Haldane chain
is markedly different from that of the S=1/2 Heisenberg antiferromagnetic chain as
seen in Fig. 4.1. The T=0 Haldane spectrum predicted by theory is dominated by
well-defined, infinitely long-lived, one-magnon excitations which disperse with wave
vector Q according to
E(Q) =
√
∆2 + v2sin2(Q− pi) (4.4)
where ∆ is the Haldane gap and v is the spin-wave velocity which is connected to
the main intra-chain exchange by v = 2.49J (for an isotropic chain) [106]. The one-
magnon dispersion has a minimum Emin = ∆ at Q = pi and a maximum Emax = 2.7J
near Q = pi/2. The one-magnon spectrum terminates abruptly at a critical value of
the wave vector Qc = 0.23pi − 0.24pi, and the dynamical response is dominated by
two-magnon excitations for Q < Qc. At Q = 0 the two-magnon continuum begins
at energies E > 2∆. The spectrum at Q = pi and energies E > 3∆ is dominated by a
three-magnon continuum of excitations. The asymmetry in the excitation spectrum
is indicative of the absence of broken translational symmetry in the ground state of
the S=1 chain, unlike the case of the S=1/2 chain.
In real materials there is always a finite anisotropy which has to be taken into
account when investigating the properties of the S=1 Haldane chain. In general the
spin Hamiltonian with anisotropy has the form
H = J
∑
i
SiSi+1 +
∑
i
D(Szi )
2 (4.5)
where D sets the strength of the single-ion anisotropy.
The effect of anisotropy on the properties of the Haldane chain was theoreti-
cally considered by Golinelli et al. [113–115]. They studied the effect of single-ion
anisotropy of the easy-plane type (D) on the gap energy and showed that the Hal-
dane gap is split into a lower lying doubly degenerate doublet and a higher singlet.
Their numerical data fitted quite well a linear dependence of the gap, for small
values of D/J up to 0.25, by
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∆− = ∆(0) + 1.41D (4.6)
∆+ = ∆(0)− 0.57D (4.7)
where ∆(0) = 0.4105J is the value of the purely isotropic model and D is the single-
ion anisotropy parameter. When D is increased, the lowest gap continuously closes
and it is exactly zero at D = J. At this value of D, a transition takes place between
the Haldane phase and the large-D phase [114]. In the large-D phase the spectral
gap which separates the ground state from the first excited state is due to anisotropy
only, whereas in the Haldane phase with D = 0, the gap arises due to purely quantum
considerations. The effect of a more general single-ion anisotropy which includes an
easy-plane (D) term and an in-plane term (E), on the isotropic Hamiltonian, was
considered by Golinelli et al. [115]. They found that for non-zero E, the following
holds true
∆x = ∆(0)− αD + 3αE (4.8)
∆y = ∆(0)− αD− 3αE (4.9)
∆x = ∆(0) + 2αD (4.10)
for the gaps along three directions and where α ≈ 2/3. One can see that the effect
of E is to lift the degeneracy of the doublet state. The values predicted for the gaps
and anisotropy parameters match well with experimentally determined values for
NENP and Y2BaNiO5 [116,117].
Ever since the initial proposal of Haldane [94,95] that the integer spin Heisenberg
antiferromagnetic chain has qualitatively different properties than the half-integer
spin chain, experimental efforts were focused on finding suitable candidate materials
to study the Haldane conjecture.
The first material to be studied was the isotropic Heisenberg CsNiCl3 which has
an intra-chain exchange J = 2.28 meV and an inter-chain exchange J′ = 0.044 meV
which leads to long-range magnetic order below TN = 4.8 K. Above TN, the system
behaves one-dimensionally and presents many of the characteristics predicted for
the S=1 Haldane chain [118,119]. These include a disordered ground state with no
long-range magnetic order, a spectrum of excitations dominated by a single-magnon
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dispersion which has a measured gap ∆ ≈ 1.2 meV [120] at the antiferromagnetic
zone centre Q = pi and a continuum of two-magnon excitations for wave vectors close
to Q = 0 [121].
Another system which was found to be a good realization of the S=1 Haldane
chain is the organic compound Ni(C2H8N2)2NO2ClO4 (NENP). It has a very good
one-dimensional character with J = 4 meV and no experimental evidence of a transi-
tion to long-range magnetic order which implies that inter-chain coupling is negligi-
ble. The system is quite anisotropic with D/J ≈ 0.2 [116,122,123]. This anisotropy
splits the Haldane gap into three gaps (∆‖ = 2.4, ∆⊥1 = 1.23, ∆⊥2 = 1.05 meV)
corresponding to fluctuations polarised along the chain and perpendicular to the
chain respectively [124].
Another realisation of the S=1 Haldane chain is AgVP2S6 [125, 126]. It is well
described by an isotropic Heisenberg model with J ≈ 58 meV and very weak inter-
chain J′/J < 10−5 [127]. The Haldane gap measured at the minimum of the triplet
dispersion Q = pi is given by ∆ = 26 meV and the correlation length in units of
spin-spin distance is ξ = 5.5± 1 [127]. The disadvantage of AgVP2S6 is that large
single crystals are unavailable for detailed neutron scattering studies.
The material studied here is Y2BaNiO5 [128]. It was chosen due to several rea-
sons. Firstly, detailed investigations using inelastic neutron scattering can easily be
performed due to the availability of high quality single crystals. Secondly, Y2BaNiO5
has been shown not to order magnetically down to the lowest experimentally reach-
able temperatures. Thirdly, it is only slightly anisotropic D/J ≈ 0.03 and has a mean
gap ∆ = 8.55 meV. It has a very good one-dimensional character as evidenced by
the small intra-chain to inter-chain exchange ratio J′/J < 5× 10−4 with J = 24.5
meV. Y2BaNiO5 is one of the best experimental realisations of the S=1 Haldane
chain and all its characteristics make it ideal for inelastic neutron scattering studies
of the temperature evolution of the excited triplet state.
4.2 Predictions for Triplet Lifetime and Gap Evo-
lution with Temperature
At T = 0 the excitation spectrum of the S=1 Haldane chain is well understood as ev-
idenced by the good agreement between theory and experiments on various physical
realisations of the model which include CsNiCl3 [118–121,129], NENP [116,124,130],
4.2. Predictions for Triplet Lifetime and Gap Evolution with
Temperature 93
AgVP2S6 [125–127] and Y2BaNiO5 [117, 131–134]. The low energy excitation spec-
trum is dominated by well-defined, infinitely long lived (δ-function lineshape) one-
magnon (triplon) excitations between Q = 0.25pi and Q = pi. For wave vectors
around Q = 0 and at energies larger than 2∆ the spectrum consists of two-magnon
excitations. For wave vectors around Q = pi and at energies larger than 3∆ the
excitations are three-magnon excitations.
At T 6= 0 the triplet excitations are theoretically predicted to become unstable
due to interactions with static defects and other thermally excited particles. This
damping should be reflected in the dynamical structure factor as a broadening of
the one-magnon lineshape, which is described by an activated behaviour across
the Haldane gap. The excitation instability can be understood if one considers
that at T = 0 there are no excitations on the chain but as temperature increases,
thermal fluctuations create new triplet excitations. Interaction between the triplet
excitations leads to their instability and determines their finite lifetimes. Another
consequence of T 6= 0 is that the Haldane gap energy is predicted to change with
respect to its T = 0 value, an effect known as blue shift. The blue shift arises
due to the fact that as the temperature increases, the number of thermally excited
quasi-particles increases so any one of them is confined to move between boundaries
imposed by neighbouring quasi-particles. Such a constraint clearly changes their
energy and instead of being created with energy ∆, they are created with larger
energies which reflect an increase in their kinetic energy. Both the blue shift and
the excitation damping have been experimentally confirmed in NENP [130], CsNiCl3
[129,135], NINAZ [136], SrNi2V2O8 [137] and Y2BaNiO5 [97, 134].
Xu et al. [97] measured the temperature evolution of the Haldane gap energy
∆ and inverse lifetime of triplet excitations Γ in Y2BaNiO5 (∆ ≈ 100 K), in a
temperature range from T→ 0 K to T = 100 K, using inelastic neutron scattering.
For temperatures T < 20 K the resolution function of the triple-axis spectrometer
they used, limited the inverse lifetime to Γ ≥ 0.1 meV for a Gaussian lineshape and
to Γ ≥ 0.05 meV for a Lorentzian lineshape. The objective of our study was to
measure the inverse lifetime for temperatures T < 50 K with a focus on the region
of temperatures close to T = 0, by using the neutron spin-echo technique (NSE).
NSE has an energy resolution of about two orders of magnitude better than a typical
triple-axis technique, thus allowing a more accurate determination of Γ as T→ 0.
The evolution of Γ(T) in this low temperature region is expected to be revealing of
the nature of the decoherence mechanisms that lead to finite lifetimes.
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In the remainder of this section we present a quantitative model for the tem-
perature evolution of the inverse lifetime of triplet excitations, which adds to the
semi-classical model based on the non-linear sigma model (NLSM) [138]. We sup-
plement the NLSM model by taking into account two further aspects which are of
importance when considering real Haldane systems. The first is the contribution to
the inverse lifetime which is expected due to static defects alone (impurities) and
the second is the contribution to the inverse lifetime due to the fact that in a real
sample, impurities will lead to a Poisson distribution of chain lengths. For the blue
shift we present the predictions of the NLSM of Jolicoeur and Golinelli [139].
In the large S limit, the low energy properties of the Haldane chain are described
by the NLSM [94, 95]. Although it has not been rigorously proved, there is strong
evidence [140] that the mapping of the Heisenberg model onto the NLSM is exact
even for S=1. In the NLSM, the low energy excitations are triplets which are
separated by an energy gap ∆ from the ground state and which propagate either
ballistically or diffusively, depending on the temperature regime. We are interested
in the regime at T < ∆ where strong quantum fluctuations create a singlet ground
state and there are a few thermally excited triplets propagating along the chain. At
T = 0, near Q = pi and at energy ∆, the dynamical structure factor is typical for a
single-particle excitation and is well-described by a δ-function lineshape [138, 141].
As the temperature increases, an asymmetric lineshape develops and at T = ∆/2
(where ∆ = 100 K for Y2BaNiO5) the asymmetry is quite pronounced as predicted
by the NLSM study of Essler and Konik [141] and shown in Fig. 4.3.
In terms of transport, excitations are viewed as particles which at T=0 and for
an infinite chain are perfectly stable, long-lived and propagate ballistically along the
chain. Their density is zero and they are treated as non-interacting. At T > 0 the
presence of thermally excited particles (thermal defects) increases the total triplet
density and interactions between particles have to be explicitly considered. The
consequence of this fact is that the particles acquire finite lifetimes and as their
density increases, their mean lifetimes decrease, which is reflected in S(Q, ω) as a
broadening in energy.
In order to quantify the real expected lifetime we consider that at T=0 the
ideal, infinitely long chains are broken into finite segments by chemical impurities.
The distribution of resulting chain lengths is well described by a Poisson distri-
bution with the mean chain length given by L0 spin-spin distances. For a finite
chain of length L0, an excitation can, on average, travel half the length of the
4.2. Predictions for Triplet Lifetime and Gap Evolution with
Temperature 95
Figure 4.3: Temperature dependence of the lineshape of S=1 Haldane chain triplet
excitations at Q = pi as predicted by the non-linear sigma model (NLSM). The
predictions for the Haldane gap energy ∆ and inverse lifetime Γ are compared with
measurements of Xu et al. [97] and plotted in the insets. Adapted from Essler and
Konik [141].
chain until it encounters a chain termination and decays. The distance over which
it travels is its mean free path λ0 = L0/2, and is interpreted as the distance over
which the excitation is coherent. The mean free path can be translated in terms
of an effective density of static defects as ρ0 = 1/L0. At finite temperatures, ther-
mal fluctuations create excitations which can be effectively considered as mobile
defects. The density of thermal defects increases with temperature according to
ρT = 3
√
kBT∆/(2piv2)exp(−∆/kBT) [138, 142] and determines the triplet excita-
tion mean free path λT due to interactions with thermal excitations. The density of
thermal defects is determined by the Haldane gap energy and the spin-wave velocity
of the quasi-particles. It reflects the presence of the Haldane gap through the ex-
pected activated behaviour given by the exponential factor. This expression can be
understood from simple arguments involving the density of momentum states which
arises as a result of space confinement of particles. If one assumes that the triplet
interaction with static and thermal defects are uncorrelated processes, then the total
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mean free path of the triplets is given as 1/λt = 1/λ0 + 1/λT or ρt = ρ0 + ρT and
shows that there is a direct correspondence between the total density of defects and
an effective chain length. The way of adding the mean free paths is in analogy to
Matthiessen’s rule which describes the electrical resistivity of materials as a result
of the combined effect of electron scattering from independent processes such as im-
purities, phonons, defects and other electrons. The static and thermal defects were
experimentally shown to have the same effect on the mean free path of the triplet
excitations by Xu et al. [97] (see Fig. 3(A) in Ref. [97]).
As a result of interaction with static and thermally activated defects, the triplet
excitations become unstable and decay. Their instability is quantified in terms of the
decay rate or mean inverse lifetime Γ =< 1/τ >. The mechanisms that contribute
to the lifetime are the distribution of chain lengths as a result of impurities 1/ΓL,
the interaction with static defects 1/Γ0 and the interaction with other thermally
activated defects 1/ΓT.
It is theoretically known from finite chain calculations that the Haldane gap
energy changes with chain length according to Lou et al. [143] as
∆(L) =
√
∆2 + v2sin2(
pi
L + 2
) (4.11)
where L is the chain length, ∆ is the gap for the infinite ideal chain and v is the
spin-wave velocity. In order to determine the contribution to Γ coming from a
distribution of chain lengths, we calculate what is the corresponding spread in gap
energy for a finite spread in chain length. ΓL is then given by the spread in ∆.
We associate the spread in chain length with the full-width at half maximum of a
Gaussian distribution because in the limit of a large mean chain length, the Poisson
distribution becomes a Gaussian distribution characterised by the full-width at half
maximum. Basically we know that in the vicinity of L = L0 we can write down a
linear relationship which connects a spread in ∆ to a spread in L in the following
way
∆(L)−∆(L0) = d∆
dL
(L− L0) (4.12)
which for a Gaussian distribution of chain lengths becomes
FWHM(∆) =
d∆
dL
FWHM(L) (4.13)
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and where we want to determine d∆/dL from knowledge of Eq. 4.11. For wave
vectors close to Q = pi and for L 2 (Xu et al. [97] measured the impurity con-
centration for the same Y2BaNiO5 sample as ours and inferred that the mean chain
length is L0 = 70 spin-spin distances), Eq. 4.11 becomes ∆(L) =
√
∆2 + pi2v2/L2,
the derivative of which evaluated at L = L0 is
d∆
dL
∣∣∣
L0
= − pi
2v2√
∆2 + pi2v2/L20L
3
0
(4.14)
The inverse triplet lifetime which results from a distribution of chain lengths
with mean L0 is given by the half-width at half maximum of the corresponding
distribution of gap energies and has the following expression
ΓL =
pi2v2√
∆2 + pi2v2/L20L
3
0
· 2.355
√
L0
2
(4.15)
where ∆ is the Haldane gap for the infinite chain, L0 is the mean chain length
and 2.355
√
L0/2 is the half-width at half maximum of the Gaussian distribution of
chain lengths, taking the standard deviation of the Gaussian as simply the standard
deviation of the parent Poisson distribution with mean L0, which is
√
L0. The
expression for ΓL is independent of temperature and shows that as T→ 0 the lifetime
of the triplet excitations is only limited by the distribution of chain lengths which
results from considering impurities.
The second contribution to the inverse lifetime that we consider is Γ0 which re-
sults from the interaction of the triplet excitations with static defects only. We begin
the derivation by considering the density of momentum states which is available for
the triplet excitations when they are confined by thermally activated excitations in
a one-dimensional box of typical length L. The size of the box in momentum space
is given by q = 2pin/L with n being the number of triplets that can be fitted in the
box. The density of triplets in the range [q, q + dq] is given as
dn
L
=
1
2pi
exp(−
√
∆2 + v2q2/kBT)dq (4.16)
which accounts for temperature by weighing with the Boltzmann factor. For kBT ∆
we expand the argument of the exponential around q = 0 as
∆
kBT
(√
1 +
(vq
∆
)2)
=
∆
kBT
(
1 +
1
2
(vq
∆
)2
+ · · ·
)
(4.17)
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and keep only the first two terms. The density of triplets becomes
ρT(q) = 3
∫ +∞
−∞
dn
L
dq =
3
2pi
exp
(
− ∆
kBT
(
1 +
1
2
(vq
∆
)2))
ρT(q) =
3
2pi
exp
(
− ∆
kBT
)
exp
(
− 1
2
(vq)2
kBT∆
)
(4.18)
and gives the total number of triplets per length as a function of momentum. The
factor 3 is due to the presence of three distinct types of triplets (|+ 1〉, |0〉, | − 1〉).
The second thing we consider is the the group velocity vg of quasi-particles
with a dispersion relation given by Eq. 4.4 which in the vicinity of Q = pi becomes
E(q) =
√
∆2 + v2q2 with q = Q− pi. The group velocity is given by
vg =
dE
dq
=
v2q√
∆2 + v2q2
(4.19)
and in the limit of small q it becomes vg = v
2q/∆. We want to determine what
is the mean inverse lifetime due to the dispersion of triplet excitations that are
characterised by the group velocity vg knowing that the total density of triplets
varies as a function of momentum according to Eq. 4.18. We compute the mean
inverse lifetime as
〈1
τ
〉 = Γ0 = 1
L0
∫ +∞
−∞ vgρT(q)dq∫ +∞
−∞ ρT(q)dq
(4.20)
The denominator of the last fraction in Eq. 4.20 represents the total density of
triplet excitations irrespective of momentum q. It is calculated in the following way
ρT =
∫ +∞
−∞
ρT(q)dq
=
3
2pi
exp
(
− ∆
kBT
)∫ +∞
−∞
exp
(
− 1
2
q2
(
√
kBT∆/v)2
)
=
3
2pi
exp
(
− ∆
kBT
)√
2pi
√
kBT∆
v
ρT = 3
√
kBT∆
2piv2
exp
(
− ∆
kBT
)
(4.21)
which is a nice result, as it is identical with the total density of thermal excitations
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given by Sachdev and Damle [138, 142]. It shows that the density of thermal ex-
citations behaves as expected for an activation across the Haldane gap. With this
firm result in place we return to the determination of the mean inverse lifetime.
Replacing the expression for the group velocity in the limit of small wave vector q
and the result for the total density of thermal excitations, in Eq. 4.20, we obtain
Γ0 =
1
L0
v3√
2pi
√
kBT∆∆
∫ +∞
−∞
q · exp
(
− 1
2
q2
(
√
kBT∆/v)2
)
dq
=
1
L0
v3√
2pi
√
kBT∆∆
2
∫ +∞
0
q · exp
(
− 1
2
q2
(
√
kBT∆/v)2
)
dq
=
1
L0
2v3√
2pi
√
kBT∆∆
kBT∆
v2
= ρ0
1√
pi
2v
√
kBT
2∆
Γ0 = ρ0〈vg〉 (4.22)
where we have written 1/L0 = ρ0. We see that the inverse triplet lifetime that results
from interaction with static defects can be written as the density of static defects
multiplied by an effective velocity. We interpret this velocity as the mean group
velocity of the triplets which is given as
〈vg〉 = 2v√
pi
√
kBT
2∆
(4.23)
The inverse lifetime due to static defects varies with the square root of temper-
ature Γ0 ∝
√
T and should be the dominant contribution at T ∆/kB.
The contribution to the inverse lifetime which results from interactions with
thermally activated excitations ΓT is obtained by Damle and Sachdev [138] using
a semi-classical approach based on the non-linear sigma model. They give for the
inverse lifetime
ΓT =
3kBT√
pi
exp
(
− ∆
kBT
)
= 3
√
kBT∆
2piv2
exp
(
− ∆
kBT
)
· 2v
√
kBT
2∆
ΓT = ρTvrms (4.24)
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The inverse triplet lifetime which comes from interactions with thermal defects
has the same form as Γ0 in the sense that it is written as the product of a density
of quasi-particles and a velocity. In this case the velocity is the root mean square
velocity which has the form
vrms = 2v
√
kBT
2∆
(4.25)
and it gives the mean velocity of a thermally excited quasi-particle. The inverse
lifetime of the triplet excitations due to thermally activated defects varies with
temperature as ΓT ∝ T · exp(−1/T) and is the dominant contribution at large tem-
peratures, T < ∆/kB.
The contributions to the lifetime of the triplet excitations derived above all
combine to give the total triplet lifetime in an identical manner as we combined
mean free paths. If one deals with three independent processes which each lead to
a finite lifetime, than the consideration of all processes together should give rise to
a total lifetime which is smaller than each individual lifetime contribution. This
is simply written as 1/τ = 1/τL + 1/τ0 + 1/τT or Γ = ΓL + Γ0 + ΓT. Explicitly we
write
Γ(T) =
pi2v2√
∆2 + pi2v2/L20
1
L30
· 2.355
√
L0
2
+
1
L0
· 2v√
pi
√
kBT
2∆
+ 3
√
kBT∆
2piv2
exp
(
− ∆
kBT
)
· 2v
√
kBT
2∆
(4.26)
This equation gives the temperature dependence of the inverse triplet lifetime
when we account for a distribution of chain lengths as a result of the presence of
chemical impurities in a real system, the interaction with chain-breaking, static
defects and the interaction with thermally activated mobile defects. Three regimes
are identified, at T = 0 where the lifetime is given by the distribution of chain
lengths, at T ∆/kB where the density of thermally activated defects is small and
the lifetime arises due to interactions with chain-breaking defects and at T < ∆/kB
where the lifetime is determined by thermally activated defects.
We have seen that due to finite chain effects and thermal effects, we can consider
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the excitations in the S=1 Haldane chain to be confined in one-dimensional boxes.
This gives rise to quantum behaviour of the quasi-particles and the consequence is
that when they are created, instead of being created with energy ∆, they are created
with an extra kinetic energy due to the constraints of having to move between
fixed boundaries. The amount of extra energy is proportional to the density of
thermally excited triplets and so, as the temperature increases, the energy of the
gap is expected to increase exponentially. This effect is known as the blue shift of
the gap energy. The evolution of the gap with temperature has been computed by
Jolicoeur and Golinelli [139] in the framework of the NLSM. They state that although
their calculations assume the purely isotropic case, the effect of anisotropy should
not change their conclusions qualitatively. They give for temperature approaching
zero, an activated behaviour
∆(T) = ∆ +
√
2pi
√
∆kBTexp
(
− ∆
kBT
)
(4.27)
where ∆ is the value of the Haldane gap for the infinite chain in the limit of T = 0.
4.3 Sample Properties
The nickelate compound Y2BaNiO5 was first successfully synthesized by Buttrey et
al. [128]. Their phase equilibrium studies revealed a new stable phase of the Y-Ba-Ni-
O system. They managed to grow single crystals of Y2BaNiO5 via an RF induction
melting technique and show that the structure symmetry belongs to the Immm space
group with lattice parameters a = 3.765 A˚, b = 5.755 A˚, c = 11.324 A˚ at 10 K [144].
X-ray and neutron scattering measurements on powder samples revealed that each
Ni atom is surrounded by 6 oxygen atoms in a distorted octahedral environment.
The Ni-O distance along the a-axis is d = 1.885 A˚ whereas the Ni-O distance in the
bc-plane is d = 2.186 A˚ [131]. Considering the magnetic superexchange paths the
structure can be considered as made up of chains of Ni atoms which run along the
a-axis, with every chain isolated from its neighbouring chains by Y and Ba atoms
(see Fig. 4.4). Magnetic susceptibility measurements on a powder sample revealed
a broad maximum at T = 400 K, an indicative of one-dimensional behaviour of the
magnetic correlations. At T < 25 K the susceptibility was very well described by a
Curie law which was interpreted as either being due to the presence of paramagnetic
impurities or the presence of finite length chains as expected from a policrystalline
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sample. A fit of the measured susceptibility to theoretical predictions for a S=1
chain gave the intra-chain exchange J = 285 K or J = 24.7 meV [131]. Subsequent
susceptibility measurements have revealed that there is no magnetic long range order
down to T = 1.8 K [145]. Neutron scattering on a powder sample has shown the
presence of an energy gap in the excitation spectrum ∆ = 8.5 ± 0.5 meV [131].
Inelastic neutron scattering data on a single crystal of Y2BaNiO5 determined the
value of the intra-chain exchange J = 24.1 meV and gave a value for the gap along
the chain direction as ∆‖ ≈ 10 meV [133].
Figure 4.4: Crystal structure of Y2BaNiO5 viewed from two different directions.
The colour legend for the atoms is: Y (grey), Ba (green), Ni (red), O (blue). We
show the bonds between the nickel atoms along the chain direction with light grey.
The inelastic neutron scattering experiments of Xu et al. [117] and Sakaguchi
et al. [134] have revealed similar features of the excitation spectrum of Y2BaNiO5.
Xu et al. [117] found that the excitation gap at the triplet minimum at Q = pi is
split into three separate gaps ∆a = 7.5 meV, ∆b = 8.6 meV, ∆c = 9.6 meV cor-
responding to spin fluctuations polarised along the a-,b- and c-directions respec-
tively. By taking the value of the mean gap (∆a + ∆b + ∆c)/3 = 8.55 meV they in-
ferred for the intra-chain exchange a value of J = 21 meV, assuming ∆/J = 0.4105,
which is theoretically predicted for the Haldane chain [103]. The spin-wave velocity
v = 70(5) meV was determined by a fit of the observed excitations to the dispersion
E(Q) =
√
∆2 + v2sin2(Q− pi) + Acos2((Q− pi)/2) but is too large when comparing
the computed dispersion using v = 70 meV with the data, as evident from the data
of Xu et al. [117] given in Fig. 4.5. The energy of the excitations computed with
v = 70 meV is overestimating the measured energies and thus a smaller value for v
must clearly describe the data better. An accurate value for v is essential in order
to perform reliable corrections to the neutron spin-echo data as we will see in the
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section on results. The uncertainty in v has motivated us to remeasure the one-
magnon dispersion in Y2BaNiO5 and extract a more reliable value for the spin-wave
velocity v. The measurement will be described in detail in section 4.5.
The correlation length computed using the experimentally extracted values for
the mean gap and the spin-wave velocity is ξ = v/∆ = 8.1, which is larger than
ξ = 6 predicted for the ideal Haldane chain. The splitting of the Haldane gap into
three separate gaps is an indication of finite anisotropy. The data does not allow to
distinguish between exchange and single-ion anisotropy, but Xu et al. [117] assume
that the observed anisotropy is of single-ion type. They give values for the anisotropy
parameters D = −0.81 meV (D/J = −0.04) and E = 0.25 meV (E/J = 0.01). The
strength of the inter-chain coupling is found to be J′/J < 5× 10−4 which can be
considered negligible and reinforces the idea of one-dimensional magnetic character.
Figure 4.5: One-magnon excitation energy variation with wave vector transfer q˜
in Y2BaNiO5 as measured by Xu et al. [117] and plotted alongside the computed
dispersions (lines) using the spin-wave velocity v = 70 meV and the three values of
the Haldane gap ∆a = 7.5 meV, ∆a = 8.6 meV and ∆a = 9.6 meV. It shows that
the computed dispersions are overestimating the energy for the last three measured
points and for a better agreement with the data, a smaller value of v should be used.
Taken from Ref. [117].
Sakaguchi et al. [134] measured the one-magnon dispersion around Q = pi and
from a fit to the single-magnon dispersion given by E(Q) =
√
∆2 + (2.7JS)2sin2(Q− pi)
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they obtained J = 24.1± 1 meV for the intra-chain exchange and ξ = 6.9±0.6 Ni-Ni
spacings for the correlation length. The gap values extracted for spin fluctuations
along the three orthorhombic crystal axes are ∆a = 7.5 meV, ∆b = 8.6 meV and
∆c = 9.5 meV. From the measurement of the gaps, Sakaguchi et al. [134] compute
the single-ion anisotropy parameters D = −0.78 meV (D/J = −0.03) and E = 0.23
meV (E/J = 0.01). By following the temperature dependence of the single magnon
peak at the triplet minimum they observed an increase of the peak width and a
shift of its position towards higher energies. This observation is in accord with the
prediction of the existence of a blue shift in Y2BaNiO5. The data shows that the
prediction of the NLSM given in Eq. 4.27 overestimates the temperature depen-
dence of the gap energy for T > 40 K. From the peak width, Sakaguchi et al. [134]
extract the inverse lifetime Γ of the excitations as a function of temperature and
show that the NLSM prediction accounts acceptably for the data, for T < ∆/kB. A
better description is found if the value of the gap is replaced with the experimentally
determined gap at each temperature.
The most recent study of the triplet lifetime and blue shift of the Haldane gap
in Y2BaNiO5 was performed by Xu et al. [97]. This study should be regarded as
more reliable as compared to older studies due to the increased experimental energy
resolution (∆EXu = 0.1 meV) which is at least an order of magnitude better that
of Sakaguchi et al. [134] (∆ESa = 1.3 meV). Xu et al. [97] measured the blue shift
of the Haldane gap energy and showed that the NLSM prediction of Jolicoeur and
Golinelli [139] given in Eq. 4.27 (black line in Fig. 4.6 A) severely overestimates the
measured energy for T > 20 K. The data is much better described in terms of a
model which combines the effects of static and thermal defects using the mean free
paths as 1/λ = 1/λ0 + 1/λT. The mean free path due to thermal defects is given by
the density of thermal defects as λT = 1/2ρT with ρT from Eq. 4.21. The mean free
path due to static defects is deduced from the Monte Carlo study of Nightingale
and Blote [104] which give the T = 0 gap energy as a function of chain length L.
Taking λ0 = L/2 and combining it with λT an effective mean free path or chain
length is obtained. The gap energy computed with this effective chain length at
each temperature is obtained and plotted in Fig. 4.6 A with a solid blue line and
accounts very well for the data.
Xu et al. [97] measured the inverse lifetime Γ of the triplet excitations as a
function of temperature. Their data was not able to distinguish between a Gaussian
and a Lorentzian spectral function so they fitted the data to both lineshapes. The
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Figure 4.6: A) Blue shift of the Haldane gap measured by Xu et al. [97] (black points)
together with the prediction of the NLSM [139] (black line) and the prediction of
the model described in the text (blue line). The base temperature gaps measured
for Ca (red diamonds) and Mn (green diamond) doped Y2BaNiO5 samples are also
plotted. The inclusion of impurities of Ca and Mn breaks the infinite chains into
finite segments. The measured gap energy matches very well with the gap energies
measured for the pure compound and shows that static defects and thermal defects
have an identical effect on the Haldane gap. B) Inverse lifetime Γ extracted from the
data by fitting the lineshape to a Gaussian profile (filled circles) and a Lorentzian
profile (open circles). The theoretical prediction of the NLSM is plotted with black
interrupted line. Taken from Ref. [97].
result for the inverse lifetime extracted from the fits is plotted in Fig. 4.6 B alongside
the prediction of the NLSM (interrupted black line). There is a significant difference
between the Γ extracted from a Gaussian fit and a Lorentzian fit which increases with
increasing temperature, with almost a factor two difference for 50 K < T < 100 K.
This signals the fact that the tails of the magnon peaks play an important role and
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understanding the behaviour in the tails is crucial in order to correctly extract the
inverse lifetime. At low temperatures T < 20 K, the measured inverse lifetime is
limited to Γ ≥ 0.1 meV by the resolution of the triple-axis instrument. The current
study of the triplet lifetime evolution with temperature is motivated by the fact
that it is important to establish the evolution of Γ in this low temperature region in
order to reveal whether the inverse lifetime goes to zero as predicted by the NLSM
or whether it is limited to a finite value, what is its behaviour as approaching T = 0
and what are the possible mechanism which limit it.
4.4 Experimental Details
In order to study the temperature dependence of the triplet lifetime and gap energy,
a high-resolution inelastic neutron scattering experiment was performed at the neu-
tron resonant spin-echo triple-axis spectrometer (NRSE-TAS) TRISP located at the
FRM-II reactor in Garching, Germany. Details about the technique and underlying
theoretical concepts were presented in Chapter 2. In essence, NRSE allows for the
measurement of single particle dispersive excitation energies and lineshapes with
energy resolution in the µeV range, about two orders of magnitude smaller than
what current triple-axis spectrometers can achieve. The basic idea behind NRSE is
to use differences in the Larmor phase of a polarised incident neutron beam which
runs through a uniform magnetic field before and after the sample, to determine the
energy transfer between the neutron and the sample.
The mass of our Y2BaNiO5 sample was m = 2 g and it consisted of two cylin-
drically shaped single crystals which were co-aligned to less than one degree by
Dr. Toby Perring and were mounted on an aluminium base plate with the a? − b?
crystallographic plane in the horizontal scattering plane of the spectrometer. The
co-alignment was confirmed during preliminary measurements. The sample was
mounted at the end of a stick which was introduced into a standard closed-cycle
refrigerator to reach temperatures as low as T = 3.5 K. The lattice parameters were
refined at 3.5 K to give a = 3.758 A˚, b = 5.755 A˚ and c = 11.334 A˚.
TRISP was run in a configuration with the scattering senses at the monochroma-
tor SM=-1, at the sample SS=-1 and at the analyzer SA=-1, which gave the highest
outgoing beam polarization. A negative sense means that the scattering angle as
measured with respect to the incident neutron beam is measured in a clockwise
sense. We used a pyrolytic graphite (PG) monochromator with a vertical curvature
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radius of rmv = 0.8 m−1 and zero curvature horizontally. We chose to do this in
order to increase the incident flux at the sample position. A vertical focusing wors-
ens the vertical Q resolution but this is unimportant in the case of scattering from
a 1D chain where the chain direction is in the horizontal scattering plane because
the scattering is featureless for Q directions perpendicular to the chain direction.
The analyser used for the inelastic measurements was a Heusler alloy with small
horizontal curvature radius rah = 0.2 m−1 and vertical focusing fixed with a curva-
ture radius of (rav = 1 m−1), for better beam focusing, with the beam size at the
sample position being 50 mm× 20 mm (H×V). A velocity selector was used before
the sample to filter out higher order incident neutron wavelengths and allowed a
large incident wavelength distribution ∆λ/λ ≈ 10%. This broad distribution does
not affect the energy resolution of the experiment because the resolution does not
depend, to first order, on the wave vector transfer. The final wave vector was fixed
to kf = 2.51 A˚
−1 and TRISP was operated in the Larmor mode where the magnetic
fields in the two spectrometer arms were parallel. We operated in Larmor mode
because there is a spin-flip process which occurs at the sample position.
The spectrometer was set to measure at the Q = (0.5, 1.5, 0) r.l.u. and E = 7.6
meV, which corresponds to the magnetic zone centre and minimum of the triplon
dispersion corresponding to spin fluctuations polarised along the chain direction. Q
was chosen such that the polarisation factor in the neutron scattering cross section
minimises the intensity of the second triplet mode at energy ∆b = 8.6 meV. This
ensures that within the experimental resolution ellipsoid we only pick up fluctuations
from the mode at ∆a = 7.6 meV and minimize any contribution from ∆b. The
third mode at energy ∆c = 9.6 meV is too far away in energy to contribute to
the scattering we observe as the full-width at half-maximum (FWHM) of the TAS
resolution ellipsoid is ∆E = 1.2 meV.
For the inverse lifetime, the experiment consisted in first measuring the echo
amplitude at a number of spin echo times τ and then extracting the corresponding
outgoing neutron beam mean polarisation by fitting the oscillation of the spin-echo
intensity to a model given in Ref. [146]. The spin-echo time was changed by varying
the frequencies in the RF spin-flip coils in the first and second arm of the spec-
trometer. The true outgoing beam polarisation as a function of spin-echo time τ
was obtained after the raw measured polarisation was divided by a polarisation cor-
rection which takes into account several depolarising mechanisms. As the neutron
beam travels through space, it naturally depolarises. Stray fields and field inhomo-
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geneities also cause beam depolarisation. All three effects were accounted for by
calibration measurements. These measurements consisted in measuring the polari-
sation as a function of coil frequency and with an empty instrument (without the
sample), using the same experimental conditions as for the spin-echo scans. The
depolarisation coming from sample dependent factors such as crystal mosaic, spread
in lattice spacing and curvature of the dispersion surface probed within the TAS
resolution ellipsoid, is taken into account using a standard formalism [146,147]. The
measured raw polarisation at each spin-echo time τ was then divided by the com-
bined polarisation correction from extrinsic effects at the same τ . P(τ) uniquely
determines the spectral function because P(τ) ∝ ∫ S(ω)cos(ωτ)dω, the cos-Fourier
transform of S(ω). The characteristic width of the spectral function, which is in-
versely proportional to the lifetime of the triplet excitations was extracted from the
fit of P(τ) to the Fourier transform of a model for S(ω). The temperature depen-
dence of the inverse lifetime was determined by performing identical measurements
of P(τ) at several temperatures.
For the blue shift, phase sensitive measurements were performed. These consist
in choosing a fixed spin-echo time, measuring the echo amplitude and then extracting
the Larmor phase for different temperatures. In the simple case where the excitation
lineshape is symmetric, the energy transfer is directly proportional to the difference
in phase between two temperatures which gives the energy difference between the
single-particle peaks that translates into the gap energy or blue shift. In the next
sections we discuss in detail the data analysis and limitations of the measurements
which arise from both sample dependent properties and possible asymmetry of the
lineshape of triplet excitations.
4.5 Triplon Lifetime Measurements
In this section we present the TRISP measurements performed in order to probe
the linewidth temperature dependence of the triplet excitations which correspond to
spin fluctuations along the chain direction in the Haldane chain material Y2BaNiO5.
Details about the configuration of the instrument were given in the previous section.
The linewidth of the excitations is extracted from the dependence of the outgoing
beam polarisation on the spin-echo time P(τ), which is the Fourier transform of
the excitation spectral function. The minimum frequency which can be applied
in the radio-frequency (RF) coils dictates the minimum spin-echo time that can
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be accessed, which in this case is τ = 4.087 ps. The maximum frequency which
is applied to the RF coils dictates the final energy resolution of the experiment.
In order to cover a region τ < 4.087 ps, we used an instrument setup where we
replaced the two RF coils in each spectrometer arm with normal static (DC) coils.
We extracted the polarisation at several spin-echo times by either translating the
last RF coil in the second spectrometer arm by a few millimetres or by varying the
current in one of the two DC coils and then measuring the oscillation of the echo
amplitude. We show such typical scans in Fig. 4.7 and Fig. 4.8.
Each scan is fitted to the following equation to extract the raw polarisation
I(∆L, I2) = I0{1 + Pcos[2pi(∆L, I2 + ∆L0)/∆Lp]} (4.28)
where P is the polarisation and the intensity I can depend either on translation
distance ∆L (RF coils setup) or on the current I2 (DC coils setup). I0 is the average
intensity, ∆L0 is an offset and ∆Lp = 2pi~k2/(mω2) is a fixed known constant that
depends solely on instrumental parameters and represents the oscillation period.
In NRSE the true polarisation is the product of the Fourier transform of the scat-
tering function S(ω) and a τ -dependent function which accounts for resolution [147].
The true polarisation is obtained by dividing the raw polarisation by the τ -dependent
resolution function which takes into account the natural beam depolarisation, the
mosaicity of the sample, the TAS resolution ellipsoid and the curvature of the dis-
persion surface which is sampled by the TAS resolution ellipsoid. P(τ) is fitted to
the Fourier transform of the excitation lineshape and a width Γ is extracted which
characterises the assumed lineshape of the excitations.
In the case of Y2BaNiO5 there is theoretical evidence due to Essler and Konik
[141] that apart from broadening, the lineshape of the excitations also develops an
asymmetry with increasing temperature (see Fig. 4.3). To parametrise the asym-
metry we used the following lineshape as given by Stancik and Brauns [148]
S(ω) =
A
piΓ
1
1 + [(ω − ω0)(1 + exp[a(ω − ω0)])/2Γ]2 (4.29)
which is a Lorentzian with area A, centred on ω0, with a half-width at half maximum
Γ and asymmetry parametrised by a. In the limit of a = 0 this function reduces
to a symmetric Lorentzian. The sigmoid form in the denominator has the role of
limiting the width between 0 and 2Γ thus preventing the lineshape from becoming
unphysical.
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Figure 4.7: Echo amplitude oscillations at T = 3.5 K and τ = 0.248 ps, τ = 2.016 ps
and τ = 3.783 ps (from top to bottom) where I2 is the current in the coils. The raw
polarisation is extracted as the amplitude of the oscillations.
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Figure 4.8: Echo amplitude oscillations at T = 3.5 K and τ = 4.087 ps, τ = 9.712 ps
and τ = 17.213 ps (from top to bottom) where ∆L is the coil translation distance.
The raw polarisation is extracted as the amplitude of the oscillations.
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We fitted the data assuming the lineshape is described by the asymmetric model
in Eq. 4.29 but the results of the fits were inconclusive due to the fact that we
always extracted an errorbar on the asymmetry parameter which was larger than the
parameter itself. Please note that we also used the asymmetric skew normal function
in Eq. 3.14 to parametrise the asymmetry but the fit also resulted in an errorbar
larger than the asymmetry parameter itself. This behaviour is an indication that
either our data is not sensitive to the predicted temperature dependent asymmetry
or that the lineshape remains symmetric up to at least T = 60 K.
We now present the results of the data analysis by assuming the lineshape is
symmetric Lorentzian and thus its Fourier transform follows an exponential decay
of the polarisation as a function of spin-echo time. For temperatures 3.5 K, 10 K,
15 K, 20 K, 25 K, 30 K, 35 K, 45 K and 60 K, and correlation time τ in the range
τ = 0 to τ = 20 ps, the extracted mean polarisation is plotted in Figs. 4.9, 4.10 and
4.11. The plotted polarisation is corrected for natural beam depolarisation, beam
depolarisation which comes from the resolution of the underlying TAS, curvature of
the dispersion and deviations from an ideal sample.
In order to make sure the extracted inverse lifetime is due to intrinsic effects
of quasi-particle interactions with both static and mobile defects, we tested for
possible extra linewidth broadening which might be due to the presence of two
excitation modes within the TAS resolution ellipsoid. In Y2BaNiO5, the small single-
ion anisotropy D splits the gap excitations into fluctuations polarised along the three
orthorhombic crystal directions Saa = 7.6 meV, Sbb = 8.6 meV and Scc = 9.6 meV.
To test whether the Sbb mode contributes to the extracted Γ, we fitted the data to
a model given by Dr. Felix Groitl (Eq. 3.26 in Ref. [149]). The presence of the
Sbb mode within the TAS resolution would lead to oscillations in P(τ) whose period
and amplitude give the energy separation and integrated intensity ratio for the two
modes. The results of the fits proved that no significant oscillation is present in the
polarisation, thus indicating that indeed our setup is sensitive exclusively to Saa.
This is actually expected for two reasons. First, Saa = 7.6 meV and Sbb = 8.6 meV
are separated in energy by 1 meV which is comparable to the FWHM of the TAS
energy resolution ∆E = 1.2 meV (FWHM) and thus Sbb lies outside of the resolution
ellipsoid and second, at Q = (0.5, 1.5, 0) r.l.u., the magnetic scattering polarisation
factor gives a mode intensity ratio of Sbb = 0.26× Saa, making the contribution from
Sbb insignificant.
The principal features one can observe in the corrected polarisation data are the
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Figure 4.9: Corrected polarisation versus spin-echo time τ for T = 3.5 K, T = 10
K, T = 15 K and T = 20 K. The width of the excitations (HWHM of Lorentzian
broadening) is extracted by fitting an exponential decay to the polarisation. The
extracted values for Γ are given at the top of each plot.
low statistical quality and the errorbars on the points that increase with increasing
spin-echo time and temperature. This behaviour of the errorbars is due to the low
intensity of the excitation at high temperatures and a faster decay of the spin-
echo signal due to linewidth broadening. One can also see that with increasing
temperature, the extrapolated polarisation at τ = 0, decreases from about P0 = 1
at T = 3.5 K to about P0 = 0.8 at T = 60 K. This is an indication of the presence of
significant non-spin-flip scattering events as the polarisation at τ = 0 should remain
constant as a function of sample temperature. The spectrometer is set to detect
spin-flip scattering events and so it is totally defocused with respect to non-spin-flip
events, which results in a depolarised background.
We now discuss the extrinsic effects that lead to depolarisation of the outgoing
neutron beam in more detail. In Fig. 4.13 we show the expected depolarisation
when taking into account the instrumental TAS resolution, the mosaic spread of the
sample and the curvature of the dispersion surface sampled by the TAS resolution
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Figure 4.10: Corrected polarisation versus spin-echo time τ for T = 25 K, T = 30
K, T = 35 K and T = 45 K. The width of the excitations (HWHM of Lorentzian
broadening) is extracted by fitting an exponential decay to the polarisation. The
extracted values for Γ are given at the top of each plot.
ellipsoid. In this calculation, an ideal excitation with zero linewidth is considered and
the spin-echo conditions are assumed to be satisfied. One can see that the dominant
contribution to the depolarisation of the beam comes from the local curvature of
the dispersion in Y2BaNiO5 (cyan solid line).
We computed the value for the local curvature based on the dispersion in Eq. 4.4
(see appendix B for the full derivation) using the value of the Haldane gap ∆a = 7.6
meV corresponding to spin fluctuations along the chain direction and for the spin-
wave velocity v = 60.5± 1.5 meV. This value of v was re-measured for Y2BaNiO5
by us using the high-resolution cold chopper spectrometer LET at the ISIS neutron
source. As seen previously, the dominant contribution to the polarisation correction
is due to the local curvature of the dispersion. The dispersion relation in Y2BaNiO5
is extremely steep, with a minimum energy Emin = 7.6 meV at the magnetic zone
centre point Q = pi and a maximum around Q = pi/2 of Emax ≈ 65 meV. The values
for the spin-wave velocity found in literature have shortcomings. For example, the
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Figure 4.11: Corrected polarisation versus spin-echo time τ for T = 60 K. The width
of the excitations (HWHM of Lorentzian broadening) is extracted by fitting an
exponential decay to the polarisation. The extracted value for Γ is given at the top
of the plot.
Figure 4.12: TAS resolution function for the setup used on TRISP at Q = (0.5, 1.5, 0)
r.l.u. and E = 7.6 meV. The FWHM of the resolution function are ∆E = 1.2 meV,
∆Qh = 0.05 r.l.u. and ∆Qk = 0.065 r.l.u.
difference in the values given by Sakaguchi et al. [134] v = 65.1 ± 2.7 meV and Xu
et al. [117] v = 70± 5 meV is quite significant. The value extracted from inelastic
neutron scattering measurements by Sakaguchi et al. [134] seems to be a bit too large
because they used v = 2.7J with J = 24.1± 1 meV, whereas theory predicts v = 2.5J
for the S=1 Haldane chain. The value extracted by Xu et al. [117] is also too large
as discussed in section 4.3 and as is obvious from Fig. 4.5. The value we extracted
from the LET measurements is more reliable because the (Q,E) resolution of LET
(δQch = 0.027 r.l.u. and δE = 0.83 meV - based on McStas calculations by Dr. Rob
Bewley) was better than what Xu et al. [117] had for their experiment (δQch = 0.04
r.l.u. and δE = 2.4 meV). From measurements at T = 4 K we extracted the spin-
wave velocity v = 60.5± 1.5 meV which constitutes the most accurate value for the
spin-wave velocity currently known for Y2BaNiO5 and which gives for the local
curvature δ2E/δQ2 = 6866± 336.5 meVA˚2. There are no restrictions on how large
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Figure 4.13: NRSE resolution function which includes effects of the instrumental
TAS resolution (continuous red line), sample imperfections (dashed green line) and
dispersion surface curvature (continuous cyan line).
the curvature can be, until the estimation of the depolarisation becomes unreliable
(see Ref. [147] for the full treatment of the resolution function for NRSE). Other
effects that contribute to beam depolarisation are the natural beam depolarisation
and depolarisation due to the DC and RF coils. They are taken into account by
performing calibration measurements with an empty instrument. Deviations from a
perfect single crystal sample such as mosaicity and lattice spacing uncertainties are
accounted for using the SeRescal Matlab program written by Dr. K. Habicht [150].
The total expected depolarisation is then obtained by multiplying all the individ-
ual correction terms. The true polarisation, which only reflects intrinsic lineshape
broadening, is obtained by dividing out the contributions to the polarisation coming
from the combined effect of all terms presented above.
The polarisation data was fitted to an exponential decay P = P0 exp(−Γτ) from
which the HWHM Γ of the assumed symmetric Lorentzian lineshape broadening
was extracted. The individual fits are shown in Figs. 4.9, 4.10 and 4.11 with a solid
4.5. Triplon Lifetime Measurements 117
black line. The results for the inverse lifetime as a function of temperature are then
plotted in Fig. 4.14 (blue circles) alongside data from the work of Xu et al. [97]
(green circles) and the fit to a phenomenological model [136] (solid blue line) which
gives for the temperature dependence of the inverse lifetime
Γ(T) = Γ0 + I
3kBT√
pi
exp(−∆/kBT) (4.30)
The thermal activated part is identical to what we derived in Eq. 4.24 and with
the expression in Damle and Sachdev [138]. It describes the temperature activated
behaviour of the inverse lifetime due to collisions with thermally excited particles.
The first term, which is temperature independent, gives a measure of the residual
T = 0 inverse lifetime.
Figure 4.14: Inverse lifetime of lowest lying triplet excitations with the a) local
curvature of the dispersion taken into account and b) with both the local curvature
of the dispersion and a flat dispersion considered. The residual inverse lifetimes Γ0
are given in the top of the plots. The fits to the phenomenological model given by
Eq. 4.30 are shown with solid lines. The prediction of the non-linear σ model [138]
is plotted with a yellow line. It is identical to the black dashed line in Fig. 4.6 B.
Our data (blue circles) and the TAS data of Xu et al. [97] (green circles) disagree
over the whole domain of overlapping temperatures from T = 0 to T = 60 K. For
T < 25 K, where the TAS data is resolution limited, our data gives an inverse
lifetime at least twice smaller, with a residual Γ0 = 0.020 ± 0.003 meV at T = 0
(blue line). For T > 25 K, where the TAS data should be reliable, our data still
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predicts a considerably smaller inverse lifetime, with approximately a factor two
difference at T = 50 K. We currently do not understand where this discrepancy
might come from but there are several factor one needs to be aware of. First, the
TAS data has its uncertainties as evidenced by the large difference in the extracted
Γ when fitting to either a Lorentzian or a Gaussian lineshape (see Fig. 4.6 B), which
indicates that the tails of the peaks play an important role in extracting the correct
width. The data collected on TRISP has its uncertainties as well, due to the very
steep dispersion which leads to a large polarisation correction. As the polarisation
correction coming from the curvature is computed approximately, we suspect there
might be a threshold value above which this approximation becomes unreliable. If
that is the case, it indicates a limitation of the NRSE-TAS technique when measuring
excitation lineshapes with a large dispersion within the resolution ellipsoid of the
underlying TAS spectrometer. Another aspect to be considered is the fact that
we are unable to fit our data using an asymmetric model for the lineshape despite
theoretical indications [141], which might lead to systematically wrong values for Γ
with increasing temperature. Nonetheless, the inverse lifetime should be reliable for
T→ 0, as in this temperature range the lineshape is theoretically predicted to show
a vanishingly small asymmetry.
The theoretical prediction for the inverse lifetime based on the non-linear sigma
model [138] is plotted with a yellow line in Fig. 4.14. This prediction is identical to
the one used by Xu et al. [97] to compare their TAS data with (see dashed black line
in Fig. 4.6 B). The NLSM is overestimating the inverse lifetime for T > 25 K when
compared to our data (blue circles). Extrapolated to T = 0, it predicts an infinite
lifetime for the excitations. When compared to the TAS data, the NLSM seems to
give a slightly better description of the temperature dependency of Γ for T > 25 K.
In Fig. 4.14 b) we plot the inverse lifetime Γ extracted from the TRISP data by
using the best estimate for the dispersion curvature (blue points) and by assuming
a zero curvature, flat dispersion surface within the TAS resolution ellipsoid (cyan
points). Such a comparison has the merit of showing that the correction to Γ coming
from a curved dispersion just shifts the extracted width without effectively changing
the relative curvature. This is somehow revealing in view of finding a possible
explanation of the discrepancy between the TRISP data and the data of Xu et
al. [97], in the sense that it shows that in order for the TRISP data to increase more
rapidly with temperature, some other effect, apart from the curvature correction,
must come into play. The Γ0 = 0.093 ± 0.006 meV extracted from assuming a
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flat dispersion does not constitute an upper bound on the residual inverse lifetime
because we clearly know that the dispersion is not flat at the triplet minimum but
rather very steep. A more reliable upper bound on the residual dispersion is provided
by the TAS data. By fitting the phenomenological model in Eq. 4.30 to the Xu et
al. [97] Lorentzian data, we obtain Γ0 = 0.056 ± 0.005 meV and I = 0.39 ± 0.01
(solid green line).
Using the phenomenological model of Eq. 4.30 we are able to extract an upper
and lower bound on the residual inverse lifetime as 0.020 meV ≥ Γ0 ≥ 0.056 meV
which means the triplet lifetime is limited to 12 ps ≤ τ0 ≤ 33 ps. This model does
not provide any information about the mechanisms which give rise to finite inverse
lifetime as T → 0, so in the following paragraphs we show and discuss how the
quantitative model for Γ(T) we developed in section 4.2 compares with the TRISP
data.
We remind that in our model there are three distinct contributions to the inverse
lifetime Γ = ΓL + Γ0 + ΓT. The first contribution ΓL (Eq. 4.15) is temperature in-
dependent and arises due to the random distribution of chain lengths as a result
of a finite impurity concentration. The second contribution Γ0 (Eq. 4.22) depends
on the square root of temperature and is due to interactions with static defects or
chain terminations. The third contribution ΓT (Eq. 4.24) is attributed to Damle and
Sachdev [138], depends exponentially on temperature and describes the temperature
activated behaviour expected from interactions with thermally activated defects or
excitations.
In Fig. 4.15 a) we plot the TRISP data with the best estimate of the dispersion
curvature alongside the individual contributions (interrupted lines) and total inverse
lifetime (solid line) as predicted by our quantitative model with the parameters fixed
to L0 = 70 Ni-Ni spacings (for a 1% impurity concentration - as estimated by Xu
et al. [97] for the same sample), spin-wave velocity v = 60.5 meV and Haldane gap
∆ = 7.6 meV. The model predicts a residual value, an initial increase in the inverse
lifetime ∝ √T and a crossover to an activated exp(−1/T) behaviour. The measured
Γ is much smaller than what the model predicts. If one assumes that the spin-wave
velocity and the Haldane gap are accurately known, the residual inverse lifetime,
which is independent of temperature, gives a measure of the mean chain length L0.
If we take the value estimated by Xu et al. [97] for this parameter we see that it
severely overestimates the residual inverse lifetime. The measured residual inverse
lifetime gives a mean chain length of L0 = 148 Ni-Ni spacings which only differs by
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Figure 4.15: Inverse triplet lifetime as a function of temperature, as measured on
TRISP with our best estimate of the dispersion curvature. In a) we plot the indi-
vidual contributions to the inverse lifetime and the total inverse lifetime (solid black
line) as given by our quantitative model with L0 = 70, v = 60.5 meV and ∆ = 7.6
meV. In b) we plot the TRISP data (blue circles) and the result of a fit of the quan-
titative model to the data with L0 and the weights of Γ0 and ΓT as free parameters.
The best fit is obtained for L0 = 148, I0 = 0 and IT = 0.12.
a factor of two from the estimated value of 70. A concentration of impurities twice
smaller is not inconceivable, given the precision of the susceptibility measurements
used for its estimation.
In Fig. 4.15 b) we plot the TRISP data together with a fit of the quantitative
model where the only free parameters are the weights of Γ0 and ΓT and fixed pa-
rameters L0 = 148, v = 60.5 meV and ∆ = 7.6 meV. The result of the best fit to the
data with weights I0 = 0 and IT = 0.12 is plotted with a black line. The fit indicates
that our data is not sensitive to the Γ0 contribution and that only the residual ΓL
and ΓT are enough to provide a good description of the data. This result is in fact
identical to the result of fitting the phenomenological model of Eq. 4.30 to the data.
In conclusion, we used high resolution inelastic neutron resonant spin-echo (NRSE)
to measure the inverse lifetime of the triplet excitations that propagate along the
chain direction in Y2BaNiO5. We showed how NRSE can be used in general to
extract excitation lifetimes. The fit of the data to an asymmetric lineshape model
was unsuccessful due to low statistical quality of data and due to a large dominant
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depolarisation correction coming from the curvature of the dispersion surface sam-
pled by the underlying TAS resolution ellipsoid. We concluded that either the data
is not sensitive to an asymmetry of the lineshape or the lineshape remains sym-
metric up to at least T = 60 K, despite strong theoretical evidence that support an
asymmetric development with temperature [138,141]. Due to large uncertainties in
literature values given for the spin-wave velocity that characterises the triplet excita-
tion dispersion in Y2BaNiO5, we re-measured it using high-resolution time-of-flight
inelastic neutron scattering, thus providing the most reliable and accurate value
currently known for this parameter v = 60.5± 1.5 meV. This analysis indicates a
possible limitation of the NRSE technique when measuring excitation lineshapes
with a very steep dispersion due to the large corrections that need to be applied to
the polarisation. All the subsequent analysis was performed assuming a symmetric
Lorentzian lineshape and the inverse triplet lifetime was extracted as the HWHM
Γ of the Lorentzian. Compared to previous TAS measurements, our data deviates
substantially from the TAS data, even above T = 25 K, where the TAS data is ex-
pected to be reliable because the energy resolution is smaller than the measured
lineshape broadening. Below T = 25 K, our data predicts a smaller inverse life-
time and a residual (T = 0) value between 0.02 meV < Γ0 < 0.056 meV or lifetime
12 ps ≤ τ0 ≤ 33 ps, as fitted to a phenomenological model for Γ(T). To try and
understand the mechanisms that give rise to finite excitation lifetimes we developed
a quantitative model with three expected contributions. A finite lifetime due to
a random distribution of chain-breaking defects due to impurities, a finite lifetime
due to interactions with chain terminations or static defects and a finite lifetime due
to interactions with mobile defects or thermal excitations. We showed that using
the most accurate known values for the mean chain length, spin-wave velocity and
Haldane gap, the quantitative model severely overestimates the inverse lifetime over
the whole range of measured temperatures. A fit of the TRISP data to the quanti-
tative model showed that the best description is obtained if the mean chain length is
L0 = 148 Ni-Ni spacings (approximately twice of that estimated for a 1% impurity
concentration for the same sample as ours) and that our data is not sensitive to the
contribution to Γ coming from interactions with chain terminations and only two
terms are sufficient in order to provide a good description of the measured inverse
lifetime Γ = ΓL + 0.12 · ΓT. The non-linear sigma model prediction of Damle and
Sachdev [138] fails to describe both our data and the TAS data over the whole range
of temperatures from T = 0 to T = 60 K. For T→ 0 this is not surprising as the
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theory accounts only for interactions with mobile thermally excited defects and ig-
nores static defects. For larger temperatures though, the NLSM should provide an
accurate description of the data because here the dominant mechanism that leads
to finite lifetimes is the interaction with thermally excited particles.
4.6 Blue Shift of the Gap Energy
The gap energy shift towards higher values with increasing temperature, which is
predicted by the NLSM [138, 139], has been experimentally confirmed in several
gapped antiferromagnetic systems [120, 129, 136, 151, 152] as well as in Y2BaNiO5
[97, 134]. All these experiments were performed using either time-of-flight or TAS
spectroscopy. First attempts to measure the temperature dependence of the gap
using high resolution NRSE-TAS spectroscopy, were made by Dr. Felix Groitl and
Dr. Thomas Keller [149]. They performed phase sensitive measurements in copper
nitrate and Sr3Cr2O8, where the spin-echo phase was determined with high precision
by measuring the echo amplitude oscillations over two and a half periods. The
most important conclusion from their study was that NRSE can reliably be used
to measure the blue shift of the gap in the case of a symmetric lineshape of the
excitations. In this case, the spin-echo phase is a linear function of the spin-echo
time and it is thus directly proportional to the change in energy according to [149]
∆E(T) = ~
φ(T)− φ(T′)
τ
(4.31)
where at a given temperature T, the change in energy transfer is given by ∆E. For a
fixed spin-echo time τ , the difference between the phase at two different temperatures
gives the difference in the energy gap.
The choice of spin-echo time is determined by the fact that the sensitivity of the
energy shift increases with increasing τ (period of the echo amplitude decreases) but
the error on the extracted phase increases due to lower polarisation.
In the case of an asymmetric lineshape, the relationship in Eq. 4.31 does not
hold anymore because the phase becomes a non-linear function of the spin-echo
correlation time. In order to correctly analyse the data one needs to predict what
this dependency is for a given lineshape.
Due to the fact that we were not able to reliably extract the lineshape asym-
metry from the measurements of the excitation lifetime, we assumed a symmetric
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Figure 4.16: Blue shift of the gap energy extracted from phase sensitive measure-
ments performed at three different spin-echo times assuming a linear relationship
between the Larmor phase and the spin-echo time.
lineshape of the excitations and extracted the gap energy blue shift accordingly. In
Fig. 4.16 we present the blue shift extracted from measuring the spin-echo phase for
three different fixed spin-echo times. We see that for τ = 2.01 ps and τ = 7.84 ps
the data shows an increase of the gap energy with increasing temperature. For
τ = 4.09 ps the energy seems to remain constant with increasing temperature. It
is quite difficult to conclude quantitatively on the energy shift due to the fact that
we assumed a symmetric Lorentzian lineshape of the excitations and used the linear
relationship between the Larmor phase and the spin-echo time to extract the blue
shift. There is strong theoretical indication that this assumption might not be cor-
rect due to the predicted asymmetric development of the lineshape with increasing
temperature [138, 141]. The inability to extract the lineshape asymmetry from the
lifetime measurements prevents us from correctly extracting the gap energy from
the data. On a qualitative level we can confirm the predicted blue shift of the gap
energy. When compared to theory, we see that the NLSM prediction [139] (vio-
let line) seriously overestimates the blue shift. The NLSM also overestimates the
blue shift for other Haldane gap systems [134, 136, 137] and a good description is
provided only for a very narrow range of temperatures close to T = 0. This mis-
match between NLSM and experimental results indicates the need for including the
effects of anisotropy and possible further neighbour interactions in order to provide
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a theoretical description of the blue shift in real materials.
Chapter 5
Entanglement Transition, Order
and Excitations in Cs2CoCl4
In the first half of this chapter we study the entanglement transition, a phenomenon
that is purely driven by quantum correlations, in a one-dimensional anisotropic anti-
ferromagnetic chain, using time-of-flight magnetic neutron diffraction. In the second
part of this chapter we study the applied magnetic field dependence of the magnetic
ordering which arises when the field is applied parallel to the chain direction, us-
ing triple-axis neutron scattering. We begin with an introduction about the recent
success of the cross-fertilisation between quantum information and condensed mat-
ter theory in characterising the low-temperature properties of quantum spin systems
through the analysis of correlations determined by quantum entanglement. We then
present the concept of concurrence and its importance in providing a quantitative
characterization of entanglement present in the XXZ antiferromagnetic spin chain.
We show that in principle the concurrence can be extracted from neutron scat-
tering measurements and used to compute the entanglement between microscopic
degrees of freedom. In sections 5.3 and 5.4 we give details about Cs2CoCl4, a reali-
sation of the XXZ chain, and the neutron scattering experiments devised to detect
an entanglement transition. In section 5.5, we present results from two diffraction
experiments and comment on the possible causes why the predicted entanglement
transition signatures might not be visible. Motivated by the unknown field phase
diagram of Cs2CoCl4 with applied field along the crystallographic b-direction, we
describe in section 5.6, the results from a dedicated triple-axis neutron scattering ex-
periment performed in order to establish the magnetic field evolution of the ground
state. We then present spin-wave data collected at B = 4 T, in the fully polarised
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state, used to extract possibly relevant additional terms in the magnetic Hamiltonian
that are responsible for the observed ordering. We end the chapter with conclusions
and future outlook regarding the entanglement transition and the complex observed
magnetic ordering of Cs2CoCl4.
5.1 Introduction
In recent years extensive theoretical work has been carried out that has proven suc-
cessful in describing various aspects of many-body physics using concepts from the
field of quantum information theory (QIT) [153–155]. The application of concepts
from QIT to the study of well-established models of condensed matter systems such
as spin chains, has revealed novel features in their phase diagram. For example, a
new type of T = 0 phase transition is predicted, which is markedly different from
a quantum phase transition because none of the traditional thermodynamic quan-
tities show discontinual behaviour. Quantum entanglement is a QIT concept which
constitutes a basic resource for quantum computation, quantum cryptography and
quantum teleportation [156] and which is fairly well-understood for a bipartite sys-
tem made of two subsystems [157]. Not so much is known for the more complicated
case of multipartite entanglement where the entanglement is shared between more
than two subsystems. In this respect, the study of spin chains offers the possibility
to investigate properties of multipartite entanglement for many-body systems with
Hamiltonians that can be controlled and manipulated [153].
Entanglement is a defining feature of quantum mechanics which describes non-
local correlations between quantum systems. These quantum correlations cannot be
explained using classical arguments as they arise due to the fundamental superpo-
sition property and the Heisenberg principle of uncertainty of conjugate variables
such as position and momentum or different components of spin. A useful way to
illustrate the strangeness of entanglement is using the traditional example of two
spin-1/2 particles. Assume that at time t0 the decay of a S = 0 particle takes place
with the emission of an electron and a positron in opposite directions in space.
Conservation of total spin dictates that the electron spin and the positron spin are
opposite. At a later time t, the particles have travelled an arbitrary large distance
in space which prevents them from interacting classically. If a measurement of the
spin of the electron is performed at time t along the x-direction with the result +x
(+1
2
~), the measurement of the positron spin along the same direction will have
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an outcome which depends on the result of the measurement on the first electron,
namely -x (−1
2
~). It turns out that such measurements are perfectly anti-correlated
revealing that the electron and positron are entangled and the state of the system
is the singlet state. The obvious question is how can the positron know what spin
state to adopt if measurements are done independently and simultaneously, as the
two particles cannot exchange information (no signal travels faster than the speed
of light). The answer lies in the fact that before measurements neither of the two
particles had definite spin state, but were in a superposition of negative and posi-
tive spin along the x-direction. Once a measurement is performed on one particle,
its spin chooses a state whereas for the other particle its spin chooses the opposite
state. The experimental confirmation of the existence of quantum entanglement
as an intrinsic property of quantum mechanics came from experiments on photon
polarizations [158] and electron spins [159].
Real systems have a large number of interacting spins. Understanding the quan-
tum correlations between spins and how these can be manipulated is crucial be-
cause of fundamental and practical reasons. In this context, the investigation of
quantum phase transitions in spin systems with the help of entanglement estima-
tors [21, 154, 155] has led to previously hidden features in their phase diagrams, of
which the most notable is a completely new type of transition known as an en-
tanglement transition (ET) [21, 22]. The ET has no clear signature in any of the
thermodynamic quantities that can be computed or measured due to a smooth vari-
ation of these quantities upon crossing the transition. There is though experimental
evidence that magnetic measurements [160] and neutron scattering [2] are sensitive
to the entanglement present in a system. This has led to the idea that a method
for experimentally detecting an entanglement transition in a quantum spin system
could be devised with the help of neutron scattering techniques. The objective of
the present study is to develop a method that can unmistakably detect an entan-
glement transition in a real system, and the focus of our study is a one-dimensional
system with localized spins, the quasi-1D spin-1/2 XXZ antiferromagnet Cs2CoCl4
in applied magnetic field.
5.2 Model and Concurrence
The theoretical investigations were performed by Dr. Jorge Quintanilla and Dr.
Luigi Amico. They have focused on the one-dimensional anisotropic S=1/2 XXZ
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antiferromagnetic model in applied magnetic field, which is the model that best
describes Cs2CoCl4 for fields applied along the b-axis, in a range of temperatures
0.22 K < T < 0.6 K. The Hamiltonian of the general anisotropic Heisenberg chain
model is written as
HXYZ = J
∑
i
[
(1 + γ)Sxi S
x
i+1 + (1− γ)Syi Syi+1 + ∆Szi Szi+1
]−∑
i
h · Si (5.1)
where the first term is the XYZ term and the second term is the Zeeman term
which describes the interaction with the applied magnetic field. The constants γ
and ∆ parametrize the anisotropy of the interactions and where h = gµBB/J and
represents the reduced applied magnetic field in units of J, the exchange interaction
strength. For ∆ = 0 the model interpolates between the isotropic antiferromagnetic
XY model (γ = 0) and the antiferromagnetic Ising model (γ = 1). The anisotropic
antiferromagnetic XY model then sits between the two, with 0 < γ < 1.
Two shared features of anisotropic spin chains in an external applied magnetic
field are the presence of a factorised ground state at a field hf(∆) and the presence
of a QPT at hc(∆) [21]. A factorised ground state means that the total spin wave
function can be written as a product of individual wave functions for each spin in
the chain and corresponds to the classical Ne´el state. The factorised field always
occurs for hf < hc with hf =
√
2(1 + ∆− γ) (for the magnetic field pointing in the
XY plane [23]). At hc the quantum critical point separates a region with long-range
antiferromagnetic order from a disordered phase with short-range antiferromagnetic
order [23,161].
For the Ising model (∆ = 0, γ = 1), the factorising field is at hf = 0 and hc = 0.5
so the zero field ground state is factorisable. This means that by applying a magnetic
field one is always on the same side of the factorising field. For the isotropic XY
model (∆ = 0, γ = 0) the factorising field is at hf =
√
2 and the critical field
hc = 1.5 with the entanglement transition taking place in the magnetically ordered
phase at T = 0. For the anisotropic XXZ model (γ = 0) with ∆ = 0.25, the ground
state phase diagram is presented in Fig. 5.1. Quantum Monte-Carlo [21] gives the
quantum critical point at hc = 1.605, which separates a Nee´l ordered phase from a
disordered phase with short range order [23, 161] while the value of the factorising
field is hf = 1.581. The XXZ model is not exactly solvable but the anisotropic XY
model does admit an exact solution both at zero and finite temperature. This is
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Figure 5.1: Ground state phase diagram of the XXZ model in an applied magnetic
field. The evolution of the quantum critical field (hc) and the factorizing field (hf)
with the anisotropy parameter (∆) is shown. Broken line corresponds to the results
of a mean-field approximation and black rectangles to stochastic series expansion
quantum Monte Carlo. Taken from [21].
important as we will argue in the next section that the pattern of correlations for
the two models are expected to be similar. A study of the XY model thus provides
useful information about the XXZ model.
A theoretical method has been proposed for detecting a factorised state with high
accuracy [21]. It makes use of several multipartite entanglement witnesses such as
the one-tangle, two-tangle and concurrence. The one-tangle [154] gives a measure
of the degree of entanglement of one spin with the rest of the system in the ground
state. The concurrence [162] describes the level of entanglement between pairs of
spins and is defined as
Cr = 2max{0,C′r,C′′r} (5.2)
C′r = |gxxr + gyyr | −
√(
1
4
+ gzzr
)2
−M2z (5.3)
C′′r = |gxxr − gyyr |+ gzzr −
1
4
(5.4)
where C′r and C
′′
r quantify the two-spin entanglement of the anti-parallel and par-
allel Bell states respectively (see Fig. 5.2) for pure and mixed states alike. Here
gαβr = 〈Sα0 Sβr 〉 (with α, β = x, y, z) is the correlation function in real space between
two spins separated by distance r. The magnetisation is Mz = 〈Sz〉. The one-tangle
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and two-tangle [155] read
τ1 = 1− 4
∑
α
M2α (5.5)
τ2 = 2
∑
r
C2r (5.6)
with the ratio τ2/τ1 that gives a measure of the fraction of the total entanglement
that is stored in two-spin entanglement [21]. An important point has to be made
here, namely the fact that at T = 0 for h > hf the concurrence is a measure of bipar-
tite entanglement whereas for h < hf it only gives a lower bound to the entanglement
in the system [21,163].
Figure 5.2: a) conventional and b) quantum information theoretic view of quantum
criticality. In a) the type of magnetic order qualitatively changes upon crossing
the transition point whereas in b) the type of entanglement in the system changes.
Taken from [164].
With these ideas in mind, quantum criticality can now be viewed from two
distinct perspectives as pictured in Fig. 5.2. The well-established view where an
order parameter vanishes continuously as the quantum critical point is approached
and the correlation length diverges (sub-figure a), and a novel, quantum information
theoretical view (sub-figure b), where the ratio of the two-tangle to one-tangle has a
minimum at hQCP. This novel perspective can also signal a factorisation point where
the concurrence goes through zero having different values on both sides of this point.
The associated entanglement range diverges at the so-called entanglement transition,
at hf ≡ hET.
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5.2.1 From Magnetic Scattering to Concurrence
In order to experimentally detect a factorised state we have focused our efforts in de-
vising a neutron scattering experiment that we thought would show clear signatures
of such a state. The essential feature which connects the theory of entanglement in
spin systems and neutron scattering is that neutron magnetic scattering is a direct
probe of the spin-spin correlation function which depends on the entanglement be-
tween spins. If we analyse the analytic form of the concurrence (see Eq. 5.4) we see
that what is actually needed is the static spin-spin correlator. This is written as
Sαβ(Q) =
∫ +∞
−∞
Sαβ(Q, ω)dω (5.7)
by integrating the components of the dynamical structure factor over all frequen-
cies (energy transfers). In practice this is achieved by either performing an inelas-
tic neutron scattering experiment, obtaining S(Q, ω) and calculating the integral
S(Q) =
∫ +∞
−∞ S(Q, ω)dω or by performing an elastic neutron scattering experiment
that directly yields S(Q). At this point an extra step is necessary to obtain the corre-
lators in real space, namely performing a Fourier transform of the correlators which
neutron scattering gives in reciprocal space. After this step has been performed, the
concurrence can be computed.
An ansatz for the T = 0 real-space correlators has been developed [164]. It
applies to the exactly solvable anisotropic XY model. The XXZ model (γ = 0)
with ∆ = 0.25 for which Cs2CoCl4 is a good realisation of, has no exact solution.
Its T = 0 properties have been studied numerically with quantum Monte Carlo by
Roscilde et al. [21] and by Caux et al. [161] through a mean-field approach. Density
matrix renormalisation group (DMRG) has been performed on the XY model with
γ = 0.2 (for this value of γ the factorising field and the quantum critical field are 2%
apart as in the case of the XXZ(∆ = 0.25) model) and it gives excellent agreement
with the ansatz [164] for the behaviour of the correlation functions. The assumption
we make from this point onward is that the pattern of correlations is very similar for
the XY and XXZ models close to the entanglement transition because the XY and
the XXZ models belong to the same universality class and have the same symmetries.
The main result of the ansatz is that measuring Sαβ(Q) close to the factorising
field in a neutron scattering experiment, will result in a peak with two components: a
sharp component (ideally a δ-function) due to long-range correlations in the ground
state and a broad component due to finite range quantum correlations which depend
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Figure 5.3: Integrated Sαα(Q, ω) over all frequencies in the low temperature limit
near the factorising field. A narrow peak (green colour) centred at Qchain = pi (an-
tiferromagnetic) and a broad component (blue colour) due to entanglement. This
latter component vanishes as the factorising field is approached. Taken from [164].
in turn on the entanglement. The expected peak shape is illustrated in Fig. 5.3. The
broad component is expected to vanish as the factorising point is approached and
resurface for fields larger than hf . A crucial point here is that the vanishing of this
component takes place through the decrease of the amplitude as the external mag-
netic field is varied and not through a decrease of the width which would correspond
to a diverging correlation length characteristic to a quantum phase transition. This
implies that the neutron scattering signatures of an entanglement transition and
a quantum phase transition are different. The key signature of the entanglement
transition is a decrease of the total weight of the diffuse scattering over a wide range
of fields h < hf which is indicated by the integrated diffuse scattering weight
Iαβ =
∫
BZ
[
Sαβ(Q)− Sαβ(Q = 0)] dQ (5.8)
where in the case of a one-dimensional system of spin chains Q = Qchain and the
integral is performed over one Brillouin zone. The details of how Iαβ was derived
can be found in [165]. At T = 0 this quantity shows a non-monotonic behaviour.
We plot the results from DMRG on the XY model in Fig. 5.4 where the non-
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monotonic behaviour of the correlation functions marks the entanglement transition.
If an entanglement transition can be detected by the method described earlier, in
principle, by choosing a narrow range around the factorising field, obtaining the
parameters in the ansatz and calculating the correlators, leads to the determination
of the concurrence. The concurrence can then be used to quantify the level of
pairwise (two-spin) entanglement present in the system as well as check that the
entanglement range diverges at hf .
Figure 5.4: DMRG results for the T = 0 ground state of the XY model showing
(top left) Ixx, (top right) Iyy, (bottom left) Izz, (bottom right) Ixz as a function
of applied magnetic field (in units of J), corresponding to different components
of the pair spin correlation function. A non-monotonic behaviour that is used to
identify the entanglement transition can be observed. The factorising point occurs
at hf = 1.58. Taken from [164].
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5.3 Sample Properties
Cs2CoCl4 crystallizes in an orthorhombic β-K2SO4 type structure, Pnma (No. 62)
space group [166]. Its lattice parameters at T = 0.3 K are a = 9.71 A˚, b = 7.27 A˚
and c = 12.73 A˚ [167]. Each unit cell contains four Co2+ ions, each surrounded by
four Cl− ions, arranged in a slightly distorted tetrahedral environment (see Fig. 5.5).
Earlier heat capacity [168] and susceptibility [169] measurements suggested that
Cs2CoCl4 has a one-dimensional character. The heat capacity measurements re-
vealed a small λ-type anomaly at TN = 0.22 K that suggested a transition to a
magnetic ordered phase below this temperature. The in-plane susceptibility mea-
surements also pointed to magnetic order below 222 mK. Both these studies were
in excellent agreement with numerical work [170], an indication that Cs2CoCl4 can
be well described by a one-dimensional antiferromagnetic XXZ (∆ = 0.25) model.
A more recent analysis of new high-resolution specific heat and thermal expansion
data [171] has revealed that while Cs2CoCl4 is indeed very well described by an
effective S=1/2 XXZ model, the anisotropy of the exchange is smaller (∆ = 0.12)
than what was previously assumed. This conclusion emerged due to the necessity
of including virtual excitations of the higher |±3/2〉 spin states to correctly explain
the data. From a magnetic point of view Cs2CoCl4 can be considered as made up of
one-dimensional parallel spin chains running along the crystallographic b-direction
with exchange coupling proposed as J = 0.23 meV and small inter-chain couplings
J′/J < 0.1 [167,172] that lead to frustration. Neutron diffraction measurements [167]
have shown that the static spin-correlation function has a sheet-like structure per-
pendicular to the crystallographic b-axis thus confirming the one-dimensional mag-
netic character of the compound. They have also revealed incommensuration in
the magnetic ordering that has been interpreted as the effect of finite inter-chain
coupling.
In Cs2CoCl4 there are two types of spin chains, one shifted with half a unit cell
along the b-direction with respect to the other. Spin orbit coupling and crystal field
effects determine XY easy-plane anisotropy at the Co2+ sites with adjacent chains
that have a different orientation of the XY easy-planes and make a large angle with
each other (see Fig. 5.5). In zero field, the competition between magnetic exchange
and crystal-field leads the Co moments to lie in the b-c plane making a small angle
φ = 15◦ with respect to the b-axis [173].
The investigation of possible exchange paths has revealed that superexchange
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Figure 5.5: Left: Crystal structure of Cs2CoCl4 showing the Wyckoff 4c positions of
the four Co2+ ions in the unit cell. Antiferromagnetic chains run along the b-axis.
Right: Projection onto the a-c plane showing the XY easy planes in each chain; the
normal to these planes defines the local Z axis and bisects the largest angle of the
distorted Cl− tetrahedra.
through the Cl−, along the chains, is strongest and that coupling between chains
leads to magnetic frustration. As a result, the possibility of helical spin-order
has been proposed [167]. This was backed up by observation of a modulation in
the correlation function even in the paramagnetic phase. Spins interact through
Co− Cl− Cl− Co paths with the angle between Co− Cl and Cl− Cl bonds be-
ing ≈ 145◦ [168]. The shortest distance is dCl−Cl = 3.61 A˚ along the b-axis. Other
possible exchange paths are J12 (dCl−Cl = 4.05 A˚), J13 (dCl−Cl = 4.04 A˚) and J14
(dCl−Cl = 4.01 A˚). These distances come to support the picture of weakly coupled
parallel spin chains running along the b-axis.
The true orbital ground state of the magnetic ions is a singlet with S˜ = 3/2.
Every Co2+ ion is tetrahedrally coordinated with four Cl− ions. Spin-orbit coupling
and the crystal field environment split the true ground state into two Kramers
doublets [173] with separation 2D ≈ 1.3 meV [174]. Because the magnetic exchange
energy is smaller than the inter-doublet separation, for most purposes, only the
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lowest energy Kramers doublet gets populated at low temperatures (kBT << 2D)
and the system can be well-described by a ground state with effective S = 1/2.
Figure 5.6: Cs2CoCl4 experimental temperature - field phase diagram for the case
when the magnetic field is applied along the a-direction, perpendicular to the spins.
Solid lines are guides to the eye. Adapted from [175,176].
The results of the neutron scattering study of Kenzelmann et al. [173], reveal
that for T < TN and zero applied magnetic field, Cs2CoCl4 is in the ground state and
shows antiferromagnetic ordering (k = (0, 0.5, 0.5)) with spins lying in the b-c plane,
making a small angle with b. In these conditions the coupling between the chains
leads to 3D magnetic order. As the temperature is increased, thermal fluctuations
come into play and have the effect of disordering the system. A phase transition
from antiferromagnetic to thermal paramagnetic takes place at TN = 0.22 K [168].
At zero temperature but finite and small value of the applied field parallel to the a di-
rection, the system displays canted antiferromagnetic order described by a spin-flop
phase [173] which we will refer to, from now on, as canted antiferromagnetic phase
(CAF). At higher fields, an incommensurate ordering emerges which is stable from
Bc = 2.04 T to B = 2.36 T. This phase has been proposed to be an incommensurate
longitudinally-modulated spin-density wave propagating along the magnetic chain
direction [176]. In the narrow region where commensurate and incommensurate or-
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dering overlap the ordering wave vector was found to be k = (0, 0.5 − δ, 0) with
δ = 0.055 r.l.u. [176]. For higher magnetic fields, the system makes a smooth tran-
sition to a fully polarised state. The experimental temperature-field phase diagram
is illustrated in Fig. 5.6.
The more recent study of Breunig et al. [171,177,178] makes use of high-resolution
specific heat and thermal expansion measurements on single crystals of Cs2CoCl4
to provide information about the magnetic field dependency of magnetic order-
ing. For magnetic fields applied along the a- and c- crystallographic directions, the
temperature-field phase diagram is very similar to the one proposed by Kenzelmann
et al. [173] (see Fig. 5.6 and the top and bottom panels of Fig. 5.7). At the lowest
of temperatures and small applied field, the magnetic phase is an ordered canted
antiferromagnetic phase (CAF). Such a phase is expected to occur as the magnetic
field is applied perpendicular to the Co moments. In the canted phase, the transition
temperature increases with increasing magnetic field up to about B = 1 T, where it
reaches a maximum of approximately 0.325 K (a-direction) and 0.3 K (c-direction),
after which the transition temperature decreases. This behaviour indicates that the
canted phase is initially stabilised by the magnetic field, in accord with an increased
perpendicular antiferromagnetic moment measured by Kenzelmann et al. [173]. At
about B = 2.1 T (B ‖ a) and B = 2.25 T (B ‖ c) there is a phase transition into
another magnetic phase denoted in Fig. 5.7 as phase II. The exact nature of this
phase is unknown and various scenarios have been proposed. The main possibilities
include an incommensurate magnetic phase and a magnetic nematic phase [177]. For
fields higher than approximately 2.5 T, the system transitions into a fully polarised
state where the magnetic moments tend to align parallel with the direction of the
applied field.
The b-direction is a special crystallographic direction because it is the only XY
in-plane common direction for both types chains. The application of a magnetic field
along the b-direction makes the chains equivalent from an anisotropy point of view
and leads to a much more complex phase diagram as a function of applied magnetic
field strength than for the case of the field applied along the a-direction. At low
temperatures and for fields up to B = 0.25 T, the magnetic ordering is characterised
by a Nee´l-type phase (AF) with moments aligned antiferromagnetically along the
chain. For fields between B = 0.25 T and B = 2 T, the order has been proposed to
be described by two different spin-flop phases. In the field region from B = 0.25 T to
B = 0.7 T, the ordering can be described by a spin-flop phase (SF1) where only half
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Figure 5.7: Cs2CoCl4 temperature-field phase diagram based on specific heat and
thermal expansion measurements for magnetic field applied along the a direction (top
panel), b direction (middle panel) and c direction (bottom panel). The measured
specific heat Cp at 0.11 K is plotted in red. Taken from [177].
of the chains make the spin-flop transition and the other half remain in a Nee´l-type
order. For fields larger than B = 0.7 T and up to approximately B = 2 T (SF2), all
chains make the transition into the spin-flop arrangement. This two-stage spin-flop
transition is believed to be driven by the inter-chain Dzyaloshinskii-Moriya (DM)
interaction. The antisymmetric DM exchange is written as HDM = Dij · (Si × Sj)
and gives a contribution to the magnetic exchange between two magnetic spins. It
arises due to finite spin-orbit coupling and favours spin canting. For higher fields,
the spin-flop phases are followed by the same phase II as identified before. In this
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case, phase II has a much wider spread in the T-B parameter space, occupying a
significant portion of the phase diagram at temperatures higher than the zero field
Nee´l temperature (see Fig. 5.7 middle panel). For B > 2.5 T, the magnetic moments
align parallel to the applied field and the system is classical polarised.
For all three orientations of the magnetic field, the measured specific heat Cp
is plotted in Fig. 5.7 with red lines. Whenever a phase transition occurs, there is
also a significant change in the specific heat. The enhanced specific heat in the field
range of phase II as well as the power-law scaling Cp ∝ Tα that is almost identical
for all three field directions, constitutes a strong indicative that the nature of phase
II is similar for all fields [177].
5.4 Experimental Details
The objective of the present study was to use neutron scattering to identify ex-
perimental signatures of a newly predicted transition which was shown to occur in
one-dimensional quantum antiferromagnetic chains and which is totally driven by
quantum entanglement between spins along the chain. This quantum transition
is known as an entanglement transition and it describes the transition, inside the
same magnetic phase, between two distinct phases which differ from each other in
their respective type of entanglement between spins. To identify the entanglement
transition an entanglement estimator has been constructed which can be extracted
from neutron scattering data. It requires the static structure factor measured over
at least one Brillouin zone along the momentum transfer along the chain direction
as in Eq. 5.8.
After a survey of possible candidate materials [163], Cs2CoCl4 has been chosen
due to several reasons. First of all, Cs2CoCl4 is well described by an effective S=1/2
XXZ model for temperatures between T = 0.22 K and T = 2 K, and magnetic fields
up to B = 3 T. This means that experimentally the regime of 1D behaviour can be
easily reached. Theoretically, although the XXZ model is not an exactly solvable
model, useful information can be obtained from the study of the quantum XY model.
The two belong to the same Ising universality class and are expected to have very
similar patterns of spin correlations near the factorisation field. Also, large single
crystals of Cs2CoCl4 can be grown via an established method, thus making it a good
candidate material for such a study.
The magnetic diffuse scattering experiment was performed on a single crystal of
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m = 2 g of Cs2CoCl4 grown by Dr. Karl Kra¨mer and Dr. Daniel Biner from the
University of Bern, which we aligned with the (h, 0, l) plane in the horizontal plane of
the instrument (see right side of Fig. 5.8) and mounted on a custom made aluminium
mount piece. The crystal was glued onto the mount with a very small amount of
red araldite and a thin copper bonnet was used to ensure enough contact between
the crystal surface and the mount in order to facilitate the cooling of the crystal
to dilution temperatures. The whole mount was enclosed in a He filled aluminium
can and sealed with indium wire. The sample mount was introduced in a dilution
refrigerator insert into a vertical field magnet with maximum field of Bmax = 9 T.
This setup was placed on the high resolution cold neutron diffractometer WISH at
the ISIS Neutron Source, UK. The main reason for choosing WISH is that it has
large detector banks (covering horizontal scattering angles from −10◦ to −170◦ - at
the time of the experiment) made up of 1 m long 3He detector tubes (covering ±15◦
vertically) which are pixellated vertically (128 individually addressable elements per
tube) and allow one to measure a vast portion of reciprocal space in one go. The
experiment was performed in applied vertical magnetic fields using a magnet with a
vertical opening of±15◦. Due to the high fields generated by this magnet, the sample
geometry is quite restricted. The in-plane magnet window allowed the coverage of
detectors placed at horizontal scattering angles ranging from −10◦ to +22.5◦.
The crystallographic b-direction is the only common in-plane direction for both
types of chains in Cs2CoCl4. By applying the magnetic field along this direction
we ensure that all chains are treated identically from the anisotropy point of view.
Our sample was oriented such that the chain direction (b-direction) was parallel to
the applied magnetic field and vertical in the coordinate frame of the instrument.
This means that the diffuse scattering along the chain direction was measured in
the out-of-plane detectors. In Fig. 5.8 we show that in order to cover a full Brillouin
zone along the chain direction, which is a prerequisite to extracting the integrated
spectral quantity I that is predicted to signal the entanglement transition, one has
to use neutrons of wavelengths smaller than 2 A˚. Also in order to cover at least
one Brillouin zone in the chain direction, one is forced to use wave vectors at small
scattering angles with consequently poor in-plane momentum resolution.
All measurements were performed with a fixed sample orientation described by
the angle ψ = −27◦, the angle between the incident beam direction defined by ki
and the a? direction. This orientation has two major advantages. One of them is
that neutron absorption is minimized and the second is that the weight of the Sxx
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Figure 5.8: Left: Vertical coverage in Qchain as a function of wavelength for different
vertical magnet openings given in degrees. This shows that in order to get a full
Brillouin zone coverage (0 to 1) in the Qchain direction, we need to use neutrons of
wavelength smaller than 2 A˚. Right: Aligned single crystal sample of Cs2CoCl4 as
used on WISH, with the b-direction vertical.
component of the scattering function is maximised due to the polarisation factor
in the magnetic scattering cross-section. This is essential because DMRG calcula-
tions (see Fig. 5.4) predict the most non-monotonic behaviour (largest dip) for the
integrated Sxx component.
The determination of the static scattering function S(Q) is made via the mea-
surement of the diffuse magnetic scattering expected in the case of a one-dimensional
magnetic system with short range correlations. The low-dimensional character of
Cs2CoCl4 leads to observation of features in the magnetic scattering cross section
that are essentially independent of two of the components of momentum transfer
perpendicular (Qh and Ql in our case) to the momentum transfer along the chain.
As such, the focus will be on the momentum along the chain direction (Qk = Qchain),
with the momentum perpendicular being integrated over a carefully chosen volume.
This integration volume is chosen in order to improve the statistics of S(Qk) in such
a manner as to avoid Bragg reflections.
The experimental investigations have concentrated on two distinct temperature
regimes. First, the diffuse scattering in the 1D phase was measured, at T = 400 mK
which is above the zero field transition temperature of TN = 220 mK. The diffuse
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signal was measured at a series of applied magnetic fields between B = 0.025 T and
B = 6.5 T. At a later date, due to the continuously developing theory, the magnetic
field dependency of the magnetic scattering was also measured in the 3D ordered
phase at T = 50 mK. Results from these measurements are presented and discussed
in the next section.
5.5 WISH Results
Neutron scattering data is always presented in standard physical units for momen-
tum and energy transfer in order to be directly comparable between experiments
and between experiments and theory. In the following, we describe the steps needed
to transform the raw WISH data into data given in units of A˚
−1
and meV which can
be directly read into the Horace suite of programs [89] used for the data analysis.
For a given detector element on WISH, the raw data is stored as a two-dimensional
histogram of the form (X,Y,E), with X that contains a large neutron time-of-flight
window which is binned into fine steps (usually as dictated by the time channel
resolution of the acquisition electronics). Correspondingly, Y contains the number
of neutrons that have hit the detector in each time-of-flight interval and E contains
the error associated with the counting statistics. A full raw dataset contains such
information for all the detector elements on the detector bank.
The raw data is restructured and transformed into ascii column data with in-
formation of the accessible momentum Q space. It is structured as columns with
Qh-Qk-Ql-C-E information (wave vector transfer components, counts and error for
each scattering event). This first step is done using the Mantid software [88] which
given a run number, loads and rebins the data, extracts the monitor spectrum, per-
forms a smoothing algorithm and normalises the raw data to the monitor data in
order to account for the incident flux. To correct for detector efficiency, a standard
vanadium run is treated almost identical to the data, with an extra smoothing algo-
rithm applied to iron out statistical fluctuations in the spectrum. In the next step,
the normalised data is divided by the normalised vanadium data. As background
dataset we use the B = 6.5 T dataset (fully polarised state), which is transformed
identically and subtracted from the data collected at different values of the magnetic
field.
In a next step, we read the ascii files, together with the instrument parameter
file, sample lattice constants and sample orientation into Horace [89] which trans-
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forms the data into SQW 4-dimensional data format. Horace is an analysis and
visualisation software written specifically for inelastic experiments, but by clever
design, it can also handles elastic data by integrating over all energy transfers.
5.5.1 T > TN Investigation
In this subsection we present data collected on WISH at T = 400 mK, above the
transition temperature TN = 220 mK to 3D magnetic long-range order. At this
temperature, Cs2CoCl4 has a strong one-dimensional magnetic character. It can be
considered as made up of decoupled spin chains with two different orientations of the
XY easy-planes. The application of the magnetic field B along the crystallographic
b-direction ensures the scattering is identical for both types of chains.
Figure 5.9: One-dimensional raw data (lines) and background subtracted data (cir-
cles) that cover two Brillouin zones along the chain direction, collected at T = 400
mK for several magnetic field values. We show that the background at 6.5 T is very
large and introduces uncertainties in the interpretation of the data, as explained in
the main text.
We begin with illustrating the major difficulty of the data analysis by plotting,
in Fig. 5.9, a few raw one-dimensional cuts of S(Qchain) versus Qchain. We remind
that we use the data collected at B = 6.5 T > Bsat (black line) as a background
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dataset because it gives a good description of the non-magnetic sample dependent
scattering and the non-sample dependent background scattering. One observes that
the overall background scattering is very large compared to data collected at lower
fields (blue, green and red lines). This is due to the fact that the 9 T magnet we
used for the experiment is incompatible with the oscillating collimator on WISH
so we measured without the collimator. The oscillating collimator has the role
of suppressing all background scattering from the magnet, the dilution fridge and
scattering from beamline components in general. Without the collimator in place
we pick-up all the scattering from the magnet and the dilution fridge aluminium
tails. We had to use this particular magnet because it had a vertical opening that
allowed to cover at least one Brillouin zone along the chain direction (see Fig. 5.8).
Another problem we highlight is the fact that the sample moved in the magnetic
field due to a slight bending of the dilution fridge stick. This would not constitute
a major problem if the background were small compared to the diffuse signal, but
as illustrated in Fig. 5.9, the background is comparable to the diffuse signal. As
a result, the subtraction of the background from the raw data becomes a sensitive
operation which introduces large uncertainties in the subtracted data (blue, green
and red circles). The uncertainty transfers to the integrated spectral weight I (which
is the key quantity predicted to signal the entanglement transition), so our level of
confidence in the measured diffuse scattering signal is quite limited and care must
be taken when interpreting the results.
The background subtracted S(Q) is plotted in Fig. 5.10 in the form of two-
dimensional scattering intensity maps in the (−0.25,K,L) plane, for a few selected
values of the applied magnetic field. These maps were obtained though an averag-
ing of the signal in the H direction from -0.45 r.l.u. to -0.05 r.l.u. The scattering
is of magnetic origin and is one-dimensional in nature as evidenced by the presence
of scattering rods at antiferromagnetic half-integer positions whose intensity vari-
ation is due to the magnetic form factor. The small modulation of the scattering
intensity along the L direction is consistent with what was observed in the earlier
study of Yoshizawa et al. [167] and it indicates the presence of finite inter-chain cou-
plings. The scattering signal is diffuse and is spread over a fairly large area in the
(−0.25,K,L) plane. As a function of magnetic field, the diffuse scattering intensity
decreases with increasing field, which is consistent with an evolution of the magnetic
structure from antiferromagnetic at small fields to polarised at fields B & 2.3 T.
In order to compare the predicted behaviour of the magnetic field dependence of
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Figure 5.10: Two dimensional scattering maps for selected number of applied mag-
netic fields along the chain direction.
I, the integrated static structure factor along the chain given by Eq. 5.8, with the
experimental data, we extract one-dimensional cuts from the full datasets by aver-
aging the signal in the momentum transfer directions perpendicular to Qchain ≡ K.
To avoid any scattering coming from structural Bragg reflections, we choose to av-
erage the signal in H = [−0.45,−0.05] r.l.u. and L = [1.5, 3.5] r.l.u. The results are
plotted in Fig. 5.11 where we show the static structure factor dependency on the
momentum transfer along the chain direction for a given set of applied magnetic
fields. The diffuse scattering intensity decreases with increasing applied field and
becomes flat when saturation is reached.
The integrated scattering intensity I that is predicted to signal a factorised state,
is obtained from the data by subtraction of S(Qchain = 0), obtained in practice by
extracting the average S(Qchain) over an interval of [-0.1,0.1] r.l.u. around Qchain =
0, from the total integrated S(Qchain) over two Brillouin zones from Qchain = −1
to Qchain = 1. This integrated quantity is predicted by theory to display a non-
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Figure 5.11: Static structure factor as a function of momentum transfer along the
chain direction for a set of applied magnetic fields.
monotonic behaviour as a function of applied magnetic field, with a minimum value
at the entanglement transition field and a rise and local maximum at the quantum
critical field. I extracted from the data is plotted in sub-figure b) of Fig. 5.12,
with blue circles. In sub-figure a) we plot the integrated spectral weight from -1
to 1 in Qchain with violet circles and the integrated spectral weight from -0.1 to
0.1 with orange rectangles. The total spectral weight decreases monotonically with
increasing applied field, whereas the integrated spectral weight around Qchain = 0
increases initially, reaches a maximum around B = 2.0 T and then decreases towards
zero at full saturation. As a consequence, the difference of the two shows a steeper
decrease in the region around B = 2.0 T, but the evolution remains monotonic with
no obvious minimum.
We think we do not observe the predicted non-monotonic behaviour of the en-
tanglement witness I due to both the uncertainties of the background subtraction
discussed at the beginning of this section and also due to finite temperature ef-
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Figure 5.12: Integrated spectral weight extracted from the data collected at T = 400
mK that is predicted to signal the entanglement transition through a non-monotonic
behaviour as a function of field. In a) we plot the integral of S(Qchain) over two
Brillouin zones and the integral of S(Qchain) over a 0.2 r.l.u. interval around Qchain =
0. In b) we plot I according to the definition in Eq. 5.8 and extracted as the
difference between the two quantities plotted in a).
fects which smear out the factorisation signature [165]. New theoretical investiga-
tions [165] on the anisotropic XY model with γ = 0.2 have revealed the fact that a
less pronounced non-monotonic behaviour of I should still be visible for tempera-
tures up to T = 0.03J (see Fig. 5.13). This temperature corresponds to the value of
the spectral gap. With a logic similar to quantum phase transitions, the presence of
the entanglement transition is visible at finite temperature as soon as the thermal
energy is smaller than the energy of the gap. For the XY model with γ = 0.2,
the gap energy is Eg = 0.03J, whereas the experiment was performed at T = 0.15J
(for J = 0.23 meV) of T = 0.26J (for J = 0.13 meV - as fitted from the measured
polarised dispersion) which are both too high. For the ideal 1D case, this means
that performing the same experiment at T < 80 mK (J = 0.23 meV) or T < 45 mK
(J = 0.13 meV) and extracting the integrated spectral weight I one should see the
predicted non-monotonic behaviour. In reality things are never truly 1D due to
finite inter-chain couplings. As the current theory does not account for inter-chain
couplings, our motivation for performing the experiment at T = 50 mK, in the 3D
magnetically ordered state, was based on a more hand-wavy argument. For finite
but small inter-chain couplings, the 1D T = 0 ground state and the 3D T = 0 ground
state are similar. As the 3D T = 0 state is adiabatically connected to the 3D finite T
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Figure 5.13: Integrated spectral weight Ixx versus applied magnetic field h in units
of the quantum critical field hc for the anisotropic XY model with γ = 0.2. Each
curve corresponds to a different temperature T (in units of J) and value of numer-
ical parameters Rmax (cut-off chain length) and N (chain length). Adapted from
Ref. [165].
state, the 3D ordered state ’freezes’ the 1D T = 0 state at small finite temperatures.
5.5.2 T < TN Investigation
In this subsection we present results from neutron scattering measurements on
Cs2CoCl4 at T=50 mK. At this temperature and at B=0, the system is charac-
terised by long range antiferromagnetic order [173]. As a function of field, there are
qualitative changes in the type of order, and at around B = 2.3 T there is a quantum
phase transition from antiferromagnetic to quantum paramagnetic order [177].
The experimental uncertainties related to background subtraction as described
in the previous section, apply for the data in this section as well due to identical
experimental conditions as for measurements at 400 mK.
We plot the neutron scattering intensity distribution in the (−0.25,K,L) crys-
tallographic plane in Fig. 5.14 for several applied magnetic fields. One observes that
the scattering is spread all over reciprocal space, resembling what is seen at T = 400
mK. At 50 mK we are below the Ne´el temperature and the diffuse scattering is
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Figure 5.14: Two dimensional scattering maps for different applied magnetic fields
along the chain direction.
due to the presence of quantum fluctuations. This observation is in accord with
the proposed adiabatic connection argument discussed at the end of the previous
subsection.
The principal feature one observes is the presence of scattering rods of intensity
localised at antiferromagnetic wave vector positions along the chain direction. For
every applied field value, the intensity drops for increasing Q due to the magnetic
form factor. As a function of magnetic field, the scattering looses intensity as the
field is increased, a sign that antiferromagnetic order is gradually suppressed. One
also observes what seems to be circular aluminium powder lines. We do not have
an explanation for the increased scattering intensity around L = 4 r.l.u.
We analyse and present the data identically to data collected at T = 400 mK,
with one-dimensional cuts plotted in Fig. 5.15. To obtain these, we have chosen
an averaging range in H from [-0.45,-0.05] r.l.u. and in L from [1.5,2.5] r.l.u. The
intensity of the cuts decreases with increasing applied field. The data close to
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Figure 5.15: Static structure factor as a function of momentum transfer along the
chain direction for a set of applied magnetic fields.
Qchain = ±1 goes to negative values due to a poor background subtraction. This is
due to the inability of using the standard oscillating collimator on WISH which is
not compatible with the magnet used. As a consequence the background scattering
is very large, comparable to the signal coming from the sample and the background
subtraction performs poorly at the ends of the interval. For data presented in
Fig. 5.15 we set the intensity to zero for data points whose intensity is negative and
keep the original errorbars.
The integrated spectral weight is extracted and plotted in Fig. 5.16 where in
sub-figure a) we plot the whole integrated spectral weight from -1 to 1 r.l.u., with
violet circles, alongside the integrated spectral weight from -0.1 to 0.1 r.l.u., with
orange rectangles. In sub-figure b) we show I with blue circles. The total integrated
weight (violet circles) decreases continuously as the field is varied from 0 to 6 T. The
spectral weight integrated between -0.1 and 0.1 r.l.u. (orange rectangles), decreases
abruptly at small fields and then shows a slight increase with a local maximum at
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B ≈ 2 T. As a consequence, I (blue circles) first increases at low fields, reaches a
maximum at 0.25 T and then decreases monotonically for increasing field.
Figure 5.16: Integrated spectral weight extracted from the data collected at T = 50
mK that is predicted to signal the entanglement transition through a non-monotonic
behaviour as a function of field. In a) we plot the integral of S(Qchain) over two
Brillouin zones and the integral of S(Qchain) over a 0.2 r.l.u. interval around Qchain =
0. In b) we plot I according to the definition in Eq. 5.8 and extracted as the
difference between the two quantities plotted in a).
Over the whole field range covered by the experiment, I continuously decreases
from a maximum value at small fields towards zero at saturation, in a monotonical
way which is in disagreement with theory that predicts a non-monotonic behaviour
of this quantity. We believe that at 50 mK we could be in one of two situations. The
first scenario is that at this temperature we observe the true 1D T = 0 behaviour
and the other is that we observe the 1D finite T behaviour. If we were in situation
one, then we would expect to see quite clearly the non-monotonic behaviour of
I, which is clearly not the case. If we were in situation two, following the same
argument as at the end of the previous section, that in order to see the signature
of the ET, the temperature has to be smaller than the gap energy, one sees that
T = 50 mK≡ 0.019J (J = 0.23 meV) or T = 50 mK≡ 0.033J (J = 0.13 meV) might
be right at the border. Together with the now known strength of the inter-chain
interactions (5%− 15% of J - as determined from the measured polarised dispersion
in section 5.6), it is unclear what the expected behaviour is, because the current
theory does not include effects of inter-chain interactions, which might as well just
wash-out any signature of the ET for significant inter-chain couplings. We mention
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here that the unknown strength of the inter-chain couplings partly motivated our
measurements of the high-field polarised dispersion. As a conclusion, because it is
still unclear what the expected behaviour of I is and because of the experimental
uncertainties about the data, it is difficult to find a proper explanation for our
measurements on Cs2CoCl4.
When we started this project, we believed that Cs2CoCl4 was a promising can-
didate for experimentally observing signatures of the predicted entanglement tran-
sition, but we now see that in practice there are problems. One aspect is related
to experimental uncertainties and the sensitive operation which is the background
subtraction. Another aspect is related to the fact that in Cs2CoCl4 the quantum
critical field hc and the factorising field hf are predicted to be less than 2% apart and
field inhomogeneities and deviations from an ideal sample could potentially suppress
the entanglement transition. On the theoretical side we mention that the theory has
been developed in parallel with the experiments in order to try to better understand
the measured data. Finite temperature and non-zero inter-chain couplings make the
predictions of the original 1D chain T = 0 theory unusable in case of real systems.
As future outlook there might be systems where the entanglement transition
could be experimentally observed with much more success. For example, for the
ideal transverse-field Ising model, the factorisation field is hf = 0, meaning that
for an Ising-like system the factorisation field would be well separated from the
quantum critical field. One advantage of this is that the factorisation point remains
accessible even if the quantum critical point is at experimentally unreachable high
fields, so materials that might have been discarded for investigations of quantum
criticality could be usable. One such system that could be studied experimentally is
CoNb2O6 [179,180], a quasi-1D Ising chain in transverse applied magnetic field. This
will require detailed theoretical investigation to obtain experimentally measurable
quantities either using neutron scattering or another experimental probe which is
sensitive to spin correlations. Another example would be finite-sized systems because
some of the results of theoretical investigations carried out as part of this project
have hinted to an alternative scenario where signatures of a factorised state could be
visible in a finite-size system at non-zero temperature. Experimental realisations of
such models include molecular-based magnets where the elementary building blocks
are 1D rings of spins [181–183] and broken spin-chains [184].
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Preliminary magnetic order At the time of the second WISH experiment (May
2014), the magnetic ordering of Cs2CoCl4 was only known for the case of a mag-
netic field applied along the crystallographic a-direction with no data available in
literature for other directions of the applied field. The fact that the evolution of
the magnetic ground state with a field applied along the b-direction was not known,
motivated us to do a preliminary investigation of the magnetic field evolution of
a few magnetic reflections. The results for the field dependence of the integrated
intensity of the Q = (0, 0.5, 1.5), Q = (0, 0.5, 1) and Q = (0, 0, 4) reflections is sum-
marised in Fig. 5.17. We found three different ordering wave vectors for the magnetic
field applied along the b-direction. At fields smaller than 0.25 T the magnetic or-
der is characterised by propagation vector k = (0, 0.5, 0.5), consistent with what is
known from zero field. For fields between 0.25 T and 2.2 T, the propagation vector
is k = (0, 0.5, 0) and it coexists between 1.9 T and 2.2 T with an incommensurate
order described by k = (0, 0.5− ξ, 0).
Figure 5.17: Integrated intensity of three reflections as a function of applied magnetic
field B ‖ b as collected on WISH.
The induced ferromagnetic component of the magnetic moment measured at
Q = (0, 0, 4) increases over the whole range of applied fields with two different dis-
tinguishable regimes. At small fields the integrated intensity has a quadratic-like
increase followed by a crossover to a linear regime at fields B > 2.4 T. The quadratic
regime is indicative of a linear increase of the magnetic moment where the low-lying
and higher Kramers doublets are intermixed and both participate in the dynamics
at low fields. The crossover signals the almost full saturation of the low-lying |±1/2〉
states and the linear increase of the integrated intensity shows that the dynamics is
dominated by the |±3/2〉 spin states. We see that even at the highest fields B = 6 T
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the system has not yet reached full saturation, an indication that there is a non-zero
fluctuating moment which is possibly due to finite quantum fluctuations.
This very brief survey shows that the magnetic ordering evolution in the case
of an applied field parallel to the b-direction is much more complex than in the
case where the field is applied along the a-direction [173]. A strong confirmation of
the complexity of the magnetic field (‖ b) dependency of the magnetic order came
recently from high-resolution specific heat and thermal expansion measurements on
Cs2CoCl4 [177,178]. In order to investigate the magnetic ordering evolution in more
detail, we have performed a neutron diffraction experiment on a single crystal of
Cs2CoCl4 at the RITA-II spectrometer at Paul Scherrer Institute. The details of
the experiment and results for the magnetic ordering and high-field excitations of
Cs2CoCl4 for fields applied along the crystallographic b-direction are presented in
the next section.
5.6 RITA-II Results
In this section we present results from a dedicated neutron scattering experiment
performed in order to investigate in detail the field phase diagram of Cs2CoCl4 when
a magnetic field is applied along the b-axis and to gain a better understanding of
the possibly relevant additional terms in the magnetic Hamiltonian that may be
responsible for the observed ordering. This study was motivated by the previous
findings from WISH which indicated that the magnetic ordering of this material is
quite complex for the case of the field along the b-direction. Although the phase
diagram was recently mapped out using specific heat and thermal expansion mea-
surements [177,178], the exact nature of the magnetic phases could not be established
and only possible scenarios were given for each phase, using simplified microscopic
models. Here we wish to use neutron scattering to reveal the exact nature of the
magnetic ordering as the field is increased from zero to saturation.
The experiment was performed at the cold neutron triple-axis spectrometer
RITA-II at the Paul Scherrer Institute (PSI) in Villigen, Switzerland and it was
divided into two parts. The first part concentrated on elastic scattering to investi-
gate the magnetic ordering as a function of field, in a range of fields from B = 0 up
to B = 4 T and at T = 0.05 K. The second part used inelastic scattering and focused
on measuring the excitation spectrum at B = 4 T, in the field polarised phase, to
get the parameters of the Hamiltonian.
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The single crystal sample of m = 2 g Cs2CoCl4 used at RITA-II was aligned
with the (0,K,L) plane in the horizontal scattering plane of the spectrometer. It
was placed on a custom made aluminium mount and sealed in an aluminium can
with helium exchange gas. The sample was attached to a dilution insert stick and in-
troduced in the horizontal field MA7 cryomagnet with a base temperature of 50 mK
and maximum field of 6.5 T. After preliminary checks of the alignment, the sample
was oriented in the magnet such that B ‖ b-direction, horizontally. Due to the mag-
net design, its geometry is quite restrictive with four 45◦ horizontal openings, two of
them with ±22.5◦ vertical openings and the other two with ±6.5◦ vertical openings.
The constrains from the magnet together with neutron kinematic constrains lead to
observation of a restricted number of magnetic reflections.
For the diffraction measurements, RITA-II was run in three-axis mode with a
vertically focusing pyrolitic graphite (002) monochromator that selects an incident
neutron energy of Ei = 5 meV. After the sample position, a cooled BeO filter was
used to filter out higher order scattering. A pyrolitic graphite analyser was used to
select final energy neutrons Ef = 5 meV. It was used in focusing mode to improve
counting statistics and lower the background scattering. Scattered neutrons were
detected using a position sensitive 3He detector with 128x128 pixels. This setup
allowed the measurement of several magnetic Bragg reflections at Q = (0, 1.5,−2.5),
Q = (0, 0.5, 0), Q = (0, 0.5,−2), Q = (0, 0.5,−3) and Q = (0, 0.5,−4).
For inelastic measurements, RITA-II was run in three-axis mode with the fol-
lowing elements in the beam: vertically focusing PG monochromator - collimator
80′ - diaphragm - Cs2CoCl4 in MA7 - BeO filter - PG analyser focusing mode - PSD
- Ef = 3.7 meV. The spectrometer was run with fixed final energy neutrons of 3.7
meV. At B = 4 T and T = 50 mK the dispersion relation was measured along four
directions in reciprocal space.
5.6.1 Field Dependence of the Magnetic Ordering
Our interest in mapping out the experimental phase diagram of Cs2CoCl4 when a
magnetic field is applied along the b-axis was initially driven by the original obser-
vations from the WISH experiment that indicated the presence of commensurate
order described by k = (0, 1/2, 0) in a field range from B = 0.25 T to B = 1.9 T and
incommensurate magnetic reflections for fields close to B = 2 T. The phase diagram
was only known for a field applied along the a-direction [173] and so it was important
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to understand what happens to the ordering for fields along the chain direction.
Recently, the temperature-field phase diagram of Cs2CoCl4 was mapped out
for magnetic fields applied along all three orthorhombic crystal axes, using high-
resolution specific heat and thermal expansion measurements [177,178]. These have
revealed that the scenarios where the field is applied either along the a or c axes
are very similar, whereas the case of fields applied along the b-axis is much more
complex and interesting.
The general features of the a-axis and c-axis phase diagrams were discussed
earlier in this chapter (see section 5.3). We will now focus on the b-axis phase
diagram and present in detail the findings of Breunig et al. [177].
At T = 50 mK the magnetic ground state changes as a function of applied mag-
netic field, with at least five distinct phases between zero field and saturation. At
low fields B < 0.25 T an antiferromagnetic phase is identified. For fields between
0.25 < B < 1.9 T two consecutive spin-flop phases are believed to exist. The transi-
tion from the antiferromagnetic phase is proposed to occur via a two-stage spin-flop
transition [177]. For fields 1.9 < B < 2.4 T another phase intervenes and is followed,
at B > 2.4 T, by the almost fully polarised effective ferromagnetic state. As a func-
tion of temperature, the antiferromagnetic phase extends up to TN = 0.22 K, in zero
field, and is followed by a thermal paramagnetic phase. In the field range of the two
spin-flop phases, the specific heat data shows two distinct transitions which indicate
the presence of a phase between the magnetically ordered states and the param-
agnetic state. It turns out that this phase is the same phase that occurs between
the spin-flop phase and the effective ferromagnetic phase at low temperature and
spreads over a large region in the temperature-field plane. The thermodynamic mea-
surements of Breunig et al. [177] allow for a clear identification of different phases
but do not provide information about the exact nature of the magnetic ground state
ordering.
In the following we present the results of neutron scattering measurements per-
formed with the aim of revealing the nature of each of the low temperature phases
identified from thermodynamic measurements.
AF commensurate phase In Fig. 5.18 we show the integrated intensity of the
Q = (0, 1.5,−2.5) magnetic reflection as a function of temperature which confirms
the zero field TN = 0.22 K. This phase is a commensurate antiferromagnetic (AF)
phase described by an ordering wave vector k = (0, 1/2, 1/2). It is the same phase
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previously identified by Kenzelmann et al. [173], which is characterised by antifer-
romagnetic correlations along the (0,K, 0) and (0, 0,L) reciprocal lattice directions.
It extends up to Bc1 = 0.25 T as can be seen from Fig. 5.19. The small shift of
the peak position from the commensurate K = 1.5 r.l.u. value is due to a small
misalignment of the sample.
Figure 5.18: Integrated intensity of Q = (0, 1.5,−2.5) reflection as a function of
temperature in zero field that confirms the known Ne´el temperature of 0.22 K.
Figure 5.19: Left: Two-dimensional colourmap illustrating the disappearance of the
commensurate k = (0, 1/2, 1/2) order; Right: Corresponding integrated intensity of
the Q = (0, 1.5,−2.5) reflection as a function of applied magnetic field.
In the AF phase, the spins are confined to the bc-plane, almost parallel to the
b-direction and make a small φ = 15◦ angle with the b-direction. They are oriented
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anti-parallel to each other along the b-direction (chain direction) and along the c-
direction, leading to a doubling of the magnetic unit cell along these two directions.
This structure is described by two types of domains where the relative orientation of
neighbouring chains is different [173]. In order to gain an understanding of what is
responsible for the observed spin arrangement we analyse the exchange interactions.
A first question we want to answer is what is responsible for the antiferromagnetic
order along the b- and c-directions, and a second question is what is the origin
of the small finite tilt of moments away from the b-direction. In order to answer
the first question we look at each exchange interaction (see Fig. 5.20). The energy
associated with the main, intra-chain J is always minimised and so this coupling
gives rise to the order along the b-direction. The energy associated with the Jac
exchange is also always minimised and one can think of the magnetic structure
as being formed of two types of coupled chains. Specifically, one type of coupled
chains is formed by spins (1, 2, 9, 10) and (5, 6, 13, 14) and the other is formed by
(3, 4, 11, 12) and (7, 8, 15, 16). The interactions that connect the coupled chains are
Jbc and Jab which are frustrated. In the case of isotropic Heisenberg exchange such
frustrated interactions cannot be responsible for ordering because at a mean-field
level, the magnetic energy does not depend on these couplings [173]. The exchange
interactions in this case are not isotropic, but have a strong XY character, with a
small finite coupling of the z-components of spin. This leads to an effective Ising
coupling between neighbouring chains that have a finite relative orientation of the
XY easy-planes. We speculate that this effective Ising coupling is in fact responsible
for the observed ordering along the c-direction. Another possibility is that further
neighbour interactions could stabilise the antiferromagnetic order.
The tilt of the moments away from the b-axis is surprising because this means
that spins leave their local easy-planes. Such a state is unfavoured by the XY
anisotropy which dictates that spins should remain in the XY planes. Considering
the relative angle between easy-planes on neighbouring chains, the only common
in-plane direction for all chains is the b-direction and thus spins should be paral-
lel to b. This state is realised in practice because most probably there is another
weak interaction that gains from the tilt. A possibility is the presence of a finite
Dzyaloshinskii-Moriya (DM) interaction between chains, with Jbc being the only
coupling which allows for a non-zero Dzyaloshinskii vector (D) due to symmetry
considerations and is also consistent with a non-collinear spin arrangement in the
bc-plane [177, 178]. From a symmetry analysis of the components of the D vec-
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Figure 5.20: A-type domain showing the orientation of the magnetic moments in the
enlarged magnetic unit cell and all nearest neighbour exchange couplings between
spins. Blue and red spins indicate same height along the a-direction.
tor, Breunig [178] showed that the energy gained by DM interactions along the Jbc
couplings is zero due to the fact that crystal symmetry dictates that the D vector
cancels for the whole lattice. This means that DM interactions between chains can-
not explain the departure of moments away from the b-axis. A finite DM interaction
could still be responsible for the small tilt if somehow the D vector would not cancel
for the whole lattice. This could be possible if the magnetic ordering was accompa-
nied by a small structural distortion that would lower the symmetry of the lattice
which in turn would give rise to finite D. This scenario is experimentally testable by
performing a diffraction experiment above and below the ordering temperature.
Spin-Flop commensurate phase Considering the known zero field magnetic
structure, the application of a large enough magnetic field almost parallel to the
ordered moment should induce a spin-flop transition. The transition is controlled
by the competition between the main intra-chain J, the single-ion anisotropy Dsi
and the magnetic field B, according to a classical treatment [14]. Our measurements
are summarised in Fig. 5.21 where we present two-dimensional colourmaps of the
magnetic field evolution for three wave vector transfers.
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Figure 5.21: Two-dimensional colourmaps that illustrate the presence of a commen-
surate SF phase and three incommensurate phases as the field is swept from zero
to saturation, for three different magnetic reflections measured during the RITA-II
experiment. Please note that the maximum value of the colour scale is 10 times
larger for the Q = (0, 0.5, 0) reflection as compared to the other two which have the
same scale.
We concentrate here on the SF phase which appears between Bc3 = 0.65 T and
Bc4 = 1.9 T and is characterised by commensurate magnetic order described by
the ordering wave vector k = (0, 1/2, 0). We present the integrated intensity of the
Q = (0, 1.5,−3) and Q = (0, 0.5, 1) magnetic reflections in Fig. 5.22 where we show
that the measurements performed on RITA-II and WISH are very similar. The
SF phase is characterised by a sudden increase of the perpendicular antiferromag-
netic moment which reaches a maximum value for B = 1.5 T and then decreases
abruptly towards zero at Bc4 = 1.9 T. The integrated intensity plot in Fig. 5.22
includes the integrated intensities of all three incommensurate reflections presented
in Fig. 5.21. Please note that the integrated intensity as a function of field for the
other measured reflections (Q = (0, 0.5, 0) and Q = (0, 1.5,−2)) characterised by the
same k = (0, 1/2, 0) is similar. Such behaviour signals a particular evolution of the
spin structure throughout this phase, with two possible scenarios. The first scenario
involves a pure spin reorientation with fixed moment, and the second involves a
combination of spin reorientation and fluctuating moment. In order to pick the one
which is in accord with our observations, we have computed the expected magnetic
structure factor for a classic spin-flop phase.
We consider a SF phase evolution as depicted in Fig. 5.23 and compute the
expected magnetic structure factor by assuming a continuous transition from the
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Figure 5.22: Integrated intensity of the Q = (0, 1.5,−3) reflection measured on
RITA-II and Q = (0, 0.5, 1) as measured on WISH as a function of applied magnetic
field. The corresponding magnetic structure factor squared computed assuming a
spin-flop configuration for spins is plotted with blue line.
antiferromagnetic phase to the spin-flop phase and to the fully polarised phase and
ignoring the incommensurate phases that border the SF phase. In the SF phase
we use the canting angle θ, measured with respect to the b-direction, to describe
the orientation of the spins at any given value of the applied field. The canting
angle depends on the magnetic field in accordance to the classical treatment of spin-
flop phases [14] as θ = cos−1(B/Bsat) where the applied field is given by B and the
saturation field by Bsat.
We plot the computed square of the magnetic structure factor as a function of
applied magnetic field with a blue solid line in Fig. 5.22 for the corresponding mea-
sured reflections. We see that the computed structure factor is in total disagreement
with the measured data. At the transition field between AF and SF, Bc1 = 0.25 T,
the square of the magnetic structure factor is maximum and then continuously de-
creases with increasing field, reaching zero at Bc5 = 2.35 T. If we consider a simple
spin reorientation, then the starting spin configuration must give rise to a zero struc-
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Figure 5.23: Magnetic field evolution of the spin structure assuming a classical SF
phase for a) A domain type and b) B domain type. The canting angle θ is given at
the top of each subfigure.
ture factor at the low field transition point. This means that spins aren’t arranged
antiferromagnetically along the b-direction. This is inconsistent with the fact that
the largest exchange energy scale controlled by intra-chain J is still dominant over
the Zeeman energy at this low field and antiferromagnetic correlations are expected
to vanish only at much larger fields. The scenario where the structure factor is
initially zero and then increases, implies that most probably quantum fluctuations
are responsible for such behaviour. It is well-known that for low-dimensional low-
spin systems the strength of quantum fluctuations is non-negligible. We believe
that the same scenario as proposed by Kenzelmann et al. [173] to explain the field
dependency of the magnetic structure factor in the canted phase with field applied
along the a-direction, applies in this case too. Quantum fluctuations are gradually
suppressed by the magnetic field and in consequence allow for more and more of the
antiferromangnetic moment to order until it reaches a maximum value at around
5.6. RITA-II Results 163
B = 1.5 T. The system then arranges itself into a classical spin-flop configuration
which leads to the gradual decrease of the antiferromagnetic moment, with increas-
ing field, until it completely disappears at Bc5 = 2.35 T and an almost fully polarised
state is promoted.
Fully-Polarised phase For fields larger that 2.35 T the spins are aligned parallel
to the direction of the applied field and the system is in a (almost) fully-polarised
state (FP). In this phase all the antiferromagnetic correlations have been suppressed
by the field and the system can be described as an effective ferromagnet. The field
evolution of the ferromagnetic moment is given by the integrated intensity of the
Q = (0, 0,−2) reflection as measured on RITA-II, which is plotted in Fig. 5.24. We
identify two magnetic field regions where the integrated intensity behaves differently.
For fields up to Bc5 = 2.35 T the integrated intensity shows a quadratic dependency
with applied field, whereas for fields larger than Bc5, a linear dependency is observed.
The quadratic dependency signals a linear increase of the ferromagnetic component
of the moment and is in accord with what is expected for a spin-flop phase. In the
low field region both the |±1/2〉 and |±3/2〉 contribute to the magnetisation whereas
the crossover to a linear regime signals the full saturation of the lower |±1/2〉 states
where only the |±3/2〉 contribute to the magnetisation.
Figure 5.24: Left: Two-dimensional colourmap which shows magnetic field depen-
dency of the Q = (0, 0,−2) reflection. Right: Integrated intensity of the same reflec-
tion as a function of magnetic field. With blue line we plot the expected structure
factor squared for a classical SF phase and with black line we highlight the linear
regime attributed to the |±3/2〉 spin states.
Thus far we have presented the results and interpretation for the main three
phases that dominate the phase diagram of Cs2CoCl4 for an applied magnetic field
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along the b-direction. At low fields the magnetic ground state is a commensurate
antiferromagnetic state with antiferromagnetic order along the c- and b-directions.
At intermediate fields the order is described by a commensurate state which we
propose to be a spin-flop phase where the antiferromagnetic order along the c-
direction is lost. At high fields, the magnetic ground state is an effective ferromagnet
with no antiferromagnetic order. At the transitions between the three main phases
we identify other magnetic phases which are all incommensurate as shown by the
neutron scattering data. In the following paragraphs we speculate what might be
responsible for the stabilisation of such incommensurate states and also what spin
structures would be consistent with the observations.
IC1 and IC2 phases At the transition between the AF phase and the SF phase,
two incommensurate magnetic phases intervene. The first phase (IC1) appears for
magnetic fields between Bc1 = 0.25 T and Bc2 = 0.45 T and is characterised by
an ordering wave vector k = (0, 1/2− ξ, 0) where the incommensuration ξ = f(B)
changes as a function of the applied magnetic field. The second phase (IC2) appears
for fields between Bc2 = 0.45 T and Bc3 = 0.65 T and is described by two ordering
wave vectors k1 = (0, 1/2− ξ1, 0) and k2 = (0, 1/2− ξ2, 0).
In Fig. 5.25 we present data measured around the antiferromagnetic Q = (0, 1.5,−3)
reflection as a function of applied magnetic field. We show that up to Bc2 = 0.45 T
the order is incommensurate described by a single propagation wave vector which
is followed by a transition to a second incommensurate phase that extends up to
Bc3 = 0.65 T and is characterised by two ordering wave vectors. For fields larger
than Bc3, the ordering goes back to a commensurate wave vector. The transition
from the AF phase to the SF phase is thus quite complex and most probably is the
result of a fine balance between different energy scales which compete and which
include frustrated inter-chain interactions, DM interactions, anisotropy and the ap-
plied field. In support of this idea we mention the comprehensive study of Starykh
et al. [185] which explains most of the observed features of the experimental phase
diagram of Cs2CuCl4. Although Cs2CuCl4 and Cs2CoCl4 have the same magnetic
lattice geometry, the physics is quite different for the two systems mainly due to the
relative strength of the inter-chain interactions and the anisotropy point of view.
The inter-chain frustrated Jbc ≈ J/3 for Cs2CuCl4 whereas for Cs2CoCl4 the inter-
chain Jbc ≈ J/10. The different magnetic ions in the two systems also give rise to
different anisotropic effects. In Cs2CuCl4 the quenching of the orbital moment gives
5.6. RITA-II Results 165
Figure 5.25: Left: Neutron scattering intensity variation of the Q = (0,Qk,−3)
magnetic reflection with applied field that illustrates the presence of three distinct
phases: IC1 for 0.25 < B < 0.45 T, IC2 for 0.45 < B < 0.65 T and SF for B > 0.65
T. Right: Incommensuration as a function of field.
rise to isotropic Heisenberg exchange interactions whereas for Cs2CoCl4 the finite
orbital moment due to the Co2+ ions gives rise to finite spin-orbit interactions which
in consequence determine XY-type exchange. The main conclusion of the theoreti-
cal study is that frustration and quasi-one-dimensionality do amplify tiny terms in
the Hamiltonian to the point where they control the ground state. Also considering
weak interactions induces a commensurate-incommensurate transition, very similar
to what we observe in Cs2CoCl4.
For the low field region, our data are in excellent agreement with the magne-
tostriction data of Breunig et al. [177] which apart from the main transitions at 0.25
T and 0.7 T also observed a transition at 0.45 T. We disagree with the interpretation
of the transition between the AF phase and the SF phase which suggests a two-stage
spin-flop transition driven by DM interactions. The proposed two-stage transition
implies that in a first stage only half of the chains would make the SF transition
whereas the other half would remain in an AF state. This means that the observed
ordering should be antiferromagnetic commensurate. We clearly show that the or-
dering in the transition region is incommensurate and is thus incompatible with a
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two-stage spin-flop transition. We speculate that the two incommensurate phases
might be a spin spiral state or distorted cycloid in the bc plane which is controlled by
the DM interactions and frustrated inter-chain interactions but we currently have no
solid evidence for this. Of course, a detailed theoretical study similar to the one of
Starykh et al. [185] would probably serve to clarify the exact nature of the ordering
in this field region in Cs2CoCl4.
IC3 phase Before the transition to the fully-polarised state, Cs2CoCl4 is described
by an incommensurate phase (IC3). The IC3 is stable from Bc4 = 1.9 T to Bc5 = 2.35
T and is characterised by an ordering wave vector k = (0, 1/2− ξ, 0). The incom-
mensuration ξ varies with applied field as shown in Fig. 5.26 for the Q = (0,Qk,−3)
magnetic reflection. As the field is increased, it asymptotically approaches ξ = 0.04
r.l.u.
Figure 5.26: Left: Neutron scattering intensity variation of the Q = (0,Qk,−3) mag-
netic reflection with applied field that illustrates the presence of two distinct phases:
SF for 0.65 < B < 1.9 T and IC3 for 1.9 < B < 2.35 T. Right: Incommensuration
as a function of field.
A schematic map of the magnetic incommensurate reflections observed in the
(0,K,L) plane is given in Fig. 5.27 for data collected on WISH and RITA-II. For a
magnetic field applied parallel to the a-direction, only nuclear peaks which satisfy
5.6. RITA-II Results 167
H + K = odd and L 6= 0 are expected to have magnetic satellite peaks [176]. We see
that for a field applied along the b-direction the pattern of observed reflections does
not satisfy this selection rule.
Figure 5.27: Observed magnetic reflections in the high-field IC3 phase in the (0KL)
plane. Empty circles represent nuclear reflections, filled green circles represent the
observed incommensurate reflections measured on WISH, red filled circles represent
magnetic reflections measured on RITA-II and violet circles represent reflections
observed by G. L. Pascut [176] (for a field applied along the a-direction).
For example, in the WISH data we observe the (0, 0,±2)± k, (0,−1,±1) + k
and (0, 1,±1)− k reflections but only for L = ±1 and L = ±2 and not for any other
value of L. We currently don’t have an explanation for why this should be the case.
In the RITA-II data we do observe a magnetic incommensurate reflection with L = 0
component which confirms our initial guess that the field along b-direction leads to
different magnetic selection rules as compared to the a-direction case. Furthermore
in the RITA-II data we now observe the (0, 2,−2)− k and (0, 2,−4)− k reflections
which is inconsistent with the WISH data where we see neither the (0, 2, 2)− k nor
the (0, 2, 4)− k reflections. This is a worrisome inconsistency for which we currently
do not have an explanation. With black interrupted line we plot the expected
incommensurate peak positions in the case where satellite peaks appear only for
nuclear centres satisfying K + L = odd. This shows the wave vector modulation
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of the scattering perpendicular to the chain direction which was experimentally
observed by Yoshizawa et al. [167].
Not withstanding the inconsistency between the WISH and RITA-II data, we
clearly observe an incommensurate magnetic phase at the transition between the
SF and FP states. This phase is the phase II identified by Breunig et al. [177]
from thermodynamic measurements. This observation then excludes the possibility
that this phase could be a nematic phase, as proposed by Breunig et al. [177]. The
incommensuration arises in this case from the frustrated inter-chain interactions
which shift the magnetic peaks away from the half-positions along the K direction.
In this section we have used a combination of time-of-flight neutron diffraction
and triple axis measurements to explore the low temperature evolution of the mag-
netic ground state of Cs2CoCl4 when a magnetic field is applied parallel to the
crystallographic b-direction.
Figure 5.28: Schematic low temperature phase diagram of Cs2CoCl4 as measured by
neutron scattering. It shows the evolution of the magnetic ground state of Cs2CoCl4
as a function of applied magnetic field.
We identify a rich phase diagram with six different magnetic phases which we
schematically plot in Fig. 5.28. At low fields an antiferromagnetic Ne´el-type com-
mensurate state is stabilised by inter-chain couplings and possibly Dzyaloshinskii-
Moriya inter-chain interactions. As the field is increased, two consecutive incom-
mensurate phases are observed. They arise as a result of competing low energy
scales associated with the frustrated inter-chain interactions, DM interactions and
anisotropy. Our observations of incommensurate order are inconsistent with the
proposed two-stage spin-flop transition. In the intermediate field range, a commen-
surate spin-flop phase which is characterised by antiferromagnetic correlations along
the b-direction is present. Just before the transition to an almost fully polarised
state, a third incommensurate phase is identified. It is the phase denoted phase
II by Breunig et al. [177] and arises as a result of competing frustrated inter-chain
interactions. Beyond this phase, a polarised state is observed where all spins tend
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to align parallel to the applied field direction.
In order to provide a clearer picture of the exact nature of each phase and the
mechanism responsible for their stabilization, a comprehensive theoretical investi-
gation, similar to the one performed for the explanation of the experimental phase
diagram of Cs2CuCl4 [185] is required. It should take into account the relative
strengths of exchange interactions, the XY-type anisotropies and the direction of
the applied magnetic field.
5.6.2 Spin Excitations in the Polarised Phase
The neutron scattering measurements of the magnetic ordering of Cs2CoCl4 for a
field applied along the b-direction reveal that the evolution of the magnetic ground
state is very complex, with various commensurate and incommensurate phases which
are stable at the lowest of temperatures. In order to gain a better understanding of
what is responsible for the appearance of these phases, an accurate knowledge of the
magnetic Hamiltonian is required. The parametrisation of the Hamiltonian in terms
of various exchange constants and additional smaller terms, for which there is no
experimental evidence yet, would probably help to explain each of the experimentally
observed phases.
An elegant solution to the experimental parametrisation of the magnetic Hamil-
tonian of a quantum spin system was originally provided by Coldea et al. [90] who
used inelastic neutron scattering to extract the relevant Hamiltonian parameters for
Cs2CuCl4. By measuring the dispersion of spin excitations in a field regime where
the system can be considered as fully polarised and fitting the data to the predic-
tions of linear spin-wave theory, which is accurate in the polarised state, very reliable
values for the Hamiltonian parameters were extracted. In general, this technique
works whenever the system is forced into a polarised state by the application of a
large enough magnetic field because in this case the ground state is ferromagnetic.
A ferromagnetic ground state is an exact eigenstate of the Hamiltonian and so lin-
ear spin-wave theory gives the dispersion and intensity of magnon excitations very
accurately. The values for the exchange constants extracted in this way are reliable
as they are not renormalised by quantum fluctuations which are totally suppressed
by the field.
In the case of Cs2CoCl4 there have been two previous attempts to parametrise
the Hamiltonian. Mukherjee et al. [186] have proposed two models to describe
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the high-field excitations. The first model is based on a simplified effective S=1/2
isotropic Hamiltonian and linear spin-wave theory is used to extract the intensity
and dispersion of excitations. Although this model gives an accurate description of
the observed excitations at B = 4 T, it does a poor job in describing the excitations
measured at B = 2.5 T. To obtain a consistent model, a second, ’exciton’ model was
used, that takes into account the full S=3/2 physics of the system and thus accounts
for the anisotropic XY exchange. The excitations are computed using a multilevel
pseudo-boson technique in an applied magnetic field.
We choose to use the simplified model to fit our data due to several reasons.
Firstly, the comparison of the extracted exchanges of Mukherjee et al. [186] using
both models reveals that their relative strengths are identical. Secondly, we know
that the simplified model correctly describes the excitations in the polarised state
at a given field. Thirdly, the lack of an analytical solution for the dispersion in the
case of the exciton model means we have to computationally calculate the dispersion
which is quite an involved process.
The simplified model uses only the lowest S=1/2 states, which is justified by the
fact that the energy separation between the |±1/2〉 and |±3/2〉 Kramers doublets
is much larger than the main exchange, and assumes isotropic Heisenberg exchange
interactions. Although this is not a very accurate description of Cs2CoCl4, it allows
the understanding of the major observed features and their origin in terms of ex-
change couplings. The magnetic lattice and exchange paths considered are identical
to the ones pictured in Fig. 5.20. The Hamiltonian in this case reads
H = Hex +HDM +Happ (5.9)
where the first term is the exchange term, the second term includes a Dzyaloshinskii-
Moriya interaction and the third terms describes the interaction with the applied
magnetic field. The exchange term is given as
Hex = J
∑
r,δ
Sr · Sr+δ + Jab
∑
r,δ
Sr · Sr+δ + Jbc
∑
r,δ
Sr · Sr+δ + Jac
∑
r,δ
Sr · Sr+δ
(5.10)
where each r and δ vectors run over the nearest neighbour exchange paths connected
by the corresponding exchange coupling. The DM term reads
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HDM =
∑
r,δ
D · Sr × Sr+δ (5.11)
with δ running over the nearest neighbours of spin Sr connected by the Jbc exchange
paths and D is the DM vector. The applied field term is written as
Happ = −gµB
∑
r
B · Szr (5.12)
where the applied field is along the z-direction and g is the Landee´ factor. In the
above expressions the main exchange J connects 1 spin to 2 nearest neighbours
along the chain direction, Jab and Jbc connect 1 spin to 4 nearest neighbours, Jac
connects 1 spin to 2 nearest neighbours and the DM interaction vector is assumed
perpendicular to the bc plane and associated with the Jbc exchange paths.
The transformation of the Hamiltonian in terms of bosonic creation and anni-
hilation operators is performed via the Holstein-Primakoff transformation for spin
operators. By retaining only the first order terms in the boson operator expansion,
Fourier transforming them accordingly and diagonalizing the subsequent form of the
Hamiltonian, the dispersion of magnon-like excitations is given as
~ωQ = A0 + AQ ± BQ ±DQ (5.13)
with
A0 = gµBH− J− 2Jab − 2Jbc − Jac
AQ = Jcos(2piQk) + 2Jbccos(piQk)cos(piQl)
BQ = 2Jabcos(piQh)cos(piQk) + Jaccos(piQh)cos(piQl)
DQ = 2Dasin(piQk)cos(piQl) (5.14)
The existence of two sublattices in the unit cell gives rise to two magnon branches
which correspond to magnons residing on each sublattice. The further consideration
of finite DM interactions splits each branch into two sub-branches predicting a total
of 4 separate magnon branches which we will identify as ++, +−, −− and −+ de-
pending on the sign of the BQ and DQ terms. For a particular choice of Hamiltonian
parameters of the same order of magnitude as expected for Cs2CoCl4, J = 0.1 meV
Jab = 0, Jbc = 0.02 meV, Jac = 0.01 meV, D = 0.002 meV, g = 3, H = 4 T, we plot
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the dispersion along the (0,Qk,−2) and (0, 2,Ql) directions as predicted by linear
spin-wave theory for all 4 magnon branches in Fig. 5.29.
Figure 5.29: Linear spin-wave theory predictions for the dispersion along the same
reciprocal space paths as measured during the experiment. Considering two sublat-
tices in the unit cell and adding a DM interaction term gives rise to 4 non-degenerate
magnon branches.
In order to get a feel for which parameters are responsible for what features
of the dispersion relation, we analyse the effects of each parameter on one of the
magnon branches and along the Qk and Ql directions. Along the Qk direction we
see that the g-factor is responsible for the overall mean dispersion energy. The main
intra-chain J is fixed from the amplitude of the dispersion (i.e. the difference in
energy between the maximum and minimum of the dispersion). The ratio between
the inequivalent maxima as well as the shift of the minimum away from the half-
integer positions in Qk is sensitive to both frustrated Jab and Jbc couplings so these
can’t be both extracted from only the dispersion along Qk. The dispersion along Qk
for fixed Qh and Ql is not sensitive to the Jac coupling as expected. If we turn to
the dispersion along the Ql direction we observe that J and Jab have no effect on the
dispersion as expected. The g-factor is responsible for the overall shift of the mean
dispersion energy. The inter-chain Jbc and Jac are both sensitive to the amplitude
of the dispersion so they can’t be both extracted from only the dispersion along Ql.
The effect of adding the DM term is to slightly shift the position of the Qk dispersion
minimum to higher or lower energy depending on the sign of the DM term while
the maximum energy remains the same which leads to 4 non-degenerate dispersions
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along the Qk direction. The DM term has no effect on the Ql dispersion and 2 non-
degenerate dispersions are predicted. By measuring the dispersion relation along
several reciprocal space paths and fitting all the data to the predictions of linear
spin-wave theory, we should be able to extract reliable values for the parameters of
the Hamiltonian.
Inelastic neutron scattering data was collected on RITA-II with fixed final neu-
tron energy of 3.7 meV and fairly tight beam collimation. This provided an energy
resolution at the elastic line of ∆E = 0.115± 0.001 meV (FWHM). The inelastic
scattering signal was measured as constant-Q scans by varying the energy transfer.
A typical such scan is shown in Fig. 5.30 where we fit both the elastic line and
the inelastic peak to Gaussians on a linear background. We extract the position in
energy of each inelastic peak which for several Q points gives the dispersion relation.
Figure 5.30: a) Typical constant-Q scan at (0, 1.5,−2) together with a fit of both
the elastic line and the inelastic peak to Gaussian functions on a linear background.
b) Scan through the elastic line which gives the experimental energy resolution of
∆E = 0.115(1) meV (FWHM).
The summary of the measured dispersion along four different reciprocal space
paths is given in Fig. 5.31. Due to the fact that the difference between the ex-
pected energy peak positions of the magnon branches are much smaller than the
experimental energy resolution, we observe all the branches as being degenerate in
energy. Nonetheless we can extract reliable values for the Hamiltonian parameters
by assuming we only see one magnon branch, which for these purposes was chosen
as the ++ branch. If we consider we see other branches, the sign of the relevant
parameters will change accordingly but their modulus will not. We know that all
exchange interactions are antiferromagnetic and the sign of the DM vector is im-
portant only if we want to analyse in detail the expected spin structure which we
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will not do in this thesis. For the purpose of extracting the relative strengths of the
exchanges and possibly show evidence for a finite DM interaction, fitting the data
to one magnon branch will suffice. In a first step we have fitted the data by fixing
Da to 0. The values extracted from fitting all the data to the dispersion given by
the ++ dispersion are J = 0.130(5) meV, Jab = 0.004(5) meV, Jbc = 0.020(2) meV,
Jac = 0.006(2) meV and g = 2.92. In a second step we have included the DM term
in the dispersion and the extracted fit parameters are in this case J = 0.130(5) meV,
Jab = 0.003(5) meV, Jbc = 0.016(4) meV, Jac = 0.014(6) meV, Da = 0.004(3) meV
and g = 2.92(2). The extracted fit parameters are given in Table 5.1.
Figure 5.31: Measured dispersion (open symbols) along different reciprocal space
paths together with a fit to the predictions of linear spin-wave theory for a single
magnon branch (black lines).
The results of the fitting show that our data is either not sensitive to Jab or
it is very small Jab < 0.05J. This is in contradiction to the values extracted by
Mukherjee [186] and Pascut [176] which give Jab = 0.030(5) meV and Jab = 0.034(2)
respectively. If one tries to fit the data by fixing Jab to either of their values, the
quality of our fit is worse. By including the DM term the quality of our fit does not
improve significantly which leads us to conclude that if there is such a term present,
then it is most likely of the order of 5% of the main intra-chain J or lower. Both our
fits suggest that in order to accurately describe the data the relative strength of the
exchange interactions has to be J > Jbc > Jac > Jab ≈ Da. As a function of the main
J, the inter-chain interactions Jbc = (12− 15)%J, Jac = (5− 10)%J, Jab < 5%J and
Da < 5%J, which indeed confirms the quasi-1D nature of Cs2CoCl4.
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Table 5.1: Hamiltonian parameters as extracted from the dispersion measured at
B = 4 T.
Parameter Da fixed Da free
J (meV) 0.130(5) 0.130(5)
Jab (meV) < 5%J < 5%J
Jbc (meV) 0.020(2) 0.016(4)
Jac (meV) 0.006(2) 0.014(6)
Da (meV) 0 < 5%J
g 2.92(2) 2.92(2)
In the context of the observed magnetic ordering, we now see that the combina-
tion of frustrated inter-chain interactions and their comparable strength (a few % of
the main J), together with the inclusion of Dzyaloshinskii-Moryia interactions, does
provide the right conditions such that a very fine balance and competition between
low energy scales would determine the magnetic ground state. The application of
a magnetic field then has the role of promoting one of these energy scales over the
others and thus stabilize one of the many experimentally observed types of ordering.
As mentioned in the previous section, we believe that the knowledge of the relative
strengths of inter-chain interactions and of DM interactions can guide a thorough
theoretical study of this material which should also consider the true S=3/2 physics
and the anisotropies it gives rise to, in order to give an accurate description of the
various low temperature phases.

Chapter 6
Conclusions and Future Outlook
In chapter 3 we presented a time-of-flight inelastic neutron scattering study aimed
at identifying experimental signatures of magnon decay in the organic layered mag-
net (5CAP)2CuCl4 (CAPCC). We began with a description of what is theoretically
and experimentally known about the static and dynamical properties of the two-
dimensional S=1/2 square lattice Heisenberg antiferromagnet in zero field. We intro-
duced the concept of spontaneous magnon decay and showed theoretical predictions
for the expected anomalous spin dynamics that result as a consequence of decays.
We discussed the possibility of experimentally observing the effects of magnon de-
cays in a real system with finite inter-layer coupling. In section 3.3 we presented
the properties of CAPCC and in section 3.4 we described the experimental setup of
an LET inelastic neutron scattering experiment performed with the aim of testing
various theoretical predictions about the high-field excitation spectrum of CAPCC.
In a first step, we characterised the spin Hamiltonian of CAPCC by extracting the
magnetic exchange constants from spin-wave data collected in the polarised phase,
at B = 7 T, where spins are forced to align along the applied magnetic field direction
and where the excitation spectrum is accurately described by linear spin-wave the-
ory. We showed that the Hamiltonian of CAPCC is well described by a Heisenberg
model with nearest neighbour in-plane coupling J = 0.100(2) meV and considerable
out-of plane coupling J′ = 0.032(2) meV. In section 3.6 we presented and discussed
results for the spin dynamics in the intermediate field, canted phase of CAPCC,
where magnon decay effects are predicted to be experimentally observable. We first
took an experimental approach to the data analysis and argued that the observed
asymmetry in the lineshape of the excitations is an indication of decays. We then
invoked results of linear spin-wave theory and showed that the measured excitations
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are broader than what is predicted for two non-interacting single magnon modes,
with significant spectral weight distributed away from the single particle peaks, into
a higher energy continuum. We compared the data with theoretical predictions
based on a 1/S spin-wave theory expansion which accounts for magnon-magnon in-
teractions and showed that the 1/S theory captures better the general features of
the data, which include a damping of the modes and the presence of continuum
scattering. We showed that the excitation lineshape around the Q = (pi/2, pi/2, 0) is
broader than around Q = (pi, 0, 0), in accord with predictions of the 1/S theory. We
concluded that on a qualitative level, the data supports the presence of field-induced
magnon decay in CAPCC but that the overall data quality does not allow for a full
quantitative comparison to theory. We proposed a better optimized, definitive ex-
periment, which will allow for a quantitative comparison with specific theoretical
predictions for the shape of the continuum and the decay rates.
Despite the fact that effects of magnon decay are predicted to be most extreme for
the quantum limit S=1/2, so far signatures of decays have only been experimen-
tally identified for classical S=2 and S=5/2 systems. This study provides the first
experimental confirmation of magnon decay for the quantum case and presents as
an opportunity to further study a range of related phenomena such as triplon de-
cays in spin liquids, magnon decays in planar ferromagnets and impurity assisted
magnon-magnon scattering in easy-plane collinear antiferromagnets.
In chapter 4 we presented a neutron resonant spin-echo triple-axis neutron scat-
tering study aimed at investigating the temperature evolution of the triplet excita-
tions and gap energy in the prototypical S=1 Haldane chain Y2BaNiO5. We began
with an introduction about the Heisenberg antiferromagnetic chain and showed that
the excitation spectrum of the integer spin model is markedly different from the half-
integer model, with a gap in the spectrum for integer spin. We focused on the S=1
Heisenberg antiferromagnetic chain and presented the properties of its ground and
excited states. Although the ground state is disordered from a classical point of
view, there is finite string order that determines quantum coherence in the ground
state. We showed that the coherence is directly reflected in the lifetime of the
triplet excitations. In section 4.2 we presented a quantitative model for the lifetime
of the triplet excitations and the non-linear sigma model (NLSM) prediction for the
blue shift of the gap energy. We then moved on to present details of Y2BaNiO5,
an excellent realisation of the S=1 Haldane chain. In section 4.4 we described the
high-resolution NRSE-TAS experiment performed on Y2BaNiO5 and the strategy we
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adopted to measure the lifetime and blue shift. In the next section we discussed the
results for the triplet lifetime measurements and showed that although NRSE-TAS
had previously been used to extract information about lineshape asymmetry [149],
we were not able to reliably extract such information from the data. All the sub-
sequent analysis was performed assuming a symmetric lineshape of the excitations.
We corrected the data for depolarisation effects and extracted the intrinsic lineshape
broadening as the half-width at half maximum of a Lorentzian. We showed that the
non-linear sigma model is unable to capture the measured temperature dependence
of the inverse excitation lifetime. Triple-axis (TAS) and NRSE-TAS measurements
on Y2BaNiO5 were shown to disagree for a wide range of temperatures and while
we were unable to identify the reasons for this mismatch, we concluded that for
T > 25 K the TAS data should be considered reliable, whereas for T < 25 K, the
NRSE-TAS data should describe more accurately the inverse lifetime of the triplet
excitations. A phenomenological model for the temperature dependence of the in-
verse lifetime was fitted to the data and bounds were put on the residual inverse
lifetime at T = 0. We attributed the residual inverse lifetime to the random distribu-
tion of static defects introduced by impurities present in the sample. A comparison
of the measured Γ(T) with predictions of the quantitative model revealed that the
model severely overestimates the inverse lifetime for all temperatures. Assuming the
measured residual inverse lifetime arises from static defects, we showed that a mean
chain length twice as large as what was inferred by Xu et al. [97] should be used. In
section 4.6 we presented results from phase sensitive measurements from which we
extracted the blue shift of the triplet energy. Due to the impossibility of parametris-
ing the lineshape asymmetry from the lifetime measurements, we analysed the data
in terms of a symmetric lineshape of the excitations. While this prevents an accurate
extraction of the blue shift, we showed that qualitatively one can confirm the blue
shift in Y2BaNiO5.
As future work on the subject, it is desirable to identify the exact reasons for the TAS
and NRSE-TAS lifetime measurement discrepancy by better understanding how the
TAS data has been analysed and what are its limitations and also by improving
ones understanding of the depolarisation corrections applied to the spin-echo data.
We plan to obtain exact theoretical predictions for the lineshape asymmetry from
Ref. [141] and use them to parametrise the lineshape asymmetry. In this way we
can compute what is the expected relationship between the spin-echo phase and the
spin-echo time and extract the blue shift of the gap energy accordingly.
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In chapter 5 we presented results of neutron scattering measurements on the
quasi-1D effective S=1/2 XXZ antiferromagnet Cs2CoCl4 performed with the aim of
identifying experimental evidence for the entanglement transition predicted to occur
in this system. We began by emphasizing the role of quantum information theoret-
ical concepts in the study of condensed matter and how the methods of quantum
information provide a novel view on the known properties of quantum spin systems
and at the same time reveal previously unknown features. One of the predictions
is the presence of a completely new type of transition which is driven by quantum
entanglement correlations in the ground state, an entanglement transition. Next,
we presented the concept of concurrence, an entanglement witness which signals an
entanglement transition, and made the connection with the spin-spin correlation
function which is measured via neutron scattering. We gave predictions of what
the expected behaviour of the integrated diffuse scattering weight should be as a
function of applied magnetic field in order to be consistent with the presence of an
entanglement transition. An overview of the sample properties and the experimental
phase diagram for an applied magnetic field along the crystallographic a-direction as
measured with neutron scattering were presented in section 5.3. The results of more
recent high-resolution bulk measurements were also given and the phase diagrams
for applied magnetic fields along all three orthorhombic crystallographic directions
were presented. In section 5.4 we gave details of the two neutron scattering exper-
iments performed on the WISH diffractometer and in section 5.5 we discussed the
data collected at T > TN and T < TN. We showed that the data does not provide
clear evidence for an entanglement transition and discussed possible reasons why this
happens. Based on measurements performed on WISH we identified, for the first
time, two new magnetic phases which are present when an applied magnetic field
is parallel to the crystallographic b-direction. This motivated a dedicated neutron
scattering study to investigate the unknown ground state phase diagram of Cs2CoCl4
for magnetic fields applied along the b-direction. In section 5.6 we described the
experimental setup of triple-axis measurements on RITA-II and presented results
for the field dependency of the magnetic ordering. We showed that the magnetic
ground state suffers numerous changes as the field is swept from zero to beyond sat-
uration. We identified six ordered phases, both commensurate and incommensurate
and discussed possible mechanisms that stabilize each phase. From spin-wave exci-
tations measured at B = 4 T in the polarised phase, we extracted the parameters of
the magnetic Hamiltonian. We showed that inter-chain interactions are of the order
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of 5% − 15% of the main intra-chain J. The inclusion of a Dzyaloshinskii-Moriya
interaction did not significantly improve the fits and we concluded that if such an
interaction is present, it is most likely of the order of a few percent of J. The ob-
served magnetic ordering most probably arises from the fine balance of all the low
energy scales set by the inter-chain exchange interactions and anisotropy.

Appendix A
Complete Datasets for
(5CAP)2CuCl4
In this appendix we present the complete raw and analysed datasets collected for
the study of the field-induced magnon decay in the quasi-2D square lattice quantum
Heisenberg antiferromagnet (5CAP)2CuCl4. In each of the subsequent figures, the
arrangement of datasets is the following. Top right: raw B = 3.35 T data; Bottom
right: raw B = 7 T data and exponential model; Top left: subtracted B = 3.35 T
data (raw data minus smooth exponential model for background) and fit to a skew
normal distribution; Bottom left: subtracted B = 3.35 T data and predictions of
renormalised 1/S spin-wave theory. Main mode (red line) and ghost mode (blue
line) are plotted separately.
183
184 Complete Datasets for (5CAP)2CuCl4
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.1
mm
gm
Figure A.1
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.05
mm
gm
Figure A.2
185
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0
mm
gm
Figure A.3
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.05
mm
gm
Figure A.4
186 Complete Datasets for (5CAP)2CuCl4
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.1
mm
gm
Figure A.5
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.15
mm
gm
Figure A.6
187
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.2
mm
gm
Figure A.7
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.25
mm
gm
Figure A.8
188 Complete Datasets for (5CAP)2CuCl4
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.3
mm
gm
Figure A.9
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.325
mm
gm
Figure A.10
189
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.35
mm
gm
Figure A.11
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.375
mm
gm
Figure A.12
190 Complete Datasets for (5CAP)2CuCl4
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.4
mm
gm
Figure A.13
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.425
mm
gm
Figure A.14
191
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.45
mm
gm
Figure A.15
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.475
mm
gm
Figure A.16
192 Complete Datasets for (5CAP)2CuCl4
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.5
mm
gm
Figure A.17
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.525
mm
gm
Figure A.18
193
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.55
mm
gm
Figure A.19
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.575
mm
gm
Figure A.20
194 Complete Datasets for (5CAP)2CuCl4
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.6
mm
gm
Figure A.21
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.625
mm
gm
Figure A.22
195
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=0.65
mm
gm
Figure A.23
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.85
mm
gm
Figure A.24
196 Complete Datasets for (5CAP)2CuCl4
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.8
mm
gm
Figure A.25
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.75
mm
gm
Figure A.26
197
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.725
mm
gm
Figure A.27
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.7
mm
gm
Figure A.28
198 Complete Datasets for (5CAP)2CuCl4
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.675
mm
gm
Figure A.29
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.65
mm
gm
Figure A.30
199
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.625
mm
gm
Figure A.31
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.6
mm
gm
Figure A.32
200 Complete Datasets for (5CAP)2CuCl4
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.575
mm
gm
Figure A.33
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.55
mm
gm
Figure A.34
201
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.525
mm
gm
Figure A.35
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.5
mm
gm
Figure A.36
202 Complete Datasets for (5CAP)2CuCl4
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.475
mm
gm
Figure A.37
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.45
mm
gm
Figure A.38
203
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.425
mm
gm
Figure A.39
7T data
h¯ω (meV)
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T data
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
3.35T bg sub
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
RSWT
h¯ω (meV)
In
te
ns
ity
 
 
0.1 0.2 0.3 0.4 0.5
0
10
20
30
40
h=−0.4
mm
gm
Figure A.40

Appendix B
Curvature of Triplet Dispersion in
Y2BaNiO5
In this appendix we show how we derived the local curvature at the triplet dispersion
minimum for Y2BaNiO5 considering the analytic form used by Xu et al. [117] to fit
their inelastic neutron scattering data.
The one-magnon dispersion is given by
E2 = ∆2 + v2sin2q + Acos2(q/2) (B.1)
where ∆ is the value of the Haldane gap, q is the wave vector transfer along the chain
direction, v is the spin-wave velocity and A = 170 meV2 is a fixed constant. The
local curvature of the dispersion at the triplet dispersion minimum energy Emin = ∆,
at q = pi is given by the second order derivative of the energy with respect to the
wave vector transfer q. Given the above dispersion it follows that
2E
dE
dq
= v2 · 2sin(q) · cos(q)− 2Acos(q/2)sin(q/2) · 1
2
= v2sin(2q)− A
2
sin(q) (B.2)
and
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dE
dq
(
2E
dE
dq
)
= 2
(
E
d2E
dq2
+
(dE
dq
)2)
= v2 · 2cos(2q)− A
2
cos(q) (B.3)
At q = pi, dE/dq = 0 and E = ∆ so it follows that
2∆
d2E
dq2
= 2v2 +
A
2
(B.4)
and
d2E
dq2
∣∣∣
q=pi
=
v2 + A/4
∆
(B.5)
To get the curvature in units of meVA˚
2
, we multiply the curvature with the
square of the lattice parameter in the chain direction a. The curvature is then given
as
d2E
dq2
=
a2(v2 + A/4)
∆
(B.6)
For the most accurate values know for Y2BaNiO5, a = 3.754 A˚, ∆ = 7.6 meV,
v = 60.5± 1.5 meV and A = 170 meV2, the curvature is given by
d2E
dq2
= 6866± 336.5 meVA˚2 (B.7)
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