We present an algorithm to evaluate Matsubara sums for Feynman diagrams comprised of bare Green's functions with single-band dispersions with local U Hubbard interaction vertices. The algorithm provides an exact construction of the analytic result for the frequency integrals of a diagram that can then be evaluated for all parameters U , temperature T , chemical potential µ, external frequencies and internal/external momenta. This method allows for symbolic analytic continuation of results to the real frequency axis, avoiding any ill-posed numerical procedure. When combined with diagrammatic Monte-Carlo, this method can be used to simultaneously evaluate diagrams throughout the entire T -U -µ phase space of Hubbard-like models at minimal computational expense.
The Hubbard model [1] is a cornerstone of correlated electron physics and plays an important role as a testbed for the development of numerical algorithms. Among modern numerical tools, Diagrammatic Monte Carlo (DiagMC) is a powerful technique which performs integrals arising from perturbative expansions by sampling classes of connected Feynman diagrams. [2] [3] [4] [5] Other algorithms have been developed from expansions around nonperturbative dynamical mean-field theory [6] [7] [8] as well as so-called 'bold' extensions to DiagMC with a variety possible of resummation schemes. [9, 10] However, it was recently shown [11, 12] that the resummation of the skeleton Feynman diagrammatic series for systems with the Hubbard interaction will lead to a false convergence towards an unphysical branch, due to the Riemann series theorem at strong interactions, while the series based on bare Green's functions always converges to the expected physical result. [11] As a result, expressing the perturbation series in terms of bare Green's functions (and bare vertices) might be preferable.
In the case of Hubbard-like models, [1] since each bare vertex is unstructured (U ) in principal one needs only to compute the series of integrals over internal spatial (momentum) and time (frequency, commonly computed as a sum over Matsubara frequencies) variables for each diagram. Despite the conceptual simplicity of this proposal, in practice the problem remains a challenge. One difficulty lies in the factorial scaling of the number of diagrams one must sample as the interaction order increases. [5, 13, 14] Another is the poor convergence of sums over Matsubara frequencies, since the set of Matsubara frequencies [iω n = i π β (2n+1) or i π β (2n) for fermions and bosons respectively] compresses as the temperature T = 1/β decreases. Worse still is that numerical results by necessity express external lines of the Feynman diagrams in terms of Matsubara frequencies. The numerical process of analytic continuation of Matsubara frequencies to real frequencies is ill-posed, and while procedures such as maximum entropy inversion or padé approximants have become standard and codes to implement these procedures are widely available, [15] [16] [17] [18] the problem of analytic continuation remains a roadblock to providing reliable theoretical results to correlated manybody problems.
In this letter we propose a method which we call Algorithmic Matsubara Integration (AMI) in which we utilize the residue theorem to compute summations over independent Matsubara frequencies. The result of the algorithm is an analytic expression for the temporal integrals of a diagram of arbitrary order in terms of internal and external momenta and external Matsubara frequencies, upon which one can impose a true analytic continuation iω n → ω+i0 + . We demonstrate the utility of our method by evaluating a variety of diagrams for the 2D Hubbard model on a square lattice and comment on the scaling of computational cost with complexity of the integrand (i.e. expansion order).
Algorithm: DiagMC typically samples the entire space of diagram topologies as well as sampling over internal variables such as a set of momenta {k n } = k 1 , k 2 , ..., k n and a set of frequencies {ν n } = ν 1 , ν 2 , ..., ν n . [2] Our aim is to reduce the space of sampling for DiagMC from {k n , ν n } → {k n } by algorithmic evaluation of the analytic result of the {ν n } integrals. By evaluating the sums over Matsubara frequencies algorithmically we completely remove the need to probe the frequency (time) configuration space. What remains for DiagMC is to traverse the space of diagram topologies and {k n } and use AMI to evaluate the full set of frequency integrals for each configuration.
Making no assumptions about the topology of the diagram, the general form of a diagram can be written as
where n v is the order (the number of vertices) of the diagram, n is the number of summations over Matsubara frequencies {ν n } and internal momenta {k n }, and N is the number of internal lines representing bare Green's functions G(ǫ, X). The bare Green's function of the jth internal line is
where X j is the frequency and ǫ j = ǫ j (k j ) is the free particle dispersion. Constraints derived from energy and momentum conservation at each vertex allow us to express these quantities as linear combinations of internal {ν n , k n } and external {ν γ , k γ } frequencies and momenta, where k j = 
where
. Given our array representation of each G j , we construct a nested array to represent the product of G j which appears in Eq. (2),
The size of this array is N × (m + 1). As we shall show, this representation carries all the information we need to compute the summations in Eq. (2).
To begin the algorithm, we subdivide the original problem to the summation over a single frequency ν p , and the remaining frequencies ν n = ν p ,
Central to computing Eq. (7) is the identification of the set of simple poles of the Green's functions. The pole of the jth Green's function with respect to the frequency ν p exists so long as the coefficient α j p is non-zero, and is given by
The number of simple poles for ν p is r p = N j=i |α i p |, which occur in r p of N total Green's functions in the product of Eq. (7). We label these r p Green's functions as G i1 , G i2 , ..., G ir p , and the set of simple poles will be denoted by {z
poles to be simple, the residue of each is
Note the sign α i ℓ p that is attached to this result. To calculate the summation over the fermionic frequency ν p in Eq. (7) we use the residue theorem,
where f (z) is the Fermi function and z p are the poles of h(z). Applying (10) to the summation (7) and using (9), we find the result:
The Fermi function is evaluated as
where σ is a sign given by
that is, σ = −1 if there are an odd number of fermionic frequencies in the sum over ℓ, otherwise σ = 1. Therefore f (z
p ) is independent of Matsubara frequencies and only depends on the real energy dispersion, though its character might switch from fermionic to bosonic. We have thus evaluated (7), a single frequency summation. There are r p terms in the result, and each term in this result contains a product of N − 1 Green's functions, which may be represented as a (N − 1) × (m + 1) dimensional array in the form (5) . These arrays may be arranged into a single nested array of size r p × (N − 1) × (m + 1).
We make use of this result to calculate all of the sum-mations in Eq. (2) using a recursive procedure. Without loss of generality we (arbitrarily) label the independent frequencies in the diagram as ν 1 , ν 2 , . . . ν n , and perform the summations in this order. Each step of the procedure corresponds to the evaluation of one frequency summation. At the beginning of the procedure, the Feynman diagram that is to be evaluated is represented as a 1×N ×(m+1) dimensional array from which the poles of ν 1 are extracted. After the first summation is computed using (11), the result is stored in a r 1 × (N − 1) × (m + 1) dimensional array, and the poles of ν 2 in this result are extracted. Subsequent steps will reduce the second dimension by one on each step, but the first dimension will increase according to the number of poles. When all summations have been completed all that remains are residues defined by a set of α p j that are zero except for the γ external frequencies.
To implement this procedure computationally we define the following objects:
• the arrays R p representing the configurations of Green's functions after the pth summation (described above),
• the sets of poles P p for ν p in the configuration of Green's functions represented by R p−1 ,
• the set of signs S p of the residues for each pole (the α i ℓ p in Eq. (9)). The array of poles corresponding to ν p has entries
with
We note that P (ℓ) p is the array of poles for ν p in the residue of the ℓth pole for ν p−1 stored in the previous configuration of Green's functions, R p−1 . Similarly we have an array of signs with the same dimensions as P p :
where α p,ℓ are the nonzero coefficients of ν p of the previous configuration of Green's functions, R p−1 . Using these arrays, the full analytic result for Eq. (2) is given by
In this expression, f (P p ) is the Fermi function of an array with elements given by
and the operations ' * ', '×', and '·' are defined by
Equations (18) and (19) are obtained under the presumption that all of the poles are simple poles. Poles with higher multiplicity are equivalent to multiple simple poles and therefore the result of Eq. (18) holds even when poles with higher multiplicity arise. However, it is not the ideal representation since upon evaluation one will find cancelling divergent terms which sum to nonzero values, causing numerical instability. This problem can be avoided by generalizing for poles with multiplicity M . If h(z) has a pole of order M at z = z 0 , then the residue is given by
In order to analytically evaluate arbitrary order derivatives, we employ the method of automatic differentiation which requires only knowledge of the first derivative and repeated application of chain rules. The first derivative with respect to iν p of the multiplication of N Green's function is given via chain rule as
The first derivative of one of the Green's function with respect to iν p in the array representation can then be performed by returning two Green's functions,
. (23) The (M − 1)th order derivative can be computed by iterating (22) . We therefore are able to express the residue for poles of iν p with any multiplicity using our symbolic representation. The only significant difference is that in the presence of multiple poles the entries of the S array are ± 1 (M−1)! instead of only ±1. The structures of P and R arrays remain the same but with additional terms arising from the chain rules, Eqs. (18) and (19) remain valid and are used to construct the final result.
We emphasize that since the result is symbolic in the set of yet-defined external frequencies {ν γ }, at the final ). We set δ = 0.1 in the analytic continuation process iνn → ν + iδ.
step one can replace iν γ → ν γ + i0 + just as in a standard analytic continuation. This eliminates the need for ill-posed numerical methods of analytic continuation in diagrammatics of Hubbard-like models. The method requires both the time to construct the solution, t c , and the evaluation time, t e , for each of γ external variables. We therefore expect the scaling will go as γt e + t c where t c is typically larger than t e .
Examples:
To illustrate the utility of AMI we evaluate the temporal integrals of 3 diagrams of increasing complexity shown in the left hand column of Fig. 1 . We assume a 2D square lattice with tight-binding dispersion ǫ k = −2t(cos(k x a) + cos(k y a)) − µ where t is the hopping amplitude, a is the lattice constant and µ = 0 for simplicity. The three diagrams are: Σ (2) , a 2nd order self energy diagram with a single external line; Λ env a highly connected 4th order irreducible diagram [19] with multiple external frequencies and three independent Matsubara frequencies; Y a 4th order example including four independent frequencies. The diagrams are translated, save for factors of U nv as
The AMI algorithm produces symbolic results in the form of P p , S p and R n (see Supplementary Information for explicit forms) which are used to evaluate each diagram,
There are 4, 32, and 82 terms for R respectively. These are then evaluated for a choice of internal and external momenta {k n } and external frequencies {ν γ }, on either the Matsubara axis or on the real axis via iν γ → ν γ + iδ for a choice of small δ. Results are shown in Fig. 1 on both the Matsubara and real frequency axes for specific choices of {k n } (which would be integrated to evaluate the full diagram).
Computing higher order Feynman graphs using AMI is straightforward. We provide in the Supplementary Information a particularly complex example for a 9th order diagram where R 9 contains 337982 terms assuming simple poles but the number of terms when treated for poles with multiplicity via Eq. (21) grows to the order of 10 9 . We note that in general the times t c and t e both scale linearly with the number of terms, ζ = p r p , where r p is the number of poles with respect to each integration variable. This results in ζ growing exponentially in the expansion order but its details depend on the detailed pole structure of a given diagram.
Concluding Remarks: Our approach has two main features. First, the result of AMI, once stored, is equivalent to an analytic result, and is therefore evaluated to machine precision. Furthermore, one can impose analytic continuation symbolically and move to real frequency space without any ill-defined numerical procedure. Second, once S, P and R n are constructed the computational expense for generating the analytic function is small, and the total evaluation time reflects primarily the direct evaluation of the analytic function. Once constructed and stored, the function can be evaluated for any set of external variables ({ν γ }, {k n }, {k γ }, U , β, and µ) without accumulating error, unlike in DiagMC where one would observe a growth in variance for increasing frequency which worsens for increasing β. In this sense, with AMI the temporal parts of the Feynman integral are solved not only exactly (to machine precision), but also with the lowest possible computational expense, i.e. the evaluation of the analytic result.
In our three examples we have evaluated each diagram for a particular set of internal {k n } and external momenta {k γ }. Generally, the evaluation of the remaining spatial integrals can be performed with continuous k-resolution, as in the case for DiagMC. Our results suggest that AMI is able to evaluate diagrams at an order relevant to other state-of-the-art methods while incurring a competitive computational cost. In addition, the symbolic result of AMI for each diagram, once constructed, can be applied to any diagram with the same topology given the initial set of ǫ j dispersions. This leads to an interesting possibility that each configuration could be systematically evaluated and stored without need to ever reconstruct the S, P , and R n arrays. Once stored, those arrays can be loaded into memory and systematically evaluated for an arbitrary Hubbard-like problem of arbitrary spatial dimension and dispersion.
Finally, we have presented only the most straightforward algorithm but appreciate that optimizations likely exist. These might include improved routines for manipulating and storing the matrices of typically sparse α j p vectors, or approximation schemes whereby terms with small contributions are identified and never evaluated. While in this work we applied the method to single-band systems with constant vertices, extension to non-constant vertices or multi-band systems should be explored. [20] [21] [22] [23] ACKNOWLEDGMENTS JPFL would like to thank Phillip E.C. Ashby for fruitful discussions. This work was supported by the Simons collaboration on the many-electron problem and by the Natural Sciences and Engineering Research Council of Canada (NSERC). Computational resources were provided by Compute Canada via AceNet and CalculQuebec.
