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Chapter 1
Introduction
In recent years great efforts have been spent in the quest for a theory of quantum gravity,
which probably must be a unifying theory of all known interactions. Based on the principles of
quantum mechanics and local gauge invariance, the standard model is a widely recognised and
experimentally tested quantum field theory of electro-weak and strong interactions. Einstein’s
theory of general relativity which is based on general covariance and the equivalence principle, is
likewise an accepted and tested classical field theory of gravity. Though of dominant importance
for large-scale phenomena due to it’s long-range attractive property, gravity is a weak force and
negligible in particle scattering experiments done in order to test the standard model. However,
in sufficiently strong gravitational fields as occurring near black hole singularities and in current
descriptions of the early universe, gravity must be taken into account in a revision of the
standard model. Attempts to formulate gravity as a quantum field theory have failed because
of the non-renormalisability of gravity, which stems from the fact that the coupling constant
(Newton’s constant) has dimension as the Planck length squared in units where h¯ = c = 1,
leading to a breakdown of standard perturbative approach.
A prime candidate for a theory of quantum gravity is (super-)string theory, or for brevity
strings. The terminology originates from the basic description of elementary particles as excita-
tions of one dimensional objects, strings, of the size of the Planck length. There is definitely a
need for strings to be tiny since there is no experimental evidence for stringy extendedness. An
intriguing observation is that the graviton, the elementary quantum of the gravitational field,
is inherent in string theory as one of the excitations. Furthermore, the stringy nature intro-
duces a natural cut-off rendering problems with short-distance divergences tractable. Among
the references to strings are [116, 60, 77, 72, 1]. Very recent developments on dualities in string
theory and p-branes (higher dimensional objects than strings) [114, 137, 131] tend to indicate
that strings might not be favoured after all and that there exists a more fundamental paradigm
yet to be revealed.
Strings are not the subject of the present thesis but serve as a motivation for studying
conformal field theory (CFT). A propagating string sweeps out a two dimensional surface (the
world sheet) and it is thus a two dimensional quantum field theory that describes the string
coordinates as functions of the world sheet coordinates. Consistency conditions demand it
to be a CFT. Studying conformally invariant quantum field theory within string theory may
be seen as a study of classical solutions to string theory, with interactions according to tree
diagrams. Perturbative quantum corrections are dealt with by allowing the world sheet to have
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increasingly complicated topology as characterised by it’s genus (number of handles) which is
then playing the number of loops in ordinary field theory Feynman diagrams.
The other main physical interest in CFT is due to it’s use in descriptions of critical phe-
nomena in statistical mechanics. Two dimensional statistical systems enjoy scale (and indeed
conformal [115, 31]) invariance at second order phase transitions due to the divergence of cor-
relation lengths.
Besides yet other applications of CFT’s in physics and in mathematics, their relevance may
be argued for by somewhat more philosophical comments. A CFT may be defined without
referring to any specific classical theory from the outset and is thus free of more or less well-
defined quantisation procedures and subsequent renormalisation programmes. Most of the
ingredients in CFT inspired by similar properties of usual quantum field theory may be seen as
defining properties of CFT and are independent of regularisations and renormalisations. Such
considerations naturally lead one to axiomatic approaches to CFT about which we shall have
no more to say here.
Consistency in the standard bosonic string theory demands the dimension of the target
space to take on the critical value 26. However, at the cost of introducing a new field the di-
mensionality is no longer fixed and one speaks of non-critical strings. It is the two dimensional
world sheet metric that becomes a dynamical quantum field and in a certain gauge the surviving
freedom is assigned the so-called Liouville field. Within the framework of non-critical strings,
much progress has been made in describing the coupling of minimal conformal matter to 2D
gravity. Extending the Virasoro algebra, which is inherent in every CFT, leads to more com-
plicated and perhaps even more realistic string theories. The best known ones are superstrings
based on supersymmetric extensions. However, also bosonic extensions exist and are based
on W -algebras. A broad class of these may be constructed by Hamiltonian (Drinfeld-Sokolov)
reduction of affine Lie algebras. The Virasoro algebra itself is obtained by Hamiltonian reduc-
tion of affine SL(2) algebra and in order to produce the minimal CFT one needs to consider
so-called admissible representations of the affine SL(2) current algebra. Such representations
will play a significant role in this thesis and are generalisations of the well-known integrable
(unitary) representations. The former allow the spins j of the fields to be fractional, while in
integrable representations 2j is integer.
W -strings provide us with means of defining strings consistently in various backgrounds, but
they do not admit an immediately transparent way to compute correlation functions. However,
H.-L. Hu and M. Yu [81] and Aharony, Ganor, Sonnenschein, Yankielowicz and Sochen [2]
have outlined an alternative approach based on (topological) G/G WZNW models. In the
non-critical string theory where the (extended) conformal matter is coupled to 2D gravity, one
performs essentially two reductions in order to eliminate degrees of freedom. The matter and
gravity parts are obtained using Hamiltonian reduction of WZNW models and subsequently
further reduced by imposing a BRST cohomology condition to remove unwanted surviving
degrees of freedom. In the G/G approach the elimination is effectuated in only one step as a
BRST condition. A comparison of these two procedures was carried out in [81, 2] in the case
of G = SL(2,R). The equivalence of the SL(2,R)/SL(2,R) model and the usual non-critical
bosonic string, where minimal conformal matter is coupled to Liouville gravity, was established
at the level of isomorphic field and state contents. Later this equivalence for G = SL(N,R)
and WN -strings has been addressed in [3, 125]. The ultimate test in the case of SL(2,R)
is to calculate the correlation functions and compare with known results from e.g. matrix
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models. For the description of coupling minimal matter to 2D gravity, the powerful methods of
matrix models in the discrete approach are still superior to the prospects of the G/G approach.
However, more general string theories do not seem tractable in terms of matrix models. For
higher groups and supergroups the G/G approach might ultimately provide us with a way of
formulating and understanding non-critical string theory, in a way for which computation of
correlation functions is feasible.
This brings us to the subject of the present thesis, namely computation of Greens functions
in CFT based on affine current algebra. We shall use free field realizations which often facilitate
computations. The first obstacle is thus to work out the free field realizations of the affine
current algebra, the primary fields and the screening currents. The latter constitute essential
technical ingredients in the constructions. In this thesis we shall present explicit free field
realizations of simple affine current algebras, thus completing the long-standing search for a
generalisation of the Wakimoto construction of SL(2) current algebra to any simple Lie group.
In the case of the screening currents and the primary fields we still only have partial results in
the most general case, but are currently witnessing further progress [113].
In the case of SL(2) such realizations have been known for some time. The free field real-
ization of the current algebra is due to Wakimoto [139], the completion of the set of screening
currents is due to Bershadsky and Ooguri [24], while the construction of the primary fields
in the framework of depending on an extra isotopic coordinate, is due to Furlan, Ganchev,
Paunov and Petkova [64]. N -point functions of two dimensional WZNW theories based on affine
SL(2) current algebra have been studied much already. They are typically constructed, either
by applying the free field realization of Wakimoto or by solving the Knizhnik-Zamolodchikov
equations. The results of these various pieces of works are quite complete as far as unitary,
integrable representations are concerned, but are incomplete in the case of admissible represen-
tations, which as already mentioned are relevant in the SL(2)/SL(2) approach to non-critical
bosonic strings. The origin of this incompleteness may be traced to the need in the free field
approach of ghost fields raised to fractional powers. In this thesis we overcome this difficulty
by showing how the techniques of fractional calculus naturally provide a way to handle such
items. A major part of the thesis is then concerning applications of these techniques in the free
field realization, working out general N -point functions, 4-point Greens functions and operator
algebra coefficients in CFT based on affine SL(2) current algebra in the case of admissible
representations. In terms of free field realizations we have thereby solved completely CFT (on
the sphere) based on affine SL(2) current algebra for admissible representations.
This thesis is organised as follows. The chapters 2 to 5 all start with overviews. In Chapter 2
we discuss some concepts in CFT. Notably, we consider free fields and introduce the aforemen-
tioned techniques for handling rational powers of ghost fields. Since a major part of the thesis
is concerned with a generalisation of the Dotsenko-Fateev construction [42] from pure CFT to
CFT based on affine SL(2) current algebra, we briefly review elements of that construction.
In that connection we present a proof at the level of correlators of a hidden duality in those
constructions. The underlying integral identity will be needed and generalised in Chapter 5.
In Chapter 3 we present explicit free field realizations of simple affine current algebras.
The method employed is to first work out differential operator realizations of the simple Lie
algebras using Gauss decompositions. Secondly one quantises the realization by translating
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into free fields and subsequently adding appropriate anomalous terms to the lowering operators.
These terms take care of multiple contractions. Furthermore, free field realizations of screening
currents of both kinds and of primary fields are discussed. Many new results of general character
are presented. For SL(3) the results are complete. All of these free field realizations are needed
for future generalisations to higher groups, of the work on SL(2) presented in chapters 4 and
5 in this thesis. In connection with the construction of the screening currents we digress on a
quantum group structure.
In Chapter 4 we develop integral representations for chiral N -point blocks in CFT based on
affine SL(2) current algebra in the case of admissible representations. We show at the level of
correlators that they indeed satisfy the Knizhnik-Zamolodchikov equations and that they are
projectively invariant. Considering the 3-point functions and utilising a freedom (leading to the
notion of over-screening) in the choice of numbers of integrations in the realization, we re-derive
the fusion rules for admissible representations within our framework. The proposal in [64] for
how correlators in SL(2) current algebra for admissible representations reduce to correlators in
conformal minimal models is discussed and a simple proof is presented. The reduction is then
verified explicitly for the blocks just found. We further discuss the relation to more standard
formulations of Hamiltonian reduction.
In Chapter 5 we confine ourselves to the study of 4-point functions and perform the gener-
alisation mentioned above of the famous work [42] by Dotsenko and Fateev on minimal CFT.
A different integral realization of the 4-point functions by Andreev [8] is discussed. We present
a proof at the level of highly non-trivial integral manipulations generalising the similar proof in
Chapter 2 for minimal models, of the equivalence of the two representations. For both represen-
tations, the integration contours are found and shown to produce the correct singular behaviour
for certain blocks. In his work Andreev does not address choosing contours. Due to simpler
contours, we use Andreev’s representation to work out the crossing matrix, connecting different
bases of blocks, in order to determine the monodromy invariant 4-point Greens functions. We
then use the monodromy coefficients to obtain the operator algebra coefficients for theories
based on admissible representations. Again the notion of over-screening is utilised, and in such
a way that we may normalise the operator algebra coefficients unambiguously, contrary to the
results in [8].
Finally, Chapter 6 contains some concluding remarks and a brief discussion of present and
future works.
Chapter 2 contains results published in [110] and [112].
Chapter 3 is based on [113]. The subject is currently under further investigation.
Chapters 4 and 5 comprise an exposition of [110, 111, 112].
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Chapter 2
Conformal Field Theory
The list of references to original works and reviews on conformal field theory (CFT) seems
inexhaustible. First of all there is the seminal work by Belavin, Polyakov and Zamolodchikov
[21] while the following list reflects some personal preferences [108, 71, 83, 5, 109, 95, 128] and
[84] is a reprint collection. These will be used without further notice and may be consulted for
details.
We shall introduce techniques of fractional calculus [124, 102, 126, 96] in order to handle
ghost fields raised to non-integer powers [110]. Similar techniques were recently discussed
by Andreev [8]. Also fractional (indeed complex) powers of algebra generators have been
successfully employed in [101, 12, 54, 10]. However, the application was to non-integral powers
of algebra generators, whereas we shall consider non-integer powers of free fields where the
question of Wick contractions brings in new features.
In connection with a brief review of some aspects in minimal models, we shall present at
the level of integral manipulations a proof of a hidden duality in those models.
2.1 Some Basic Concepts
The content of this section serves to fix notation and present some background material.
2.1.1 Conformal Transformations
The conformal group is defined as the subgroup of the general coordinate transformations
(group of diffeomorphisms) that leaves the metric invariant up to a space-time dependent scale
factor, such that it acts on the metric as a Weyl transformation
xµ → x′µ(x)
gµν(x) → g′µν(x′) = Ω(x)gµν(x) , Ω(x) = eω(x) (2.1)
It is not difficult to verify that in a flat d-dimensional space-time of signature (p, q) the genera-
tors form an algebra isomorphic to so(p+1, q+1). In two dimensions the situation is radically
different and in complex coordinates z = x1+ix2 and z¯ = x1−ix2 (gij = δij) the local conformal
transformations can be identified with locally analytic coordinate transformations
z → f(z) , z¯ → f¯(z¯) (2.2)
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where ∂ = ∂z =
1
2
(∂1 − i∂2) and ∂¯ = ∂z¯ = 12(∂1 + i∂2). Being careful with the Jacobian one
finds d2z = 2dx1dx2 while the components of the metric are gzz¯ = gz¯z =
1
2
and gzz = gz¯z¯ =
0. Eventually one is interested in computing correlation functions which are functions of a
finite number of points. Therefore, it is indeed natural to extend the class of transformations
considered to include ’truly local’ or infinitesimal conformal transformations. These may be
defined as analytic transformations admitting the infinitesimal coordinate change ǫ(z) to be
holomorphic in the interior of some (not necessarily connected) domain D and identically zero
in the exterior. In the boundary region this is not a usual conformal mapping. The emphasis
here is on locality.
The infinitely many generators of the two dimensional conformal transformations are de-
scribed using the basis (labelled by n ∈ ZZ)
z → z′ + ǫn(z) , z¯ → z¯′ + ǫ¯n(z¯)
ǫn(z) = −zn+1 , ǫ¯n(z¯) = −z¯n+1 (2.3)
and are given by
ln = −zn+1∂z , l¯n = −z¯n+1∂z¯ (2.4)
The local conformal algebra is achieved by working out the commutation relations
[lm, ln] = (m− n)lm+n ,
[
l¯m, l¯n
]
= (m− n)l¯m+n ,
[
lm, l¯n
]
= 0 (2.5)
The last relation indicates the splitting of the full algebra into a direct sum of two isomorphic
subalgebras (each of which is isomorphic to the Witt algebra), which justifies the common use
of z and z¯ as independent coordinates. In the bigger complexified space (C → C2) on which
the full algebra works, one may then choose various reality conditions. Conventionally one
imposes the ’physical’ condition z¯ = z∗ (here ∗ means complex conjugation) and recovers the
Euclidean plane. It is customary and convenient to make use of the splitting of the algebra by
ignoring the anti-holomorphic part and only in the end to reconstruct the full theory simply
by adding terms with bars when appropriate. This will be demonstrated in connection with
Greens functions.
Only a finite subalgebra of the local algebra is well-defined globally on the Riemann sphere
(S2 = C
⋃∞). Non-singularity of the vector field v(z) = ∑n anzn+1∂z as z → 0 resp. as z →∞
allows an 6= 0 only for n ≤ 1 resp. n ≥ −1 (seen by using the transformation z = −1/w).
The global conformal group on S2 is therefore generated by {l−1, l0, l1}⋃{l¯−1, l¯0, l¯1}. The finite
transformations (projective conformal transformations) form the complex Mo¨bius group
z → az + b
cz + d
a, b, c, d ∈ C , ad− bc = 1 (2.6)
and is isomorphic to SL(2,C)/ZZ2 where the quotient by ZZ2 is due to invariance under
(a, b, c, d) → (−a,−b,−c,−d). It is well-known that these are the only analytic one-to-one
maps of S2.
It is the existence of an infinite dimensional symmetry algebra that makes the two dimen-
sional case unique by implying severe restrictions on the conformally invariant field theory. In
the remaining part of the thesis considerations are confined to two dimensional CFT.
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2.1.2 Fields and Operator Product Expansions
Consider the response of the correlator or expectation value
〈F [φ]〉 =
∫
Dφe−S[φ]F [φ] (2.7)
to a transformation
φ′(x) = φ(x) + δǫφ(x) (2.8)
φ is collectively denoting the fields in the system. One has
0 =
∫
Dφ′e−S[φ
′]F [φ′]−
∫
Dφe−S[φ]F [φ]
=
∫
δǫ
(
Dφe−S[φ]
)
F [φ] +
∫
Dφe−S[φ]δǫF [φ]
= − 1
2π
∫
Dφe−S[φ]
∫
d2xT µν(x)∂µǫν(x)F [φ] + 〈δǫF [φ]〉 (2.9)
This is the definition of the energy-momentum tensor Tµν suggested here. It is not useful to
define the energy-momentum tensor in the standard way as the variation of S wrt a change in
the metric Tµν ∼ δSδgµν since for a generally covariant theory this defines a tensor object. As
will become clear T is often not a true tensor in CFT. Invariance under scaling transformations
immediately shows that T is traceless, 〈T µµF [φ]〉 = 0, while invariance under rotations makes T
symmetric, 〈TµνF [φ]〉 = 〈TνµF [φ]〉. Invariance under translations gives a conserved (divergence
free) energy-momentum tensor, 〈∂µT µνF [φ]〉 = 0, since one may integrate by parts due to the
vanishing outside D. In complex notation this means (introducing T ≡ Tzz, T¯ ≡ Tz¯z¯)
〈Tzz¯F [φ]〉 = 〈Tz¯zF [φ]〉 = 〈∂¯TF [φ]〉 = 〈∂T¯F [φ]〉 = 0 (2.10)
Using these properties one has
〈δǫF [φ]〉 = 1
4π
∫
D
d2z〈(T z¯z¯∂¯ǫz¯ + T zz∂ǫz)F [φ]〉
=
1
2π
∫
D
d2z〈(∂¯(Tzzǫz) + ∂(Tz¯z¯ǫz¯))F [φ]〉
=
∮
∂D
(
dz
2πi
〈ǫ(z)T (z)F [φ]〉 − dz¯
2πi
〈ǫ¯(z¯)T¯ (z¯)F [φ]〉
)
(2.11)
where the second equality is due to (ǫ¯) ǫ being (anti-)holomorphic except in an infinitesimal
region. The last equality uses Stoke’s theorem
1
2π
∫
D
d2z∂¯f(z, z¯) =
∮
∂D
dz
2πi
f(z, z¯) ,
1
2π
∫
D
d2z∂f(z, z¯) = −
∮
∂D
dz¯
2πi
f(z, z¯) (2.12)
(2.11) is the conformal Ward identity and is a relation between correlation functions. It is
customary to write such relations as operator equations
δǫF [φ] =
∮
C
dz
2πi
ǫ(z)T (z)F [φ]−
∮
C
dz¯
2πi
ǫ¯(z¯)T¯ (z¯)F [φ] (2.13)
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and likewise T µµ = 0, ∂¯T = 0, Tzz¯ = 0 etc. remembering that they are valid within cor-
relation functions. (2.13) is also denoted the conformal Ward identity. In the sequel the
anti-holomorphic sector will often be neglected.
In quantum field theory time ordering in operator products is imposed. After the convenient
conformal map
z = eζ = eτ+iσ (2.14)
from the cylinder (regularised spacetime, (τ, σ) are the Euclidean time and compactified space
coordinates respectively) into the complex plane, time ordering becomes a radial ordering. In
CFT operator products are always radial ordered (here only bosonic fields are encountered)
R(A(z)B(w)) =
{
A(z)B(w) , |w| < |z|
B(w)A(z) , |z| < |w| (2.15)
though usually R is left understood. One speaks of a radial time τ ∼ ln |z|.
The generator of infinitesimal conformal transformations (2.13) is
Lǫ =
∮
C
(
dz
2πi
ǫ(z)T (z)− dz¯
2πi
ǫ¯(z¯)T¯ (z¯)
)
(2.16)
Among the fields in the theory those that transform1 as
δǫφ(z, z¯) =
(
(h∂ǫ(z) + ǫ(z)∂) + (h¯∂¯ǫ¯(z¯) + ǫ¯(z¯)∂¯)
)
φ(z, z¯) (2.17)
showing that φ(z, z¯)(dz)∆(dz¯)∆¯ is conserved, are called primary or conformal tensor fields.
(∆, ∆¯) are the weights of φ and are independent. ∆ + ∆¯ determines the behaviour under
scalings and is called the dimension, while ∆ − ∆¯ determines the behaviour under rotations
and is called the spin. For chiral fields φ(z, z¯) = φ(z) one has ∆¯ = 0. The radial ordering gives
the following description of the generator Lǫ
[Lǫ, φ(w)] =
(∮
|w|<|z|
−
∮
|z|<|w|
)
dz
2πi
ǫ(z)T (z)φ(w) =
∮
w
dz
2πi
ǫ(z)T (z)φ(w) (2.18)
using a contour deformation, where the last integration is around w. Cauchy’s integral formula
gives an alternative way of classifying primary fields
T (z)φ(w) =
∆(φ)
(z − w)2φ(w) +
1
z − w∂φ(w) + nst (2.19)
This is an operator product expansion (OPE) where it is assumed that the lhs is analytic in a
neighbourhood around w. nst (non-singular terms) is usually not written. The algebra of the
fields under operator products (the operator product algebra) is associative. The Ward identity
for an n-point function of primary fields may now be written
〈T (z)φ1(z1)...φn(zn)〉 =
n∑
i=1
(
hi
(z − zi)2 +
1
z − zi∂zi
)
〈φ1(z1)...φn(zn)〉 (2.20)
1The sign in the anti-holomorphic sector is accounted for by
∮
0
dz¯
2pii z¯
−1 = −1
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Since δǫ〈∏i φi〉 = 0 for a global conformal transformation where ǫ is a second degree polynomial,
Cauchy’s integral formula on the integrated version (2.11) of (2.20) shows that
〈T (z)φ1(z1)...φn(zn)〉z→∞ ∼ z−4f(z1, ..., zn) (2.21)
for some function f .
Assume here that the operator product A(z)B(w) can be expanded as
A(z)B(w) =
∞∑
n=−n0
(z − w)n(AB)n(w) (2.22)
A normal ordering is a prescription for handling the singular limit z → w for n0 > 0. There
are many possibilities. One is to use a point-splitting regularisation [14]: Denote the normal
ordered product : A(w)B(w) : and define it by
: A(w)B(w) : =
∮
w
dz
2πi
A(z)B(w)
z − w
= (AB)0(w) (2.23)
This is neither commutative nor associative, e.g. one finds
(AB)0(z)− (BA)0(z) =
n0∑
n=1
(−1)n+1
n!
∂n(AB)(−n)(z) (2.24)
It satisfies Wick’s rule
A (z)(B︸ ︷︷ ︸C)(w) =
∮
w
dx
2πi
1
x− w
(
A (z)B︸ ︷︷ ︸(x)C(w) +B(x)A (z)C︸ ︷︷ ︸(w)
)
(2.25)
where the under-brace indicates that one is only considering the contraction or singular part of
that OPE.
2.1.3 Virasoro Algebra
It is a standard exercise in CFT to show that a 2-point function of quasi-primary fields is fixed
up to a normalisation constant C12 by the global invariances
〈A1(z1)A2(z2)〉 = C12
z2h112
δh1,h2 , z12 = z1 − z2 (2.26)
A quasi-primary field is primary under projective (global) Mo¨bius transformations. Using (2.21)
one expects
〈T (z)T (w)〉 = c/2
(z − w)4 (2.27)
where the constant 1
2
is chosen as to produce c = 1 for free bosons (see below). c is called the
central charge and plays a prominent role in CFT. Thus T has ∆ = 2 and the Ward identity
gives
〈δǫT 〉 = 1
12
c∂3ǫ (2.28)
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For c 6= 0 T is not primary. The minimal deviation is in the postulate
δǫT = (2∂ǫ+ ǫ∂)T +
1
12
c∂3ǫ (2.29)
or equivalently in the defining OPE
T (z)T (w) =
c/2
(z − w)4 +
2
(z − w)2T (w) +
1
z − w∂T (w) (2.30)
The finite version of (2.29) is given the ansatz under z → w(z)
T (z) =
(
dw
dz
)2
T (w) +
c
12
{w, z} (2.31)
where {w, z} is to be determined. Two successive transformations z → u(z) → w(u(z)) result
in
{w, z} =
(
du
dz
)2
{w, u}+ {u, z} (2.32)
It may be argued that the solution to this equation consistent with (2.29) is
{w, z} = ∂
3w(z)∂w(z)− 3
2
(∂2w(z))
2
(∂w(z))2
(2.33)
which is called the Schwartzian derivative. It is easily seen to vanish for a Mo¨bius transformation
verifying that T is quasi-primary.
The commutator of two generators is found to be
[Lǫ1 , Lǫ2] = L∂ǫ1ǫ2−ǫ1∂ǫ2 +
c
12
∮
0
dz
2πi
ǫ2(z)∂
3ǫ1(z) (2.34)
Choosing the basis ǫn(z) = z
n+1 and performing a Laurant or mode expansion
T (z) =
∑
n∈ZZ
Lnz
−n−2 , Ln =
∮
0
dz
2πi
T (z)zn+1 (2.35)
the commutator becomes the conventional form of the Virasoro algebra
[Ln, Lm] = (n−m)Ln+m + c
12
n(n2 − 1)δn+m,0 (2.36)
In terms of the modes the condition (2.17) reads
[Ln, φ(z)] = z
n(∆(n + 1) + z∂)φ(z) (2.37)
Another standard exercise in CFT is to show that the Virasoro algebra (V ir) is a one-
dimensional central extension of the Witt algebra. In the physics literature c is usually treated
as a c-number (as in this thesis) though for V ir to be an algebra c ∈ V ir. The treatment is
justified by the fact that in any representation c has constant eigenvalue. The central charge
also appears in other respects. In a free bosonic scalar field theory c counts the degrees of
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freedom. In a CFT defined on a curved background the tracelessness of T is broken by an
anomaly proportional to c and the curvature scalar [59]. On the cylinder one has using (2.31)
on (2.14)
Tcyl(z) = z
2T (z)− c
24
(2.38)
so c enters in the eigenvalues of the Hamiltonian on the cylinder, H = L0 − c24 + L¯0 − c¯24 (in
general the central charge c¯ of the anti-holomorphic sector is not necessarily equal to c). This
is sometimes referred to as understanding the central charge as a Casimir effect, due to the
finite geometry of the cylinder.
2.1.4 Descendant Fields
Descendant fields wrt φ are defined as finite linear combinations of fields of the form
[...[Lǫ2 , [Lǫ1 , φ]]...] (2.39)
and comprise the infinite dimensional conformal family [φ]. Choosing the above conventional
basis a descendant field may be written (~n = (n1, ..., nm))
φ(−~n)(z) = Lˆ−n1(z)...Lˆ−nm(z)φ(z)
=
∮
C1
dz1
2πi
T (z1)
(z1 − z)n1−1 ...
∮
Cm
dzm
2πi
T (zm)
(zm − z)nm−1φ(z) (2.40)
where Cj surrounds zj+1, ..., zm, z and Lˆn(w) appears in a formal expansion around w
T (z) =
∑
n∈ZZ
Lˆn(w)
(z − w)n+2 , Lˆn(w) =
∮
w
dz
2πi
T (z)(z − w)n+1 (2.41)
Obviously one has
T (z)φ(w) =
∑
n≥0
(z − w)n−2φ(−n)(w) (2.42)
and by evaluating δǫ(T (z)φ(w)) one finds by straightforward calculations
δǫφ
(−n)(w) = ((∆ + n)∂ǫ(w) + ǫ(w)∂)φ(−n)(w)
+
n∑
i=1
n + i
(i+ 1)!
∂i+1ǫ(w)φ(i−n)(w) +
c
12(n− 2)!∂
n+1ǫ(w)φ(w) (2.43)
and
T (z)φ(−n)(w) =
c
12
n(n2 − 1)(z − w)−n−2φ(w)
+
n∑
i=1
(n+ i)(z − w)−i−2φ(i−n)(w) +∑
i≥0
(z − w)i−2φ(−i,−n)(w) (2.44)
T itself is a descendant of the identity I, T (z) = I(−2)(z).
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2.1.5 States
The vacuum state |0〉 may be defined by the condition that it respects the maximum number
of symmetries. This means that it is annihilated by the maximum number of conserved charges
(the Ln’s in pure CFT, see later for more general situations). Due to the central charge there
are only two possibilities, Ln|0〉 = 0 for either n ≥ −1 or n ≤ 1. Since the Hamiltonian is
bounded (and Hermitian, allowing it to be diagonalised) from below one has
Ln|0〉 = 0 , n ≥ −1 (2.45)
and similarly in the anti-holomorphic sector. Primary states are defined as
|∆, ∆¯〉 = lim
z,z¯→0φ(z, z¯)|0〉 (2.46)
and using (2.37), seen to respect
L0|∆〉 = ∆|∆〉 , Ln|∆〉 = 0 , n ≥ 1 (2.47)
This defines a highest weight vector (state) of weight ∆. A highest weight module or Verma
module (see [86, 103] for mathematical accounts) is characterised by the central charge c and
the weight ∆ of the highest weight vector, and consists of states created from |∆〉 by acting
thereupon by linear combinations of lowering operators L−n, n ≥ 0. The subspace at level
N ≥ 0 spanned by vectors L−n1 ...L−nm |∆〉 for which n1 + ... + nm = N , has dimension p(N),
where p(N) is the partition of N (the number of possible ways N can be written as a sum of
positive integers). p(N) appears in the generating function∏
n≥1
(1− xn)−1 = ∑
n≥0
p(n)xn (2.48)
Again using (2.37) one has the correspondence I ∼ |0〉. The act of taking the adjoint of a
Hermitian operator in Euclidean space-time corresponds to time reversal. This translates into
the CFT notion of adjoint being
φ(z, z¯)† =
1
z¯2∆
1
z2∆¯
φ
(
1
z¯
,
1
z
)
(2.49)
and one defines (〈0| = |0〉†)
〈∆, ∆¯| = lim
z,z¯→∞〈0|φ(z, z¯)z
2∆z¯2∆¯ (2.50)
For T the notion of adjoint leads to the following hermiticity properties
L†n = L−n (2.51)
2.1.6 Singular States and the Kac Determinant
A singular vector in a highest weight module is a highest weight vector itself. The existence of
a singular vector at a level higher than zero renders the generically irreducible highest weight
module reducible. Explicit forms for singular vectors in Verma modules for the Virasoro algebra
13
are considered in [16]. See [53] for a general discussion of representations of the Virasoro algebra.
One may obtain knowledge of Virasoro singular vectors by considering the Kac determinants
[85]. They appear as determinants of the p(N)× p(N) dimensional matrices
M
(N)
kk′ = 〈∆|
∏
n≥1
(L−n)kn
† ∏
m≥1
(L−m)k
′
m|∆〉 (2.52)
where
∑
nkn =
∑
mk′m = N , kn ≥ 0. The products are ordered,
∏
(L−n)kn = ...(L−2)k2(L−1)k1 ,
such that we only consider a basis of states at level N . Such a matrix is obviously Hermitian
and has zero determinant if there exists an eigenvector vt = (v1, ..., vp(N)) satisfying v
tMv = 0,
indicating that ||∑ vi|∆(N)i 〉|| = 0 where {|∆(N)i 〉} is the basis chosen. Since determinants are
essentially basis independent they uniquely reveal the existence of zero norm vectors. Such
vectors are called null-vectors and are easily seen to be orthogonal to all states in the Verma
module. Their number at a given level N is equal to the number of zero eigenvalues of the Kac
determinant KN . Null-states appear in submodules generated by singular states different from
the highest weight state |∆〉. Kac found the general expression for the determinant KN [85]
KN = cN
∏
n,m>0,nm≤N
(∆−∆n,m)p(N−nm) (2.53)
with positive constants cN . In [51] the first proof appeared while [135, 123] contain alternative
proofs. The central charge and the conformal weights (the Kac table) are given by
∆n,m = −α
2
0
2
+
1
8
(nα+ +mα−)2 , n,m ≥ 1
α± = α0 ±
√
α20 + 2 =
√
1− c±√25− c√
12
c = 1− 12α20 , 2α0 = α+ + α− , α+α− = −2 (2.54)
For c,∆ > 1, 0 the Kac determinant has no zeros. A detailed study [61] of KN reveals that
unitarity (only positive norm states) imposes severe restrictions. By looking for zeros for KN in
the plane c,∆, separating regions of positive and negative norm states, one finds that in order
to have unitarity for c < 1, the central charge is given by
c = 1− 6
n(n + 1)
, n = 3, 4, 5, ... (2.55)
with the associated parametrisations of ∆ (2.54). These are only necessary conditions for
unitarity (c < 1) while the proof of existence is by coset constructions, see below. Minimal
models, to be discussed in a subsequent section, are obtained by imposing less severe restrictions.
2.1.7 Conformal Blocks and Greens Functions
The projective invariance, generated by {L−1, L0, L1}, puts restrictions on the N -point func-
tions, leaving them essentially only dependent on the anharmonic ratios zijkl = (zi − zj)(zk −
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zl)/((zj − zk)(zl − zi)) of which only N − 3 are independent. The 3-point Greens functions are
thereby fixed
〈φ3(z3, z¯3)φ2(z2, z¯2)φ1(z1, z¯1)〉
= C123(z2 − z1)−∆2−∆1+∆3(z3 − z2)−∆3−∆2+∆1(z3 − z1)−∆3−∆1+∆2
· (z¯2 − z¯1)−∆¯2−∆¯1+∆¯3(z¯3 − z¯2)−∆¯3−∆¯2+∆¯1(z¯3 − z¯1)−∆¯3−∆¯1+∆¯2 (2.56)
See Chapter 5 for a discussion on the structure constants C123.
Due to the decomposition V ir ⊕ ¯V ir, a general 4-point Greens function (in the ’standard
projective limit’)
Gijkl(z, z¯) = 〈φl(∞,∞)φk(1, 1)φj(z, z¯)φi(0, 0)〉 (2.57)
may be expanded in conformal blocks F
(m)
ijkl (or chiral blocks for bigger symmetry groups than
V ir, see later)
Gijkl(z, z¯) =
∑
m
Cij
mCmklF
(m)
ijkl (z)F¯
(m)
ijkl (z¯) (2.58)
If the fusion rule coefficients [138, 38, 105, 33, 5] are larger than one, then the sum over m
must be supplemented by a degeneracy index labelling the distinct ways of coupling to the
field φm. However, our prime interest lies in the study of CFT based on SL(2) current algebra
where such subtleties are absent, so we will ignore them here. The blocks behave like and are
normalised according to
lim
z→0F
(m)
ijkl (z) = z
∆m−∆i−∆j(1 +O(z)) (2.59)
and are generically multi-valued functions. Yet, the physical Greens functions are supposed to
be single-valued functions. The power-like singular behaviours of the blocks of a given 4-point
Greens function are all distinct and determine the non-trivial monodromies for these blocks.
Graphically one associates to the blocks, or to the Greens functions, Feynman skeleton diagrams
for a ϕ3 type quantum field theory with the fields φ being the external legs, while the internal
lines describe the exchanged fields, see Fig. 1 in Chapter 5. The associativity of the operator
product algebra leads to some duality relations (crossing symmetry or bootstrap equations)
expressing the Greens function in different expansions∑
m
Cij
mCmklF
(m)
ijkl (z)F¯
(m)
ijkl (z¯) =
∑
m
Cjk
mCmilF
(m)
jkil (1− z)F¯ (m)jkil (1− z¯)
= z−2∆j z¯−2∆¯j
∑
m
Cjl
mCmikF
(m)
ikjl (1/z)F¯
(m)
ikjl (1/z¯) (2.60)
We shall refer to these channels as s-, t- and u-channels as is standard Mandelstam terminology
in relativistic kinematics describing particle scattering. Similarly one may define conformal
blocks for higher N -point Greens functions. Greens functions are always supposed to be single-
valued. When the summations (2.60) truncate (which is the case in rational CFT, see later),
the duality means that the blocks transform into finite linear combinations of themselves under
analytic continuation. Being multi-valued functions the blocks are indeed supposed to be
defined first in one domain (for a given order of the arguments) and then analytically continued
to other domains. Since the analytic continuation depends on the path chosen, it is the braid
group and not the permutation group that acts on the blocks. In this respect a quantum group
structure is revealed [105, 4, 104, 5].
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The decoupling of a null field (the descendant field corresponding to the null vector in
the Verma module headed by the corresponding primary field) gives rise to certain differential
equations satisfied by the correlation functions and the conformal blocks. Utilising this is
sometimes a convenient way of determining the blocks.
The Ward identities for insertion of symmetry generators (here only T ) makes it possible
to obtain correlation functions involving descendant fields from those of primary fields.
2.2 Free Fields
2.2.1 A Digression on Lie Algebras
Let g be a simple Lie algebra of dim g = d and rank g = r. h is a Cartan subalgebra of g. The
set of (positive) roots is denoted (∆+) ∆ and we write α > β if for two roots α− β ∈ ∆+, and
analogously α > 0 means α ∈ ∆+. The simple roots are {αi}i=1,...,r. θ is the highest root and
hν is the dual Coxeter number. The only non-vanishing elements of the Cartan-Killing form
are
κα,−α = κ(eα, fα) =
2
α2
, κij = κ(hi, hj) = Gij (2.61)
The Cartan matrix is Aij = α
ν
i · αj = (ανi , αj) = Gijα2j/2, while Freudenthal-de Vries strange
formula states that
ρ2 =
d
24
hνθ2 (2.62)
Using the triangular decomposition
g = g− ⊕ h⊕ g+ (2.63)
we will denote the raising and lowering operators eα ∈ g+ and fα ∈ g− respectively with
α ∈ ∆+, and Cartan operators hi ∈ h. We use the common notation ja for all the algebra
elements. For simple roots we sometimes write ei = eαi , fi = fαi and collectively denote the 3r
generators ei, hi, fi Chevalley generators. Their commutator relations are
[hi, hj] = 0 [ei, fj] = δijhj
[hi, ej ] = Aijej [hi, fj] = −Aijfj (2.64)
In addition one has the Serre relations
(adei)
1−Aijej = 0 , i 6= j
(adfi)
1−Aijfj = 0 , i 6= j (2.65)
The Weyl vector is defined as ρ = 1
2
∑
α>0 α and satisfies ρ · ανi = 1. We use the convention
f−α,−β
−γ = −fαβγ. Furthermore
[eα, fα] = hα = G
ij(ανi , α
ν)hj
hα+β =
1
(α + β)2
(
α2hα + β
2hβ
)
[hi, eα] = (α
ν
i , α)eα
[hi, fα] = −(ανi , α)fα (2.66)
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2.2.2 Bosonic Scalar Field
Let us consider a set of free bosonic scalar fields Xi(z, z¯) labelled by Cartan indices i = 1, ..., r
and described by the action
S = − 1
4π
∫
d2z∂X(z, z¯) · ∂¯X(z, z¯) (2.67)
The metric in X-space is the Cartan part Gij of the Cartan-Killing form. In this notation the
fields are purely imaginary. The classical equations of motion are
∂∂¯Xi(z, z¯) = 0 (2.68)
from which it follows that ∂Xi (∂¯Xi) is (anti-)analytic and is therefore written ∂Xi(z) (∂¯Xi(z¯)).
The general solution splits the scalar field into a sum of holomorphic and anti-holomorphic
pieces
Xi(z, z¯) = ϕi(z) + ϕ¯i(z¯) (2.69)
The property of path integrals that the integral of a total derivative vanishes, gives
0 =
∫
DX
δ
δX i(z, z¯)
(
e−SXj(w, w¯)
)
= 〈Gijδ2(z − w, z¯ − w¯)〉 − 1
2π
∂z∂z¯〈Xi(z, z¯)Xj(w, w¯)〉 (2.70)
Using this together with
∂z∂¯z¯ ln |z − w|2 = 2πδ2(z − w, z¯ − w¯) (2.71)
following from Stoke’s theorem (2.12), we find the 2-point function
〈Xi(z, z¯)Xj(w, w¯)〉 = Gij ln |z − w|2 (2.72)
and the OPE
Xi(z, z¯)Xj(w, w¯) = Gij ln |z − w|2+ : Xi(z, z¯)Xj(w, w¯) : (2.73)
or equivalently
ϕi(z)ϕj(w) = Gij ln(z − w)+ : ϕi(z)ϕj(w) :
ϕi(z)ϕ¯j(w¯) = : ϕi(z)ϕ¯j(w¯) :
ϕ¯i(z¯)ϕ¯j(w¯) = Gij ln(z¯ − w¯)+ : ϕ¯i(z¯)ϕ¯j(w¯) : (2.74)
whereby we have introduced the normal ordering of free scalar fields by subtracting the sin-
gular parts. The 2-point function demonstrates that the free fields do not have well-defined
scaling dimensions, hence they do not rigorously exist as quantum fields [35]. Nevertheless,
we shall only need to consider constructions such as ∂Xi of dimension 1 and vertex operators
to be defined in (2.82). According to (2.71) the normal ordered product satisfies the classical
equations of motion and may be Taylor expanded. The first term in the expansion precisely
corresponds to the definition of composite operators in (2.23). We have found that inside the
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normal ordering the scalar fields act as classical fields. The corresponding energy-momentum
tensor is
T =
1
2
: ∂X · ∂X := 1
2
: ∂ϕ · ∂ϕ : (2.75)
and has central charge c = r. This result is the origin of the conventional factor of 1/2 in front
of c in (2.30). The notion of normal ordering is easily generalised along the lines of
Xi(z, z¯) :
n∏
j=1
Xij(zj , z¯j) :=
n∑
j=1
Giij ln |z−zj |2 :
∏
l 6=j
Xil(zl, z¯l) : + : Xi(z, z¯)
n∏
j=1
Xij (zj, z¯j) : (2.76)
and one has that the OPE of two normal ordered operators can be written as the formal
expression
: G[X ] :: F [X ] := exp
(∫
d2zd2wGij ln |z − w|2 δG
δXi(z, z¯)
δF
δXj(w, w¯)
)
: G[X ]F [X ] : (2.77)
The outset for a much richer structure is the introduction of a background charge 2a0 for
the fields Xi [51, 42, 60]. It amounts to adding to the action a term
S2a0 =
−a0
8π
∫
d2z
√
gRρ ·X (2.78)
coupling the fields Xi to the curvature of the underlying surface. In what follows we will mostly
be interested in the Riemann sphere S2 in which case it is possible to localise the curvature at
the point of infinity (the north pole). Hence, everywhere except in the vicinity of the north
pole we may use a flat metric and still consider the fields to be free. The equations of motion
become
∂∂¯Xi =
1
4
a0(α
ν
i , ρ)
√
gR (2.79)
The corresponding energy-momentum tensor is (found by using the conformal gauge or iso-
thermal coordinates gµν(z) = e
σ(z)δµν)
Tϕ =
1
2
: ∂ϕ · ∂ϕ : −a0ρ · ∂2ϕ (2.80)
which has central charge
cϕ = r − 12a20ρ2 = r −
θ2
2
a20h
νd (2.81)
where we have used (2.62). In the sequel we will concentrate on the holomorphic part ϕ and
put a0 = 1/
√
t, see (4.2),(4.3).
The vertex operators later to be used in building primary fields are
Vλ(z) =: e
1√
t
λ·ϕ(z)
: (2.82)
and are seen to have conformal weights
∆(Vλ) =
1
2t
(λ, λ+ 2ρ) (2.83)
Furthermore
Vλ(z)Vλ′(w) = (z − w) 1t λ·λ′ : e
1√
t
(λ·ϕ(z)+λ′·ϕ(w))
: (2.84)
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2.2.3 Ghost Fields
Ghost fields appear in gauge theory in the Faddeev-Popov procedure of gauge fixing and in string
theory. Usually one denotes a fermionic ghost system b, c arising when gauge fixing a bosonic
symmetry, and a bosonic ghost system β, γ arising when gauge fixing a fermionic symmetry.
They are described by first order actions (characterised by having first order kinetic terms as
for the free Majorana fermion) and are conveniently treated simultaneously by introducing the
parameter η, η = −1 for bosonic statistics and η = +1 for fermionic statistics. Hence, we will
now let b, c denote any ghost pair disregarding their statistics and write
Sη =
η
2π
∫
d2z
(
b∂¯c+ b¯∂c¯
)
(2.85)
The rationale for discussing ghost fields in this thesis is not a wish to treat gauge fixing proce-
dures, rather they appear as building blocks in Wakimoto free field realizations, see Chapter 3.
The equations of motion ensure that the fields are (anti-)holomorphic. This action is confor-
mally invariant if b and c have dimensions (λ, 0) and (1 − λ, 0) respectively, in which case the
energy-momentum tensor becomes (focusing on the holomorphic part)
T = η ((1− λ) : ∂bc : −λ : b∂c :) (2.86)
As for the free scalar field the 2-point function is easy to determine, this time using 0 =∫ δ
δb
(
e−Sb
)
, and one arrives at the OPE2
c(z)b(w) =
η
z − w+ : c(z)b(w) :
b(z)c(w) =
1
z − w+ : b(z)c(w) : (2.87)
The conformal dimensions are readily verified and the central charge is easily found to be
c = −2η(6λ2 − 6λ+ 1) = η(1− 3Q2) (2.88)
where Q = η(2λ− 1).
The standard mode expansions read
b(z) =
∑
n
bnz
−n−λ , c(z) =
∑
n
cnz
−n−(1−λ) (2.89)
and give rise to the (anti-)commutation relation
[bm, cn]η = δm+n,0 (2.90)
where [·, ·]η is a (anti-)commutator for η = −1 (η = +1). The ranges for parameters n depend
on the choice of sector (Neveu-Schwarz versus Ramond). A zero-mode is one for which ∂¯
vanishes throughout the Riemann surface, here the sphere S2. Using that for the primary field
b, b(z) (dz)λ is conserved under the conformal map z → 1/z, one finds the zero-modes of b
as the ones multiplying functions of z well-defined both in the neighbourhood of 0 and in the
2The somewhat unconventional factor η in the action was chosen to produce β(z)γ(w) = +1
z−w
.
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neighbourhood of∞. This analysis gives an index theorem (Riemann-Roch theorem) for ghost
fields on the sphere. In general [60]
♯ (zero-modes of c)− ♯ (zero-modes of b) = 1
2
ηQχ (2.91)
where χ = 2(1− g) is the Euler characteristic of the Riemann surface and g is the genus.
The ghost number operator is
Ngh =
∮
0
dz
2πi
j(z) , j(z) = η : b(z)c(z) : (2.92)
and satisfies [Ngh, b(w)] = b(w) and [Ngh, c(w)] = −c(w). The ghost number current is non-
primary (or anomalous) for Q 6= 0
T (z)j(w) =
Q
(z − w)3 +
j(w)
(z − w)2 +
∂j(w)
z − w (2.93)
The hermiticity properties are
b†n = ηb−n
c†n = c−n
j†n = −j−n −Qδn,0 (2.94)
In Chapter 4 we elaborate on the case of bosonic ghost fields β, γ of dimension (1,0).
In the applications considered in this thesis we shall only need the bosonic ghost fields. It is
clear that the following rules apply in computations of OPE’s when either β or γ fields appear
with integral powers
β(z)nF (γ(w)) = : (β(z) +
1
z − w∂γ(w))
nF (γ(w)) :
γ(z)nF (β(w)) = : (γ(z)− 1
z − w∂β(w))
nF (β(w)) : (2.95)
It turns out (see Chapter 4) that we need to be able to treat ghost fields raised to fractional
powers. The proposal in [110] to deal with those cases consists in generalising (2.95) as
G(β(z))F (γ(w)) =: G(β(z) +
1
z − w∂γ(w))F (γ(w)) : (2.96)
where the asymptotic expansions for G(β(z) + 1
z−w∂γ(w)) and F (γ(w)) would depend on their
monodromy conditions in the z and w variables respectively. An example relevant in later
chapters is
β(z)−tF (γ(w)) = : (β(z) +
1
z − w∂γ(w))
−tF (γ(w)) :
=
∞∑
n=0
( −t
n
)
: βn(z)(z − w)t+n∂−t−nγ(w) F (γ(w)) : (2.97)
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where t is fractional for admissible representations (to be introduced in Chapter 4) and we then
see the need for fractional calculus [124, 102, 126, 96]. As an example of how the technique
works we provide in a subsequent section an explicit non-trivial proof (2.121) that
(βa(z)γa(w))(βb(z)γb(w)) = βa+b(z)γa+b(w) (2.98)
Additionally, the explicit verification that the N -point functions in SL(2) current algebra based
on this proposal satisfy the Knizhnik-Zamolodchikov equations (see Chapter 4), may be viewed
as a check that fractional calculus does indeed provide us with the requisite properties for Wick
contractions as defined in (2.97).
An alternative to the proposal (2.96) is to write (2.95) as in (2.77)
G(β(z))F (γ(w)) = exp
(
1
z − w∂β(z)∂γ(w)
)
: G(β(z))F (γ(w)) : (2.99)
and then generalise it by allowing asymptotic expansions (see below) of the exponential as in
ez = ∂aez =
∑
n∈ZZ
1
Γ(n− a+ 1)z
n−a , a ∈ C (2.100)
To reproduce (2.97) we put a = t. The gamma-function Γ(a + 1) is the standard analytic
continuation of ’factorial’: Γ(n+ 1) = n!, n non-negative integer.
For every positive root α > 0 we now introduce a pair of free bosonic ghost fields (βα, γ
α)
of conformal weights (1,0) satisfying the OPE
βα(z)γ
β(w) =
δα
β
z − w (2.101)
The corresponding energy-momentum tensor is
Tβγ =: βα∂γ
α : (2.102)
with central charge
cβγ = d− r (2.103)
We will understand ’properly’ repeated root indices as in (2.102) to be summed over the positive
roots.
2.2.4 Fractional Calculus and Expansions
Here we briefly introduce fractional calculus [124, 102, 126, 96]. For an analytic function f(z)
the fractional derivative (or integration) ∂af(z) is defined for complex number a. It satisfies
the following axioms:
1. If f(z) is an analytic function, the fractional derivative ∂af(z) is an analytic function of
z and a.
2. For a integer, the result must agree with ordinary differentiation (a positive) or integration
(a negative). By default the integration constants are put to zero, so that the function
together with a maximum number of derivatives vanish at some point, like z = 0.
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3. a = 0 is the identity.
4. Fractional differentiation is linear.
5. For fractional integration, ℜa > 0,ℜb > 0
∂−a∂−bf(z) = ∂−(a+b)f(z)
For ℜa > 0, fractional integration ∂−a may be represented by the Riemann-Liouville operator
∂−af(z) =
1
Γ(a)
∫ z
0
(z − t)a−1f(t)dt (2.104)
By induction in the integer n it is shown that for a = n this coincides with ordinary n-fold
integration given by
∂−nf(z) =
∫ z
0
dz1
∫ z1
0
dz2...
∫ dzn−1
0
dznf(zn) (2.105)
The third axiom follows from a Taylor expansion of f(t). The semi-group property of axiom 5
follows from
∂−a∂−bf(z) =
1
Γ(a)Γ(b)
∫ z
0
dz1
∫ z
z1
dz2(z − z2)a−1(z2 − z1)b−1f(z1)
= ∂−(a+b)f(z) (2.106)
where we have used the substitution u = z2−z1
x−z1 and the Euler integral∫ 1
0
ub−1(1− u)a−1du = Γ(a)Γ(b)
Γ(a + b)
(2.107)
Having defined fractional differentiation for arbitrary negative powers, we may obtain fractional
derivatives of arbitrary positive powers from these by acting with an integer number of ordinary
differentiations. Thus, for a > 0 we write a = n−a′ where n is a positive integer and 0 ≤ a′ < 1,
and define
∂af(z) = ∂n
(
1
Γ(a′)
∫ z
0
(z − t)a′−1f(t)dt
)
(2.108)
For every pair of complex numbers a, b we have ∂a∂b = ∂a+b. We now consider the particular
case f(z) = zb and find
∂azb =
Γ(b+ 1)
Γ(b− a+ 1)z
b−a (2.109)
This holds for both fractional integration and fractional differentiation. Notice that ∂a1 6= 0
for a not a positive integer.
Let us conclude this section by commenting on various expansions as the one employed in
(2.100). Since we shall need contractions with the operator (see chapters 4 and 5)
(1 + γ(z)x)2j (2.110)
we shall find it convenient to represent the expansion of the associated analytic function
f(z) = (1 + z)2j (2.111)
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in several different ways. Indeed, from
(1 + z)2j = z−a[(1 + z)2jza] (2.112)
we may imagine that the last bracket is expanded in integer powers of z in a way convergent
on the unit circle. Although [(1 + z)2jza] has a discontinuity on the circle, it vanishes when we
take it to be for negative z, corresponding to choosing the branch cuts along the negative real
axis. This renders many equivalent representations for the function
(1 + z)2j = (1 + z)2j(−a) =
∑
n∈ZZ
(
2j
n− a
)
zn−a (2.113)
which are all equivalent in the sense of analytic function theory but which correspond to ex-
pansions with different monodromies for the individual terms.
When deciding on what expansion to adopt for the operator
(1 + γ(z)x)2j(a) =
∑
n∈ZZ
(
2j
n+ a
)
(γ(z)x)n+a (2.114)
we use the criterion, that after all Wick contractions have been performed, powers of β and γ
inside normal ordering signs are non-negative integers. Only then, these terms have an obvious
interpretation when sandwiched between states. In other terms, the existence of external states
and other primary fields in the correlator decides what monodromies to choose for individual
terms in expansions. All of that will be illustrated further in chapters 4 and 5.
Next, consider the fractional derivative of the exponential function
Da exp(z) =
∑
n∈ZZ
1
Γ(n− a+ 1)z
n−a, a ∈ C (2.115)
The right hand side is covariant under further differentiation corresponding to the fact that it
represents the original exponential function. The representation is a peculiar realization of the
exponential function, which converges asymptotically for |z| → ∞. Again the representation
may be better understood by writing
exp(z) = z−a[ exp(z)za] (2.116)
and then introducing for the last bracket a Fourier expansion with integer powers of z on a
circle in the complex z plane. On the circle
[ exp(z)za] (2.117)
has a discontinuity which we may take to be for negative z. The Fourier coefficients depend
on the radius of the circle. However, for large |z| where the discontinuity becomes vanishingly
small, they converge to the expansion coefficients in (2.115). Thus we take
Da exp(z) = exp(z) (2.118)
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for any a. However, we shall find it convenient to use the fractional derivative to represent a
generating functional for the integrals
lim
R→∞
∮
RS1
du
2πi
eu
ua+n+1
=
1
Γ(a+ n+ 1)
(2.119)
Different a’s give rise to representations or expansions of the exponential function in which
individual terms have different non-trivial monodromies. We shall use Da exp(z) simply as a
reminder of the appropriate expansion needed. Let us notice the following identity for fractional
derivatives of exponentials
Daz exp(z)D
b
w exp(w) = D
a+b exp(z + w) (2.120)
2.2.5 Consistency Check
In this section we illustrate the non-trivial nature of the workings of the Wick contractions
proposed in (2.96), by considering the evaluation [110] of
Ia,b(z, w) = (β
a(z)γa(w))(βb(z)γb(w)) (2.121)
First we notice the OPE
βa(z)γa(w) =
Γ(a+ 1)
(z − w)a
∑
n
(
a
n
)
1
n!
(z − w)n : (β(z)γ(w))n : (2.122)
following from (2.96) and (2.109) (or alternatively from (2.99-2.100) and (2.109)). Now, (2.121)
may be evaluated in two ways: either (i) by first using (2.122) for both parentheses to reduce
both of them to normal ordered products of integer powers of β and γ, and then subsequently
carrying out all remaining contractions, or else (ii) by simply using (2.122) with a+ b replacing
a. Obviously these two ways should lead to the same result for consistency. This requirement
is part of the associativity properties for operators, and we consider them to be justified by the
fact that the N -point functions of Chapter 4 satisfy the Knizhnik-Zamolodchikov equations.
Here we demonstrate that the above condition gives rise to non-trivial identities for which we
indicate an independent elementary proof.
The general contractions between integer powers of β and γ are carried out using (2.99)
βn(z)γm(w) = exp
(
1
z − w∂β(z)∂γ(w)
)
: βn(z)γm(w) :
=
∑
ℓ
1
(z − w)ℓℓ!
Γ(n + 1)
Γ(n− ℓ+ 1)
Γ(m+ 1)
Γ(m− ℓ+ 1) : β
n−ℓ(z)γm−ℓ(w) : (2.123)
Then one obtains after a few steps
Ia,b(z, w) =
Γ(a+ 1)Γ(b+ 1)
(z − w)a+b
∑
m,n,k,ℓ
(
a
m
)(
b
n
)(
m
k
)(
n
ℓ
)
· (z − w)
m+n−k−ℓ
(m− ℓ)!(n− k)! : (β(z)γ(w))
m+n−k−ℓ : (2.124)
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On the other hand the second way of evaluation simply gives the result
Ia,b(z, w) =
Γ(a+ b+ 1)
(z − w)a+b
∑
N
(
a+ b
N
)
(z − w)N : (β(z)γ(w))
N :
N !
(2.125)
Defining the generating functions
Fa(x) =
∑
N
(
a
N
)
xN
N !
Gab(x) =
∑
m,n,k,ℓ
(
a
m
)(
b
n
)(
m
k
)(
n
ℓ
)
xm+n−k−ℓ
(m− ℓ)!(n− k)! (2.126)
we see that the consistency condition may be expressed as
Gab(x) =
(
a + b
b
)
Fa+b(x) (2.127)
We now briefly indicate how this identity may be proven. First we notice (see below) that we
may write (
a + b
a
)
=
(
a+ b
b
)
=
∮ dt
2πi
(1 + t)a+b
ta+1
(2.128)
where the contour may be taken as the unit circle, passing through the branch point at t = −1
of the integrand (for suitable values of the exponents). Then we write
Gab(x) =
∑
p,q,k,ℓ
(
a
q + ℓ
)(
b
p+ k
)(
q + ℓ
k
)(
p + k
ℓ
)
xp+q
p!q!
=
∑
p,q,k,ℓ
4∏
i=1
∮
C0
dti
2πi
1
ti
(1 + t1)
a
tq+ℓ1
(1 + t2)
b
tp+k2
(1 + t3)
q+ℓ
tk3
(1 + t4)
p+k
tℓ4
xp+q
p!q!
(2.129)
The identity is now obtained by successively doing 1) the sum over ℓ, 2) the integral over t4, 3)
the sum over k, 4) the integral over t3, 5) the integral over t1 and t2 in any order, and 6) the
sum over q with p + q = N . In each case one picks up residues after suitable deformations of
the contours.
Let us illustrate techniques of contour deformations by proving (2.128). We consider∮
S1
dt
2πi
(1 + t)atb−1 = −
∮
S1
dt
2πi
(1− t)a(−t)b−1 (2.130)
On the rhs we take the branch cuts to be along the positive real axis. We may then deform
the contour to be one starting in 1 (where the integrand vanishes) and surrounding 0 in a way
such that it ’runs’ first just above and then just below the interval from 0 to 1. Compared to
the negative real axis on which the integrand is positive, we pick up phases when being just
above/below the positive real axis. Since the contour is always to the left of 1 we only need to
consider the power of −t. We find∮
S1
dt
2πi
(1 + t)atb−1 = − 1
2πi
(∫ 0
1
(1− t)atb−1e−iπ(b−1)dt+
∫ 1
0
(1− t)atb−1eiπ(b−1)dt
)
=
(
a
−b
)
(2.131)
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where we have used the Euler integral (2.107) and the gamma-function identity
Γ(b)Γ(1− b) = π
s(b)
(2.132)
with
s(b) = sin(πb) (2.133)
Similarly, one may show that
∮
S1
dt
2πi
(1− t)atb−1 = eiπb
(
a
−b
)
(2.134)
Now, to make the lhs well-defined (S1 a closed contour) we must choose the cuts as before.
Letting the function on the upper sheet be real near the positive real axis between 0 and 1, we
find ∮
S1
dt
2πi
(1− t)atb−1 = 1− e
2πi(b−1)
2πi
∫ 0
1
(1− t)atb−1dt
= eiπb
(
a
−b
)
(2.135)
These formulas and the techniques of contour manipulations will be used repeatedly in the
following chapters.
2.3 Minimal Models
Referring to the notation in (2.54) it can be shown [21] that for α−/α+ being rational
α−/α+ = −p/q , c = 1− 6(p− q)
2
pq
∆n,m =
(nq −mp)2 − (p− q)2
4pq
(2.136)
where p and q are co-prime, the operator algebra becomes finite dimensional. In general, a CFT
with a finite number of primary fields (wrt the chiral algebra, see below) is called a rational
CFT (RCFT). The nomenclature is due to the fact that the weights and the central charge can
then be shown to be rational [138, 136, 7]. The CFT’s based on (2.136) are called minimal
models and have multiplicities one in their spectra of primary fields. The reflection symmetry
∆n,m = ∆p−n,q−m leads to the fundamental region
0 < n < p , 0 < m < q , p < q (2.137)
For q = p+ 1 one recovers the unitary subset (2.55).
In Chapter 4 we discuss Hamiltonian reduction of SL(2) current algebra based on admissible
representation to minimal models. There we put p/q = t whereby α+ =
√
2/t and α− = −
√
2t,
while the background charge becomes −2α0 = −
√
2/t+
√
2t.
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2.3.1 Dotsenko-Fateev Construction
Here we discuss a realization of the minimal models due to Dotsenko and Fateev [42] following
ideas of Feigin and Fuks [52]. It is based on a single bosonic scalar field ϕ coupled to a
background charge −2α0, as described in a preceding section
ϕ(z)ϕ(w) = ln(z − w)
T (z) =
1
2
: ∂ϕ(z)∂ϕ(z) : +α0∂
2ϕ(z)
c = 1− 12α20
Vp(z) = : e
pϕ(z) :
∆p =
1
2
p(p− 2α0) (2.138)
Vp is a free field realization of a primary field and ∆(Vp) = ∆p = ∆2α0−p. We shall be interested
in conformal blocks
〈
N∏
i=1
Vpi(zi)〉 (2.139)
subject to the charge conservation
∑N
i=1 pi = 2α0. Charges are defined wrt the (anomalous)
current j = ∂ϕ
[Q, Vp(w)] = pVp(w) , Q =
∮
dz
2πi
j(z) (2.140)
Let us define screening currents as primary fields (vertex operators) of dimension 1. We easily
find the two solutions
S±(z) =: Vα±(z) : , α± = α0 ±
√
α20 + 2 (2.141)
These currents are useful since their conformal properties ensure that the corresponding screen-
ing charges (integrated currents) can be inserted into correlators without violating the conformal
structure. They only affect the boundary configuration or total charge, and may be inserted
into (2.139) in order that the charge conservation be met.
The mode expansions read
ϕ(z) = qϕ + a0 ln z +
∑
n∈ZZ
an
−nz
−n
Ln =
1
2
∑
m∈ZZ
: an−mam : −α0(n + 1)an
[an, am] = nδn+m,0 , [a0, qϕ] = 1
: e−pϕ(z) : = exp
(
−p∑
n>0
a−n
n
zn
)
e−pqϕz−pa0 exp
(
−p∑
n>0
an
−nz
−n
)
(2.142)
and the projective (SL(2)) invariant ket-vacuum |0〉 = |sl2〉 satisfies
Ln|0〉 = 0 , n ≥ −1
an|0〉 = 0 , n ≥ 0 (2.143)
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The SL(2) invariant bra-vacuum 〈sl2| satisfies
〈sl2|Ln = 0 , n ≤ 1
〈sl2|an = 0 , n ≤ −1 (2.144)
From considering 〈sl2|L0 one finds the hermiticity property
a†n = a−n − 2α0δn,0 (2.145)
Let us define an SL(2) non-invariant dual bra-vacuum
〈0| = lim
z→∞〈sl2| : e
2α0ϕ(z) := 〈sl2|e2α0qϕ (2.146)
which has the advantage that it satisfies
〈0|a0 = 0 , 〈0|0〉 = 1 (2.147)
It corresponds to inserting at infinity the vertex operator : e2α0ϕ(z) : of conformal dimension
zero. The ket-states are defined by
|p〉 = lim
z→0 : e
pϕ(z) : |0〉 (2.148)
while dual (bra-)states are defined by
〈p| = lim
z→∞〈sl2| : e
(2α0−p)ϕ(z) : z2∆p = 〈0|e−pqϕ (2.149)
Introduce intertwining fields [56, 22, 26]
[φp2(z, x)]
p3
p1
=
∫ n∏
k=1
dvk
m∏
i=1
dwiφp2(z, x)P (v1, ..., vn;w1, ..., wm)
P (v1, ..., vn;w1, ..., wm) =
n∏
k=1
S+(vk)
m∏
i=1
S−(wi) =
n∏
k=1
: eα+ϕ(vk) :
m∏
i=1
: eα−ϕ(wi) : (2.150)
with charge conservation p1+ p2− p3+ nα++mα− = 0. Now, in the N -point conformal block
WN = 〈pN |[φpN−1(zN−1)]pNκN−2...[φpj(zj)]
κj
κj−1...[φp2(z2)]
κ2
p1
|p1〉 (2.151)
we have the overall charge conservation
p1 + ...+ pN−1 − pN +Nα+ +Mα− = 0 (2.152)
where N,M are the total numbers of screening charges inserted. The notation follows from the
pictorial version
pN κN−2
pN−1
κj κj−1
pj
p1
p3 p2
κ2κ3
· · ·· · ·
(2.153)
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where
p1 + p2 − κ2 + n2α+ +m2α− = 0
κ2 + p3 − κ3 + n3α+ +m3α− = 0
...
κj−1 + pj − κj + njα+ +mjα− = 0
...
κN−2 + pN−1 − pN + nN−1α+ +mN−1α− = 0
n2 + ...+ nN−1 = N
m2 + ...+mN−1 = M (2.154)
with nj , mj non-negative integers. The charge conservation ensures that formal powers of ∞
arising from the contractions involving : e(2α0−pN )ϕ(∞) :, is cancelled by ∞2∆pN from (2.149).
Thus we may concentrate on the remaining contractions and we find
WN =
∏
1≤j<j′<N
(zj − zj′)pjpj′
∫ N∏
k=1
dvk
M∏
i=1
dwi
∏
j,k
(zj − vk)pjα+
∏
j,i
(zj − wi)pjα−
· ∏
k<k′
(vk − vk′)α2+
∏
i<i′
(wi − wi′)α2−
∏
k,i
(vk − wi)−2 (2.155)
For a 4-point function with all pi = p, the charge conservation reads p = −(Nα++Mα−)/2
and leads to a discretisation or quantisation of the common conformal weights
∆p =
1
8
((N + 1)α+ + (M + 1)α−)
2 − 1
2
α20 (2.156)
which re-produces the Kac table (2.54) since here N,M ≥ 0. An alternative derivation of this
quantisation also based on free fields is discussed in [93, 48]. In Chapter 4 we will use the
notation
αn,m = pn,m =
1− n
2
α+ +
1−m
2
α− (2.157)
Here we will not go into a discussion of choosing contours, finding the fusion rules, the
monodromy invariant Greens functions or the operator product algebra coefficients, but refer
to the original works by Dotsenko and Fateev [42, 43] and by Felder [56]. However, in chapters
4 and 5 we will consider such issues in the case of a CFT based on SL(2) current algebra. In
that connection we shall comment on the fusion rules for minimal models.
2.3.2 A Hidden Duality
For 4-point functions in the limit (z1, z2, z3, z4)→ (0, z, 1,∞), (2.155) reduces to
W4 = z
p1p2(1− z)p1p3
∫ N∏
k=1
dvk
M∏
i=1
dwi
N∏
k=1
v
p1α+
k (z − vk)p2α+(1− vk)p3α+
∏
k<k′
(vk − vk′)α2+
·
M∏
i=1
w
p1α−
i (z − wi)p2α−(1− wi)p3α−
∏
i<i′
(wi − wi′)α2−
∏
k,i
(vk − wi)−2 (2.158)
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For minimal models where the momenta or charges are quantised
pi =
1− ni
2
α+ +
1−mi
2
α− (2.159)
we write the corresponding primary fields as φni,mi . This notation allows us to state a hidden
symmetry or duality in the minimal models (in fact, in any DF construction of degenerate
models) as
〈
4∏
i=1
φni,mi〉 ∝ 〈
4∏
i=1
φnˆi,mˆi〉 (2.160)
where the fields are subject to the charge conservations
p1 + p2 + p3 − p4 +Nα+ +Mα− = pˆ1 + pˆ2 + pˆ3 − pˆ4 +Nα+ +Mα− = 0 (2.161)
and where
nˆ1 =
n1 + n2 − n3 − n4
2
, mˆ1 =
m1 +m2 −m3 −m4
2
nˆ2 =
n1 + n2 + n3 + n4
2
, mˆ2 =
m1 +m2 +m3 +m4
2
nˆ3 =
−n1 + n2 + n3 − n4
2
, mˆ3 =
−m1 +m2 +m3 −m4
2
nˆ4 =
−n1 + n2 − n3 + n4
2
, mˆ4 =
−m1 +m2 −m3 +m4
2
(2.162)
This relation is denoted ’mysterious’ by Andreev [8]. Nevertheless, in the next section we will
present a proof of it [112].
2.3.3 An Integral Identity
Here we want to establish the integral identity [112] underlying (2.160) in the DF constructions.
Proposition ∫ 1
0
N∏
k=1
dvkv
a′
k (1− vk)b
′
(1− zvk)c′
∏
k<k′
(vk − vk′)2ρ′
·
M∏
i=1
dwiw
a
i (1− wi)b(1− zwi)c
∏
i<i′
(wi − wi′)2ρ
N,M∏
k,i
(vk − wi)−2
= KNM
∫ 1
0
N∏
k=1
dvkv
a′−δ′
k (1− vk)b
′+δ′(1− zvk)c′−δ′
∏
k<k′
(vk − vk′)2ρ′
·
M∏
i=1
dwiw
a−δ
i (1− wi)b+δ(1− zwi)c−δ
∏
i<i′
(wi − wi′)2ρ
N,M∏
k,i
(vk − wi)−2 (2.163)
where
a′ = −ρ′a b′ = −ρ′b c′ = −ρ′c δ′ = −ρ′δ ρ′ = 1/ρ
δ = a+ c+ 1−N + (M − 1)ρ
δ′ = a′ + c′ + 1−M + (N − 1)ρ′ (2.164)
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and
KNM =
N−1∏
i=0
Γ(a′ + 1 + iρ′)Γ(b′ + 1 + iρ′)
Γ(−c′ +M + (−N + 1 + i)ρ′)Γ(a′ + b′ + c′ + 2−M + (N − 1 + i)ρ′)
·
M−1∏
i=0
Γ(a+ 1−N + iρ)Γ(b+ 1−N + iρ)
Γ(−c + (−M + 1 + i)ρ)Γ(a + b+ c+ 2− 2N + (M − 1 + i)ρ) (2.165)
The left hand side of (2.163) has the structure of the standard integral realization for minimal
models [42], leaving out some irrelevant pre-factors (2.158). There are N,M screening charges
of the two kinds and they are at positions vk and wi, except they have been scaled by z, as to
scale their integration regions
∫ z
0 →
∫ 1
0 . The fact that all integrations are like that corresponds
to considering only one kind of conformal block, where all the integrations are between 0 and
z [42], see also Chapter 5. The integrations are taken to be time ordered in the sense
T
n∏
i=1
∫ 1
0
dti ∼
∫ 1
0
dt1
∫ 1
t1
dt2...
∫ 1
tn−1
dtn ∼ 1
n!
n∏
i=1
∫ 1
0
dti (2.166)
Proof
The proof [112] we present of this identity is by brute force and takes several lengthy calcu-
lations. For the understanding of (2.160) it is interesting in it’s own right. Though, we shall
mostly be interested in a similar but much more complicated integral identity (5.64) between
SL(2) blocks. However, the techniques involved are to a large extend the same in the two cases,
so let us illustrate them by going over some of the details of the present proof.
The idea is simply to consider both sides of (2.163) as functions of z, and notice that the
only singularities occur when z → 0, 1,∞.
The limit z → 0 is simple. In that limit both sides of (2.163) are holomorphic in z (1−zw 6=
0) and we may simply put z = 0. Then both sides may be computed in terms of the Dotsenko-
Fateev integral (4.58). This gives immediately the normalisation KNM .
The limits z → 1,∞ are much more complicated. Here there will be several different power
singularities of the form (1 − z)A and zB. We must isolate those and compute their strengths
and demonstrate that we get the same results for both sides of (2.163).
z → 1
Now (1− zw) is close to 0 for w close to 1, so we split the integration region from 0 to 1 using
a small positive ǫ as follows (the integrations are time-ordered throughout)∫ 1
0
=
∫ 1−ǫ
0
+
∫ 1
1−ǫ∫ 1
0
N∏
k=1
dvk
M∏
i=1
dwi =
∑
n,m
∫ 1−ǫ
0
N∏
k=N−n+1
dvk
M∏
i=M−m+1
dwi
∫ 1
1−ǫ
N−n∏
l=1
dvl
M−m∏
j=1
dwj (2.167)
It is not difficult to check that a particular n,m term will give rise to a particular power of
(1− z). One performs the following scalings of the ∫ 11−ǫ integration variables, w ∼ vl, wj,
w → 1− (1− z)1 − w
w
31
dw → 1− z
w2
dw
1− w → (1− z)1− w
w
1− zw → (1− z)(1− z)w + z
w
∼ 1− z
w∫ 1
1−ǫ
→
∫ 1
1−z
ǫ+1−z
∼
∫ 1
0
(2.168)
One rather easily finds that the power of (1− z) occurring on both sides of (2.163) is
(1− z)(N−n)(b′+c′+1)+(N−n)(N−n−1)ρ′+(M−m)(b+c+1)+(M−m)(M−m−1)ρ−2(N−n)(M−m) (2.169)
The coefficient of this singularity may also be evaluated on both sides in terms of DF integrals.
It is not, however, immediately obvious that these coefficients are equal. Both sides involves
many products of terms involving ratios of gamma-functions. One employs over and over again
the simple identity
Γ(X)
Γ(X − L) =
L−1∏
j=0
(X − 1− j) (2.170)
Thus, it turns out for example that there are factors on both sides involving gamma-functions
with argument involving a′ only (no b,′ c′). On the left hand side we have
n−1∏
i=0
Γ(a′ + 1 + iρ′) (2.171)
whereas on the right hand side there are similar factors of the form∏N−1
i=0 Γ(a
′ + 1 + iρ′)∏N−n−1
i=0 Γ(a
′ + 1−M + (n+ i)ρ′) (2.172)
Using the identity (2.170) we find that the ratio between (2.171) and (2.172) is
N−n−1∏
i=0
M−1∏
j=0
1
(a′ − j + (n + i)ρ′) (2.173)
Similarly one finds that the ratio of terms only involving a is
N−n−1∏
i=0
M−1∏
j=0
(a− n− i+ jρ) (2.174)
Up to powers of ρ these cancel according to (2.164). By going over the several other different
factors on both sides and working out the ratios, one finally shows that the product of all ratios
equals 1.
This completes the proof that the singularities are identical in the limit z → 1.
z →∞
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The strategy is entirely analogous. Now (1 − zw) is close to 0 (or indefinite) for w close to 0,
so we make the split (time-ordered integrations)∫ 1
0
=
∫ ǫ
0
+
∫ 1
ǫ∫ 1
0
N∏
k=1
dvk
M∏
i=1
dwi =
∑
n,m
∫ ǫ
0
N∏
k=N−n+1
dvk
M∏
i=M−m+1
dwi
∫ 1
ǫ
N−n∏
l=1
dvl
M−m∏
j=1
dwj (2.175)
The
∫ ǫ
0 integration variables are scaled according to
w → 1− w−zw∫ ǫ
0
dw →
∫ 1
1−zǫ
1
dw
zw2
∼ (−z)−1
∫ 1
0
dw
w2
(2.176)
This time there is a subtlety in the identification of the two sides since it turns out that we
must identify the left hand side with n,m with the right hand side with N − n,M −m. It is
then simple to verify that the power of z on both sides are
(−z)−na′+(N−n)c′−n−n(n−1)ρ′−ma+(M−m)c−m−m(m−1)ρ+2nm (2.177)
To check that the coefficients also agree, as before one carries out explicitly the integrations in
terms of DF integrals resulting in many products of ratios of gamma-functions. Finally, one
carries out the cumbersome computation showing that the ratios indeed multiply up to 1.
✷
Let us remark that the trivial identity
F (α, β; γ; z) = F (β, α; γ; z) (2.178)
for hyper-geometric functions
F (α, β; γ; z) =
Γ(γ)
Γ(α)Γ(β)
∑
n≥0
Γ(α + n)Γ(β + n)
Γ(γ + n)n!
zn (2.179)
is less transparent at the level of integral representations
F (α, β; γ; z) =
Γ(γ)
Γ(β)Γ(γ − β)
∫ 1
0
tβ−1(1− t)γ−β−1(1− zt)−αdt (2.180)
However, it is the simplest example of the integral identity (2.163) with (N,M) = (1, 0) or
(N,M) = (0, 1). Hence, (2.163) may be viewed as a highly non-trivial generalisation of (2.178).
2.4 Affine Current Algebras
For every Cartan-Weyl generator ja of a simple Lie algebra g let there be associated a spin 1
field Ja(z) (of conformal dimension (1,0)). Dimensional analysis leads us to define the operator
product expansion of these (2D) current algebra generators to be
Ja(z)Jb(w) =
κabk
(z − w)2 +
fab
cJc(w)
z − w (2.181)
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where regular terms have been omitted. k is the central extension (see below), commuting
with all currents and takes on a constant value in any representation, so we will treat it as a
constant. This is analogue to the treatment of the algebra element c (the central charge) in the
Virasoro algebra as a constant. kν = 2k
θ2
is the level. The Chevalley currents (generators) have
OPE’s
Hi(z)Hj(w) =
kGij
(z − w)2
Hi(z)Ej(w) =
Aij
z − wEj(w)
Hi(z)Fj(w) =
−Aij
z − wFj(w)
Ei(z)Fj(w) =
2k
α2
i
δij
(z − w)2 +
δij
z − wHj(w) (2.182)
It is wrt the Sugawara construction (originally considered in [133, 132])
T (z) =
1
θ2(kν + hν)
κab : JaJb : (z)
=
1
t
:
∑
α>0
1
α2
(EαFα + FαEα) +
1
2
(H,H) : (2.183)
that the currents have dimension (1,0). Here we have introduced the parameter
t =
θ2
2
(kν + hν) (2.184)
where hν is the dual Coxeter number. The central charge is easily found to be
c =
kνd
kν + hν
(2.185)
The mode expansion reads
Ja(z) =
∑
n∈ZZ
Jna z
−n−1 (2.186)
In terms of the modes the algebra is expressed as
[Jna , J
m
b ] = fab
cJn+mc + κabknδ
n+m,0 (2.187)
For n = m = 0 one obtains a subalgebra isomorphic to g. It is often denoted the horizontal
algebra. One obtains an affine Lie algebra (special case of a Kac-Moody algebra, see [85, 73,
18, 63, 103]) by including a derivation element D satisfying [D, Jna ] = nJ
n
a and [D, k] = 0. In
view of the fact that the currents have spin one
[Ln, J
m
a ] = −mJn+ma (2.188)
we may take D = −L0 whenever we consider affine Lie algebras in connection with the Virasoro
algebra. D plays an important role in the study of the root system of the affine Lie algebra.
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Precisely as the Virasoro algebra is a central extension of the Witt algebra, (2.187) is a central
extension [119, 88] of the loop algebra gt = g ⊗ C[t, t−1], whose basis elements are written
jna = ja ⊗ tn = ja(n) and satisfies
[ja(n), jb(m)] = [ja, jb](n+m) (2.189)
The restriction from t ∈ C \ {0} to t ∈ S1 reveals the terminology of loop algebra since then gt
may be viewed as the space of smooth mappings, loops, from S1 to the Lie algebra g.
Generalisations of the Sugawara construction is in the basis of recent developments, see [78]
and references therein. It has given insight in irrational CFT.
2.4.1 Fields and States
Having introduced the affine Lie (current) algebra we are in a situation with an enlarged chiral
algebra, being the semi-direct sum of the Virasoro algebra (based on the Sugawara construction)
and the affine Lie algebra (with corresponding simple Lie algebra g). By the (anti-)chiral
algebra we mean the (anti-)holomorphic part of the symmetry algebra of the theory. It is
natural to try to classify the field content not only wrt the Virasoro algebra but wrt the whole
chiral algebra. This is part of the foundation of the study of W algebras which generally
are (non-linear) extensions of the Virasoro algebra. Here we confine ourselves to the case of
extending by an affine current algebra and refer to the pioneering work on W3 algebra [142] by
Zamolodchikov, some work on Hamiltonian reduction [44, 15, 24, 49], the review paper [27], the
reprint collection [28] and [122]. The latter includes several details and unpublished material
on Hamiltonian reduction of affine SL(3) current algebra and on free field realization of W3
algebra. In [48, 47] WN minimal models are considered. The references mentioned are mainly
concerning bosonic extensions. However, the literature includes a huge amount of material on
fermionic extensions such as the N = 1 [121, 106, 46, 23, 62] and N = 2 (see e.g. [58] and
references therein) superconformal algebras.
Now, let us define a primary field (multiplet) φ wrt the current algebra by
Ja(z)φ(w) =
ta
z − wφ(w) (2.190)
Here taφ is a shorthand notation for the action of the matrix ta on the field multiplet, taφ
i =
(ta)
i
jφ
j . Here we do not specify any further the representation that φ forms of the Lie algebra
g generated by the horizontal subalgebra. Similarly, the highest weight state
|λ〉 = lim
z→0φ(z)|0〉 (2.191)
(see (2.202) for choice of notation) provides a representation of {J0a} satisfying
J0a |λ〉 = ta|λ〉
Jna |λ〉 = 0 , n > 0 (2.192)
where, in addition to (2.45), the vacuum satisfies
Jna |0〉 = 0 , n ≥ 0 (2.193)
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Note that just like T is not a conformal primary field, Ja is not an affine primary field. The
(affine) descendants are obtained by acting on the highest weight |λ〉 with the raising operators
J−na , n > 0. One may specify the highest weight state further using the triangular decomposition
of g
E0α|λ〉 = 0 = Jna |λ〉 for n > 0 , H0i |λ〉 = (ανi , λ)|λ〉 (2.194)
Integrable (unitary) highest weight representations satisfy
0 ≤ λ · θ ≤ k , kν ∈ ZZ (2.195)
Let us end this section by briefly considering the GKO or coset construction [74]. We
have a situation with two Lie algebras g, h where h⊂g. In the corresponding affine Lie
algebras we choose the generators of h to be the first dimh generators among the generators
Ja, a = 1, ...,dimg, of g. Wrt the difference Tg/h = Tg − Th we then have
Tg/h(z)Ja(w) = 0 , a = 1, ..., dim h (2.196)
and
cg/h = cg − ch (2.197)
The level kνh of h depends on the level k
ν
g of g through the Dynkin index Ih⊂g of the embedding
h⊂g, kνh/kνg = Ih⊂g [129, 13, 63]. Of particular interest are the cases
g = (A1)l ⊕ (A1)1 , h = (A1)l+1 (2.198)
(the out-most subscripts are the integer levels) which produces the discrete series of central
charge values (2.55) in the unitary minimal models
cg/h =
3l
l + 2
+
3
1 + 2
− 3(l + 1)
l + 1 + 2
= 1− 6
(l + 2)(l + 3)
(2.199)
It is the GKO construction that proves the existence of unitary minimal models (p = l + 2).
Similar constructions of the N = 1 minimal models are also considered in [74] while the N = 2
minimal models are considered in [40, 144, 25, 45].
2.4.2 The Knizhnik-Zamolodchikov Equations
The currents Ja generate the affine transformations as T generates the conformal transforma-
tions (ǫ(z) = ǫa(z)ta)
δǫF (φ(w)) =
∮
dz
2πi
ǫa(z)Ja(z)F (φ(w)) (2.200)
This is sometimes referred to as the affine Ward identity. Notably, one has
〈Ja(z)φ1(w1)...φN(wN)〉 =
N∑
j=1
ta
z − wj 〈φ1(w1)...φj(wj)...φN (wN)〉 (2.201)
The index j on φ in φj is just a labelling. Let us now see what we learn from performing
the OPE Tφ using the Sugawara construction and then compare the result with the definition
(2.19) of φ being a conformal primary field. From the double pole we find
∆(φ) =
κabtatb
θ2(kν + hν)
=
(λ, λ+ 2ρ)
2t
(2.202)
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where λ is the highest weight of the representation ta, thus φ is characterised and sometimes
labelled by this weight (φ = φλ). From the single pole we find
∂φ(w) =
κabta
t
: Jb(w)φ(w) :
=
κabta
t
∮
w
dz
2πi
Jb(z)φ(w)
z − w (2.203)
Inserting this in an N -point function, deforming the contour into a sum of contours encircling
the other fields in the correlator and using (2.201), we obtaint∂wj +∑
i 6=j
κabta(λj)tb(λi)
wi − wj
 〈φ1(w1)...φN (wN)〉 = 0 (2.204)
for all wj. Here we have specified the representations by ta(λi). This set of equations are
called the Knizhnik-Zamolodchikov equations due to their first appearance in the seminal work
[97]. In terms of modes (2.204) expresses the decoupling of the combined (Virasoro/affine Lie
algebra) singular state (
L−1 − 1
t
κabtaJ
−1
b
)
|φ〉 (2.205)
Decoupling of pure affine null vectors are studied in [69]. In a subsequent section we will follow
[12] and use affine singular vectors to determine the fusion rules for SL(2) current algebra.
The above considerations pertain to g being simple. For a semi-simple Lie algebra one
simply has to add appropriate terms in various places, in particular both the Casimir in (2.202)
and the second term in the bracket in (2.204) become sums of similar terms.
2.4.3 WZNW Models
A Lagrangian realization of a CFT with an affine symmetry is the Wess-Zumino-Novikov-
Witten (WZNW) theory [140, 107, 141]. It is a non-linear σ-model with a compact semi-simple
Lie group manifold G as target space and is based on the action
S = kνS± =
kν
4π
∫
Σ
d2zTr(g−1∂gg−1∂¯g)
± k
ν
12π
∫
B
d3yǫαβγTr(g−1∂αgg−1∂βgg−1∂γg) (2.206)
where kν is the level of the corresponding affine Lie algebra, while ∂B = Σ. In the first term g
is a map from the two dimensional manifold Σ to G, g : Σ → G, while in the second term we
use the same symbol to represent the extension to the three manifold B, g : B → G. The action
is conformally invariant for the ratio given of the normalisations of the two terms. Different
extensions of g from Σ to B may give different values of the second term in the action, but
following Witten [141] these amount to additional constants 2πkνn, n integer. Thus, for the
path integral weight eiS to be unique, kν is necessarily an integer [141, 30]. This is related to
the second and third integer homology groups of G being H2(G;ZZ) ≃ 1 and H3(G;ZZ) ≃ ZZ
in the cases of interest [63]. The action respects the Polyakov-Wiegman identity [118, 39]
S+(gh) = S+(g) + S+(h) +
1
2π
∫
Σ
d2zTr(g−1∂¯g∂hh−1) (2.207)
37
and similarly for S−, found by S−(g) = S+(g−1). Exploring the identity, the action is seen to
be invariant under
g(z, z¯)→ Ω(z)g(z, z¯)Ω¯(z¯) (2.208)
giving rise to the conserved currents
J = kνg−1∂g , J¯ = kν ∂¯gg−1 , ∂¯J = ∂J¯ = 0 (2.209)
satisfying classical versions of (2.181). The models possess unitary highest weight representa-
tions since the level is integer. The Hilbert space of a WZNW model decomposes into a direct
sum of highest weight representations [69], and due to 0 ≤ λ · θν ≤ kν , the summation over λ
truncates and the WZNW model based on a compact Lie group G is a RCFT.
For non-compact Lie groups such as SL(N,R), one is more ’sloppy’ and does not restrict kν
to be integer, since Witten’s argument is no longer applicable, and the theory may be unbounded
from below. However, the final quantum theory of interest still makes sense when gauging and
constraining the WZNW theory [90, 91, 15] restore the boundedness of the spectrum [67, 36].
Gauged WZNW theories appear e.g. in path integral realizations of the GKO construction
[68, 90] and in the G/G approach to non-critical string theory.
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Chapter 3
Free Field Realizations
Since the work by Wakimoto [139] on free field realizations of affine SL(2) current algebra much
effort has been made in obtaining similar constructions in more general cases [50, 99, 26, 70, 82].
Many partial results are found in the literature but a general construction is still lacking.
However, here we present an explicit (generalised) Wakimoto free field realization of affine Lie
algebras based on simple Lie algebras [113]. The method employed is a generalisation of and
a much more detailed version than the one by Awata et al [11]. First one finds differential
operator realizations of the simple Lie algebras using Gauss decompositions, which we work
out in details. This was carried out to second order in x in [11] and by similar methods to all
orders in [134], though some essential parts are only presented there as recursion relations. The
framework of isotopic x variables in these works is a generalisation of the situation in SL(2)
[143, 64, 110, 8] to any simple group. Secondly one quantises the realization by translating into
free fields and then adding appropriate anomalous terms to the lowering operators [50, 99, 11].
Such terms were previously only known explicitly in the case of simple roots [82] and for SL(n)
[26, 50], but here explicit expressions for all roots are presented. The anomalous terms take
care of multiple contractions, or in other words of the normal ordering.
As shown by Dotsenko and Fateev [42] in the case of minimal models and briefly reviewed in
Chapter 2, the use of screening currents in constructing conformal blocks and Greens functions
is essential. In chapters 4 and 5 we shall generalise their work to admissible representations [89]
(to be introduced in Chapter 4) of affine SL(2) current algebras. Thereby we find use of the
screening current of the second kind originally introduced by Bershadsky and Ooguri [24]. Here
we recapitulate the known results [26, 11] on screening currents of the first kind in the general
case. To our knowledge, a completely satisfactory proof of their existence is lacking. We shall
present some sufficient conditions which are then checked in some details. To be able to treat
admissible representations of affine SL(2) current algebra we shall find it necessary in chapters
4 and 5 to include also the screening currents of the second kind. Hence, we shall undertake
a discussion of those in the general case. In the case of SL(n) we show that they indeed exist
if screening currents of the first kind exist. We also comment on a quantum group structure
in the braiding-commutation algebra of the screening currents following ideas of Gomez and
Sierra [75, 120, 76].
Finally, one needs explicit free field realizations of primary fields. In the framework of the
x variables, such realizations are known for SL(2) [64, 110] but for more general groups little
is known. Here we initiate the discussion and present some partial results on SL(n) and the
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complete solution for SL(3) and review the solution for SL(2).
Throughout we choose to avoid normalising the root system of the Lie algebra by keeping
the length of the highest root a free parameter.
3.1 Differential Operator Realization
Following the idea of [11] we here discuss [113] a differential operator realization of a simple
Lie algebra g on the polynomial ring C[xα], given by the following right action
Eα(x, ∂)〈λ|Z = 〈λ|Zeα
Hi(x, ∂, λ)〈λ|Z = 〈λ|Zhi
Fα(x, ∂, λ)〈λ|Z = 〈λ|Zfα (3.1)
where Z = exαeα and where 〈λ| is a lowest weight vector
〈λ|fα = 0 , 〈λ|hi = 〈λ|λi , λi = 〈λ, hi〉 = (λ, ανi ) (3.2)
There is an isotopic coordinate xα for every positive root α > 0 and for brevity we sometimes
write xi = xαi . Before working out the explicit form of the λ dependent first order differential
operators Eα, Hi, Fα, let us briefly argue that they indeed represent a realization of g. The
verification is based on the associativity
〈λ|
(
Zesja
)
etjb = 〈λ|Z
(
esjaetjb
)
(3.3)
where a comparison of terms linear in st gives the desired commutator of the differential oper-
ators [Ja, Jb] = fab
cJc. As for the affine currents we use the common notation Ja to denote the
differential operators. We hope it does not lead to any confusion.
The Gauss decomposition of 〈λ|Zetja is (see also (3.23))
〈λ|Z exp(teα) = 〈λ| exp
(
xγeγ + tV
β
α (x)eβ +O(t2)
)
= 〈λ| exp
(
tV βα (x)∂β +O(t2)
)
Z
〈λ|Z exp(thi) = 〈λ| exp (thi) exp
(
xγeγ + tV
β
i (x)eβ +O(t2)
)
= 〈λ| exp
(
t
(
V βi (x)∂β + λi
)
+O(t2)
)
Z
〈λ|Z exp(tfα) = 〈λ| exp
(
tQ−β−α(x)fβ +O(t2)
)
exp
(
tP j−α(x)hj +O(t2)
)
· exp
(
xγeγ + tV
β
−α(x)eβ +O(t2)
)
= 〈λ| exp
(
t
(
P j−α(x)λj + V
β
−α(x)∂β
)
+O(t2)
)
Z (3.4)
hence
Eα(x, ∂) = V
β
α (x)∂β
Hi(x, ∂, λ) = V
β
i (x)∂β + λi
Fα(x, ∂, λ) = V
β
−α(x)∂β + P
j
−α(x)λj (3.5)
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Here the notation ∂β = ∂xβ has been introduced. Since Eα(x, ∂) is independent of λ it may be
defined through a Gauss decomposition alone. The remaining part of this section is devoted to
determine the polynomials V , P and Q.
The following versions [79, 134] of the Campbell-Baker-Hausdorff (CBH) formula will be
used repeatedly
Lemma
eAetB = exp
A + t∑
p≥0
Mp(adA)
pB +O(t2)

etBeA = exp
A + t∑
p≥0
Mp(−adA)pB +O(t2)

eA+tB+tC = etB exp
A + tC − t∑
p≥1
Mp(−adA)pB +O(t2)

eAetB = etB exp
{
A+ t [A,B] +O(t2)
}
Mp = (−1)pBp
p!
(3.6)
where the coefficients Bp are the Bernoulli numbers
B(u) =
u
eu − 1 =
∑
n≥0
Bn
n!
un
B2m+1 = 0 for m ≥ 1
B0 = 1 , B1 = −1
2
, B2 =
1
6
, B4 = − 1
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, ... (3.7)
Proof
In order to solve for C the equation of the second version
etBeA = eA+tC+O(t
2) (3.8)
one may introduce the two-parameter group element
g(t, s) = es(A+tC) (3.9)
and consider
∂s∂tg(t, s)|t=0 = Cg(0, s) + A∂tg(t, s)|t=0 (3.10)
Furthermore, using
e−sadAB = e−sABesA (3.11)
following from
(−sadA)N B =
∑
n
(
N
n
)
sN(−1)nAnBAN−n (3.12)
which is easily shown by induction, one has
∂s
(
g(0, s)−1∂tg(t, s)|t=0
)
= e−sadAC (3.13)
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Now consider the integral
e−adAB =
∫ 1
0
∂s
(
g(0, s)−1∂tg(t, s)|t=0
)
ds =
1− e−adA
adA
C (3.14)
From this it immediately follows that
C =
∑
n≥0
Mn(−adA)nB (3.15)
The remaining versions of the lemma are simple rewritings of the second version.
✷
In [134] the V ’s are determined by an approach very similar to the one employed in the
following. However, here and in [113] the Gauss decomposition (3.4) is carried out explicitly
whereby one is able to determine also the P ’s and Q’s. In [134] functions similar to the P ’s
are given by recursion relations while functions similar to the Q’s are not discussed. In [11] the
polynomials V βα are worked out only to second order in x while only the Chevalley generators
amongst the lowering operators are considered and similarly worked out to second order. As
indicated in (3.4) one does not need the entire decomposition at this point but later on we will
make use of it.
Proposition
V βα (x) = δ
β
α +
∑
n≥1
MnC
β
α;β1,...,βn
xβ1 ...xβn
V βi (x) = −(ανi , β)xβ
V β−α(x) =
∑
n≥1
n−m(−α,β1,...,βn)∑
l=0
Bl
l!(n− l)!C
β
−α;β1,...,βnx
β1 ...xβn
P j−α(x) =
∑
n≥1
1
n!
Cj−α;β1,...,βnx
β1 ...xβn
Q−β−α(x) =
∑
n≥0
1
n!
C−β−α;β1,...,βnx
β1 ...xβn (3.16)
where the contracted structure constants are
Cba;β1,...,βn = fβ1a
a1fβ2a1
a2 ...fβnan−1
b
Cba;β1,...,βn = δ
b
a for n = 0 (3.17)
and where m = m(−α, β1, ..., βn) is defined for a given sequence of roots (−α, β1, ..., βn) as the
minimum integer for which −α + β1 + ...+ βm > 0.
Lemma
In any (formal) expansion of the form
∑
s≥0
−∑
n≥1
bnx
n
s = ∑
n≥0
anx
n (3.18)
42
the following recursion relation is valid [113]
a0 = 1
an = −
n−1∑
l=0
bn−lal , for n > 0 (3.19)
Proof of lemma
We have
∑
n≥0
anx
n =
∑
s≥0
−∑
n≥1
bnx
n
s
= 1 +
∑
1≤s
(−1)s ∑
1≤i1<i2<...<is
bi1bi2−i1 ...bis−is−1x
is
= 1 +
∑
0≤s
(−1)s+1 ∑
0=i0<i1<...<is<l
bi1bi2−i1 ...bis−is−1bl−isx
l
= 1−∑
1≤n
bnx
n −∑
n≥2
∑
0≤s
(−1)s+1 ∑
0=i0<i1<...<is<l<n
bi1bi2−i1 ...bl−isbn−lx
n
= 1− b1x−
∑
n≥2
(
bn +
n−1∑
l=1
bn−lal
)
xn (3.20)
and the lemma is easily read off.
✷
Proof of proposition
Let us notice the following almost trivial relations(
adxβeβ
)n
ja = C
b
a;β1,...,βn
xβ1...xβnjb
Cba;β1,...,βn = C
c
a;β1,...,βm
Cbc;βm+1,...,βn (3.21)
where ja ∈ {eα, hi, fα}. Of course one could be more general and let ja ∈ span{eα, hi, fα} but
we may concentrate on basis elements. It follows that
Zetja = exp
xβeβ + t∑
n≥0
MnC
b
a;β1,...,βn
xβ1 ...xβnjb +O(t2)
 (3.22)
and one may read off V βα in the case of a = α. For a = i one may simply use (3.6d) and thereby
determine V βi . The last and by far the most complicated case is a = −α corresponding to a
lowering operator ja = fα. Using the CBH formula one obtains
Zetfα = exp
t ∑
l≥1,nl>...>n1≥0
Mn1Mn2−n1 ...Mnl−nl−1(−1)nl−n1+l−1
· C−γ1−α;β1,...,βn1C
−γ2
−γ1;βn1+1,...,βn2 ...C
−β
−γl−1;βnl−1+1,...,βnlx
β1 ...xβnlfβ +O(t2)
}
· exp
t ∑
l≥1,nl>...>n1≥0
Mn1Mn2−n1 ...Mnl−nl−1(−1)nl−n1+l−1
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· C−γ1−α;β1,...,βn1C
−γ2
−γ1;βn1+1,...,βn2 ...C
i
−γl−1;βnl−1+1,...,βnlx
β1 ...xβnlhi +O(t2)
}
· exp
xβeβ + t ∑
l≥1,nl>...>n1≥0
Mn1Mn2−n1...Mnl−nl−1(−1)nl−n1+l−1
· C−γ1−α;β1,...,βn1C
−γ2
−γ1;βn1+1,...,βn2 ...C
a−
−γl−2;βnl−2+1,...,βnl−1C
β
a−;βnl−1+1,...,βnl
· xβ1 ...xβnleβ +O(t2)
}
= exp
t∑
n≥0
Kn,nC
−β
−α;β1,...,βnx
β1 ...xβnfβ +O(t2)

· exp
t∑
n≥1
Kn,nC
i
−α;β1,...,βnx
β1 ...xβnhi +O(t2)

· exp
xβeβ + t∑
n≥1
∑
β1,...,βn>0
Kn,mC
β
−α;β1,...,βnx
β1 ...xβneβ +O(t2)
 (3.23)
where a− ∈ {−α, i} and where we have introduced the coefficients
Kn,m = Mn +
∑
1≤l,0≤n1<...<nl<m
(−1)n−n1+lMn1Mn2−n1...Mnl−nl−1Mn−nl
=
{
δn,1 , m = 1
(−1)nMn−1 +∑l≥1,1<n1<...<nl<m(−1)n+lMn1−1Mn2−n1Mn−nl , m > 1 (3.24)
where m = m(−α, β1, ..., βn). In the contraction of the contracted structure constants Cba;β1,...,βn
it has been used that the summation over c in (3.17) reduces to a summation over −γ when
a = −α and b = a−. Furthermore, we have introduced the parameter m = m(−α, β1, ..., βn) in
order to perform the contraction over a− in the last exponential in the Gauss decomposition.
The rewriting in (3.24) is due to (1 + (−1)n+1)Mn = δn,1. Form > 1 one now has the generating
function ∑
n≥m≥2
Kn,my
n−mxn =
∑
l>k≥0
(−1)l+1Mlykxl+1
∑
s≥0
(1− B(x))s (3.25)
In order to simplify the expression for Knm we use the lemma on
∑
s≥0
(1− B(x))s =∑
s≥0
−∑
n≥1
Bn
n!
xn
s = ∑
n≥0
Anx
n (3.26)
and find the recursion relation
An = −
n−1∑
l=0
Bn−l
(n− l)!Al , A0 = 1 (3.27)
The solution is easily proven by induction to be
An =
1
(n + 1)!
(3.28)
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The lemma also proves itself useful in considering
B(x) =
x
ex − 1 =
∑
s≥0
−∑
n≥1
xn
(n+ 1)!
s = ∑
n≥0
anx
n (3.29)
which then yields
n−1∑
l=0
Bl
(
n
l
)
=
{
0 , n > 1
1 , n = 1
(3.30)
Finally, from the generating function we find using (3.30) that for m > 1
Kn,m =
n−m∑
l=0
Bl
l!(n− l)! (3.31)
while it follows immediately from (3.30) that this relation is also valid for m = 1.
✷
In the case of a simple root α = αj , V
β
−α(x) reduces to
V β−αj (x) = fγ,−αj
βxγ −∑
n≥1
(−1)nMnCβj;β1,...,βnxαjxβ1 ...xβn (3.32)
3.1.1 Differential Screening Operators
By a left action we may define the differential operator Sα
exp{−teα}Z = exp{tSα(x, ∂) +O(t2)}Z
Sα(x, ∂) = S
β
α(x)∂β (3.33)
It is easily seen that
Sα(x, ∂) = Eα(−x,−∂) (3.34)
This indicates that
Sβα(x) = −V βα (x) + fγαβxγ (3.35)
The term differential screening operator is justified by the use of the polynomials Sβα in con-
structing screening currents later in this chapter. From the associativity property
〈λ|
(
e−seαZ
)
etja = 〈λ|e−seα
(
Zetja
)
(3.36)
and the Gauss decomposition (3.4),(3.23) one deduces
[Eα(x, ∂), Sβ(x, ∂)] = 0
[Hi(x, ∂, λ), Sβ(x, ∂)] = (α
ν
i , β)Sβ(x, ∂)
[Fα(x, ∂, λ), Sβ(x, ∂)] = P
j
−α(x)(α
ν
j , β)Sβ(x, ∂) +Q
−γ
−α(x)(δβγ(β
ν, λ)− fβ,−γσSσ(x, ∂))
[Sα(x, ∂), Sβ(x, ∂)] = fαβ
γSγ(x, ∂) (3.37)
The last commutator follows from the associativity of e−seαe−teβZ. For α = αi and β = αj the
commutator [Fα(x, ∂, λ), Sβ(x, ∂)] becomes[
Fαi(x, ∂, λ), Sαj (x, ∂)
]
= Aijx
αiSαj (x, ∂) + λiδij (3.38)
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3.1.2 Classical Polynomial Identities
From the fact that Eα, Hi and Fα constitute a differential operator realization of g one may
easily deduce several interesting polynomial identities amongst the V ’s and P ’s
(ανi , β − α)V βα (x) = (ανi , γ)xγ∂γV βα (x)
(ανi , γ + α)V
γ
−α(x) = (α
ν
i , β)x
β∂βV
γ
−α(x)
V γα (x)∂γV
σ
β (x)− V γβ (x)∂γV σα (x) = fαβγV σγ (x)
V γα (x)∂γV
σ
−β(x)− V γ−β(x)∂γV σα (x) = fα,−βγV σγ (x) + fα,−β−γV σ−γ(x)− δαβ(αν , σ)xσ
V γ−α(x)∂γV
σ
−β(x)− V γ−β(x)∂γV σ−α(x) = −fαβγV σ−γ(x)
V βα (x)∂βP
j
−α(x) = G
ij(ανi , α
ν)
V γα (x)∂γP
j
−β(x) = fα,−β
−γP j−γ(x)
(ανi , β)x
β∂βP
j
−α(x) = (α
ν
i , α)P
j
−α(x)
V γ−α(x)∂γP
j
−β(x)− V γ−β(x)∂γP j−α(x) = −fαβγP j−γ(x) (3.39)
These we will denote classical identities since they are based on realizations of Lie algebras.
Additional relations determined using the Wakimoto free field realizations (of affine current
algebras) will be denoted quantum identities. This terminology is justified by the point of
view that the Wakimoto construction corresponds to a quantisation of the differential operator
realisation. Similarly, (3.37) gives the classical identities
V γα (x)∂γS
σ
β (x)− Sγβ(x)∂γV σα (x) = 0
(ανi , β − α)Sβα(x) = (ανi , γ)xγ∂γSβα(x)
V γ−α(x)∂γS
σ
β (x)− Sγβ(x)∂γV σ−α(x) = P j−α(x)(ανj , β)Sσβ (x)−Q−γ−α(x)fβ,−γµSσµ(x)
Sγα(x)∂γS
σ
β (x)− Sγβ(x)∂γSσα(x) = fαβγSσγ (x)
Sγβ(x)∂γP
j
−α(x) = −Q−β−α(x)(ανi , βν)Gij (3.40)
3.2 Wakimoto Free Field Realization
The free field realization [50, 99, 11] is obtained from the differential operator realization by
the substitution
∂α → βα(z) , xα → γα(z) , λi →
√
t∂ϕi(z) (3.41)
and a subsequent renormalisation by adding an anomalous term, F aα(γ(z), ∂γ(z)), to the low-
ering part. This is summarized in
Proposition
Eα(z) = : V
β
α (γ(z))ββ(z) :
Hi(z) = : V
β
i (γ(z))ββ(z) : +
√
t∂ϕi(z)
Fα(z) = : V
β
−α(γ(z))ββ(z) : +
√
t∂ϕj(z)P
j
−α(γ(z)) + F
a
α(γ(z), ∂γ(z))
∆(Ja) = 1 (3.42)
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where the anomalous part for a simple root is (this result was originally found in [82])
F aαi(γ(z), ∂γ(z)) =
(
2k
α2i
+
hνθ2/2− α2i
α2i
)
∂γαi(z)
=
(
k + t
α2i
− 1
)
∂γαi(z) (3.43)
while for a non-simple root, α = αi1 + ... + αin , n > 1, the anomalous part [113] is
C
αi1+...+αin
αi1 ;αi2 ,...,αinF
a
αi1+...+αin
(γ(z), ∂γ(z))
= (−1)n−1DnDn−1...D3
((
k + t
α2i1
− 1
)
∂γσ(z)∂σV
αi1−αi2 (γ(z))
)
+
n−1∑
m=1
(−1)n−m−1Cαi1+...+αimαi1 ;αi2 ,...,αimDnDn−1...Dm+2
·
(
∂γσ(z)∂σ∂γV
µ
−αim+1 (γ(z))∂µV
γ
−(αi1+...+αim)(γ(z))
− tGim+1l∂γαim+1 (z)P l−(αi1+...+αim)(γ(z))
)
(3.44)
Here we have introduced the differential operators
Dm = V
γ
−αim (γ(z))∂γ + ∂γ
σ(z)∂σV−αim (γ(z))∂∂γγ (3.45)
and defined the product DnDn−1...Dn+1 = 1, in the sense that DnDn−1...D3 = 1 if n = 2, and
DnDn−1...Dm+2 = 1 for m = n − 1. We recall (3.17) that for m = 1 we have Cαi1+...+αimαi1 ;αi2 ,...,αim =
δ
αi1
αi1 = 1. The anomalous part F
a
α(γ(z), ∂γ(z)) is seen to be linear in ∂γ. Indeed, this is
necessary for Fα to be of weight one.
Lemma
: V µa (γ(z))βµ(z) :: V
ν
b (γ(w))βν(w) :
=
1
z − w : (V
ν
a ∂νV
µ
b − V νb ∂νV µa )(γ(w))βµ(w) :
+
−1
(z − w)2 {∂µV
ν
a ∂νV
µ
b (γ(w)) + (z − w)∂γρ(w)∂ρ∂µV νa ∂νV µb (γ(w))} (3.46)
The proof of this is obvious.
Proof of proposition
The strategy is straightforward, namely one performs the OPE’s Ja(z)Jb(w) and T (z)Ja(w)
using the lemma after which a comparison with (2.181), using the classical polynomial identities
(3.39), reduces the problem to the set of quantum polynomial identities of the next section.
One of those is a recursion relation determining the anomalous part (3.44) from F aαi while the
remaining ones may be seen as consistency conditions on the solution (3.44). The verification
of the expression in the case of a simple root, F aαi , is a fairly simple matter. Since it is known
[50, 99, 11] that the Wakimoto realization (3.42) exists and the anomalous part is of the form
found, F aα(γ, ∂γ) = G
a
αβ(γ)∂γ
β , we may view the consistency conditions merely as interesting
quantum polynomial identities. Referring to the next section for details on the solution of the
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recursion relation, this completes the proof.
✷
Let us emphasise that the new result in [113] over [50, 26, 70, 99, 11] is the general and explicit
expression (3.44) for the anomalous part of the lowering operator in the Wakimoto realization
(3.42), in addition to the explicit expressions for the polynomials V and P (and Q). As earlier
stated, these were already worked out to some extend in [11, 134].
3.2.1 Quantum Polynomial Identities
The only non-trivial quantum polynomial identities, besides the already found classical identi-
ties, arise when performing OPE’s involving a lowering operator Fβ. We find
2k
α2
δα,β = −∂σV γα ∂γV σ−β + V γα ∂∂γγF aβ
fα,−β
−γF aγ = −∂γσ∂σ∂µV γα ∂γV µ−β + V γα ∂γF aβ + ∂γσ∂σV γα ∂∂γγF aβ
0 = (ανi , σ)∂σV
σ
−β − (ανi , α)γα∂∂γαF aβ + tGijP j−β
(ανi , β)F
a
β = (α
ν
i , α)γ
α∂αF
a
β + (α
ν
i , α)∂γ
α∂∂γαF
a
β
0 = 2(ρ, ανj )P
j
−α + ∂γV
γ
−α
F aα = ∂γ
γ∂∂γγF
a
α
∂γV
σ
−α∂σV
γ
−β = tGijP
i
−αP
j
−β + V
γ
−α∂∂γγF
a
β + V
γ
−β∂∂γγF
a
α
fαβ
γF aγ = ∂γ
σ∂σ∂γV
µ
−α∂µV
γ
−β − V γ−α∂γF aβ + V γ−β∂γF aα
− tGij∂γσ∂σP i−αP j−β − ∂γσ∂σV γ−α∂∂γγF aβ − V γ−β∂γσ∂σ∂∂γγF aα (3.47)
from the OPE’s EF,HF, TF, FF , two identities from each. Not all the identities are indepen-
dent, e.g. the second to last one follows from the last. The last one is the aforementioned
recursion relation determining the anomalous part for a non-simple root. The proof of (3.44)
goes as follows. In the recursion relation we expand γ = αi1 + ... + αin in simple roots and let
α = αin , whereby the two terms including F
a
α vanish. We then find
fαin ,αi1+...+αin−1
αi1+...+αinF aαi1+...+αin = ∂γ
σ∂σ∂γV
µ
−αin∂µV
γ
−(αi1+...+αin−1)
− tGinj∂γαinP j−(αi1+...+αin−1 ) −DnF
a
αi1+...+αin−1
(3.48)
Now the procedure is to replace the anomalous part of RHS using the recursion relation as
above letting α be the ’last’ simple root. In the final step where γ = αi1 + αi2 we encounter
D2F
a
αi1
=
(
k + t
α2i1
− 1
)
∂γσ(z)∂σV
αi1−αi2 (γ(z)) (3.49)
explaining the origin of the first term in (3.44).
3.3 Screening Currents
48
3.3.1 Screening Currents of the First Kind
The screening currents of the first kind are [26, 11]
sj(z) =: S
α
αj
(γ(z))βα(z)e
− 1√
t
αj ·ϕ(z) : (3.50)
and they satisfy the OPE’s
Proposition
Eα(z)sj(w) = 0
Hi(z)sj(w) = 0
Fαi(z)sj(w) = −
2t
α2j
δij
∂
∂w
(
1
z − w : e
− 1√
t
αj ·ϕ(w) :
)
T (z)sj(w) =
∂
∂w
(
1
z − wsj(w)
)
(3.51)
The last OPE expresses that the screening currents have conformal weights ∆(sj) = 1. In the
formalism presented here the proof of the proposition is a matter of direct verification using the
classical polynomial identities (3.40). In the case of Fα for α a non-simple root it has not yet
been proven that the singular part of Fα(z)sj(w) is a total derivative. However, if we assume
that there exists a polynomial A(γ(w)) such that
Fα(z)sj(w) =
∂
∂w
(
1
z − wA(γ(w)) : e
− 1√
t
αj ·ϕ(w) :
)
(3.52)
we find that a necessary condition is
Fα(z)sj(w) = − 2t
α2j
∂
∂w
(
1
z − wQ
−αj
−α (γ(w)) : e
− 1√
t
αj ·ϕ(w) :
)
(3.53)
In the process we derive as sufficient conditions the following two relations
∂γV
β
−α∂βS
γ
αj
= 2
(
1− t
α2j
)
Sβαj∂βP
j
−α + S
γ
αj
∂∂γγF
a
α
Sβαj∂βF
a
α = ∂γ
σ∂γV
β
−α∂β∂σS
γ
αj
−Aij∂γσ∂σSβαj∂βP i−α − ∂γσ∂σSγαj∂∂γγF aα (3.54)
They have been checked explicitly for α = αi1 + αi2 [113]. Furthermore [113], it has been
checked that for α = β1 + β2 (βi is not necessarily a simple root) the first identity follows from
the recursion relation (3.47) and the assumption that (3.54) is satisfied for β1 and β2. However,
the very final step in the proof is still missing. The minimal conclusion is that the first identity
is satisfied for α being a sum of 3 simple roots while the second identity is satisfied for α being
a sum of 2 simple roots. In the case of SL(3) the highest root is θ = α1 + α2 so in that case
(3.50) and (3.53) are seen to be true.
3.3.2 Screening Currents of the Second Kind
The only well-known screening current of the second kind is the one by Bershadsky and Ooguri
for SL(2) [24, 110]. In [113] a generalisation to SL(n) and possibly to all simple groups (see also
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[82]) is discussed. The construction of screening currents of the second kind s˜j is summarised
in
Proposition
s˜j(w) =:
(
Sβαj (γ(w))ββ(w)e
− 1√
t
αj ·ϕ(w)
)− 2t
α2
j : (3.55)
Eα(z)s˜j(w) = 0
Hi(z)s˜j(w) = 0
Fαi(z)s˜j(w) = −
2t
α2j
δij
∂
∂w
(
1
z − w :
(
Sβαj (γ(w))ββ(w)
)− 2t
α2
j
−1
e
√
tανj ·ϕ(w) :
)
T (z)s˜j(w) =
∂
∂w
(
1
z − ws˜j(w)
)
(3.56)
Furthermore
Fα(z)s˜j(w) = − 2t
α2j
∂
∂w
(
1
z − w : Q
−αj
−α (γ(w))
(
Sβαj (γ(w))ββ(w)
)− 2t
α2
j
−1
e
√
tανj ·ϕ(w) :
)
(3.57)
Proof
It is straightforward to check that Hi(z)s˜j(w) = 0 and ∆(s˜j) = 1. Let us introduce the
shorthand notation
Suj (z) =:
(
Sβαj (γ(z))ββ(z)
)u
: (3.58)
Using the explicit expressions for V βα and S
γ
αj
, we find
Eα(z)S
u
j (w) =
∑
l≥1
1
(z − w)l (−1)
l
(
u
l
) (
: ∂γ1 ...∂γlV
β
α ββ(z)S
γ1
αj
...SγlαjS
u−l
j :
− l : ∂γ1 ...∂γl−1V βα (z)Sγ1αj ...Sγl−1αj ∂βSγlαjβγlSu−lj :
)
(3.59)
and in the case of SL(n) where a simple root (here αj) appears at most once in the decompo-
sition of a root, all terms for l > 1 vanish. Hence, in that case we find
Eα(z)S
u
j (w) =
u
z − w :
(
V γα ∂γS
β
αj
− Sγαj∂γV βα
)
ββS
u−1
j :
= 0 (3.60)
Similarly for the lowering operator we find in the case of SL(n)
: V β−αi(γ(z))ββ(z) : S
u
j (w) =
uAij
z − w : γ
αiSuj (w) : −
uδij
(z − w)2
hνθ2/2− α2i
α2i
Su−1j (w)
+
u(u− 1)
(z − w)2
(
1
2
: ∂γ1∂γ2V
β
−αi(z)ββ(z)S
γ1
αj
(w)Sγ2j (w)S
u−2
j (w) :
− δij : ∂γ1V β−αi(z)Sγ1αj (w)∂βSγ2αj (w)βγ2(w)Su−2j (w) :
)
(3.61)
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Including the more simple contributions from the P l−αi and F
a
αi
parts we find
Fαi(z)s˜j(w) =
u
(z − w)2 :
(
(2− u)δijSu−1j +
u− 1
2
Sγ1αjS
γ2
αj
∂γ1∂γ2V
β
−αiββS
u−2
j
− (u− 1)δijSγ1αj∂γ1V β−αi∂βSγ2αjβγ2Su−2j
)
e
1√
t
λ·ϕ(w)
:
+
u
z − w :
(√
tδij∂ϕiS
u−1
j +
u− 1
2
∂γα∂α∂γ1∂γ2V
β
−αjββS
γ1
αj
Sγ2αjS
u−2
j
+
u− 1
2
Sγ1αjS
γ2
αj
∂γ1∂γ2V
β
−αi∂ββS
u−2
j
− (u− 1)δij∂γα∂α∂γ1V β−αISγ1αj∂βSγ2αjβγ2Su−2j
)
e
1√
t
λ·ϕ(w)
: (3.62)
where u = −2t/α2j and λ = tανj . A comparison with (3.56) yields the consistency conditions
δijS
β
αj
=
1
2
Sγ1αjS
γ2
αj
∂γ1∂γ2V
β
−αi − δijSγ1αj∂γ1V γ2−αi∂γ2Sβαj
δij∂αS
β
αj
=
1
2
∂α∂γ1∂γ2V
β
−αiS
γ1
αj
Sγ2αj − δij∂α∂γ1V γ2−αiSγ1αj∂γ2Sβαj
δijS
β
αj
=
1
2
Sγ1αjS
γ2
αj
∂γ1∂γ2V
β
−αi (3.63)
which are checked using the classical polynomial identities. We may conclude that (3.55) and
(3.56) work for SL(n). For the more general statement in (3.57) to be satisfied in the case of
SL(n), the following relations are sufficient conditions
Q
−αj
−α S
β
αj
=
1
2
Sγ1αjS
γ2
αj
∂γ1∂γ2V
β
−α − Sσαj∂σV γ−σ∂γSβαj
Sγαj∂γF
a
αS
β
αj
= (u− 1)∂γσ
(
1
2
Sγ1αjS
γ2
αj
∂σ∂γ1∂γ2V
β
−α − Sγ1αj∂σ∂γ1V γ2−α∂γ2Sβαj −Q
−αj
−α ∂σS
β
αj
)
+ ∂γσ
(
Sγαj∂σ∂∂γγF
a
α − ∂σQ−αj−α − ∂σ∂γV µ−α∂µSγαj − Sγαj∂γ∂σP i−αλi
)
Sβαj
Q
−αj
−α S
β
αj
=
1
2
Sγ1αjS
γ2
αj
∂γ1∂γ2V
β
−α (3.64)
One can verify these conditions using the classical polynomial identities together with the
consistency conditions (3.54). Hence, we conclude that in the case of SL(n) the screening
currents of the second kind (3.56) exist and are well-defined if the screening currents of the first
kind (3.50) exist and are well-defined. Referring to the discussion of α = αi1 + αi2 in (3.54) we
find that both types of screening currents exist in the case of SL(3).
✷
3.4 Primary Fields
The primary field φ(w, x) is defined by
Ja(z)φ(w, x) =
1
z − wJ˜a(x)φ(w, x)
T (z)φ(w, x) =
∆(φ)
(z − w)2φ(w, x) +
1
z − w∂φ(w, x) (3.65)
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where
J˜a = σ(Ja) (3.66)
and σ is the involution
σ(Eα) = Fα
σ(Hi) = Hi
σ(Fα) = Eα (3.67)
∆(φ) is the conformal dimension of φ.
In the simple case of SL(2) a primary field of spin j, λ = 2j, may be written [64, 110]
φ(z, x) = (1 + xγ(z))λVλ(z) (3.68)
and has conformal dimension ∆(φ) = 1
2t
(λ, λ+ 2ρ). This is easily verified using
E˜(x) = −xx∂ + λx
H˜(x) = −2x∂ + λ
F˜ (x) = ∂
E(z) = β(z)
H(z) = −2 : γβ(z) : +√t∂ϕ(z)
F (z) = − : γγβ(z) : +√t∂ϕ(z)γ(z) + kν∂γ(z) (3.69)
In general the primary field is labelled by and depends on a highest weight λ (generalising
the notion of spin) in such a way that for x = 0 it becomes a highest weight field of weight λ,
annihilated by the raising operators Eα. Highest weight fields are exactly the vertex operators
Vλ and since the conformal dimension of the primary field should remain unchanged when x 6= 0
one should expect
φ(w, x) = φ′(γ(w), x)Vλ(w) (3.70)
Indeed such a field is conformally primary and has conformal dimension ∆(φ) = 1
2t
(λ, λ+2ρ). In
order to comply with (3.65) for Ja = Hi, we find that φ
′ is symmetric in γ(w) and x. Due to the
fact that effectively one can forget the anomalous part when contracting with φ′, F aαφ
′ ∼ 0, it is
then sufficient to consider the cases Ja = Eα, and we obtain the following sufficient conditions,
one for each α > 0
V βα (γ)∂γβφ
′ = V β−α(x)∂xβφ
′ + P j−α(x)λjφ
′ (3.71)
One can say even more. By induction in addition of positive roots one can use the classical
recursion relations (3.39) in V βα , V
β
−α and P
j
−α to demonstrate that if φ is a primary field wrt
Eα and Eβ , then it is a primary field wrt fαβ
γEγ . This means that there are only r sufficient
conditions a primary field (3.70) must satisfy:
V βαi(γ)∂γβφ
′ = V β−αi(x)∂xβφ
′ + xαiλiφ′ (3.72)
Only in a few cases, to be discussed in the following, solutions have been found [113], though
we believe that solutions exist in the general case.
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3.4.1 Case of SL(3)
In the case of SL(3) the primary field φ is given by
Proposition
φ(z, x) =
2∏
j=1
(
1 +
∑
α>0
P j−α(x)P
j
−α(γ(z))
)λj
Vλ(z)
=
(
1 + x1γ1(z) + (
1
2
x1x2 + x12)(
1
2
γ1(z)γ2(z) + γ12(z))
)λ1
·
(
1 + x2γ2(z) + (
1
2
x1x2 − x12)(1
2
γ1(z)γ2(z)− γ12(z))
)λ2
Vλ(z) (3.73)
and has conformal dimension ∆(φ) = 1
2t
(λ, λ+2ρ). This can be checked using the relevant poly-
nomials or the proposition (3.116) of the next section. Below we have listed all the polynomials
in the case of SL(3) found by reducing the general expressions of the preceding sections:
V βα1(x) = δ
β
α1 −
1
2
x2δβθ
V βα2(x) = δ
β
α2 +
1
2
x1δβθ
V β1 (x) = −2x1δβα1 + x2δβα2 − x12δβθ
V β2 (x) = x
1δβα1 − 2x2δβα2 − x12δβθ
V β−α1(x) = −x1x1δβα1 +
(
1
2
x1x2 − x12
)
δβα2 −
1
2
x1
(
1
2
x1x2 + x12
)
δβθ
V β−α2(x) =
(
1
2
x1x2 + x12
)
δβα1 − x2x2δβα2 +
1
2
x2
(
1
2
x1x2 − x12
)
δβθ
V β−θ(x) = −x1
(
1
2
x1x2 + x12
)
δβα1 + x
2
(
1
2
x1x2 − x12
)
δβα2 − (
1
4
x1x1x2x2 + x12x12)δβθ
P j−θ(x) =
(
1
2
x1x2 + x12
)
δj1 +
(
−1
2
x1x2 + x12
)
δj2
Q−β−θ (x) = x
2δβα1 − x1δβα2 + δβθ
F aθ (γ, ∂γ) =
1
2
(kν + 1)
(
∂γ1γ2 − γ1∂γ2
)
+ kν∂γ12
Sβα1(x) = −δβα1 −
1
2
x2δβθ
Sβα2(x) = −δβα2 +
1
2
x1δβθ (3.74)
in addition to the trivial ones V βθ (x) = δ
β
θ , S
β
θ = −δβθ , P j−αi(x) = xjδji , Q−α−α(x) = 1 and
F aαi(γ, ∂γ) = (k
ν + 1/2)∂γi.
3.4.2 Case of SL(r + 1 ≥ 4)
Let us summarise some facts on the simply-laced Lie algebras sl(r + 1) = Ar. The positive
roots are written
αij = αi + ... + αj , 1 ≤ i ≤ j ≤ r (3.75)
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where r is the rank. The dual Coxeter number is given by hν = r + 1 while the Weyl vector
can be written
ρ =
1
2
r∑
i=1
i(r + 1− i)αi (3.76)
The structure coefficients are found using
[eαij , eαkl ] = δk−j,1eαil − δi−l,1eαkj (3.77)
and the standard symmetries such as fα,β
α+β = fβ,−α−β
−α, valid for any simply-laced algebra.
The corresponding general relation
fα,β
α+β
(α + β)2
=
fβ,−α−β
−α
α2
=
f−α−β,α
−β
β2
(3.78)
valid for all simple groups, follow from the Jacobi identities. We find the following property of
the Cartan matrix for SL(n) very useful
(ανi , αkl) = 0 , k < i < l (3.79)
In this section we use the shorthand notations
Dα = ∂γα , ∂α = ∂xα , ∂ij = ∂xij (3.80)
A natural generalisation of the primary fields of SL(2) and SL(3) is
φ(w, x) ∼
r∏
j=1
(
Rj(γ(w), x)
)λj
Vλ(w) (3.81)
where Rj(γ, x) is a polynomial in γ and x. We find that (3.72) reduces to
V βαi(γ)DβR
j(γ, x) = V β−αi(x)∂βR
j(γ, x) + xjδjiR
j(γ, x) (3.82)
However, as it is stated in [113], this is not a primary field. It is for the non-existence of
solutions in the cases 2 ≤ j ≤ r−1 that we will now argue using that Rj(γ, x) can be expanded
in powers of xθ = x1r
Rj(γ, x) =
n∑
l=0
(
x1r
)l
Rj(l)(γ, x) (3.83)
where Rj(l)(γ, x) is independent of x
1r. In the proof of this ’no-go theorem’ we let j be an
arbitrary but fixed integer in the interval given. Insertion of the expansion in (3.82) leads to
the following set of equations
V ααi(γ)
n∑
l=0
(
x1r
)l
DαR
j
(l)(γ, x) = V
α1r−αi (x)
n∑
l=0
l
(
x1r
)l−1
Rj(l)(γ, x)
+ V β−αi(x)
n∑
l=0
(
x1r
)l
∂βR
j
(l)(γ, x)
+ xjδji
n∑
l=0
(
x1r
)l
Rj(l)(γ, x) (3.84)
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Using (3.32) to explore the dependence on x1r of V β−αi we consider the powers N of x
1r higher
or equal to n and find
i = 1; N = n+ 1:
0 = (−x1r)(x1r)n∂2rRj(n) (3.85)
i = r; N = n+ 1:
0 = x1r(x1r)n∂1,r−1R
j
(n) (3.86)
i = 1; N = n:
V αα1(γ)(x
1r)nDαR
j
(n) = −
1
2
x1x1rn(x1r)n−1Rj(n) + V
β
−α1(x)(x
1r)n∂βR
j
(n) (3.87)
i = j; N = n:
V ααj (γ)(x
1r)nDαR
j
(n) = V
β
−αj (x)(x
1r)n∂βR
j
(n) + x
j(x1r)nRj(n) (3.88)
i = r; N = n:
V ααr(γ)(x
1r)nDαR
j
(n) = −
1
2
xrx1rn(x1r)n−1Rj(n) + V
β
−αr(x)(x
1r)n∂βR
j
(n) (3.89)
i 6= 1, j, r; N = n:
V ααi(γ)(x
1r)nDαR
j
(n) = V
β
−αi(x)(x
1r)n∂βR
j
(n) (3.90)
The last equation only exists for r ≥ 4. To indicate the strategy in the most general case of
r ≥ 4, let us go through the case of r = 3 (where the only possibility is j = 2) and begin by
summarising
∂13R
2
(n) = ∂23R
2
(n) = ∂12R
2
(n) = 0
V αα1(γ)DαR
2
(n) = −
1
2
nx1R2(n) + V
β
−α1(x)∂βR
2
(n)
V αα2(γ)DαR
2
(n) = V
β
−α2(x)∂βR
2
(n) + x
2R2(n)
V αα3(γ)DαR
2
(n) = −
1
2
nx3R2(n) + V
β
−α3(x)∂βR
2
(n) (3.91)
Now we ask when V β−α1 for β 6= α13, α12, α23 includes x12 and find that it is only through the
term
x12fα12,−α1
α2δβα2 (3.92)
Using this fact in (3.91) we find
∂2R
2
(n) = 0 (3.93)
Similarly we ask when V β−α3 for β 6= α13, α12, α23 includes x23 and find the contribution
x23fα23,−α3
α2δβα2 (3.94)
so we may once again conclude that ∂2R
2
(n) = 0. To see that ∂1R
2
(n) = ∂3R
2
(n) = 0 we consider
the case i = 2(= j) which can be reduced to
V αα2(γ)DαR
2
(n) = V
α1−α2(x)∂1R
2
(n) + V
α3−α2(x)∂3R
2
(n) + x
2R2(n)
=
(
x12fα12,−α2
α1 − 1
2
x2x1(αν2 , α1)
)
∂1R
2
(n)
+
(
x23fα23,−α2
α3 − 1
2
x2x3(αν2 , α3)
)
∂3R
2
(n)
+ x2R2(n) (3.95)
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and we immediately read off
∂1R
2
(n) = ∂3R
2
(n) = 0 (3.96)
We can therefore conclude that R2(n) only depends on the γ’s but then according to (3.95)
V αα2(γ)DαR
2
(n)(γ) = x
2R2(n)(γ) (3.97)
which means that
R2(n)(γ, x) = 0 (3.98)
Since this holds for the highest power, n, of x1r it must hold for all positive integers (or zero)
less or equal to n and we have finally proven that
R2(γ, x) = 0 (3.99)
This means that for λ2 6= 0 (3.81) is not a primary field.
In the general case r ≥ 4 we have already seen that
∂1rR
j
(n) = ∂2rR
j
(n) = ∂1,r−1R
j
(n) = 0 (3.100)
For 2 ≤ i < j (if any; j might be 2) we consider the appearance of xir in V β−αi starting from
’the left’ i = 2, ..., j − 1 and find in the first step
x2rfα2r ,−α2
α3rδβα3r (3.101)
so
∂3rR
j
(n) = 0 (3.102)
We continue and conclude
∂irR
j
(n) = 0 , 1 ≤ i ≤ j (3.103)
where we have included the facts ∂1rR
j
(n) = ∂2rR
j
(n) = 0. From the ’other end’ i = r−1, ..., j+1
we consider the appearance of x1i and conclude
∂1iR
j
(n) = 0 , j ≤ i ≤ r (3.104)
Next we consider the appearance of x1,r−1 in V β−α1 :
x1,r−1fα1,r−1,−α1
α2,r−1δβα2,r−1 (3.105)
and we find
∂2,r−1R
j
(n) = 0 (3.106)
We continue by putting i = 2, ..., j − 1 in V β−αi and may then conclude that
∂i,r−1R
j
(n) = 0 , 1 ≤ i ≤ j (3.107)
From the ’other end’ i = r, ..., j + 1 we consider the appearance of x2r and conclude
∂2iR
j
(n) = 0 , j ≤ i ≤ r (3.108)
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Then we consider x1,r−2 in V β−αi for i = 1, ..., j − 1 and x3r in V β−αi for i = r, ..., j + 1, and
conclude
∂i,r−2R
j
(n) = 0 , 1 ≤ i ≤ j (3.109)
and
∂3iR
j
(n) = 0 , j ≤ i ≤ r (3.110)
Following this procedure it allows one to eliminate the dependence of Rj(n) on all x
α, α ≥ αj.
The procedure eliminating the remaining x’s may start by a consideration of i = j and the
appearance of x1j . Even though V β−αj might include x
1j in many terms, it will only be the term
x1jfα1j ,−αj
α1,j−1δβα1,j−1 (3.111)
which will be of interest because the other terms will be for β > αj. This consideration excludes
x1,j−1 in Rj(n). We continue by putting i = j − 1 and consider x1,j−1, and so on. We conclude
∂1iR
j
(n) = 0 , 1 ≤ i ≤ j (3.112)
Then we look at x2j for i = j; then at x2,j−1 for i = j − 1 etc. We may hereby eliminate
dependence on all xα, α being to ’the left’ of αj . Similarly for the roots on ’the right’ of αj ,
starting by considering xjr for i = j etc. Finally we find that Rj(n) only depends on the γ’s
Rj(n)(γ, x) = R
j
(n)(γ) (3.113)
But from
V ααj (γ)DαR
j
(n)(γ) = V
β
−αj(x)∂βR
j
(n)(γ) + x
jRj(n)(γ)
= xjRj(n)(γ) (3.114)
we conclude as for the case SL(3) that
Rj(γ, x) = 0 , 2 ≤ j ≤ r − 1 (3.115)
This concludes the proof of the ’no-go theorem’.
We do have a partial result in the general case of SL(r + 1), namely the proposition
Proposition
For λ2 = ... = λr−1 = 0 the primary field is given by
φ(w, x) =
(
1 +
∑
α>0
P 1−α(γ(w))P
1
−α(x)
)λ1 (
1 +
∑
α>0
P r−α(γ(w))P
r
−α(x)
)λr
Vλ(w) (3.116)
Proof
Firstly we note that the proposition comply with the negative result above and with the cases
of SL(2) and SL(3). Secondly we only need to verify (3.82) for j = 1, r and we find that it
reduces to ∑
α>0
V βαi(γ)DβP
j
−α(γ)P
j
−α(x) =
∑
α>0
P j−α(γ)V
β
−αi(x)∂βP
j
−α(x)
+ xjδji
(
1 +
∑
α>0
P j−α(γ)P
j
−α(x)
)
(3.117)
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Using the classical identities (3.39) we find the sufficient conditions∑
α>0
P j−α(γ)
(
V
αj
−α(x) + x
jP j−α(x)
)
δji = 0 , j = 1, r (3.118)
which obviously are respected for i 6= j. Due to the observation
P 1−α2,l(γ) = P
r
−αi,r−1(γ) = 0 (3.119)
the following are sufficient conditions
V α1−α1l(x) = −x1P 1−α1l(x) , 1 ≤ l ≤ r
V αr−αir(x) = −xrP r−αir(x) , 1 ≤ i ≤ r (3.120)
These can be verified by induction using the recursion relations (3.39) in V β−α and P
j
−α.
✷
3.5 A Quantum Group Structure
In this section we shall discuss a quantum group structure in the braiding-commutation algebra
of the screening currents. The original work of this kind is due to Gomez and Sierra [75] for
the minimal models and was soon after carried out for affine algebras [120], but that work was
only based on screening currents of the first kind. As we will demonstrate, using the known
results [75, 120, 76] it is a simple matter to derive the quantum group structure based on both
kinds of screening currents. For much more detailed accounts on quantum groups the reader is
referred to the books [63, 32, 92, 100, 76] and references therein.
3.5.1 Hopf Algebra
A Hopf algebra A is a vector space (over the field F ) endowed with the following five operations
M : A×A→ A (multiplication)
η : F → A (unit map)
∆ : A→ A× A (co−multiplication)
ǫ : A→ F (co− unit map)
γ : A→ A (antipode) (3.121)
which possess the following five properties
M ◦ (I ×M) =M ◦ (M × I) (associativity)
M ◦ (I × η) = I =M ◦ (η × I) (existence of unit)
(I ×∆) ◦∆ = (∆× I) ◦∆ (co− associativity)
(ǫ× I) ◦∆ = I = (I × ǫ) ◦∆ (existence of co− unit)
M ◦ (I × γ) ◦∆ = η ◦ ǫ = M ◦ (γ × I) ◦∆ (existence of antipode) (3.122)
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The permutation map π from A×A to A× A is introduced as
π(a⊗ b) = b⊗ a (3.123)
Using this we define the co-multiplication ∆′ by
∆′ = π ◦∆ (3.124)
A Hopf algebra is called quasi-triangular if the co-multiplications ∆ and ∆′ are conjugate
∆(a) = R∆′(a)R−1 ∀ a ∈ A (3.125)
where R ∈ A× A is invertible and
(I ×∆)(R) = R13R12
(∆× I)(R) = R13R23
(γ × I)(R) = R−1 (3.126)
Here we mean that when we write R =
∑
iAi ⊗ Bi then R12 =
∑
iAi ⊗ Bi ⊗ I, R13R23 =∑
i,j Ai ⊗ Aj ⊗ BiBj etc. The notion of quantum groups is usually meant to cover the set
of (non-co-commutative) quasi-triangular Hopf algebras. From the physicists point of view
theses are interesting for example because they provide solutions to the Yang-Baxter equation
of integrable models.
3.5.2 Screening Current Realization
In [76] Gomez and Sierra have outlined the derivation of the quantum group structure in the
general setting of
Si(z)Sj(w) = e
iπΩijSj(w)Si(z)
Si(z)Vλ(w) = e
iπΩiλVλ(w)Ji(z)
Vλ(z)Vλ′(w) = e
iπΩλλ′Vλ′(w)Vλ(z) (3.127)
where {Si}i=1,...,2r denote the set of screening currents and {Vλ} denote the set of vertex op-
erators. We use the notation Si = si and Si+r = s˜i for 1 ≤ i ≤ r. According to [76] there
exists a quantum group structure when (3.127) is satisfied for Ωij and Ωλλ′ being symmetric.
Since there is no relative braiding between β and γ we get β(z)aγ(w)b = γ(w)bβ(z)a, hence the
braiding-commutation of the screening currents will be independent of the β, γ part. Therefore
in our case, one may easily deduce that
Ωλλ′ =
1
t
λ · λ′
Ωiλ =
{ −αi · λ/t , i ≤ r
ανi−r · λ , i > r
Ωij =

αi · αj/t , i, j ≤ r
−αi · ανj−r , i ≤ r < j
−ανi−r · αj , j ≤ r < i
ανi−r · ανj−rt , r < i, j
(3.128)
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The construction of the quantum group heavily relies on contour manipulations analogous
to the ones employed in chapters 4 and 5. Let us here confine ourselves to outline the strategy
[76]. First one introduces (for every z) a vector space Vλ,z spanned by screened vertex operators
Uλ,I(z), where I = {i1, ..., in} is an ordered set of labels of screening currents
Uλ,I(z) =
∫
C1
dw1Si1(w1)...
∫
Cn
dwnSin(wn)Vλ(z) (3.129)
The contours all start at infinity, encircle counter-clockwise the branch point z once, and return
to infinity. They do not intersect, nor do they cross the branch cut from z to infinity. The
ordering may be chosen such that Ci lies inside Cj for i > j. Let us denote such contours as
standard contours around z. The vertex operator itself belongs to Vλ, namely Vλ = Uλ,∅. It is
called the ’highest weight vector’, distinguished by the absence of contour structure.
For every screening current Si we shall define a triplet of operators Fi, Ki and Ei. The
former is defined as the contour creating operator
Fi (Uλ,I(z)) =
∫
C
dwSi(w)Uλ,I(z) (3.130)
where C is a standard contour around z and encloses the ones in Uλ,I(z). Now choosing the
branch cuts inherent in Vλ1(z1) and Vλ2(z2) non-intersecting, we may define the co-multiplication
∆(Fi) on Vλ1(z1)⊗ Vλ2(z2) by
∆(Fi) (Uλ1,I1(z1)⊗ Uλ2,I2(z2)) =
∫
C
dwSi(w)Uλ1,I1(z1)Uλ2,I2(z2)
= Fi (Uλ1,I1(z1))Uλ2,I2(z2)
+ K−1i (Uλ1,I1(z1))Fi (Uλ2,I2(z2)) (3.131)
where we have introduced the operator
Ki (Uλ,I(z)) = e
−iπ
(∑
il∈I
Ωiil+Ωiλ
)
Uλ,I(z) (3.132)
The contour C is of the standard type wrt the pair z1 and z2. By an obvious contour deformation
it may be written as a sum C = C1 + C2 where C1 (C2) is a standard contour around z1 (z2).
Thereby we performed the rewriting in (3.131) which resulted in
∆(Fi) = Fi ⊗ 1 +K−1i ⊗ Fi (3.133)
The co-multiplication of Ki is trivial
∆(Ki) = Ki ⊗Ki (3.134)
Next we want to introduce the raising operator Ei which should be a contour annihilating
operator, in some sense dual to Fi. Recall the fundamental property of the screening currents[
L−1,
∫
C
dwS(w)
]
=
∫
C
dw∂wS(w) (3.135)
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leaving only boundary terms. Thus, let us define implicitly the operator Eˆi by
L−1Uλ,I(z) =
L−1,∏
il∈I
∫
Cl
dwlSil(wl)
Vλ(z) + ∏
il∈I
∫
Cl
dwlSil(wl)L−1Vλ(z)
= −∑
j∈J
(
qj − q−1j
)
Sj(∞)EˆjUλ,I(z) +
∏
il∈I
FilL−1Vλ(z) (3.136)
The last term is a screened descendant of Vλ and J denotes the total set of different screening
currents. The factor (qi−q−1i ) is for later convenience. Here we have introduced the deformation
parameters
qi = e
iπΩii/2 (3.137)
Let us here work out the explicit expression for the action of Eˆi on Uλ,I(z). This computation
is carried out in [76] only for all screenings being identical. We find (n =dim I)
L−1,∏
il∈I
∫
Cl
dwlSil(wl)
Vλ(z) = −∑
il∈I
(qil − q−1il )Sil(∞)
1− e2πi
(∑
j>il
Ωilj+Ωilλ
)
qil − q−1il
· eiπ
∑
j<il
Ωilj
∏
il′∈I\{il}
∫
Cl′
dwl′Sil′ (wl′)Vλ(z) (3.138)
from which we obtain
EˆiUλ,I =
∑
il∈I,il∼i
1− e2πi
(∑
j>il
Ωij+Ωiλ
)
qi − q−1i
e
iπ
∑
j<il
ΩijUλ,I\{il} (3.139)
Here we have used that Uλ,I\{i} = 0 for i 6∈ I. The restriction in the summation means
il ∼ i if Sil = Si. In the special case of only one type of screening current, (3.139) reduces to
(Uλ;n = Uλ,I)
EˆiUλ;n =
1− q2(n−1)i e2πiΩiλ
qi − q−1i
[n]qiUλ;n−1 (3.140)
This is in agreement with [76]. Here we have introduced
[a]q =
1− qa
1− q (3.141)
From the trivial co-multiplication of L−1 it is not difficult to work out that
∆(Eˆi) = Eˆi ⊗ 1 +K−1i ⊗ Eˆi (3.142)
After redefining the raising operator by Ei = KiEˆi the co-multiplication reads
∆(Ei) = Ei ⊗Ki + 1⊗ Ei (3.143)
With the following definitions of an anti-pode γ
γ(Ei) = −EiK−1i , γ(Ki) = K−1i , γ(Fi) = −KiFi (3.144)
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and a co-unit ǫ
ǫ(Ei) = 0 , ǫ(Ki) = 1 , ǫ(Fi) = 0 (3.145)
it is straightforward to verify that the above is indeed a Hopf algebra. The final task is to
implement quasi-triangularity in the Hopf algebra A. One defines R = Rλ1,λ2 to be the braiding
matrix of two screened vertex operators
Uλ1,I1(z1)Uλ2,I2(z2) =
∑
I′1,I
′
2
[Rλ1,λ2]
I′1,I
′
2
I1,I2
Uλ2,I′2(z2)Uλ1,I′1(z1) (3.146)
We refer to [76] for details.
Let us summarise the commutation relations, which are not difficult to determine
KiKj = KjKi
KiEj = e
iπΩijEjKi
KiFj = e
−iπΩijFjKi
[Ei, Fj] = δij
Ki −K−1i
qi − q−1i
(3.147)
and review the defining (Chevalley) commutation relations for the q deformed enveloping alge-
bra Uq(g) of a simple Lie algebras g
kikj = kjki
kiej = q
Aij
i ejki
kifj = q
−Aij
i fjki
[ei, fj] = δij
ki − k−1i
qi − q−1i
(3.148)
where qi = q
Di. D = diag(Di) is a diagonal matrix symmetrising the Cartan matrix, DiAij =
DjAji. In addition there are generalised (or quantum) Serre relations which will not concern
us here.
In our case we find the deformation parameters (3.137) to be
qj = e
iπΩjj/2 =
 e
iπα2j/2t , j ≤ r
eiπ(α
ν
j−r)
2
t/2 , j > r
(3.149)
We immediately see that each screening current Si, i = 1, ..., 2r, gives rise to a subalgebra
Uqi(sl(2)) generated by {Ei, Ki, Fi} with qi given by (3.149). Thus, the total quantum group A
may be viewed as a semi-direct sum of these 2r subalgebras. These are not the only subalgebras.
Both kinds of screening currents also give rise to a subalgebra each. One observes that with
q = eiπ/t , Di = α
2
i /2 (3.150)
the screening currents of the first kind (Si, i ≤ r) give rise to the subalgebra Uq(g), due to(
qDi
)±Aij
= e±iπΩij (3.151)
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Similarly, the screening currents of the second kind (Si, i > r) with
q˜ = eiπt , D˜i =
(
ανi−r
)2
/2 = 2/α2i−r (3.152)
give rise to the subalgebra Uq˜(gt), due to(
q˜D˜i
)±Aj−r,i−r
= e±iπΩij (3.153)
Here gt is the dual Lie algebra to g, obtained by transposing the Cartan matrix Aij → Atij = Aji.
Hence, alternatively one may view A as the semi-direct sum
A = Uq(g)⊕semi Uq˜(gt) (3.154)
That the sum is only semi-direct is due to the fact that Ωij is not a block matrix. For admissible
representations (see Chapter 4) t is rational and the deformation parameters q and q˜ are roots
of unity.
In the discussion on primary fields it was argued that they are products of vertex operators
and functions of γ. This means that one may generalise the construction above from vertex
operators of weight λ to primary fields labelled by λ.
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Chapter 4
Chiral Blocks in SL(2) Current Algebra
N -point correlators of two dimensional conformal WZNW theories based on affine SL(2) current
algebra have been much studied already. They are typically constructed either by applying the
free field realization of Wakimoto [139], from which results have been given for example in
[22, 11, 64, 41], or by solving the Knizhnik-Zamolodchikov (KZ) equations [97], from which
results have been given for example in [97, 143, 6, 34, 127, 64, 54]. Recently the structure of
solutions of the KZ equations on higher genus Riemann surfaces has been examined [57]. The
results given in these various pieces of works are quite complete as far as unitary, integrable
representations [69] are concerned, but appear surprisingly incomplete for the general case,
including admissible representations [89], see below. In general the WZNW theory (for ŝl(2)k)
is characterised by the level k or equivalently by t = k + 2. Then degenerate primary fields
exist for representations characterised by spins jr,s given by [87, 101]
2jr,s + 1 = r − st (4.1)
with r, s integers. However, previous applications of the free field Wakimoto realization are
complete only for the case s = 0 which is the full case only for integrable representations.
The reason for this restriction is fairly natural, since the screening charge usually employed
in the free field realization is capable of screening just such primary fields. In fact, a possible
second screening operator capable of screening the general case was proposed by Bershadsky
and Ooguri [24], but since it involved fractional powers of the free ghost fields, discussions on
its interpretation have been only partly successful [41, 64].
In Chapter 2 we outlined how the techniques of fractional calculus [96, 102, 124, 126] nat-
urally provide a solution. As a result we are able to render the free field Wakimoto realization
applicable in a straightforward way, and to present how it leads to general integral formulas
for the N -point chiral blocks on the sphere. In the process we introduce auxiliary integration
variables. We shall check that the blocks provide exact solutions to the KZ equations. This is
merely a check of the procedure. The real merit, we believe, is that we manage to render the
free field realization straightforward in cases where at first sight it appears very difficult to use.
It appears from comparing with known solutions in the mathematics literature [127, 54], that
our formulas represent fairly powerful ways of dealing with such solutions. We briefly explain
why the solutions to the KZ equations considered in [54] constitute a class having only little
overlap with ours and discuss a possible hybrid treatment. Furthermore, we discuss the slightly
non-trivial way in which projective invariances of our correlators are established.
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Utilising a freedom in the choice of numbers of screenings needed, we introduce the notion
of over-screening. In the case of 3-point functions based on our free field realization, we are
then able to re-derive the fusion rules for admissible representations. In [12] the fusion rules
are determined from considering decoupling of singular vectors as they are described in [101].
Shortly after the same two sets of fusion rules were obtained by cohomological methods [55].
Only the first set corresponds to a direct generalisation of the situation in integrable represen-
tations. Our derivation of the fusion rules brings in the question of choosing contours for the
3-point functions, and we find that a peculiar mix of known contours is needed. The discussion
of choosing contours for 4-point blocks is postponed to Chapter 5.
The relation between the SL(2) current algebra and the Virasoro algebra via Hamiltonian
reduction is well-known [20, 117]. In particular Bershadsky and Ooguri [24] have used the
powerful BRST formalism for the reduction to establish equivalence between on the one hand
ŝl(2)k WZNW theory after reduction, and on the other hand conformal minimal theory labelled
by (p, q), provided k + 2 = p/q. Here admissible representations are used in the WZNW case,
see also the work [50] by Feigin and Frenkel. This equivalence is discussed in those references at
the level of the algebra and of the BRST cohomology of physical states. A particularly simple
and remarkable realization of these ideas has been discussed by Furlan, Ganchev, Paunov and
Petkova [64] at the level of N -point blocks on the sphere. Prior to our work [110, 111], the
most detailed analysis of N -point functions has not been in terms of the free field Wakimoto
realization. Rather it has been in terms of studying solutions to the KZ equations. Thus Furlan,
Ganchev, Paunov and Petkova [64] presented a systematic approach whereby one makes use of
representations of primary SL(2) fields based on two variables (z, x) as described in the previous
chapter, and utilised in our approach too. The aforementioned interesting proposal checked in
many explicit examples [64], is that minimal model conformal blocks are obtained from the
affine SL(2) blocks by a simple substitution, one of identifying the xi variables related to the
i’th SL(2) representation, with the Koba-Nielsen variables zi. Based on this, solutions of the
KZ equations are written as power series of (xi−zi) [64], and by construction those solutions are
selected for which the boundary conditions are, that xi − zi = 0 reproduces the corresponding
minimal model correlator. The expansion coefficients are given in terms of recurrence relations1.
To make sure that such a solution of the KZ equations really generates the WZNW correlator
(up to normalisation), a study is performed in [64] of the null vector decoupling that follows
from that solution, and whether that is as expected for a WZNW correlator. Although this has
been checked in many examples [64] no explicit general proof has been provided. The relation
between null vector decoupling in WZNW correlators and minimal model Virasoro correlators
has been discussed for example in [66].
Using our free field realization, the issue of whether the xi → zi limit gives rise to corre-
lators in minimal models may be addressed. We shall provide a simple direct proof of this
formulation of Hamiltonian reduction and evaluate a normalisation constant which occurs. We
find that the result is obtained in general just by requiring that the xi’s are proportional to the
zi’s, independent of the common factor of proportionality. This is reasonable because such a
proportionality constant would depend on normalisations of the fields. Furthermore, we shall
verify that our correlators based on free field realizations indeed respect the proposed formula-
tion of Hamiltonian reduction. Finally we compare with more standard forms of Hamiltonian
1 In fact, it appears that the sums may be explicitly performed, see the very recent work [65].
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reduction.
4.1 Dual States
Before considering correlators let us define our notations and choices as far as dual states are
concerned [60, 41, 110]. We are only going to consider the group SL(2). To comply with the
notation in [110, 111, 112] we will not use the conventions of Chapter 3 on free fields but make
the substitutions
J+ = E
J3 =
1
2
H
J− = F
k = kν
ϕ = −
√
θ2
4
ϕ1
t =
2
θ2
t
j =
1
2
λ1 (4.2)
where the rhs refers to Chapter 3. This results in the following realizations supplemented by
the introduction of the following notation
σ(J+)(x) = D+x = −x2∂x + 2xj
σ(J3)(x) = D3x = −x∂x + j
σ(J−)(x) = D−x = ∂x
J+(z) = β(z)
J3(z) = − : γβ : (z)−
√
t/2∂ϕ(z)
J−(z) = − : γ2β : (z) + k∂γ(z) −
√
2tγ∂ϕ(z)
T (z) = : β∂γ : (z) +
1
2
: ∂ϕ∂ϕ : (z) +
1√
2t
∂2ϕ(z)
c =
3k
k + 2
s(z) = β(z)e
√
2/tϕ(z)
s˜(z) = β(z)−te−
√
2tϕ(z)
φj(z) = (1 + γ(z)x)
2j : e−j
√
2/tϕ(z) : (4.3)
where φj is a primary field with spin j and (β, γ) is a bosonic ghost pair of conformal weights
(1,0). Also the phases of the screening currents have been changed. Furthermore we have the
OPE’s
ϕ(z)ϕ(w) = ln(z − w)
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β(z)γ(w) =
1
z − w
J+(z)J−(w) =
k
(z − w)2 +
2
z − wJ
3(w)
J3(z)J±(w) = ± 1
z − wJ
±(w)
J3(z)J3(w) =
k/2
(z − w)2 (4.4)
The ghost number current j = − : βγ : may be realized as j(z) = ∂φ(z) where φ(z)φ(w) =
− ln(z − w). Notice that φ 6= ϕ. We use the following mode expansions
j(z) =
∑
n∈ZZ
jnz
−n−1
ϕ(z) = qϕ + a0 ln z +
∑
n 6=0
an
−nz
−n
φ(z) = qφ + j0 ln z +
∑
n 6=0
jn
−nz
−n (4.5)
with hermiticity properties (see (4.10))
a†n = a−n −
√
2
t
δn.0 , j
†
n = −j−n + δn,0 (4.6)
The non-trivial commutation relations read
[j0, qφ] = −1
[jn, jm] = −nδn+m,0
[a0, qϕ] = 1
[an, am] = nδn+m,0 (4.7)
The ket-vacuum, invariant under both conformal and loop projective SL(2), is |0〉 satisfying
βn|0〉 = 0 = γn|0〉 = an|0〉 = jn|0〉, n > 0
β0|0〉 = 0 = a0|0〉 = j0|0〉
γ0|0〉 6= 0
Ln|0〉 = 0 , n ≥ −1 (4.8)
with
Ln =
∑
m∈ZZ
(−m : βn−mγm : +1
2
: an−mam :)− (n+ 1)
√
1
2t
an (4.9)
The normal ordering of modes places annihilation operators to the right of creation operators.
Correspondingly the SL(2) invariant bra-vacuum 〈sl2| satisfies
〈sl2|Ln = 0 , n ≤ 1
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〈sl2|βn = 0 , n ≤ 0
〈sl2|γn = 〈sl2|jn = 〈sl2|an = 0 , n ≤ −1
〈sl2|j0 = 〈sl2|
〈sl2|a0 =
√
2
t
〈sl2|
〈sl2|0〉 = 0 (4.10)
The second to last equality follows from 〈sl2|L0 = 0. The last equality is due to the fact that
the bra-vacuum defined above carries different charges comparing to the ket-vacuum. In what
follows we shall define another bra-vacuum with all the charges at infinity screened. This will
be the dual vacuum we are mostly going to use in calculating the correlators.
We define the dual vacuum state 〈0| in the WZNW free field realization as
〈0| = 〈sl2|e−qφe
√
2/tqϕ (4.11)
It satisfies
〈0|0〉 = 1
〈0|γ0 = 0
〈0|β0 6= 0
〈0|a0 = 0
〈0|j0 = 0
〈0|β(z)γ(w)|0〉 = 1
z − w (4.12)
From the dual vacuum we construct dual bra-states of lowest SL(2) weight
〈j| = 〈0|ej
√
2/tqϕ (4.13)
This state indeed satisfies the conditions for being a lowest weight state of the affine algebra
〈j|J30 = j〈j|
〈j|J−n = 0 , n ≤ 0
〈j|J3n = 0 , n < 0
〈j|J+n = 0 , n < 0 (4.14)
For the corresponding ket-states
|j〉 = e−j
√
2/tqϕ|0〉 (4.15)
we have
〈j|j〉 = 1 (4.16)
and this ket-state is similarly a highest weight state of the affine algebra. We notice that
〈0|J+0 = 〈0|β0 6= 0 (4.17)
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Thus we are performing all calculations with an SL(2) non-invariant bra-vacuum. This gives
rise to some complications when we wish to prove projective and global (loop projective) SL(2)
invariance of our correlators. In a subsequent section we shall explicitly demonstrate that the
above state, 〈0|β0, while not being zero is in fact a BRST [19] exact state in the sense of Felder
[56], and that therefore it must be expected to decouple from all correlators. This decoupling
we then verify.
4.1.1 Admissible Representations
Here we introduce the notion of admissible representations [89]. Most of the constructions in
this chapter and in Chapter 5 pertain to such representations.
Degenerate highest weight representations [87] may be parameterised as
2j+ + 1 = r − st , (r, s) ≥ (1, 0)
2j− + 1 = −r + st , (r, s) ≥ (1, 1) (4.18)
Among these the admissible ones [89] are characterised by having rational t (or rational level
k = t− 2)
t = ±p
q
, (p, q) = 1 (4.19)
where (p, q) = 1 means that p and q are co-prime. In the upper case (t = +p
q
) it is possible to
recover the minimal models by Hamiltonian reduction (see later this chapter) while the lower
case corresponds to the Liouville series with c > 25 which is dual to the minimal models. Here
we concentrate on the first case. Any j−r,s may be written
j−r,s = −j+r,s − 1 (4.20)
and in the case of admissible representations we have the translation symmetries
j−r,s =
p− r − 1
2
− q − s
2
t = j+p−r,q−s
j±r,s = j
±
r+np,s+nq (4.21)
One notices the special case of s = 0 (or the series s = nq for admissible representations) which
is only present in the plus region. Because of the translation symmetry we may choose to work
with j+ parametrisations solely.
Among the admissible representations we find the better known integrable representations
where 2j is integer, so they simply correspond to the case s = 0. In the following sections we
shall discuss how one constructs correlators using screening currents in the case of admissible
representations, generalising the Dotsenko-Fateev construction [42] of minimal models. In order
to be able to screen both integer (the r part) and fractional (the s part) spins, we need both
kinds of screening currents. For integrable representations the first kind suffices, and it is exactly
the introduction of the second kind of screening current that courses many of the complications
due to the fractional power of the β ghost field (4.3).
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4.2 3-point Functions
Let us now consider the evaluation of the (chiral) 3-point function
〈j3|φj2(z, x)|j1〉 (4.22)
where the dual bra 〈j3| and the ket |j1〉 were defined in the preceding section. Using the free field
realizations of φj2(z, x), the 3-point function may be evaluated only provided the charges may
be screened away in a way similar to the one employed in the case of minimal models [42], see
above. Correspondingly φj2(z, x) is replaced by the intertwining field [φj2(z, x)]
j3
j1 [56, 22, 26],
which maps a j1 highest weight module into a j3 highest weight module. In this case [110] we
are led to consider
[φj2(z, x)]
j3
j1
=
∫ s∏
j=1
dvj
r∏
i=1
duiφj2(z, x)P (u1, ..., ur; v1, ..., vs)
P (u1, ..., ur; v1, ..., vs) =
s∏
j=1
s˜(vj)
r∏
i=1
s(ui)
=
s∏
j=1
β−t(vj) : e−
√
2tϕ(vj) :
r∏
i=1
β(ui) : e
√
2/tϕ(ui) : (4.23)
The a0 charge conservation reads
j1 + j2 − j3 = r − st (4.24)
with r and s non-negative integers. Let us notice that the definition (3.65) of the primary
field ensures that it transforms covariantly under both conformal transformations and loop
projective transformations, namely as an ∆(φj) tensor field for the former, and a −j tensor
field for the latter
z → f(z)
x → a(z)x+ b(z)
c(z)x+ d(z)
, a(z)d(z) − b(z)c(z) = 1 (4.25)
The last statement follows from the fact that the solution to
TaJ
a(x)φj(z, x) = δǫφj(z, x) = Taǫ
a(x)∂xφ(z, x)− jTa∂xǫa(x)φj(z, x) (4.26)
is a second order polynomial in x which is indeed an infinitesimal (loop) projective transforma-
tion. Invariance under (loop) projective transformations, notably the conservation of the (J30 )
L0 charge
〈j3|L0 [φj2(z, x)]j3j1 |j1〉 = 〈j3|[L0, [φj2(z, x)]
j3
j1
]|j1〉+ 〈j3| [φj2(z, x)]j3j1 L0|j1〉 (4.27)
determines the singular z-(x-)behaviour
〈j3| [φj2(z, x)]j3j1 |j1〉 = Cj1j2j3z−∆1−∆2+∆3xj1+j2−j3(1 +O(z, x)) (4.28)
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It is obvious that this fact simply follows from putting z3, x3 =∞, z2, x2 = z, x and z1, x1 = 0
(taking into account powers of z, x as in (2.50)) in the general expression for the 3-point function
〈φj3(z3, x3)φj2(z2, x2)φj1(z1, x1)〉 ∝
(x2 − x1)j2+j1−j3(x3 − x2)j3+j2−j1(x3 − x1)j3+j+1−j2
(z2 − z1)∆2+∆1−∆3(z3 − z2)∆3+∆2−∆1(z3 − z1)∆3+∆1−∆2
(4.29)
which is indeed found using the projective invariances (see also (2.56)). In Chapter 5 there will
be a discussion on the structure constants Cj1j2j3 appearing as the proportionality constants
when including the anti-holomorphic sector..
The techniques to perform the ϕ-part of the Wick contractions were described in the section
on minimal models and we find
W ϕ3 =
∫ r∏
i=1
dui
s∏
j=1
dvj
r∏
i=1
u
−2j1/t
i (1− ui)−2j2/t
∏
i1<i2
(ui1 − ui2)2/t
·
s∏
j=1
v2j1j (1− vj)2j2
∏
j1<j2
(vj1 − vj2)2t
∏
i,j
(ui − vj)−2 (4.30)
Here we concentrate on explaining how to perform the β, γ-part. First we have to determine
the asymptotic expansion in γ within φj2(z, x). By projective invariance (4.28) x could be
fractionally powered when s (4.24) is non-zero, hence we should expand asymptotically
φj2(z, x) = (1 + γ(z)x)
2j2
(−st) : e
−j2
√
2/tϕ(z) :
=
∑
n
(
2j2
n− st
)
(γ(z)x)n−st : e−j2
√
2/tϕ(z) : (4.31)
and as in (2.97)
β(w)−t(1 + γ(z)x)2j2(−st)
= : (β(w) +
1
w − z ∂γ(z))
−t∑
m
(
2j2
m− st
)
(γ(z)x)m−st :
=
∑
n
( −t
n
)
: βn(w)(w − z)t+n∂−t−nγ(z)
∑
m
(
2j2
m− st
)
(γ(z)x)m−st :
=
∑
n
( −t
n
)
: βn(w)(w − z)t+n Γ(2j2 + 1)
Γ(2j2 + t+ n+ 1)
(1 + γ(z)x)2j2+t+n((1−s)t) : x
−t−n (4.32)
Similarly we deduce
s∏
i=1
β(wi)
−t(1 + γ(z)x)2j2(−st)
= :
s∏
i=1
(β(wi) +
1
wi − z ∂γ(z))
−t∑
m
(
2j2
m− st
)
(γ(z)x)m−st :
= :
s∏
i=1
∑
ni
( −t
ni
)
βni(wi)(wi − z)t+ni∂−t−niγ(z)
∑
m
(
2j2
m− st
)
(γ(z)x)m−st :
= :
s∏
i=1
∑
ni
( −t
ni
)
βni(wi)(wi − z)t+ni Γ(2j2 + 1)
Γ(2j2 + st +
∑
i ni + 1)
· (1 + γ(z)x)2j2+st+
∑
i
ni : x−st−
∑
i
ni (4.33)
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Notice that in these equations β and γ appear within normal ordering signs with integral
powers. (4.32) and (4.33) suggest that we consider some kind of generating function, which
looks like the exponential function
F (u) =
∑
n
1
Γ(n− a+ 1)(1 + γ(z)x)
n−a
(α) u
−n+a (4.34)
In the simple case of 3-point functions we do not gain much by this introduction but for more
general N -point function it turns out to be of great value. We shall find it useful to use the
following rather trivial identity
(1 + γ(z)x)2j = Γ(2j + 1)
∮
0
du
2πi
1
u
(u−1D)−2j exp [(1 + γ(z)x)/u] (4.35)
where D converts the exponential function into the derivative of that function, in particular it
acts on and only on the entire argument of that function. We now prove the following
Lemma
βa(w) exp [(1 + γ(z)x)/u] =: (β(w) +
x/u
w − z )
aDa exp [(1 + γ(z)x)/u] : (4.36)
Proof
βa(w) exp [(1 + γ(z)x)/u]
=
∑
k,m,n
(
a
m
)
: βm(w)(w − z)m−a∂a−mγ(z)
1
Γ(n + 1)
(
n
k
)
(γ(z)x)n−k : u−n
=
∑
k,m,n
(
a
m
)
: βm(w)(w − z)m−aγn−k−a+m(z) :
· 1
Γ(k + 1)
1
Γ(n− k − a+m+ 1)x
n−k−a+mxa−mu−n
=
∑
k,m,N
(
a
m
)
: βm(w)(w − z)m−axa−mum−aγ−a+N−k(z) :
·
( −a +N
k
)
1
Γ(−a +N + 1)x
−a+N−kua−N
= : (β(w) +
x/u
w − z )
aDa exp [(1 + γ(z)x)/u] : (4.37)
✷
We may now calculate the βγ contractions in the 3-point function
r∏
i=1
β(ui)
s∏
j=1
β−t(vj)(1 + γ(z)x)2j
=
∮
0
du
2πi
u2j
u
:
r∏
i=1
[β(ui) +
x/u
ui − z ]
s∏
j=1
[β(vj) +
x/u
vj − z ]
−t
· D−2j+r−st exp{1 + γ(z)x
u
} : Γ(2j + 1) (4.38)
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When inserted between 〈j3| and |j1〉 to produce W βγ3 (the β, γ part of the 3-point function) we
effectively put β = 0 = γ (according to j0 charge conservation) whereupon the u integration
becomes trivial, and we find the result
W βγ3 =
Γ(2j2 + 1)
Γ(2j2 − r + st+ 1)x
r−st
∫ r∏
i=1
dui(ui − z)−1
s∏
j=1
dvj(vj − z)t (4.39)
Combining this with the ϕ-part (4.30) and using projective invariances to put z = 1 = x we
obtain
W3 =
Γ(2j2 + 1)
Γ(2j2 − r + st + 1)
∫ r∏
i=1
dui
s∏
j=1
dvj
r∏
i=1
u
−2j1/t
i (1− ui)−2j2/t−1
∏
i1<i2
(ui1 − ui2)2/t
·
s∏
j=1
v2j1j (1− vj)2j2+t
∏
j1<j2
(vj1 − vj2)2t
∏
i,j
(ui − vj)−2 (4.40)
In the derivation we did not pay any attention to the phases. Nevertheless, in the sequel we
will consider (4.40) as the defining expression for the 3-point functions.
The final expression for the 3-point function is obviously depending on the choice of contours.
However, let us postpone a discussion of these to a subsequent section.
Due to projective invariance
W (j1, j2, j3) ∝ W (P (j1, j2, j3)) (4.41)
for any permutation P where the proportionality constant is non-vanishing and finite. There
exists an involution
J+n → J
′+
n = J
−
1+n
J3n → J
′3
n = −J3n +
t− 2
2
δn,0
J−n → J
′−
n = J
+
−1+n (4.42)
Using this one must expect that
〈j3|φj2(z, x)|j1〉 ∝ 〈−j3 − 1 + t/2|φ′j2(z′, x′)|−j1 − 1 + t/2〉 (4.43)
again with a non-vanishing and finite proportionality constant and where
φ′j(z
′, x′) = φj(z, x)zjx−2j z′ = z, x′ = z/x (4.44)
is seen to be a primary field in the primed notation in the same sense that φj(z, x) is primary
in the unprimed system
There is a considerable freedom in choosing the numbers of screenings subject to the charge
conservation (4.24) since p−qt = 0. However, it turns out [112] that we only need two different
sets of screenings
Standard Screening
2r = r1 + r2 − r3 − 1
2s = s1 + s2 − s3 (4.45)
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Over-screening
2r = r1 + r2 − r3 − 1 + p
2s = s1 + s2 − s3 + q (4.46)
This is denoted over-screening due to the addition of p, q. We will make use of both of these
when determining the fusion rules below.
We conclude this section by making a comment on the possible SL(2) representations carried
by the intertwining field [φj2(z, x)]
j3
j1 . On the ket-vacuum (see (4.143)),
[φj2(z, x)]
j3
j1 |0〉 = [φj2(z, x)]j20 |0〉δj1,0δj3,j2
= exJ
−
0 ezL−1|j2〉δj1,0δj3,j2 (4.47)
is in a highest weight representation of the SL(2) current algebra with the highest weight state
|j2〉. Similarly on the dual vacuum state, 〈0|[φj2(z, x)]j3j1 is in a lowest weight representation
of the SL(2) current algebra with the lowest weight state 〈j2|. However, when sandwiched
in the middle of the correlator, the intertwining field [φj2(z, x)]
j3
j1 might carry representations
belonging to the continuous series of the SL(2) algebra. A representation belong to this series
when neither a highest nor a lowest weight state exists. In our case the intertwining field belong
to such a representation when both j1+ j2− j3 and j1− j2− j3 are non-integers. To understand
this let us notice that the monodromy of the field forces an expansion of it to be offset the
integers by α = r − st = j1 + j2 − j3
[φj2(z, x)]
j3
j1 =
∑
n
φj2,j2−α−n(z, x) , φj2,λ(z, x) = x
j2−λφˆj2,λ(z) (4.48)
This is a J30 eigenstate decomposition[
J30 , φj2,λ(z, x)
]
= λφj2,λ(z, x)[
J+0 , φj2,λ(z, x)
]
= (j2 + λ)xφj2,λ(z, x)[
J−0 , φj2,λ(z, x)
]
= (j2 − λ)x−1φj2,λ(z, x) (4.49)
We see that the condition for [φj2(z, x)]
j3
j1 to belong to the continuous series may equivalently
be characterised by λ 6∈ ZZ ± j2. Although in that case [φj2(z, x)]j3j1 does not correspond to a
highest weight representation, it maps a j1 highest weight representation to a j3 highest weight
representation.
4.3 Fusion Rules
4.3.1 Decoupling of Singular States
In [12] the fusion rules are determined from considering decoupling of singular vectors as they
are described in [101]. Here we review this derivation of the fusion rules.
LetMj denote the Verma module generated by the highest weight vector |j〉 (2.194), notably
J30 |j〉 = j|j〉. An affine singular vector |χ〉 ∈Mj of grade (or at level) N and charge Q is defined
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by being a highest weight state itself, of weight j + Q and by satisfying L0|χ〉 = (∆j +N)|χ〉,
where ∆j = j(j + 1)/t. According to [87, 101] there exists a unique singular vector |χ±〉 of
grade N = rs and charge Q± = ∓r when one uses the parametrisation of (4.18), and it is given
by [101]
|χ+r,s〉 = (F0)r+st(E−1)r+(s−1)t...(E−1)r−(s−1)t(F0)r−st|j+r,s〉
|χ−r,s〉 = (E−1)r+(s−1)t(F0)r+(s−2)t...(F0)r−(s−2)t(E−1)r−(s−1)t|j−r,s〉 (4.50)
Note the consistency N = (j± ∓ r)(j± ∓ +1)/t − j±(j± + 1)/t = rs. For general t ∈ C \ {0}
the exponents in (4.50) are complex numbers, nevertheless it is shown in [101] that they make
sense by analytic continuation. This may be done by rearranging the terms and then show that
the product of generators lie in the enveloping algebra, thereby rendering the above standard
singular states. Further discussions and relations to the Virasoro singular vectors can be found
in [17, 94].
The analogue of (4.28) but involving a singular state is
〈j3| [φj2(z, x)]j3j±1 |χ
±
r,s〉 = Cj1j2j3z−∆1−∆2+∆3−rsxj
±
1 +j2−j3∓rf±r,s(j
±
1 , j2, j3)(1 +O(z, x)) (4.51)
Using (4.3) (F0 = ∂x, E−1 = z−1(−x2∂x + 2xj)) and the rule (2.109) for fractional derivation
one finds
f+r,s =
r−1∏
n=0
s∏
m=0
(j+1 + j2 − j3 − n+mt)
r∏
n=1
s∏
m=1
(−j+1 + j2 + j3 + n−mt)
f−r,s =
r−1∏
n=0
s−1∏
m=0
(−j−1 + j2 + j3 − n+mt)
r∏
n=1
s−1∏
m=1
(j−1 + j2 − j3 + n−mt) (4.52)
For a non-vanishing structure constant Cj1j2j3, the decoupling of the singular vector |χ±r,s〉 is
equivalent to f±r,s = 0. For admissible representations where j
−
r,s = j
+
p−r,q−s (4.21), we have
the two independent singular vectors |χ+r,s〉 and |χ+p−r,q−s〉. Their decouplings result in (now
j1 = j
+
1 )
0 =
r−1∏
n=0
s∏
m=0
(j1 + j2 − j3 − n +mt)
r∏
n=1
s∏
m=1
(−j1 + j2 + j3 + n−mt)
=
p−r−1∏
n=0
q−s−1∏
m=0
(−j1 + j2 + j3 − n+mt)
p−r∏
n=1
q−s−1∏
m=1
(j1 + j2 − j3 + n−mt) (4.53)
Now the fusion rules are readily obtained using that if
x = n+m+ cx , an ≤ n ≤ bn
y = n−m+ cy , am ≤ m ≤ bm (4.54)
then
− x+ cx + cy + 2an ≤ y ≤ −x+ cx + cy + 2bn
x− cx + cy − 2bm ≤ y ≤ x− cx + cy − 2am (4.55)
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In conclusion, the fusion rules are
Fusion Rule I
1 + |r1 − r2| ≤ r3 ≤ p− 1− |r1 + r2 − p|
|s1 − s2| ≤ s3 ≤ q − 1− |s1 + s2 − q + 1| (4.56)
Fusion Rule II
1 + |p− r1 − r2| ≤ r3 ≤ p− 1− |r1 − r2|
1 + |q − s1 − s2 − 1| ≤ s3 ≤ q − 2− |s1 − s2| (4.57)
In both cases, r3 and s3 jump in steps of 2. It is easily checked that both sets of fusion rules
cannot be satisfied simultaneously.
In [55] the same set of fusion rules are obtained by cohomological methods.
4.3.2 Standard and Over-screening of 3-point Functions
In this section we will discuss how the fusion rules arise from the 3-point function (4.40) by
appropriate choices of contours and numbers of screening currents [110, 112].
Our considerations will rely on the famous Dotsenko-Fateev (DF) integral (last paper in
Ref. [42], appendix A, here with minor misprints corrected)
Jnm(a, b; ρ) = T
∫ 1
0
n∏
i=1
dui
m∏
j=1
dvju
a′
i (1− ui)b
′ ∏
i1<i2
(ui1 − ui2)2ρ
′
· vaj (1− vj)b
∏
j1<j2
(vj1 − vj2)2ρ
n,m∏
i,j
(ui − vj)−2
= ρ2nm
n∏
i=1
Γ(iρ′)
Γ(ρ′)
m∏
i=1
Γ(iρ− n)
Γ(ρ)
·
n−1∏
i=0
Γ(1 + a′ + iρ′)Γ(1 + b′ + iρ′)
Γ(2− 2m+ a′ + b′ + (n− 1 + i)ρ′)
·
m−1∏
i=0
Γ(1− n+ a+ iρ)Γ(1 − n + b+ iρ)
Γ(2− n + a+ b+ (m− 1 + i)ρ) (4.58)
where the parameters are subject to the relations
a′ = −ρ′a , b′ = −ρ′b , ρ′ = ρ−1 (4.59)
The integral is real and time ordered (2.166). In Chapter 5 we shall also need to consider
another version of this integral, namely
J˜nm(a, b; ρ) = T
∫ ∞
1
n∏
i=1
dui
m∏
j=1
dvju
a′
i (ui − 1)b
′ ∏
i1>i2
(ui1 − ui2)2ρ
′
· vaj (vj − 1)b
∏
j1>j2
(vj1 − vj2)2ρ
n,m∏
i,j
(ui − vj)−2
= Jnm(−a− b+ 2(n− 1)− 2(m− 1)ρ, b; ρ) (4.60)
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The last equality follows from changing variables ui → 1/ui, vj → 1/vj and using (4.59). It
follows that the 3-point function (4.40) may be evaluated using the DF integration. However, we
need complex contours, both of the Felder [56] type (a set of closed circle-like contours passing
through a common point which is the only intersection point) and of the Dotsenko-Fateev [42]
type (a set of open contours with common end points which are the only intersection points).
The choice of contours give rise to certain pre-factors multiplying the DF integral. Due to the
relations (4.59) one may interchange or pull through each other a DF contour of a u variable
and a DF contour of a v variable [42].
Let us be more specific and consider (4.40) in the case of admissible representations. In
the case that all contours are Felder contours (labelling by 1, ..., r and 1, ..., s the ’circles’ from
in-most to out-most) one finds [112]
W r,sFF = χ
(1)
r (r1; 1/t)χ
(2)
s (s1; t)
Γ(2j2 + 1)
Γ(2j2 − r + st+ 1)Jrs(2j1, 2j2 + t; t) (4.61)
where the χ-functions [112]
χ(1)r (r1; 1/t) = e
iπr(r+1−2r1)/t
r∏
j=1
(1− e2πi(r1−j)/t)(1− e2πij/t)
1− e2πi/t
= (2i)reiπr(r−r1)/t
r∏
j=1
s((j − r1)/t)s(j/t)
s(1/t)
(4.62)
χ(2)s (s1; t) = e
iπts(s−1−2s1)
s∏
j=1
(1− e2πit(s1+1−j))(1− e2πitj)
1− e2πit
= (2i)seiπts(s−1−s1)
s∏
j=1
s((j − s1 − 1)t)s(jt)
s(t)
(4.63)
(with s(x) = sin(πx)) arise when performing contour deformations2. It turns out that the Felder
contours alone cannot produce a well-defined and non-vanishing 3-point function corresponding
to fusion rule II (see below). We need the combination that the r screening variables of the first
kind are integrated along DF contours, while the s screenings of the second kind are taken along
Felder contours (or vice versa). Let the convention for DF contours be that the labelling puts
contours with lower indices below contours with higher indices. Now contour manipulations
give
W r,sDFF = λr(1/t)χ
(2)
s (s1; t)
Γ(2j2 + 1)
Γ(2j2 − r + st+ 1)Jrs(2j1, 2j2 + t; t) (4.64)
where we have introduced the functions [42, 112]
λr(1/t) =
r∏
j=1
e−iπ(j−1)/t
s(j/t)
s(1/t)
(4.65)
2It is not necessary to introduce two χ-functions since χ
(1)
n (a; t) = χ
(2)
n (a− 1; t). However, it helps clarifying
the origins of the expressions.
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Using the alternative combination where the r screening variables of the first kind are integrated
along Felder contours while the s screening variables are taken along DF contours, results in
the pre-factor χ(1)r (r1; 1/t)λs(t). Similarly one may choose all contours of the DF type and then
obtain the pre-factor λr(1/t)λs(t).
The fusion rules determine when a 3-point function is well-defined and non-vanishing. Ac-
cording to (4.41) and (4.43) the fusion rules should be invariant under certain transformations.
Because of the translation symmetry (4.21) we may choose to work with j+ parameterisations
whereby we choose the fusion rules to be expressed in terms of such parameterisations. Hence
the transformations are
(r1, r2, r3; s1, s2, s3)→ (P (r1, r2, r3);P (s1, s2, s3)) (4.66)
and
r1 → p− r1
r2 → r2
r3 → p− r3
s1 → q − s1 − 1
s2 → s2
s3 → q − s3 − 1 (4.67)
Of course these may be invoked in any order. The exact form of (4.67) follows from (4.43) since
ji → −ji − 1 + t/2 corresponds to (ri, si)→ (p− ri, q − si − 1).
Even before going into a detailed evaluation of the gamma- and sine-functions in the 3-
point function we can derive the fusion rules as necessary conditions for a 3-point function to
be well-defined. Let us consider the case of over-screening (4.46). Assume that r ≥ p which
means that r1 + r2 − r3 − 1 + p ≥ 2p and therefore r3 ≤ −p − 1 + r1 + r2. If this inequality
is allowed by a set of fusion rules then we may impose permutation invariance (4.66) leading
to p + 1 + |r1 − r2| ≤ r3 ≤ −p − 1 + r1 + r2. Without loss of generality we let r1 ≥ r2 and
find p + 1 + r1 − r2 ≤ −p − 1 + r1 + r2 or equivalently p + 1 ≤ r2 which takes us out of the
standard region, so we conclude that r < p. This leads to 2r ≤ 2p−2 and −p+1+r1+r2 ≤ r3.
Imposing permutation invariance (4.66) yields −p+1+ r1+ r2 ≤ r3 ≤ p− 1−|r1− r2|. Finally
we impose the involutionary invariance (4.67) and obtain
1 + |p− r1 − r2| ≤ r3 ≤ p− 1− |r1 − r2| (4.68)
Similarly the assumption s ≥ q will take us out of the standard region by q ≤ s2 ≤ s1. On the
other hand s < q leads to −q+2+s1+s2 ≤ s3 and as before we impose permutation invariance
(4.66) yielding −q + 2 + s1 + s2 ≤ s3 ≤ q − 2− |s1 − s2| and finally the involution (4.67) gives
1 + |q − 1− s1 − s2| ≤ s3 ≤ q − 2− |s1 − s2| (4.69)
and we have obtained fusion rule II. Fusion rule I follows as necessary conditions simply from
imposing the invariances on the conditions r, s ≥ 0.
Now we want to establish that the 3-point function (4.40) with Felder contours (4.61) is
well-defined and non-vanishing exactly when fusion rule I is imposed. Furthermore, we want to
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establish that (4.40), with the combination of the r screening variables of the first kind being
integrated along DF contours and the s screening variables taken along Felder contours (4.64),
is well-defined and non-vanishing exactly when fusion rule II is imposed. In the verification we
allow cancellations of the form Γ(0)/Γ(0) = 1. Since we have already found that the fusion rules
are necessary conditions we only need to show that indeed they are sufficient conditions. Thus,
we simply count the numbers of Γ(0) and 1/Γ(0) in Jrs(2j1, 2j2 + t; t) and in the pre-factors
when imposing the fusion rules. The sufficient conditions are then equivalent to equality of
these numbers. Notice that s(0) ∼ 1/Γ(0). We find that for fusion rule I all terms are regular
λr(1/t) ∼ λs(t) ∼ χ(1)r (r1; 1/t) ∼ χ(2)s (s1; t) ∼
Γ(2j2 + 1)
Γ(2j2 − r + st + 1) ∼ Jrs(2j1, 2j2 + t; t) ∼ 1
(4.70)
while for fusion rule II we find
λr(1/t) ∼ λs(t) ∼ 1
χ(1)r (r1; 1/t) ∼ χ(2)s (s1; t) ∼ 1/Γ(0)
Γ(2j2 + 1)
Γ(2j2 − r + st+ 1) ∼ 1
Jrs(2j1, 2j2 + t; t) ∼ (Γ(0))2 /Γ(0) (4.71)
This concludes the derivation of the fusion rules from the free field realization of the 3-point
function.
The above analysis shows that for fusion rule I, (4.40) is well-defined and non-vanishing for
all 4 combinations of contours (FF, FDF,DFF,DFDF ), while for fusion rule II we need a
combination of Felder and DF contours (DFF, FDF ). Hence, for a given set of fusion rules a
choice of contours among these allowed possibilities only affects the normalisation of the 3-point
function.
4.3.3 Over-screening in Minimal Models
The fusion rules for minimal models have been known in many years [21, 56]. However, the
technique of over-screening might reveal the existence of an unknown second set of fusion rules.
This turns out not to be the case as one should expect, since in minimal models the primary
fields are solely specified by their conformal weights, contrary to the primary fields in SL(2)
current which are characterised by spins as well. Nevertheless, we will present an explicit
analysis of this lack of a second set of fusion rules.
Consider the minimal model 3-point function (in the limits z3, z2, z1 →∞, 1, 0)
W3 ∼
∫ N∏
k=1
dvkv
αn1,m1α+
k (1− vk)αn2,m2α+
∏
k<k′
(vk − vk′)α2+
·
M∏
i=1
dwiw
αn1,m1α−
i (1− wi)αn2,m2α−
∏
i<i′
(wi − wi′)α2−
N,M∏
k,i
(vk − wi)−2 (4.72)
where the charge conservation reads
αn1,m1 + αn2,m2 − αn3,m3 +Nα+ +Mα− = 0 (4.73)
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Using the rationality condition α−/α+ = −p/q = −t (where α2−/2 = t, α2+/2 = 1/t) we consider
the following screenings
Standard Screening
N =
1
2
(n1 + n2 − n3 − 1) , M = 1
2
(m1 +m2 −m3 − 1) (4.74)
Over-screening
N =
1
2
(n1 + n2 − n3 − 1 + p) , M = 1
2
(m1 +m2 −m3 − 1 + q) (4.75)
Choosing all contours to be Felder contours and considering standard screening, yields
WFF = χ
(1)
N (n1; 1/t)χ
(2)
M (m1 − 1; t)JNM(n1 − 1− (m1 − 1)t, n2 − 1− (m2 − 1)t; t) (4.76)
This is seen to be non-vanishing and well-defined exactly when one employs the fusion rules
1 + |n1 − n2| ≤ n3 ≤ p− 1− |p− n1 − n2|
1 + |m1 −m2| ≤ m3 ≤ q − 1− |q −m1 −m2| (4.77)
where n3 and m3 jump in steps of 2. If we consider over-screening and choose the N contours
as DF contours and the M contours as Felder contours, we find
WDFF = λN(1/t)χ
(2)
M (m1 − 1; t)JNM(n1 − 1− (m1 − 1)t, n2 − 1− (m2 − 1)t; t) (4.78)
An analysis of this along the lines indicated above, one finds the cancellation (Γ(0)/Γ(0))2
exactly when
1 + |p− n1 − n2| ≤ n3 ≤ p− 1− |n1 − n2|
1 + |q −m1 −m2| ≤ m3 ≤ q − 1− |m1 −m2| (4.79)
However, the point is that this set of fusion rules is obtained from (4.77) simply by transforming
n3, m3 → p− n3, q −m3, while the conformal weights enjoy the symmetry
∆n,m = ∆p−n,q−m (4.80)
In conclusion, (4.79) is equivalent to (4.77), and the act of over-screening in minimal models
merely reflects the freedom (4.80) in parametrising the primary fields.
4.4 N-point Functions
We wish to evaluate the chiral block
WN = 〈jN |[φjN−1(zN−1, xN−1)]jNιN−2 ...[φjn(zn, xn)]
ιn
ιn−1 ...[φj2(z2, x2)]
ι2
j1
|j1〉 (4.81)
Thus we have primary fields at points
z1 = 0, z2, ..., zN−1, zN =∞ (4.82)
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having x values
x1 = 0, x2, ..., xN−1, xN =∞ (4.83)
From the pictorial version
jN ιN−2
jN−1
ιn ιn−1
jn
j1
j3 j2
ι2ι3
· · ·· · ·
(4.84)
one reads off the following screening conditions
j1 + j2 − ι2 = ρ2 − σ2t
ι2 + j3 − ι3 = ρ3 − σ3t
...
ιn−1 + jn − ιn = ρn − σnt
...
ιN−2 + jN−1 − jN = ρN−1 − σN−1t
2ji + 1 = ri − sit (4.85)
with σn, ρn non-negative integers, while the last line is the usual parametrisation of the weights.
We then get for the β, γ part of the correlator, denoting by w(n, i) and v(n, k) the positions of
the i’th and the k’th screening currents of the first and second kinds respectively around the
n’th primary field
W βγN = 〈jN |
N−1∏
n=2
(1 + xnγ(zn))
2jn
σn∏
k=1
[β(v(n, k))]−t
ρn∏
i=1
β(w(n, i))|j1〉
=
∮
0
N−1∏
n=2
dun
2πi
ρn∏
i=1
σn∏
k=1
〈jN | :
(
β(w(n, i)) +
xn/un
w(n, i)− zn
)(
β(v(n, k)) +
xn/un
v(n, k)− zn
)−t
· u2jnn D−2jn+ρn−σntn exp
(
1 + xnγ(zn)
un
)
Γ(2jn + 1)
1
un
: |j1〉
=
∮
0
N−1∏
n=2
dun
2πi
ρn∏
i=1
(
N−1∑
ℓ=2
xℓ/uℓ
w(n, i)− zℓ
)
σn∏
k=1
(
N−1∑
ℓ=2
xℓ/uℓ
v(n, k)− zℓ
)−t
· u2jn−1n D−2jn+ρn−σntn e(1/un)Γ(2jn + 1) (4.86)
where we have used the techniques already developed for the 3-point function. In particular,
in the second equality we applied the lemma of the previous section, and in the last equality
we kept doing that until normal ordering signs surrounded all operators, at which point the
calculation was completed by putting β’s and γ’s under normal ordering signs equal to zero.
Conforming with the discussion in the previous section we may also throw away all derivatives
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on the exponential (they are with respect to the full argument of the exponential), though their
presence serve to remind us in some cases, what representations would conveniently be used.
In the sequel we drop these derivatives. It is straightforward to write down the contribution
from the ϕ-part of the free field realization. It is
W ϕN =
∏
1≤m<n≤N−1
(zm − zn)2jmjn/t
N−1∏
n=2
ρn∏
i=1
N−1∏
m=1
(w(n, i)− zm)−2jm/t
·
N−1∏
n=2
σn∏
k=1
N−1∏
m=1
(v(n, k)− zm)2jm
∏
(n,i)<(n′,i′)
(w(n, i)− w(n′, i′))2/t
· ∏
(n,k)<(n′,k′)
(v(n, k)− v(n′, k′))2t ∏
(n,i),(n′,k)
(w(n, i)− v(n′, k))−2 (4.87)
Here we have introduced a rather arbitrary ordering of indices, for example as
(n, i) < (n′, i′) (4.88)
if either n < n′ or n = n′, i < i′.
Let us summarise our findings in a more compact notation: Let
M =
N−1∑
m=2
(ρm + σm)
wi i = 1, ...,M (4.89)
collectively denote the position of all screening charges
{wi} = {w(n, i), v(n, k)} (4.90)
Further let
ki =
{ −1 i = 1, ...,∑m ρm
t i =
∑
m ρm + 1, ...,M
B(wi) =
N−1∑
ℓ=1
xℓ/uℓ
wi − zℓ (4.91)
(here x1 = 0). Then the integrand of the N -point function is given by (we use the same letters
for the integrated expressions, we hope this will not cause confusion)
WN = WBW
ϕ
NF (4.92)
with
W βγN = WBF
WB =
M∏
i=1
B(wi)
−ki
W ϕN =
∏
m<n
(zm − zn)2jmjn/t
M∏
i=1
N−1∏
m=1
(wi − zm)2kijm/t
∏
i<j
(wi − wj)2kikj/t
F =
N−1∏
m=2
Γ(2jm + 1)u
2jm−1
m e
1/um (4.93)
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We believe the above general closed expression for integral representation of the N -point func-
tion to be useful for further development, in particular integrations over the auxiliary variables,
uℓ, ℓ = 2, ..., N − 1 seem tractable as they stand. If for some reason, one needs to get rid of
these integrations, it is not too difficult. As an example, we provide an explicit form [110] for
the result for integrable representations. First we define the following notation
JN = {2, 3, ..., N − 1}
IN = {(n, i)|n = 2, ..., N − 1, i = 1, 2, ..., ρn}
FN = {maps, f , from IN to JN} (4.94)
For t = k + 2 integer, all σ’s are = 0. In this case we may then write
W βγN =
∮
0
N−1∏
n=2
dun
2πi
u2jnn
e1/un
un
(2jn)!
∏
(n,i)∈IN
(
N−1∑
ℓ=2
xℓ/uℓ
w(n, i)− zℓ
)
=
∮
0
N−1∏
n=2
dun
2πi
u2jnn
e1/un
un
(2jn)!
∑
f∈FN
∏
(n,i)∈IN
(
xf(n,i)/uf(n,i)
w(n, i)− zf(n,i)
)
=
∮
0
N−1∏
n=2
dun
2πi
u2jnn
e1/un
un
(2jn)!∑
f∈FN
∏
ℓ∈JN
(xℓ/uℓ)
|f−1(ℓ)| ∏
(n,i)∈f−1(ℓ)
(w(n, i)− zℓ)−1
=
∑
f∈FN
∏
ℓ∈JN
x
|f−1(ℓ)|
ℓ
(2jℓ)!
(2jℓ − |f−1(ℓ)|)!
∏
(n,i)∈f−1(ℓ)
(w(n, i)− zℓ)−1 (4.95)
A similar but even more complicated sum formula obtains in the general case.
4.4.1 Different Realizations
We now have two ways of calculating the chiral block corresponding to N primary fields. The
way so far described is by using (part of) projective invariance (to be discussed further later)
and global SL(2) invariance to work it out as
W
(I)
N (zN =∞, xN =∞, zN−1, xN−1, ..., z2, x2, z1 = 0, x1 = 0) =
〈jN |[φjN−1(zN−1, xN−1)]jNιN−2 ...[φj2(z2, x2)]
ι2
j1
|j1〉 (4.96)
However, obviously, we may also use our techniques to evaluate the same N -point chiral block
as
W
(II)
N (zN , xN , zN−1, xN−1, ..., z2, x2, z1, x1)
= 〈0|[φjN (zN , xN)]0jN [φjN−1(zN−1, xN−1)]
jN
ιN−2 ...[φj2(z2, x2)]
ι2
j1
[φj1(z1, x1)]
j1
0 |0〉 (4.97)
We now want to demonstrate [110] that up to normalisation these expressions are equivalent
in the appropriate limits. Notice that the second form involves more screening charges around
the last field than the first one. We shall see that these extra screenings give rise to a constant
contribution in the limit zN , xN → ∞. But for finite zN and xN , unlike in the case of the
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conformal minimal models, there does not seem to be any simple way of getting a conjugate
field, which would get rid of the extra screening charges.
It is clear that in the limit z1, x1 → 0, the second formulation coincides with the first, regard-
ing the ket-part. In particular, the second formulation involves no extra screening operators.
Thus we shall concentrate on the limit zN , xN →∞.
As before, we let wi denote the position of screening operators in the first case, W
(I)
N , and
we let i run over the same set as in the first case. Further, we let zn, xn denote the arguments
as in the first case and n = 1, 2, ..., N − 1 runs over the same set as in the first case. The new
feature in the second case is:
(i) the appearance of
jN + jN − 0 = rN − 1− sN t = ρN − σN t
extra screening operators, the positions of which we denote by
wNiN , iN = 1, ..., ρN + σN
kNiN =
{ −1 , iN = 1, ..., ρN
t , iN = ρN + 1, ..., ρN + σN
and
(ii) an extra u integration over a variable we call uN . Now we want to consider the limit as
zN , xN →∞ (letting W (I)N stand for the integrand in an appropriate way) of
z
2jN (jN+1)
t
N x
−2jN
N W
(II)
N
= z
2jN (jN+1)
t
N x
−2jN
N Γ(2jN + 1)
∏
iN
B
−kNiN (wNiN )
∏
iN<jN
(wNiN − wNjN )2k
N
iN
kNjN
/t
· ∏
i,iN
(wNiN − wi)2k
N
iN
ki/t
∏
iN
(zN − wNiN )2k
N
iN
jN/t
∏
iN ,n
(wNiN − zn)2k
N
iN
jn/t
· ∏
n
(zN − zn)2jN jn/t
∏
i
(zN − wi)2jNki/tu2jN−1N e1/uN
duN
2πi
W
(I)
N
∏
iN
dwNiN (4.98)
where the function B(w) is defined with one more term than for case (I), cf. (4.91). We now
use that
−∑
iN
kNiN = ρN − σN t = 2jN∑
i
ki = −
∑
n
jn + jN (4.99)
In the limit zN →∞, xN →∞ we find
wNiN/zN = w˜
N
iN
wi/zN → 0
zn/zN → 0 (4.100)
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with w˜NiN finite and
B(wNiN ) ∼
xN/uN
(1− w˜NiN )zN
(4.101)
Hence, we have
lim
zN ,xN→∞
z
2jN (jN+1)
t
N x
−2jN
N W
(II)
N
∼ z2
jN (jN+1)
t
N x
−2jN
N x
−
∑
iN
kNiN
N u
∑
iN
kNiN
N z
∑
iN
kNiN
N
∏
iN
(1− w˜NiN )k
N
iN
· ∏
iN<jN
(w˜NiN − w˜NjN )2k
N
iN
kNjN
/t
z
∑
iN<jN
2kNiN
kNjN
/t
N
· ∏
iN ,i
(w˜NiN )
2kNiN
ki/tz
∑
iN ,i
2kNiN
ki/t
N
∏
iN
(1− w˜NiN )2k
N
iN
jN/tz
∑
iN
2kNiN
jN/t
N
· ∏
iN ,n
(w˜NiN )
2kNiN
jn/tz
∑
iN ,n
2kNiN
jn/t
N z
∑
n
2jN jn/t
N z
∑
i
2jNki/t
N
· u2jN−1N e1/uNΓ(2jN + 1)
duN
2πi
W
(I)
N
∏
iN
dw˜NiNz
ρN+σN
N (4.102)
(with minor misprint corrected, here and in (4.98), compared to [110]). We may evaluate the
total power of zN as
2
t
jN (jN + 1)− 2jN + 1
t
[(
∑
iN
kNiN )
2 −∑
iN
(kNiN )
2] +
2
t
(−2jN )(−
∑
n
jn + jN )
+
2
t
jN (−2jN ) + 2
t
(−2jN )
∑
n
jn +
2
t
jN
∑
n
jn +
2
t
jN (−
∑
n
jn + jN ) + ρN + σN
= 0 (4.103)
which merely shows that the intertwining field, [φjN (zN , xN )]
0
jN
indeed has the right scaling
dimension in this formalism. Similarly the total power of zero for xN says that we treat the
field with correct global SL(2) properties.
Furthermore, the uN -integrand becomes trivial, involving only
u−1N e
1/uN (4.104)
while the dependence on w˜NiN becomes∏
iN
(w˜NiN )
2kNiN
jN/t
∏
iN
(1− w˜NiN )k
N
iN
(2jN+t)/t
∏
iN<jN
(w˜NiN − w˜NjN )2k
N
iN
kNjN
/t
(4.105)
This yields an integral over the w˜NiN ’s which is independent of the remaining parameters of the
correlator, except jN , and thus merely contributes to the normalisation of the state 〈jN |. In
conclusion we note that the alternative description (4.97) (in the appropriate limits) with the
initial and final states being vacua, is more symmetric and does not involve dual states (besides
the bra-vacuum), but in general it involves a larger number of screening integrations.
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4.4.2 The Knizhnik-Zamolodchikov Equations
One may wonder whether the rules for contractions we have put forward, really reproduce the
structure of the conformal field theory. In order to settle this question in the affirmative we
provide in this section an explicit proof [110] that the N -point functions satisfy the Knizhnik-
Zamolodchikov equations. In this proof we should not, therefore, make any use of the rules of
contractions.
The KZ equation (2.204) corresponding to the primary field at position zm0 may be written
as t∂zm0 + ∑
m6=m0
D+xm0D
−
xm + 2D
3
xm0
D3xm +D
−
xm0
D+xm
zm − zm0
WN = 0 (4.106)
where WN is the N -point function after requisite integrals have been performed.
The structure of the proof is as follows. For the selected position zm0 of the primary field
at that position, we shall define a function
G(w) =
1
w − zm0
(
D+xm0G
−(w) + 2D3xm0G
3(w) +D−xm0G
+(w)
)
(4.107)
where the Ga(w)’s are functions to be defined and will turn out a posteriori to be
Ga(w) = 〈Ja(w)O〉 (4.108)
where O is the collection of free field realizations of all the primary fields and screening charges.
Indeed we shall evaluate the Ga(w)’s using our contraction rules from that idea. However, the
point about the proof is that the function G(w) eventually written down (4.110) will only have
pole singularities as a function of w, and will behave as O(w−2) for w →∞, and thus the sum
of residues will vanish. What we shall show explicitly is that the vanishing condition for this
sum of residues is precisely the KZ equation on the N -point function. This should come as no
surprise since this is merely the standard technique for proving the KZ equations. The point is
that in the standard proof one makes use of associativity properties of the operators, and the
purpose of the proof is exactly to establish that the rules for contractions in fact conform to
those.
Now it is clear how we build the functions Ga(w). To use the contraction rules with the
free field realizations (4.3), is very easy in our correlator, since one may establish the rules
β(w) → B(w)
γ(w) → −
M∑
i=1
DBi
w − wi
−
√
t/2∂ϕ(w) →
M∑
i=1
ki
w − wi +
N−1∑
m=1
jm
w − zm (4.109)
where DBi =
∂
∂B(wi)
and ki is defined as before. Then we have (the notation here does not
distinguish between integrands and integrated expressions)
G+(w) = B(w)WBW
ϕ
NF
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G3(w) =
(
B(w)
M∑
i=1
DBi
w − wi +
M∑
i=1
ki
w − wi +
N−1∑
m=1
jm
w − zm
)
WBW
ϕ
NF
G−(w) =
−B(w) M∑
i,j=1
DBiDBj
(w − wi)(w − wj) + (t− 2)
M∑
i=1
DBi
(w − wi)2
− 2
M∑
i,j=1
kiDBj
(w − wi)(w − wj) − 2
N−1,M∑
m,j=1
jmDBj
(w − zm)(w − wj)
WBW ϕNF (4.110)
These expressions define the function G(w) and from now on we may completely forget that
they came from applying the contraction rules to certain correlators.
In the following calculations the structure of the auxiliary u integrations turns out to be
very crucial. In fact, any dependence on an xm is via the combination xm/um so that we may
write
xm∂xm = −um∂um (4.111)
and subsequently do a partial integration in um, writing effectively
xm∂xmWBW
ϕ
NF ∼WBW ϕN∂um(umF ) (4.112)
Let
D−xm0G
+
zm0
= D−xm0
∮
zm0
dw
2πi
1
w − zm0
G+(w) (4.113)
denote the contribution to the pole residue in G(w) at w = zm0 coming from the term
D−xm0G
+(w)/(w − zm0), etc. Then we find after some calculations for the pole at zm0
D−xm0G
+
zm0
=
∑
ℓ 6=m0
xℓ/uℓ
zm0 − zℓ
∂xm0WB ·W ϕNF
2D3xm0G
3
zm0
= 2
− ∑
ℓ 6=m0
xℓ/uℓ
zm0 − zℓ
um0∂xm0WB ·W ϕN
− ∂zm0WB ·W ϕN +
t
2jm0
WB · ∂zm0W ϕN
)
(−jm0 + u−1m0)F
D+xm0G
−
zm0
=
− ∑
ℓ 6=m0
xℓ/uℓ
zm0 − zℓ
∂xm0WB ·W ϕN
(
2jm0u
2jm0
m0 − u2jm0−1m0
)
− 2∂zm0WB ·W ϕN
(
(2jm0 − 1)u2jm0−1m0 − u2jm0−2m0
)
+ (t− 2 + 2jm0)∂zm0WB ·W ϕNu2jm0−1m0
+
t
jm0
WB · ∂zm0W ϕN
(
2jm0u
2jm0−1
m0
− u2jm0−2m0
))
· e1/um0Γ(2jm0 + 1)
∏
m6=m0
Γ(2jm + 1)u
2jm−1
m e
1/um (4.114)
This sums up to become
t∂zm0WN (4.115)
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which is the first term in the KZ equation.
In a similar fashion the pole residue at w = wj may be calculated. However, here we shall
be more general and show that substituting 1/(w − zm0) in the definition (4.107) of G(w) by
any function f(w) (free to depend on e.g. zm but independent of wj), leads to
Gf(w) = f(w)
(
D+xm0G
−(w) + 2D3xm0G
3(w) +D−xm0G
+(w)
)
∮
wj
dw
2πi
Gf(w) = D
+
xm0
∮
wj
dw
2πi
f(w)G−(w)
= t∂wj
(
D+xm0
(
f(wj)
WBW
ϕ
NF
B(wj)
))
(4.116)
The first equality in the computation of the residue is easily verified, while the second goes as
follows∮
wj
dw
2πi
f(w)G−(w) =
−2B(wi)f(wj)∑
i 6=j
DBiDBj
(wj − wi) − ∂w[f(w)B(w)]wjD
2
Bj
+ (t− 2)f ′(wj)DBj − 2
∑
i 6=j
kiDBj + kjDBi
wj − wi f(wj)− 2f
′(wj)kjDBj
− 2∑
m
jmDBj
wj − zm f(wj)
)
WBW
ϕ
NF
= t∂wj
(
f(wj)
WBW
ϕ
NF
B(wj)
)
(4.117)
where we have used that
∂wjW
ϕ
N =
∑
m
2jmkj/t
wj − zm +
∑
i 6=j
2kikj/t
wj − wi
W ϕN
∂wjWB = −
kj
B(wj)
B(wj′)WB (4.118)
and that for both kj = −1 and kj = t
kj(kj + 1)− tkj = t (4.119)
Putting f(w) = 1/(w − zm0), we may now conclude that upon integration over the positions
wj, the contribution from the poles at wj vanishes.
Finally, the pole residues at the points w = zm 6= zm0 give the remaining terms in the KZ
equation (4.106). Since there are no other singularities in w, the KZ equation has been proven.
The above proof assumes that the integration contours of the screening charges are closed.
When parameters are such that this effectively is not the case, it is no longer true that the
contribution from the total derivatives met at w = wj may be thrown away. However, in that
case the derivative after zm0 contains an extra term coming from varying the end point of the
integration contour, and it is possible to check that this extra contribution exactly cancels the
contribution from the total derivative term, so that the validity of the KZ equations remains
true in those cases as well.
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4.4.3 Projective Invariances
In [34] it is shown, that solutions to the KZ equations are projectively invariant provided the
primary fields can add up to a singlet. In our case this is the requirement of global (loop
projective) SL(2) invariance. Let us restrict to the case where the initial and final bra and
ket carry just the vacuum and the dual vacuum: j1 = 0 = jN , i.e. we are really looking at an
(N − 2)-point function. Then global SL(2) invariance is the statement that
N−1∑
m=2
DaxmWN−2 = 0 (4.120)
This is equivalent to the statement that in
Ga(w) = 〈Ja(w)O〉 (4.121)
the leading behaviour as w →∞ is O(w−2) rather than O(w−1). From the expressions above,
that is trivial for G−(w), and for G3(w) it follows from the fact that
M∑
i=1
ki = −
N−1∑
m=1
(ρm − tσm) = −
N−1∑
m=1
jm (4.122)
for jN = 0. For G
+(w) it is more complicated to see. As previously discussed this is related
to the fact that we are not using the projectively invariant vacuum 〈sl2| in our calculations,
rather we are using the dual vacuum 〈0| for which 〈0|J+0 = 〈0|β0 6= 0.
What we are going to show [110] is that the state
〈0|β0 (4.123)
even though it is non-vanishing, is BRST exact in the sense of Felder [56], and that (hence) it
decouples from correlators of BRST invariant operators.
First let us argue at the operator level, and subsequently at the level of our correlators. We
write
〈0|β0 = 〈0|e−
√
2/tqϕe
√
2/tqϕβ0 = 〈−1|
∮ dz
2πi
: e
√
2/tϕ(z) : β(z) (4.124)
where the bra state 〈−1| is the lowest weight state 〈j = −1| (4.13). Now this integral is in fact
the appropriate BRST operator in Felder’s formulation. To see this, recall, that acting on the
Fock space pertaining to jr,s and labelled Fr,s, the relevant BRST operator [56] (for which the
BRST current is single valued) is
Qr ∼
∮
dv0
2πi
...
dvr−1
2πi
S1(v0)...S1(vr−1) (4.125)
with
Qr : Fr,s 7→ F−r,s (4.126)
For jN =0, this is the Fock space with r = 1, s = 0 (2jN +1 = 1− 0 · t). Therefore the relevant
BRST operator on this space is Q1 which is just the one we obtained (4.124).
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Next let us see how the argument works at the level of the correlator. We are going to show
that inserting the operator
β0 =
∮
∞
dw
2πi
β(w) (4.127)
furthest to the left in a correlator with jN = 0, is equivalent to inserting the BRST charge
operator ∮
∞
dw
2πi
β(w) : e
√
2/tϕ(w) : (4.128)
furthest to the left of the operators and to the right of the bra 〈jN = −1|. Indeed in the first
case, using the rules for building correlators, we obtain (up to normalisation)∮
∞
dw
2πi
B(w)
∏
i
B(wi)
−ki ∏
i<j
(wi − wj)2kikj/t
· ∏
n<m
(zn − zm)2jnjm/t
∏
i,m
(wi − zm)2kijm/t
∏
m
u2jm−1m e
1/um (4.129)
In the second case, we notice that the state labelled 〈−1| is exactly the lowest weight state
〈jN = −1| and we are formally looking at an (N − 1)-point function with jN = −1. Since we
have
ιN−2 + jN−1 − jN = ρN−1 − σN−1t (4.130)
we see that the value of ρN−1 will be one unit larger in the case jN = −1 than in the case
jN = 0. This means we have one extra screening charge of the first kind in that case, which
we may ’lift off’ the intertwining field furthest to the left, in other words that calculation will
just be the one we seek to carry out. Using the rules developed we find in that case, letting
w denote the position of the extra screening operator compared to the previous case (so in the
formulas below, the index i runs over exactly the same set as before)∮
∞
dw
2πi
B(w)
∏
i
B(wi)
−ki∏
i
(w − wi)−2ki/t
∏
n
(w − zn)−2jn/t
∏
i<j
(wi − wj)2kikj/t
· ∏
n<m
(zn − zm)2jnjm/t
∏
i,n
(wi − zn)2kijn/t
∏
n
u2jn−1n e
1/un
=
∮
∞
dw
2πi
B(w)
∏
i
B(wi)
−ki∏
i
(1− wi/w)−2ki/t
∏
n
(1− zn/w)−2jn/tw−2(
∑
i
ki+
∑
n
jn)/t
· ∏
i<j
(wi − wj)2kikj/t
∏
n<m
(zn − zm)2jnjm/t
∏
i,n
(wi − zn)2kijn/t
∏
n
u2jn−1n e
1/un (4.131)
We now use that
−∑
i
ki =
∑
n
ρn − t
∑
n
σn =
∑
n
jn − jN (4.132)
Since we use the notation that sums over i and n are pertaining to the case with jN = 0, we
see that the extra power of w becomes zero, and for a very large integration contour for w, all
w dependence drops out except for the one in B(w) so that we exactly prove the identity of
the two cases also at the level of our correlators.
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Having come this far, we may move the Felder type BRST operator through all intertwining
fields in exactly the same way as for minimal models [56], until in the end it hits the ket-
vacuum. Since we are only using screening operators of the first kind in the BRST operators,
the procedure will work just as for the minimal models.
In addition it is rather easy to verify that the functions Ga(w) have the expected pole
residues for 〈Ja(w)O〉 at points w = zm. Further one verifies that there are no pole residues
in G+(w) and G3(w) for w = wi, the position of a screening charge. For G
−(w) that residue is
proportional to the total derivative
∂wi (DBiWB ·W ϕN) (4.133)
All of those remarks establish that the N -point chiral blocks have the correct projective and
global SL(2) invariance properties.
4.4.4 Possible Hybrid
This section is devoted to a very brief discussion of a generalisation [110] of a work by Malikov
et al [54] in which a class of solutions to the KZ equations are considered.
Without going into the precise mathematical language employed in [54] it is easy enough
to describe the approach by these authors in terms of ours. Given some number of primary
fields characterised by spins j1, j2, ..., jN−1 they begin by supplementing this set by an auxiliary
primary field of spin
j
(0)
N =
N−1∑
i=1
ji (4.134)
carefully chosen so that no screening charges are required in the free field approach. In general,
writing
ρ− σt = j(0)N − jN (4.135)
our approach is applicable whenever ρ and σ are non-negative integers, in which case they
represent the number of screening charges needed of the two kinds. Obviously now, for jN = j
(0)
N
no screening charges are needed, then the correlators are independent of the xi’s and may be
trivially written down. This expression is the starting point in [54]. From this a larger and
more interesting class of solutions to the KZ equations is obtained as follows. From the state
|jr,s〉 it is well-known (4.50) how to build the singular vectors in the Verma module generated by
this highest weight state, simply by multiplying |jr,s〉 by certain products of generators. Thus
when this operator is inserted into a correlator the state decouples and the correlator vanishes.
The trick in [54] is to only make use of a subset of the operators, starting from the right and
truncating the expansion at some point to the left. Each factor performs a Weyl reflection and
it may easily be shown that any subset generates a formally singular state, although of course
not one that lies in the Verma module of |jr,s〉. Hence, inserting such a reduced set of operators
will not lead to decoupling, but instead to a new solution of the KZ equations [54].
What we shall argue now [110], however, is that this procedure can never exhaust the
possibilities we wish to consider in conformal field theory. The point is that when this procedure
is applied to the state 〈j(0)N | the new spin value for the state may only be modified relative to
j
(0)
N in a way which is insufficient for producing all the spins needed by the fusion rules in a
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theory based on admissible representations. Indeed keeping m operators results in a new spin
j
(m)
N given by
j
(2n)
N = j
(0)
N + nt
j
(2n+1)
N = j
(0)
N − r(0)N + (s(0)N − n)t (4.136)
for m even and odd respectively. We see that even though jN is not required to be equal to
j
(0)
N the possibilities are too limited to allow considerations of all the relevant spin values in an
admissible representation: relative to j
(0)
N only the s value can be changed at will, the r value
is fixed either at its value in j
(0)
N or at minus that value. The above spins may be treated also
in the formalism based on free fields and screening operators. Indeed the number of screening
operators are given by
ρ2n = 0
σ2n = n
ρ2n+1 = r
(0)
N
σ2n+1 = s
(0)
N − n (4.137)
This is the number of integrations in the integral formulas (in addition to the simpler ones
having to do with u integrations).
A possibly more interesting hybrid treatment based on the free field realization and [54]
might be possible. In fact, if instead of starting with correlators needing no screening charges,
one starts with correlators needing only the first kind of screening charge for which extensive
studies exist in the literature (see e.g. [22, 41]), it would seem that the techniques of [54] could
provide a way alternative to the one discussed in the preceding sections to circumventing the
use of the second screening operator. The result would be a strange mixture of free field integral
expressions and the ones considered in [54], but it should agree with the ones given earlier up
to normalisation. It is not clear that such hybrid integral representations have advantages over
what has otherwise been presented here, but at least they would also be complete, contrary to
the ones in [54].
4.5 Hamiltonian Reduction
Here we want to discuss [111] how conformal blocks in SL(2) current algebra reduce to corre-
sponding ones in minimal models.
A general conformal block (on the sphere) in the affine theory is given by
WN = 〈jN |φjN−1(zN−1, xN−1)...φjn(zn, xn)...φj2(z2, x2)
∏
i
∫
dwiSki(wi)|j1〉 (4.138)
Different choices of integration contours for the screening charges define different intertwining
chiral vertex operators and different conformal blocks. The two screening charges are
Sk±(w) = β
−k±(w)Sϕk±(w)
Sϕk±(w) = : e
−k±
√
2/tϕ(w) :
k+ = −1
k− = t (4.139)
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The relation to minimal models is obtained by writing [24]
2jr,s + 1 = r − st
t = k + 2 = p/q
α+ =
√
2
t
= −2/α−
αr,s+1 = −jr,s
√
2
t
=
1
2
((1− r)α+ − sα−)
2α0 = α+ + α−
∆r,s+1 =
jr,s(jr,s + 1)
t
− jr,s = 1
2
αr,s+1(αr,s+1 − 2α0)
φr,s+1(z) = : e
αr,s+1ϕ(z) := φjr,s(z)
Vα±(w) = : e
α±ϕ(w) := Sϕk±(w) (4.140)
It is now clear that if one truncates the β dependence of the screening currents and the γ
dependent factor in the primary fields, then the minimal model correlators are obtained [64].
This is true despite the fact that the two theories, the WZNW model and the minimal model,
have different background charges for the ϕ field: namely −α+ = −
√
2
t
(see (4.6)) for the
WZNW model and −2α0 = −
√
2
t
+
√
2t for the minimal models (see Chapter 2). However,
this difference is of no consequence in the practical evaluation of the free field correlators since
in both cases suitable dual bra-states are used to absorb those background charges. In the
following, we want to discuss how the Hamiltonian reduction works at the level of correlators.
Thereby we prove [111] the statement in [64] that the correlators in SL(2) current algebra
reduce to corresponding ones in a particular minimal model in the limit where all x’s are put
equal to the corresponding z’s.
4.5.1 At the Level of Correlators
The primary field (4.3) may be written as
φj(z, x) = e
x∂yφj(z, y)|y=0
= exD
−
y φj(z, y)|y=0
= exJ
−
0 φj(z, 0)e
−xJ−0
= exJ
−
0 : e−j
√
2/tϕ(z) : e−xJ
−
0 (4.141)
Here there is a subtlety in that the way the exponential function exJ
−
0 should be expanded,
must also respect the monodromy conditions in the x variables. We shall come back to this
subtlety presently. We may further write
φj(z, xz) = e
zxJ−0 : e−j
√
2/tϕ(z) : e−zxJ
−
0
= exzD
−
y φj(z, y)|y=0
= exJ
−
1 : e−j
√
2/tϕ(z) : e−xJ
−
1 (4.142)
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and
φj(z, x) = e
xJ−0 ezL−1 : e−j
√
2/tϕ(0) : e−xJ
−
0 e−zL−1 (4.143)
Consider the following conformal blocks
WN = 〈jN |φjN−1(zN−1, xzN−1)...φjn(zn, xzn)...φj2(z2, xz2)
∏
i
∫
dwiSki(wi)|j1〉 (4.144)
Substituting (4.142) we may rewrite this as
WN = 〈jN |exJ−1 φjN−1(zN−1, 0)...φjn(zn, 0)...φj2(z2, 0)
∏
i
∫
dwiSki(wi)|j1〉 (4.145)
since J−1 |j1〉 = 0. At this point however, there is a subtlety as to how adjacent exponentials
e±xJ
−
1 should be removed, and we should examine how these exponentials are defined. Indeed
as discussed earlier the expansions of exponentials and other functions involving the β and
γ fields, depend on which monodromy the problem at hand requires one to select. All these
subtleties are dealt with using the following two lemmas [111]
Lemma 1
If the fractional part in powers of x is α, then we can expand the last expression in (4.141)
exJ
−
0 : e−j
√
2/tϕ(z) : e−xJ
−
0 =
∑
n∈ZZ
(xJ−0 )
α−β+n
(α− β + n)! : e
−j
√
2/tϕ(z) :
∑
m∈ZZ
(−xJ−0 )β+m
(β +m)!
(4.146)
for arbitrary complex number β.
Lemma 2
1 =
∑
n∈ZZ
(xJ−0 )
α+n
(α + n)!
∑
m∈ZZ
(−xJ−0 )−α+m
(−α +m)! = e
xJ−0 e−xJ
−
0 (4.147)
Before proving these lemmas we make the following remarks. Define
φ
[n]
j (z, 0) = [J
−
0 , φ
[n−1]
j (z, 0)]
φ
[0]
j (z, 0) = φj(z, 0) (4.148)
When x is integrally powered, it is clear that we can expand φj(z, x) as
exJ
−
0 : e−j
√
2/tϕ(z) : e−xJ
−
0 =
∑
n≥0
φ
[n]
j (z, 0)x
n
n!
=
∑
n≥0
(D−y )
nφj(z, y)x
n
n!
|y=0
= exD
−
y φj(z, y)|y=0
= φj(z, x) (4.149)
However, when x is fractionally powered, we can no longer Taylor expand φj(z, x), and the
definition for both φ
[n]
j (z, 0) in (4.148) and (D
−
y )
nφj(z, y)|y=0 in (4.149) requires specification.
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It is possible to generalise (4.148) and (4.149) by defining
φ
[N+α+β]
j (z, 0)
(N + α + β)!
=
∑
n+m=N
n,m∈ZZ
(J−0 )
α+n
(α+ n)!
: e−j
√
2/tϕ(z) :
(−J−0 )β+m
(β +m)!
(4.150)
Indeed, this is seen to satisfy the recursion relation in (4.148). Although it looks like that the
rhs of (4.150) depends on both α and β, lemma 1 essentially means that it only depends on the
combination α+β. The fractional derivatives at the origin may also be considered as analytical
continuations of their integral counterparts. Now φj(z, x) = (1 + γ(z)x)
2j : e−j
√
2/tϕ(z) :, so for
non-negative integer n we have
(D−y )
n
n!
φj(z, y)|y=0 =
(
2j
n
)
γn(z) : e−j
√
2/tϕ(z) : (4.151)
We can analytically continue the variable n in the above equation from integers to complex
numbers. Therefore n could be any fractional number and we have
(D−y )
n+α
(n+ α)!
φj(z, y)|y=0 =
(
2j
n + α
)
γn+α(z) : e−j
√
2/tϕ(z) : (4.152)
Proof of Lemma 1 ∑
n∈ZZ
(xJ−0 )
α−β+n
(α− β + n)! : e
−j
√
2/tϕ(z) :
∑
m∈ZZ
(−xJ−0 )β+m
(β +m)!
=
∑
n∈ZZ
(xJ−0 )
α−β+n
(α− β + n)!
∑
m∈ZZ
(−xJ−0 + xD−y )β+m
(β +m)!
φ(z, y)|y=0
=
∑
N∈ZZ
∑
m∈ZZ
(xJ−0 )
α−β+N−m(−xJ−0 + xD−y )β+m
(α− β +N −m)!(β +m)! φ(z, y)|y=0
=
∑
N∈ZZ
(xD−y )
α+N
(α +N)!
φ(z, y)|y=0
=
∑
N∈ZZ
(
2j
N + α
)
(γ(z)x)N+α : e−j
√
2/tϕ(z) :
= φj(z, x) (4.153)
✷
Proof of Lemma 2
exJ
−
0 e−xJ
−
0 =
∑
n∈ZZ
(xJ−0 )
α+n
(α + n)!
∑
m∈ZZ
(−xJ−0 )−α+m
(−α +m)!
=
∑
N∈ZZ
∑
n+m=N
(xJ−0 )
N
(α + n)!(−α +m)! (−1)
−α+m
=
∑
N∈ZZ
(xJ−0 )
NδN,0
= 1 (4.154)
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✷Thus the manipulations leading to (4.145) are justified. In the proofs of the lemmas we have
used versions of (2.112).
We may now go back to (4.145). We see from that expression that the exponential
exJ
−
1 (4.155)
has to be expanded in powers offset from the integers by the amount
−∑ ki = r − st = α (4.156)
with r and s the number of screening charges of the first and second kind respectively, so this
is the combined power of the β factors. Since the γ factors from the primary fields decouple for
xi = 0, this particular expansion of the exponential is required. One may then work out that
[111] (here corrected for minor misprint)
〈jN |exJ−1 = 〈jN |(1− xγ1)k−2jN s(k − 2jN )
s(k − 2jN − α)(−1)
−α (4.157)
Notice that for α integer the ratio of sine-factors along with the phase disappear. The result
(4.157) is obtained by writing (for α = r − st)
exJ
−
1 =
∑
n∈ZZ
(xJ−1 )
n+α
(n+ α)!
(4.158)
and observing that for any power
〈jN |(J−1 )n+α = 〈jN |γn+α1
Γ(2jN − k + n+ α)
Γ(2jN − k) (4.159)
The proportionality to a power of γ1 follows from the free field realization and the properties of
the vacuum. The value of the constant is obtained by consistency between n+α and n+α+1
and by normalising with the result for n + α = 1.
We may now continue the calculation and obtain
WN = 〈jN |(1− xγ1)k−2jN s(k − 2jN)
s(k − 2jN − α)(−1)
−α
· φjN−1(zN−1, 0)...φjn(zn, 0)...φj2(z2, 0)
∏
i
∫
dwiSki(wi)|j1〉
= CN({jm}, x)〈jN |φjN−1(zN−1, 0)...φjn(zn, 0)...φj2(z2, 0)
∏
i
∫
dwiS
ϕ
ki
(wi)|j1〉
= CN({jm}, x)W ϕN (4.160)
where CN({jm}, x) is the normalisation constant, and W ϕN is exactly the free field expression
for the minimal model correlator
W ϕN = 〈∆rN ,sN+1|φrN−1,sN−1+1(zN−1)...φr2,s2(z2)
∏
i
∫
dwiVαi(wi)|∆r1,s1+1〉 (4.161)
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The point is that since (4.157) now contains the only γ dependence of the correlator, the β
dependence is effectively removed from the screening charges since γ1 interacts only with β−1
which is the constant (wi independent) mode. Thus [111]
CN({jm}, x) = Γ(k − 2jN + 1)
Γ(k − 2jN − r + st+ 1)
s(k − 2jN)
s(k − 2jN − r + st)(−1)
−r+stxr−st
=
Γ(2jN − k + r − st)
Γ(2jN − k) (−1)
−r+stxr−st (4.162)
Of course, this may also be obtained without using (4.157) but inserting (4.158) and (4.159)
directly into the correlator. In either way we use that
〈0|
[
γα1 , β
α
−1
]
...|0〉 = (−1)−αΓ(α + 1)〈0|...|0〉
〈0|
[
βα−1, γ
α
1
]
...|0〉 = (−1)−α+1Γ(α + 1)〈0|...|0〉 (4.163)
where ... represents β, γ independent insertions. (4.163) is justified by[
γ1, β
α
−1
]
= −αβα−1−1 , [β−1, γα1 ] = αγα−11
〈0|
[
γn1 , β
m
−1
]
...|0〉 = (−1)−n Γ(m+ 1)
Γ(m− n+ 1)〈0|β
m−n
−1 ...|0〉 = (−1)−nΓ(n+ 1)δnm (4.164)
This concludes the simple proof of the statement that correlators in SL(2) current algebra
reduce to corresponding ones in a particular minimal model in the limit where all x’s are put
equal to the corresponding z’s (4.138).
For x = 1 one may check from the 3-point function (4.61) that (4.162) is indeed the relative
constant to the 3-point function of minimal models (4.76), up to an irrelevant phase (which may
be taken care of by reverting to the phase convention in Chapter 3 for the screening currents,
cf. the comment following (4.3)). This is due to the following rewriting of (4.162)
C3(j1, j2, j3; x = 1) =
Γ(2j2 + 1)
Γ(2j2 − r + st + 1)
Jrs(2j1, 2j2 + t; t)
Jrs(2j1, 2j2; t) (−1)
−r+st (4.165)
and the fact that the pre-factors from the contour deformations are identical in the two 3-point
functions. This is also true for the other choices of contours.
4.5.2 Analysis of Explicit Correlators
Here we want to verify explicitly that the conformal blocks for the WZNW model evaluated
in the preceding sections satisfy the results above. To this end we consider the ’interpolating’
correlator
〈jN |e−xNJ−1 φjN−1(zN−1, xN−1)...φj2(z2, x2)
M∏
i=1
∫
dwiSki(wi)|j1〉 = 〈jN |O|j1〉 (4.166)
with
xℓ = zℓx, ℓ = 1, ..., N − 1
xN = x− 1 (4.167)
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Thus for x = 1 we get the WZNW model with all xi’s put equal to the zi’s. For x = 0 we should
get the minimal model correlator up to normalisation. We wish to show that this interpolating
correlator is independent of x. Using notation of preceding sections, we find
O =WBW ϕNF (4.168)
where
B(w) =
N−1∑
ℓ=1
xℓ/uℓ
w − zℓ − xN/uN
WB =
M∏
i=1
B(wi)
−ki
F = Γ(k − 2jN + 1)uk−2jN−1N e1/uN
N−1∏
ℓ=2
Γ(2jℓ + 1)u
2jℓ−1
ℓ e
1/uℓ
W ϕN =
∏
m<n
(zm − zn)2jmjn/t
M∏
i=1
N−1∏
m=1
(wi − zm)2kijm/t
∏
i<j
(wi − wj)2kikj/t (4.169)
Here we used that
〈jN |e−xNJ−1 = 〈jN |(1 + xNγ1)k−2jN
= lim
z′→∞
〈jN |(1 + xNz′γ(z′))k−2jN (4.170)
so xNz
′ plays the role of the x in the additional term (1 + xNz′γ(z′))k−2jN of the type of the γ
part in a primary field with spin 2j = k − 2jN . This certainly gives the contribution
lim
z′→∞
xNz
′/uN
w − z′ = −xN/uN (4.171)
in B(w). The integrations over the auxiliary variables uℓ are understood in (4.168).
The above expression (4.170) may seem in contradiction to the expansion (4.157), since the
ratio of sine-functions we had there is absent now. So let us explain the reason for this subtlety.
The point is that for x 6= 0 the fractional powers of the β’s in the correlator is balanced by
the fractional powers of the γ’s in the primary fields. Thus the exponential in the present case
has to be expanded in integral powers. This is in contrast to the situation in (4.157) where
the γ dependence of the primary fields were suppressed since they involved the case xi = 0.
One may then ask how it is that this ratio of sine-factors is recovered in the present context.
Indeed, naively putting x = 0 in the expression for the B factors renders the u integrals trivial
and we recover erroneously the factor CN({jm}) without the ratio of sine-factors. However, a
more careful analysis of the cut structure and of the integration contours shows that in fact this
ratio arises again when care is exercised. To see this [111], it is convenient to change variable
from uN to UN = 1/uN . As a function of UN the integrand has branch point singularities at
UN = 0,∞, UN(x, wi) with
UN (x, wi) =
N−1∑
ℓ=1
xzℓ/uℓ
(wi − zℓ)(x− 1) (4.172)
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Now we should remember that all the u integrals are to be taken along small circles surrounding
the origin. The UN contour is therefore some large circle. However, for x close to 1, we see
that UN (x, wi) will lie outside this circle, which we therefore may deform along a contour
running above and below the negative real axis. We should choose the cut structure from the
branch points UN(x, wi) in a way not interfering with the integration contour for UN or the
deformations of it. As x is decreased from 1, the branch points at UN (x, wi) move closer to the
original integration circle for UN and eventually cross it. Therefore, by analytic continuation
this circle has to be deformed so as to keep the singularities always outside for x > 0. A
convenient way of doing that is precisely by deforming it to immediately wrap around the
negative axis. But then the contributions from above and below the axis will have different
phases depending on the power of UN (which is 2jN − k − 1), and it is not difficult to see that
in the limit x = 0 these exactly reproduce the seemingly missing ratio of sine-factors, and we
are left with (4.162). Here one uses that the remaining u integrations become trivial
Γ(2jℓ + 1)
∮
du
2πi
u2jℓ−1ℓ e
1/uℓ = 1 (4.173)
Consider now [111] the function G(w)
G(w) = G−(w)w
G−(w) = 〈J−(w)O〉
=
−∑
i,j
B(w)
DBiDBj
(w − wi)(w − wj) + (t− 2)
∑
i
DBi
(w − wi)2
− 2∑
i,j
kiDBj
(w − wi)(w − wj) − 2
∑
m,j
jmDBj
(w − zm)(w − wj)
WBW ϕNF (4.174)
The function G(w) has simple poles as a function of w. It is a rather simple matter to evalu-
ate the pole residues along the lines described when considering the Knizhnik-Zamolodchikov
equations. For w = zm,∞ the result is∮
zm
dw
2πi
G−(w)w = zm∂xmWBFW
ϕ
N∮
∞
dw
2πi
G−(w)w = ∂xNWBFW
ϕ
N (4.175)
These contributions add up to produce the total derivative of the original correlator with respect
to x ∑
m
zm∂xmO + ∂xNO = ∂xO (4.176)
The pole residue at w = wi is (see (4.117))∮
wi
dw
2πi
G−(w)w = t∂wj
(
wj
W ϕNWBF
B(wj)
)
(4.177)
After integration over the wi’s we see that the expression (4.176) will vanish since this merely is
the condition that the total sum of pole residues vanishes (when the pole at infinity is included
as it is here). Hence, the interpolating correlator is indeed independent of x.
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4.5.3 Comparison with Standard Formulations of Hamiltonian Re-
duction
Having proved the equivalence of the two apparently different kinds of correlators, we now want
to understand this equivalence from the point of view of quantum Hamiltonian reduction. We
briefly review the background. Setting the affine current
J+(z) = 1 (4.178)
in the the equation of motion derived from the SL(2) WZNW theory, one recovers the classical
equation of motion for Liouville theory. In order to implement the constraint (4.178) at the
quantum level, one introduces a Lagrangian multiplier field A(z) and follows the standard
procedure for Hamiltonian reduction [24], where A(z) is treated as a gauge field. The final
theory, after gauge fixing, involves Faddeev-Popov ghost fields, which are supposed to cancel
out unwanted degrees of freedom in the original WZNW theory. The BRST quantisation has
now become a standard approach to constrained Hamiltonian systems. As far as correlation
functions on the sphere are concerned, the BRST quantisation is equivalent to imposing the
constraint (4.178) on the correlators. Suppose one writes the correlation function on the sphere
as an operator insertion
〈0|Oˆ|0〉 (4.179)
then for the constrained system satisfying (4.178), we have
〈0|Oˆ(J+(z)− 1)|0〉 = 0 (4.180)
(4.180) is equivalent to the following conditions
J+n |0〉 = 0 n ≥ 0
〈0|Oˆ(J+−n − δn,1) = 0 n ≥ 1 (4.181)
In order not to confuse the notations used here, J+(z) is always considered to be a conformal
spin 1 field to fit the WZNW theory, so that it has the expansion
J+(z) =
∑
n∈ZZ
J+n z
−n−1 (4.182)
As usual, to fix J+(z) to be a constant value would require J+(z) be a scalar field. In other
words, the energy momentum tensor must be improved from the Sugawara construction by
adding a term ∂zJ
3(z). In that context, one should rename J+n → J+n+1.
(4.181) is called the physical state condition. In BRST quantisation the physical state
space is the same as the BRST cohomology space Ker(Q)/Im(Q), where Q is the BRST
charge defined by
Q =
∮
dw
2πi
(J+(w)− 1)c(w) (4.183)
Here c(w) is a conformal spin 1 fermionic ghost field with respect to the improved energy
momentum tensor. Its conjugate field b(w) is the anti-ghost field of spin 0 satisfying
b(w)c(z) =
1
w − z (4.184)
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(4.181) is equivalent to the BRST condition, in which one requires that the vacuum states
〈0| and |0〉 be physical states, and Oˆ be a physical operator which maps physical states into
physical states (see e.g. [98, 80]). In other words
〈0|Q = [Q, Oˆ] = Q|0〉 = 0 (4.185)
Now consider the most general form for a class of conformal blocks in SL(2) WZNW theory,
which are proportional to those in the Virasoro minimal models. They can be written in the
following form
〈jrN ,sN |F (J−1 )φjrN−1,sN−1 (zN−1, 0)...φjr2,s2 (z2, 0)
∏
i
∫
dwiSki(wi)|jr1,s1〉
= C〈∆rN ,sN+1|φrN−1,sN−1+1(zN−1)...φr2,s2(z2)
∏
i
∫
dwiVαi(wi)|∆r1,s1+1〉 (4.186)
where the normalisation constant C is found as before to be
C = (−1)2jN−
∑N
i=1
ji
Γ(
∑N
i=1 ji − k)
Γ(2jN − k) ∂
−2jN+
∑N
i=1
ji
y F (y)|y=0 (4.187)
where we used that
− 2jN +
∑
i
ji = −
∑
i
ki (4.188)
In general C depends on t and the ji’s. For some values of t and ji’s, C vanishes. Then the
conformal blocks in the Virasoro minimal models can only be obtained by dividing out C. In
other cases C becomes infinity. Then the conformal blocks for the Virasoro minimal models can
be either finite or zero, and in the latter case the relation between the WZNW and the minimal
conformal blocks is singular. Strictly speaking, simply taking the limit xi → zi is not equivalent
to quantum Hamiltonian reduction (4.178). Rather it is in accord with the constraint
J+(w) = J+−1 (4.189)
To go to the minimal model we must further impose the condition
J+−1 = 1 (4.190)
To see this, let us consider the BRST charge for quantum Hamiltonian reduction (4.189)
Q˜ =
∮
dw
2πi
(J+(w)− J+−1)c(w) (4.191)
The physical state space now becomes the BRST cohomology space Ker(Q˜)/Im(Q˜). It is clear
that φj(z, 0) commutes with Q˜, hence maps a physical state into another physical state. Now
consider the ket and the bra states. Notice that the ket state |j1〉 is a highest weight state and
the bra state 〈jrN ,sN | is a lowest weight state
J+n |j1〉 = 〈jrN ,sN |J+−n−1 = 0, n ≥ 0 (4.192)
For the b, c ghost fields, we have the following condition
cn|j1〉 = bn+1|j1〉 = 〈jrN ,sN |c−n−1 = 〈jrN ,sN |b−n = 0, n ≥ 0 (4.193)
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It can be verified that with respect to the BRST charge Q˜ in (4.191), |j1〉 is a physical state,
and the bra state 〈jrN ,sN |F (J−1 ) is a physical state for any arbitrary function F (J−1 ). However,
this extra degree of freedom is removed if we further impose the condition (4.190), which would
fix the function F (J−1 ) uniquely
〈jN |F (J−1 )J+−1 = 〈jN |F (J−1 ) , [e−γ1 , β−1] = e−γ1 (4.194)
and we recover exactly the conformal blocks in the Virasoro minimal models (here α = r− st)
〈jrN ,sN |F (J−1 ) = 〈jrN ,sN |e−γ1
= 〈jrN ,sN |
∑
n∈ZZ
Γ(2jN − k)
Γ(2jN − k + n+ α)Γ(n+ α + 1)(−J
−
1 )
n+α (4.195)
(here corrected for minor misprint, compared to [111]) where γn is conjugate to J
+
−n
[J+−n, γm] = δn,m (4.196)
If we were to use φj(z, z) to represent a primary field in the Hamiltonian reduced system (strictly
speaking, φj(z, z) does not transform as a primary field for the Virasoro algebra in the reduced
system), then we should normalise the correlation function by dividing out the normalisation
constant C. Then, in the limit C goes to zero, the conformal block in the reduced system would
remain finite.
In conclusion, the constraint J+(z) = 1 completely freezes the degrees of freedom of the
J+(z) field. However, we could proceed in two steps in putting the constraint on the correlation
functions. First set J+(z) = J+−1 and then let J
+
−1 = 1. The first step would result in a class
of correlation functions which are proportional to that of the completely constrained system,
like the ones considered in the previous sections. However, the remaining degrees of freedom
of the J+−1 mode is reflected by the arbitrariness of the proportionality. If we normalise the
correlation function by dividing out the normalisation constant, which is equivalent to setting
J+−1 = 1, then we recover the corresponding correlators in the completely reduced system.
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Chapter 5
4-point Greens Functions in SL(2)
Current Algebra
Once the chiral blocks are obtained the next step in the program is to determine the monodromy
invariant Greens functions. These are the ones for which physical applications can be made
and they are necessary before for example an application to 2D quantum gravity can be made.
It is the principal goal in this chapter to obtain these monodromy invariant combinations, and
from the ensuing monodromy coefficients to determine the operator algebra coefficients. This is
then a generalisation of the celebrated work [42] by Dotsenko and Fateev in conformal minimal
models to CFT based on affine SL(2) current algebra, and may be viewed as the completion
of the solution of CFT (on the sphere) based on affine SL(2) current algebra for admissible
representations.
The problem of determining the Greens functions is conveniently solved by means of the
crossing matrix relating the conformal blocks in the s- and t-channels (in fact, just a particular
row and column of that matrix). The conformal blocks for 4-point functions may be char-
acterised in terms of couplings to intermediate states. These in turn are determined by the
fusion rules of the theory, discussed in the preceding chapter. We shall find that both sets
of fusion rules are operating. Thus, the fusion rules provide a neat starting point for giving
convenient bases for the conformal blocks in the s- and t-channels. One must then understand
how the general integral representations can reproduce these bases. Here we shall use either
the ones provided in Chapter 4 (sometimes to be referred to as PRY), or the one for the 4-point
function obtained by Andreev [8], and in both cases specify how integration contours must be
chosen in order to generate specific members of s- or t-channel bases. In [8] the contours are
not specified. In the case of the PRY integral representation, we show how to obtain chiral
blocks in the s-channel corresponding to fusion rule I, and how to obtain blocks in the t-channel
corresponding to fusion rule II, using contours where the integration of the auxiliary variable
u is carried out first. We also show how to obtain blocks in the s-channel corresponding to
fusion rule II, and how to obtain blocks in the t-channel corresponding to fusion rule I, using
contours where the u integration is done last. In the integral representation of Andreev there
is no u variable to worry about and the contours we find are more tractable. That his 4-point
blocks are equivalent to ours is a priori rather clear since both he and we have checked that
the blocks we write down satisfy the Knizhnik-Zamolodchikov equations. Nevertheless, we find
it very instructive to attempt a direct analytic proof of how the equivalence may be obtained.
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Substantial evidence will be provided at the level of highly non-trivial integral manipulations.
Having written down the full s- and t-channel bases for conformal blocks and understood
the corresponding integration contours, we may go on to calculate the relevant parts of the
crossing matrix. Certain ratios of matrix elements determine the monodromy coefficients used
in building the monodromy invariant 4-point Greens function.
In the first considerations it will be assumed that both vertices in the 4-point blocks pertain
to the same fusion rule (I or II). Then the idea of over-screening used for the 3-point function
may be employed to obtain additional 4-point blocks in which there are different fusion rules
(I and II) operating at the two vertices of the block. These new 4-point blocks correspond to
different sets of external spins from the ones previously considered, and so they do not intertwine
with these under crossing. Based on the calculations in the case with non-mixed fusion rules,
it is fairly easy to obtain the new monodromy coefficients. We may finally write down the
operator algebra coefficients and in particular, utilising the idea of over-screening allows us to
normalise unambiguously the operator algebra coefficients for fusion rule II, contrary to the
results in [8]. It turns out that in terms of appropriate parametrisations, the operator algebra
coefficients are identical for the two fusion rules up to a power of the parameter t, which is
determined as a consistency condition.
5.1 4-point Functions
In the 4-point function
〈φj4(z4, x4)φj3(z3, x3)φj2(z2, x2)φj1(z1, x1)〉 (5.1)
we consider as usual the limits
z4 →∞, x4 →∞
z3 → 1, x3 → 1
z2 → z, x2 → x
z1 → 0, x1 → 0 (5.2)
so that the 4-point conformal blocks will be (in general multi-valued) functions of (z, x). We
label s- and t-channel conformal blocks by tree graphs, the meaning of which is that in the
limit z → 0 followed by x → 0 the s-channel block corresponding to Fig. 1 has the behaviour
following from the OPE’s
S(z, x) ∼ z∆−∆1−∆2(−x)j1+j2−j(1 +O(z,−x)) (5.3)
whereas for the t-channel block we have in the limit z → 1 followed by x→ 1
T (z, x) ∼ (1− z)∆−∆2−∆3(x− 1)j2+j3−j(1 +O(1− z, x− 1)) (5.4)
Here the conformal weights are given by the standard expression ∆i = ji(ji + 1)/t.
A very convenient way to think about the fusion rules consists in the following. Consider
the s-channel coupling of j1, j2 to a j. When we parametrise j = jI for fusion rule I as
j1 + j2 − jI = r − st, the integers r, s are related to the number of screenings of the first and
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Figure 5.1: Graphs for s- and t-channel blocks
second kinds around the j1j2jI vertex. The singular behaviour of the s-channel block in the
limit z → 0, x→ 0 is then
z∆−∆1−∆2(−x)j1+j2−jI = z∆−∆1−∆2(−x)r−st (5.5)
with ∆ = jI(jI + 1)/t. For fusion rule II we may then parametrise the internal j as
jII = −jI − 1 (5.6)
Of course the conformal dimensions for jI and jII are the same, but we find the singular
behaviour of the s-channel block to be
z∆−∆1−∆2(−x)j1+j2−jII = z∆−∆1−∆2(−x)2j1+2j2−r+st+1 (5.7)
All these statements follow by analysing the fusion rules (4.56) and (4.57). By analysing the
s-channel 4-point blocks in the limit z → 0, x → 0 we indeed find both of these singular
behaviours (see below) and hence verify that the blocks realize both fusion rules I and II. In
the t-channel the discussion is analogous, with j1 ↔ j3, z → 1 − z and x→ 1 − x, so that we
consider the limits z → 1 followed by x→ 1.
Before specifying the contours needed to produce chiral blocks with these singular be-
haviours, we reconsider the general result for N -point functions in the case of N = 4 in order
to simplify the integral expression. First of all we want to reduce the number of auxiliary
integration variables u from two to one. In due course, let us reconsider the β, γ part of the
4-point function
〈j4|[φj3(z3, x3)]j4j [φj2(z2, x2)]jj1|j1〉βγ (5.8)
with the notation
j1 + j2 − j = ρ2 − σ2t
j + j3 − j4 = ρ3 − σ3t (5.9)
Thus we get
W4 ∼ Γ(2j3 + 1)Γ(2j2 + 1)
∮
0
du2
2πi
du3
2πi
1
u2u3
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·
ρ3∏
i3=1
[
x2/u
w(3, i3)− z2 +
x3
w(3, i3)− z3 ]
σ3∏
l3=1
[
x2/u
v(3, l3)− z2 +
x3
v(3, l3)− z3 ]
−t
·
ρ2∏
i2=1
[
x2/u
w(2, i2)− z2 +
x3
w(2, i2)− z3 ]
σ2∏
l2=1
[
x2/u
v(2, l2)− z2 +
x3
v(2, l2)− z3 ]
−t
· uρ2−σ2t(u−13 D3)−2j3+ρ3−σ3t exp(1/u3)(u−12 D2)−2j2+ρ2−σ2t exp(1/u2) (5.10)
where we have introduced
u = u2/u3 (5.11)
Again the (somewhat misleading) notation is that the D’s are derivatives with respect to the
entire argument of the relevant exponentials.
We want to consider a change of variables from (u2, u3) to (u2, u). The integration measure
is
du2
u2
du3
u3
= −du2
u2
du
u
(5.12)
and
2j2+2j3−ρ3+σ3t−ρ2+σ2t = 2j2+2j3−(j3+j−j4)−(j2+j1−j) = j2+j3+j4−j1 = J1 (5.13)
Here we have introduced the notation
Ji = j1 + j2 + j3 + j4 − 2ji (5.14)
Using the generalised exponential identity (2.120), we obtain the following u2 dependence
dudu2
uu2
u−2j3+ρ2−σ2t+ρ3−σ3tuJ12 D
−J1 exp
(
1 + u
u2
)
(5.15)
Now the integral over u2 will produce the factor
(1 + u)J1
Γ(J1 + 1)
(5.16)
We are left with the following integral
−
∫ du
2πi
ρ3∏
i3=1
[
x2
w(3, i3)− z2 +
x3u
w(3, i3)− z3 ]
σ3∏
l3=1
[
x2
v(3, l3)− z2 +
x3u
v(3, l3)− z3 ]
−t
·
ρ2∏
i2=1
[
x2
w(2, i2)− z2 +
x3u
w(2, i2)− z3 ]
σ2∏
l2=1
[
x2
v(2, l2)− z2 +
x3u
v(2, l2)− z3 ]
−t
· u−2j3−1 (1 + u)
J1
Γ(J1 + 1)
Γ(2j3 + 1)Γ(2j2 + 1) (5.17)
To write the final result for the 4-point function in a more compact form, let us collectively
denote the positions for both kinds of screening charges as
wi, i = 1, ..., ρ2 + ρ3 + σ2 + σ3 ≡M (5.18)
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Then the complete expression for the 4-point function is
〈j4|[φj3(z3, x3)]j4j [φj2(z2, x2)]jj1|j1〉
= −
3∏
m<n
(zm − zn)2jmjn/tΓ(2j3 + 1)Γ(2j2 + 1)
·
∫ du
2πi
M∏
i=1
dwi
2πi
(
x2
wi − z2 +
x3u
wi − z3
)−ki ∏
i<j
(wi − wj)
2kikj
t
·
M∏
i=1
3∏
l=1
(wi − zl)
2kijl
t u−2j3−1
(1 + u)J1
Γ(J1 + 1)
(5.19)
where only one auxiliary u integration is involved and we have included the ϕ part. ki = −1
for screenings of the first kind and ki = t for screenings of the second kind. In the limit (5.2)
we obtain, letting u→ −u and up to normalisation
W4 = z
2j1j2/t(1− z)2j2j3/t
∫
du
2πi
M∏
i=1
dwi
2πi
w
2kij1/t
i (wi − z)2kij2/t(wi − 1)2kij3/t
· ∏
i<j
(wi − wj)2kikj/t
(
− u
wi − 1 +
x
wi − z
)−ki
u−2j3−1(1− u)J1 (5.20)
5.1.1 Integration Contours
In this section we shall specify the integration contours [112] for the various variables in the
integral representation (5.20) of the 4-point function. The first contours we indicate will give
rise to a set of s-channel conformal blocks corresponding to the intermediate state j in Fig. 1
being given by fusion rule I, and to a set of conformal blocks in the t-channel corresponding to
the intermediate j being given by fusion rule II. In these cases the u integration is carried out
first.
We first describe the situation in the s-channel corresponding to fusion rule I. We write for
the conformal block
W
(R,S)
(r,s) (j1, j2, j3, j4; z, x) = z
2j1j2/t(1− z)2j2j3/t
∮
CI
∏
i∈I
dwi
2πi
∮
CO
∏
j∈O
dwj
2πi
∮
Cu
du
2πi
· w2kij1/ti (wi − z)2kij2/t(wi − 1)2kij3/t
∏
i,j∈A
i<j
(wi − wj)2kikj/t
· ∏
i∈A
(
− u
wi − 1 +
x
wi − z
)−ki
u−2j3−1(1− u)2j2+2j3−R+St(5.21)
Here we are considering an integral representation of the 4-point conformal block with a total
of R screening operators of the first kind and a total of S screening operators of the second
kind. The wi’s are the positions of the screening operators. When i ∈ O the corresponding
wi is integrated along the contour of Fig. 5.2(a) (whether it is of the first or second kind)
corresponding to a screening of the vertex j1j2j. Different i, i
′ ∈ O are taken along slightly
different contours in order to avoid the singularity coming from (wi−wi′)2kiki′/t. Similarly, the
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Figure 5.2: The integration contours CO (a) and CI (b) for an s-channel block corresponding to
fusion rule I.
wj’s for j ∈ I are integrated along the contour Fig. 5.2(b) corresponding to a screening of the
vertex jj3j4. A = O∪I is simply the combined index set. We denote the numbers of screenings
of the first kind at the j1j2j and the jj3j4 vertices respectively as r and R − r. Similarly the
corresponding numbers of screenings of the second kinds at the two vertices are denoted s and
S − s. In the product of factors (wi − wj)2kikj/t an arbitrary ordering of the indices is implied.
For fixed wi’s the integrand has singularities in the u plane at u = 0, 1,∆i, where
∆i =
wi − 1
wi − zx (5.22)
The integration contour for u is to divide the singularities ∆i, so that the ones for i ∈ O lie
outside Cu and the ones for i ∈ I lie inside Cu, and Cu should pass through u = 1. For z and x
sufficiently small, we may take Cu to be the unit circle, Fig. 5.3. Remember that in order to
identify the nature of the block and the value of the intermediate j, we are going to investigate
the limit z → 0 followed by x → 0. The different positions of the singularities ∆i in u for
i ∈ O and i ∈ I mean that they give rise to different singularities in the corresponding wi
planes after the u integration has been performed. In fact, for i ∈ O there occurs a pinching of
singularities when ∆i collides with either 0 of 1 (the additional singularities in u). This happens
for wi equal to 1, and for wi equal to
δ =
x− z
x− 1 (5.23)
respectively. In particular no extra singularity is generated at wi = z. This is why we may
take the contour in wi to start from z as indicated, since the singularity for wi is what we term
’pure’, meaning that it is of the form
(wi − z)a(1 +O(w − z)) (5.24)
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Figure 5.3: The integration contour Cu for an s-channel block corresponding to fusion rule I.
One can check that this is enough to ensure that the corresponding block will satisfy the KZ
equations, going over the proof presented in chapter 4 [110]. In contrast, the singularity at
wi = 0 is ’non-pure’: it is a mixture of different powers of wi. Hence we cannot allow the
contour to end in wi = 0, it has to surround that point as indicated.
Turning to the singularities in wi for i ∈ I, we see that pinching occurs only when ∆i = 1,
so that there is no extra singularity produced at wi = 1: it remains pure, and we may take
the integration contour to start in wi = 1 as indicated. If more convenient, one may take the
contour to wrap around the real axis form 1 to ∞, which is a form closer to the one used by
Dotsenko and Fateev [42].
Having established that the choice of contours indicated is allowed in the sense that the
conformal block will satisfy the KZ equations, it is a relatively simple matter to find the
leading singularity in the limit z → 0 followed by x→ 0. In fact, we may scale all the wi’s with
i ∈ O as
wi → zwi (5.25)
In the limit z → 0 this is easily seen to result in a leading z behaviour of the form
W
(R,S)
(r,s) (z, x) ∼ z−∆(j1)−∆(j2)+∆(jI) (5.26)
where ∆j = ∆(j) = j(j + 1)/t and where
jI = j1 + j2 − r + st (5.27)
This is not enough to prove that indeed the intermediate state corresponds to a primary field
with that value of j, since
∆(j) = ∆(−j − 1) (5.28)
In fact, according to our earlier discussion, the difference between fusion rules I and II is
exactly that for fusion rule I we should obtain j = jI whereas for fusion rule II we should
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Figure 5.4: The integration contour Cu for a t-channel block corresponding to fusion rule II.
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Figure 5.5: The integration contours for the wi’s: CO (a) and CI (b) for a t-channel block
corresponding to fusion rule II.
obtain j = jII = −jI − 1. In other words the z behaviour is precisely unable to distinguish
between the two fusion rules. To distinguish we must investigate the leading x behaviour in
the limit x→ 0 after we have taken z → 0. However, it is an easy matter to do so and we find
W
(R,S)
(r,s) ∼ z−∆(j1)−∆(j2)+∆(jI)(−x)r−st (5.29)
This is the proof that the conformal block we have constructed corresponds to fusion rule I,
since r − st = j1 + j2 − jI .
We next describe how contours have to be chosen in order to produce a t-channel block
corresponding to fusion rule II. This situation can occur only provided there is at least one
screening operator of the second kind. We use the same defining equation as in (5.21), but the
sets of indices as well as r and s have different meanings. Again we have a total of R and S
screenings of the first and second kinds. There are r and s screenings associated with the upper
vertex, and the corresponding index set for the wi’s is O. There are R− r and S − s screening
operators of the two kinds associated with the lower vertex and the corresponding index set for
the wi’s is I. The integration contour Cu is indicated in Fig. 5.4. One checks that in the limit
z → 1 followed by x→ 1 the two sets of singularities, ∆i for i ∈ O and i ∈ I respectively, are
well separated, so that the contour may be taken to separate them as indicated. The contours
CO and CI for the two sets of wi variables, are shown in Fig. 5.5 (a) and (b). In all cases one
checks as for the s-channel block that the nature of singularities is such that the contours may
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be chosen as indicated, and that the block thus defined will satisfy the KZ equations. Then
we investigate the combined behaviour z → 1 followed by x → 1. To this end we perform the
following scalings of the integration variables
wi → wi − 1
z − 1 , i ∈ O
wi → wi
wi − 1 , i ∈ I
u → u−∆j0
1−∆j0
(5.30)
where j0 is an arbitrary index in the set I, however with the restriction that wj0 is the position
of a screening operator of the second kind. It is rather straightforward to check that this gives
rise to the combined singular behaviour
W
(R,S)
(r,s) (z, x) ∼ (1− z)−∆(j2)−∆(j3)+∆(jII)(x− 1)2j2+2j3−r+st+1 (5.31)
where
jII = −jI − 1
jI = j2 + j3 − r + st (5.32)
so that (5.31) exactly demonstrates that we have fusion rule II, since j2+ j3− jII = 2j2+2j3−
r + st+ 1.
It follows that the conformal blocks defined on the basis of the free field realization elabo-
rated in [110, 112], indeed do give rise to both the fusion rules.
In [112] also realizations of conformal blocks corresponding to fusion rule II in the s-channel
and of ones corresponding to fusion rule I in the t-channel, have been found. However, these are
not given by quite as simple contours as above. It is the appearance of non-pure singularities
which prevents one from finding such simple contours. The new idea is to carry out first
the integrations of the screening operators letting the contours depend on u. Then there are
only pure singularities in the wi planes and there will be no problems caused by non-pure
singularities. It turns out that it is possible to find contours like that leaving, upon integration,
a simple u integral. Let us first consider the conformal blocks in the s-channel corresponding
to fusion rule II, where the contours are depicted in Fig. 5.6
W
(R,S)
(r,s) (j1, j2, j3, j4; z, x)
= z2j1j2/t(1− z)2j2j3/t
∮
Cu
du
2πi
∮
Cw
dw
2πi
∫ ∞
1
∏
i∈I
dwi
∫ z
0
∏
i∈O
dwi
· w2kij1/ti (wi − z)2kij2/t(wi − 1)2kij3/t
∏
i,j∈A
i<j
(wi − wj)2kikj/t
· ∏
i∈A
(
− u
wi − 1 +
x
wi − z
)−ki
(1− u)2j2+2j3−R+Stu−2j3−1 (5.33)
where
A = I ∪ O ∪ {R + S}
w = wR+S
kR+S = t (5.34)
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Figure 5.6: Integration contours for an s-channel block corresponding to fusion rule II. The
corresponding u integration is simply along the unit circle.
To see that the above formula produces the right singular behaviour in the limit z → 0 followed
by x→ 0, we may scale all the wj ’s with j ∈ O as
wj → zwj , for all j ∈ O (5.35)
and scale all the wi’s with i ∈ I as
wi → 1/wi, for all i ∈ I (5.36)
and also
w → uz − x
u− x w (5.37)
One can then show that
W
(R,S)
(r,s) (z, x) ∼ z−∆(j1)−∆(j2)+∆(jII )(−x)j1+j2−jII (5.38)
where
jII = −j1 − j2 + r − st− 1 (5.39)
This is precisely the expected singular behaviour.
Finally we consider the conformal blocks in the t-channel corresponding to fusion rule I, see
Fig. 5.7
W
(R,S)
(r,s) (j1, j2, j3, j4; z, x)
= z2j1j2/t(1− z)2j2j3/t
∮
Cu
du
2πi
∮
Cw
dw
2πi
∫ −∞
0
∏
i∈I
dwi
2πi
∫ 1
z
∏
i∈O
dwi
2πi
· w2kij1/ti (wi − z)2kij2/t(1− wi)2kij3/t
∏
i,j∈A
i<j
(wi − wj)2kikj/t
· ∏
i∈A
(
− u
wi − 1 +
x
wi − z
)−ki
(1− u)2j2+2j3−R+Stu−2j3−1 (5.40)
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Figure 5.7: Integration contours for the screening charges in the case of a t-channel block
corresponding to fusion rule I. The u integration is along a closed contour starting in 1 and
surrounding x.
where
A = I ∪ O ∪ {r + s}
w = wr+s
kr+s = t (5.41)
To see that the above formula produces the right singular behaviour in the limit z → 1 followed
by x→ 1, we may scale all the wj ’s with j ∈ O as
wj → 1− (1− z)wj , for all j ∈ O (5.42)
and scale all wi’s with i ∈ I as
wi → wi/(wi − 1), for all i ∈ I (5.43)
and also
w → 1− (1− z)
u− x uw (5.44)
We also scale u as
u→ x+ (1− x)u (5.45)
It should be noticed that the final u contour starts at 1 and goes along the unit circle such that
it surrounds 0 and the other points which are away from 0 by a distance of order (1−z)/(1−x).
This means that we can not deform the u contour to the form
∫ 1
0 du, or in terms of the original
u variable, that cannot be deformed into
∫ 1
x du. Using these scalings, we show that in the
presence of at least one screening charge of the second kind in the scaling region (the region
close to 1 and z) the singular behaviour is
W
(R,S)
(r,s) (z, x) ∼ (1− z)−∆(j2)−∆(j3)+∆(jI)(x− 1)j2+j3−jI (5.46)
where
jI = j2 + j3 − r + st (5.47)
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What happens if there is no screening charge of the second kind in the scaling region? Then
the above method does not apply, but in that case j2 + j3 − jI is an integer, and
W
(R,S)
(r,0) (z, x) ∼ (1− z)−∆(j2)−∆(j3)+∆(jI)(x− 1)j2+j3−jI (5.48)
is a polynomial in x. There will be no extra singularities present in w’s, such as at δ = x−z
x−1 , if
we integrate over u first. Thus we could choose the following contours (w = wr+s = wr ∈ O)∫ 1
z
dwj , j ∈ O∫ 0
−∞
dwi , i ∈ I∫ 1
0 du (5.49)
These contours are effectively closed in the sense that a total derivative integrated along them
vanishes, such as is required for the KZ equations to be satisfied. Notice, however, that these
contours are not closed (in the same sense) when there is a screening charge of the second kind
in the scaling region. However, it is difficult to determine explicitly the (1 − x) behaviour for
these contours, but since we know that our formula is both projective and SL(2) invariant, we
could express the above formula in terms of x3 = 0 and x1 = 1, where the (1− x) behaviour is
manifest.
It may seem surprising that one could not make use of the j1 ↔ j3 symmetry to obtain
t-channel contours from s-channel ones and vice versa. The reason is that the simple form of
the 4-point function we have given with only one auxiliary u integration, breaks this symmetry,
since not all 4 primary fields are treated on the same footing. For a more symmetric treatment,
more u integrations have to be introduced, which is also inconvenient, however.
5.2 Andreev’s Representation
In this section we base our discussion on the integral realization of Andreev [8]. In a subsequent
section we discuss the equivalence between that realization and the one described in the pre-
ceding section [110, 112] and in the sequel denoted PRY. Here we show how to choose simple
integration contours [112] so that we produce both s-and t-channel blocks corresponding to both
fusion rules I and II. It will turn out that the t-channel blocks are obtained in a very simple way
from the s-channel blocks so we mostly concentrate on the latter. It is the specification of the
integration contours which is the contribution here and in [113] over [8]. The advantage of the
realization of [8] is that contrary to the case discussed so far, there is no auxiliary integration
in addition to the integration over positions of screening charges. The disadvantage is that the
Andreev representation (so far) has no underlying free field realization and is therefore only
known for 4-point blocks. For later purposes it is convenient to have different names for s-
and t-channel blocks. We denote them by letters S or S and T or T . The differences will be
explained.
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5.2.1 Case of Fusion Rule I
We define the complex block in the s-channel for fusion rule I with r screenings of the first kind
and s screenings of the second kind at the right vertex as follows
S(R,S)(r,s,0)(z, x) = z2j1j2/t(1− z)2j2j3/t
∫ z
0
∏
i∈I1,k∈J1
duidvk
∫ ∞
1
∏
j∈I2,l∈J2
dujdvl
· ua′i (1− ui)b
′
(z − ui)c′
∏
i<i′,∈I1
(ui − ui′)2ρ′ua′j (uj − 1)b
′
(uj − z)c′
· ∏
j<j′,∈I2
(uj − uj′)2ρ′
∏
i∈I1,j∈I2
(uj − ui)2ρ′
· vak(1− vk)b(z − vk)c
∏
k<k′,∈J1
(vk − vk′)2ρval (vl − 1)b(vl − z)c
· ∏
l<l′,∈J2
(vl − vl′)2ρ
∏
k∈J1,l∈J2
(vl − vk)2ρ
· ∏
i,k
(ui − vk)−2
∏
i,l
(ui − vl)−2
∏
j,k
(uj − vk)−2
∏
j,l
(uj − vl)−2
· ∏
i,j,k,l
(ui − x)(uj − x)(vk − x)−ρ(vl − x)−ρ (5.50)
Here we have introduced the following index sets
I1 = {1, ..., r}
I2 = {r + 1, ..., R}
J1 = {1, ..., s}
J2 = {s+ 1, ..., S} (5.51)
where R and S are the total numbers of screenings of the first and second kinds respectively.
Variables u and v belong to screenings of the first and second kind respectively, although this
language is rather symbolic, since as yet there exists no known free field realization which
directly gives this form. Also the integrals are taken along complex Dotsenko-Fateev contours
shown in Fig. 5.8. Notice that expressions of the form (ui− ui′)2ρ′ have a phase defined by the
fact that the first of the two integration variables have a lower imaginary part than the last
variable. Finally
a = −2j3 + t +R− St− 1
b = −2j1 + t +R− St− 1
c = 2j1 + 2j2 + 2j3 − R + St+ 1
ρ = t, ρ′ = 1/t
a′ = −a/t, b′ = −b/t, c′ = −c/t (5.52)
The integrand of this expression is provided in a slightly different form in [8]. In fact, there
the j’s are replaced by their parametrisations (4.18) giving rise to 4 independent forms [8] for
the integrand depending on whether the j+i or the j
−
i form is used. The above form holds in
general. By analysing the small z and small x behaviour of this form it is easy to establish
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Figure 5.8: Integration contours for u and v variables for an s-channel block for fusion rule I.
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Figure 5.9: Integration contours for u and v variables for an s-channel block for fusion rule II.
that this conformal block corresponds to the s-channel diagram Fig. 5.1 with the intermediate
j given by fusion rule I. Indeed by scaling ui → zui, vk → zvk, i ∈ I1, k ∈ J1 we find
S(R,S)(r,s,0)(z, x) ∼ z−∆(j1)−∆(j2)+∆(jI )(−x)j1+j2−jI (5.53)
with
jI = j1 + j2 − r + st (5.54)
The contours in Fig. 5.8 are essentially equal to the contours in [42] for minimal models.
5.2.2 Case of Fusion Rule II
Fig. 5.9 shows the integration contours. The s-channel block for fusion rule II is given by
S(R,S)(r,s,1)(z, x) = z2j1j2/t(1− z)2j2j3/t
∫ z
0
duidvk
∫ ∞
1
dujdvl
∮
Cv
dv
2πi
· ua′i (1− ui)b
′
(z − ui)c′
∏
i<i′
(ui − ui′)2ρ′ua′j (uj − 1)b
′
(uj − z)c′
· ∏
j<j′
(uj − uj′)2ρ′
∏
i,j
(uj − ui)2ρ′
· vak(1− vk)b(z − vk)c
∏
k<k′
(vk − vk′)2ρval (vl − 1)b(vl − z)c
∏
l<l′
(vl − vl′)2ρ
116
· ∏
k,l
(vl − vk)2ρ
∏
i,k
(ui − vk)−2
∏
i,l
(ui − vl)−2
∏
j,k
(uj − vk)−2
∏
j,l
(uj − vl)−2
· (ui − x)(uj − x)(vk − x)−ρ(vl − x)−ρ
· va(1− v)b(v − z)c(v − vk)2ρ(vl − v)2ρ(v − ui)−2(v − uj)−2(v − x)−ρ
(5.55)
Here the variables, ui, uj, vk, vl are taken along approximately real (for z real) contours as for
fusion rule I. The indices indicate: i = 1, ..., r; j = r + 1, ..., R; k = 1, ..., s; l = s + 1, ..., S − 1,
whereas v runs along the contour Cv which starts at x and surrounds both 0 and z, cf. Fig. 5.9.
In addition to the s-channel blocks we have defined above, we define additional ones in analogy
to the case for minimal models [42]. Namely, instead of using complex contours close to the
real axis (for real z), we may use real time ordered integrations, with an ordering so that all
terms in the integral expression for S(R,S)(r,s,0) become real. This block is denoted S(R,S)(r,s,0). Similar
to the case of 3-point functions one finds
S(R,S)(r,s,0)(z, x) = λr(ρ′)λR−r(ρ′)λs(ρ)λS−s(ρ)S(R,S)(r,s,0)(z, x)
S
(R,S)
(r,s,0)(z, x) = s
(R,S)
(r,s,0)(z, x)N
(R,S)
(r,s,0) (5.56)
where s
(R,S)
(r,s,0)(z, x) is normalised in such a way that the behaviour as z → 0, x→ 0 is
s
(R,S)
(r,s,0)(z, x) = z
−∆(j1)−∆(j2)+∆(jI)(−x)j1+j2−jI (1 +O(z, x)) (5.57)
The λ-functions were defined in (4.65). Similarly for fusion rule II we write
S(R,S)(r,s,1)(z, x) = λr(ρ′)λs(ρ)λR−r(ρ′)λS−s−1(ρ)S(R,S)(r,s,1)(z, x)
S
(R,S)
(r,s,1)(z, x) = s
(R,S)
(r,s,1)(z, x)N
(R,S)
(r,s,1)
s
(R,S)
(r,s,1)(z, x) = z
−∆(j1)−∆(j2)+∆(jII)(−x)j1+j2−jII (1 +O(z, x)) (5.58)
where
jII = −jI − 1 (5.59)
The leading behaviour (for z → 0 followed by x→ 0) in this case of fusion rule II is determined
by the scalings
ui → zui
vk → zvk
v → (−x)v (5.60)
In the limit z, x→ 0 the v integral becomes trivial and is carried using (2.131). The normalisa-
tion constants N
(R,S)
(r,s,0) and N
(R,S)
(r,s,1) are found in terms of the Dotsenko-Fateev integral (4.58) We
shall need these normalisations in the calculation of crossing matrices. After some calculations
we obtain
N
(R,S)
(r,s,0) = (−)R−r+S−sJr,s(a, c; ρ)JR−r,S−s(a+ c− 2(r − ρs)− ρ, b; ρ)
·
R−r−1∏
i=0
s(a′ + c′ − 2(s− ρ′r) + 1 + iρ′)
s(a′ + b′ + c′ − 2(s− ρ′r) + 1 + ρ′(R − r − 1 + i))
·
S−s−1∏
i=0
s(a + c− 2(r − ρs)− ρ+ iρ)
s(a + b+ c− 2(r − ρs)− ρ+ ρ(S − s− 1 + i)) (5.61)
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and
N
(R,S)
(r,s,1) = N
(R,S)
(r,s+1,0)
Γ(ρ)Γ(1− ρ)Γ(2− 2r + a+ c+ 2sρ)
Γ(−a− c− 2ρs+ 2r)Γ(1− r + a+ sρ)Γ(1− r + c+ sρ)
· 1
Γ((s+ 1)ρ− r)Γ(2− r + a + c+ (s− 1)ρ) (5.62)
For the integral realization [8] considered here it is trivial to obtain the t-channel forms once
the s-channel forms above are given. In fact we have in an obvious notation (ǫ = 0, 1 for fusion
rules I and II)
T (R,S)(r,s,ǫ) (z, x; j1, j2, j3, j4) = S(R,S)(r,s,ǫ)(1− z, 1 − x; j3, j2, j1, j4) (5.63)
We notice the following. When in the integral realization, we also transform all integration
variables as u→ 1− u, v → 1− v, the integrand for the t-channel block is identical to the one
for the s-channel block, up to phases. In particular, whenever we have (u− x) or (v − x)−ρ in
the s-channel, we would have (x−u) and (x− v)−ρ in the t-channel. Also, after transformation
of the variables, the integration contours in the t-channel are between z and 1 and between 0
and −∞, and the complex contour for v in the case of fusion rule II surrounds z and 1. The
above factors, (u− x) etc. are real provided x < 0 in the s-channel, or x > 1 in the t-channel.
These two possibilities map to each other under x→ 1− x.
5.3 Proof of Equivalence
As previously indicated there is no absolute need for proving the equivalence between the 4-
point function by PRY and the one by Andreev since both satisfy the Knizhnik-Zamolodchikov
equations. Nevertheless, it is of some interest to understand better how two such seemingly very
different expressions can agree, and it is rather nice to be aware of the clarification provided by
the relation to the minimal model case treated in Chapter 2. Here [112] we go over several of
the steps needed for a direct analytic proof. In fact, we investigate the singularity structure of
the two expressions in the double limits, z, x → 0, z, x → 1, z, x → ∞ and in the single limit,
z → x. We restrict ourselves to just one of the s-channel conformal blocks.
Proposition
∫ 1
0
du
N∏
k=1
dvkv
a′
k (1− vk)b
′
(1− zvk)c′
(
1− 1− vk
1− zvk
z
x
u
) ∏
k<k′
(vk − vk′)2ρ′
·
M∏
i=1
dwiw
a
i (1− wi)b(1− zwi)c
(
1− 1− wi
1− zwi
z
x
u
)−ρ ∏
i<i′
(wi − wi′)2ρ
·
N,M∏
k,i
(vk − wi)−2u−c−1(1− u)b+c−N+(M−1)ρ
= KxNM
∫ 1
0
N∏
k=1
dvkv
a′−δ′
k (1− vk)b
′+δ′(1− zvk)c′−δ′
(
1− z
x
vk
) ∏
k<k′
(vk − vk′)2ρ′
·
M∏
i=1
dwiw
a−δ
i (1− wi)b+δ(1− zwi)c−δ
(
1− z
x
wi
)−ρ ∏
i<i′
(wi − wi′)2ρ
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·
N,M∏
k,i
(vk − wi)−2 (5.64)
where
KxNM =
Γ(−c)Γ(b+ c+ 1−N + (M − 1)ρ)
Γ(b+ 1−N + (M − 1)ρ) KNM (5.65)
and KNM is given by (2.165). Here, up to irrelevant common pre-factors, the left hand side is
the PRY form of the conformal block (5.21) for r = R = N and s = S = M in the s-channel. We
denote this by SPRY . Similarly up to the same pre-factors and the new normalisation constant,
KxNM , the right hand side is essentially (5.50). We denote it by S
A. Notice in particular that
now we put
a = 2j1, b = 2j2 + ρ, c = 2j3, ρ = t (5.66)
δ, δ′ are given by the same expressions as for the minimal models
δ = a+ c+ 1−N + (M − 1)ρ
δ′ = a′ + c′ + 1−M + (N − 1)ρ′ (5.67)
Then a− δ is what was called a in previous sections, b+ δ was previously called c and c− δ was
previously called b. In subsequent sections we shall revert to this notation, but in this section
we stick to the present notation in order to emphasise the similarity with minimal models. Also
notice, that because all integrations are between 0 and 1 (after scaling by z), it is possible to
deform the u integration in Fig. 5.3 to being along the real axis from 0 to 1.
Proof
We demonstrate that both the left hand side and the right hand side of the claimed identity
have the same singularities in the limits z, x→ 0, z, x→ 1, z, x→∞ and z → x. The z limits
are the dominant ones, the ones taken first. The proof turns out to be rather more laborious
than for the minimal models. This is due to the x dependence and the u integration in the
case of SPRY . However, the general strategy is entirely analogous, so we will not go over all
the steps on the way.
z, x→ 0
The limit z, x → 0 is simple to deal with and it gives rise to the normalisation constant KxNM
differing from the one in the minimal models KNM because of the u integration.
z, x→ 1
We first deal with SA. Exactly as in the case of minimal models, we split the ordered integration
ranges for the v’s in n vk’s and m wi’s in (0, 1− ǫ) and N −n vl’s and M −m wj ’s in (1− ǫ, 1).
Omitting integration signs and products for brevity we find
SAnm ∼ (1− z)(N−n)(b
′+c′+1)+(N−n)(N−n−1)ρ′+(M−m)(b+c+1)+(M−m)(M−m−1)ρ−2(N−n)(M−m)
· (x− 1)N−n−(M−m)ρKxNM
· va′−δ′k (1− vk)b
′+c′+(N−n)2ρ′−2(M−m)(x− vk)(vk − vk′)2ρ′
· wa−δi (1− wi)b+c+(M−m)2ρ−2(N−n)(x− wi)−ρ(wi − wi′)2ρ(vk − wi)−2
· v−b′−c′−2−(N−n−1)2ρ′+2(M−m)l (1− vl)b
′+δ′(vl − vl′)2ρ′
· w−b−c−2−(M−m−1)2ρ+2(N−n)j (1− wj)b+δ(wj − wj′)2ρ(vl − wj)−2 (5.68)
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where we have performed the same scalings as for minimal models. The above has to be summed
over n and m, but for a fixed value we pick up the pure (1−z) and (x−1) singularity indicated.
The l, j part of the integration gives immediately rise to a standard Dotsenko-Fateev integral.
For the k, i part we perform the further split and scalings∫ 1
0
=
∫ 1−ǫ
0
+
∫ 1
1−ǫ
(5.69)
v → 1− (1− 1/x)1− v
v∫ 1
1−ǫ
dv →
∫ 1
0
(1− 1/x)dv
v2∫ 1
0
n∏
k=1
dvk
m∏
i=1
dwi =
∑
n0,m0
∫ 1−ǫ
0
n∏
k0=n−n0+1
dvk0
m∏
i0=m−m0+1
dwi0
·
∫ 1
1−ǫ
n−n0∏
k=1
dvk
m−m0∏
i=1
dwi (5.70)
In the limit x → 1 we extract the (1 − x) power and find the coefficient again to be given by
the product of two DF integrals. Analysing the gamma-functions of these we see that we can
only get a non-vanishing result if (n0, m0) = (n,m) or if (n0, m0) = (n,m−1). We denote these
cases by SAInm and S
AII
nm . They will turn out to be related to fusion rules I and II. Combining
everything we find the following singularities in the limit z, x→ 1
SAInm = (1− z)(N−n)(b
′+c′+1)+(N−n)(N−n−1)ρ′+(M−m)(b+c+1)+(M−m)(M−m−1)ρ−2(N−n)(M−m)
· (x− 1)N−n−(M−m)ρN(SAInm)
SAIInm = (1− z)(N−n)(b
′+c′+1)+(N−n)(N−n−1)ρ′+(M−m)(b+c+1)+(M−m)(M−m−1)ρ−2(N−n)(M−m)
· (x− 1)b+c+1−N+n+(M−m−1)ρN(SAIInm ) (5.71)
One checks that the singularities exactly correspond to fusion rules I and II. The normalisations
N(SAInm) and N(S
AII
nm ) are found explicitly in terms of products of DF integrals to be lengthy
expressions involving many products of ratios of gamma-functions.
We now turn to a similar analysis of SPRY in the same limit z → 1 followed by x→ 1. We
replace u → 1 − u and perform the same split and the same scalings of the v and w variables
as in the case of minimal models. Omitting again integration signs and products we find
SPRYnm ∼ (1− z)(N−n)(b
′+c′+1)+(N−n)(N−n−1)ρ′+(M−m)(b+c+1)+(M−m)(M−m−1)ρ−2(N−n)(M−m)
· va′k (1− vk)b
′+c′+(N−n)2ρ′−2(M−m)(vk − vk′)2ρ′
· wai (1− wi)b+c+(M−m)2ρ−2(N−n)(wi − wi′)2ρ(vk − wi)−2
· v−b′−c′−2−(N−n−1)2ρ′+2(M−m)l (1− vl)b
′
(x− (1− vl)(1− u))(vl − vl′)2ρ′
· w−b−c−2−(M−m−1)2ρ+2(N−n)j (1− wj)b(x− (1− wj)(1− u))−ρ(wj − wj′)2ρ
· (vl − wj)−2ub+c−N+(M−1)ρ(1− u)−c−1(x− 1 + u)n−mρ (5.72)
Here the k, i integrations are independent of x and u and are readily evaluated in terms of DF
integrals, so we concentrate on the l, j part. We perform the split and the scalings∫ 1
0
N−n∏
l=1
dvl
M−m∏
j=1
dwj =
∑
n0,m0
∫ ǫ
0
N−n∏
l0=N−n−n0+1
dvl0
M−m∏
j0=M−m−m0+1
dwj0
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·
∫ 1
ǫ
N−n−n0∏
l=1
dvl
M−m−m0∏
j=1
dwj
w → (x− 1)1− w
w∫ ǫ
0
dw →
∫ x−1
ǫ+x−1
1
(1− x)dw
w2
∼ (x− 1)
∫ 1
0
dw
w2
(5.73)
and similarly for
∫ 1
0 du. To be able to distinguish we write∫ 1
ǫ
du →
∫ 1
0
du∫ ǫ
0
du → (x− 1)
∫ 1
0
dy
y2
u → (x− 1)1− y
y
(5.74)
and denote them the u and y cases respectively. In the u case the arising DF integrals turn out
to vanish unless n0 = m0 = 0, and we find in the u case
SPRY,unm ∼ (1− z)(N−n)(b
′+c′+1)+(N−n)(N−n−1)ρ′+(M−m)(b+c+1)+(M−m)(M−m−1)ρ
· (1− z)−2(N−n)(M−m)
·
n∏
k=1
m∏
i=1
va
′
k (1− vk)b
′+c′+(N−n)2ρ′−2(M−m)(vk − vk′)2ρ′
· wai (1− wi)b+c+(M−m)2ρ−2(N−n)(wi − wi′)2ρ(vk − wi)−2
·
N−n∏
l=1
M−m∏
j=1
v
−b′−c′−2−(N−n−1)2ρ′+2(M−m)
l (1− vl)b
′
(vl − vl′)2ρ′
· w−b−c−2−(M−m−1)2ρ+2(N−n)j (1− wj)b(wj − wj′)2ρ(vl − wj)−2
· (1− (1− vl)(1− u))(1− (1− wj)(1− u))−ρ
· ub+c−N+n+(M−m−1)ρ(1− u)−c−1 (5.75)
Now we want to establish
SPRY,uNM = S
AI
NM (5.76)
and
SPRY,unm = 0 , (n,m) 6= (N,M) (5.77)
A straightforward analysis shows that the first one is satisfied. The second identity follows
from the first generalised DF integral in (5.95).
In the y case we introduce a similar further splitting resulting in objects SPRYnm;n0m0 . It turns
out to be possible to demonstrate that
SPRYnm;00 = S
AII
nm
SPRYnm;01 = S
AI
nm , m < M (5.78)
The analysis contains no new ideas over the situation encountered for minimal models, but
again the calculations involved are quite lengthy. In principle we should check that higher
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values of n0, m0 give zero. We anticipate no interesting problems here [112]. The seemingly
missing PRY counterpart of SAInM for n < N might be ’recovered’ in the framework of the
comments following (5.48).
z, z/x, x→∞
Again we first analyse the SA case. We introduce the same splitting of integrations and the
same variable transformations as for minimal models, and find
SAnm ∼ KxNM(−z)n(−a
′+δ′−1)+(N−n)(c′−δ′+1)−n(n−1)ρ′
· (−z)m(−a+δ−1)+(M−m)(c−δ−ρ)−m(m−1)ρ+2nm
· x−(N−n)+(M−m)ρ
· v−a′−c′+2δ′−2+2m−(n−1)2ρ′k (1− vk)a
′−δ′(vk − vk′)2ρ′
· w−a−c+2δ−2+2n−(m−1)2ρi (1− wi)a−δ(wi − wi′)2ρ(vk − wi)−2
·
(
1 +
1− vk
xvk
)(
1 +
1− wi
xwi
)−ρ
· va′+c′−2δ′+1−2m+n2ρ′l (1− vl)b
′+δ′(vl − vl′)2ρ′
· wa+c−2δ−2n+(2m−1)ρj (1− wj)b+δ(wj − wj′)2ρ(vl − wj)−2 (5.79)
again omitting integration signs and products, which are just as for the case of minimal models.
The l, j integration is seen to result in DF integrals. In the k, i integrals we perform a split of
integrals form 0 to ǫ and from ǫ to 1. In the
∫ ǫ
0 we transform variables like
v → 1− v
xv
1 +
1− v
xv
→ 1
1− v −
1
x
∼ 1
1− v∫ ǫ
0
dv → x−1
∫ 1
0
dv
v2∫ 1
0
n∏
k=1
dvk
m∏
i=1
dwi =
∑
n0,m0
∫ ǫ
0
n∏
k0=n−n0+1
dvk0
m∏
i0=m−m0+1
dwi0
·
∫ 1
ǫ
n−n0∏
k=1
dvk
m−m0∏
i=1
dwi (5.80)
An analysis of the coefficients of the singularities reveals that this is non-vanishing only if
(n0, m0) = (0, 0) or if (n0, m0) = (0, 1). These two cases we term again (we use the same
notation as before, even though now we consider a different limit), SAInm and S
AII
nm for what
turns out to be fusion rules I and II. We find
SAInm = (−z)−(N−n)a
′+nc′−(N−n)(N−n−1)ρ′−(M−m)a+mc−(M−m)(M−m)ρ+(M−m)(2N−2n−1)
· x−(N−n)+(M−m)ρN(SAInm)
SAIInm = (−z)−(N−n)a
′+nc′−(N−n)(N−n−1)ρ′−(M−m)a+mc−(M−m)(M−m)ρ
· (−z)(M−m)(2N−2n−1)
· x−a−c−1+N−n+(−M+m)ρN(SAIInm ) (5.81)
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where the normalisations (different of course to the ones in the previous limit z, x → 1),
N(SAInm) and N(S
AII
nm ) are given (in terms of DF integrals) by lengthy products of ratios of
gamma-functions. The singularities shown indicate that indeed we are dealing with fusion
rules I and II.
We then treat the SPRY case. Again we first perform the same splittings and variable
transformations as for SA with the same meaning of vk, vl, wi, wj. The i, k part is again simple,
whereas the l, j part is treated with a split of the ordered integrations as
∫ 1
0
N−n∏
l=1
dvl
M−m∏
j=1
dwj =
∑
n0,m0
∫ ǫ
0
N−n∏
l0=N−n−n0+1
dvl0
M−m∏
j0=M−m−m0+1
dwj0
·
∫ 1
ǫ
N−n−n0∏
l=1
dvl
M−m−m0∏
j=1
dwj
(5.82)
followed by the scalings
vl0 →
1− vl0
xvl0
wj0 →
1− wj0
xwj0
(5.83)
We then seek to demonstrate that
SPRYnm;00 = S
AI
N−n,M−m
SPRYnm;01 = S
AII
N−n,M−m
SPRYnm;n0m0 = 0, (n0, m0) 6= (0, 0), (0, 1) (5.84)
The proofs of the first two identities are lengthy, but with no new ideas introduced. An explicit
proof of the last identity is lacking, but again we anticipate no problems.
z → x
This case is the most complicated one. We omit nearly all the details, most of which are similar
to what have been described above. Let us outline the strategy. First one may check that the
nature of the singularity is a linear combination of just two different powers of (z − x) namely
either (z − x)0 or (z − x)(c+1−ρ). Second one must investigate whether the coefficients of these
two powers are the same for the two sides of (5.64). That coefficient is a function of x in the
limit z → x, so we must investigate whether the coefficient functions defined by the two sides
of (5.64) are equal. As above the technique is to investigate the singularity structure in the
singular limits x = 0, 1,∞.
Let us return to the first issue. Here it is suggested to denote the channel or basis corre-
sponding to the limit z → x by v, inspired by the alphabet s,t,u,v. Consider for fusion rule I
the general real s-channel block S
(R,S)
(r,s,0)(z, x) and perform the transformations ui, vk → zui, zvk
and uj, vl → 1/uj, 1/vl whereby all integrations become ∫ 10
S
(R,S)
(r,s,0)(z, x) ∼ ua
′
i (1− zui)b
′
(1− ui)c′(ui − ui′)2ρ′
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· u−a′−b′−c′j (1− uj)b
′
(1− zuj)c′(uj − uj′)2ρ′
· u−2ρ′(R−r−1)j u−2ρ
′
j (1− zuiuj)2ρ
′
u−2j
· vak(1− zvk)b(1− vk)c(vk − vk′)2ρ
· v−a−b−cl (1− vl)b(1− zvl)c(vl − vl′)2ρv−2ρ(S−s−1)l
· v−2ρl (1− zvkvl)2ρv−2l
· (ui − vk)−2(1− zuivl)−2v2l (1− zvkuj)−2u2j(uj − vl)−2u2(S−s−1)j v2(R−r−1)l
·
(
1− z
x
ui
)(
1− z
x
vk
)−ρ
u−1j (1− xuj)vρl (1− xvl)−ρ (5.85)
In these considerations we leave out integration signs and products. We notice that only ui and
vk may scale wrt z/x and let us denote the r0, s0 ones that do by wi and wk
ui → 1−
(
1− z
x
)
1− wi
wi
vk → 1−
(
1− z
x
)
1− wk
wk
(5.86)
In the limit z → x the w integrations decouple
r0∏
i=1
dwi
s0∏
k=1
dwkw
−c′−2ρ′(r0−1)−2+2s0−1
i (1− wi)c
′
(wi − wi′)2ρ′
· w−c−2ρ(s0−1)−2+2r0+ρk (1− wk)c(wk − wk′)2ρ(wi − wk)−2 (5.87)
from which one deduces that r0 = 0 and s0 = 0, 1. This gives that the only possible powers of
z − x are
(z − x)s0(c+1−ρ) , s0 = 0, 1 (5.88)
A special feature arises for s = 0 since then s0 = 0 and in the corresponding rows there is only
one matrix element different from zero. The two possible v-channel blocks are easily expressed
in terms of simple contours and will be denoted V
(R,S)
1 and V
(R,S)
2
V
(R,S)
1 = S
(R,S)
(0,0,0)
V
(R,S)
2 =
∫ ∞
1
R,S−1∏
j=1,l=1
dujdvl
∫ x
z
dw
· ua′j (uj − 1)b
′
(uj − z)c′(uj − x)(uj − uj′)2ρ′
· val (vl − 1)b(vl − z)c(vl − x)−ρ(vl − vl′)2ρ(uj − vl)−2
· wa(1− w)b(w − z)c(x− w)−ρ(vl − w)2ρ(uj − w)−2 (5.89)
We have already seen that V1 has the correct (z−x)0 behaviour. To see that V2 has the correct
z−x singularity we make the transformations uj, vl → 1/uj, 1/vl and v → (x−z)v+z whereby
all integrations become
∫ 1
0 and one easily finds the singular behaviour
(x− z)c−ρ+1 (5.90)
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The situation for fusion rule II is very analogous. We make the transformations ui, vk, v →
zui, zvk, xv and uj, vl → 1/uj, 1/vl whereby we obtain (up to irrelevant phases)
S
(R,S)
(r,s,1) ∼
∮
S1
∏∫ 1
0
ua
′
i (1− zui)b
′
(1− ui)c′(ui − ui′)2ρ′
· u−a′−b′−c′j (1− uj)b
′
(1− zuj)c′(uj − uj′)2ρ′u−2ρ
′(R−r−1)
j
· u−2ρ′j (1− zuiuj)2ρ
′
u−2j
· vak(1− zvk)b(1− vk)c(vk − vk′)2ρ
· v−a−b−cl (1− vl)b(1− zvl)c(vl − vl′)2ρv−2ρ(S−s−1)l
· v−2ρl (1− zvkvl)2ρv−2l
· (ui − vk)−2(1− zuivl)−2v2l (1− zvkuj)−2u2j(uj − vl)−2
· u2(S−s−1)j v2(R−r−1)l
(
1− z
x
ui
)(
1− z
x
vk
)−ρ
· u−1j (1− xuj)vρl (1− xvl)−ρ
· va(1− xv)b
(
1− x
z
v
)c (
v − z
x
vk
)2ρ
(1− xvvl)2ρv−2ρl
·
(
v − z
x
ui
)−2
(1− xvui)−2u2j(1− v)−ρ (5.91)
As for fusion rule I it is relevant to scale ui, vk but this time also v. If v is not scaled we
find exactly the same decoupling of the transformed variables (denoted wi, wk). Again this
indicates that we only need V
(R,S)
1 and V
(R,S)
2 . However, if v does scale the situation is much
more complicated to handle. Though, we anticipate that it does not lead to any new v-blocks.
Let us turn to the second issue. It turns out that the sought equality (5.64) depends on the
following identities∫ 1
0
dwdyw−a−2+ρ(1− w)a(1− (1− w)(1− (1− x)y))−ρ
· y−b−c+N−2+(−M+2)ρ(1− y)b+c−N+(M−1)ρ
= (1− x)−a−1Γ(a + 1)Γ(b+ c+ 1−N + (M − 1)ρ)Γ(−a− b− c− 2 +N + (−M + 2)ρ)
Γ(ρ)
(5.92)
and ∫ 1
0
dw
∫ w
0
dyw−a(1− w)a+c−2(w − y)−cyb+c−2(1− y)−b = 0 (5.93)
which are not too difficult to prove. Next define the Dotsenko-Fateev integrand
DF (N,M ; a, b, ρ; {vk}, {wi})
=
N∏
k−1
va
′
k (1− vk)b
′ ∏
k<k′
(vk − vk′)2ρ′
M∏
i=1
wai (1− wi)b
∏
i<i′
(wi − wi′)2ρ
N,M∏
k,i
(vk − wi)−2
(5.94)
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Then we find that the equality of the two sides of (5.64) depends on the following three identities
(generalised DF integrals)
(I)
∫ 1
0
du
N∏
k=1
dvk
M∏
i=1
dwiDF (N,M ; a, b, ρ; {vk}, {wi})
· (1− (1− vk)u)(1− (1− wi)u)−ρu−c−1(1− u)b+c−N+(M−1)ρ
=
Γ(−c)Γ(b+ c+ 1−N + (M − 1)ρ)Γ(a+ b+ c+ 2−N + (M − 2)ρ)
Γ(b+ 1− ρ)Γ(a+ b+ c+ 2− 2N + (2M − 2)ρ)
·
∫ 1
0
N∏
k=1
dvk
M∏
i=1
dwiDF (N,M ; a, b− ρ, ρ; {vk}, {wi})
(II)
∫ 1
0
du
n∏
k=1
dvk
m+1∏
i=1
dwi
· DF (n,m+ 1; a, b+ c− 2N + 2n + (2M − 2m− 1)ρ, ρ; {vk}, {wi})
· (1− vk − u)(1− wi − u)−ρu−b−c+N−n−2+(−M+m+2)ρ(1− u)b+c−N+(M−1)ρ
∼ Γ(b+ c+ 1−N + (M − 1)ρ)Γ(a+ b+ c+ 2−N + (M − 2)ρ)
Γ(a + b+ c+ 2− 2N + (2M − 2)ρ)
· Γ(−b− c+N − n− 1 + (−M +m+ 2)ρ)Γ(−N + n + (M −m)ρ)
Γ(ρ)
·
∫ 1
0
n∏
k=1
dvk
m∏
i=1
dwi
· DF (n,m; a, b+ c− 2N + 2n+ (2M − 2m− 1)ρ, ρ; {vk}, {wi})
(III)
∫ 1
0
du
n∏
k=1
dvk
m∏
i=1
dwi
· DF (n,m;−a− c+ 2n− 2 + (−2m+ 2)ρ, a, ρ; {vk}, {wi})
· (1− vku)(1− wiu)−ρu−c−1(1− u)b+c−N+(M−1)ρ
=
Γ(−c)Γ(b+ c+ 1−N + (M − 1)ρ)Γ(a + b+ c+ 2−N + (M − 2)ρ)
Γ(b+ 1−N + n + (M −m− 1)ρ)Γ(a+ b+ c+ 2−N − n+ (M +m− 2)ρ)
·
∫ 1
0
n∏
k=1
dvk
m∏
i=1
dwiDF (n,m;−a− c+ 2n− 2 + (−2m+ 2)ρ, a, ρ; {vk}, {wi})
(5.95)
All the final integrals are of course DF integrals. In the second identity there is a phase
depending on the precise choice of the integration contour for u. These last three identities
have not been proven directly, but are easily checked for low values of N,M . One may take
the attitude that the undoubted identity of the PRY realization and that of Andreev, i.e. the
unquestionable correctness of (5.64), implies these somewhat remarkable integral identities in
addition to the ones underlying the cases discussed above.
Let us supply with some details on the limit z → x. We already know that the rhs of (5.64)
vanishes except in the two cases (r0, s0) = (0, 0), (0, 1). The notation used there is different from
the one used otherwise and to which we will stick here. The translation of (r0, s0) = (0, 0), (0, 1)
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gives (n,m) = (N,M), (N,M − 1). In conclusion we find for the Andreev representation
SANM ∼ KxNM
N∏
k=1
va
′−δ′
k (1− vk)b
′+δ′+1(1− xvk)c′−δ′(vk − vk′)2ρ′
·
M∏
i=1
wa−δi (1− wi)b+δ−ρ(1− xwi)c−δ(wi − wi′)2ρ(vk − wi)−2
=
Γ(−c)Γ(b+ c + 1−N + (M − 1)ρ)Γ(a+ b+ c+ 2−N + (M − 2)ρ)
Γ(b+ 1− ρ)Γ(a+ b+ c+ 2− 2N + (2M − 2)ρ)
· va′k (1− vk)b
′+1(1− xvk)c′(vk − vk′)2ρ′
· wai (1− wi)b−ρ(1− xwi)c(wi − wi′)2ρ(vk − wi)−2 (5.96)
and
SAN,M−1 ∼ (1− z/x)b+δ−ρ+1(1− x)c−δ
· KxNM
N∏
k=1
va
′−δ′
k (1− vk)b
′+δ′−1(1− xvk)c′−δ′(vk − vk′)2ρ′
·
M−1∏
i=1
wa−δi (1− wi)b+δ+ρ(1− xwi)c−δ(wi − wi′)2ρ(vk − wi)−2
· w−b−δ+ρ−2(1− w)b+δ
= (1− z/x)a+b+c+2−N+(M−2)ρ(1− x)−a−1+N+(−M+1)ρ
· Γ(a+ 1)Γ(b+ c+ 1−N + (M − 1)ρ)Γ(−a− b− c− 2 +N + (−M + 2)ρ)
Γ(ρ)
·
N∏
k=1
va
′−1
k (1− vk)b
′
(1− xvk)c′−1(vk − vk′)2ρ′
·
M−1∏
i=1
wa+ρi (1− wi)b(1− xwi)c+ρ(wi − wi′)2ρ(vk − wi)−2 (5.97)
The rewritings are due to the integral identity for minimal models (2.163). Again we have used
the same notation as in the other limits, but as long we do not make any direct comparisons
between results obtained in the different limits, it should not lead to any confusion.
Now we turn to PRY. We will have to divide into two cases; V PRY,u where u is not scaled
and V PRY,y where u is scaled
u→ (1− z/x)1− y
y
(5.98)
In both cases we let n v’s and m w’s transform and denote the cases SPRY,unm and S
PRY,y
nm .
Several lengthy and cumbersome manipulations using the various integral identities, lead to
the following identities
SANM ∼ SPRY,u00 , SAN,M−1 ∼ SPRY,y01 (5.99)
Without going into these final and comprehensive computations we conclude that the above
proof presents substantial evidence for the claimed integral identity (5.64) at the level of direct
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verification. Taking the aforementioned attitude of accepting the equivalence of the PRY and
Andreev representations from the point of view of both representations producing solutions to
the KZ equations, the above assumptions are all justified.
✷
5.4 Over-screening
The 4-point blocks considered so far are ones where we have either fusion rule I operating at
both vertices, or fusion rule II operating at both vertices. We now describe how to obtain
4-point blocks for the case where we have either fusion rule I for j1j2j and fusion rule II for
jj3j4, we denote that case by (II,I), or fusion rule II for j1j2j and fusion rule I for jj3j4, we
denote that case by (I,II). We emphasise that for a collection of spins considered so far, so
that fusion rule I (or fusion rule II) is possible at both vertices, neither (I,II) nor (II,I) will be
possible. Hence there will be no mixing in the crossing matrix calculations.
Our technique is based on the discussion of fusion rules I and II for the 3-point function in
Chapter 4. Now the charge conservation reads
j1 + j2 + j3 − j4 = R− St (5.100)
and as for the charge conservation of the 3-point function there is a considerable freedom in
choosing the numbers of screenings. Let us introduce the following three choices
Standard Screening
2R = r1 + r2 + r3 − r4 − 2
2S = s1 + s2 + s3 − s4 (5.101)
Over-screening
2R = r1 + r2 + r3 − r4 − 2 + p
2S = s1 + s2 + s3 − s4 + q (5.102)
Reducible Over-screening
2R = r1 + r2 + r3 − r4 − 2 + 2p
2S = s1 + s2 + s3 − s4 + 2q (5.103)
Any 4-point function may be factorised into a product of two 3-point functions, but in the
previous work based on (5.101) this fact has been somewhat unclear in the case of fusion rule
II. There is apparently a very simple explanation for that. According to the discussion of 3-
point functions, the ’natural’ way to obtain a fusion rule II 4-point function is to use (5.103), an
over-screening by p, q at both vertices. However, the total addition of 2p, 2q might be reducible
since it involves only even numbers. Indeed this is what we find since we have been able to
define 4-point functions for fusion rule II using the standard screening (5.101). The reducibility
obscures the factorisation.
Let us first notice that (5.102) indeed provides us with a new family of 4-point functions
(if we can find contours such that the blocks are well-defined and non-vanishing). This follows
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from the fact that there is no overlap between fusion rule I and II, such that a block based on
(II,I) will be different from blocks based on other combinations. Here the notation (II,I) refers
to the fusion rules involved in the (left,right) vertices. There are two cases of interest
(I,II)
(ρ1, σ1) =
(
r1 + r2 − r − 1 + p
2
,
s1 + s2 − s+ q
2
)
(ρ2, σ2) =
(
r + r3 − r4 − 1
2
,
s+ s3 − s4
2
)
(R, S) = (ρ1 + ρ2, σ1 + σ2) (5.104)
(II,I)
(ρ1, σ1) =
(
r1 + r2 − r − 1
2
,
s1 + s2 − s
2
)
(ρ2, σ2) =
(
r + r3 − r4 − 1 + p
2
,
s+ s3 − s4 + q
2
)
(R, S) = (ρ1 + ρ2, σ1 + σ2) (5.105)
(ρ1, σ1) are the numbers of screenings around the right vertex j1j2j while (ρ2, σ2) are the
numbers of screenings around the left vertex jj3j4. The internal state is parameterised as
2j + 1 = r − st (5.106)
R and S are the total numbers of screenings.
At both vertices we choose contours similar to the 3-point functions. Compared to the
contours in Fig. 5.8 this amounts to substitute (in the case (I,II)) the σ1 DF contours for the
screenings of the second kind around the right vertex by Felder contours. More precisely, we
may take v1, ...vs to run along circle like contours passing through the point z, and surrounding
the contours for u1, ..., ur, i.e. surrounding the point 0, in such a way that the v1-contour lies
inside the v2-contour, etc. Similarly for the case of (II,I), we modify the contours for vs+1, ..., vS
into circle like contours surrounding 0 (actually surrounding ∞) and passing through the point
1, in such a way that the contour for vs+1 lies inside the contour for vs+2 etc.
Thus, in the case (I,II) we want to establish the following
(I,II)
λρ1(1/t)χ
(2)
σ1 (S − s3 − 1; t)λρ2(1/t)λσ2(t)N (R,S)(ρ1,σ1,0) 6= 0,∞ (5.107)
The argument of the χ function follows from the fact that the deformation of Felder contours
only depends on the number of integration variables and (minus) the fractional part of the
common power of the wi’s (not on the power of (1 − wi)). In this case the power is a =
−2j3 + t + R − St − 1 so the fractional part is (s3 − S + 1)t. Using (4.60) one obtains the
normalisation
N
(R,S)
(ρ1,σ1,0)
= Jρ1,σ1(a, c; t)J˜R−ρ1,S−σ1(a + c− 2(ρ1 − σ1t)− t, b; t)
= Jρ1,σ1(a, c; t)Jρ2,σ2(−a− b− c+ 2(R− 1)− 2(S − 1)t+ t, b; t)
= t2ρ1σ1
ρ1∏
j=1
Γ(j/t)
Γ(1/t)
σ1∏
j=1
Γ(jt− ρ1)
Γ(t)
129
·
ρ1−1∏
j=0
Γ(S − s3 + (r3 − R + j)/t)
Γ(1− 2σ1 + s1 + s2 + (1 + ρ1 − r1 − r2 + j)/t)
·
ρ1−1∏
j=0
Γ(1 + s1 + s2 + s3 − S + (2 +R− r1 − r2 − r3 + j)/t)
·
σ1−1∏
j=0
Γ(1− ρ1 +R− r3 + (s3 − S + 1 + j)t)
Γ(r1 + r2 − ρ1 + (σ1 − s1 − s2 + j)t)
·
σ1−1∏
j=0
Γ(r1 + r2 + r3 − 1− ρ1 − R + (S − s1 − s2 − s3 + j)t)
· t2ρ2σ2
ρ2∏
j=1
Γ(j/t)
Γ(1/t)
σ2∏
j=1
Γ(jt− ρ2)
Γ(t)
·
ρ2−1∏
j=0
Γ(S − s2 + (r2 −R + j)/t)Γ(S − s1 + (r1 −R + j)/t)
Γ(2σ1 − s1 − s2 + (r1 + r2 − 1−R− ρ1 + j)/t)
·
σ2−1∏
j=0
Γ(1 + ρ1 − r2 + (s2 + 1− S + j)t)Γ(1 + ρ1 − r1 + (s1 + 1− S + j)t)
Γ(2 +R + ρ1 − r1 − r2 + (1− S − σ1 + s1 + s2 + j)t)
(5.108)
According to both fusion rule I and II
ρi < p σi < q (5.109)
so
λρi 6= 0 6= λσi (5.110)
and we may concentrate on χ and N . The remaining analysis is straightforward (but cum-
bersome) and equivalent to the one employed in the discussion of 3-point functions: using
the relevant fusion rules, we consider the gamma- and sine-functions one by one in order to
determine the netto number of Γ(0)’s (∼ 1/s(0)’s). As expected, one finds the cancellation
(Γ(0)/Γ(0))2 from the part concerning the right vertex (fusion rule II). The expectation is due
to the factorisation into 3-point functions and the similar experience from considering 3-point
functions.
The analysis of the alternative possibility (5.105) is analogous. Now we want to show
(II,I)
(−1)σ2λρ1(1/t)λσ1(t)λρ2(1/t)χ(2)σ2 (S − s2 − 1; t)N (R,S)(ρ1,σ1,0) 6= 0,∞ (5.111)
This time we encounter the cancellation (Γ(0)/Γ(0))2 at the left vertex, again as expected.
Having performed the analysis of the 4-point function based on over-screening (5.102) it is
a simple matter to verify that reducible over-screening (5.103) indeed leads to well-defined and
non-vanishing 4-point functions. We choose ρ1 DF contours and σ1 Felder contours around the
right vertex along with ρ2 DF contours and σ2 Felder contours around the left vertex. The
numbers of screenings are
(II,II)
(ρ1, σ1) =
(
r1 + r2 − r − 1 + p
2
,
s1 + s2 − s+ q
2
)
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(ρ2, σ2) =
(
r + r3 − r4 − 1 + p
2
,
s+ s3 − s4 + q
2
)
(R, S) = (ρ1 + ρ2, σ1 + σ2) (5.112)
The analysis of the corresponding 4-point function is most easily performed using the techniques
above
S(R,S)(ρ1,σ1,(II,II)) = (−1)σ2λρ1(1/t)χ(2)σ1 (S − s3 − 1; t)λρ2(1/t)χ(2)σ2 (S − s2 − 1; t)N
(R,S)
(ρ1,σ1,0)
(5.113)
Remembering that for the over-screened 4-point function based on (II,I) and (I,II) all Γ(0)’s
appeared at the over-screened vertices, we may conclude that in the present case there will
be exactly 4 cancellations of the form Γ(0)/Γ(0) leaving S(R,S)(ρ1,σ1,(II,II)) well-defined and non-
vanishing.
The representation (5.113) gives us an alternative form of that block from the one considered
so far, but one with more screenings (more integrations in the case of Andreev’s representation).
Our previous treatment is the most economic as far as the numbers of screenings are concerned,
and indeed it is more convenient when considering the crossing matrix (next section) since
our technique there is based on contour deformations and becomes ’singular’ when different
numbers of contours are in play. We will have more to say about 4-point functions based on
over-screening when discussing operator algebra coefficients in a subsequent section.
5.5 Crossing Matrix
The crossing matrix α
(R,S)
(r,s,ǫ),(r′,s′,ǫ′) is defined by the equation
S
(R,S)
(r,s,ǫ)(z, x) =
R∑
r′=0
S∑
s′=0
α
(R,S)
(r,s,ǫ),(r′,s′,0)T
(R,S)
(r′,s′,0)(z, x)
+
R∑
r′=0
S−1∑
s′=0
α
(R,S)
(r,s,ǫ),(r′,s′,1)T
(R,S)
(r′,s′,1)(z, x) (5.114)
As explained in [42], it is enough to calculate one column and one row of this matrix in order to
determine monodromy invariant Greens functions. It turns out that a moderate modification
of the techniques described there suffices for completing the corresponding calculations here
following [112]. The main new feature is the fact that we have to observe also the x dependence,
and the presence of the complex contour in the case of conformal blocks for fusion rule II, cf.
Fig. 5.9.
We will not discuss the case of over-screening in this context but refer to the section below
on Greens functions.
5.5.1 The Column of the Transformation Matrix
Following the idea of [42] we define the following object [112] (suppressing several variables)
J(r1, s1, r2, s2, r3, s3) = z
2j1j2/t(1− z)2j2j3/t
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·
∫ z
0
r1∏
i=1
dui
s1∏
k=1
dvk
∫ 1
z
r1+r2∏
m=r1+1
dum
s1+s2∏
n=s1+1
dvn
∫ ∞
1
r1+r2+r3∏
j=r1+r2+1
duj
s1+s2+s3∏
l=s1+s2+1
dvl
· ∏
i
ua
′
i (1− ui)b
′
(z − ui)c′
∏
i<i′
(ui − ui′)2ρ′(ui − x)
· ∏
m
ua
′
m(1− um)b
′
(um − z)c′
∏
m<m′
(um − um′)2ρ′(x− um)
· ∏
j
ua
′
j (uj − 1)b
′
(uj − z)c′
∏
j<j′
(uj − uj′)2ρ′(uj − x)
· ∏
m,i
(um − ui)2ρ′
∏
j,i
(uj − ui)2ρ′
∏
j,m
(uj − um)2ρ′
· ∏
k
vak(1− vk)b(z − vk)c
∏
k<k′
(vk − vk′)2ρ(vk − x)−ρ
· ∏
n
van(1− vn)b(vn − z)c
∏
n<n′
(vn − vn′)2ρ(x− vn)−ρ
· ∏
l
val (vl − 1)b(vl − z)c
∏
l<l′
(vl − vl′)2ρ(vl − x)−ρ
· ∏
n,k
(vn − vk)2ρ
∏
l,k
(vl − vk)2ρ
∏
l,n
(vl − vn)2ρ
· ∏
α,β
(vα − uβ)−2 (5.115)
In other words, there are r1 and s1 u and v integrations between 0 and z, r2 and s2 u and
v integrations between z and 1 and r3 and s3 u and v integrations between 1 and ∞. Also
the variables, ui, vk, uj, vl are taken along contours similar to the ones in Fig. 5.8, whereas the
variables, um, vn are taken along similar ones lying between z and 1. We notice that
J(r, s, 0, 0, R− r, S − s) = S(R,S)(r,s,0)
J(0, 0, R, S, 0, 0) = T (R,S)(R,S,0) (5.116)
Therefore we may start from J(r, s, 0, 0, R− r, S − s) and gradually move integration contours
by contour deformations on to the interval (z, 1). In the process we pick up contributions from
integrals between −∞ and 0, but these may be neglected in the calculation of the column,
α
(R,S)
(r,s,ǫ),(R,S,0). The calculational procedure consists in deforming upper and lower u and v con-
tours in appropriate ways, and forming suitable linear combinations of the result. As explained
in [42], one may then derive identities for the functions, J(r1, s1, r2, s2, r3, s3), by carefully keep-
ing track of the phases arising between the result of the deformations, and the definitions of
the J ’s. The useful identities turn out to be after some calculations
J(r1, s1, r2, s2, r3, s3)
= eiπρ
′(r2−r1+1) s(b
′ + ρ′(r2 + r3))
s(b′ + c′ + ρ′(r1 − 1 + 2r2 + r3))J(r1 − 1, s1, r2 + 1, s2, r3, s3) + ...
= −eiπρ(s2−s1+2) s(b+ ρ(s2 + s3))
s(b+ c+ ρ(s1 − 1 + 2s2 + s3))J(r1, s1 − 1, r2, s2 + 1, r3, s3) + ...
· J(0, 0, r2, s2, r3, s3)
= eiπρ
′(r2−r3+1) s(c
′ + ρ′r2)
s(b′ + c′ + ρ′(2r2 + r3 − 1))J(0, 0, r2 + 1, s2, r3 − 1, s3) + ...
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= −eiπρ(s2−s3+2) s(c+ ρs2)
s(b+ c+ ρ(2s2 + s3 − 1))J(0, 0, r2, s2 + 1, r3, s3 − 1) + ... (5.117)
Here the dots stand for terms that cannot contribute to the crossing matrix element. Let us
illustrate the techniques involved by deriving the very first identity in (5.117). We deform the
upper u variable in the interval (0, z) on to the intervals (−∞, 0), (1, z) and (+∞, 1). This will
result in a relation of the form
J(r1, s1, r2, s2, r3, s3) = φ1J(r1 − 1, s1, r2 + 1, s2, r3, s3) + φ2J(r1 − 1, s1, r2, s2, r3 + 1, s3) + ...
(5.118)
where the dots stand for contributions from integration over the interval (−∞, 0) which cannot
have a projection onto the t-channel block we are interested in, which is J(0, 0, R, S, 0, 0). We
call the upper u variable simply u and only consider the u parts of the various integrands.
Let us denote the sets of indices for the u variables as I1, I2, I3 when the variables are in the
intervals (0, z), (z, 1), (1,∞) respectively. Likewise we denote the index sets for the v variables
as J1, J2, J3 when the v variables are in the same intervals. Then we have before we transform
J(r1, s1, r2, s2, r3, s3)∫ z
0
duua
′
(1−u)b′(z−u)c′∏
I1
(ui−u)2ρ′
∏
I2
(um−u)2ρ′
∏
I3
(uj−u)2ρ′(u−x)
∏
J1,J2,J3
(vα−u)−2 (5.119)
The u part in J(r1 − 1, s1, r2 + 1, s2, r3, s3) would be∫ 1
z
duua
′
(1−u)b′(u−z)c′∏
I1
(u−ui)2ρ′
∏
I2
(um−u)2ρ′
∏
I3
(uj−u)2ρ′(x−u)
∏
J1,J2,J3
(vα−u)−2 (5.120)
Thus we find
φ1 = e
−iπc′e−iπ2ρ
′(r1−1)(−1)2 (5.121)
The u part in J(r1 − 1, s1, r2, s2, r3 + 1, s3) would be∫ ∞
1
duua
′
(u−1)b′(u−z)c′∏
I1
(u−ui)2ρ′
∏
I2
(u−um)2ρ′
∏
I3
(uj−u)2ρ′(u−x)
∏
J1,J2,J3
(vα−u)−2 (5.122)
so we find
φ2 = −e−iπ(b′+c′+2ρ′(r1−1)+2ρ′r2) (5.123)
We then transform the lowest u contour similarly. Before transforming we have for the u part
of J(r1, s1, r2, s2, r3, s3)∫ z
0
duua
′
(1−u)b′(z−u)c′∏
I1
(u−ui)2ρ′
∏
I2
(um−u)2ρ′
∏
I3
(uj−u)2ρ′
∏
J1,J2,J3
(vα−u)−2(u−x) (5.124)
We want to find ψ1, ψ2 such that
J(r1, s1, r2, s2, r3, s3) = ψ1J(r1 − 1, s1, r2 + 1, s2, r3, s3) + ψ2J(r1 − 1, s1, r2, s2, r3 + 1, s3) + ...
(5.125)
The u part of J(r1 − 1, s1, r2 + 1, s2, r3, s3) would be∫ 1
z
duua
′
(1−u)b′(u−z)c′∏
I1
(u−ui)2ρ′
∏
I2
(u−um)2ρ′
∏
I3
(uj−u)2ρ′
∏
J1,J2,J3
(vα−u)−2(x−u) (5.126)
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hence
ψ1 = (−1)2eiπ(c′+2ρ′r2) (5.127)
The u part of J(r1 − 1, s1, r2, s2, r3 + 1, s3) would be∫ ∞
1
duua
′
(u−1)b′(u−z)c′∏
I1
(u−ui)2ρ′
∏
I2
(u−um)2ρ′
∏
I3
(u−uj)2ρ′
∏
J1,J2,J3
(vα−u)−2(u−x) (5.128)
so we find
ψ2 = −eiπ(b′+c′+2ρ′r2+2ρ′r3) (5.129)
Finally, we have
(φ∗2 − ψ∗2)J(r1, s1, r2, s2, r3, s3) = (φ1φ∗2 − ψ1ψ∗2)J(r1 − 1, s1, r2 + 1, s2, r3, s3) + ... (5.130)
which gives the promised identity.
After several further but in principle straightforward calculations, we obtain
α
(R,S)
(r,s,0),(R,S,0) = (−1)SeiπSρα(R)r,R(a′, b′, c′; ρ′)α(S)s,S(a, b, c; ρ)
α
(S)
s,S(a, b, c; ρ) =
∏S
j=1 s(jρ)∏S−s
k=1 s(kρ)
∏s
m=1 s(mρ)
·
s−1∏
j=0
s(b+ ρ(S − s+ j))
s(b+ c+ ρ(S + j − 1))
S−s−1∏
l=0
s(c+ ρ(s+ l))
s(b+ c+ ρ(s + S + l − 1)) (5.131)
and where α
(R)
r,R(a
′, b′, c′; ρ′) is given by a completely similar expression. The phase is the result
of multiplying many phases together. This completes the calculation of the matrix elements of
the relevant column as far as fusion rule I is concerned. The result has a form identical to what
is found for minimal models [42].
Concerning fusion rule II it turns out that a simple trick allows to obtain the result rather
easily. In fact, a suitable contour deformation of the complex contour Cv allows one to obtain
an equation of the form
S(R,S)(r,s,1) = −
1
π
(
eiπρss(c+ ρs)S(R,S)(r,s+1,0) + s(a + c+ 2ρs)
∫ 0
x
...
)
(5.132)
The integral from x to 0 (we imagine x < 0 in the s-channel) cannot have a contribution with a
(1− z) singularity appropriate for T (R,S)(R,S,0), and so we do not specify the integrand, and we drop
the integral in the calculation. Now it is an easy matter to obtain the missing matrix elements
from the ones we have already given. One finds
α
(R,S)
(r,s,1),(R,S,0) = −
1
π
s(c+ ρs)s((s+ 1)ρ)
s(ρ)
α
(R,S)
(r,s+1,0),(R,S,0) (5.133)
where
s = 0, ..., S − 1 (5.134)
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5.5.2 The Row of the Transformation Matrix
The procedure is to consider the s-channel block S
(R,S)
(R,S,0) and then isolate the t-channel singu-
larities in (1− z) and (x− 1). The strengths of these singularities will tell us which t-channel
block is obtained. In this way we determine modified crossing matrix elements
S
(R,S)
(r,s,ǫ)(z, x) =
R∑
r′=0
S∑
s′=0
α
(R,S)′
(r,s,ǫ),(r′,s′,0)t
(R,S)
(r′,s′,0)(z, x)
+
R∑
r′=0
S−1∑
s′=0
α
(R,S)′
(r,s,ǫ),(r′,s′,1)t
(R,S)
(r′,s′,1)(z, x) (5.135)
These matrix elements are related to the ones we have previously considered by the normalisa-
tion constants of the last section. Denoting the corresponding normalisations in the t-channel
by N˜
(R,S)
(r,s,0)(a, b, c; ρ), we have
α
(R,S)
(R,S,0),(r,s,0) = α
(R,S)′
(R,S,0),(r,s,0)/N˜
(R,S)
(r,s,0)(a, b, c; ρ)
= α
(R,S)′
(R,S,0),(r,s,0)/N
(R,S)
(r,s,0)(b, a, c; ρ) (5.136)
We consider the real time ordered form of the integral representation
eiπ(R−Sρ)S(R,S)(R,S,0)
= z2j1j2/t(1− z)2j2j3/t
· zPT
∫ 1
0
R∏
I=1
duI
S∏
K=1
dvKu
a′
I (1− zuI)b
′
(1− uI)c′(x− zuI)
∏
I<I′
(uI − uI′)2ρ′
· vaK(1− zvK)b(1− vK)c(x− zvK)−ρ
∏
K<K ′
(vK − vK ′)2ρ
∏
I,K
(uI − vK)−2 (5.137)
The phase on the left hand side takes into account that s- and t-channel blocks are defined
with different phase conventions as far as the factors (x− u) and (x− v)−ρ are concerned. The
pre-factor zP is obtained from scaling the integration variables with z. When z → 1 it is regular
and we shall ignore it in the following.
Next, we use analytic tricks similar to those used when discussing the integral identity, in
order to isolate the singularities in (1 − z) and (x − 1). We consider the integration region,
where the first r ui’s are integrated (ordered) from 1 − ǫ to 1, (ǫ small > 0) the first s vk’s
similarly from (1 − ǫ) to 1, and the remaining variables from 0 to 1 − ǫ. The first ui’s and
vk’s are indexed by i and k and the remaining ones by j, l. The first ui’s are transformed as
ui → 1− ui, followed by ui → (1 − z)ui, and likewise vk → 1 − vk followed by vk → (1− z)vk.
Inserting that in (5.137) we find the singular behaviour as z → 1
(1− z)−h(j2)−h(j3)+h(jI) (5.138)
where
jI = j2 + j3 − r + st (5.139)
Furthermore one isolates the x→ 1 behaviour
(x− 1)r−st = (x− 1)j2+j3−jI (5.140)
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Therefore we may calculate the coefficient of t
(R,S)
(r,s,0) in the expansion of S
(R,S)
(R,S,0). After some
work one finds the result
α
(R,S)′
(R,S,0),(r,s,0) = e
iπ(−R+Sρ)Jr,s(−b− c+ 2(r − 1− (s− 1)ρ), c; ρ)
· JR−r,S−s(b+ c− ρ− 2(r − ρs), a; ρ) (5.141)
Some further calculations give
α
(R,S)
(R,S,0),(r,s,0) = (−1)SeiπSρα(R)R,r(a′, b′, c′, d′; ρ′)α(S)S,s (a, b, c, d; ρ)
α
(S)
S,s(a, b, c, d; ρ) =
s−1∏
i=0
s(b+ iρ)
s(b+ c+ (s− 1 + i)ρ)
·
S−s−1∏
i=0
s(a + b+ c+ d+ 2(S − 1)ρ− iρ)
s(b+ c+ d+ 2(S − 1)ρ− (S − s− 1 + i)ρ) (5.142)
For convenience of writing we have defined
d = −ρ
d′ = −d/ρ = 1 (5.143)
The presence of the d dependence is the only difference from the corresponding expression in
minimal models [42]. It originates directly from the factors (u−x) and (v−x)−ρ in the integral
realization. Such factors are not present in the case of minimal models.
In order to isolate the singularity which corresponds to the t-channel blocks for fusion rule
II, we supplement the above specification of the integration region by the requirement that the
variable vs+1 should be integrated between 1−ǫ and 1, and then transformed as vs+1 → 1−vs+1
followed by vs+1 → (x− 1)vs+1. After some calculations we find
α
(R,S)′
(R,S,0),(r,s,1) = e
iπ(−R+Sρ)Jr,s(−b− c+ 2(r − sρ) + 2(ρ− 1), c; ρ)
· JR−r,S−s−1(a, b+ c+ ρ− 2(r − ρs); ρ)
· Γ(ρ− 1− b− c− 2ρs+ 2r)Γ(b+ c+ 2ρs− 2r + 1)
Γ(ρ)
(5.144)
and using the normalisations and various gamma-function identities
α
(R,S)
(R,S,0),(r,s,1) = πα
(R,S)
(R,S,0),(r,s+1,0)
s(ρ)
s(b+ ρs)s(b+ c+ ρ(s− 1)) (5.145)
5.6 Monodromy Invariant Greens Functions
Following the discussion in [42], monodromy invariant 4-point Greens functions
Gj1,j2,j3,j4(z, z, x, x) (5.146)
can be obtained by writing
Gj1,j2,j3,j4(z, z, x, x) =
∑
r,s,ǫ
|S(R,S)(r,s,ǫ)(j1, j2, j3, j4; z, x)|2X(R,S)(r,s,ǫ) (5.147)
136
This form ensures single valuedness in the limits z → 0 and x → 0. Single valuedness in the
limits z → 1 and x→ 1 is ensured provided the X ’s are chosen to satisfy [42]
X
(R,S)
(r,s,ǫ) ∝
α
(R,S)
(R,S,0),(r,s,ǫ)(b, a, c, d; ρ)
α
(R,S)
(r,s,ǫ),(R,S,0)(a, b, c; ρ)
(5.148)
Using re-scaling tricks similar to [42] we may throw away terms (products of sine-functions)
independent of r and s. In this case we obtain [112]
X
(R,S)
(r,s,0) = X
(R)
r (a
′, b′, c′, d′; ρ′)X(S)s (a, b, c, d; ρ)
X(S)s (a, b, c, d; ρ) =
s∏
i=1
s(iρ)
S−s∏
i=1
s(iρ)
s−1∏
i=0
s(a+ iρ)s(c + iρ)
s(a + c+ (s− 1 + i)ρ)
·
S−s−1∏
i=0
s(b+ iρ)s(1− a− b− c− d− 2(S − 1)ρ+ iρ)
s(1− a− c− d− 2(S − 1)ρ+ (S − s− 1 + i)ρ) (5.149)
where X(R)r (a
′, b′, c′, d′; ρ′) is given by a quite similar expression. Let us illustrate the re-scaling
technique by demonstrating the appearance of
∏S−s−1
i=0 s(b + iρ). From the ratio between the
α’s in (5.148) we find that the only term involving only b is
s−1∏
0
1
s(b+ ρ(S − s + j)) =
S−1∏
S−s
1
s(b+ ρj)
=
S−1∏
0
1
s(b+ ρj)
S−s−1∏
0
s(b+ ρj) (5.150)
The factor with the product from 0 to S−1 may be scaled away and we are left with the afore-
mentioned term. Generally, it is allowed to renormalise the coefficients by arbitrary functions
of R, S and a, b, c, d.
The expression (5.149) is very similar to the result for minimal models except for the presence
of the d = −ρ and d′ = 1. Finally
X
(R,S)
(r,s,1) = −π2
s2(ρ)
s(c+ ρs)s((s+ 1)ρ)s(a+ ρs)s(a + c+ ρ(s− 1))X
(R,S)
(r,s+1,0) (5.151)
Consistency requires that the Greens functions thus defined automatically are single valued
also around z → x. It has been checked that indeed for one screening charge of the second kind
this is the case [112]. It is expected to be true generally.
It is convenient for studies of the operator algebra coefficients to also introduce the following
expansion
Gj1,j2,j3,j4(z, z, x, x) =
∑
r,s,ǫ
|s(R,S)(r,s,ǫ)(j1, j2, j3, j4; z, x)|2f (R,S)(r,s,ǫ) (5.152)
where s
(R,S)
(r,s,ǫ) are defined in (5.56) and (5.58). The coefficients f
(R,S)
(r,s,ǫ) differ from the coefficients
X
(R,S)
(r,s,ǫ) by a factor (N
(R,S)
(r,s,ǫ))
2. It is fairly straightforward to collect all the results and obtain the
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expressions for f
(R,S)
(r,s,ǫ). On the way we use the following symmetrised version of (4.58), which is
proven using the identity (2.170),
Jnm(a, b; ρ) = ρ2nm
n,m∏
i,j=1
1
(−i+ jρ)
n∏
i=1
Γ(iρ′)
Γ(ρ′)
m∏
i=1
Γ(iρ)
Γ(ρ)
·
n−1,m−1∏
i,j=0
1
(a + jρ− i)(b+ jρ− i)(a + b+ (m− 1 + j)ρ− (n− 1 + i))
·
n−1∏
i=0
Γ(1 + a′ + iρ′)Γ(1 + b′ + iρ′)
Γ(2− 2m+ a′ + b′ + (n− 1 + i)ρ′)
·
m−1∏
i=0
Γ(1 + a+ iρ)Γ(1 + b+ iρ)
Γ(2− 2n+ a + b+ (m− 1 + i)ρ) (5.153)
We then obtain
f
(R,S)
(r,s,0) = Λ
(R,S)
r,s (ρ)
·
r−1,s−1∏
i,j=0
1
(a + jρ− i)2(c+ jρ− i)2(a+ c+ ρ(s− 1 + j)− (r − 1 + i))2
·
R−r−1,S−s−1∏
i,j=0
1
(b− i+ jρ)2(e− i+ jρ)2(e + b− (R− r − 1 + i) + (S − s− 1 + j)ρ)2
·
r−1∏
i=0
G(1 + a′ + iρ′)G(1 + c′ + iρ′)
G(2− 2s+ a′ + c′ + (r − 1 + i)ρ′)
s−1∏
i=0
G(1 + a + iρ)G(1 + c+ iρ)
G(2− 2r + a + c+ (s− 1 + i)ρ)
·
R−r−1∏
i=0
G(1 + b′ + iρ)G(1 + e′ + iρ)
G(2 + e′ + b′ − 2(S − s) + (R− r − 1 + i)ρ′)
·
S−s−1∏
i=0
G(1 + b+ iρ)G(1 + e + iρ)
G(2 + e+ b− 2(R− r) + (S − s− 1 + i)ρ) (5.154)
where we have defined
G(x) =
Γ(x)
Γ(1− x) =
1
G(1− x) (5.155)
and where
Λ(R,S)r,s (ρ) = ρ
4rs+4(R−r)(S−s)
s∏
i=1
G(iρ)
S−s∏
i=1
G(iρ)
r∏
i=1
G(iρ′)
R−r∏
i=1
G(iρ′)
·
r,s∏
i,j=1
1
(i− jρ)2
R−r,S−s∏
i,j=1
1
(i− jρ)2 (5.156)
and where we have defined
e = −a− b− c− d− 2ρ(S − 1) + 2(R− 1)
e′ = −e/ρ (5.157)
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These expressions are like the ones for minimal models except for the appearance of the terms
d, d′ in the definition of e, e′. Finally we have
f
(R,S)
(r,s,1) = f
(R,S)
(r,s+1,0)
· G(2 + a+ c+ 2sρ− 2r)G(1 + a+ c + 2sρ− 2r)G(1− (s+ 1)ρ+ r)
G(1− r + a+ sρ)G(1− r + c+ sρ)G(2− r + a + c+ (s− 1)ρ) (5.158)
The following useful identity for the G-functions defined above will be used repeatedly in
the sequel
G(x) = (−1)nG(x− n)
n∏
i=1
(x− i)2 (5.159)
5.6.1 Case of Mixed Fusion Rules
The construction of crossing matrices and monodromy coefficients in the case of mixed fusion
rules (or over-screening) is made essentially trivial by the following observations. We have
previously seen that the integral for the DF contours Fig. 5.8 is related to a corresponding
integral for time ordered integrations by the factor
λr(1/t)λs(t)λR−r(1/t)λS−s(t) (5.160)
Similarly for the present case of some contours being of Felder type, we get instead a factor
λr(1/t)χ
(2)
s (S − s3 − 1; t)λR−r(1/t)λS−s(t) (5.161)
for (I,II), and a factor
λr(1/t)λs(t)λR−r(1/t)χ
(2)
S−s(S − s2 − 1; t) (5.162)
for (II,I). These rather trivial new normalisations allow us to follow completely the treatment
for fusion rule I (i.e. the case (I,I)) described above and insert appropriate χ
λ
factors as normali-
sations. It is fairly easy to see, that for the new monodromy coefficients f
(R,S)
(r,s,(I,II)) and f
(R,S)
(r,s,(II,I))
(in a self explanatory notation), the only χ
λ
factors multiplying f
(R,S)
(r,s,(I,I)) which survive, are ones
which do not depend on (r, s) or (R− r, S− s), but only on (R, S) and hence may be absorbed
into renormalisations.
5.7 Operator Algebra Coefficients
All properties of a CFT are encoded in the knowledge of the symmetry algebraW⊕W¯ (W is an
extension of the Virasoro algebra V ir, here a semi-direct sum of sl(2) and V ir), the spectrum
of primary fields and the operator algebra (OA) coefficients or structure constants. From the
analysis in the preceding sections we are now in a position to determine the OA coefficients
and thereby ’solve’ the theory.
In the SL(2) theory the operator algebra coefficients Cλ3λ1λ2 are defined by
φj2(z, z¯, x, x¯)φj1(0, 0, 0, 0) =
∑
j
|x|2(j1+j2−j)
|z|2(∆(j1)+∆(j2)−∆(j))C
λ
λ1λ2φj(0, 0, 0, 0) + ... (5.163)
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where the dots represent contributions from descendants and where λ = 2j + 1. The OA
coefficients are only defined up to normalisation of the fields
φji(z, z¯, x, x¯) → ρλiφji(z, z¯, x, x¯), ρ1 = 1
Cλ3λ1λ2 → ρλ1ρλ2ρ−1λ3 Cλ3λ1λ2 (5.164)
Define the conjugate field φj(z, z¯, x, x¯) by
〈0|φji(z, z¯, x, x¯)φjj(0, 0, 0, 0)|0〉 = δλiλj |z|−4∆(ji)|x|4ji (5.165)
Then the OPE coefficients can be calculated by considering the 3-point function
〈0|φj3(z3, z¯3, x3, x¯3)φj2(z2, z¯2, x2, x¯2)φj1(z1, z¯1, x1, x¯1)|0〉
= Cλ3λ1λ2 |z1 − z2|2(∆3−∆1−∆2)|z2 − z3|2(∆1−∆2−∆3)|z1 − z3|2(∆2−∆1−∆3)
· |x1 − x2|2(j1+j2−j3)|x2 − z3|2(j2+j3−j1)|x1 − x3|2(j1+j3−j2) (5.166)
Defining
φj(z, z¯, x, x¯) = φj(−1/z,−1/z¯,−1/x,−1/x¯)|z|4∆j |x|−4j (5.167)
we see that
Cλ3λ1λ2 = 〈0|φj3(0, 0, 0, 0)φj2(1, 1, 1, 1)φj1(0, 0, 0, 0)|0〉 (5.168)
Consider now
〈0|φji(z, z¯, x, x¯)φjj(0, 0, 0, 0)|0〉 = C1λiλj |z|−4∆(ji)|x|4ji (5.169)
In the SL(2) theory the fields are self-conjugate so C1λiλj is not only symmetric in λi, λj but
also diagonal, and it may be used as a metric, raising and lowering indices
C1λiλj = cλiδλiλj = gλiλj
Cλlλiλj = g
λlλkCλiλjλk = c
−1
λl
Cλiλjλl (5.170)
Here Cλiλjλk is totally symmetric in the λi’s, and cλ is a normalisation constant. We also have
φji(z, z¯, x, x¯) = gλiλjφjj(z, z¯, x, x¯)
= c−1λi φji(z, z¯, x, x¯) (5.171)
One can fix the normalisation constant cˆλ = 1 in a basis where φˆj = ρ
−1
λ φj, such that the
fields are orthonormal
Cˆ1λ1λ2 = δλ1λ2 (5.172)
Let the totally symmetric OA coefficients in the orthonormal basis be denoted as Cˆλiλjλl, then
in the other basis the OA coefficients Cλkλiλj can be written as
Cλkλiλj = ρλiρλjρ
−1
λk
Cˆλiλjλk
ρ2λ = cλ (5.173)
Here the normalisation constants correspond to the original basis without ’hats’.
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5.7.1 Case of Fusion Rule I
Since there is no overlap between the two sets of fusion rules, a certain 4-point Greens function
Gj1j2j3j4(z, z¯, x, x¯) = 〈j4|φj3(1, 1, 1, 1)φj2(z, z¯, x, x¯)|j1〉 (5.174)
behaves, in the limit z, x→ 0, either like
Gj1j2j3j4(z, z¯, x, x¯) =
∑
j
Cλ4λ3λC
λ
λ1λ2
|z|2(−∆j1−∆j2+∆j)|x|2(j1+j2−j) (1 +O(z, z¯, x, x¯))
=
∑
j
Cλ4λ3λ(I)C
λ
λ1λ2
(I)|z|2(−∆j1−∆j2+∆j)|x|2(j1+j2−j) (1 +O(z, z¯, x, x¯))
+
∑
j
Cλ4λ3λ(II)C
λ
λ1λ2
(II)|z|2(−∆j1−∆j2+∆j)|x|2(j1+j2−j) (1 +O(z, z¯, x, x¯))
(5.175)
or like
Gj1j2j3j4(z, z¯, x, x¯) =
∑
j
Cλ4λ3λ(I)C
λ
λ1λ2(II)|z|2(−∆j1−∆j2+∆j)|x|2(j1+j2−j) (1 +O(z, z¯, x, x¯))
+
∑
j
Cλ4λ3λ(II)C
λ
λ1λ2(I)|z|2(−∆j1−∆j2+∆j)|x|2(j1+j2−j) (1 +O(z, z¯, x, x¯))
(5.176)
depending on the 4-tuple (j1, j2, j3, j4). First we concentrate on the former case where
f
(R,S)
(r,s,ǫ)(j1, j2, j3, j4) = C
λ4
λ3λǫ
Cλǫλ1λ2 (5.177)
with λǫ = λI , λII for ǫ = 0, 1. Such a split requires that the monodromy coefficients are
properly normalised. The normalisation adopted so far (5.154) (and thereby (5.158)) follows
the prescription of Dotsenko and Fateev in the case of minimal models, but turns out to be
inadequate here [112]. Indeed it is completely essential that the above factorisation takes place
in such a way that the operator algebra coefficients only depend on the variables indicated and
not on anything else. In particular, Cλǫλ1λ2 is allowed to depend on r, s which are given in terms
of the spins (the λ’s) indicated, but it is not allowed to depend on R, S for example. Likewise
Cλ4λ3λǫ is allowed to depend on R − r, S − s but again, not on R, S. However, it is allowed (as
utilised above) to renormalise the coefficients by arbitrary functions of R, S, λ1, λ2, λ3, (j4 =
j1 + j2 + j3−R+ St). It turns out [112] to be possible to devise such a normalisation with the
above criterion satisfied. This we first do for fusion rule I. We have to use (cf. (5.52))
a = −λ3 +R− St+ t
b = −λ1 +R− St+ t
e = −λ2 +R− St+ t
c = λ4 +R − St
e + b = −λI + 2(R− r)− 1− 2t(S − s− 1) = +λII + 2(R− r)− 1− 2t(S − s− 1)
a+ c = λI + 2r − 2st− 1 + t = −λII + 2r − 2st− 1 + t (5.178)
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Then we may express the monodromy coefficient as
f
(R,S)
(r,s,0) = C
λI
λ1λ2
(I)Cλ4λ3λI (I)
= t4rs
s∏
1
G(it− r)
r∏
1
G(i/t)
·
r−1∏
0
G(S + (λ3 −R + j)/t)G(S + 1 + (−λ4 − R + j)/t)
G(1− (λI + 1 + j)/t)
·
s−1∏
0
G(1− λ3 +R− r − (S − s+ j)t)G(1 + λ4 +R − r − (S − s+ 1− j)t)
G(1 + λI + r − (s− j)t)
· t4(R−r)(S−s)
S−s∏
1
G(it−R + r)
R−r∏
1
G(i/t)
·
R−r−1∏
0
G(S + (λ1 − R + i)/t)G(S + (λ2 − R + i)/t)
G((λI − 1− i)/t)
·
S−s−1∏
0
G(1− λ1 + r − (s+ i)t)G(1− λ2 + r − (s+ i)t)
G(1− λI +R− r − (S − s− 1− i)t) (5.179)
This is certainly not in the form required, but we may renormalise it. Thus we consider terms
involving only λ1
R−r−1∏
i=0
G(S + (λ1 −R + i)/t)
S−s−1∏
j=0
G(1− λ1 + r − (s+ j)t)
= t2r(S−s)
r−1∏
i=0
G(1− s+ (1− λ1 + i)/t)
s−1∏
j=0
G(λ1 + jt)
·
R−1∏
i=0
G(S + (λ1 −R + i)/t)
S−1∏
j=0
G(1− λ1 + (1− S + j)t) (5.180)
The last line may now be scaled away. Symmetry arguments in the λi’s render considerations
of terms including λ2, λ3, λ4 trivial, while the λI part contributes as
R−r−1∏
i=0
G−1((λI − 1− i)/t)
S−s−1∏
j=0
G−1(1− λI +R− r − (S − s− 1− j)t)
·
r−1∏
i=0
G−1(1− (λI + 1 + i)/t)
s−1∏
j=0
G−1(1 + λI + r − (s− j)t)
= t−2(R−r)(S−s)−2rs
R−r−1∏
i=0
G−1(S − s− (1− λI + i)/t)
S−s−1∏
j=0
G−1(1− λI − jt)
·
r−1∏
i=0
G−1(1 + s− (1 + λI + i)/t)
s−1∏
j=0
G−1(1 + λI − (j + 1)t) (5.181)
The total power of t becomes
t4RS−2(R−r)(S−s)−2rs (5.182)
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where we may absorb the t4RS in the normalisation. Finally we find
Cλλ1λ2(r, s; I) = t
−2rs
r∏
i=1
G(i/t)
s∏
i=1
G(it− r)
·
r−1∏
i=0
G(1− s+ (1− λ1 + i)/t)G(1− s+ (1− λ2 + i)/t)
G(1 + s− (1 + λ+ i)/t)
·
s−1∏
i=0
G(λ1 + it)G(λ2 + it)
G(1 + λ− (1 + i)t)
Cλ4λ3λ(R− r, S − s; I) = t−2(R−r)(S−s)
R−r∏
i=1
G(i/t)
S−s∏
i=1
G(it− (R− r))
·
R−r−1∏
i=0
G(1− (S − s) + (1− λ3 + i)/t)
G(S − s− (1− λ+ i)/t)
·
R−r−1∏
i=0
G(−(S − s) + (1 + λ4 + i)/t)
·
S−s−1∏
i=0
G(λ3 + it)G(−λ4 + (1 + i)t)
G(1− λ− it) (5.183)
and notice the symmetry
Cλ3λ1λ2(r, s; I) = C
−λ2+t
λ1,−λ3+t(r, s; I) (5.184)
which reflects the involutionary invariance (4.43). Here, for clarity we have indicated the
dependencies on r, s or R − r, S − s and on the fusion rule (here I). In fact this is somewhat
superfluous. The point is, that from three spins, it is always clear by which of the two fusion
rules they couple, and for each case there is a unique possible value of r, s (or R − r, S − s).
Furthermore, a trivial consistency check reveals that indeed the two expressions in (5.183) are
equivalent.
We may now compute the normalisation constants cλ and ρλ for λ = r − st
cλ = t
−2sG(λ/t)
G(1/t)
, ρλ = t
−sG
1/2(λ/t)
G1/2(1/t)
(5.185)
Using this we want to find the normalised and symmetric OA coefficient Cˆλ1λ2λ3(I). Let us
introduce the notation
Rˆ = (r1 + r2 + r3 − 1)/2
Sˆ = (s1 + s2 + s3)/2
Ri = Rˆ− ri
Si = Sˆ − si
(5.186)
where λi = 2ji + 1 = ri − sit. Employing (5.159) one obtains
Cˆλ1λ2λ3(I) = G
1/2(1/t)
Rˆ∏
i=1
G(i/t)
Sˆ∏
j=1
G(jt− Rˆ)
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·
3∏
k=1
tsk
G1/2(λk/t)
∏Rk
i=1G(i/t)
∏Sk
j=1G(jt− Rk)∏rk−1
i=1 G(i/t)
∏sk
j=1G(jt− rk + 1)
(5.187)
In order to compare with Andreev’s result we introduce the functions P (n,m) [8], here expressed
in terms of the G-functions (5.155)
P (n,m) =
n−1∏
j=1
m−1∏
i=1
(jt− i)−2
n−1∏
j=1
G(jt)
m−1∏
i=1
G(i/t)
= (−1)(n−1)(m−1)
m−1∏
i=1
G(i/t)
n−1∏
j=1
G(jt−m+ 1) (5.188)
whereby we may rewrite (5.187) as
Cˆλ1λ2λ3(I) = t
2Sˆ(−1)SˆG1/2(1/t)P (Sˆ + 1, Rˆ + 1)
3∏
k=1
G1/2(1− λk/t)P (Sk + 1, Rk + 1)
P (sk + 1, rk)
(5.189)
This is in accordance with Andreev’s result. However, so far we have only considered the case
of fusion rule I while the case of fusion II is somewhat more subtle. Indeed, in [8] Andreev
is able to determine the OA coefficients in that case only up to normalisation. Nevertheless,
an inspection of 4-point functions with mixed fusion rules determines the normalisation of the
fields, after which (5.158) fixes unambiguously the structure coefficients, as will become clear
below. It should be stressed that the fixing of the OA coefficients for fusion rule II is only
relative to the choice of normalisation of the OA coefficients for fusion rule I (5.183).
5.7.2 Case of Fusion Rule II
A priori it is not clear how to normalise the fields in a fusion rule II coupling. This is due to
the fact that the identity operator (j = 0; r = 1, s = 0) is not present according to fusion rule
II, hence C1λiλj (II) cannot be used to determine the normalisations. However, when extracting
the OA coefficients from a 4-point Greens function with mixed fusion rules (5.176), the fields
should have the same normalisations, whether they appear in the fusion rule I coefficient or in
the fusion rule II coefficient. Therefore, the normalisation constants in the case of fusion rule II
are inherited from the case of fusion rule I and are thus given by the same expressions (5.185).
In the notation (5.186) the numbers of screenings are R3 + p/2, S3 + q/2, and we have, up
to an overall renormalisation constant,
Cλ3λ1λ2(II) ∝ t−2(R3+p/2)(S3+q/2)
R3+p/2∏
i=1
G(i/t)
S3+q/2∏
j=1
G(jt− (R3 + p/2))
·
R3+p/2−1∏
i=0
G(1− (S3 + q/2) + (1− λ1 + i)/t)G(1− (S3 + q/2) + (1− λ2 + i)/t)
G(1 + S3 + q/2− (1 + λ3 + i)/t)
·
S3+q/2−1∏
j=0
G(λ1 + jt)G(λ2 + jt)
G(1 + λ3 − (1 + j)t)
= t−4
G(1 + λ3)
G(1 + Rˆ− Sˆt)
R3+p/2∏
i=1
G(i/t)
S3+q/2∏
j=1
G(jt− R3 − p/2)
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·
∏p/2−1−R2
i=1 G(i/t)
∏q/2−1−S2
j=1 G(jt− p/2 +R2 + 1)∏r1−1
i=1 G(i/t)
∏s1
j=1G(jt− r1 + 1)
·
∏p/2−1−R1
i=1 G(i/t)
∏q/2−1−S1
j=1 G(jt− p/2 +R1 + 1)∏r2−1
i=1 G(i/t)
∏s2
j=1G(jt− r2 + 1)
·
∏Rˆ−p/2
i=1 G(i/t)
∏Sˆ−q/2−1
j=1 G(jt− Rˆ + p/2)∏p−r3−1
i=1 G(i/t)
∏q−s3
j=1 G(jt− p+ r3 + 1)
(5.190)
where we have used (5.159). In order to determine the proportionality constant, let us further
rewrite (5.190). Thus, with the same proportionality constant one finds
Cλ3λ1λ2(II) ∝ t−4−2(q−s3)
G(1 + λ3)G(−λ3/t)
G(1 +R1 − S1t)G(1 +R2 − S2t)C
−λ3
λ1λ2
(I)
= t−2(q−s3)
G(2− λ3/t)G(−R3 + S3t)
G(−Rˆ + (Sˆ + 1)t)G(1 + r3 − (1 + s3)t)
C−λ3+2tλ1λ2 (I) (5.191)
Let us now make a comparison with (5.158)
f
(R,S)
(r,s,1) = C
λ4
λ3λII
(II)CλIIλ1λ2(II)
= C−λII+tλ3,−λ4+t(II)C
λII
λ1λ2
(II)
∝ t−2q−6CλII−tλ3,−λ4+t(I)C−λII+2tλ1λ2 (I)
· G(t− λII)G(1− λII + t)G(−j1 − j2 + jII)
G(−1 + t− j1 − j2 − jII)G(1 + j3 + j4 − jII)G(t− j3 − j4 − jII)
= t−2q−6f (R,S)(r,s+1,0)
· G(1− λII + t)G(−λII + t)G(1− (s+ 1)t+ r)
G(1− λ3 +R− r − (S − s− 1)t)G(1 + λ4 +R− r − (S − s)t)G(1− λII + r − st)
(5.192)
From this we may read off the proportionality constant in (5.190) to be [112]
tq+3 (5.193)
In conclusion, with the relevant expressions for the numbers of screenings, now denoted r, s
r = (r1 + r2 − r3 − 1 + p)/2 , s = (s1 + s2 − s3 + q)/2 (5.194)
the result (5.183) for Cλ3λ1λ2 is valid also for fusion rule II provided one multiplies the rhs by
tq+3.
As a consistency check of the result Cλ3λ1λ2 in (5.183) one may analyse the products of G-
functions in order to verify that up to cancellations of the form Γ(0)/Γ(0) raised to some
power, (5.183) is non-vanishing and well-defined for both sets of fusion rules. It turns out that
for fusion rule I no cancellations are needed. For fusion rule II where the extra factor of tq+3 is
of no importance in this analysis, one finds
Γ(0) ∼
r−1∏
i=0
G(1− s+ (1− λ1 + i)/t) ∼
r−1∏
i=0
G(1− s+ (1− λ2 + i)/t)
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Γ(0) ∼
r−1∏
i=0
1
G(1 + s− (1 + λ3 + i)/t)
1/Γ(0) ∼
s−1∏
i=0
G(λ1 + it) ∼
s−1∏
i=0
G(λ2 + it) ∼
s−1∏
i=0
1
G(1 + λ3 − (1 + i)t) (5.195)
leaving (5.183) non-vanishing and well-defined upon the cancellation (Γ(0)/Γ(0))3.
In order to make a direct comparison with Andreev’s result we use (5.159) to first obtain
the symmetric OA coefficient
Cˆλ1λ2λ3(II) = t
(q−1)(4Rˆ−2p−1)G
1
2 (1/t)
Rˆ−p/2∏
i=1
G(i/t)
Sˆ−q/2∏
j=1
G(jt− Rˆ + p/2)
·
3∏
k=1
tsk
G
1
2 (λk/t)
∏Rk+p/2
i=1 G(i/t)
∏Sk+q/2
j=1 G(jt− Rk − p/2)∏p−rk
i=1 G(i/t)
∏q−sk−1
j=1 G(jt− p+ rk)
(5.196)
where we have included the renormalisation constant tq+3. Furthermore, we should change our
notation in (5.186) for λ3 (the definitions for Rˆ, Ri, Sˆ, Si and λ{1,2} remain unchanged)
λ3 = p− r3 − (q − s3)t = −r3 + s3t (5.197)
We see that in terms of the present notation, the original one has been transformed according
to
r1 → r1 , s1 → s1
r2 → r2 , s2 → s2
r3 → p− r3 , s3 → q − s3
R1 → p/2− 1− R2 , S1 → q/2− S2
R2 → p/2− 1− R1 , S2 → q/2− S1
R3 → Rˆ − p/2 , S3 → Sˆ − q/2
Rˆ→ R3 + p/2 , Sˆ → S3 + q/2 (5.198)
In this new notation one can establish the identity∏Rk
i=1G(i/t)
∏Sk−1
j=1 G(jt− Rk)∏rk−1
i=1 G(i/t)
∏sk
j=1G(jt− rk + 1)
= t2(q−1)(rk−1−Rk)
·
∏p−1−Rk
i=1 G(i/t)
∏q−Sk
j=1 G(jt− p+ 1 +Rk)∏p−rk
i=1 G(i/t)
∏q−sk−1
j=1 G(jt− p+ rk)
(5.199)
valid only for k = 1, 2. Finally one finds
Cˆλ1λ2λ3(II) = t
2S−1 G
1
2 (λ3/t)G
1
2 (1/t)
G
1
2 (λ1/t)G
1
2 (λ2/t)
G(1 + λ3)
G(1 +R3 − S3t)
·
Rˆ∏
i=1
G(i/t)
Sˆ∏
j=1
G(jt− Rˆ)
3∏
k=1
∏Rk
i=1G(i/t)
∏Sk−1
j=1 G(jt− Rk)∏rk−1
i=1 G(i/t)
∏sk
j=1G(jt− rk + 1)
(5.200)
146
while Andreev’s formula may be written (in the notation employed here, and up to a power of
t) as
Cλ1λ2λ3(II) ∝ G(S3t− R3)
Rˆ∏
i=1
G(i/t)
Sˆ∏
j=1
G(jt− Rˆ)
3∏
k=1
Rk∏
i=1
G(i/t)
Sk−1∏
j=1
G(jt− Rk)
(5.201)
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Chapter 6
Conclusions and Outlook
In this thesis we have shown how to deal with fractional powers of free fields by virtue of
fractional calculus, and thereby we have elucidated the meaning of the second screening charge
proposed by Bershadsky and Ooguri [24] for affine SL(2) WZNW models. The real merit of
this is that it has enabled us to use free field realizations to build the most general chiral
blocks for such theories on the sphere, even in the case of admissible representations with
fractional levels. The ensuing integral formulas are tractable and have allowed us to verify
many formal properties, such as projective invariances and the fact that the chiral blocks
satisfy the Knizhnik-Zamolodchikov equations. We have presented an explicit and simple proof
of the proposal in [64] for how Hamiltonian reduction works at the level of correlators, reducing
affine SL(2) current algebra for admissible representations to conformal minimal models. We
have further verified that the blocks found indeed reduce in that way. Also the relation to more
standard formulations of Hamiltonian reduction has been discussed. Employing the notion of
over-screening has allowed us to re-derive the fusion rules on the basis of an analysis of 3-point
functions in terms of our free field realization.
The proposal in this thesis for how to treat free ghost fields raised to fractional powers
involves a variety of expansions of certain functions, with different monodromies for the in-
dividual expansion terms. The physical condition imposed is then that the final expression
must respect the known monodromy for the item in consideration. This idea has now found
applications in other respects, notably in the operator approach to Liouville theory [130].
In order to generalise a work [42] by Dotsenko and Fateev on minimal models, we have
investigated in great detail the 4-point blocks. In particular we have devised integration con-
tours appropriate for suitable bases of blocks, both using our own representation based on free
fields and one by Andreev [8] applicable only to 4-point functions. The equivalence of these
two representations have been analysed thoroughly at the level of highly non-trivial integral
manipulations. As a by-product, we have presented a proof of a remarkable duality in minimal
models. In order to compute the monodromy invariant Greens functions we have calculated the
crossing matrix. Based on the monodromy coefficients we have isolated the operator algebra
coefficients of the theory for both fusion rules. Again the notion of over-screening has been
utilised, and in such a way that we have been able to normalise the operator algebra coefficients
unambiguously, contrary to the results in [8].
We have presented an explicit (generalised) Wakimoto free field realization of affine Lie
algebras by a Gauss decomposition and by determining anomalous (quantum) terms. We
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have discussed the screening currents of both kinds generalising the one of the second kind
by Bershadsky and Ooguri, and found partial proofs of their existence. Complete proofs were
presented in some cases. We have undertaken the study of primary fields in the framework of
the isotopic x variable representation and found solutions in special cases of SL(n). In the case
of SL(3) we have found the general solution for the primary fields and we have been able to
prove the consistency conditions for the existence of the screening currents. This means that
we are now in a position to generalise our program in chapters 4 and 5 for SL(2) to SL(3).
In principle we should then be able to determine the fusion rules based on 3-point functions,
find the 4-point Greens functions and eventually the operator algebra coefficients. We hope to
come back to this elsewhere.
Very recently de Boer and Fehe´r [37] have also obtained an explicit construction of Wakimoto
realizations of current algebras, based on quantising a Poisson bracket realization obtained
using Hamiltonian reduction. However, a direct comparison is not obvious and their proof is
announced to be presented elsewhere. Furthermore, they write down the general result for
screening currents of the first kind only and claim to have and intend to present a proof of that
elsewhere. If this is the case we have then shown in this thesis that screening currents of the
second kind do exist for SL(n). We believe it should be possible to generalise our existence
proofs to the other simple groups. This belief is supported by our very latest developments.
Utilising a new and more compact notation to be presented in [113], we hope to be able to carry
out such proofs and discuss further general results on the issue of primary fields. Generalisations
to supergroups are also currently under investigation.
Some steps have already been taken in the direction of generalising to supergroups. In [29]
the representation theory of the affine Lie superalgebra ̂sl(2|1) at fractional level and the free
field realization of the corresponding affine current algebra have been discussed.
A future work lies in the computation of correlation functions in the SL(2)/SL(2) approach
to non-critical strings where conformal minimal matter is coupled to gravity. Attempts in this
direction are found in [9]. Using the results established in this thesis, a possible outline is the
following. In the SL(2)/SL(2) approach one deals with a direct sum of 3 copies of affine SL(2)
current algebra ̂sl(2) with levels k, −k− 4 and 4 respectively, k = p/q− 2 is fractional and the
co-prime integer pair (p, q) parametrises the conformal minimal model. The former two copies
correspond to the original SL(2) group and to the gauge group which is also an SL(2) but with
shifted (dressed) level. The last copy with level 4 is expressed in terms of a fermionic ghost pair
arising in a gauge fixing procedure. Utilising this splitting it should be possible to calculate the
correlation functions. However, subtleties from the BRST conditions make the computation
non-trivial. When the necessary techniques eventually are developed, a generalisation to higher
groups and supergroups seems feasible.
Though not final, yet indeed crucial steps in the direction of formulating non-critical strings
in the G/G framework, the work in this thesis presents some new and definite results, notably
the completion of the solution of CFT based on affine SL(2) current algebra for admissible
representations in terms of free field realizations, the completion of the Wakimoto construction
for simple affine current algebras, and discussions on free field realizations of screening currents
and primary fields for simple groups.
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