ABSTRACT In this paper, we introduce a novel design approach for capacity-approaching non-binary turbo codes. There are two important factors that impact the performance of turbo codes in general: 1) the convergence behavior of iterative decoding in the low signal-to-noise ratio (SNR) and 2) the error-floor effect in the high SNR. We thus design the non-binary turbo codes by means of the EXIT charts and truncated union bounds. We first reduce the search space of component recursive convolutional codes by the analysis based on the truncated union bounds in conjunction with the uniform interleaver, followed by its optimization through the EXIT chart analysis. The construction of the EXIT chart for non-binary turbo codes with fixed code coefficients is a non-trivial task by the fact that these messages have multiple parameters to identify. Therefore, we develop a new EXIT chart analysis for non-binary messages which does not rely on any specific message model. It is demonstrated through computer simulations that the well-designed nonbinary turbo codes achieve a better performance than their binary counterparts as well as the conventional non-binary LDPC codes of the same field size. Furthermore, the code design is extended to high-order modulation, and our turbo codes designed for quadrature amplitude modulation are shown to outperform the conventional turbo trellis coded modulation schemes.
I. INTRODUCTION
Binary turbo and low-density parity-check (LDPC) codes [1] - [3] can asymptotically approach the channel capacity as the frame size increases, but a specific code design that can improve their finite-length performance should be of practical importance. Subsequently, non-binary turbo and LDPC codes have been proposed in [4] and [5] and the related recent results have shown that these codes can significantly improve the performance of their binary counterparts with short-to-moderate block length [6] . The price is its increasing decoding complexity mainly due to the metric calculation associated with non-binary symbols. By exploiting the fast Fourier transform (FFT), the computational complexity of decoding can be limited to O(q log q) when the finite field size q is a power-of-two [7] , [8] , but the decoding complexity may remain significant when the field size q is large.
In this paper, we consider the design issue of nonbinary turbo codes that consist of two identical convolutional encoders defined over GF(q) with q = 2 p and p > 1. The two major issues are the convergence performance of iterative decoding in low signal-to-noise ratio (SNR) and the resulting error floor in high SNR, and optimizing the minimum Hamming distance of constituent codes without considering their convergence behavior may not be sufficient for designing the best parallel concatenated code. For this reason, we propose a two-step optimization algorithm. In the first step, we identify the good component recursive convolutional codes (RCCs) from a distance spectrum viewpoint by analyzing their corresponding truncated union bound. Since the distance spectrum of turbo codes is not unique and depends on the specific interleaver structure, the concept of uniform interleaver [9] is utilized for simplicity of analysis. After reducing the search space by the first step, the second step selects the best component RCCs in terms of decoding convergence by tracking the message distribution during the iterative decoding. The resulting codes thus achieve good performance in terms of both convergence behavior and error floor.
The convergence analysis of the iterative decoder has been extensively studied in the literature. The density evolution [10] is a powerful tool for analyzing the convergence property of iterative decoder. Following the concentration theorem by Luby et al. [11] , a rigorous approach for iterative decoding threshold analysis under the cycle-free assumption is developed by Richardson and Urbanke [10] . Subsequently, the Gaussian approximation was proposed in [12] and [13] , which treats the message as Gaussian random variables. By tracking only the mean of a message density, the analysis can be made much simpler even with reasonable accuracy. The Gaussian approximation for binary LDPC codes was then extended to the non-binary case in [14] . For turbo codes, the analysis based on Gaussian approximation called extrinsic information transfer (EXIT) chart was first developed by ten Brink in [15] . Later, a similar analysis based on the extrinsic information SNR was developed in [13] and [16] . These studies enable us to estimate the iterative decoding threshold of turbo decoders with a reasonable effort.
For non-binary codes, the convergence analysis is in general a non-trivial task, since the message for these codes is no longer specified by a scalar value. In [14] and [17] , the Gaussian approximation-based analyses for the non-binary LDPC code ensemble have been studied, assuming the permutationinvariance property of the message. This assumption significantly simplifies the analysis by treating the message as the Gaussian random variable with a single parameter. This useful property, however, holds only for the code ensemble and thus may not be directly applicable to the design of specific codes. Furthermore, the EXIT chart analysis for non-binary turbo trellis coded modulation (TTCM) proposed in [18] and [19] may fail to capture the actual performance as the constellation size increases, mainly stemming from the fact that the multi-dimensional distribution of the a priori information is not carefully taken into consideration. In this work, we develop a new method to estimate the decoding convergence for non-binary turbo codes with fixed code coefficients. Our approach is to generate message samples used for evaluating the EXIT curve by the Monte-Carlo method instead of modeling the multi-dimensional message distribution. To do this, in addition to the conventional maximum a posteriori (MAP) decoder used for evaluation of the EXIT curve, we introduce an auxiliary MAP decoder that will be used for generating message samples. Then, we perform the actual MAP decoding with only two decoders to identify the convergence, thereby requiring much less computational complexity compared to actual iterative decoding.
Monte-Carlo density evolution may be another approach to analyze the convergence of the non-binary message with multiple parameters [20] - [22] . It is similar to our approach in that it does not assume any specific message model. However, the main difference is that Monte-Carlo density evolution requires iterative message-passing procedure to evaluate the convergence behavior, whereas our approach does not require such a procedure. Since our EXIT chart analysis only requires actual decoding operation at two constituent MAP decoders to identify the convergence, the analysis is much simpler, while retaining the accuracy of the analysis.
Turbo codes over non-binary fields or rings, as well as multi-binary input turbo codes have been studied so far in [5] , [23] , [24] , and [24] - [30] . However, how to design good non-binary turbo codes, especially in the case of large field size, remains an open problem. Specifically, the convergence analysis of the iterative decoding for specific nonbinary turbo codes has not been studied so far, due to their intractable message distribution. Non-binary turbo codes over high-order fields have been recently proposed in [30] , which are derived from a particular protograph sub-ensemble of the (2, 3) regular LDPC code ensemble. Their main advantage would be the development of the corresponding turbo encoder that is simpler than the corresponding non-binary LDPC code. To the contrary, our design approach directly focuses on the structure of turbo codes, and furthermore, it is extendable to the code design for high-order modulation.
Very recently, capacity-approaching LDPC and polar code designs for coded modulation together with their constellation shaping have been studied in [31] - [34] . We do not address a constellation shaping to fill the gap between the Shannon limit and the constellation constrained capacity in this work. Nevertheless, since our code design for coded modulation does not assume any modulation format, it may be applicable to a non-equispaced signal constellation to achieve shaping gain, as is adopted in the ATSC 3.0 standard [35] . This paper is a substantial extension of our conference paper [36] and provides a new method for EXIT chart analysis without assuming any specific message model, whereas the permutation-invariance property of the message was assumed in [36] for simplicity. Furthermore, the code design is extended to the high-order modulation, where the optimality of our turbo codes is demonstrated even in a high spectral efficiency regime. Although another conference paper by the authors [37] also addressed coded modulation based on nonbinary turbo codes, its code design relies on the conventional EXIT chart analysis; furthermore, the field size of the nonbinary convolutional encoder in [37] should be identical to the constellation size, and thus is not applicable to the case with BPSK transmission.
In summary, the main contributions of this paper are as follows:
• The EXIT chart-based analysis for specific non-binary turbo codes is developed. Since we focus on specific codes (i.e., with fixed code coefficients), the common assumption of the message distribution valid for the code ensemble [14] , [17] does not hold. Therefore, we propose a novel method of analyzing the decoding convergence without any assumption on the message distribution.
• A code search algorithm that efficiently finds the best codes in terms of both the convergence of iterative decoding and the resulting error floor is introduced.
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The code search procedure consists of two steps that are based on the truncated union bounds and the proposed EXIT chart analysis.
• Numerical results in terms of frame error rate (FER) performance over the binary input additive white Gaussian noise (AWGN) channel reveal that our non-binary turbo codes outperform binary turbo codes, polar codes, as well as non-binary LDPC codes defined over similar field size. Furthermore, the code design is extended to the coded modulation system and we demonstrate that our turbo codes with quadrature amplitude modulation (QAM) can outperform the conventional TTCM. This paper is organized as follows. The non-binary turbo codes defined over finite fields are introduced in Section II, where the non-binary messages as well as channel models are also described. In Section III, we introduce our proposed EXIT chart analysis for non-binary turbo codes with fixed code coefficients, followed by Section IV that derives the truncated union bound. Section V is devoted to identification of optimal component codes through the proposed two-step optimization algorithm based on the combination of EXIT charts and union bounds. In Section VI, the code design is extended to the case with high-order modulation. The simulation results with binary and high-order modulation in Section VII reveal that the proposed turbo codes can achieve the FER performance superior to the conventional schemes. Finally, Section VIII concludes our work.
II. TURBO CODES OVER FINITE FIELD
We begin with the description of our proposed turbo codes based on recursive convolutional codes (RCCs) over the finite field. Figure 1 shows a block diagram of the convolutional code with a single memory element defined over GF(2 p ). Both feedback and feedforward coefficients, denoted by h and {f 0 , f 1 }, respectively, are chosen from GF(2 p ). The output u k of the encoder is expressed by a function of a given input symbol a k ∈ GF(2 p ) and the previous symbol b k−1 ∈ GF(2 p ) stored in the memory as
A. CONVOLUTIONAL CODES OVER FINITE FIELD
where ⊕ and ⊗ denote addition and multiplication over GF(2 p ), respectively, and thus u k ∈ GF(2 p ). Similar to conventional binary turbo codes, our non-binary turbo codes consist of two identical constituent RCCs and a single symbol-wise interleaver as shown in Figure 2 . 
B. CHANNEL MODEL AND ITS SYMMETRY
Throughout this paper, we consider the transmission over the symmetric-output AWGN channel. In what follows, we consider the transmission of 2 p -ary symbol v ∈ GF(2 p ) with either BPSK modulation or 2 p -ary modulation.
1) BINARY MODULATION
We first consider the transmission of 2 p -ary symbol in binary format. In this case, symbol v is mapped onto p BPSK symbols denoted by x x x = [x 0 , x 1 , . . . , x p−1 ] ∈ {−1, 1} p . with its noisy version given by y y y = [y 0 , y 1 , . . . ,
where
with i ∈ GF(2 p )\0 = {1, . . . , 2 p − 1}. (Note that with this definition L ch 0 = 0.) Under the assumption that each bit derived from the same non-binary symbol is affected by statistically independent noise, the symbol-wise LLR vector is expressed as
For a binary-input AWGN channel, the bit-wise LLR can be modeled by the independent and identically distributed (i.i.d.) Gaussian random variable with mean 2/σ 2 and variance 4/σ 2 , where σ 2 is the variance of the channel noise. Therefore, the channel LLR is also Gaussian distributed, since it consists of the summation of i.i.d. Gaussian random variables. The transmission of 2 p -ary symbols over binary-input AWGN is derived from the 2 p -ary-input symmetric-output memoryless channel [14, Definition 1], which is an extension of the binary-input symmetric-output channel to the 2 p -ary input case.
2) 2 p -ary MODULATION
Let X ∈ {X 0 , X 1 , . . . , X 2 p −1 } denote the set of 2 p -ary constellation points, with each element corresponding to one of GF(2 p ) symbols. The symbol v ∈ GF(2 p ) has a one-to-one correspondence with the transmitted signal x x x = [x], x ∈ X , and the received signal is denoted by y y y = [y], y ∈ C. In this case, the channel LLR is expressed as
For high-order modulation such as QAM, the channel is not in general symmetric. Therefore, we assume the use of the i.i.d. channel adapter that enforces the channel to be symmetric for simplicity of analysis. The use of high-order modulation together with the channel adapter is discussed in Section VI.
C. MAP DECODING
The proposed non-binary turbo codes can be efficiently decoded by the symbol-wise MAP decoder [38] . Each constituent symbol-based MAP decoder operates with the
The number of the trellis states and that of the branches in each state for our RCCs are both equal to 2 p . In the following section, we assume the symmetry of the MAP decoding. Since we consider the symmetric channel, this assumption indicates that the extrinsic information is symmetric. The definition of symmetry of non-binary message is defined as [14] 
where i ∈ GF(2 p )\0. Under the symmetric message assumption, the probability of decoding error is independent of the transmitted codeword, and thus we can perform the analysis assuming that the all-zero codeword is transmitted.
III. EXIT CHART ANALYSIS FOR NON-BINARY TURBO CODES
The EXIT chart is a useful tool for the system design and analysis [39] , with which we can estimate the convergence behavior of the iterative decoding from the mutual information transfer characteristic of the constituent MAP decoder. In order to evaluate this characteristic, it is necessary to define a specific model that represents the message distribution and Gaussian distribution is often adopted for its simplicity. For non-binary turbo codes with fixed coefficients, however, such a modeling approach may not be accurate. Therefore, in this section, we propose a new EXIT chart analysis where message samples are generated by the Monte-Carlo approach.
We first describe how to generate these messages, followed by the detailed description of the proposed EXIT chart analysis.
A. PROPOSED MODEL FOR EXIT CHART ANALYSIS
For binary codes, the message in the iterative decoding is expressed by a single scalar value, and its distribution is well approximated by a simple Gaussian distribution. On the other hand, the message for non-binary codes are in vector form and modeling such a vector is not straightforward. Figure 3 shows the evolution of histogram of the message vector L L L with iterations for GF(4) turbo codes with BPSK modulation obtained by simulations. From this figure, we observe that each element of message vector has its own distinct parameter. Since these parameters depend on specific codes, their analytical identification prior to the actual code search would be infeasible. Therefore, we attempt to produce the message samples by a simple Monte-Carlo approach. Figure 4 shows the proposed EXIT chart model for evaluating the mutual information transfer characteristic of the constituent MAP decoder where the two streams are concatenated through the interleaver. At each stream, an information sequence is encoded by a test non-binary turbo encoder, i.e., a recursive systematic convolutional (RSC) encoder, and its output is mapped onto the constellation point. After that, they are transmitted over the AWGN channels with different noise levels σ and σ . This indicates that the reliabilities of channel LLRs used in each MAP decoder are different.
Although a single MAP decoder is used to obtain the EXIT curve in binary case, we use two MAP decoders. The auxiliary MAP decoder shown at the bottom is used for the purpose of generating the extrinsic information L L L e that serves as the a priori information L L L a at the next decoder after interleaving. We note that the permutation of the message does not change the mutual information. This operation is unnecessary if the message distribution is already known and the specific message model is assumed. However, since this is not the case for our model, we generate the message by actual simulation. It is also important to note that we do not use the a priori information at this decoder, i.e., L L L a is always zero, and thus the knowledge of the message distribution is unnecessary. MAP decoding is then performed at the upper decoder to produce the extrinsic information L L L e and obtain the decoder characteristic.
B. EXIT CHART ANALYSIS 1) DEFINITION OF MUTUAL INFORMATION
EXIT chart analysis tracks the mutual information of the message in the iterative decoding. Let I (a; L L L) denote the mutual information between the information symbol a ∈ GF(2 p ) and the corresponding LLR L L L. The mutual information corresponding to the a priori and extrinsic information can be expressed as
respectively, where the expectation is taken over the information sequence. Similarly, we also denote
Assuming the ergodicity of the extrinsic information, the
where the statistical averaging will be replaced by time averaging [17] . Note that we consider the conditional distribution P(L L L | a = 0) assuming the symmetry of the message, and
Also, the mutual information of (8) is related with probabilities of non-zero symbols, i.e., symbol error probability, and the mutual information increases as the corresponding symbol error probability reduces.
2) RELATIONSHIP BETWEEN I A AND σ
Naturally, the question is how to select the parameter σ . In the conventional EXIT chart analysis, the parameter of the extrinsic information corresponding to the desired mutual information I A is obtained by using the inverse J -function [15] . However, in our case, we perform actual MAP decoding to generate L L L a , and thus the relationship between I A and σ depends on specific code coefficients. Furthermore, it is difficult to evaluate this relationship for each code in the code search. Therefore, we set the range of σ to examine based on its channel capacity.
The relationship between I A and σ depends on the characteristic of the auxiliary MAP decoder in Figure 4 . We represent this decoder function by I A = f (σ ). Although this decoder function may also have L L L a as its parameter, the a priori information at this decoder is always set to zero, i.e., L L L a = 0 0 0 in our analysis. Therefore, we do not take L L L a into account.
Note that I A is monotonically decreasing with σ . In other words, we have the following theorem:
Theorem 1: The decoder function f (σ ) is monotonically decreasing.
Proof: The proof can be derived in the similar way to that of [13, Proposition 1] and based on the fact that the auxiliary MAP decoder is optimal in the sense that for a given σ , it minimizes the symbol error and, equivalently, maximizes f (σ ).
3) DETAILED DESCRIPTION OF ANALYSIS
Next, we describe how to select the parameter σ in our analysis. Let σ (γ ) denote the noise level corresponding to the channel SNR γ expressed in decibel. Since the constituent MAP decoder will not improve the mutual information at the channel SNR below the channel capacity, we set σ above σ (γ cap ), where γ cap is the minimum channel SNR required to achieve channel capacity given in decibel. In this work, we first set σ to the noise level corresponding to γ cap plus an offset (0.5 dB in our case) and change it in the logarithm domain. We empirically set the maximum value of the channel SNR to γ cap + 3.5 dB, and adjust it by the step of 0.5 dB, i.e., σ ∈ {σ (γ cap + 0.5 dB), σ (γ cap + 1.0 dB), . . . , σ (γ cap + 3.5 dB)}. Note that by Theorem 1, I A increases if σ decreases, and vice versa. Although I A may not be linearly decreasing with respect to σ in general, the linearity property is not important for the purpose of identifying the convergence.
The above parameter selection will be adopted in the EXIT chart analysis, regardless of code coefficients, the field size, and the modulation format.
We note that our setting of σ may not cover the full range of 0 ≤ I A ≤ 1, i.e., we may have f (σ (γ cap + 3.5 dB)) > 0 and f (σ (γ cap +0.5 dB)) < 1 in general. Nevertheless, the decoder characteristic around I A = 0 and I A = 1 would not be critical to identify the decoding convergence.
In the iterative decoding, the extrinsic information output from a constituent MAP decoder serves as the a priori information for the next decoder. Since our iterative decoder consists of two identical MAP decoders, it is sufficient to examine the relationship between I A and I E at the constituent MAP decoder to estimate the decoding convergence. If I A < I E is always satisfied for every value of I A , it indicates that the extrinsic information reaches the maximum level, and thus error free performance could be achieved as decoding iteration increases for a given channel noise level σ .
IV. DERIVATION OF THE UNION BOUND
By assuming the transmission of the all-zero codeword, in this section we derive the union bound on the FER for non-binary turbo codes. The distance spectrum in terms of Hamming distance is sufficient for evaluation of the performance of turbo codes over binary-input AWGN channel. Nevertheless, we focus on the Euclidean distance considering its extension to the non-binary signaling such as high-order QAM. Union bound on the word error probability of turbo codes over AWGN channel is given by
where A Turbo d is the number of the codewords whose output has the Euclidean distance of d from that of the all-zero codeword. Note that when BPSK signals {−1, 1} are used as a modulation format, the squared Euclidean distance of symbol x ∈ GF(2 p ) from symbol 0 is four times the Hamming weight of binary image of x. Also, P d is the pairwise error probability (PEP) that the decoder makes an erroneous decision by selecting an error sequence of Euclidean distance d, and d min is the code minimum Euclidean distance. Upon finding the error coefficient of non-binary turbo codes A Turbo d , we first derive the weight distribution of the constituent non-binary RCCs. Since non-binary turbo codes are linear codes, we approximate the complete transfer function with all the paths that diverge from the zero state of both constituent RCCs and re-marge into the zero state after some steps [9] . It is shown in [9] that this approximation is accurate when the interleaver length is significantly larger (i.e., 10 times) than the number of memory elements.
A. DISTANCE SPECTRUM OF COMPONENT RECURSIVE CONVOLUTIONAL CODES
We start with deriving the 2 p -dimensional error coefficient A ω ω ω,z for the constituent non-binary RCCs based on its trellis representation, which corresponds to the number of the codewords having the input weight vector ω ω ω = (ω 1 , ω 2 , . . . , ω 2 p −1 ) and squared Euclidean distance z of the parity symbol from the correct path. Each element ω i , with i ∈ {1, 2, . . . , 2 p − 1}, represents the number that the ith symbol appears in the information sequence. The information symbol length will be denoted by N in what follows.
Upon calculation of the error coefficients for symbolinterleaved turbo codes, it is important to note that one should take into account the symbol-wise input weight vector of the constituent RCCs which indicates the number of non-zero symbols in the input sequence. However, the knowledge of the symbol-wise parity weight is not required. Therefore, we store only the squared Euclidean distance of parity symbols from the correct path. In the following, the squared Euclidean distance of the parity symbol x from symbol 0 is denoted by E(x). As mentioned, E(x) is four times the corresponding Hamming weight for BPSK modulation.
Following the notation in [19] , we first denote the number of the paths reaching the state S at the time index t as A t,S,ω ω ω,z , where ω ω ω is the input symbol weight vector and z is the squared Euclidean distance of parity symbol from the correct path. For each time index t, the coefficient A t,S,ω ω ω,z is updated recursively as
where u t is the input symbol that triggers transition from the state S (at t − 1) to the state S (at t), x t is the corresponding output symbol, and the vector of the input weight stored in the state S is given by ω ω ω = (ω 1 , ω 2 , . . . , ω 2 p −1 ). In this calculation process, we update the input weight vector as
Similarly, we update the parity weight z as
where z is the squared Euclidean distance stored in the state S . Finally, we approximate the error coefficients of the constituent RCCs, denoted by A RCC ω ω ω,z , as A RCC ω ω ω,z = A N ,0,ω ω ω,z .
The above approximation ensures that the complete distance spectrum is characterized by all the paths of length N that once diverge from the zero state and then re-merge into the zero state.
B. DISTANCE SPECTRUM OF AVERAGE TURBO CODES
Based on the error coefficients of the constituent RCCs, the error coefficients of non-binary turbo codes will be derived in VOLUME 6, 2018 what follows. Considering the fact that the error coefficients of turbo codes depend on the specific interleaver structure, we assume the use of uniform interleaver [9] for the sake of simplicity. The total number of non-zero symbols in the information sequence is denoted by ω = ω 1 + . . . + ω 2 p −1 . Then, the error coefficient of the equivalent block code with the uniform interleaver of size N can be calculated as
where A RCC ω ω ω,z is the error coefficient of component convolutional codes and e = 2 p −1 i=1 E(i) ω i is the total squared Euclidean distance of input sequence from the all-zero sequence. The union bound for average turbo codes can be obtained by substituting (14) into (9) . Note that the summation of (14) is over all the combinations of (e, z 1 , z 2 ) that satisfy d = √ e + z 1 + z 2 .
C. TRUNCATED UNION BOUND
Since our objective of using union bound is to estimate the error floor, the error event that has large output Euclidean distance from all-zero codeword may be excluded. Furthermore, calculation of the distance spectrum of the constituent RCCs based on the above procedure would become computationally challenging as the number of memory elements and codeword length increase. Therefore, we truncate the error events corresponding to large output Euclidean distances. Specifically, we perform trellis-based search with the M -algorithm, where only M branches in each trellis section associated with the smallest metrics are connected to the node at the next level. The computational complexity of the trellis-based search with the M -algorithm depends on the choice of the trellis length N and parameter M . Figure 5 demonstrates the effect of the parameter M on the error rate performance of turbo codes over GF (4) with BPSK modulation. From this figure, we observe that a large number of M is not necessarily required to capture the error floor. This indicates that the search for the error floor with the M -algorithm requires neither high computational complexity, nor large memory to store the information on M branches. For the code search presented in the following section, we set N = 100 and M = 1000. This trellis length is sufficient to capture the error floor performance, since the length of error events that affect the error floor is typically much shorter than 100. However, the required value of M to estimate the error floor may depend on the field size, and we set M = 1000 for all the cases for simplicity.
V. COMPONENT CODE SEARCH
For parallel or serially concatenated codes, the component codes have to be chosen properly in order to achieve a good performance. In this section, the code search algorithm for finding component code is described based on the EXIT charts and truncated union bounds. Since the objective in this section is to design the non-binary turbo codes that can achieve a good iterative decoding threshold as well as the asymptotic performance simultaneously, we perform the code search in two steps. We first apply the truncated union bound presented in Section IV to all the possible sets of code coefficients and analyze the asymptotic performance. After that, we apply the proposed EXIT chart analysis described in Section III to the reduced search space and choose the best codes that can achieve good trade-off between the iterative decoding threshold and asymptotic performance.
There are mainly two reasons for applying the truncated union bound in the first step, rather than the EXIT charts. The first reason is that the union bound analysis always finds the best codes in terms of the error floor, whereas the results of the EXIT chart analysis is probabilistic, since it resorts to the Monte-Carlo simulation. Therefore, in order to perform an analysis with acceptable accuracy, the proposed EXIT chart analysis may require a long information sequence, which results in high computational complexity of analysis. As the second reason, the truncated union bound, on the other hand, can be easily derived (less time consuming) by applying the M -algorithm as explained in the previous section. Since the main objective of the first step is to reduce the large search space to a limited number of candidates, the truncated union bound would be more appropriate.
In the first step, we aim to find codes that achieve good error floor performance, which is equivalent to maximizing d min and minimizing A Turbo d min in (14) . If multiple codes achieve the same values of d min and A Turbo d min , the next term A Turbo d min +1 is compared, where higher priority will be given to the codes having smaller coefficients. In this manner, we may find the best codes in terms of the error floor among all possible combinations of code coefficients.
Note that the codes that have the lowest error floor performance do not necessarily have the best decoding convergence performance. Therefore, we temporarily store the best N temp candidates from the above process, and select the best one in terms of both decoding convergence and error floor by applying the EXIT chart analysis to all of the N temp candidates.
More specifically, in the second step, for each of N temp candidates we compute the channel SNR where its EXIT curve becomes open. We denote this channel SNR, i.e., the iterative decoding threshold by SNR TH . For each set of tentative test coefficients, we first assign the SNR value at the channel capacity of the corresponding code rate to the initial value. Then, the EXIT curve is computed. If the EXIT curve has an open tunnel, then the SNR TH is set to the current channel SNR. If the EXIT curve is not open, the channel SNR is increased by 0.1 dB and EXIT curve is computed again. We apply these processes to all N temp candidates. Finally, the component code that achieves the smallest metric SNR TH will be selected as the best code.
Our proposed code search procedure is summarized as follows: of tentative test coefficients is within the top N temp candidates, the coefficient is stored.
3) The above process continues until all possible candidates are tested.
• Step 2 (EXIT chart) 1) Set the initial channel SNR to the corresponding SNR suggested by the channel capacity. 2) Compute the EXIT curve. 3) If the EXIT curve has an open tunnel, SNR TH is set to the current channel SNR. Otherwise, increment the channel SNR by 0.1 dB and go back to 2). 4) Apply the above process to all N temp candidates and compute SNR TH . 5) Select the best code that achieves the lowest value of SNR TH . In the code search process, we use the following setup: the information length for EXIT chart analysis is 10000 symbols, and the number of tentative candidates is N temp = 30. The best memory-1 component codes for non-binary turbo codes found by the above procedure are tabulated in Table 1 .
VI. HIGH-ORDER MODULATION WITH CHANNEL ADAPTER
In this section, we consider the transmission of 2 p -ary constellation matched to 2 p -ary codewords of turbo codes over the AWGN channel. Since the symmetry property may not hold, the analysis assuming the all-zero codeword may not be accurate. Therefore, we resort to the i.i.d. channel adapter [40] , which was proposed as an analytical tool that enforces the channel to be symmetric. This technique is also applicable to the non-binary case, where channel codes are defined over GF(2 p ). At the output of the encoder, the channel adapter adds a symbol chosen from GF(2 p ) with equal probability to a coded symbol, and this effect is taken into account at the receiver by permuting the channel LLR prior to decoding. Since the channel adapter averages out the effect of a coded symbol over GF(2 p ), the physical channel can be seen as symmetric. (The reader is referred to [14, Th. 7] for the details and the proof of symmetry property.) Thanks to this adapter, the physical channel would become symmetric regardless of the modulation format, and we thus perform the analysis assuming that the all-zero codeword is transmitted analogous to the case with binary modulation.
Although the EXIT chart analysis developed in Section III is applicable to the cases of high-order modulation in a straightforward manner, a slight modification is required in the derivation of the union bound. Here, we consider A ω ω ω,e,z for the case with channel adapter, which now describes the number of the codewords that have the input weight vector ω ω ω as well as the input and output squared Euclidean distances, denoted by e and z, respectively, from the all-zero sequence. The input squared Euclidean distance e from the correct path is introduced here, since unlike the symmetric channel, the input squared Euclidean distance from the all-zero codeword is not determined by the input symbol weight vector due to the channel adapter, and thus the evaluation of e separately from the input symbol weight vector ω ω ω is necessary.
By introducing the i.i.d. symbols v 0 t and v 1 t that are uniformly distributed over GF(2 p ) and independent of the output symbol x t , the error coefficient A ω ω ω,e,z can be averaged over all possible combinations of the i.i.d. symbols v 0 t and v 1 t . Consequently, it can be calculated for each time index t as A t,S,ω ω ω,e,z = 1 2 2p
where, similar to (10), the transition from the state S (at t − 1) to the state S (at t) is considered with u t representing the input symbol and x t the corresponding output symbol. The difference from that in Section IV is that now the i.i.d. symbols v 0 t and v 1 t are added to the input u t and the VOLUME 6, 2018 output x t , respectively. In this case, the squared Euclidean distance of the parity symbol x t from symbol 0, i.e., E(x t ) used in (12) , is expressed as
where | · | indicates the Euclidean norm. The squared Euclidean distance of systematic symbol s t from symbol 0 is also updated in a similar way to that of parity symbol based
. Consequently, the error coefficient of turbo codes is given by the form analogous to (14) . Since the i.i.d. channel adapter averages out the effect of feedforward coefficients, the union bound depends only on the feedback coefficient. Therefore, we first optimize the feedback coefficient by the union bound and best feedforward coefficients are chosen by the EXIT charts. Figure 6 compares the EXIT chart as well as the resulting decoding trajectory of the optimized rate-1/3 non-binary turbo codes defined over GF(64) for two different channel SNRs. The code coefficients employed here are listed in Table 1 . The axis labels I Ai and I Ei in the figure indicate the mutual information of the a priori and extrinsic information at the ith MAP decoder, respectively. From this figure, we observe that the EXIT curve well agrees with the actual decoding trajectory and this indicates the accuracy of our analysis. Also, it is observed that the tunnel of the EXIT chart becomes open at the channel SNR around -0.2 dB. From this result, one may predict that the iterative decoding threshold of this code would be around -0.2 dB, which is 0.3 dB away from the channel capacity.
VII. SIMULATION RESULTS

A. RESULTS OF EXIT CHART ANALYSIS
In Table 1 , we summarize the iterative decoding threshold estimated through the proposed EXIT chart analysis, the actual channel SNR where the FER curve of extensive simulation reaches FER= 10 −2 , and their gaps. In this simulation, the information length is set as 10 5 bits, and decoding iteration is 20. For GF (8) codes, since the error floor appears above the FER of 10 −2 , the SNR where the FER curve reaches 10 −1 is evaluated. From Table 1 , it is observed that the gap between the estimated threshold by the EXIT chart analysis and the actual SNR where FER of 10 −2 is achieved is around 0.1 dB for 2 p > 8. These gaps will decrease as the information length and decoding iteration increase. These results indicate that the proposed EXIT chart analysis is valid for estimating the behavior of non-binary turbo code in the low SNR region without extensive Monte-Carlo simulation.
B. PERFORMANCE OVER BINARY-INPUT AWGN CHANNELS
We evaluate the FER performance of the proposed non-binary turbo codes assuming the binary-input AWGN channel. The performance is compared with the following three different approaches: 1) 16-state binary turbo codes with the optimized generator polynomial 37-33 [41] , 2) ultra-sparse nonbinary (2, 4)-LDPC codes, and 3) binary polar codes with the cyclic redundancy check (CRC) aided successive list decoding (CASCL) [42] . For these codes, the information length and code rate are set as 1024 and 1/2, respectively. In the case of turbo codes, the code rate of 1/2 is achieved by puncturing of the original rate-1/3 turbo codes, and Log-MAP decoding with 10 iteration count is performed. The so-called S-interleaver with the spread value S = 22 is employed. The location of non-zero elements in the paritycheck matrix of non-binary LDPC codes is optimized by progressive edge-growth [43] , whereas the non-zero elements are randomly selected [44] . We note that when field size is large, e.g., GF(256), the performance improvement by the optimization of non-zero elements is marginal [44] . The maximum number of iteration for the sum-product decoding is 50. The polar codes used here are constructed using the density evolution based on convolutions with the design SNR of E b /N 0 = −1.6 dB, and the list size for CASCL is chosen as L = 32 along with 16-bit CRC.
The results are compared in Figure 7 . As a benchmark of the performance of finite length codes, we have also plotted Gallager's random coding bound [45] . It is observed from this figure that the proposed non-binary turbo codes achieve the FER of 10 −3 at the same channel SNR as the non-binary (2, 4)-LDPC codes designed over GF(256) and outperform binary turbo codes by approximately 0.15 dB. Considering the fact that the decoding complexity of non-binary codes substantially increases as the field size increases, this result demonstrates the superiority of our non-binary turbo codes in terms of trade-off between the achievable performance and resulting decoding complexity.
To verify the effectiveness of our code design algorithm, we have also plotted the performance of non-binary turbo codes designed only by the union bound analysis in Figure 7 , which is labeled as UB only, in contrast to the proposed hybrid design algorithm labeled as UB + EXIT. As observed, the performance gain of the proposed design algorithm over the design method that only takes the distance spectrum property into account is about 0.15 dB at the FER of 10 −3 . This demonstrates the effectiveness of our two-step optimization algorithm. Note that we can also design the turbo codes based only on the EXIT chart analysis, but it may be computationally demanding and thus impractical due to its substantial search space as mentioned earlier.
C. EXTENSION TO LOWER CODE RATE
Although the code rate of turbo codes can be enhanced through puncturing, it is in general difficult for traditional binary turbo codes to achieve capacity-approaching performance with low code rate, e.g., less than 1/3. However, there are important applications of low-rate codes, e.g., multiple-access scheme such as code-division multipleaccess (CDMA) and interleave-division multiple-access (IDMA) [46] . Therefore, we show the design example of nonbinary turbo codes defined over GF(2 p ) whose code rate is given by m/(3p), where m is less than p.
The low code rate of turbo codes can be achieved by restricting the cardinality of its input 2 m to the strict subset of the field GF(2 p ), where m < p. The input binary sequence is mapped onto the strict subset of GF(2 p ) such that the minimum Hamming distance is maximized. In this case, the trellis still has 2 p states and each state has 2 m branches.
Here we consider the design of rate-2/9 turbo codes over GF(64) with m = 4 as an example. In this case, we map the 4-bit sequence to the subset of GF(64) symbols such that the minimum Hamming distance is maximized. To do this, we perform this mapping by using the generator matrix of the punctured (6, 4) Hamming code, which has the minimum distance of 2. In this paper, we obtain the low-rate codes by applying the above method to the optimized codes in Table 1 , and thus we do not perform additional optimization. Figure 8 shows the achievable rate of the proposed variable-rate turbo codes with the same simulation setup as that demonstrated in Figure 7 , where we plot the required channel SNR for each code to achieve the FER of 10 −3 . The code rates of 9/10 and 1/2 are achieved by symbolwise puncturing and 2/9 is designed based on the method described above. We can see from this figure that at any code rate, the proposed codes can achieve the performance within approximately 0.3 dB from the random coding bound. This result demonstrates high flexibility of the proposed turbo codes in terms of code rate design as well as the optimality of its performance. Figure 9 shows the performance comparison with Robertoson's TTCM [47] in terms of the FER performance with the spectral efficiency of five bits per symbol. The vertical dashed line in the figure indicates the corresponding constellation constrained capacity (16.2 dB). The TTCM consists of two identical rate-5/6 TCM encoders with 8 trellis states employing 64-QAM that are optimized in [47] . Based on our code search algorithm modified to high-order modulation, the proposed turbo code is designed over GF(64) with its code coefficients (α 26 , α 6 , α 21 ), where the primitive element α is associated with the primitive polynomial in Table 1 . The rate-5/6 turbo codes for the proposed scheme are obtained via symbol-wise puncturing, where the puncturing pattern is optimized by the exhaustive search. Information length is set as 5000 bits and decoding iteration is 8. The interleaver employed here is S-random interleaver. We have performed the optimization based on the EXIT chart analysis for a fixed mapping pattern.
D. PERFORMANCE WITH HIGH-ORDER MODULATION
From Figure 9 , it is observed that the proposed nonbinary turbo codes achieve a remarkable gain compared to the conventional TTCM scheme. Specifically, even though Robertson's TTCM suffers from its high error floor, our nonbinary turbo codes do not exhibit such an error floor even at the FER of 10 −4 .
VIII. CONCLUSION
We have tackled with the design issues of non-binary turbo codes. Since the EXIT chart analysis for specific non-binary turbo codes is a non-trivial task, we have proposed a novel approach that does not require the a priori knowledge on the message distribution. The two-step code design algorithm based on the EXIT charts and union bounds has been proposed. Simulation results have demonstrated that our proposed non-binary turbo codes achieve performance comparable to the non-binary LDPC codes even with much less decoding complexity. Furthermore, its application to highorder modulation based on the channel adapter has been presented, which can outperform the conventional TTCM scheme.
Finally, since we have performed the optimization assuming uniform interleaver in this work, the joint optimization of component RCCs and the interleaver structure may have a room for further performance improvement. 
