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Abstract 
Inter-vehicle communication is a major part of the Intelligent Transportation Systems (ITS). 
Vehicular Ad-Hoc Network (VANET) was primarily developed to improve safety and comfort 
for vehicles, passengers and drivers. Because of high mobility and changeable infrastructure, 
there are many challenges in such networks one of which is routing. Existing routing algo-
rithms for VANET are divided into five major classes: position based, cluster based, broadcast, 
geocast based, and topology based routing protocols.  
Different researches for ITS compare existing routing protocols for VANET and evaluated their 
performance. Nevertheless, most of them are far from realistic conditions. Since these sys-
tems often consist of many nodes, a real-world test is very costly and time consuming. There-
fore, most VANET researches use simulators which allow fast and cheap evaluation of proto-
cols and applications. The simulation scenarios are controllable and reproducible. In simula-
tion studies models are used to make a judgement on real-world viability. The model must 
reflect the real-world conditions to make the results reliable.  
In this thesis we provide a realistic model for Auckland using Nakagami propagation model 
and evaluate the performance of several popular VANET protocols (AODV, DSR, 
OLSR,DSDV,GPSR, CBRP, and ZRP). We use Nakagami propagation model and investigate the 
impact of the shape factor of the Nakagami model on the performance of each protocol for 
two real scenarios: urban area and highway. For the urban area, we select Auckland CBD with 
maximum speed of 50 km/h. For the highway area, we select Auckland motorway with maxi-
mum speed of 100 km/h.  
The simulations are carried out using OMNET++ and SUMO simulators, with scenarios con-
figured to reflect real-world conditions. We compare the performance of the protocols using 
three metrics: packet error ratio, end-to-end delay and throughput. The experimental results 
show that the performance of the protocols depend on several factors which include: num-
ber of vehicles, speed of vehicles, shape factor, etc. In general, DSR has the highest through-
put for both scenarios in all conditions. In terms of packet error rate, for most of the cases in 
the CBD scenario, CBRP outperforms other protocols while for the motorway scenario, in 
most of the cases, the best protocol is ZRP. The lowest End to End Delay (EED) is achieved for 
both scenarios when using OLSR.  
Keywords: VANET, Routing Protocols, Propagation Models, Performance Evaluation. 
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1 Chapter One:  Introduction 
 
The substantial growth in vehicular traffic in recent years necessitates new ways to handle 
and manage traffic. Intelligent transport systems (ITS) aims at monitoring and regulating traf-
fic automatically with minimum manual intervention. The ITS use various technologies includ-
ing wireless sensor network, communication and data processing to bring efficiency, safety 
and resilience in the transport system. ITS can provide innovative services to different modes 
of transport system. The users are better informed about the traffic and the experience is 
safer and coordinated by smarter use of traffic networks. ITS is capable of managing different 
traffic conditions, mobility, and interfaces in an improved and efficient manner. 
Inter-vehicle communication (IVC) or Vehicular Ad-Hoc Network (VANET) is a major part of 
the ITS. It was primarily developed to improve safety and comfort for vehicles, passengers and 
drivers. VANET is a class of Mobile Ad Hoc Network (MANET) that enables vehicles to exchange 
different types of information that can vary from entertainment to security alert messages. 
Since these systems often consist of many nodes, a real-world test is very costly and time 
consuming. Therefore, most VANET researches use simulators which allow fast and cheap 
evaluation of protocols and applications. The simulation scenarios are controllable and repro-
ducible. In simulation studies models are used to make a judgement on real-world viability. 
The model must reflect the real-world conditions to make the results reliable. 
 
1.1 Research Motivation  
In the past few years, Vehicular Ad-Hoc Network  (VANET) has been taken as the point of 
research in the academic as well as automobile industry, as there is a great potential in this 
field to work and improve the safety and comfort while driving. In VANET, wireless technology, 
has been employed to provide many opportunities and areas of enhancement with the exist-
ing systems and technologies used in vehicles. However, in this system, there are few areas 
that require further in-depth research. These areas are medium access control, security and 
routing protocols.  
In order to establish an efficient communication between the vehicles and the traffic system, 
there is a need to overcome some variables that can affect the efficiency of the communica-
tion. One of these variables is the location of a vehicle, that is, if the vehicle is in city, country, 
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or on highway. This can influence the choice of a suitable routing protocol for VANET in each 
different environment. With the evaluation of routing protocols, it will be easy to determine 
how well each of the tested protocols will work in the different environments. The different 
environments described under VANET can arise different challenges to the design of the rout-
ing protocols. 
As a result, this thesis aims at investigating several VANET protocols for two different environ-
ments in Auckland: City centre and Motorway. The results will help the responsible organiza-
tions to develop more efficient infrastructure for vehicle communications in Auckland.  
1.2 Research Contribution 
In this thesis we provide a realistic model for Auckland using Nakagami propagation model 
and evaluate the performance of several popular VANET protocols: Ad-Hoc On Demand Dis-
tance Vector (AODV), Optimized Link State Routing (OLSR), Dynamic Source Routing (DSR) 
Destination-Sequenced Distance Vector (DSDV), Greedy Perimeter Stateless Routing (GPSR), 
Zone Routing Protocol (ZRP) and Cluster Based Routing Protocol (CBRP).  We find optimal con-
figuration of Nakagami model for each protocol and then compare the performance of the 
protocols for two real scenarios: urban area and highway. For the urban area, we select Auck-
land CBD with maximum speed of 50 km/h and Auckland motorway with maximum speed of 
100 km/h. We compare the performance of the protocols using three metrics: Packet Error 
Rate, End-to-End Delay and Throughput. The simulations are carried out using OMNET++ and 
SUMO simulators, with scenarios configured to reflect real-world conditions.  
 
1.3 Thesis Layout 
Rest of the thesis is organized as follows. In Chapter 2 we review some of the basic networking 
concepts that will help the reader to understand the thesis.  
Chapter 3 introduces the Vehicular Ad hoc Network (VANET) as the type of the network that 
is the focus of this thesis. Various aspects of VANET and the most well known routing protocols 
and simulators will be briefly reviewed in this chapter. 
In Chapter 4 several of the most relevant researches to our research topic will be reviewed 
and their findings will be discussed. 
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Chapter 5 summarizes our research and the experimentation we have conducted for evalua-
tion of the VANET protocols.  Then, there is a full discussion on the results. 
Finally, Chapter 6 concludes the thesis and introduces some future directions for the continu-
ation of this research.
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2 Chapter Two: Background  
Networking can be defined as the connection of various devices in order to transfer data from one 
point or sender to the other point or receiver side. Networking is used for the purpose of sharing data, 
information, resources, and services etc. However, it is kind of a challenging task because to transfer 
data within the specific time period.  
2.1 ISO 7 Layer Model 
Open Systems Interconnection (OSI) Model is considered as a conceptual model that helps in stand-
ardizing all the functions related to communication with the computing system or telecommunication 
system, without specifying the internal structure or their technology. The goal of OSI model is to have 
interoperability regarding diverse communication systems in accordance with their standard proto-
cols. The International Standards Organization (ISO) provided 7 layer Open Systems Interconnection 
(OSI) model for network communication (Tanenbaum & Wetherall, 2010). 
The bottom most layer 1 is physical layer and covers the electrical and mechanical properties of the 
medium of transmission. The transmission can be wireless, wired, Infrared (IR)etc. 
The layer 2, data link layer, is responsible for constructing bit frames. It also provides the transmission 
protocol and error handling, flow control and frame synchronization in physical layer. It is divided into 
two layers; Media Access Control (MAC) and the Logical Link Control (LLC). The MAC layer provides 
methodology of accessing data and transit permissions. The LLC layer handles flow control, synchro-
nization and error checking. IEEE 802.2 is protocol of DLL. 
Layer 3 is network layer and defines the routing and switching technologies for transmission of data 
from one computer to another. This layer provides addressing, error handling, internetworking, 
packet sequencing and congestion control. The prominent protocol of this layer are IP, IPX etc. 
Layer 4 is transport layer which provide end to end data transfer. T takes care of flow control as well 
as end to end recovery from errors. TCP, UDP are protocols of this layer. 
Layer 5 is Session layer and it manages, co-ordinates and terminates connection of applications. 
Layer 6 is presentation layer and it preforms translation of data between applications and network. It 
transforms data so that data received by network is in the format of application layer. It can format as 
well as encrypt data to be transmitted. 
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Layer 7 is application layer and performs end user processes. Applications like email, Telnet, FTP are 
application layer services.  
2.2 IEEE802.11 
IEEE designates its networking standards with numbers starting from 802 while for the wireless local 
area network family IEEE has given 11. The first IEEE802.11standard wireless network was released in 
1997. This standard used radio frequency band to implement wireless local area network and has the 
specification of both Media Access Control (MAC) and Physical Layer (PHY) as shown in Figure 2-1. At 
2.4 GHz, a data rate varying from 1 to 2 Mbps was received initially when this standard was published. 
These were rated too low for the 2.4 GHz frequency band. (Sharma, R.K.Chaurasiya, & Saxena, 2013) 
 
 
Figure 2-1. OSI & layer architecture ( Tutorial-Reports, 2017) 
 
IEEE802.11a 
In September 1999, networks were operating at a frequency of 5GHz and 3.7 GHz with a bandwidth 
of 20 MHz was released with name IEEE802.11a. This standard used the concept of Orthogonal Fre-
quency-Division Multiplexing (OFDM), which is a modulation scheme that has a specific use in the 
6 
 
office setting. In this scheme, the data speed increased with a possible limit up to 54 Mbps. (Narayan, 
2014) This standard incorporates the antenna technology that takes only a single input and provides 
single output, which is also called SISO technology 
IEEE 802.11b 
Along with IEEE802.11a standard, which was released in 1999, IEEE 802.11b was also released. This 
new standard provides 11 Mbps speed in a bandwidth of 22 MHz at 2.4 GHz as operating frequency. 
It also has a fallback of 5.5, 2, and 1 Mbps. This standard includes Direct Sequence Spread Spectrum 
(DSSS) modulation technique with the SISO antenna technology, as it was in IEEE802.11a. This new 
standard, which permitted wireless functionality corresponding to Ethernet, was legally approved in 
1999 from the original IEEE802.11 standard. This IEEE802.11b new standard faces high risk of an in-
terface as the channel used is 2.4 GHz. This 2.4 GHz frequency is so crowded that the risk of interfacing 
has increased. (Almatrook, 2016) 
IEEE 802.11g  
 The IEEE standard for wireless network (Wi-Fi) that is B. IEEE 802.11g was approved and ratified in 
the year 2003 which was capable of supporting a bandwidth of 54 Mbps which is very high as com-
pared to the 11 Mbps for 802.11b. This standard also operates at 2.4 GHz frequency and has a band-
width of 20 MHz. The standard uses both modulation schemes that are OFDM or DSSS, as well as this 
standard also uses the same antenna technology of SISO. (Abdelrahman, Mustafa, & Osman, 2015) 
 IEEE 802.11n 
In 2009, C. IEEE 802.11n standard became legal, which was integrated with the technology of wireless 
antenna in tandem arrangement to transmit and receive data. This antenna technology used in this 
standard is known as Multiple Input, Multiple Output (MIMO). This technology displays the ability of 
the standard to coordinate multiple radio signal simultaneously. By involving this technology, the 
range and the throughput of the wireless network have increased. The OFDM modulation scheme is 
used in this standard. An additional feature of this standard is that it has an increased channel band-
width of 20-40 MHz. Theoretically, this standard support only up to 300 Mbps.  (Abdelrahman, 
Mustafa, & Osman, 2015) 
 IEEE 802.11ac 
In the year 2013, December, fifth generation of Wi-Fi standards was released, which is IEEE 802.11ac. 
The operating frequency of this standard is 5GHz and has a bandwidth of sectors 20, 40, 80 and 
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160MHz. Further, for the standard, the ranges of stream rate are 7.2 - 96.3Mbps for 20MHz, 15 – 
200Mbps for 40MHz, 32.5 - 433.3Mbps for 80MHz, and 65 - 866.7Mbps for 160MHz. As compared to 
the previous standards, IEEE 802.11a, b, g and n, IEEE 802.11ac has better performance and coverage. 
The new standard has a wider channel and also improved modulation scheme, which helps in sup-
porting more number of clients. The modulation technique used by IEEE 802.11ac is multi-user MIMIO, 
which allows multiple users to communicate with each other. (Almatrook, 2016) 
2.3 802.11p 
Over the last few years, IEEE is working on a new communication standard, which is Wireless Access 
in Vehicular Environments (WAVE), 802.11p. (IEEE, 2010). 
The various WAVE protocols and their relationship with ISO layers is shown in Figure 2.2 (Strang, 
2010). 
 
Figure 2-2. IEEE 1609 series of protocols. (Strang, 2010) 
IEEE has come out with series of standards for Wireless Access in Vehicular Environment (WAVE) for 
vehicular networks. IEEE released trial version of WAVE in 2006. Later IEEE 1609 series were published. 
These standards define interface and set of services to provide secure wireless communication in ve-
hicular environment. (US DOT, 2017) 
A. Physical and MAC Layers 
 IEEE 802.11p standard of WAVE has defined the physical and MAC layers. There are seven 
channels present in the 5.9GHz band, which are similar to that of IEEE 802.11a design. The difference 
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between IEEE 802.11a design and IEEE 802.11p is that IEEE 802.11a uses 20MHz bandwidth, while 
IEEE 802.11p uses 10MHz bandwidth. (IEEE, 2010) 
It has been explored that the physical layer present in 802.11p make use of OFDM technology that 
helps in increasing the rate of data transmission and also in overcoming the signal fading process in 
wireless communication. Management functions are considered as the specifications of IEEE 802.11p, 
which creates physical layer management entity (PLME) and MAC layer management entity, with the 
help of physical and MAC layers, respectively. (ASTM, 2003) 
In order to reduce the collisions and also to provide fair access to the channel, IEEE 802.11p make use 
of Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA).In order to manage channel co-
ordination and also to support MAC service data unit delivery, IEEE 1609.4 standard is used, which is 
of IEEE 1609 protocol family. It includes six service channels (SCH) and also one control channel (CCH). 
Further, the standard makes use of different frequencies and also transmits power. (Ali & Latha, 2015) 
 Eichler (Eichler, 2007)  has described that between CCH and SCH, each station alternates, while the 
different channels can only be used at different time intervals.The control channel plays a crucial role 
in the safety control and the safety data transmission process as explained by (Amadeo, Campolo, & 
Molinaro, 2010). However, on the other hand, six service channels are utilized for transferring of non-
safety messages.  
 
Figure 2-3:  WAVE radio channels.  
The multichannel operation of WAVE architecture and the IEEE 802.11e Enhanced Distributed Channel 
Access (EDCA) serves as the building blocks of the IEEE 802.11p MAC layer. There are four different 
Access Categories (AC) defined based on this mechanism, which are depicted via AC0-AC3. The defined 
AC’s are unique and holds an independent queue . Each of the AC’s are allotted different contention 
parameters assisting the EDCA mechanism in providing prioritization with an ease. Among the defined 
access categories AC3 is known to have the highest priority, whereas AC0 acquires the lowest priority. 
Thus, it can be defined that the data transmission is divided into parts with six service channels for the 
transmission of non-safety messages and one control channel for the transmission of safety messages. 
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(Eichler, 2007). Moreover, each of the channels is further divided into four different access categories. 
Therefore, it can be said that amid the process of data transmission, the medium can be easily ac-
cessed via two contention procedures: (Ali & Latha, 2015) 
 The internal contention procedure is the first procedural method for accessing the medium. 
The procedure takes place in each of the channels amid the access categories of the channel 
utilizing the contention parameters known as Arbitrary InterFrame Space (AIFS) and Conten-
tion Window (CW). 
 The other procedure used to access the medium takes place between the channels. On the 
basis of the internal contention procedure, different timer based settings are used to provide 
a support for this procedure. 
Each of the frames in the data transmission process is divided into different access categories, varying 
on the significance of the message. Following which, the selected frames utilize the specific contention 
parameter tend to access the medium. (Ali & Latha, 2015) 
The WAVE structure offers yet another element, namely the Logical Link Control (LLC), which is known 
to pose same characteristics as the upper sub-layer of the OSI layer two. This element of the WAVE 
structure is used to offer a communication means between upper layers and the lower layer. (IEEE, 
2010) 
B. Network and transport layers 
 The working procedure of the services in the business and transport layers are explained and 
indicated by IEEE 1609.3. In addition to this, the IEEE 1609.3 offers an ease of wireless connectivity 
between vehicles and vehicles with roadside devices. The functions offered by the WAVE network 
services can be divided into two parts: (Ahmed, Arif, & Fisal, 2013) 
 • Data-plane services: The data-plane services are used to transfer the network traffics alongside sup-
porting the IPV6 and WSMP protocols. In order to enhance the possibilities of receiving messages on 
time; the WAVE Short-Message Protocol (WSMP) offers the power of sending short messages to ap-
plications.  
 • Management-plane services: These services are used in order to configure and maintain the system; 
for example, IPV6 configuration, channel usage monitoring, and application registration. This service 
is often termed as the WAVE Management Entity (WME). 
It is mandatory for the devices using the WAVE architecture to implement UDP and TCP. 
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C. Resource Manager 
 According to the IEEE 1609.1 standard a WAVE application, namely resource manager (RM) is 
defined in order to, permit communication for applications running on RSUs and OBUs. The RM resides 
on either OBUs or RSUs. (Ahmed, Arif, & Fisal, 2013) 
D. Security Services  
 As per the standards of IEEE 1609.2 security services have been defined in WAVE architec-
ture and the applications running on this architecture. These security services are used to explain the 
format and the processing of secure messages; additionally, it explains the primary security func-
tions. (Amadeo, Campolo, & Molinaro, 2010) 
2.4 Dedicated Short Range Communications Service (DSRCS) 
Under its program for Intelligent Transportation Systems (ITS), Federal Communications Commission 
in 2003 adopted a report for licensing and service rules for DSRC Radio Service in the 5.850-5.925 GHz 
band. The DRSC service involves vehicle-to-infrastructure  and  vehicle-to-vehicle communications for 
creating safe environment for travelling. The drivers can be warned of likely dangerous situation so 
that they can take pre-emptive majors to avoid getting trapped in such conditions. DSRC service is 
provided by installing On-Board Units (OBUs) in vehicles and Roadside Units (RSUs) installed along the 
road side. These exchange information with each other to provide status of traffic. DSRC uses ASTM-
DSRC standard which is extension of IEEE 802.11a for MAC and physical layer using DSRC services. The 
typical range of communication is 1000 ft and maximum speed of 120 mph. The standards define 
power and emission limits. (US DOT, 2017) (Federal, 2004) 
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3 Chapter Three: Vehicular Ad-Hoc Networks 
(VANET)  
The Mobile Ad-hoc Network (MANET) consists of a group of mobile nodes with freedom of movement 
in any direction or speed. It is a temporary wireless network which allows mobile nodes to route and 
exchange data to the destination by themselves without any network infrastructure. There are no 
dedicated routers, servers, access points and cables (Anwer & Guy, 2014). 
 Mobile nodes use batteries for operation and have limited transmission range.  MANET can be used 
in harsh environments such as battlefields, forests, fields and many more.  MANETs can also provide 
end-to-end communication using TCP/IP protocol. (Qureshi & Abdulhanana, 2013) 
VANET is an integral part of modern Intelligent Transportation System (ITS) architecture. Using VANET 
allows a reduction in congestion, increase in road safety and improvement in traffic movement. VANET 
is a special case of MANET that is tailored for wireless communication between moving vehicles 
(Qureshi & Abdulhanana, 2013). 
The vehicular communications are of two types: Vehicle-to-Vehicle (V2V) and Vehicle to Roadside 
(V2R). Figure 3-1 shows V2V and V2R communications for vehicles at an intersection. 
 
Figure 3-1. Vehicular communications (Hamida, Noura, & Znaidi, 2015) 
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The frequency spectrum for V2V and V2R was allocated by Federal Communication Commission in 
1999. The rules and regulations for Dedicated Short Range Communications (DSRC) service were no-
tified in 2003. DSRC uses 5.850-5.925 GHz band (5.9 GHz band) for private applications as well as ap-
plication related to public safety (Federal, 2004). 
Using DSRC, services were developed to enable vehicles and the beacons located at roadside to form 
VANET so that nodes are able to contact  each other without any central intervention. VANET uses 
DSRC allocated band with 75 MHZ bandwidth for V2V and V2R communications. The range of com-
munication is 1000 m. DSRC specified IEEE 802.11a protocol for communication. Then, it was modified 
to 802.11p, which has lower operational overheads for VANET. IEEE standardized the complete com-
munication stack under 1609 family and called it as WAVE (Wireless Access in Vehicular Environments) 
(ASTM, 2003). 
V2V-based VANETs have more advantages than V2R-based VANETs as follows: 
- V2V-based VANET does not depend on the roadside conditions and provide more flexibility. 
This is important for developing countries and remote areas where the suitable roadside in-
frastructures are not available.  
- V2V-based VANET is cheaper than V2R-based VANET as it does not require expensive roadside 
infrastructure.  
- V2R-based VANET needs to tackle fast fading, frequent hand-offs and short connectivity time 
due to fast-moving vehicles. The V2V based network has much less problems due to this fact 
that relative speed of vehicle is much less than actual speed.  
- V2V-based VANET allows neighbouring vehicles to exchange messages among themselves 
which increases the efficiency of message passing.  
3.1 Comparison of VANET and MANET  
VANET and MANET have many similarities such as dynamic topology, multi-hop data transmission, 
distributed architecture and Omnidirectional broadcast (Anwer & Guy, 2014). 
 The differences are as follows.  
 Cost of VANET deployment is much higher than of MANET.  
 The VANET network topology is highly dynamic because of high speed of vehicles.  
 The VANET uses more bandwidth than MANET.  
 The nodes movement are random in MANET but in VANET the nodes movement is regular. 
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Figure 3-2. Differences between VANET and MANET (Qureshi & Abdulhanana, 2013). 
Routing is a major issue with VANETs due to the dynamic nature of mobile nodes in the network. 
 
3.2 Routing Protocols for VANET 
Routing is considered as an effective act of sending the information across the networks from a source 
to a destination. It is also defined as the activity of selecting a path through which the data packets 
are transferred. In order to accomplish this job, different routing protocols have been proposed. These 
protocols vary from each other with respect to the rules applied to routing packets and technology 
(Singh P. , 2014). Routing protocols for VANET are classified into five categories: topology based, po-
sition based, broadcast, geocast based, and cluster-based routing (Qureshi & Abdulhanana, 2013) 
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3.2.1 Topology Based Routing Protocols 
Topology-based protocols use the existing link for data forwarding. These protocols  are  divided into 
three categories as follows: 
 Table-driven (proactive) routing: In this type of protocols, routing table is maintained by each 
node and the table consists of routing information that is transferred to every node in the net-
work. DSDV and OLSR are examples of proactive protocols (Ali, Dulaimi, & Majeed, 2016). 
In the Destination-Sequenced Distance Vector (DSDV) protocol, each node maintains a routing table 
entry that contains information for the destination nodes in the network. The entries of routing table 
contain next hop address, a number of hop counts, and the sequential manner in which the infor-
mation is to be transferred. DSDV helps in maintaining the up-to-date routing information across the 
routing information tables. (Ali, Dulaimi, & Majeed, 2016) 
The Optimized Link State Routing (OLSR) protocol uses two types of control messages that are hello 
and topology control. The information regarding the status of the link and the host’s neighbor is found 
through hello messages. Broadcasting the information to own neighbors is done through topology 
control messages. The protocol is effective in reducing the time interval for control of messages. 
 On-demand (reactive) routing: This type of routing protocols maintains the routing activity at dif-
ferent nodes where the communication is not available. The route on demand is by flooding the 
network with Route Request (RREQ) packets. AODV and DSR are the respective examples.  
  Ad hoc On- Demand Distance Vector( AODV) protocol performs the Route Request (RREQ) and Route 
Reply (RREP) through route discovery whenever a node will send packets to the destination. The pro-
tocol reduces the traffic messages at low cost to find route time interval. Instead of keeping up-to-
date information of the route, this protocol aims to reduce the number of broadcast messages by 
finding the routes on demand. 
With the RREQ to all nodes is in the range of wireless transmission, Dynamic Source Routing  (DSR) 
protocol is based on the flooding of the source node. DSR protocol is based on two mechanisms that 
are allowing the route discovery and maintaining the route in the network. In this protocol, each RREQ 
is determined by the route discovery of the source and destination node. When the route is not avail-
able, the protocol enables the destination node to search the source node by the route mechanism  
 Hybrid (both proactive and reactive) routing: This type of protocols combines the advantages of 
proactive and reactive routing. The protocol works best for a high number of nodes. With the 
increasing number of nodes, hybrid routing helps in achieving higher performance. The routing is 
initially established with reactive routing at global network level while the proactive protocol is 
employed in the local neighborhood node.   
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Zone Routing Protocol (ZRP) is an example of hybrid algorithms. While each node is required to main-
tain the network connectivity, the zone of routing is defined by this protocol. The routing is immedi-
ately available to nodes in the routing zone. ZRP protocol is efficient in reducing the communication 
overhead as compared to proactive protocols. The route discovery is faster in ZRP protocol, and thus, 
ZRP reduces delays, which are mostly encountered in DSR reactive routing. (Ali, Dulaimi, & Majeed, 
2016) 
3.2.2 Position Based Routing 
Position based routing techniques rely on vehicles information about the position of their nearby ve-
hicles. In geographical routing each node knows its own location by using the Global Positioning Sys-
tem (GPS) or other localization techniques. When a source wants to send a packet to a destination, it 
uses the destination's location to find the closest neighbour to the destination which is also closer 
than itself to the destination, and then forwards the packet to that neighbour. Greedy Perimeter State-
less Routing (GPSR) (Karp & Kung, 2000), which is one of the best-known position based routing tech-
niques, combines both greed forwarding and face routing.  
3.2.3 Broadcast-Based Routing 
Broadcast-based routing is the most popular routing protocol for VANET especially when a message 
must be delivered to all vehicles (For example, safety-related messages). The simplest form of broad-
casting is flooding in which each node rebroadcasts the message to other nodes. Although flooding 
ensures the message is delivered to all targets, it suffers from a big overhead especially when there 
are many nodes in the network. In a dense network, number of messages grows exponentially which 
may cause collision, high bandwidth consumption and a fall in overall performance.  
Several selective forwarding schemes such as BROADCOMM (Durresi, 2005), Urban Multihop Broad-
cast Protocol (UMB) (Korkmaz, Özgüner, & Özgüner, 2004) , Vector-based Tracking Detection (V-
TRADE) (Korkmaz, Özgüner, & Özgüner, 2004), and History Enhanced V-TRADE (HV-TRADE) (Sun, et 
al., 2000) have been proposed to overcome the aforementioned issues. 
3.2.4 Geocast Based Routing 
Geocast based routing is a location based multicast routing protocol. In this method, each node deliv-
ers the message/packet to those nodes lie within a specified geographic region referred to as Zone of 
Relevance (ZOR) (Ooi & Fisal, 2004). The sender does not need to deliver the packet to nodes beyond 
the ZOR because the message, which may be an accident alert, is usually unimportant for nodes that 
are far from the accident. Therefore, a directed flooding strategy is used within a specified ZOR to 
reduce the message overhead.  
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Inter-Vehicular Geocast (IVG) protocol has been proposed in (Bachir & Benslimane, 2003) aims at in-
forming vehicles located in a risky area, called multicast group, about any danger on the highway (for 
example, when an accident occurs). The protocol broadcasts messages periodically to overcome the 
network fragmentation. 
3.2.5 Cluster-based Routing 
In a clustering scheme for VANET, the adjacent mobile nodes are virtually grouped in a cluster.  Each 
node in a cluster may get a different role, such as cluster-head, cluster-gateway, or cluster-member. 
Normally, a cluster-head serves as a local coordinator for its cluster, performing intra-cluster trans-
mission arrangement, data forwarding, and so on. A cluster-gateway is a non-cluster-head node with 
inter-cluster links to establish a connection between the cluster and neighbouring clusters. A cluster-
member is usually called an ordinary node, which is a non-cluster-head node without any inter-cluster 
link.  
Cluster-based routing protocols have several advantages over flat routing protocols (i.e., those with-
out any hierarchy), which include lower overhead, higher scalability and throughput, and better usage 
of the system capacity because of better performance in the MAC layer.  
At the network layer, clustering reduces the size of routing table and decreases transmission overhead 
resulted from updating the routing tables after topological changes. Although each node stores only 
a fraction of the total network routing information, clustering is able to achieve topology information 
by aggregating current nodes information. Consequently, clustering may be considered to create more 
scalable and stable communication schemes.  
There are many cluster-based algorithms for VANET, of which, there is a brief introduction  of the  
most famous ones in the following sections. Clustering algorithms for VANET are divided into two 
categories: position-based and speed-based (Shayeb, Hamzah, & Nasoura, 2011). 
 
Position-Based Clustering  
Position-based algorithms focus on the nodes positions. Opposed to the conventional clustering meth-
ods which use node ID or relative mobility to choose the cluster-head, Clustering for Open IVC Net-
works (COIN) chooses the cluster-head based on the vehicle dynamics. When the relative mobility 
between a cluster-head and a cluster-member is low, their radio contact continues for a long time. 
COIN obtains vehicle’s location via GPS so it is a position-based protocol (Blum & Eskandarian, 2003).  
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Cluster Based Routing (CBR) protocol (Luo, Zhang, & Hu, 2010), is a routing protocol based on both 
position and clusters. In this protocol, the geographic area is considered as a grid in which each 4-
neighbour squares has exactly one cluster-head.  
In Cluster-Based Routing Protocol (CBRP) (Jiang, Li, & Tay, Cluster Based Routing Protocol (CBRP), 
1999) the cluster-head is selected for each cluster to keep the cluster membership information. Dis-
covering inter-cluster routes is based on the information in cluster-heads. By clustering nodes into 
groups, the protocol efficiently minimizes the flooding traffic during route discovery. Furthermore, the 
protocol uses uni-directional links for both intra-cluster and inter-cluster routing. 
Speed-Based Clustering 
Speed-based clustering algorithms use the information about vehicles speed for routing. Data Propa-
gation Protocol (PDP) (Little & Agarwal, 2005) enables message propagation in VANET without the use 
of fixed infrastructure such as access points or satellite communication. The algorithm is inherently 
distributed and it does not require a global naming function. This algorithm can be used for any traffic 
condition. The cost of message exchange is deterministic and is a function of the speed of a vehicle, 
the speed of message propagation, and the traffic conditions. 
3.3 Network Performance Methods  
The performance of any network is the measure of the quality of service provided by the network to 
its users. The network needs to provide reliable and error-free services under different conditions.  
The performance of the network requires measurement of parameters under various conditions and 
circumstances. Numbers of techniques such as analytical modelling, test bed/measurement, simula-
tion and emulation are available for creating environment required for the measurement of network 
parameters. Each approach has its strengths and weaknesses and the selection of the technique to be 
used depends on the type of the network, stages of the life cycle and requirement of the network 
being studied. The considerations required to select techniques are listed in Table 3-1. 
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Table 3-1. Criteria for selecting evaluation techniques (Jain, 2008, p. 31) 
Criterion Analytical Modelling Simulation Measurement 
1. Stage Any Any Post prototype 
2. Time required  Small Medium Varies 
3. Tools Analysis Computer Lan-
guages 
Instrumentation 
4. Accuracy Low Moderate Varies 
5. Trade-off evalua-
tion 
Easy Moderate Difficult 
6. Cost Small Medium High 
7. Saleability Low Medium High 
3.3.1 Analytical Modelling  
The analytical model uses mathematical formulas for system analysis and behaviour prediction. A set 
of the equations are formed to describe the performance of the system. This method requires com-
putational knowledge complexity of which is determined by the size and the nature of network. In 
general, this method collects activity measurement information at various intervals to predict the be-
haviour of the network. The time intervals are selected so that these contain significant volumes of 
the activity under test (Caliri, 2000). 
The analytical models are normally used to gain the understanding of a new system or a system up-
grade by analysing the behaviour while changing various parameters such as workloads or hardware.  
It can also detect behaviour prediction due to the system changes such as configuration or hardware 
(Caliri, 2000). 
3.3.2 Test Bed   
The test beds are used to create an actual environment in the laboratory or within a specified working 
area. Actual network hardware, software, network configuration along with application software are 
used to conduct various tests. The test bed gives most realistic results due to the use of actual hard-
ware and software in the areas of operation. The test bed can provide performance measurements 
under various conditions. The system configuration, hardware and software can be changed, and the 
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performance check can be carried out without affecting the real system working. The test beds can be 
tweaked to test various systems centrally. (Narayan, 2014) 
The main disadvantages of test beds are that they are expensive to create, the scaling is limited, and 
nodes have limited mobility and are location dependent. The test beds creation requires proper plan-
ning and takes considerable time to set them up.  
3.3.3 Simulation  
The network simulators try to model real networks. The basic idea is that, by modelling a network, the 
changes or future addition in the network can be analysed without having the real network in place. 
The simulation of the network is done using a software program to model the behaviour of the net-
work and its various components. The network simulation allows evaluation of the network in a con-
trolled manner. The simulation methods are used extensively for testing network behaviour in various 
scenarios and configurations. The network simulation allows validation of newer components, new 
developments and new networks without actually creating a new system. The network simulators 
normally use several technologies and protocols for  building complex network using basic network 
building blocks. The flexibility provided by the network simulators allows the design of different net-
work topologies using various components and devices (Pan, 2017). 
3.3.4 Emulation  
The emulation is used to imitate a device or system using a computer program. The emulation can 
emulate functioning of hardware as well as the software. The researchers use real hardware with em-
ulated software to evaluate large network without spending a lot of money on the network. The emu-
lation can also be used along with the other components of network and provide a cheaper alternative 
to  check the viability of a new system,  the viability of optimization of existing systems by changing 
configuration and the impact of possible changes (Almatrook, 2016). 
Unlike simulators, the emulator can be attached to the existing system, simulator or to the end-net-
work to provide connectivity like in real systems. However, the emulators have their own limitations 
and do not provide complete alternative to the hardware or software they emulate. The emulation 
may not provide accurate results when hardware functionality changes by changing the firmware 
(Pan, 2017). 
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3.4 Performance Metrics 
The performance of a network is measured by various network parameters known as performance 
metrics. These performance metrics are measured during experiments undertaken for network eval-
uation (Creative Commons, 2017). 
The key metrics for evaluating the network performance are: 
Throughput 
The throughput is the volume of data transferred over network per unit time. It can be measured as 
the number of data packets transferred per second or the number of bits transferred per second. The 
throughput provides an idea of network capacity for transferring data and used for analysing the per-
formance of protocols (Katheet & Raman, 2014). 
Packet Delivery Rate (PDR) 
The Packet Delivery Rate is the ratio of packets delivered to the packets sent. It determines the effi-
ciency of the network (Katheet & Raman, 2014). 
 End-to-End Delay (EED) 
The end-to-end delay is total time taken by a packet to transverse the full network. The time includes 
the transfer time as well as processing time taken by various devices along the path between the 
source and destination. (Creative Commons, 2017). 
Round Trip Time (RTT)  
Round Trip Time is the time required for a packet to reach the destination and inform the source back 
that the packet has been delivered. The RTT is generally measured in milliseconds (Cisco Systems, 
2017). 
Jitter 
Jitter is the variation in data delay received over the network. Normally, the data is sent out as a con-
stant stream of bits which are equally spaced. However, the bits get separated due to network con-
gestion, configuration errors, improper queuing and this delay between the packets causes jitter in 
the network. If the jitter gets huge, gaps between the videos or clicks in the audio signal can be en-
countered. (Cisco Systems, 2017). 
21 
 
Routing Overhead 
Routing Overhead in the additional routing packets required for sending packets across network over 
the packets required without use of routing protocols. The routing overhead determines the efficiency 
of the routing protocol used for the data transmission (Sultana & Raj, 2014). 
Normalized routing load 
Normalized routing load is the number of routing packets that are to be transmitted for each data 
packet sent. The normalized routing load is also used as a performance metric for proactive and reac-
tive Ad-hoc network routing protocols (Sultana & Raj, 2014). 
Packet Collision Rate 
Packet collision rate is the number of packet collisions occurring in a network in a specified period. 
The time used for the measurement is usually one minute. (Kurose & Ross, 2010). 
Packet loss 
Packet loss occurs when the packets sent over the network do not reach the desired destination. The 
packets loss may occur either due to the bad links or by congestion in the network. The packet loss is 
measured using packet drop rate. The packet loss is detected by TCP protocol and it can perform re-
transmission to avoid total loss of the packets (Kurose & Ross, 2010). 
Packet Drop Rate 
The packet drop rate is the ratio of packets lost or dropped to the packets sent over the network. It 
indicated the status of network and congestion in the network (Kurose & Ross, 2010). 
Packet Error Rate (PER) 
The ratio of the incorrectly received data packets to the total number of received packets is termed 
as PER. 
 PER = (No. of incorrectly received packets / No. of sent packets) * 100 
Average Delay 
The packets transmitted over a network get delayed due to various reasons such as network speed 
limitation, transmission delay, propagation delay, the processing time of packets and queuing delay. 
Of these, queuing delay is most important and the main reason for the delay. The queuing delay occurs 
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when the packets, waiting to be transmitted, are put in queue due to network congestion. The average 
packet delay is defined by the formula 1/(μ-λ)  where μ is the number of packets that the network can 
handle in a second and λ is the average packet arrival rate (Kurose & Ross, 2010). 
Traffic Control Overhead 
The network traffic requires various tasks such as routing, resource allocation, scheduling, and flow 
control. The network controller is required to take action when there are changes in the network to 
ensure smooth flow of traffic. The network controller also requires the exchange of information on 
network state such as CTS/RTS messages, channel state information (CSI), queue length information 
(QLI), packet loss rates, etc. This exchange of information is called control overhead (LIDS, 2017). 
Average Hop Count 
The hop count is the number of hops required to transfer a message from the source to destination. 
The average hop count takes into account all possible paths between source and destination in the 
network. It provides useful information about network latency (Jerger, Krishna, & Peh, 2017). 
3.5 Network simulators 
The network simulation software allows modelling of network components, links and applications. 
The network simulation uses both command line interface (CLI) and GUI. Most commercially available 
network simulators use GUI because of building the network easily. The output of a simulator can be 
trace files, metrics of device, network, and link level to allow analysis of results (Caro, 2013). 
The packet level analysis is normally done using events stored in the trace file logs. Discrete event 
simulation used by most of the simulators, allow event-based analysis by storing pending events and 
then processing them in order of their appearance. Some key simulators are described in the further 
section: 
3.5.1 NS (Network Simulator) 
There are different types of NS simulators that are discussed as follows: 
The NS-1 simulator was developed by the Network Research Group at the Lawrence Berkeley National 
Laboratory (LBNL). The simulator uses an extension of the Tool Command Language (TCL) to define 
simulations. The command line is used to define network topology, configuring traffic sources and 
sinks, collecting statistics and invoking the simulation. A Number of scripts are available to use graphic 
tool for displaying results (Caro, 2013). 
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NS-2 is updated version of NS-1 simulator and uses MIT's Object TCL(OTCL) language instead of TCL 
used by NS-1. In addition to the features of NS-1, NS-2 has many other additional features. It is an 
open-source, event-driven simulator, designed specifically for research in the field of wired and wire-
less networking. It is mainly based on Unix. OTCL is used to create and configure a network simulation 
using C++. It can be run under Windows using Cygwin that provides Linux like environment under 
windows (TutorialsWeb, 2017). 
NS-3 is free software for network simulation which can be downloaded and used under the GNU GPLv2 
license. The suffix 1, 2 and 3 specifies the release number of software. However, the latest releases 
are not compatible with their older versions.  It is a discrete event simulator which is under develop-
ment since 2006 and is widely used for teaching and research purpose. Primarily NS-3 is CLI based, but 
some GUI tool can also be used with it. It was designed for Linux based systems, but now support is 
provided for FreeBSD and Cygwin (for Windows)  (NS-3, 2017). 
3.5.2  OMNeT++ (Objective Modular Network Testbed in C++)  
As per the website, “OMNeT++ is an extensible, modular, component-based C++ simulation library 
and framework, primarily for building network simulators” (OMNeT++, 2017). Even though it is not a 
direct simulator, it is still used for simulation of the network by academic institutions. The component 
modules of OMNeT++ are programmed in C++, and then higher-level language (NED)s used to assem-
ble these into bigger components and models. It provides GUI as well as CLI interfaces for execution 
of the simulation. The components include simulation kernel library, utilities, sample simulations and 
documentation. It can run on Linux, Windows, Mac OS X and UNIX. The commercial version of OM-
NeT++ is OMNEST (OMNeT++, 2017).  
Main simulation frameworks such as INET, RINASim and Castalia are available for OMNeT++. The most 
popular simulation framework for OMNeT++ is INET that provides models for IP stack, link layer pro-
tocols for wired and wireless networks, MPLS with LDP, mobility support, and MANET protocols. OM-
NeT++ is an efficient network simulator with modern facilities ranging from excellent GUI to modular 
core design (OMNeT++, 2017). 
3.6 Mobility Models 
Mobility models are used to simulate movement pattern of vehicles in VANET. The models simulate 
movement, velocity and acceleration over a period. The mobility model is required to emulate the 
real-life movement pattern of vehicles to test the systems using simulation accurately  (Bai & Helmy, 
2004). 
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The mobility model is then used along with simulators to evaluate the system. Various mobility models 
have been characterised by Bai & Helmy (2004) for mobile Ad-hoc networks as shown in Figure 3-3. 
This catagorization is based on specific mobility characteristics used by the model.  
 
Figure 3-3: The categories of mobility models in Mobile Ad hoc Network (Bai & Helmy, 2004) 
In Random Waypoint model, the movement of mobile nodes is independent of random velocity and 
is in random directions. This model is mostly used for ad-hoc networks mobility simulation due to its 
simplicity. (Bai & Helmy, 2004) 
The mobility models, where movement of the node is dependent on past movement history, are clas-
sified as mobility model with temporal dependency. The model’s node moves in a correlated manner 
and is called mobility models with spatial dependency. The models where movement is restricted by 
street, obstacles and freeways, are called mobility model with geographic restriction. The mobility 
models are also classified on the basis of motion details into Macroscopic, Mesoscopic, and Micro-
scopic models. (Stephan Olariu, 2017) 
In the microscopic model, the movement of each node is done in detail. The motion details in model-
ing include position, speed, acceleration/ deceleration. The microscopic model provides near real-life 
situations including lane changing, and front-to-rear car interaction. These models are expensive to 
deploy but are suitable for smaller urban areas and the areas with single highways (Stephan Olariu, 
2017). The Car Following Model (CFM) is a microscopic model where time, position and speed of the 
cars on road segment is taken into consideration (Vaity & Thombre, 2012). 
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Macroscopic Model uses the continuous movement of node or flow of vehicles. The modelling is car-
ried out for node density and mean velocity of nodes. The Gas-kinetic model is a macroscopic model 
based on the movement of a large number of particles in the gas. Application of this to the mobility 
model provides velocity distribution functions of vehicles (Wageningen-Kessels, Lint, Vuik, & 
Hoogendoorn, 2014). 
In the mesoscopic model, the modelling of mobile entities is done at the aggregate level which pro-
vides an intermediate level of flow modelling. It models traffic between microscopic and macroscopic 
levels. It can provide trade-off between individual vehicle modelling and a large number of vehicles 
modelling. Queue model can be designated mesoscopic model where vehicles need to wait their turn 
with first in and first out policy for maintaining the flow. The flow of vehicle is affected by queue 
capacity  (Vaity & Thombre, 2012). 
The two sets of vehicular mobility simulators are as follows: 
 Commercial Simulators: These simulators are very powerful and are mostly used by traffic 
engineers because of the complexity involved in the tools. There are numerous commercial 
simulators that are paid like CORSIM, VISSIM, PARAMICS and VISSIM which are available in 
the market. 
 Open Source Simulators: Open source simulators are available for free and include the simu-
lators like Vanetmobisim, SUMO and MOVE. These are discussed in the below. 
3.6.1 SUMO (Simulation of Urban MObility) 
SUMO is an open source microscopic traffic simulator that allows modelling of intermodal traffic sys-
tems including vehicles on road and pedestrians. SUMO also provides several tools such as visualiza-
tion, route finding, emission calculation, and network import. Each vehicle or node in SUMO is mod-
elled separately with its own route and mobility. It provides a fast GUI and includes support for Linux 
as well as Windows. SUMO allows to define the vehicle type, number of vehicles, right-of-way rule, 
and multi-lane streets with lane changing rules. SUMO has been used in projects such as evaluation 
of traffic lights, route choice and re-routing, traffic forecast, and simulation of vehicular communica-
tions (Sumo, 2017). 
3.6.2 MOVE (MObility model generator for VEhicular networks) 
Move was suggested by Karnadi, Mo, & Lan (2005), and was built using Javascript, with micro-traffic 
simulator SUMO as its base. It allows for quick generation of mobility models specifically for use in 
VANET simulations. MOVE provides the output trace file for mobility that can be used by simulation 
tools such as NS-3 or qualnet. MOVE interfaces with database from real world, such as Google Earth 
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and TIGER (Topologically Integrated GEographic Encoding and Referencing) database from U.S. Census 
Bureau. This allows incorporation of real maps into mobility. The simulation script is generated in 
MOVE using graphical user interface without the need for writing the script making it simple to use. 
The archtiecture of MOVE,  shown in Figure 3-4, consists of a map generator and a vehicle movement 
generator. The roadmap generator allows both manual generation of roadmap and importing it from 
a database such as TIGER. Similarly, the vehicle movement editor allows movement to be specified 
manually or generated automatically by defining flow details of vehicles including their departure time 
and starting point (Karnadi, Mo, & Lan, 2005). 
 
Figure 3-4. The architecture of MOVE (Karnadi, Mo, & Lan, 2005) 
3.6.3 VanetMobiSim 
VanetMobiSim is an open source vehicle mobility generator designed to integrate with network sim-
ulators. It is an extension of generic user mobility simulator CanuMobiSim, which is a Java-based sim-
ulator, to produce mobility traces for network simulators. The VanetMobiSim integrates Voronoi to-
pologies and TIGER maps, intersection modelling, road topology characterization, traffic light manage-
ment, overtaking capabilities etc.  It allows selection of vehicular movement pattern and motion con-
straints modelling. Thus, one can define road characteristics such as the type of vehicles allowed, 
speed limits, traffic lights, and stop signs. This allows VanetMobiSim to generate vehicular mobility at 
the microscopic level. Authors showed that VanetMobiSim provides better results than popular Ran-
dom Waypoint Model (RWP) and other models (Härri, Fiore, Filali, & Bonnet, 2007). 
3.7 VANET Simulators  
The mobility constraints the vehicular network and hence the performance evaluation of VANET re-
quires proper prediction of vehicle movement. Thus, simulation of VANET protocols requires network 
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simulator working along with mobility models. The mobility model allows traffic generation and net-
work simulator allows performance of the protocol used to be recorded under real-life traffic condi-
tions provided by mobility models.  
Validation and performance evaluation of IVC protocols using real VANET infrastructure is difficult and 
expensive. Simulation can be used for creating traffic as well as the network environment. This re-
quires traffic and network simulator and some key VANET simulators as described below. 
3.7.1 GrooveNet 
GrooveNet proposed by Mangharam et al. (2006) is a street map based hybrid vehicle-to-vehicle 
network simulator. It allows communication between the real vehicle and simulated vehicles. It allows 
testing of protocols while putting on real test bed street with thousands of simulated vehicles along 
with the real vehicles having GPS and wireless network interfaces. The simulator also provides support 
for exchange of information between simulated vehicles and real vehicles next to each other. 
GrooveNet also supports the use of standards-based Dedicated Short Range Communication (DSRC) 
along with simulations across multiple channels and network interfaces for Denso-based DSRC. 
(Mangharam, Walke, Rajkumar, Mudalige, & Bai, 2006).  
3.7.2 TraNS 
TraNS (Traffic and Network Simulation Environment) was developed by the Laboratory for Communi-
cations and Applications (LCA). It integrates SUMO and NS-2 to provide realistic simulations for VANET. 
TraNs allows the exchange of information in VANET to change the behaviour of the vehicle in mobility 
model. For example, on hearing the broadcast of an accident,the vehicles close to the accident site 
may slow down. However, the further development of TraNs has been suspended, because it does 
not support latest NS-3 (EPFL, 2017) (Li & D. Rus, 2000)  (Yin-fei, Ying-yong, & Nian-feng, 2015) . 
3.7.3 NCTUns 
NCTUns was developed by National Chiao Tung University for studying VANET. As per the website, it 
is “a high-fidelity and extensible network simulator capable of simulating various protocols used in 
both wired and wireless IP networks” (Wang, et al., 2017). It uses GUI environment and supports re-
mote simulations using distributed architecture. Its open-system architecture allows the addition of 
protocol module to the simulator. The network topology, network traffic, protocol stack, etc. can be 
configured using GUI interface and provide performance curves as output along with playback of ani-
mations of logged packet transfers (Wang, et al., 2017) (Yin-fei, Ying-yong, & Nian-feng, 2015). 
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3.7.4 Veins 
Veins(Vehicle in Network Simulation) is an open source Inter-Vehicular Communication (IVC) simula-
tion framework consisting of a road traffic microsimulation model and a network simulator as shown 
in Figure 3-5. It uses OMNeT++ for network simulator, and road traffic simulation is done using SUMO. 
The IVC evaluations are done by running both the simulations in parallel by connecting them via a TCP 
socket. Traffic Control Interface (TraCI) protocol is used for communication between two simulators 
as shown in Figure 3-6.  The use of TRaCI allows for bidirectionally-coupled simulation of network 
traffic and road traffic.  
Veins framework runs above the SUMO and OMNeT++ and provides interface required for running 
and monitoring the simulations. OMNeT++ is used along with MiXiM, a physical layer modelling 
toolkit, to allow catering to shadowing effects due to moving as well as static obstacles. (Christoph & 
Falko, 2011) 
Veins simulation model allows writing of application-specific simulation code, although it can be used 
directly just by changing few default parameters. It can simulate accidents and inform drivers about 
traffic jams. It also allows for investigation of dynamic traffic rerouting in case of accidents.  
 
Figure 3-5: Veins (SUMO & OMNeT) Simulation model (Sommer, 2017) 
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Figure 3-6 Network Simulator OMNeT++ coupled with Traffic simulator SUMO using TraCI (Ekka, 
2017) 
Some other features of Veins include (Sommer, 2017): 
 It allows online re-routing and re-configuration of vehicles in response to network packets. 
 It relies on IEEE 1609.4 DSRC/WAVE network layers and models of IEEE 802.11p including QoS 
channel access, multi-channel operation, interference and noise effects. 
 It can be used for modelling LTE networks as well. 
 It can perform real-time block level simulation using a single computer. 
 It can use complete scenarios from OpenStreetMap including details of lanes, speed limits, 
buildings, traffic light and restrictions. 
 It can also work with models for shadowing effects caused by buildings and vehicles. 
 
Veins Simulator has been selected for the proposed network due to its versatility and use of proven 
underlying models of SUMO for mobility and OMNeT++ for network simulation. 
3.8 Propagation Models 
To determine the propagation of the electromagnetic waves through air as a medium, a propagation 
model is used for VANET. There are various propagation models for VANET which are divided into two 
broad categories as follows (Eenennaam, 2008): 
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- Deterministic models: These models take into account the actual properties of the environ-
ment such as the distance between a transmitter and a receiver to compute the received sig-
nal strength. Deterministic models range from simple ones which only take into account the 
distance between nodes to very complicated ones which also take into account the multipath 
propagation in the environment. 
- Probabilistic models: These models provide a more realistic modelling of radio wave propaga-
tion. A probabilistic model takes into account a deterministic model as one of its input param-
eters to get a mean transmission range. Then, for every individual transmission, a distribution 
is used to calculate the received power as shown in Figure 3-7. Successful reception depends 
on the probability functions which means there might be possibility of two nodes close to each 
other cannot communicate or two nodes beyond the deterministic transmission range can 
communicate (Prdet(d) in Figure 3-7). The distribution of such effects depends on the param-
eters and the probabilistic model. 
 
Figure 3-7. Probabilistic propagation (Eenennaam, 2008) 
We explain the most popular propagation models in this section (Rappaport, 2001). 
3.8.1 Free Space 
The Free Space (FS) model assumes that there is an exclusive sight line between the receiver and the 
transmitter with no barrier. For every receiver and transmitter there are separate isotropic antennas 
which are placed at different heights. The signal power at the receiver is calculated from the following 
formula: 
𝑃𝑟(𝑑) =
𝑃𝑡𝐺𝑡𝐺𝑟𝛾
2
(4𝜋𝑑)2
 
(3-1)   
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Where d is distance between transmitter and receiver, Pt is the power at the transmitter, Gt and Gr are 
the antenna gains at the transmitter and  is the wavelength. α represents the environment distortion 
in the path. According to the formula, the strength of the wave is reduced quadratically when the 
distance increases. This is shown in Figure 3-8. It is very difficult to find or attain ideal conditions of 
the model when using in VANET because obstacles between vehicles or between vehicles and road 
side units are inevitable. 
  
 
Figure 3-8. Free Space propagation model (Eenennaam, 2008) 
3.8.2  Two Ray Ground 
As it was discussed, the FS model is not very practical for mobile nodes because it assumes there is a 
direct line of sight between nodes. In contrast, Two Ray Ground (TRG) considers both a direct path 
and a ground reflection path (see Figure 3-9). The received power at distance d is calculated from the 
following formula:   
𝑃𝑟(𝑑) =
𝑃𝑡𝐺𝑡𝐺𝑟ℎ𝑡
2ℎ𝑟
2
𝑑4
 
           (3-2) 
where ht and hr are the heights of the transmit and receive antennas, respectively. TRG shows a 
faster power loss than FS as the distance increases.  
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Figure 3-9. Two Ray Ground Propagation (Eenennaam, 2008) 
TRG provides better predictions for long distances than the FS model. On the other hand, FS is better 
for short distances.  
3.8.3  Log-normal Shadowing 
Both FIS and TRG models are deterministic. Log-Normal Shadowing (LNS) is a probabilistic model in 
which average received signal power decreases logarithmically with the distance.  The difference be-
tween deterministic and probabilistic models is shown in Figure 3-10. Equation (3-3) is used to calcu-
late the received power in the receiver when using LNS. 
𝑃𝑟(𝑑) = 𝑃𝑟(𝑑0) + 10𝛾 log10 (
𝑑
𝑑0
) + 𝑋𝜎 
           (3-3) 
Where d is the length of the path, d0 is the reference distance (usually 1 km or 1 mile),  is the path 
loss exponent, 𝑋𝜎  is a normal (or Gaussian) random variable with zero mean, reflecting the attenua-
tion (in decibel) caused by flat fading. 
 
Figure 3-10. Variations between probabilistic and deterministic. 
3.8.4  Nakagami 
The Nakagami (NAK) model is a continuous probability distribution that is suitable for empirical fading 
measures in various environments. This model is related to the gamma distribution and its name 
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comes from the statistician Minoru Nakagami. The probability density of the amplitude of the enve-
lope is calculated from the following function: 
𝑓(𝑥) =
2𝑚𝑚
Γ(𝑚)Ω𝑚
𝑥2𝑚−1𝑒−
𝑚
Ω𝑥
2
 
           (3-4) 
where m represents the loss of signal intensity which is also known as the shape factor (m ≥ 0.5), Ω is 
the factor that controls the spread of the signal (Ω > 0), and Γ is the gamma function. Furthermore, 
Nakagami distribution can cover both Free Space distribution (i.e. when m ➝ ) and Rayleigh distri-
bution (i.e. when m=1). As a result, Nakagami can characterize different models and achieve more 
realistic modelling (Nakagami, 1960). Nakagami model can reflect certain environmental conditions 
and the consequences on reception power (KHAIRNAR & KOTECHA, 2014). That is why we have chosen 
Nakagami as the propagation model for our simulation. 
3.9 Performance Analysis of Routing Protocols for VANET  
There have been several research projects on evaluation of routing protocols for VANET. In this section 
we review some of the most relevant researches to our topic.  
In (Khan & Qayyum, 2009) the performance of two routing protocols for VANET, Ad-Hoc On-Demand 
Distance Vector (AODV) and Optimized Link State Routing (OLSR), has been evaluated using Nakagami 
propagation model in an urban environment full of obstacles. NS-2.33 was used for simulation. The 
evaluation was conducted for a 4 x 4 Km2 area of the state of Alaska USA using Tiger map. Mobility 
pattern was generated using MOVE and SUMO. The performance metrics included Packet Delivery 
Ratio (PDR), Average End-to-End Delay, and Normalized Routing Overhead (NRO). The results indi-
cated that none of these two routing protocols could not provide acceptable packet delivery ratio. 
However, the performance of OLSR with short interval of control message was better than AODV in 
the tested environment. 
In (Singh P. K., 2012), the authors evaluated the performance of routing protocols Ad-Hoc On-Demand 
Distance Vector (AODV) and Optimized Link State Routing (OLSR) under two different radio propaga-
tion models: Two-Ray Ground and Nakagami. The traffic simulator was MOVE over SUMO and the 
network simulator was NS-2. The performance metrics were End-to-End Delay (EED) and Packet De-
livery Ratio (PDR) in three different traffic densities: low, medium and high. The simulation was done 
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for the West University, Houston, TX, USA with an area of 2.5 x 2.5 km2. Sumo was used for traffic 
simulation. The results showed that average EED and PDR were higher in AODV than in OLSR for both 
propagation models. The authors concluded that Nakagami model is more suitable than the two-ray 
model as it considers fading and obstacles encountered in an urban scenario.   
In (Kaur & Malhotra, 2015) the performance of Ad-Hoc On Demand Distance Vector (AODV), Opti-
mized Link State Routing (OLSR) and Zone Routing Protocol (ZRP) in VANET environment has been 
evaluated. The simulation was done using NS-2(version 2.35) and the propagation model was Nak-
agami. The speed of Vehicles was 10m/s. The performance metrics included throughput, Packet De-
livery Ratio (PDR), routing load and end-to-end delay. The experiments were performed for various 
number of vehicles and various packet sizes in an area of 1200 x 1200m2. The results showed that the 
performance of AODV was worst of the three. The performance of OLSR varies when the node density 
and packet size change but its adaptation was better than AODV. ZRP gave the best results in all sce-
narios. The evaluation was done only in a   small area at fixed speed without specifying the map of the 
area.  
In (Chouhan & Deshmukh, 2015) the performance of Ad-Hoc On Demand Distance Vector (AODV), 
Optimized Link State Routing (OLSR) and Destination-Sequenced Distance Vector (DSDV) routing pro-
tocols for Vehicle-to-Vehicle, Infrastructure-to-Infrastructure and Vehicle-to-Infrastructure modes has 
been evaluated using NS-3 simulator. The evaluation metrics were throughput, Packet Loss Ratio 
(PLR), Packet Delivery Ration (PDR) and packet overhead. IEEE 802.11p and Nakagami fast fading prop-
agation loss models were used for evaluation. The simulation was carried out in an area of 900 x 100 
unit2 with eight stationary Road Side Units and seven mobile units with fixed mobile speeds of 1 
unit/sec. The traffic type was Multi-lane unidirectional.  The results showed that the performance of 
OLSR was the best among three with highest PDR and lowest PLR. In addition, it had the least overhead 
which made it faster and more efficient. The evaluation was done in a simulated area without using 
any real map or obstacles. The speed of the vehicles and the traffic density was fixed which does not 
reflect the real traffic scenario. 
In (Waraich & Batra, 2016) the performance of Ad-Hoc On-Demand Distance Vector (AODV), Opti-
mized Link State Routing (OLSR), Dynamic Source Routing (DSR), Greedy Perimeter Stateless Routing 
(GPSR), and Location Aided Routing (LAR) has been evaluated for VANET environment. The perfor-
mance metrics were throughput, Packet Delivery Ratio (PDR), routing load, End-to-End Delay and jit-
ter. The authors generated a map of 4000 x 4000 m2 using openstreetmap.com, but they did not spec-
ify the area. The SUMO trace file was generated, and NS-2.35 was used for simulation. The node den-
sity was 90 and Nakagami fading model was used for simulation. The reactive, proactive and hybrid 
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protocols were evaluated separately and altogether. The results showed that ZRP provides the best 
throughput and PDR as well as minimum routing load but it has the highest End-to-End Delay. LAR 
provided the least delay and jitter as it is based on location information. The traffic type used for 
simulation was not reported.  
(Bhoyroo & Bassoo, 2016) first investigated the impact of VANET in reducing congestion and then 
analysed the performance of the Nakagami radio propagation model and compared it with TRG model 
in two scenarios: highway and crossroads. The speed variation of 60 to 80 Km/h has been considered 
for highway scenario and 40 to 80 Km/h for crossroad scenario.  The Packet Delivery Ratio (PDR) and 
throughput have been used as metrics for evaluation of transmission 802.11p protocol and Ad-Hoc 
On Demand Distance Vector (AODV). The number of nodes in the highway scenario was 17 and in 
crossroad scenario it was 9. The simulation showed that VANET can indeed help in reducing conges-
tion. In addition, PDR and throughput dropped as the speed increased in both scenarios as expected. 
The result of simulation showed that Nakagami radio propagation model is more suitable as it provides 
realistic estimates in various scenarios of VANET.  
(Angeles, Borin, Munaretto, & Fonseca, 2016) reported on evaluating the performance of Ad-Hoc On 
Demand Distance Vector (AODV), Optimized Link State Routing (OLSR), Dynamic Source Routing (DSR) 
and Dynamic Mobile On-Demand (DYMO) under Free Space(FS), Two Ray Ground (TRG), Nakagami 
(NAK) and Log Normal(LNS) propagation models in a real urban area of 1800 x 2800 m2 (town centre 
of Curitiba, Brazil). SUMO and OMNET++ have been used for simulation. The evaluation metrics were 
Packet Delivery Ratio (PDR) and End-to-End Delay. The number of vehicles varied from 10 to 100 with 
the maximum speed of 40 Km/h. Results showed that the FS and TRG models do not provide good 
results and hence, they are not recommended for VANET. The LNS and NAK models are more suitable 
for VANET.  
In (Ali, Phillips, & Yang, 2016) the performance of three MANET routing protocols Ad-Hoc On Demand 
Distance Vector (AODV), Optimized Link State Routing (OLSR) and Greedy Perimeter Stateless Routing 
(GPSR) has been evaluated for using in VANET urban environment. The metrics included Drop Burst 
Length (DEL), delay, and Packet Delivery Ratio (PDR). The evaluation has been done using two scenar-
ios: an artificial map (Manhattan map) and a part of the London congestion zone. The authors have 
used 801.11 p with Nakagami as the propagation model for 100 vehicles moving at speeds up to 20 
m/s. The mobility scenario has been generated using SUMO. The simulation results showed that under 
low network load, OLSR provides a shorter DEL and better PDR compared to AODV and GPSR. On the 
other hand, GPSR provides more stable PDR under medium and high network load. GSPR provides the 
shortest delay. 
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In (Hamid & Mokhtar, 2015) the performance of three Ad hoc routing protocols: Ad-Hoc On Demand 
Distance Vector (AODV), Optimized Link State Routing (OLSR) and Destination-Sequenced Distance 
Vector (DSDV) has been compared using a range of mobility, density and pause time. The evaluation 
metrics included: Packet Delivery Ratio (PDR), throughput, and Average Time Delivery of Packets. The 
simulations have been performed using SUMO-MOVE-2.92 and 0.12.3 for generating mobility and NS2 
for network simulation. The manual road schema and real schema of Boulevard Pasteur – Tangier-
Morocco was used for simulation. The simulation used node density variation from 10 to 100 nodes, 
speed from 5m/s to 8m/s, and  the area size of 650 x 750 m2. The propagation model is not specified. 
The results showed that the performance of AODV is better for throughput and PDR whereas OLSR 
provides the least delay in packet delivery.  
In (Bala & Krishna, 2015) the performance of Ad-Hoc On Demand Distance Vector (AODV)  and Greedy 
Perimeter Stateless Routing (GPSR) routing protocols in VANET has been evaluated.  VanetMobisim 
has been used for area definition and NS-2.35 has been used for network simulation. Comparison has 
been performed in terms of Packet Delivery Ratio (PDR) and End-to-End Delay (EED) under different 
traffic conditions. The simulation included two scenarios. In urban scenario an area of 1 Km2 with 
nodes ranging from 15 to 45 with two lane traffic has been used with two ray ground model for prop-
agation. For highway scenario an area of 5 x 5 Km2 with 20 to 60 nodes has been used with 802.11 and 
802.11p standards. The speed of nodes varied from 20 to 60 km/h in urban scenario and 50 to 120 
km/h in highway scenario. The simulation showed that in urban scenario, the performance of AODV 
is better with respect to PDR but GPSR is better with respect to End-to-End delay. In highway scenario, 
the performance of both protocols is poor with respect to PDR. AODV showed the worst performance 
with respect to End-to-End Delay. In highway scenarios, both protocols showed better performance 
when using 802.11p.  
In (Singh, Kumari, & Agrawal, 2015) the performance of Ad-Hoc On Demand Distance Vector (AODV), 
Ad-Hoc On Demand Multipath Distance Vector (AOMDV), Dynamic Source Routing (DSR)  and Desti-
nation-Sequenced Distance Vector (DSDV) in VANET has been compared using throughput, End-to-
End Delay, Packet Delivery Ratio (PDR) and normalized routing load as metrics. The speed of vehicles 
varied from 10 Km/h to 60 Km/h. The NS 2.34 simulator has been used in an area of 1700 x 1700 m2 
with 5 vehicles. The simulation used two-ray ground propagation model. The simulation results 
showed that AOMDV and AODV have minimal packet loss and better packet delivery ratio whereas 
DSR is superior in terms of End-to-End Delay and throughput.  
37 
 
In (Priya & Malhotra, 2016) Multi Interface ITS Car has been deployed with 802.11a interface in city 
scenario using Ad-Hoc On Demand Distance Vector (AODV), Dynamic Source Routing (DSR), Destina-
tion-Sequenced Distance Vector (DSDV) and General Operation Directory (GOD)  routing protocols. 
The system selects the optimum protocols when the speed of vehicle changes. The metrics used for 
evaluation were Packet Collision Rate, Packet Drop Rate and Throughput. The GUI Based tool NCTUns 
6.0’ has been used to create the scenario. The two-ray ground propagation model was used. The re-
sults showed that reactive protocols (i.e, AODV and DSR) provide better performance when the speed 
increases compared to nonreactive protocols (i.e., DSDV and GOD).  
In (Mouhib, Smail, Ouadghiri, & Naanani, 2016) the performance of an extension of Ad-Hoc On De-
mand Distance Vector which is called QAODV and Greedy Perimeter Stateless Routing (GPSR) proto-
cols in VANET has been evaluated. The performance evaluation has been done for a realistic city map 
using SUMO for generating mobility scenarios and NS3 to measure Packet Delivery Ratio (PDR), aver-
age End-to-End Delay, packet loss, and average throughput. An area of 1800 x 2800 m2 with maximum 
speed of 40 Km/h has been used for simulation. The number of vehicles ranges from 10 to 100. There 
is no report on the propagation model used for simulation. The performance of QAODV is better with 
respect to End-to-End Delay and packet loss whereas the GPSR is better with respect to average 
throughput and PDR.  
 In (Setiabudi, Pratiwi, Ardiansyah, & Perdana, 2016) the performance of Greedy Perimeter Stateless 
Routing (GPSR) and Zone Routing Protocol (ZRP) has been evaluated in VANET. VanetMobisim has 
been used for area definition and NS2 has been used for network simulation. The metrics included 
average throughput, Packet Delivery Ratio (PDR), End-to-End Delay, and packet loss. The simulation 
has been performed for 20 to 100 nodes in an area of 800 x 800 m2 using two-ray ground propagation 
model. The speed of vehicles varied from 30 to 80 km/h. The experimental results showed that GSPR 
provides higher throughput and lower delay than ZRP. However, ZRP provides superior performance 
in sending data packets especially in sparse areas.  
In (Salman, et al., 2016)  three topology based VANET protocols (AODV, DSDV and DSR) have been 
evaluated. The random map of mobility situation has been generated using MOVE and SUMO. The 
map of Hamra Street, Beirut has been extracted from OpenStreetMap for simulation. The perfor-
mance metrics used for evaluation included dropped packet, average delay and jitter. The number of 
vehicles used in simulation is 400 with maximum speed of 40 Km/h. The propagation model has not 
been specified. AOVD showed better performance with respect to average delay and jitter. DSDV was 
better with respect to packet drop.  
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In (Kumar, Baghel, & Mishra, 2016)  the performance of three MANET routing protocols AODV, Desti-
nation-Sequenced Distance Vector (DSDV) and LGSR has been evaluated in terms of throughput, nor-
malized routing load, Packet Delivery Ratio (PDR) and delay. The area has been 1500 x 122 m2 with 14 
nodes and 802.11 for transmission. The simulation was conducted in NS2 and used two ray ground 
propagation model. The simulation results showed that the ranking of protocols in terms of delay, 
throughput and the PDR (from best to worst) is LSGR, DSDV, and AODV. In terms of NRL, the rank of 
protocols is as follows (from best to worst): DSDV, LSGR and AODV.  Overall, the performance of LGSR 
is the best. 
In (Basaran & Bulut, 2016) the performance of four non-delay tolerant routing protocols in VANET: 
Greedy Perimeter Stateless Routing (GPSR), Greedy Perimeter Stateless Routing plus Advanced 
Greedy Forwarding (GPSR+AGF), Geographic Source Routing (GSR) and Enhanced Perimeter Routing 
for Geographic Forwarding GPSRJ+ has been evaluated. The metrics included Packet Delivery Ratio 
(PDR) Average Delay, Traffic Control Overhead, and Average Hop Count. SUMO has been used to gen-
erate the mobility scenario in a 3 x 3 Km2 area of Los Angeles. The output of SUMO was fed to OM-
NeT++ network simulator using the Veins framework. IEEE 802.11b protocol has been used for com-
munication. The number of vehicles varied from 100 to 300 and the speed of vehicles was 15 m/s. The 
results showed that performance of GSR for PDR is lower than other two protocols. The performance 
of GSR is the best in terms of packet delivery delay. For average hop count, GPSRJ+ gives the best 
performance but others do not differ too much. 
In (Almohammedi, Noordin, & Saeed, 2016) the performance of Ad-Hoc On Demand Distance Vector 
(AODV) protocol in VANET has been evaluated under different transmission ranges for highway sce-
nario. The evaluation metrics included Packet Delivery Ratio (PDR) and End-to-End Delay. SUMO has 
been used to simulate the traffic and NS2 to simulate the network. The communication protocol was 
802.11p with 6-lane highway of 8 km length. The maximum speed of vehicles was 60km/h with sensing 
range of 100-700 m. Two-ray propagation model has been used for simulation. The experimental re-
sults showed that by keeping the communication range to less than 500 meter both PDR and End-to-
End Delay can be improved.  
In (Nasr, Abdelgader, Wang, & Shen, 2016) a clustering-based VANET routing protocol (CBVRP) has 
been proposed. Then, its performance has been compared with Ad-Hoc On Demand Distance Vector 
(AODV), Cluster Based Routing Protocol (CBRP) and Dynamic Source Routing (DSR). An area of 5000 x 
5000 m2 has been considered for evaluation with 20-200 vehicles moving with speed range 0-120 
km/h. The evaluation metrics included Packet Delivery Ratio (PDR) and and End-to-End Delay. The 
results showed that for PDR, the protocols are ranked as follows (from highest to lowest): CBVRP, 
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AODV, CBRP, and DSR. For End-to-End Delay, the protocols are ranked as follows (from lowest to 
highest): CBVRP, AODV, CBRP, and DSR.  
In (Maratha, Sheltami, & Shakshuki, 2017) the three MANET routing protocols AODV, DSDV and DSR 
have been investigated for VANET environment. NCTUNS 6.0 has been used for simulation. The eval-
uation metrics were Throughput, Packet Drop and packet collision.  The highway between Khobar in 
Saudi Arabia and Bahrain with distance of 3600 meters has been used for simulation. The range of 
vehicles speed has been 80 - 120 Km/h. The two-ray propagation model with Rayleigh, Ricean fading 
has been used. The experimental results indicated that for small-scale deployments the performance 
of DSDV is better than AODV and DSR. However, the performance of AODV and DSR is better than 
DSDV for large-scale deployments. 
 
3.10 Discussion 
Table 3-2 summarizes previous researches in terms of the protocols and propagation models 
evaluated as well as the area of simulation and the simulator. 
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Table 3-2. Summary of previous researches 
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Simulator Propagation Model Area 
(Hamid & Mokhtar, 2015)                 SUMO-MOVE-2.92/NS2  Boulevard Pasteur – Tangier-
Morocco 
(Bala & Krishna, 2015)                 VanetMobisim/NS2.35   
(Singh, Kumari, & Agrawal, 2015)                 NS2.34 Two Ray Ground  
(Priya & Malhotra, 2016)                 NCTUns 6.0 Two Ray Ground  
(Angeles, Borin, Munaretto, & 
Fonseca, 2016) 
                SUMO / OMNET++ Free Space, Log Normal, Two 
Ray Ground, Nakagami 
Town centre of Curitiba, Brazil 
(Mouhib, Smail, Ouadghiri, & 
Naanani, 2016) 
                SUMO / NS3   
(Setiabudi, Pratiwi, Ardiansyah, & 
Perdana, 2016)  
                VanetMobisim/NS2  Two Ray Ground  
(Salman, et al., 2016)                 SUMO / MOVE  Hamra Street, Beirut 
(Bhoyroo & Bassoo, 2016)                  Two Ray Ground, Nakagami  
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(Kumar, Baghel, & Mishra, 2016)                 NS 2 Two Ray Ground  
(Ali, Phillips, & Yang, 2016)                 SUMO Nakagami London 
(Basaran & Bulut, 2016)                 SUMO  Los Angeles 
(Almohammedi, Noordin, & Saeed, 
2016) 
                SUMO/NS2   
(Maratha, Sheltami, & Shakshuki, 
2017) 
                NCTUNS 6.0 Two Ray Ground highway between Khobar in 
Saudi Arabia and Bahrain 
(Nasr, Abdelgader, Wang, & Shen, 
2016) 
                   
(Khan & Qayyum, 2009)                 SUMO-MOVE/ NS-2.33 Nakagami  
(Singh P. K., 2012)                 SUMO-MOVE/ NS-2 Two Ray Ground, Nakagami West University, Houston, TX, 
USA 
(Kaur & Malhotra, 2015)                 NS-2.35 Nakagami  
(Chouhan & Deshmukh, 2015)                 NS-3 IEEE 802.11p and Nakagami  
(Waraich & Batra, 2016)                 SUMO 0.21.0 / NS-2.35 Nakagami  
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As can be seen from the table, most of the researches used unrealistic scenarios and hence 
could not accurately measure the performance of the protocols in realistic situations. Apart 
from (Waraich & Batra, 2016) which evaluate six protocols, none of the researches evalu-
ated more than four protocols. As a result, we decided to provide a realistic model for Auck-
land and evaluate various VANET protocols in different areas of Auckland to see which pro-
tocol works better for each area. The routing protocols we consider for investigation include 
AODV, DSR, OLSR, DSDV, GPSR, CBRP, and ZRP. We use Nakagami as the propagation model 
since it seems to be more realistic than other propagation models especially when there are 
obstacles in the environment (buildings, trees, etc) (KHAIRNAR & KOTECHA, 2014). Another 
aspect of our research would be investigating the shape factor of the Nakagami model and 
its impact on the performance of the protocols. 
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4 Chapter Four: Simulation Setup 
To evaluate the performance of VANET protocols for Auckland city, we used Nakagami radio 
propagation model with various protocols in two different scenarios: Auckland city centre 
and Auckland motorway. INET framework has been used in OMNET++ for network simula-
tion and SUMO has been used for road traffic simulation. Maps have been imported from 
OpenStreetMap.  
For each scenario we used different protocols with different values of the Nakagami shape 
factor to find out which protocol with which value of the shape factor gives us the best re-
sult.  
4.1 Scenario 1 
For the first scenario the Auckland city centre was chosen with the following map. The speed 
limit for vehicles is 50km/h.  
 
Figure 4-1. Auckland city centre map 
To use the above map in OMNET++, we took the following steps: 
1- Download the files typemap.xml and map.sumo.cfg from 
http://sumo.dlr.de/wiki/Networks/Import/OpenStreetMap 
2- Go to OpenStreetMap: 
https://www.openstreetmap.org/export#map=14/-36.8526/174.7621 
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3- Type Auckland and zoom on it 
4- Click on Export 
5- Click on Manually select a different area 
6- Select the area of Auckland for simulation 
7- Click on overpass API and save the file as map.osm  
8- Open command window 
9- Type the following commands: 
netconvert --osm-files map.osm -o map.net.xml 
polyconvert --net-file map.net.xml --osm-files map.osm --type-file typemap.xml -o 
map.poly.xml 
10- Type the following command (the path of Python and Sumo must be checked 
before running the command): 
C:\Python27\python D:\omnetpp-5.0-src-windows\sumo\tools\randomTrips.py -n 
map.net.xml -e 100 -l 
11- Type the following command: 
C:\Python27\python D:\omnetpp-5.0-src-windows\sumo\tools\randomTrips.py -n 
map.net.xml -r map.rou.xml -e 100 -l 
12- Type the following command to see the map in Sumo and run the simulation: 
sumo-gui map.sumo.cfg 
The Auckland map is shown in Sumo (see Figure 4-2) and the simulation of traffic can be 
started. 
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Figure 4-2. Simulating Auckland traffic in Sumo 
17- To use this map in Veins, all map files created in the previous steps must be copied 
in the folder examples in the veins folder. The name of map files in file erlan-
gen.launchd.xml must match with the map files created in the previous steps. Here is a 
sample of the content of erlangen.launchd.xml: 
<?xml version="1.0"?> 
<!-- debug config --> 
<launch> 
 <copy file="map.net.xml" /> 
 <copy file="map.rou.xml" /> 
 <copy file="map.poly.xml" /> 
 <copy file="map.sumo.cfg" type="config" /> 
</launch> 
Routes and vehicles are defined in the file map.rou.xml. A sample of this file could be as 
follows which defines the maximum speed of vehicles as 13.89 m/s (50km/h): 
<routes> 
   <vType id="type1" accel="0.8" decel="4.5" sigma="0.5" length="5" 
maxSpeed="13.89"/> 
   <route id="route0" color="1,1,0" edges="beg middle end rend"/> 
   <vehicle id="0" type="type1" route="route0" depart="0" 
color="1,0,0"/> 
   <vehicle id="1" type="type1" route="route0" depart="0" 
color="0,1,0"/> 
</routes> 
4.2  Scenario 2 
For the second scenario a part of the Auckland motorway to Hamilton (Waikato Expressway) 
was chosen with the following map. The speed limit for vehicles is 100km/h. 
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Figure 4-3. Waikato expressway map 
Preparation of the map and defining the vehicles are similar to the first scenario. 
4.3 Simulation Paramters 
The following table shows the parameters used in the simulation: 
Table 4-1. Simulation parameters 
Omnet++ Version 5.0 
INET Version 3.4.0 
Sumo Version 0.29.0 
Number of Vehicles 124, 310, 509 
Routing Protocols AODV, DSR, OLSR, DSDV, GPSR, CBRP, ZRP 
Propagation Model Nakagami 
Makagami Shape Factor m=1, 2, 3 
Mac Bit Rate  6 Mbps 
MAC  802.11p 
Transmit Range  250 m 
Packet Size  512 Byte 
Traffic Type  UDP 
Simulation Area  6000 x 6000 m2 
 
4.4 Evaluation Metrics 
The metrics that have been used for evaluation include: 
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 Throughput: The throughput is the amount of data packets delivered in a 
time unit from one node to another node in the network through a communi-
cation link:   
Throughput =
Total number of received packets at destination x packet size 
Total simulation time
 
 
 Packet Error Rate (PER): The ratio of the incorrectly received data packets to 
the total number of received packets 
PER =
Number of incorrectly received packets 
Number of sent packets
× 100 
 End-to-End Delay (EED): It refers to the time taken for data packets to be 
transmitted across a network from their source to their destination.  
EED =
Time packet received −  Time packet sent 
Number of received packets
× 100 
 
4.5 Running the Simulator 
To run the simulator, we need OMNET++ version 5.0, Sumo version 0.29.0, Veins ver-
sion 4.5 and inet-3.4.0-bb8393f. To run OMNET++ we need to run mingwenv.cmd to 
open OMNET++ command window. Then, to run sumo, we need to run the following 
command: 
/D/omnetpp-5.0-src-windows/veins-4.5/veins-veins-4.5/sumo-launchd.py 
-vv -c  /D/omnetpp-5.0-src-windows/sumo/bin/sumo 
To open the OMNET++ IDE, we must type the following command: omnetpp. To use 
Nakagami model, we need to add the following lines to the omnet.ini file: 
*.channelControl.carrierFrequency = 2.4GHz 
*.channelControl.pMax = 2.0mW 
*.channelControl.sat = -110dBm 
*.channelControl.alpha = 2 
*.channelControl.numChannels = 1 
*.channelControl.propagationModel = "NakagamiModel" 
48 
 
*.channelControl.maxInterferenceDistance = 400m 
To change parameter m (shape factor) for Nakagami, we must change the default value in this 
package file: inet.physicallayer.pathloss as follows (for m=3). 
module NakagamiFading extends FreeSpacePathLoss 
{ 
    parameters: 
        double shapeFactor = default(3); 
        @class(NakagamiFading); 
} 
 
 
The routing protocols exist in the inet framework. Each routing protocol has its own 
package which must be imported in the network definition (.ned) file. For example, 
the following statement, imports the AODV package in the ned file: 
import inet.routing.aodv.AODVRouting; 
 
To get the results of the simulation, we need to define analysis files (.anf) and define 
the metrics for evaluation. Figure 4-4 shows a sample of the results. 
 
 
 
Figure 4-4. A sample of OMNET++ analysis file  
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Although OMNET++ has the  plot facility, we exported the data of anf files into Excel (in CSV 
format) and performed statistical analysis and created graphs.
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5 Chapter Five: Experimental Results and Dis-
cussion 
After setting up the simulator, we evaluated the performance of seven routing protocols for 
VANET: AODV, DSR, OLSR, DSDV, GPSR, CBRP, and ZRP. In this chapter, we detail the results 
of our experimentations. 
5.1 AODV Protocol 
  
Figure 5-1. AODV throughput for City scenario (left) and Motorway scenario (right) 
Figure 5-1 depicts the throughput for both scenarios with different number of vehicles and 
different values for the shape factor. It is evident that the throughput in Motorway scenario 
is lower than in the City scenario, this is because vehicles speed is higher in highway which 
causes an increase in the requirement of routing traffic to find the route for message delivery. 
Thus, data transfer would involve a lesser amount of channel and hence diminishing the aver-
age throughput. 
In the City scenario the best throughput is when there are 124 vehicles and the shape factor 
is 2 (m=2). In the Motorway scenario, the best throughput is when there are 310 vehicles and 
the shape factor is 2 (m=2). 
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Figure 5-2. AODV Packet Error Rate for City scenario (left) and Expressway scenario (right) 
Figure 5-2 compares the Packer Error Rate (PER) for both scenarios. As depicted in the figure, 
the error rate is higher in the Motorway scenario because vehicles are travelling at a higher 
speed and they get out of the range of their neighbouring vehicles quickly. Therefore, the 
chance of receiving packets is decreased.  
The lowest PER for the City scenario is achieved when there are 124 vehicles and shape is 1 
(m=1). For the Motorway scenario the lowest PER is achieved when there are 310 vehicles and 
shape factor is 2 (m=2).  
  
Figure 5-3. AODV End to End Delay for City scenario (left) and Expressway scenario (right) 
Figure 5-3 depicts the results for End to End Delay for both scenarios. When the number of 
vehicles increases the Motorway scenario is slightly better. The best result for the City sce-
nario is when the number of vehicles is 124 and m=2 and for Motorway is when the number 
of vehicles is 310 and m=2. 
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As can be seen from the figure, End to End delay is slightly lower in motorway. This is because 
vehicles drive faster and there are less barriers in message passing. In the city area vehicles 
which carry the message may change their directions in intersections or buildings may hinder 
message passing.   
5.2 DSR Protocol 
In the second step of the implementation, we used the same simulation parameters and met-
rics to evaluate the DSR protocol for the designated scenarios.  
 
 
Figure 5-4. DSR throughput for City scenario (left) and Motorway scenario (right) 
Figure 5-4 depicts the throughput for both scenarios with different number of vehicles and 
different values for the shape factor. Similarly to the AODV protocol, using DSR protocol re-
sults a lower throughput in Motorway than in the City scenario. In general, the throughput of 
the DSR protocol for both scenarios is better than AODV protocol. 
In the City scenario the best throughput is when there are 310 vehicles and the shape factor 
is 1 (m=1). In the Motorway scenario, the best throughput is when there are 310 vehicles and 
the shape factor is 2 (m=2). 
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Figure 5-5. DSR Packet Error Rate for City scenario (left) and Motorway scenario (right) 
Figure 5-5 compares the Packer Error Rate (PER) for both scenarios. As can be seen in the 
figure, the error rate is higher in the Motorway scenario. This exactly conforms to the results 
for AODV.  
The best result for the City scenario is achieved when there are 124 vehicles and m=1 and for 
the Motorway scenario the best result is achieved when there are 124 vehicles and m=2. 
 
  
Figure 5-6. DSR End to End Delay for City scenario (left) and Motorway scenario (right) 
Figure 5-6 depicts the results for End to End Delay (EED) for both scenarios. The results show 
that the City scenario is better than the Motorway scenario in terms of EED. The best result 
for the City scenario is when the number of vehicles is 124 and m=1 and for Motorway is when 
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the number of vehicles is 509 and m=1. EED of the DSR protocol is lower than the EED of 
AODV. 
5.3 OLSR Protocol 
In the third stage we implemented the OLSR protocol in OMNET++ for the same scenarios as 
for the previous protocols. Here are the evaluation results.  
 
 
Figure 5-7. OLSR throughput for City scenario (left) and Motorway scenario (right) 
Figure 5-7 depicts the throughput for both scenarios and its relation with the number of vehi-
cles and the value for the shape factor. Similarly to AODV and DSR, using OLSR protocol results 
a lower throughput in Motorway than in the City scenario. The throughput of OLSR is lower 
that AODV and DSR for similar scenarios.  
In the City scenario the best throughput is achieved when there are 124 vehicles and the shape 
factor is 2 (m=2). In the Motorway scenario, the best throughput is when there are 310 vehi-
cles and the shape factor is 2 (m=2). It seems that choosing m=2 gains the maximum through-
put for all three protocols examined so far.   
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Figure 5-8. OLSR Packet Error Rate for City scenario (left) and Motorway scenario (right) 
Figure 5-8 compares the Packer Error Rate (PER) for both scenarios. As can be seen in the 
figure, similarly to AODV and DSR, the error rate in the City scenario is lower than in the Mo-
torway scenario. OLSR is slightly better than AODV and DSR in terms of PER. 
The lowest PER for both scenarios is achieved when there are 310 vehicles and m=2. This is a 
bit different with the results achieved for AODV and DSR. 
 
 
Figure 5-9. OLSR End to End Delay for City scenario (left) and Motorway scenario (right) 
Figure 5-9 depicts the results for End to End Delay (EED) for both scenarios. The results show 
that the City scenario is better than the Motorway scenario in terms of EED. The best result 
for the City scenario is when the number of vehicles is 124 and m=2. For Motorway, the best 
result is achieved when the number of vehicles is 310 and m=2. OLSR outperforms AODV and 
DSR in terms of EED. 
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5.4 DSDV Protocol 
The evaluation results for DSDV protocol for the two designated scenarios are as follows.  
  
Figure 5-10. DSDV throughput for City scenario (left) and Motorway scenario (right) 
Figure 5-10 depicts the throughput for both scenarios and its relation with the number of 
vehicles and the value for the shape factor. Similarly to the other three protocols, using DSDV 
protocol results in a lower throughput for Motorway scenario. The throughput of DSDV is 
lower than the previous protocols for similar scenarios.  
In the City scenario the best throughput is achieved when there are 124 vehicles and the shape 
factor is 2 (m=2). In the Motorway scenario, the best throughput is when there are 310 vehi-
cles and the shape factor is 2 (m=2). It seems that by choosing m=2 we gain the maximum 
throughput for all four protocols examined so far.  
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Figure 5-11. DSDV Packet Error Rate for City scenario (left) and Motorway scenario (right) 
Figure 5-11 compares the Packer Error Rate (PER) for both scenarios. As can be seen in the 
figure, similarly to other three protocols, the error rate in the City scenario is lower than Mo-
torway. DSDV has a higher error rate than the previous three protocols. 
The lowest packet error rate in the city scenario is achieved when there are 310 vehicles and 
the shape factor is 2 (m=2) whereas the lowest packet error rate in the Motorway scenario is 
when the number of vehicles is 124 and the shape factor is 1 (m=1).  
  
Figure 5-12. DSDV End to End Delay for City scenario (left) and Motorway scenario (right) 
Figure 5-12 depicts the results for End to End Delay (EED) for both scenarios. The results show 
that the City scenario is better than the Motorway scenario in terms of EED. The best result 
for the City scenario is when the number of vehicles is 124 and m=2. For Motorway the best 
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result is achieved when the number of vehicles is 310 and m=2. EED of the DSDV protocol is 
lower than the EED of AODV and DSR and is slightly higher than OLSR. 
5.5 GPSR Protocol 
After implementing AODV, DSR, OLSR, and DSDV protocols we implemented GPSR protocol 
with Nakagami model for two scenarios: Auckland city and Auckland motorway. The evalua-
tion results for GPSR performance are discussed. 
 
 
Figure 5-13. GPSR throughput for City scenario (left) and Motorway scenario (right) 
Figure 5-13 depicts the throughput for both scenarios and its relation with the number of 
vehicles and the value for the shape factor. Similarly to the other four protocols, using GPSR 
protocol results in a lower throughput for Motorway scenario. The throughput of GPSR is 
slightly higher than OLSR but lower than AODV, DSR, and DSDV protocols for similar scenarios.  
In the City scenario the best throughput is achieved when there are 124 vehicles and the shape 
factor is 2 (m=2). In the Motorway scenario, the best throughput is when there are 310 vehi-
cles and the shape factor is 2 (m=2). It seems that choosing m=2 gains the maximum through-
put for all five protocols examined so far. As can be seen in the figure, the throughput of GPSR 
is much better in the City scenario than in the Motorway scenario.   
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Figure 5-14. GPSR Packet Error Rate for City scenario (left) and Motorway scenario (right) 
Figure 5-14 compares the Packer Error Rate (PER) for both scenarios. As can be seen in the 
figure, similarly to the protocols examined so far, the error rate in the City scenario is lower 
than Motorway. It seems that GPSR has a lower error rate than other four protocols. The best 
result for both scenarios is achieved when there are 124 vehicles and m=1.  
  
Figure 5-15. GPSR End to End Delay for City scenario (left) and Motorway scenario (right) 
Figure 5-15 depicts the results for End to End Delay (EED) for both scenarios. The results show 
that the City scenario is better than the Motorway scenario in terms of EED. The best result 
for the City scenario is when the number of vehicles is 124 and m=1. For Motorway the best 
result is achieved when the number of vehicles is 310 and m=1. GPSR is one of the best pro-
tocols (among those we have examined so far) in terms of EED. 
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5.6 CBRP Protocol 
After implementing AODV, DSR, OLSR, DSDV, GPSR protocols we implemented CBRP protocol 
with Nakagami model for two scenarios: Auckland city and Auckland motorway. The evalua-
tion results for the performance of CBRP are discussed as follows. 
  
Figure 5-16. CBRP throughput for City scenario (left) and Motorway scenario (right) 
Figure 5-16 depicts the throughput for both scenarios and its relation with the number of 
vehicles and the value for the shape factor. Similarly to the other five protocols, using CBRP 
protocol results in a lower throughput for Motorway scenario. The throughput of CBRP is 
slightly higher than OLSR but lower than other protocols examined so far for similar scenarios.  
 In the City scenario the best throughput is achieved when there are 124 vehicles and the 
shape factor is 2 (m=2). In the Motorway scenario, the best throughput is when there are 310 
vehicles and the shape factor is 2 (m=2). It seems that choosing m=2 gains the maximum 
throughput for all six protocols examined so far. As can be seen in the figure, the throughput 
of GPSR is much better in the City scenario.   
Figure 5-17. CBRP Packet Error Rate for City scenario (left) and Motorway scenario (right) 
Figure 5-17 compares the Packer Error Rate (PER) for both scenarios. As can be seen in the 
figure, similarly to other five protocols, the error rate in the City scenario is lower than Mo-
torway scenario. It seems that CBRP has a lower error rate than the previous five protocols. 
The best result for City scenarios is achieved when there are 124 vehicles and m=1. For Mo-
torway the best result is achieved when there are 509 vehicles and m=3. 
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Figure 5-18. CBRP End to End Delay for City scenario (left) and Motorway scenario (right) 
Figure 5-18 depicts the results for End to End Delay (EED) for both scenarios. The results show 
that the City scenario is better than the Motorway scenario in terms of EED. The best result 
for both scenarios is when the number of vehicles is 124 and m=1. CBRP has a lower EED than 
the previous five protocols. 
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5.7 ZRP Protocol 
The last protocol we implemented was the ZRP protocol. Similarly to the previous protocols, 
Nakagami has been used as the propagation model and the scenarios have been Auckland city 
and motorway. The evaluation results for ZRP performance are discussed in the following. 
 
 
Figure 5-19. ZRP throughput for City scenario (left) and Motorway scenario (right) 
Figure 5-19 depicts the throughput for both scenarios and its relation with the number of 
vehicles and the value for the shape factor. Similarly to the previous protocols, using ZRP pro-
tocol results in a lower throughput for the Motorway scenario. The throughput of ZRP is 
slightly higher than OLSR but lower than other protocols for similar scenarios.  
In the City scenario the best throughput is achieved when there are 124 vehicles and the shape 
factor is 2 (m=2). In the Motorway scenario, the best throughput is when there are 310 vehi-
cles and the shape factor is 1 (m=1). It seems that choosing m=2 gains the maximum through-
put for all seven protocols examined in this research for the City scenario. This is also the case 
for motorway with only one exception: ZRP for which the best shape factor is 1.   
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Figure 5-20. ZRP Packet Error Rate for City scenario (left) and Motorway scenario (right) 
Figure 5-20 compares the Packer Error Rate (PER) for both scenarios. As can be seen in the 
figure, similarly to other six protocols, the error rate in the City scenario is lower than the 
Motorway scenario. It seems that ZRP has the lowest PER among the protocols we have ex-
amined. 
The best result for city scenario is achieved when there are 124 vehicles and m=1. For motor-
way the best result is achieved when there are 124 vehicles and m=2. 
 
 
Figure 5-21. ZRP End to End Delay for City scenario (left) and Motorway scenario (right) 
Figure 5-21 depicts the results for End to End Delay (EED) for both scenarios. The results show 
that the City scenario is better than the Motorway scenario in terms of EED. The best result 
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for the city scenario is when the number of vehicles is 124 and m=1. For the motorway sce-
nario the best result is when the number of vehicles is 509 and m=2. ZRP has the highest EED 
among the protocols we have examined. 
5.8 Discussion 
In this chapter, we detailed the simulation setup and the experimental results. We examined 
seven VANET protocols: AODV, DSR, OLSR, DSDV, GPSR, CBRP, and ZRP for two scenarios: 
Auckland city centre where vehicles travel at the speed of 50 km/h and Auckland motorway 
where vehicles travel at the speed of 100 km/h. The number of vehicles varied from 124 to 
509. The propagation model was Nakagami with three different shape factors: m=1, 2, 3.  The 
evaluation metrics included: Throughput, Packet Error Rate, and End to End Delay.   
Table 5-1 summaries our experimental results. The table is divided into two sections: City sce-
nario and Motorway scenario. V is the speed of vehicles and m is the shape factor. As can be 
seen in the table, DSR has the highest throughput for both scenarios1. For the City scenario 
DSDV has the lowest throughput. For the Motorway scenario  in most cases ZRP has a slightly 
lower throughout than DSDV.  For City scenario m=2 results in a better throughput for all pro-
tocols. This is while for the Motorway, m=1 gives the best throughput for most of the protocols 
(AODV and DSR are exceptions).  
In terms of Packet Error Rate (PER), for most of the cases in the City scenario, CBRP outper-
forms other protocols. For the Motorway scenario, in most of the cases, the best protocol is 
ZRP. AODV is almost the worst protocol in terms of PER. 
The lowest End to End Delay (EED) is achieved for both scenarios when using OLSR. DSDV 
results in low EED too. ZRP is the worst protocol in terms of EED for both scenarios. 
 
 
                                                          
1 The best figures have been highlighted in the table. 
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Table 5-1. Experimental results for Auckland scenarios 
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6 Chapter Six: Conclusions and Future Work 
This chapter summarizes the research and outlines the major findings and contributions. In 
addition, a list of avenues for the future work will be provided at the end of this chapter.  
6.1 Summary 
One of the big challenges for researchers is designing efficient routing protocols . There are 
many routing protocols proposed for VANET which can be classified as the following: 
 position based 
 cluster based 
 broadcast 
 geocast based 
 topology based  
For a given scenario, the performance of these protocols may dramatically differ. The main 
aim of this research was analysing the performance of several VANET protocols for real sce-
narios.  
To properly analyse the routing protocols in VANET a realistic mobility model is required. The 
model needs to take into account high mobility of the vehicles and fast changing scenarios 
due to the movement of vehicles. Most of the existing models use unrealistic scenarios and 
hence cannot accurately measure the performance of protocols in realistic situations. In order 
to solve this problem, the trend is shifting towards using realistic models and parameters 
while evaluating the protocols.  
In this thesis, we provided a realistic model for Auckland and evaluate VANET protocols in 
different areas of Auckland to see which protocol works better for each area. The routing 
protocols we investigated include AODV, DSR, OLSR, DSDV, GPSR, CBRP, and ZRP. We used 
Nakagami as the propagation model since it seems to be more realistic than other propagation 
models especially when there are obstacles in the environment such as buildings, trees, 
bridges, and power towers in Auckland city and motorway. We examined three values for the 
shape factor of Nakagami to find the best configuration for each protocol. We chose different 
areas in Auckland as follows: 
1. Auckland CBD with maximum speed of 50 km/h  
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2. Auckland motorway with maximum speed of 100 km/h.  
For each scenario, we evaluated the protocols with different number of vehicles: for low, me-
dium, and high traffic. We used INET framework in OMNET++ for simulating the network and 
SUMO for simulating the traffic. We used OpenStreetMap to provide the map of Auckland 
CBD and motorway for the simulation.  
Table 6-1 summarizes the experimental results and shows the best and the worst routing pro-
tocol for each situation. As can be seen from the table, the best throughput belongs to DSR 
and the worst throughput belongs to DSDV and ZRP. Choosing m=2 results in the best through-
put for the City scenario and for Motorway m=2 achieves the highest throughput when the 
traffic is medium and high. For the light traffic in Motorway the best throughput is achieved 
when m=3. 
 The best Packet Error Rate (PER) for the City scenario is mainly achieved when using CBRP or 
OLSR and m=1 for the light traffic and m=2 for medium and heavy traffic. DSDV is the worst 
protocol for the City scenario in terms of PER. The best PER for Motorway is achieved   when 
using  ZRP and  m=2 for  low and medium and m=1 for heavy traffic. AODV is not a good 
candidate for Motorway in terms of PER. 
The best End to End Delay (EED) is achieved for both scenarios when the protocol is OLSR. ZRP 
is not a good protocol in terms of EED.  For the City scenario m=2 results in the lowest EED 
and for the Motorway m=3 for the light traffic and m=2 for the medium and heavy traffic 
results in the lowest EED.  
6.2 Future Work 
We conducted a research on routing protocols and configuration of the Nakagami model for 
Auckland city. We considered three different traffic situations for experimentation. However, 
to come up with a holistic model, conducting more experimentations on different values for 
the shape factor of Nakagami and different number of vehicles is needed. Another parameter 
in the Nakagami distribution function is the controlling spread (Ω) which must be fully inves-
tigated to understand its impact on the performance of the routing protocols. 
In our experiments we considered three metrics for performance evaluation: Throughput, 
Packet Error Rate (PER) and End to End Delay (EED). It would be good if other metrics such as 
Packet Delivery Ratio (PDR), Traffic Control Overhead, Average Hop Count, jitter, Round Trip 
Time (RTT) and Drop Burst Length (DEL) are considered for evaluation. 
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Another venue for the future research is examining other VANET protocols. In this research 
because of the time limitation we could examine only seven protocols. There might be other 
protocols (among those we did not examine) which offer better performance for Auckland 
city. 
Among all propagation models we chose Nakagami. It would be good if other propagation 
models are examined with the routing protocols we tested to find the best network setup for 
Auckland.  
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Table 6-1. Comparison of protocols based on their performance for each scenario 
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70 
 
 
 
7 References 
Tutorial-Reports. (2017). Introduction to Wireless LAN and IEEE 802.11. Retrieved from 
Tutorial-Reports.com: http://www.tutorial-
reports.com/wireless/wlanwifi/introduction_wifi.php 
Abdelrahman, R. B., Mustafa, A. B., & Osman, A. A. (2015). A Comparison between IEEE 
802.11a, b, g, n and ac Standards. IOSR Journal of Computer Engineering (IOSR-JCE) , 
26-29. 
Ahmed, S. A., Arif, S. H., & Fisal, N. (2013). Overview of Wireless Access in Vehicular 
Environment (WAVE) Protocols and Standards. Indian Journal of Science and 
Technology, 4994-5001. 
Ali, A. K., Phillips, I., & Yang, H. (2016). Evaluating VANET Routing in Urban Environments. 
39th International Conference on Telecommunications and Signal Processing (TSP), 
(pp. 60-63). Vienna, Austria. 
Ali, A., & Latha, C. (2015). Performance Analysis of Ad-Hoc Routing Protocols for VANET 
Using NS2 Simulation. InternatIonal Journal of Computer SCIenCe and technology 
ISSN : 0976-8491 (Online) | ISSN : 2229-4333 (Print), pp. 127-132. 
Ali, T. E., Dulaimi, L. A., & Majeed, Y. E. (2016). Review and Performance Comparison of 
VANET Protocols: AODV, DSR, OLSR, DYMO, DSDV & ZRP. Al-Sadeq International 
Conference on Multidisciplinary in IT and Communication Science and Applications 
(AICMITCSA). Baghdad, Iraq. 
Almatrook, A. (2016). The Effect of Mobility, Security and Shadowing on Latest Wireless LAN 
Standard (IEEE802.11ac). Unitec Institute of Technology. 
Almohammedi, A. A., Noordin, N. K., & Saeed, S. (2016). Evaluating the Impact of 
Transmission Range on the Performance of VANET. International Journal of Electrical 
and Computer Engineering (IJECE), 6(2), pp. 800-809. 
71 
 
Amadeo, M., Campolo, C., & Molinaro, A. (2010). Enhancing IEEE 802.11p/WAVE to provide 
infotainment applications in VANETs Ad-Hoc Networks. Elsevier. 
Angeles, W., Borin, V. P., Munaretto, A., & Fonseca, M. (2016). The Impact of Propagation 
Models in the Performance of Ad Hoc Routing Protocols for Urban VANET. IEEE 84th 
Vehicular Technology Conference (VTC-Fall). Montreal, Canada. 
Anwer, M. S., & Guy, C. (2014). A Survey of VANET Technologies. Journal of Emerging Trends 
in Computing and Information Sciences, 5(9), pp. 661-671. 
ASTM. (2003). ATSM E2213: Standard Specification for Telecommunication and Information 
Exchange between Roadside and Vehicle Systems -5GHZ Band Dedicated Short 
Range Communication (DSRC) Medium Access Control (MAC) and physical Layer 
(PHY) specification. Retrieved from https://www.astm.org/Standards/E2213.htm 
Bachir, A., & Benslimane, A. (2003). A multicast protocol in ad hoc networks inter-vehicle 
geocast. 57th IEEE Semiannual Vehicular Technology Conference (VTC 2003-Spring), 
(pp. 2456–2460). 
Bai, F., & Helmy, A. (2004). A Survey Of Mobility Models In Wireless Adhoc Networks. In 
Wireless Ad Hoc and Sensor Networks (pp. 1-30). Kluwer Academic Publishers. 
Bala, R., & Krishna, C. R. (2015). Scenario Based Performance Analysis of AODV and GPSR 
Routing Protocols in a VANET. IEEE International Conference on Computational 
Intelligence & Communication Technology. Ghaziabad, India . 
Basaran, I., & Bulut, H. (2016). Performance comparison of non Delay Tolerant VANET 
routing protocols . International Workshop on Urban Mobility & Intelligent 
Transportation Systems), (pp. 238-243). 
Bhoyroo, M., & Bassoo, V. (2016). Performance Evaluation of Nakagami model for Vehicular 
Communication Networks in developing countries. IEEE International Conference on 
Emerging Technologies and Innovative Business Practices for the Transformation of 
Societies (EmergiTech), (pp. 182-187). Balaclava, Mauritius . 
Blum, J., & Eskandarian, A. (2003). Mobility management in IVC network. IEEE Intelligent 
vehicle symposium, (pp. 150-155). 
72 
 
Caliri, G. V. (2000). Introduction to Analytical Modeling. 26th International Computer 
Measurement Group Conference, (pp. 31-36). Orlando, FL, USA. Retrieved from 
Citeseerx. 
Caro, G. A. (2013). Analysis of simulation environments for Mobile Ad hoc networks . Manno, 
Switzerland: Dalle Molle Institute for Artificial Intelligence . 
Chouhan, T. S., & Deshmukh, R. S. (2015). Analysis of DSDV,OLSR and AODV Routing 
Protocols in VANETS Scenario: Using NS3. 2015 International Conference on 
Computational Intelligence and Communication Networks (pp. 85-89). Jabalpur, 
India: IEEE. 
Christoph, S., & Falko, D. (2011). Bidirectionally Coupled Network and Road Traffic 
Simulation for Improved IVC Analysis. pp. 3-15. 
Cisco Systems. (2017, October 6). Jitter. Retrieved from Cisco Systems: Understanding Jitter 
in Packet Voice Networks 
Creative Commons. (2017, October 6). Network Performance Definitions . Retrieved from 
Creative Commons: file:///C:/Users/sunil/Downloads/network-performance-
defintions.pdf 
Durresi, M. (2005). Emergency Broadcast Protocol for Inter-Vehicle Communications. 11th 
International Conference on Parallel and Distributed Systems. Fukuoka, Japan. 
Eenennaam, E. v. (2008, 4 30). A Survey of Propagation Models used in Vehicular Ad hoc 
Network (VANET) Research. Retrieved 05 15, 2017, from CiteSeerX: 
http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.397.2286&rep=rep1&ty
pe=pdf 
Eichler, S. (2007). Performance Evaluation of the IEEE 802.11p WAVE Communication 
Standard. Institute of Communication Networks, Technische Universität Münche. 
Ekka, A. (2017, October 12). Simulation Of Vehicular Movement in VANET. Retrieved from 
National Institute of Technology Rourkela: 
http://ethesis.nitrkl.ac.in/5250/1/109CS0021.pdf 
EPFL. (2017, October 12). TraNS. Retrieved from EPFL: http://lca.epfl.ch/projects/trans/ 
FCC. (2004). FCC 03-324. Federal Communications Commission. 
73 
 
Federal. (2004). Federal Communications Commission: FCC 03-324. Federal Communications 
Commission. 
Hamid, B., & Mokhtar, E.-N. E. (2015). Performance Analysis of The Vehicular Ad Hoc 
Networks (VANET) Routing Protocols AODV, DSDV and OLSR. 5th International 
Conference on Information & Communication Technology and Accessibility (ICTA). 
Marrakech, Morocco . 
Hamida, E. B., Noura, H., & Znaidi, W. (2015). Security of Cooperative Intelligent Transport 
Systems: Standards, Threats Analysis and Cryptographic Countermeasures. 
Electronics, 4(3), 380-423. 
Härri, J., Fiore, M., Filali, F., & Bonnet, C. (2007). Vehicular Mobility Simulation for VANETs. 
Proceedings of the 40th Annual n Proceedings of the 40th Annual. Norfolk, VA, USA: 
IEEE. 
IEEE. (2010). 802.11p. New York: IEEE. 
Jain, R. (2008). The Art Of Computer Systems Performance Analysis. Wiley India Pvt. Ltd. 
Jerger, N. E., Krishna, T., & Peh, L.-S. (2017). On-Chip Networks. Morgan and Claypool. 
Jiang, M., Li, J., & Tay, Y. (1999, August 19). Cluster Based Routing Protocol (CBRP). Retrieved 
from http://tools.ietf.org/html/draft-ietf-manet-cbrp-spec-01.txt : 
http://tools.ietf.org/html/draft-ietf-manet-cbrp-spec-01.txt  
Jiang, M., Li, J., & Tay, Y. C. (1999). Cluster Based Routing Protocol (CBRP). draft-ietf-manet-
cbrp-spec-01.txt. 
Karnadi, F. K., Mo, Z. H., & Lan, K.-c. (2005). Rapid Generation of Realistic Mobility Models 
for VANET. 11th Annual International Conference on Mobile Computing and 
Networking (MobiCom 2005). Cologne, Germany. 
Karp, B., & Kung, H. T. (2000). GPSR: greedy perimeter stateless routing for wireless 
networks. 6th annual international conference on Mobile computing and 
networking, (pp. 243-254). 
Katheet, Z. D., & Raman, K. (2014). Performance Evaluation with Throughput and Packet 
Delivery Ratio for Mobile Ad-hoc Networks. International Journal of Advanced 
Research in Computer and Communication Engineering, 6416-6419. 
74 
 
Kaur, A., & Malhotra, J. (2015). On The Selection Of Qos Provisioned Routing Protocol 
Through Realistic Channel For Vanet. INTERNATIONAL JOURNAL OF SCIENTIFIC & 
TECHNOLOGY RESEARCH, 191-196. 
Khairnar, V. D., & Kotecha, K. (2013). Simulation-Based Performance Evaluation of Routing 
Protocols in Vehicular Ad-hoc Network. International Journal of Scientific and 
Research Publications, 3(10), 1-14. 
KHAIRNAR, V. D., & KOTECHA, K. (2014). PROPAGATION MODELS FOR V2V 
COMMUNICATION IN VEHICULAR AD-HOC NETWORKS. Journal of Theoretical and 
Applied Information Technology, 61(3), 686-695. 
Khan, I., & Qayyum, A. (2009). Performance Evaluation of AODV and OLSR in Highly Fading 
Vehicular Ad hoc Network Environments. IEEE 13th International. Islamabad, 
Pakistan: IEEE. 
Korkmaz, E. E., Özgüner, F., & Özgüner, Ü. (2004). Urban Multi-Hop Broadcast Protocol for 
Inter-Vehicle Communication Systems. ACM International Workshop on Vehicular Ad 
Hoc Networks.  
Kumar, V., Baghel, A. S., & Mishra, P. (2016). Performance Evaluation of DSDV, AODV and 
LSGR Protocol in Ad –Hoc Networks. International Conference on Electrical, 
Electronics, and Optimization Techniques (ICEEOT) (pp. 4261-4266). IEEE. 
Kurose, J., & Ross, K. (2010). Computer Networking: A Top-Down Approach. New York: 
Addison-Wesley. 
Li, Q., & D. Rus. (2000). Sending Messages to Mobile Users in Disconnected Ad-hoc Wireless 
Networks. 6th annual international conference on Mobile computing and networking 
(Mobicom'2000) (pp. 44-55 ). New York, NY, USA: ACM. 
LIDS. (2017, October 10). Reducing Control Overheads in Wireless Networks. Retrieved from 
LABORATORY FOR INFORMATION & DECISION SYSTEMS. MIT: 
https://lids.mit.edu/research/research-highlights/reducing-control-overheads-
wireless-networks 
Little, T., & Agarwal, A. (2005). A New Information Propagation Scheme for Vehicular 
Networks. 3rd International Conference on Mobile Systems, Applications and 
Services (Mobisys 2005), (pp. 1-4). Seattle. 
75 
 
Luo, Y., Zhang, W., & Hu, Y. (2010). A New Cluster Based Routing Protocol for VANET. 
NSWCTC '10 Proceedings of the 2010 Second International Conference on Networks 
Security, Wireless Communications and Trusted Computing (pp. 176-180). ACM. 
Mangharam, R., Walke, D., Rajkumar, R., Mudalige, P., & Bai, F. (2006). GrooveNet: A Hybrid 
Simulator for Vehicle-toVehicle Networks. International Workshop on Vehicle-to-
Vehicle Communications (V2VCOM). San Jose, USA: IEEE. 
Maratha, B. P., Sheltami, T. R., & Shakshuki, E. M. (2017). Performance Evaluation of 
Topology based Routing Protocols in a VANET Highway Scenario. International 
Journal of Distributed Systems and Technologies, 34-45. 
Mouhib, I., Smail, M., Ouadghiri, M. D., & Naanani, H. (2016). Network as a service for smart 
Vehicles. International Conference on Engineering & MIS (ICEMIS). Agadir, Morocco . 
Nakagami, M. (1960). The m-distribution—a general formula of intensity distribution of 
rapid fading. In Statistical Methods in Radio Wave Propagation (pp. 3-36). 
Pergamon. 
Narayan, S. (2014). Improving Network Performance: An Evaluation of TCP/UDP on 
Networks. A Doctor of Computing Thesis ,UNITEC Institute of Technology. 
Nasr, M. M., Abdelgader, A. M., Wang, Z.-G., & Shen, L.-F. (2016). VANET Clustering Based 
Routing Protocol Suitable for Deserts. Sensors, 16, 1-23. 
NS-3. (2017, October 10). About NS-3. Retrieved from NS-3: 
https://www.nsnam.org/docs/tutorial/html/introduction.html#about-ns3 
OMNeT++. (2017, October 11). What is OMNeT++? Retrieved from OMNeT++: 
https://omnetpp.org/intro 
Ooi, C. C., & Fisal, N. (2004). Implementation of Geocast-Enhanced AODV-Bis Routing 
Protocol in MANET. IEEE Region 10 Conference, (pp. 660-663). 
Pan, J. (2017, Oct 4). A Survey of Network Simulation Tools: Current Status and Future 
Developments. Retrieved from Washington University in St. Louis: 
http://www.cse.wustl.edu/~jain/cse567-08/ftp/simtools.pdf 
Pearlman, M., & Haas, Z. (1999). Determining the Optimal Configuration for the Zone 
Routing Protocol. IEEE Journal on Selected Areas in Communication, 17(8). 
76 
 
Priya, K., & Malhotra, J. (2016). On the Selection of Mobility Optimised Routing Protocol for 
City Scenario using Multi Interface Car in VANET. Intl. Conference on Advances in 
Computing, Communications and Informatics (ICACCI. Jaipur, India. 
Qureshi, K., & Abdulhanana, A. (2013, Decmber 31). Topology based Routing Protocols for 
VANET and their comparison with MANET. Journal of Theoretical and Applied 
Information Technology, 58(3), pp. 707-715. 
Rahman, M. H., & Nasiruddin, M. (2014). Impact of Two Realistic Mobility Models for 
Vehicular Safety Applications. 3rd INTERNATIONAL CONFERENCE ON INFORMATICS, 
ELECTRONICS & VISION (pp. 1-6). Dhaka, Bangladesh: IEEE. 
Rappaport, T. (2001). Wireless Communications: Principles and Practice, 2nd ed., P. Hall, Ed. 
Prentice Hall PTR, 2001, vol. 1.  
Salman, O., Morcel, R., Zoubi, O. A., Elhajj, I., Kayssi, A., & Chehab, A. (2016). Analysis of 
Topology Based Routing Protocols for VANETs in Different Environments. IEEE 
International Multidisciplinary Conference on Engineering Technology (IMCET). 
Beirut, Lebanon . 
Setiabudi, A., Pratiwi, A. A., Ardiansyah, & Perdana, D. (2016). Performance comparison of 
GPSR and ZRP routing protocols in VANET environment. IEEE Region 10 Symposium 
(TENSYMP. Bali, Indonesia. 
Sharma, P., R.K.Chaurasiya, & Saxena, A. (2013). Comparison analysis between IEEE 
802.11a/b/g/n. International Journal of Scientific & Engineering Research,, 988-993. 
Shayeb, I., Hamzah, A., & Nasoura, A. B. (2011). A Survey of Clustering Schemes for Mobile 
Ad-Hoc Network (MANET). American Journal of Scientific Research, 135-151. 
Singh, P. (2014). Comparative study between Unicast and multicast Routing Protocols in 
Different Data rates using VANET. Internationai Conference on Issues and Challenges 
in Intelligent Computing Techniques (ICICT), (pp. 279-284). Ghaziabad, India . 
Singh, P. K. (2012). Influences of TwoRayGround and Nakagami Propagation model for the 
Performance of Adhoc Routing Protocol in VANET. International Journal of Computer 
Applications, 1-6. 
77 
 
Singh, S., Kumari, P., & Agrawal, S. (2015). Comparative Analysis of Various Routing Protocols 
in VANET. Fifth International Conference on Advanced Computing & Communication 
Technologies, (pp. 315-319). Haryana, India . 
Sommer, C. (2017, October 12). Documentation. Retrieved from Veins: 
http://veins.car2x.org/documentation/ 
Stephan Olariu, M. C. (2017). Vehicular Networks: From Theory to Practice. Chapman and 
Hall/CRC . 
Strang, T. (2010). Intelligent Transportation Systems: Wireless Access for Vehicular 
Environments (WAVE). Retrieved from DLR: http://www.sti-
innsbruck.at/sites/default/files/courses/fileadmin/documents/its-ss10/07-its-
WAVE.pdf 
Sultana, S., & Raj, C. V. (2014). Packet Delivery Ratio and Normalized Routing Load Analysis 
on Ad-hoc Network Protocols. Appl Eng Technol Sci, 212-216. 
Sumo. (2017, October 12). Sumo at a Glance. Retrieved from Sumo: 
http://sumo.dlr.de/userdoc/Sumo_at_a_Glance.html 
Sun, M.-T., Feng, W.-C., Lai, T.-H., Yamada, K., Okada, H., & Fujimura, K. (2000). GPS-based 
message broadcasting for inter-vehicle. 52nd Vehicular Technology Conference, 
2000. IEEE-VTS Fall VTC 2000. Boston, MA, USA, USA . 
Taliwal, V., Jiang, D., Mangold, H., Chen, C., & Sengupta, R. (2004). Empirical determination 
of channel characteristics for DSRC vehicle-to-vehicle communication. Proceedings 
of the 1st ACM international workshop on Vehicular ad hoc networks, VANET '04, 
(pp. 88-88). Philadelphia, PA, USA. 
Tanenbaum, A. S., & Wetherall, D. J. (2010). Computer Networks. Pearson. 
TutorialsWeb. (2017, October 24). NS-2. Retrieved from TutorialsWeb: 
http://www.tutorialsweb.com/ns2/NS2-1.htm 
US DOT. (2017, April). ITS Standards. Retrieved from U.S. Department of Transportation : 
https://www.standards.its.dot.gov/StdsSummary/StandardsGroup?stdgroup=404%2
C405%2C406%2C415%2C504%2C518%2C519%2C522%2C523 
78 
 
Vaity, N. P., & Thombre, D. V. (2012). A SURVEY ON VEHICULAR MOBILITY MODELING: FLOW 
MODELING. International Journal of Communication Network Security, 2231 – 1882. 
Wageningen-Kessels, F. v., Lint, H. v., Vuik, K., & Hoogendoorn, S. (2014). Genealogy of 
traffic flow models. EURO J Transp Logist. doi:10.1007/s13676-014-0045-5 
Wang, S., Huang, C., Chou, C., Hwang, C., Yan, T., Yang, Z., & Chiou, C. (2017, October 12). 
The NCTUns 1.0 Network Simulator. Retrieved from National Chiao Tung University, 
Hsinchu, Taiwan: http://people.cs.nctu.edu.tw/~shieyuan/publications/nctuns 
Waraich, P., & Batra, N. (2016). Performance Analysis of Ad hoc Routing Protocols over 
VANETs. International Journal of Computer Applications, 41-46. 
Yin-fei, D., Ying-yong, Z., & Nian-feng, L. (2015). Research Overview on Vehicular Ad Hoc 
Networks Simulation. International Journal of Control and Automation, 207-216. 
 
 
 
 
 
 
.i 
Full name of author: ... Y\/.0j.i .. A�.b.�i'(M .. 
ORCID number (Optional): ............................................... .
Full title of thesis/dissertation/research project ('the work'): 
.A .. &e.i.'\<A.r.io ... �5.ei. .... Pe,.r.:totma.-':) £.<!. ... f\(.\t(/.,fs�5 .. � 
V.ArJ.�-r .f?r.ofo.co. ls .. .......................................... ..... ............. ............. . 
. · · · · · · · · · · · · · · · · · · · · · · . .  , · · · · · · · · · · · · · · · · · · · · ·  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .
Practice Pathway: .....Computing......................................................................................................... 
.
Degree: .. r,Y,�s� .... � ..... (/o,n.f).tJ f t4.f} .............................. .
Year of presentation: ... Qc;, {:if. ...... .
Principal Supervisor: ..................... ............... ... .......... .
Associate Supervisor: .................... ... ....................... .
Permission to make open access 
I agree to a digital copy of my final thesis/work being uploaded to the Unitec institutional 
repository and being made viewable worldwide. 
Copyright Rights: 
Unless otherwise stated this work is protected by copyright with all rights reserved. 
I provide this copy in the expectation that due acknowledgement of its use is made. 
AND 
Copyright Compliance: 
I confirm that I either used no substantial portions of third party copyright material, including 
charts, diagrams, graphs, photographs or maps in my thesis/work or I have obtained 
permission for such material to be made accessible worldwide via the Internet. 
Signature of author: .. ...... � ......................... . 
Date: ..I 18. I .. J.2. ... J .. 2..t!/1-

