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Abstract
We investigate the supercooling of a nematic liquid crystal using fluctuat-
ing non-linear hydrodynamic equations. The Martin-Siggia-Rose formalism
is used to calculate renormalized transport coefficients to one-loop order.
Similar theories for isotropic liquids have shown substantial increases of the
viscosities as the liquid is supercooled or compressed due to feedback from
the density fluctuations which are freezing. We find similar results here for
the longitudinal and various shear viscosities of the nematic. However, the
two viscosities associated with the nematic director motion do not grow in
any dramatic way; i.e. there is no apparent freezing of the director modes
within this hydrodynamic formalism. Instead a glassy state of the nematic
may arise from a “random anisotropy” coupling of the director to the frozen
density.
1 Introduction
The study of a supercooled nematic liquid crystal and the possible formation
of a nematic glass1 is potentially richer than corresponding studies of super-
cooled simple fluids. The presence of anisotropy in the nematic liquid due
to the overall alignment of the molecular long axes introduces orientational
degrees of freedom into the description of the system and yields a model sim-
ilar to a spin glass with translational degrees of freedom coupled to the spin
fluctuations. We use the term “nematic glass” to describe a liquid crystal
where both the translational (density) and orientational (director) fluctua-
tions are frozen. Assuming that we supercool the liquid starting from its
nematic phase (rather than the isotropic phase) we expect a nematic glass to
have long-range orientational order and thus be similar to a mixed magnetic
phase where both ferromagnetic and spin glass order coexist.2 The presence
of both translational (density) and orientational (director) fluctuations and
their coupling leads to a novel glass-forming system.3 Glass formation in this
system could potentially occur in a two-stage process where the density or
director modes freeze first, followed by the other, or in a process where both
freeze simultaneously.
In recent years a theoretical approach to the study of glass formation
has been developed using either mode-coupling calculations4 or fluctuating
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nonlinear hydrodynamics.5 These approaches were initiated by Leutheusser4
who showed that a model of a dense fluid obtained from kinetic theory ex-
hibits a sharp glass transition where the system becomes nonergodic. Das,
Mazenko, Ramaswamy and Toner5 developed an equivalent model on the
basis of fluctuating nonlinear dynamics. Subsequently, Das and Mazenko6
discovered a nonhydrodynamic mechanism which cuts off the sharp transi-
tion, leading to a rounded transition. These authors claim that the cutoff is
due to the proper mathematical treatment of the relationship ~P = ρ~V where
~P is the momentum density, ρ is the mass density, and ~V is the velocity field.
The physical origin of this cutoff is unknown. More recently, Schmitz et al.7
have argued that the calculation of Das and Mazenko is not correct. Fur-
thermore, they claim that the perturbative calculations of refs. 5 and 6 do
not properly account for detailed balance. Restoring detailed balance to the
perturbation theory apparently restores ergodicity and leads to a rounded
transition. However, Das and Mazenko and Schmitz et al. all agree that
the original Leutheusser theory as well as its hydrodynamic version with no
cutoff mechanism are a good approximation to the more complete theories
of refs. 6 and 7 in describing the growth of the viscosities in the pre-glass
transition regime. Eventually the growth of the viscosities is limited by one
of these cutoff mechanisms. Comparison of these theories with experiments
yields some encouraging agreement,8 though this agreement is by no means
complete, especially at very low frequencies.
In this paper we study the formation of a nematic glass using fluctuat-
ing nonlinear hydrodynamics. We will limit our attention primarily to the
pre-glass transition regime in light of the discussion above, and we will not
concern ourselves with the question of detailed balance or the Das Mazenko
cutoff mechanism. The primary advantage of the fluctuating hydrodynamic
theory is that new slow variables (such as the director modes or variables
associated with broken translational symmetries9) are readily incorporated.
As described in detail in the next section, we supplement the nonlinear hy-
drodynamics equations used by Das et al. to study simple fluids, with two
equations describing the dynamics of the director in a compressible nematic.
The full set of equations we employ also includes a nonlinear coupling (nˆ·~▽ρ)2
between the density and director nˆ. Density fluctuations couple to some, but
not all of the nematic viscosities through this coupling. The Leutheusser
feedback mechanism then leads to the enhancement of these viscosities with
a universal prediction for their power law behavior. However, there is appar-
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ently no director feedback mechanism within this formalism, and we find no
evidence for the freezing of the director modes. Nevertheless, it is tempting
to speculate that the term (nˆ · ~▽δρ)2 in the free energy leads to freezing of
the director. Once the density has frozen, or almost frozen this term will
mimic a random anisotropy field in an amorphous magnet.10 The frozen den-
sity gradients ~▽ρ play the role of the quenched random axis. This model is
believed to exhibit a spin- glass phase, which would correspond in our case to
frozen director modes, with no nematic long range order in an infinite system.
However, for a finite sized system, there would be apparent long-range order,
especially if the coefficient of the biquadratic term is small. Whether this
proposed freezing of the director takes place immediately upon freezing of
the density or requires further supercooling is unclear and beyond the scope
of our present theoretical treatment.
This paper is organized as follows: in the next section we formulate the
nonlinear hydrodynamic equations for a compressible nematic including the
above-mentioned nonlinear coupling of density and director modes. In sec-
tion III we use the Martin-Siggia-Rose formalism to study the effects of the
nonlinearities on the bare transport coefficients. Finally in section IV we dis-
cuss the implications of our calculations for the growth of the viscosities and
the mode structure as the nematic is supercooled. Various technical details
appear in the appendix.
2 Non-Linear Hydrodynamic Equations
In contrast to the spherical molecules of simple liquids, the molecules of liq-
uid crystals are elongated in shape.11 Intermolecular interactions cause the
anisotropic molecules to align along a preferred direction denoted by the
director vector n(x, t). Fluctuations in the director can extend over macro-
scopic distances and decay over finite times, leading to new hydrodynamic
modes in addition to the shear and sound wave modes of a simple liquid.
The broken rotational symmetry also permits more viscosities: in a com-
pressible nematic liquid crystal, there are six independent viscosities.12 The
linear equations for the hydrodynamic modes of a liquid crystal have been
known for almost twenty years.13 A systematic method for deriving the non-
linear contributions is to write them in the form of generalized Langevin
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equations:14
∂ψi/∂t = V¯i[ψ]−
∑
j
∫
d3x′ Γij(x
′) · δH
δψj(x′)
+ Θi, (2.1)
where ψi(x, t) represents one of the seven possible hydrodynamic fields: the
mass density ρ(x, t), three components of the momentum density P(x, t),
the energy density e(x, t) and two components of the fixed-length director
n(x, t). The label i in this equation denotes the type of field, as well as the
vector index on ~P and ~n. V¯i[ψ] represents the reversible part of the dynamic
equations and is given by:
V¯i[ψ(x)] =
∑
j
∫
d3x′{ψi(x), ψj(x′)} δH
δψj(x′)
. (2.2)
and H is the energy obtained by integrating the free energy density F [ψ]:
H =
∫
d3xF [ψ(x)]. (2.3)
The Poisson bracket in eqn. (2.2) is defined in its usual manner as:
{ψi, ψj} =
∑
α,β,k
[
δψi
δrαβk
δψj
δP αβk
− δψi
δP αβk
δψj
δrαβk
] (2.4)
where rαβk is the k
th component of the vector rαβ which points to the βth atom
of the αth molecule of the liquid crystal. The second term on the right hand
side of the equation of motion (2.1) represents the dissipative contributions in
form of the dissipative matrix Γij(x,x
′). Finally, Θi(x, t) denotes a Gaussian
noise source which satisfies:
〈Θi(x, t)Θj(x′, t′)〉 = 2kBT Γij(x− x′)δ(t− t′). (2.5)
It has been argued that the dominant transport anomalies at the glass tran-
sition in a simple liquid are due to the slow decay of density fluctuations,
and the effects of energy fluctuations can be ignored.4,5 We shall denote the
global preferred direction of orientation by n0 = ez. Local fluctuations in
orientation are specified by δn = n− n0 where we restrict δn = (δnx, δny, 0)
to linear order in δni.
15 Then n satisfies n ·n = 1 up to order (δn)2. Further-
more one can assume that the wave vector k of a disturbance lies in the x−z
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plane. This allows us to treat δnx and δny as longitudinal and transverse
fluctuations with respect to k respectively.16 Our set of dynamical variables
ψi then includes the density, three components of the momentum, and the
director fluctuations, nx and ny, which are respectively equal to δnx, and δny
in the present approximation.
In order to evaluate the Poisson bracket between the six dynamical vari-
ables ρ, Px, Py, Pz, nx and ny we need a microscopic description for each vari-
able. We define:
ρ(x, t) =
∑
α,β
mβδ(x− rαβ(t)), (2.6)
Pi(x, t) =
∑
α,β
P αβi (t)δ(x− rαβ(t)), (2.7)
ni(x, t) =
1√
N
∑
α
nαi (t)δx,Rα. (2.8)
We model an elongated molecule with two atoms only: Rα is the center
of mass of the αth nematic molecule and nαi = r
α
i / | rα |, and rα is
the relative vector between the atoms, which, we shall assume, model an
elongated molecule of mass mα. The variable β in rαβ takes on values 1 or
2, and rα = rα1 − rα2 while Rα = (rα1 + rα2)/2.
With the definitions (2.5) – (2.8), the Poisson brackets required in (2.2)
and defined in (2.4) can be computed in a straightforward manner with the
following results:
{̺(x), Pj(x′)} = ∇j(̺(x)δ(x− x′)); (2.9)
{Pi(x), Pj(x′)} = −∇j(δ(x− x′)Pi(x)) +∇′i(δ(x− x′)Pj(x′)); (2.10)
{Pi(x), nj(x′)} = [(λ+ 1)δijnk(x′)/2 + (λ− 1)δkjni(x′)/2− λ(ninjnk)(x′)] ·
∇k[δ(x− x′)] + δ(x− x′)(∇′inj(x′)). (2.11)
where ∇i ≡ ∂/∂xi and ∇′i ≡ ∂/∂x′i etc. In writing eqn. (2.10) we have
introduced the “form factor” λ which is related to the shape of the molecules
and equals unity only in the limit of infinitesimally thin molecules.17 All other
Poisson brackets are zero.
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The final step in evaluating V¯i[ψ] is to calculate δH/δψj. Expressing the
free energy density F (ρ,P,n) as a sum of kinetic and potential energies, we
rewrite (2.3) as:
H =
∫
d3x(εk + ε
ρ
u + ε
n
u + ε
c
u) (2.12)
where εk is the kinetic energy density of the molecules, ε
ρ
u is the potential
energy density due to density fluctuations and εnu is that due to the director
fluctuations. Finally εcu is an energy density due to the coupling of density
and director fluctuations. For the kinetic energy density we have:
εk(x, t) =
P2(x, t)
2ρ(x, t)
, (2.13)
For the potential energy density of the density fluctuations we choose the
simplest form incorporating ~▽ρ:
ερu(~x, t) =
A
2
(δρ(~x, t))2 +
B
2
(~∇ρ(~x, t))2 (2.14)
where A and B are phenomenological constants, and δρ = ρ(~x, t) − ρ0 with
ρ0 being the uniform density. The gradient term in (2.14) is rotationally
isotropic which is unrealistic in an anisotropic system like the nematic. We
will incorporate the effects of anisotropy below in εcu, the coupling of
~∇ρ to
nˆ
The simplest choice for εnu is:
εnu(x, t) =
1
2
K(∇inj(x, t))(∇inj(x, t)) (2.15)
where K is a Frank elastic constant and repeated indices are summed over.
In general, the symmetry of a nematic allows for three independent elastic
constants11 corresponding to the distortions splay, twist and bend. We have
made the simplification of setting the three elastic constants equal to K.
While this equality is broken upon renormalization (see Section III), the
difference between the elastic constants is not large and we will ignore it.
Finally in εcu we incorporate the expected anisotropy in density fluctua-
tions and choose,
εcu(x, t) =
1
2
I(n(x, t) · ∇ρ(x, t))2, (2.16)
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where I is a phenomenological coupling constant. In general one might in-
troduce a coupling of the form I
2
(~n · ~∇ρ)2 + I′
2
(~n × ~∇ρ)2 to account for the
expected anisotropy in the density fluctuations, i.e. the energy of such fluc-
tuations should depend on the relative orientation of the director and the
wavevector of the fluctuation. However, because of the following vector iden-
tity:
(~∇ρ)2 = (~n · ~∇ρ)2 + (~n× ~∇ρ)2 (2.17)
we can eliminate the coupling proportional to I ′ in favor of a redefinition
of I and the inclusion of the last term in (2.14). This choice simplifies our
perturbation theory in section III, and allows I to be negative. However
rodlike molecules will probably be characterized by positive values of I since
the director will prefer to align perpendicular to the wavevector of the density
field. We can think of (2.14) and (2.16) together as providing a simple model
for the static structure factor of the nematic, where density correlations are
not isotropic in space but depend on the local director orientation. The
effect of local structure on a simple fluid as it is supercooled was considered
by Das.18
Using (2.9) - (2.17) we can evaluate the reversible terms in (2.1). For the
~P equation of motion we can express the result conveniently in terms of the
divergence of a reactive stress tensor, i.e.
V¯~P i = −
∑
j
∇jσP,Rij , i, j = x, y, z (2.18)
where
σP,Rij =
PiPj
ρ
+ δij
[
1
2
χ−1(δρ)2 + 1
2
K(∇knℓ)2
+ ρI∇k(nk(~n · ~∇ρ)) + I2(~n · ~∇ρ)2
]
+ I(~n · ~∇ρ)nj∇iρ+K(∇inℓ)(∇jnℓ)
− ∑k µijk(−K∇2nk + J(~n · ~∇ρ)∇kρ) (2.19)
and
µijk =
1
2
(λ+ 1)njδik +
1
2
(λ− 1)niδjk − λninjnk (2.20)
The stress tensor appearing in (2.18) is not symmetric. However, the equation
of motion for ~P is not sensitive to this asymmetry. A symmetric choice for σRij
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would yield the same forces as well as guaranteeing conservation of angular
momentum12 which is not an issue in our analysis.
The reversible part of the director equation of motion is given by,
V¯ni = −
1
ρ
~P · ~∇ni + (~Ω× ~n)i + λ
∑
k=x,y,z
(nkδij − njnjnk)Akj i = x, y (2.21)
where
Akj =
1
2ρ
(∇kPj +∇jPk) (2.22)
and,
~Ω =
1
2ρ
(~∇× ~P ) (2.23)
A dissipative stress tensor can be introduced to write the dissipative con-
tribution to (2.1). The dissipative momentum stress tensor σP,Dij is defined
via the relation,
∑
j=x,y,z,
∇jσP,Dij =
∑
j=x,y,z
ΓPiP j
δH
δPj
i = x, y, z (2.24)
The uniaxial symmetry of the nematic dictates that σP,Dij has the following
form,13
− σP,Dij = 2(ν01 + ν02 − 2ν03)nknmAmkninj + 2(ν03 − ν02)(ninkAkj + nlnkAik)
+(ν05 − ν04 + ν02)(ninjAkk + δijnknmAkm) + 2ν02Aij + (ν04 − ν02)Akkδij .(2.25)
The five bare viscosity coefficients ν01 , ν
0
2 , ν
0
3 , ν
0
4 , and ν
0
5 are in general not
equal to each other. If ν01 = ν
0
2 = ν
0
3 = ν
0
4 − ν05 we recover the usual form for
the dissipative stress tensor of a simple fluid. If the nematic is incompressible
then all terms in σP,Dij which are proportional to Akk mush vanish, implying
that ν02 = ν
0
4 and ν
0
5 = 0, and three independent viscosities remain. As we are
interested in density fluctuations we will work with the full tensor displayed
in (2.25). Comparing (2.24) and (2.25) we can identify the nonzero elements
of the viscosity matrix ΓPiP j:
ΓPxPx = −(ν04 + ν02)∇2x − ν3∇2z, (2.26)
ΓPyPy = −ν02∇2x − ν03∇2z, (2.27)
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ΓPzPz = −ν03∇2x − (2ν01 + ν02 − ν04 + 2ν05)∇2z, (2.28)
ΓPxPz = −(ν05 + ν03)∇x∇z. (2.29)
All other elements of the viscosity matrix ΓPiP j = 0. If we go the limit
of a simple fluid (ν01 = ν
0
2 = ν
0
3 = ν
0
4 − ν05), then ΓPiP j reduces to the tensor
Lij , used in refs. 5 and 18.
The dissipative contribution to the director equation is proportional to the
“molecular field”, δH/δni, with the proportionality constant conventionally
written as 1/γ01 , where γ
0
1 has the units of viscosity. Thus we identify,
Γninj =
1
γ01
δij , i, j = x, y (2.30)
All other elements of the viscosity matrix Γij are zero. In particular all
off-diagonal elements ΓniPj can be shown to be zero on the basis of time-
reversal symmetry.12
The compressible nematic is thus characterized by six hydrodynamic fields
and six independent viscosities: ν01 , ν
0
2 , ν
0
3 , ν
0
4 , ν
0
5 and γ
0
1 . Another viscosity
γ2 commonly discussed in the literature which describes the torque exerted
on the director by a shear flow is related to γ1 via γ2 = −λγ01 where λ is the
reactive coefficient introduced in eqn. (2.11).
Our final nonlinear hydrodynamic equations for the compressible nematic
are as follows:
∂ρ
∂t
+ ~∇ · ~P = 0 (2.31)
∂Pi
∂t
= − ∑
j=x,y,z
∇jσPij , i = x, y, z (2.32)
∂ni
∂t
= ~Ω× ~n)i − 1
ρ
(~P · ~∇)ni
+λ
∑
k,ℓ=x,y,z
Akℓnk(δiℓ − ninℓ)
+
K
γ01
∇2ni − I
γ01
(~n · ~∇ρ)∇iρ, i = x, y (2.33)
where
σPij = σ
P,R
ij + σ
P,D
ij (2.34)
with σP,Rij and σ
P,D
ij given by (2.19) and (2.25) respectively.
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3 Transport coefficients
To investigate the effects of the nonlinearities in the equations of motion
(2.31) – (2.34) on the transport properties of the nematic we use the Martin-
Siggia-Rose (MSR) formalism.19 This formalism allows us to calculate the
correlation functions Gij(~x, t; ~x
′, t′) ≡< δψi(~x, t)δψj(~x′, t) > where ψi repre-
sents any of our six hydrodynamic fields and the brackets refer to the average
over the noise source Θi defined in (2.5). It will also enable us the calculate
response functions, and obtain corrections to the bare viscosities introduced
in the previous section. We refer the reader to refs. 6 and 19 for full details
on the MSR method; we summarize the essential ideas here.
We define a generating function ZU [ψ, ψˆ] as follows:
ZU [ψ, ψˆ] = C
∫
D(ψ)D(ψˆ) exp(−AU [ψ, ψˆ]) exp
∫
dx dt Ui(x, t)ψi(x, t).
(3.1)
where C is a constant and ψ collectively represents the six hydrodynamic
fields ψi. Functional differentiation of ZU with respect to U generates the
correlation functions Gij :
Gij(~x, t; ~x
′, t′) =
δ2ℓnZU
δUi(~x, t)δUj(~x′, t′)
(3.2)
The six auxiliary fields ψˆ were introduced to exponentiate each of the six
hydrodynamic equations of motion (2.1). The integration over the noise
source Θi has been replaced by an integration over the fields ψi. The action
AU is given by:
AU [ψ, ψˆ] =
∫
d~xdtd~x′dtψˆi(x, t)β
−1Γij(~x, t; ~x
′, t′)ψˆj(x
′; t)
+i
∫
dxdtψˆj(x, t)[
∂ψj(x)
∂t
− H¯j[ψ]]. (3.3)
where H¯j is defined by:
H¯j[ψ] = V¯j [ψ]−
∑
j
∫
dx′dt′Γij(x
′t′)
δH
δψj(x′, t′)
(3.4)
Introducing the ”vector” φ = (ρ,P, nx, ny, ρˆ, Pˆ, nˆx, nˆy), we can then rewrite
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AU [ψ, ψˆ] ≡ AU [φ] as follows:
AU [φ] =
1
2
∫
d1d2
∑
αβ
φα(1)G
−1
0 (1, 2)φβ(2) (3.5)
+
∑
N=3...
1
N
∫
d1d2...dN
∑
αβγ . . .︸ ︷︷ ︸
N
V Nαβγ . . .︸ ︷︷ ︸
N
φα(1)φβ(2)φγ(3) . . .︸ ︷︷ ︸
N
.
Here the integration variables 1, 2, 3, . . . stand for (x, t). The explicit expres-
sions G−10 for the vertices Vαβγ... will be presented later. The action AU gener-
ates the full non-linear hydrodynamic equations for a nematic liquid. When
we omit the vertices what remains then is a pure quadratic Gaussian field
theory. The corresponding AU contains the inverse of the linearized correla-
tion matrix G−10 and thus generates the linearized hydrodynamic equations
of a nematic liquid. We first discuss this limit before doing perturbation
theory in the vertices.
The linearized theory, as well as the perturbation theory, are most easily
discussed in Fourier space. We Fourier transform (3.5) in space and time
recalling our discussion following (2.5) where we assumed that the wavevector
~k lies in the x− y plane. The matrix G−10 (~kω) is displayed in Table I where
we have introduced the following tensors for notational convenience:
αij = δij
K
2
(λ+ 1)kz
+δixδjz
K
2
(λ− 1)kx (3.6)
L0ij = δijδjxΓ
0
xx + δiyδjyΓ
0
yy
+ δizδjzΓ
0
zz + (δixδjz + δijδjz)Γ
0
xz (3.7)
where Γ0xx,Γ
0
yy,Γ
0
zz and Γ
0
xz are the Fourier transforms of the viscosity matrix
elements (2.26) – (2.29) respectively.
The inversion of G−10 is most easily accomplished by decomposing ~P and
~n into longitudinal and transverse components. The calculation is straight-
forward though tedious especially for the longitudinal portion. The elements
of the matrix G0 provide the physical correlation and response functions for
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the linearized theory. Correlation functions of any two hatted variables are
identically zero. Correlation functions of unhatted variables can be found
to leading order in k2 from the corresponding response functions via the
fluctuation-dissipation theorems:
< ρρ >= −2β−1χIm < ρρˆ > (3.8)
< nxnx >= −2β−1χnIm < nxnˆx > (3.9)
< nyny >= −2β−1χnIm < nynˆy > (3.10)
where χ is the static density structure factor given by (A + Bq2)−1 and χn
is the static director structure factor given by (Kk2)−1. We could also write
corresponding relations for the momentum correlation functions, however,
they are not needed in elucidating the mode structure and calculating the
corrections to the transport coefficients.
The density and director response functions in the linearized theory are
given by the following expressions:
< δρ(~k, ω)δρˆ(−~k,−ω) >o= ωρo + ik
2Γo
ρo(ω2 − c2ok2) + iωk2Γo
(3.11)
< δnx(~kω)δnˆx(−~k,−ω) >o= ωρo + ik
2νoL
ρo(ω + ik2Γ˜os)(ω + ik
2Γ˜of)
(3.12)
< δny(~k, ω)δny(−~k,−ω) >o= ωρo + ik
2νoT
ρo(ω + ik2Γos)(ω + ik
2Γof )
(3.13)
The results are correct up to terms of relative order k2. The viscosities
appearing in (3.11)–(3.13) are given by:
Γo = −(νo1 + νo2 − 2νo3) sin2(2θ)/2
+(νo2 + ν
o
4) sin
2 θ
+(2νo1 + 2ν
o
5 + ν
o
2 − νo4) cos2 θ (3.14)
νoL = ν
o
3 cos
2(2θ) + (νo1 + ν
o
2) sin
2(2θ)/2 (3.15)
νoT = ν
o
2 sin
2 θ + νo3 cos
2 θ (3.16)
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Γ˜os,f =
1
2
(
νoL
ρo
+
K
γ1
)
±
1
2
√√√√(νoL
ρo
+
K
γ1
)2
−
(
(1 + λ cos 2θ)2
K
ρo
+
4KνoL
ρoγ1
)
(3.17)
Γos,f =
1
2
(
Γ˜b
ρo
+
K
γ1
)
±
1
2
√√√√( Γ˜b
ρo
+
K
γ1
)2
−
(
(λ+ 1)2
K
ρo
cos2 θ +
4KΓ˜b
ρoγ1
)
(3.18)
where θ is the angle between ~k and the z axis.
In writing (3.17) and (3.18) we have assumed that the director modes
appearing in (3.12) and (3.13) are diffusive rather than propagating. This
is true for equilibrated nematics13 where the orientational relaxation time
of the director (Kk2/γ1)
−1 is small compared to the shear diffusion times
(νoLk
2/ρo)
−1 and (νoTk
2/ρo)
−1. We shall see subsequently that this does not
remain true when the nematic is supercooled or compressed rapidly, and
propagating shear modes can appear. In the absence of supercooling (3.17)
and (3.18) can be approximated as follows:
Γ˜of ≈ νoL/ρo (3.19)
Γ˜os ≈ Γos ≈ K/γ1 (3.20)
Γof ≈ νoT/ρo (3.21)
Thus there are two “slow” modes with viscosities Γos and Γ˜
o
s corresponding
to the slow relaxation of director fluctuations, while the fast modes with
viscosities Γf and Γ˜f are like ordinary shear waves. In addition to these four
modes we also have two sound modes appearing in (3.11) with speed co and
damping Γo.
We now calculate the corrections to the linearized theory due to the ver-
tius V N appearing in (3.5). If we perform the rescalings ψ → β+1/2ψ and
ψˆ → β−1/2ψˆ we see that the quadratic part of AU is 0((kBT )o), and the
higher-order terms proportional to V N are of order (kBT )
(N/2)−1. Thus we
13
can systematically compute corrections to the linearized theory in powers of
kBT. In particular one-loop diagrams will be 0(kBT ).
The inverse of the correlation matrix for the complete nonlinear theory
satisfies the formal equation:
G−1(1, 2) = G−1o (1, 2)− Σ(1, 2) (3.22)
which defines the self-energy Σ. We can then write corresponding equations
for the renormalized transport coefficients by referring to Table I. As shown
in ref. 6 the renormalized viscosities are most readily obtained by looking
at the renormalization of the terms in the action which are quadratic in the
hatted fields. Thus the elements of the viscosity matrix Γij renormalize as
follows:
Γ
~k,ω
xx = Γ
o
xx +
β
2
ΣPˆxPˆx(
~k, ω) (3.23)
Γyy(~k, ω) = Γ
o
yy +
β
2
ΣPˆyPˆy(
~k, ω) (3.24)
Γzz(~k, ω) = Γ
o
zz +
β
2
ΣPˆzPˆz(
~k, ω) (3.25)
Γxz(~k, ω) = Γ
o
xz +
β
2
ΣPˆxPˆz(
~k, ω) (3.26)
1/γ1(~k, ω) =
1
γo1
+
β
2
Σnˆxnˆx(
~kω) =
1
γo1
+
β
2
Σnˆy nˆy(
~k, ω) (3.27)
Referring to Table I we find that K/γ1, λ and C renormalize as follows:
K
γ1
=
(
K
γ1 o
)
+
i
k2
Σnxnˆx(~k, ω)
=
(
K
γ1
)
o
+
i
k2
Σnynˆy(~k, ω (3.28)
λ = λo − 2
k2
ΣnˆyPy(
~k, ω) (3.29)
c2 = c2o = +
1
kz
ΣPˆxρ (3.30)
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The uniaxial symmetry of the nematic as well as conservation of momentum
allows us to the write momenta self-energies as follows, (cF. (2.26)–(2.29)):
ΣPˆxPˆx(
~k, ω) = − k2x(γ2(~k, ω) + γ4(~k, ω))
− k2zγ3(~k, ω) (3.31)
ΣPˆyPˆy(
~k, ω) = −k2xγ2(~k, ω)− k2zγ3(~k, ω) (3.32)
ΣPˆzPˆz(
~k, ω) = −k2xγ3(~k, ω)
−k2z
[
2γ1(~k, ω) + γ2(~k, ω)
−γ4(~k, ω) + 2γ5(~k, ω)
]
(3.33)
ΣPˆxPˆz(
~k, ω) = −kzkz(γ3(~k, ω) + γ5(~k, ω)) (3.34)
where the functions γi(~k, ω), i = 1, . . . , 5 renormalize the viscosities νi as
follows:
νi(~k, ω) = ν
o
i +
β
2
γi(~k, ω), i = 1, . . . , 5 (3.35)
In the hydrodynamic limit the response functions will have the same form
as in the linearized theory with the bare transport coefficients replaced by
their renormalized values which depend on ~k and ω. As discussed in the In-
troduction we are ignoring any possible nonhydrodynamic terms which might
cutoff a sharp transition and focus instead on the behavior of the renormal-
ized viscosities. Eqns. (3.14) – (3.18) will then be valid for the renormalized
quantities and we have the following relations for the generalized transport
coefficients appearing in the response functions:
Γ(~k, ω) = Γo− β
[
k2x
k4
ΣPˆxPˆx(
~k, ω) +
k2z
k4
ΣPˆzPˆz(
~k, ω)
+2
kxkz
k4
ΣPˆxPˆz(
~k, ω)
]
(3.36)
νL(~k, ω) = ν
o
L− β
[
k2z
k4
ΣPˆxPˆx(
~k, ω)
+
k2x
k4
ΣPˆzPˆz(
~k, ω)− 2kxkz
k4
ΣPˆxPˆz(
~k, ω)
]
(3.37)
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νT (~k, ω) = ν
o
T − β
(
1
k2
)
ΣPˆyPˆy(
~k, ω) (3.38)
Using (3.32) – (3.35) we see that these renormalized viscosities are well be-
haved in the limit ~k → 0.
The preceding discussion indicates that we need to calculate the follow-
ing self-energies in order to obtain the renormalized transport coefficients:
ΣPˆxPˆx ,ΣPˆyPˆy ,ΣPˆzPˆz ,ΣPˆxPˆz ,Σnˆxnˆx ,Σnxnˆx ,ΣnˆyPy , and ΣPˆxρ. We have done so
to one-loop order under the following condition: we keep only those dia-
grams where there is a possibility of feedback from either density or director
fluctuations. Thus we consider diagrams where the propagators are either
Gρρ(~k, ω) or Gninj(
~k, ω), i, j = x, y. (In the Appendix we show that mixed
propagators cannot yield a feedback). The diagrams will be bubble-type and
contain two three-point vertices. The symmetrized three-point vertices in
the action (3.5) that contribute to the diagrams within our approximation
are given by:
Vαβγ =
1
2
[
V˜αβγ(1, 2, 3) + V˜βαγ(2, 1, 3)
+V˜γβα(3, 2, 1) + V˜αγβ(1, 3, 2)
+V˜βγα(2, 3, 1) + V˜γαβ(3, 1, 2, )
]
(3.39)
where
V˜αβγ(1, 2, 3) =
11∑
i=1
V˜
(i)
αβγ(1, 2, 3) (3.40)
and the V˜ (i) are given in Fourier space by,
V˜
(1)
α,β,γ(1, 2, 3) =
i
2
∑
ij
δαPˆiδβρδγρi ·
[Aδij(k2 + k3)j +B((k2 + k3)jk3ik3j
−(k2 + k3)ik2jk3j)]δ(1 + 2 + 3)(2π)4 (3.41)
V˜
(2)
α,β,γ(1, 2, 3) = iK
∑
jl
δαpˆjδβnlδγnl(i)
3k2jk
2
3δ(1 + 2 + 3)(2π)
4 (3.42)
V˜
(3)
α,β,γ(1, 2, 3) =
i
2
(λ+ 1)K
∑
jl
δαpˆjδβnlδγnj (i)
3(k2l + k3l)k
2
3δ(1 + 2 + 3)(2π)
4
(3.43)
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V˜
(4)
α,β,γ(1, 2, 3) =
i
2
(λ− 1)K∑
jl
δαpˆjδβnjδγnl(i)
3(k2l + k3l)k
2
3δ(1 + 2 + 3)(2π)
4
(3.44)
V˜
(5)
α,β,γ(1, 2, 3) = −iλK
∑
j
δαpˆzδβnjδγnj (i)
3(k2z+k3z)k
2
3δ(1+2+3)(2π)
4 (3.45)
V˜
(6)
α,β,γ(1, 2, 3) = −iI
∑
j
δαpˆjδβρδγρ(i)
3(k3jk
2
3z)δ(1 + 2 + 3)(2π)
4 (3.46)
V˜
(7)
α,β,γ(1, 2, 3) = −i
I
2
(λ+1)
∑
j
δαpˆjδβρδγρ(i)
3(k2jk3z)(k2z+k3z)δ(1+2+3)(2π)
4
(3.47)
V˜
(8)
α,β,γ(1, 2, 3) = −i
I
2
(λ−1)∑
j
δαpˆzδβρδγρ(i)
3(k2jk3z)(k2j+k3j)δ(1+2+3)(2π)
4
(3.48)
V˜
(9)
α,β,γ(1, 2, 3) = −iIρ0
∑
j
δαpˆjδβnxδγρ(i)
3(k2j + k3j) · ((k2x + k3x)k3z +
(k2z + k3z)k3x)δ(1 + 2 + 3)(2π)
4(3.49)
V˜
(10)
α,β,γ(1, 2, 3) = iλIδαpˆzδβρδγρ(i)
3(k2z + k3z)k2zk3zδ(1 + 2 + 3)(2π)
4. (3.50)
V˜ 11αβγ(1, 2, 3) = −i
I
γ1
∑
ℓ
δαnˆℓδβρδγρ(i)
2
k2ℓk3zδ(1 + 2 + 3)(2π)
4 (3.51)
where δ(1 + 2 + 3) ≡ δ(~k1 + ~k2 + ~k3). The three-point vertices appearing
in (3.42) – (3.51) arise from the reactive momentum stress tensor (2.19)
excluding the convective term (PiPj/ρ). The vertex (3.52) arises from the
dissipative part of the director equation; as we shall see it ultimately plays
no role in the growth of the viscosities.
Using these vertices we have evaluated the relevant self-energies. The re-
sults are quite complex and are tabulated in the Appendix. The renormalized
transport coefficients have the following form:
Γ(~k, ω) = Γo +
β
2
∫
∞
0
dt eiwt
∫
d~k′
(2π)3
×
[
Gρρ(~k
′, t)Gρρ(~k − ~k′, t)(χ−2 + fo(~k,~k′)
]
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+Gnxnx(~k
′, t)Gnxnx(~k − ~k′, t)K2f1(~k~k′)
+Gnyny(~k
′, t)Gnyny(~k − ~k′t)K2f2(~k,~k′)
+Gρρ(~k
′, t)Gnxnx(~k − ~k′, t)I2f3(~k,~k′)
]
(3.52)
νL(~k, ω) = ν
o
L +
β
2
∫
∞
o
dt eiωt
∫
d~k′
(2π)3
×
[
Gρρ(~k
′, t)Gρρ(~k − ~k′, t)K2g1(~k,~k′)
+Gnyny(~k
′, t)Gnyny(~k − ~k′, t)K2g2(~k,~k′)
]
(3.53)
νT (~k, ω) = ν
o
T +
β
2
K2k2x
∫
∞
o
dt eiωt
∫
d~k′
(2π)3
[
h1(~k,~k
′)Gnxnx(~k
′, t)
×Gnyny(~k − ~k′, t) + h2Gρρ(~k′, t)Gρρ(~k − ~k′, t)
]
(3.54)
where Gρρ(~k, t), Gnxnx(
~k, t), Gnyny(
~k, t) are the correlation functions of the
density and director modes respectively as functions of ~k and t. They
can be found by inverse Laplace transforming the response functions. The
momentum-dependent functions fo, f1, f2, f3, go, g, g2 h1and h2 are discussed
in the Appendix ; their precise form is not necessary here. However, we
do note that their angular dependence implies that all of the viscosities
νi, i = 1, . . . 5 are subject to density and director feedback. On the other
hand, there is no feedback for c, λ, and most importantly K/γ1. As we shall
see in the next section, this latter result is important in eliminating the
possibility of director freezing.
4 Implications for Supercooling
We now consider the implications of our results from the previous sec-
tion for the supercooling of a nematic liquid crystal. Our analysis follows
Leutheusser’s original approach to the density feedback mechanism, except
we are also interested in a potential director feedback mechanism, and the
behavior of the six viscosity coefficients.
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We begin by recalling Leutheusser’s argument for the freezing of the den-
sity fluctuations in a simple fluid. The density response function (3.11) can
be rewritten as,
Φ1(~k, ω) ≡ < δρ(~k, ω)δρˆ(−~k,−~ω) >
=
1
ω − ρk2c2
ωρ+ik2Γ
(4.1)
If the viscosity Γ grows as the fluid is supercooled (or compressed), then (4.1)
indicates that
Φ1(k, ω) ∼ 1
ω + iρc2/Γ
,Γ→∞ (4.2)
This form indicates that the liquid is freezing, in particular as Γ→∞, Φ1 de-
velops a pole at ω = 0. In deriving (4.2) we assumed that Γ was growing very
large. Leutheusser showed that this will in fact occur via a feedback mech-
anism that couples density fluctuations to Γ, specifically the result (3.53),
(dropping the terms proportional to Gnn for the moment). The correlation
function Gρρ(~k, t) is given by the inverse Laplace transform of Φ1 multiplied
by χ. Thus, ignoring the ~k dependence, (3.53) yields on equation of the form,
Γ(ω) = Γo + λ
∫
∞
o
dt eiωtΦ21(t) (4.3)
where Φ1(t) is the inverse Laplace transform of Φ1(ω). Equations (4.2) and
(4.4) can be solved to yield a glass transition where Φ1(ω) ∼ 1/ω, Gρρ(t)→
nonzero constant, as t → ∞ and Γ(ω = 0) diverges. In particular Γ(ω = 0)
diverges as,
Γ(ω = 0) ∼ (T − TG)µ (4.4)
where µ ≈ 1.8 and TG is the glass transition temperature.
As discussed in the Introduction it is now believed that (4.2) is not correct
and should be replaced by,
Φ1(~k, ω) ∼ 1
ω + iρc2/Γ + iγ
(4.5)
where γ does not go to zero as the fluid is supercooled. The origin of γ is
still a subject of debate.6.7 Its presence will cutoff the Leutheusser transition
and (4.4) will not be true asymptotically. Nevertheless, it is believed that
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there will be a substantial growth in the viscosity as the fluid is supercooled
which is eventually rounded off.
We now proceed with a Leutheusser style analysis for the nematic, bearing
the preceding discussion in mind about the limits of such an analysis. We
first examine the longitudinal director response function given in (3.12)
Φ2(~k, ω) ≡ < δnx(~k, ω)δ~nx(−~k,−~ω >
=
1
ω +
ik2ωKρo
γ1
−k4(νL
K
γ1
+ 1
4
(1+λ cos 2θ)2K)
ωρo+ik2νL
(4.6)
where we have used (3.17). Equation (3.54) indicates that νL does incorpo-
rate density feedback (through the product Gρρ(~k
′, t)Gρρ(~k−~k′, t)) and hence
it will grow as the nematic is supercooled. Eqn. (4.6) reduces then in the
large νL limit to:
Φ2(~k, ω) ∼ 1
ω + ik2K/γ1
, νL →∞ (4.7)
In the Appendix we show that K/γ1 does not renormalize in any dramatic
way and is not affected by the density or possible director feedback mech-
anism. Experimentally, K/γ1 has been measured in supercooled nematics
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and found to be consistent with K/γ1 ∼ e−1/T . Thus, as the temperature is
reduced, the director mode will slow down but there will be no sharp transi-
tion a ℓa Leutheusser or even a rounded one. The viscosity νL will grow and
appear to diverge due to the density fluctuations as will νT . The absence of
a freezing transition for the director modes is true even if the director modes
are propagating rather than diffusive. In the limit of large νL, (4.7) is still
obtained even if Γ˜s and Γ˜f in (3.17) become complex (which implies that
there are damped, propagating modes). Thus to study the growth of the
viscosities in (3.53) – (3.55), all terms proportional to either Gnxnx or Gnyny
can be dropped, and feedback from density fluctuations alone occurs.
We now discuss the experimental implications of our results. First we
summarize our results in terms of the viscosity coefficients ν1, ν2, ν3, ν4, ν5, γ1
and γ2. The latter two viscosities as we have already indicated show no
pretransitional growth, at least within the context of our theory. As noted
above, the transport coefficient K/γ1 has been measured in supercooled ne-
matics and only activated behavior is observed. However, we do expect that
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the five viscosities νi will show significant growth as the nematic is super-
cooled. As they are all driven by the same density feedback mechanism we
expect them to show the same power-law behavior indicated in (4.4), with
eventual rounding off. At this time we cannot predict how wide the temper-
ature regime will be where (4.4) is valid. We also expect on the basis of the
results of refs. 18 and 21 where the effects of local structure on a simple fluid
were considered that the shear modes of the nematic will become propagat-
ing modes at sufficiently high frequency. If the Leutheusser scenario were
not ultimately invalidated by a cutoff mechanism then at the glass transition
and below the shear modes would propagate at any frequency and a nonzero
shear modulus would be present. Again at this time we cannot predict what
the lower frequency cutoff will be; calculation of this cutoff will be sensible
once the controversy regarding the rounding off of the glass transition is re-
solved. At that time it will also be sensible to study in detail (3.53) – (3.55)
and calculate the ~k and ω dependence of the viscosities. The modes associ-
ated with the director relaxation remain diffusive. In that sense there will
be an interchange of the “fast” and “slow” modes of eqns. (3.19) – (3.21),
with director relaxation becoming fast and shear relaxation becoming slow.
Table I. The zeroth order matrix G−10 . The tensors αij and Lij are defined
in eqns. (3.6) and (3.7), and χ−1 = A+Bk2
ρ Pi nj ρˆ Pˆj nˆj
ρ 0 0 0 −ω ρoχ−1kj 0
Pi 0 0 0 ki −ωδij + iLij/ρo − 1ρoKαij
ni 0 0 0 0 −αijk2 δij(ω + iKk2γ1 )
ρˆ ω −ki 0 0 0 0
Pˆi −ρoχ−1kj ωδij + iLij/ρo αjik2 0 2β−1Lij 0
nˆi 0
1
ρoK
αij δij(ω +
iKk2
γ1
) 0 0 2β−1γ−11
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Appendix
In this appendix we provide the technical details of our one-loop calcula-
tion of the self-energies appearing in (3.24) – (3.31).
We consider only those diagrams where the propagators are either
Gρρ(~k, ω) or Gnn(~k, ω) in order to search for a growth in the viscosities due
to density and/or director feedback. We will ignore mixed propagators Gρnx .
As discussed by Forster, this correlation function contains both sound poles
as well as Γ˜s and Γ˜f . When expanded in terms of these poles, the strengths of
the sound poles can be determined and for large viscosities yield a constant
contribution, rather than the 1/ω needed for feedback. The strengths of the
director poles cannot be determined to the order in k that we have worked,
but it is unlikely that a 1/ω pole would emerge.
The diagrams potentially yielding feedback are all of the bubble variety
formed from two three-point vertices. In equations (3.42) – (3.52) we have
listed those vertices which contribute to the self-energies we need. While we
have chosen the external momentum ~k to lie in the x− y plane, we note that
internal momenta can point in any direction.
We find the following results for the self-energies with two hatted external
lines:
ΣPˆxPˆx =
∫
d3k′
(2π
3
dω′
2π
{
Gρρ(~k
′, ω′)Gρρ(~k − ~k′, ω − ω′)
·[1
4
(Akx +B(k
′
x(
~k · ~k′)− kx~k′ · (~k − ~k′))) ·
(2AkxB(k
′
xk
′2 + kx~k
′ · (~k′ − ~k)) +
−I2(kx − k′x)(kz − k′z)2
(
(kx − k′x)(kz − k′z)2 + k′xk′2z
)
−I2(λ+ 1)
(
1
4
(λ+ 1)k2zk
′
x(kz − k′z)
+kz(kx − k′x)(kz − k′z)2) · (k′x(kz − k′z) + k′z(kx − k′x)
)
−
(
I((kx − k′x)(kz − k′z)2 + k′xk′2z )
+
I
2
(λ+ 1)kz(k
′
x(kz − k′z) + k′z(kx − k′x))
)
·(Akx +B(k′x(~k · ~k′)− kx~k′ · (~k − ~k′))
+Gnxnx(
~k′, ω′)Gnxnx(
~k − ~k′, ω − ω′)
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·
{
−K2k′x(~k − ~k′)2(k′x(~k − ~k′)2 + k′2(kx − kx))
−(2λK2kx + λ2K2k2x)(~k − ~k′)2(k′2 + (~k − ~k′)2
}
+Gnyny(~k
′, ω)Gnyny(~k − ~k′, ω − ω′)
·(−K2k′x(~k − ~k′)2(k′x(~k − ~k′)2 + k′2(kx − k′x)
}
ΣpˆyPˆy =
∫
d3~k′
(2π)3
dω′
2π
{
Gρρ(~k
′, ω′)Gρρ(~k − ~k′, ω − ω′)
·
(
−B
2
4
k′2(k′y)
2(~k · ~k′)
+I2k′y(kz − k′z)2(k′y(k′z)2 − k′y(kz − k′z)2
)
−I2(λ+ 1)
(
1
4
(λ+ 1)k2zk
′
y(kz − k′z)
− kzk′y(kz − k′z)2
)
·
(
k′y(kz − k′z)− k′yk′z
)
−
(
I(k′yk
′2
z − k′y(kz − k′z)2)
+
I
2
(λ+ 1)kz(k
′
y(kz − k′z)− k′yk′z))
·Bk′y(~k · ~k′)
)
+Gnxnx(
~k′, ω′)Gnxnx(
~k − ~k′, ω − ω)
·(−K2k′y(~k − ~k′)2(k′y(~k − ~k′)2 − k′yk′2)
+(Gnyny(~k
′, ω)Gnyny(~k − ~k′, ω − ω′)
·
(
K2k′y(
~k − ~k′)2(k′y(~k − ~k′)2 − k′yk′2)
)
ΣpˆzPˆz =
∫
d3~k′
(2π)3
dω′
2π
{
Gρρ(~k
′, ω′)Gρρ(~k − ~k′, ω − ω′)
·
(
1
4
(Akz +B(k
′
z(
~k · ~k′)− kz~k′ · (~k − ~k))
)
·(2Akz +B(k′zk′2 + kzk~k′ · (~k′ − ~k))
−I2(kz − k′z)3((kz − k′z)3 + k′3z )
23
−I2(λ− 1)(kz − k′z)3kx(k2z − k′2z )
−I((kz − k′z)3) + k′3z )
·(Akz +B(k′z(~k − ~k′)− kz~k′ · (~k − ~k′))
+
(
Gnxnx(~k
′, ω)Gnxnx(~k − ~k′, ω − ω′)+
Gnyny(~k
′ω′)Gnyny(~k − ~k′, ω − ω′)
)
·(−K2)
(
k′z(
~k − ~k′)2(k′z(~k − ~k)2
+ k′2(kz − k′z)
)
+ (k′2 + (~k − ~k′)2).
(~k − ~k′)2(λ2k2z − 2λkzk′z)
)
ΣPˆxPˆz =
∫
d3~k′
(2π)3
dω′
2π
{
Gρρ(~k
′, ω′)Gρρ(~k − ~k′, ω − ω′)
·
(
Akx +B(k
′
x(
~k · ~k′)− kx~k′ · (~k − ~k′))
)
·
(
2Akz +B(k
′
zk
′2 + kz~k
′ · (~k′ − ~k))
)
−I
2
(Akx +B(k
′
x(
~k · ~k′)− kx~k′ · (~k − ~k′))
((kz − k′z)3 + k′3z ) + (λ− 1)kxk′z(kz − k′z))
−I2(kx − k′x)(kz − k′z)2((kz − k′z)3 + k′3z )
−I
2
2
(λ+ 1)kz(kz − k′z)3(k′x(kz − k′z) + k′z(kx − k′x))
I2(λ− 1)kzk′z(kx − k′x)(kz − k′z)3
−I
2
2
(λ2 − 1)kzkzk′xk′z(kz − k′z)
−I
2
(λ+ 1)kzk
′
z(kx − k′x).
(Akz +B(k
′
z(
~k · ~k′)− kz~k′ · (~k − ~k′)
+Gnxnx(
~k′, ω′)Gnxnx(
~k − ~k′, ω − ω′)
·(~k − ~k′)2K2(−1
2
(λ+ 1)kx(k
′
z(
~k − ~k′)2 + k′2(kz − k′z))
−1
2
(λ− 1)kxk′z(k′2 + (~k − ~k′)2))
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+λ2K2kxkz(~k − ~k′)2(k′2 + (~k − ~k′)2)
+(Gnxnx(~k′, ω′)Gnxnx(~k − ~k′, ω − ω′))
+Gnyny(~k
′, ω′)Gnyny(~k − ~k′, ω − ω′))
·(−K2)(~k − ~k′)2k′x(
k′z(
~k − ~k′)2 + k′2(kz − k′z
)
+kzk
′2 + (~k − ~k′)2kz
)
Σnˆxnˆx =
∫
d3~k′
(2π)3
dω′
2π
{
Gρρ(~k
′, ω′)Gρρ(~k − ~k′, ω − ω′)
·( I
γ1
)2k′x(kz − k′z)(k′x(k′z − kz) + k′z(k′x − kx))
The remaining self-energies needed, Σnxnˆx,ΣnˆyPy and ΣPˆxρ, do not exhibit
feedback. The first of these renormalize the Frank constants and has no
graphs of the form we are considering. However, the finite graph contributing
to Σnxnˆx does break the one-constant approximation. Similarly, the other two
self-energies also do not have any graphical contributions of the form we are
considering.
With the self-energies (A1) – (A5) the viscosities νi, i = 1, . . . 5 can prin-
ciple be calculated to one-loop order using (3.32) – (3.36). In general these
expressions are quite complicated and not much will be learned by display-
ing them. Even the hydrodynamic limit is difficult to evaluate (except for
ν2 and ν3) due to the anistropy of the propagators. Finally the functions
f0, f1, f2, f3, g0, g1, g2, h1 and h2 appearing in (3.53) – (3.55) can in principle
be calculated using (3.37) – (3.39) and (A1) – (A5).
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