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Abstract: In sufficiently clean metals, it is possible for electrons to collectively flow as a viscous fluid
at finite temperature. These viscous effects have been predicted to give a notable magne-
toresistance, but whether the magnetoresistance is positive or negative has been debated.
We argue that regardless of the strength of inhomogeneity, bulk magnetoresistance is always
positive in the hydrodynamic regime. We also compute transport in weakly inhomogeneous
metals across the ballistic-to-hydrodynamic crossover, where we also find positive magne-
toresistance. The non-monotonic temperature dependence of resistivity in this regime (a
bulk Gurzhi effect) rapidly disappears upon turning on any finite magnetic field, suggesting
that magnetotransport is a simple test for viscous effects in bulk transport, including at the
onset of the hydrodynamic regime.
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Introduction1
In an ultrapure solid-state device, it may be the case that momentum-conserving electron-electron scat-
tering is the fastest process which can scatter an electronic quasiparticle [1]. Historically such metals did
not exist: in a Fermi liquid, the electron-impurity scattering rate is always faster as temperature T → 0,
and at higher T usually an umklapp process (off electrons or phonons) is sufficient to relax the electronic
momentum. Nevertheless, experiments have increasingly discovered evidence for this hydrodynamic flow
regime in clean samples of graphene, GaAs, and other compounds, in recent years [2, 3, 4, 5, 6, 7, 8, 9];
see [10] for a review.
While there are possible applications for hydrodynamic electron flow ranging from high conductance
mesoscopic devices [11] to terahertz radiation generation [12], this paper is inspired by a simpler question:
is it possible that hydrodynamic effects have already been seen in experiments via the unusual behavior of
electrical resistivity as a function of temperature, etc.? A number of clear predictions have already been
made for the resistivity of a Fermi liquid of viscous electrons [13, 14, 15, 16], but there is no compelling
experimental observation thus far.
It was recently suggested [17] that viscous electron flow through an inhomogeneous device would
lead to negative magnetoresistance in a (quasi-)two-dimensional metal, where the dissipative resistivity
decreases as one turns on a small magnetic field: ∂ρ/∂(B2) < 0. Indeed, this effect has been observed in
GaAs [18], as well as in very narrow channels of graphene [19]. Later, [20, 21] pointed out that in bulk
crystals, the magnetoresistance would always be positive; however, their argument is perturbative in the
strength of the inhomogeneity.
In this paper, we will argue that the conclusion of [20, 21] is valid more generally, and thus that
negative magnetoresistance is not a signature of viscous flow in a bulk crystal. We do so from two
perspectives. First, we will argue that even when disorder and inhomogeneity are arbitrarily strong, a
generic Fermi liquid will exhibit positive magnetoresistance. Our conclusion is based on an exact analysis
of the hydrodynamic transport problem in systems which are homogeneous in one out of the two spatial
dimensions, along with a discussion of the density dependence of the local hydrodynamic coefficients.
Secondly, we will argue that near a low temperature transition between viscous electron flow and ballistic
electron flow, there is an enormous positive magnetoresistance. Therefore, the conclusion of [20, 21] cannot
be avoided by studying systems near the onset of viscous flow. In fact, we argue that the magnetic field
dependence of resistivity is so strong that magnetoresistance is an excellent test for whether resistance
minima (where ρ(T ) is a decreasing function at low T ) are a consequence of viscous effects [15] or other
effects, such as Kondo physics [22].
Hydrodynamics2
We begin by describing hydrodynamic transport in a Fermi liquid. For simplicity, we assume an isotropic
Fermi surface; new transport coefficients generically arise in the absence of rotational symmetry [23]. In
the limit where temperature T is very small compared to Fermi energy EF, and in a background magnetic
field, it is acceptable to neglect energy conservation and treat the only hydrodynamic degrees of freedom
as charge and energy [10].
For simplicity, we focus on flows in media which are only inhomogeneous in a single direction y.
We expect that the resulting cartoon qualitatively captures the physics of flows in media which are
inhomogeneous in both directions. The hydrodynamic equations of charge and momentum conservation
(up to sources) read respectively:
∂y(nvy) = 0, (1a)
2
−∂y(η∂yvx + ηH∂yvy) = n(Ex +Bvy), (1b)
n∂yµ− ∂y(η∂yvy − ηH∂yvx) = n(Ey −Bvx), (1c)
where we have approximated that η and ηH, the shear and Hall viscosity respectively, can be treated as
constants. For simplicity, we are neglecting the vorticity susceptibility [24] and bulk viscosity. We have
also chosen units of charge so that the electron has charge +1, for convenience in what follows.
2.1 A Narrow Channel
We begin by briefly reviewing the scenario for negative magnetoresistance proposed in [17]. Consider a
long narrow channel of width w, inside of which is a completely homogeneous electron fluid. We choose
coordinates so that the channel is the region 12w ≤ |y|. We assume that the scattering at the boundaries is
largely diffuse, in which case it is appropriate to assume no slip boundary conditions: vy = 0 at y = ±12w.
Suppose that we apply an electric field Ex, oriented down the channel. We wish to solve (1) for
µ, vx and vy, to linear order in Ex, in order to calculate linear response transport coefficients. The
constraint that no electric current flows through the boundary, together with charge conservation, implies
that vy = 0. It is straightforward to then obtain the solution to (1) consistent with boundary conditions:
vx =
nEx
2η
(
w2
4
− y2
)
, (2a)
µ = −ηHEx
η
y −BnEx
8η
w2y +B
nEx
6η
y3. (2b)
We have assumed for this subsection that n and η do not depend on position. The resistivity is defined
as
1
ρ
=
1
w
w/2∫
−w/2
dy
Jx
Ex
=
n2w3
12η
. (3)
The last fact which we need to use is that in an isotropic two-dimensional Fermi liquid,
η(B) =
η0
1 + (2ωcτee)2
, (4a)
ηH(B) = 2ωcτeeη(B), (4b)
where 1/rc = B/pF is the cyclotron radius, `ee is (predominantly) the mean free path for momentum-
conserving electron-electron collisions, and
η0 ∼ npF`ee (5)
is an increasing function of the background density. In other words, in a two-dimensional Fermi liquid
with dispersion relation  ∼ pz as p→ 0,
`ee ∼ T−2n(2z−1)/2. (6)
Combining (3) and (4a), we obtain that
ρ(B) =
12η0
n2w3
(
1−
(
`ee
pF
)2
B2 + O
(
B4
))
. (7)
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Hence we predict that there is a negative magnetoresistance. Since `ee ∼ T−2, the effect should be more
pronounced at lower temperatures (if hydrodynamics is valid). This effect has been observed experimen-
tally in narrow channels [19].
A key point, however, is that (2b) implies the presence of a Hall voltage from y = −w/2 to y = w/2.
This means that this solution does not immediately generalize into a continuous medium, where the
fluctuating chemical potential µ must be continuous. This means that a separate theory is required to
understand transport in inhomogeneous media, which we turn to next.
2.2 Inhomogeneous Media
We now consider the equations (1) in an infinite medium with local fluid density n(y). The local viscosity
η and Hall viscosity ηH will also generically depend on y. For simplicity, we suppose that all of these
functions are periodic with some large period L. Clearly, charge conservation implies that
Jy = n(y)vy(y) (8)
is a constant.
First, let us consider applying an electric field in the y-direction: Ex = 0 and Ey 6= 0. Integrating the
x-momentum equation over the periodic direction and denoting
〈· · · 〉 = 1
L
∫
dy · · · , (9)
we conclude that
0 = 〈n(Ex +Bvy)〉 = BJy + 〈n〉Ex. (10)
Hence Jy = vy = 0, which implies that
∂y(η∂yvx) = 0. (11)
This is only satisfied for periodic functions by constant vx. The y-momentum equation is then only
satisfied for constant µ and
vx =
Ey
B
. (12)
We conclude that
σxy =
〈n〉
B
, (13a)
σyy = 0. (13b)
Now we assume Ey = 0 and Ex 6= 0. Then (10) implies that
σyx =
Jy
Ex
= −〈n〉
B
. (14)
For convenience in what follows, we define the periodic function Ψ by the integrable equation
∂yΨ = n− 〈n〉. (15)
along with the constraint 〈Ψ〉 = 0. The x-momentum equation becomes
− ∂y
(
η∂yvx + ηHJy∂y
1
n
)
= Ex(n− 〈n〉) = Ex∂yΨ, (16)
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Figure 1: A sketch of n(y) in a periodic system. n(y) is approximately n1 in half of the channel
(length w/2) and approximately n2 in the other half. The transition region between the two
“domains” is of length a. We assume a w and n1  n2.
which is solved by
vx = C −
∫
dy
[
ExΨ
η
+
ηHJy
η
∂y
1
n
]
. (17)
To determine the unknown constant C, note that
−BC =
〈
∂yµ− 1
n
∂y(η∂yvy − ηH∂yvx)
〉
=
〈
∂y
1
n
(
η∂y
Jy
n
− ηH
η
∂yvx
)〉
= Ex
〈
−〈n〉
B
η2 + η2H
η
(
∂y
1
n
)2
+
ηHEx
η
Ψ∂y
1
n
〉
. (18)
Lastly, to determine σxx, observe that
〈Jx〉 = 〈(〈n〉+ ∂yΨ)vx〉 = C〈n〉 − 〈Ψ∂yvx〉, (19)
which implies that
σxx =
〈n〉2
B2
〈
η
(
∂y
1
n
)2〉
+
〈
1
η
(
Ψ − 〈n〉
B
ηH
η
∂y
1
n
)2〉
. (20)
Clearly, we have found a positive semidefinite conductivity tensor as required on physical grounds. It
is straightforward to convert to a resistivity matrix:
ρxx = 0, (21a)
ρxy = −ρyx = − B〈n〉 , (21b)
ρyy =
〈
η
(
∂y
1
n
)2
+
1
η
(
B
〈n〉Ψ −
ηH
η
∂y
1
n
)2〉
. (21c)
It remains to check whether the magnetoresistance can be negative. We focus our study on the cartoon
system shown in Figure 1. From this cartoon, and (4b), we can estimate that〈
1
η
(
B
〈n〉Ψ −
ηH
η
∂y
1
n
)2〉
∼ 1
η(n1, B)
B2
n22
(n2w)
2 ∼ (Bw)
2
η(n1, B)
, (22a)
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〈
η
(
∂y
1
n
)2〉
∼ a
w
η(n1, B)
n41
(n2
a
)2
. (22b)
As B → 0, we can estimate that
∂ρyy
∂B2
∼ − n
2
2`
2
ee,1
n41awp
2
F,1
η(n1, 0) +
w2
η(n1, 0)
. (23)
Hence, magnetoresistance is negative when
aw3 
(
n2
n1
η(n1)`ee,1
n1pF,1
)2
∼
(
n2
n1
`2ee,1
)2
(24)
Of course, hydrodynamics itself is only valid when w  a  `ee, where the last inequality should
(conservatively) hold for the maximal value which `ee takes in the domain. Assuming (6), we find that
(24) becomes n4z−42  n4z−41 , which implies z < 1. We do not know of any physical systems with z < 1, so
this argument suggests that even the cartoon model above, which is perhaps absurd for a realistic metal,
is insufficient to lead to negative magnetoresistance at small B.
At large B, using (4a), we instead have:
ρyy ∼ B
4w2
η(n1, 0)
`2ee,1
p2F,1
+
n22
awn41
η(n1, 0)
p2F,1
`2ee,1B
2
, (25)
which exhibits positive magnetoresistance whenever
B & pF,1
`
1/3
ee,1`
2/3
ee,2
, (26)
assuming a,w  `ee,2. As (26) is a sufficiently small magnetic field to estimate the magnetoresistance by
the B2-correction to resistivity, we conclude that for any value of B, magnetoresistance will generally be
positive, even in highly inhomogeneous metals.
The one shortcoming in our argument is, of course, that the system was only inhomogeneous in one of
the two directions. However, we do not expect that a fully two-dimensional calculation would qualitatively
change the physics described above. In the presence of a magnetic field, it is not possible to push the
electron fluid along contours of almost zero resistance due to local Hall effects. We leave a final resolution
of the two-dimensional transport problem to elsewhere.
Kinetic Theory3
Next, we ask whether it is possible to have negative magnetoresistance at the onset of hydrodynamic
behavior at ultra low temperatures, below which the physics is described by essentially free quasiparticles
moving through a random medium.
3.1 Weakly Inhomogeneous Media
To begin, we briefly recall some known results from the theory of transport in weakly inhomogeneous
metals [25]. Such results can be derived from kinetic theory as well [15, 16], though we will not do
so here. Consider an arbitrary quantum many-body system (not only a Fermi liquid with well-defined
quasiparticles) with a conserved U(1) charge, whose (effective) Hamiltonian H0 is translation invariant
6
in the continuum and hence momentum conserving. Suppose that the low energy theory is described by
Hamiltonian
H = H0 −
∫
ddx µ(x)n(x), (27)
where n(x) is the charge density operator and µ(x) is a perturbatively small inhomogeneous coefficient.
Then the electrical resistivity tensor ρij is
ρij =
1
n20
∫
ddk
(2pi)d
kikj |µ(k)|2 ×Ann(k) + O(µ3), (28)
where n0 = 〈n(x)〉H0 is the average charge density, µ(k) is the Fourier transform of µ(x), up to an overall
coefficient related to the volume of spacetime, and
Ann(k) = lim
ω→0
Im
(
GRnn(k, ω)
)
ω
. (29)
is the spectral weight of the charge density operator at wave number k. Details of this derivation can be
found in [25].
3.2 Kinetic Model
All we need to do in order to calculate resistivity is to evaluate Ann(k), and towards this end we use kinetic
theory as a toy model for the spectral weight of the density operator across the ballistic-to-hydrodynamic
crossover. We restrict our focus to a toy model of the kinetic theory of a two-dimensional Fermi liquid
[2, 15, 11, 26, 27], whose properties have been extensively studied in these previous papers. Here we
simply review what the model is and how to solve it. Let
f(x,p) = feq(p) + δf(x,p) (30)
be the distribution function of the fermionic quasiparticles, with feq the Fermi-Dirac distribution and
δf a perturbatively small correction due to the presence of the external electric field. The linearized
Boltzmann equation reads
∂tδf + v · ∂xδf +E · ∂pfeq + (v ×B) · ∂pδf = −W ⊗ δf, (31)
where W corresponds (abstractly) to the linearized collision operator. As explained in [10], at very low
temperatures in a Fermi liquid, we may approximate that feq = Θ(F − (p)) and that
δf = δ(F − (p))× Φ(x, θ), (32)
where the variable Φ is defined only on the Fermi surface. In a rotationally invariant model, the Fermi
surface is easily parameterized by an angle θ.
For simplicity, we will assume a relaxation time approximation for the linearized collision integral.
Defining
Φ =
∑
n∈Z
ane
inθ, (33a)
PΦ =
∑
|n|≥2
ane
inθ, (33b)
we approximate that
∂tΦ+ v · ∂xΦ+E · v + ωc∂θΦ = − 1
τee
PΦ, (34)
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where the cyclotron frequency is
ωc =
vFB
pF
. (35)
Despite the fact that the collision integral is not quantitatively accurate [28, 29], this model is exactly
solvable for many purposes, including ours. We expect that the qualitative physics described below
remains relevant for realistic metals close to the hydrodynamic regime.
It is useful for us to recast the cartoon Boltzmann equation above as follows. Denote Φ(θ) as
|Φ〉 =
∑
n∈Z
an|n〉, (36)
where we define the inner product
〈n|m〉 = ν , δnm, (37)
with ν the density of states of the Fermi liquid. Defining the matrices
L(∇)|n〉 = vF
2
(∂x + i∂y)|n− 1〉+ vF
2
(∂x − i∂y)|n+ 1〉+ inωc|n〉, (38a)
W|n〉 = 1
τee
(1− δn,0 − δn,1 − δn,−1)|n〉, (38b)
the spectral weight Ann(k) is computed in kinetic theory as [15]:
Ann(k) = 〈0|(W + L(k))−1|0〉. (39)
As our model is rotationally invariant, we can set k = kxˆ when evaluating (39), without loss of generality.
3.3 Spectral Weight
In order to evaluate (39), we use a simple trick from [11]. Let
G(k) = (W + L(k))−1. (40)
Suppose we can exactly evaluate
G0(k) =
(
1
τee
+ L(k)
)−1
, (41)
where the first term in the inverted matrix above implicitly multiplies the identity matrix. Denoting X
as the projection onto the three |n| ≤ 1 harmonics, and observing that
G =
(
G−10 −
1
τee
X
)−1
, (42)
we obtain a simple formula: if G˜ denotes the 3×3 submatrix of G corresponding to the |n| ≤ 1 harmonics,
and similarly for G˜0:
G˜ =
(
1− 1
τee
G˜0
)−1
G˜0. (43)
Now, we evaluate G˜0. To do so, we find the eigenvectors of L, and it is easiest to do so by temporarily
reverting back to the θ-basis. With k = kxˆ, we find
(ikvF cos θ − ωc∂θ)Φλ(θ) = λΦλ(θ) (44)
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Figure 2: Plots of resistivity as a function of ξ/`ee, for fixed values of `B/ξ.
with λ an eigenvalue to be determined. A simple calculation [30] shows that
Φλ(θ) = exp
[
in˜θ + i
kvF
ωc
sin θ
]
, λ = −in˜ωc. (45)
In what follows, we define `B = vF/ωc and `ee = vFτee for simplicity. Since
G˜0 =
∑
n˜∈Z
|Φn˜〉〈Φn˜|
τ−1ee − in˜ωc
, (46)
and
〈Φn˜|n〉
ν
=
2pi∫
0
dθ
2pi
ei(n−n˜)θ−ik`B sin θ = Jn−n˜(k`B), (47)
we conclude that
〈n′|G˜0|n〉
ν
= vF
∑
n˜∈Z
Jn′−n˜(k`B)Jn−n˜(k`B)
`ee − in˜`B . (48)
Combining (29), (39) (43) and (48) we find an explicit formula for ρij which, upon choosing inhomo-
geneity µ(k), we can numerically evaluate. A physically sensible choice is to assume random point-like
charged impurities, placed at a distance ξ “above the plane” in which the electrons flow. (These are
analogous to impurities in the gates of a heterostructure). One finds that [15]
|µ(k)|2 ∝ e
−2 k ξ
(k + kTF)
2 , (49)
where kTF is a Thomas-Fermi screening wave number.
In Figure 2, we show the resistivity ρ as a function of ξ/`ee. Using (6), we can interpret this as ρ
as a function of T 2 (up to logarithms) in a Fermi liquid. Observe that when B = 0 (`B = ∞) that
ρ is a decreasing function of temperature. This is the manifestation of the Gurzhi effect seen in a bulk
crystal [15], and when we consider the limit `B → ∞, we exactly recover the results of [15]. Rather
surprisingly, we find that a cyclotron radius `B > 10ξ essentially leads to ∂ρ/∂T > 0 at all temperatures.
In other words, in a bulk crystal (unlike in a narrow channel), the Gurzhi effect is exquisitely sensitive
to a magnetic field. Hence, a simple experimental test for viscous origins of a resistance minimum is to
simply study the sensitivity of the effect to a small external magnetic field.
9
Figure 3: Plots of resistivity as a function of ξ/`B, for fixed values of `ee/ξ.
In Figure 3, we show ρ as a function of B at various temperatures. It is clear that regardless of the
choice of parameters, ρ(B) is a rapidly increasing function.
While we have not demonstrated that magnetoresistance is positive across the ballistic-to-hydrodynamic
crossover for large amplitude inhomogeneity, we see no reason for this to not be the case.
Conclusion4
In this paper, we have extended the arguments of [20, 21] and demonstrated that magnetoresistance is
essentially always positive in simple electron liquids with strong interactions, regardless of the strength
of inhomogeneity, and even when interactions are not very strong. We expect that our most relevant
observation is the extreme sensitivity of the resistivity to an external magnetic field in or near a hydro-
dynamic flow regime of the electrons. We expect that this large positive magnetoresistance can serve
as an experimental test for the Gurzhi effect, manifested as a resistance minimum, in bulk transport
measurements.
Acknowledgements
AL was supported by the Gordon and Betty Moore Foundation via grant GBMF4302.
References
[1] R. N. Gurzhi. “Minimum of resistance in impurity-free conductors”, Journal of Experimental and
Theoretical Physics 17 521 (1963).
[2] M. J. M. de Jong and L. W. Molenkamp. “Hydrodynamic electron flow in high-mobility wires”,
Physical Review B51 11389 (1995), arXiv:cond-mat/9411067.
[3] D. A. Bandurin et al. “Negative local resistance due to viscous electron backflow in graphene”,
Science 351 1055 (2016), arXiv:1509.04165.
[4] J. Crossno et al. “Observation of the Dirac fluid and the breakdown of the Wiedemann-Franz law in
graphene”, Science 351 1058 (2016), arXiv:1509.04713.
10
[5] R. Krishna Kumar et al. “Super-ballistic flow of viscous electron fluid through graphene constric-
tions”, Nature Physics 13 1182 (2017), arXiv:1703.06672.
[6] E. V. Levinson, G. M. Gusev, A. D. Levin, E. V. Levinson, and A. K. Bakarov. “Viscous electron flow
in mesoscopic two-dimensional electron gas”, AIP Advances 8 025318 (2018), arXiv:1802.09619.
[7] D. A. Bandurin, A. V. Shytov, L. S. Levitov, R. K. Kumar, A. I. Berdyugin, M. Ben Shalom, I. V.
Grigorieva, A. K. Geim, and G. Falkovich. “Fluidity onset in graphene”, Nature Communications 9
4533 (2018), arXiv:1806.03231.
[8] M. J. H. Ku et al. “Imaging viscous flow of the Dirac fluid in graphene using a quantum spin
magnometer”, arXiv:1905.10791.
[9] J. A. Sulpizio et al. “Visualizing Poiseuille flow of hydrodynamic electrons”, arXiv:1905.11662.
[10] A. Lucas and K. C. Fong. “Hydrodynamics of electrons in graphene”, Journal of Physics: Condensed
Matter 30 053001 (2018), arXiv:1710.08425.
[11] H. Guo, E. Ilseven, G. Falkovich, and L. Levitov. “Higher-than-ballistic conduction of viscous electron
flows”, Proceedings of the National Academy of Sciences 114 3068 (2017), arXiv:1607.07269.
[12] M. Dyakonov and M. Shur. “Shallow water analogy for a ballistic field effect transistor: New mech-
anism of plasma wave generation by dc current”, Physical Review Letters 71 2465 (1993).
[13] A. V. Andreev, S. A. Kivelson, and B. Spivak. “Hydrodynamic description of transport in strongly
correlated electron systems”, Physical Review Letters 106 256804 (2011), arXiv:1011.3068.
[14] A. Lucas, J. Crossno, K. C. Fong, P. Kim, and S. Sachdev. “Transport in inhomogeneous quan-
tum critical fluids and in the Dirac fluid in graphene”, Physical Review B93 075426 (2016),
arXiv:1510.01738.
[15] A. Lucas and S. A. Hartnoll. “Kinetic theory of transport for inhomogeneous electron fluids”, Physical
Review B97 045105 (2018), arXiv:1706.04621.
[16] A. Lucas. “Kinetic theory of electronic transport in random magnetic fields”, Physical Review Letters
120 116603 (2018), arXiv:1710.11141.
[17] P. S. Alekseev. “Negative magnetoresistance in viscous flow of two-dimensional electrons”, Physical
Review Letters 117 166601 (2016), arXiv:1603.04587.
[18] Q. Shi, P. D. Martin, Q. A. Ebner, M. A. Zudov, L. N. Pfeiffer, and K. W. West. “Colossal negative
magnetoresistance in a two-dimensional electron gas”, Physical Review B89 201301 (2014).
[19] A. I. Berdyugin et al. “Measuring Hall viscosity of graphene’s electron fluid”, Science 364 162 (2019),
arXiv:1806.01606.
[20] A. Levchenko, H-Y. Xie, and A. V. Andreev. “Viscous magnetoresistance of correlated electron
liquids”, Physical Review B95 121301 (2017), arXiv:1612.09275.
[21] A. A. Patel, R. A. Davison, and A. Levchenko. “Hydrodynamic flows of non-Fermi liquids: magne-
totransport and bilayer drag”, arXiv:1706.03775.
[22] J. Kondo. “Resistance minimum in dilute magnetic alloys”, Progress of Theoretical Physics 32 37
(1964).
11
[23] C. Q. Cook and A. Lucas. “Electron hydrodynamics with a polygonal Fermi surface”, Physical
Review B99 235148 (2019), arXiv:1903.05652.
[24] K. Jensen, M. Kaminski, P. Kovtun, R. Meyer, A. Ritz, and A. Yarom. “Parity-violating hydrody-
namics in 2+1 dimensions”, Journal of High Energy Physics 05 102 (2012), arXiv:1112.4498.
[25] A. Lucas and S. Sachdev. “Memory matrix theory of magnetotransport in strange metals”, Physical
Review B91 195122 (2015), arXiv:1502.04704.
[26] A. Lucas. “Stokes paradox in electronic Fermi liquids”, Physical Review B95 115425 (2017),
arXiv:1612.00856.
[27] H. Guo, E. Ilseven, G. Falkovich, and L. Levitov. “Stokes paradox, back reflections and interaction-
enhanced conductance”, arXiv:1612.09239.
[28] P. Ledwith, H. Guo, and L. Levitov. “Fermion collisions in two dimensions”, arXiv:1708.01915.
[29] P. Ledwith, H. Guo, A. V. Shytov, and L. Levitov. “Head-on collisions and scale-dependent viscosity
in two-dimensional electron systems”, arXiv:1708.02376.
[30] P. Hedegard and A. Smith. “Solution of the Boltzmann equation in a random magnetic field”,
Physical Review B51 10869 (1995), arXiv:cond-mat/9411023.
12
