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Abstract
In this paper we develop a conservative sharp-interface method dedicated to simulating
multiple compressible fluids. Numerical treatments for a cut cell shared by more than
two materials are proposed. First, we simplify the interface interaction inside such a
cell with a reduced model to avoid explicit interface reconstruction and complex flux
calculation. Second, conservation is strictly preserved by an efficient conservation cor-
rection procedure for the cut cell. To improve the robustness, a multi-material scale
separation model is developed to consistently remove non-resolved interface scales. In
addition, the multi-resolution method and local time-stepping scheme are incorporated
into the proposed multi-material method to speed up the high-resolution simulations.
Various numerical test cases, including the multi-material shock tube problem, inertial
confinement fusion implosion, triple-point shock interaction and shock interaction with
multi-material bubbles, show that the method is suitable for a wide range of complex
compressible multi-material flows.
Keywords: compressible multi-material flows, sharp interface method, multi-resolution
simulations, level-set method, interface scale separation
1. Introduction
The compressible multi-material problems occur in a broad range of scientific and
engineering areas such as high energy physics and astrophysics. Typical example in-
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cludes inertial confinement fusion (ICF) [1], core-collapse supernova [2] and hyperveloc-
ity impact [3]. In these problems, different materials separated by the interface have
significantly different material properties and equation of states (EOS). Large density
or pressure jumps inside the material or across the interface may occur and leads to
complicated flow fields and interface evolution. For these compressible multi-material
problems, numerical modeling has received increasing attention in recent years due to its
lower cost and higher flexibility than experimental investigation. Many well-established
methods have been proposed to simulate two-phase compressible flows, such as front-
tracking method [4], arbitrary-Lagrangian-Eulerian (ALE) method [5], volume-of-fluid
(VOF) [6] and level-set method [7]. Among these, sharp interface method has the ad-
vantage of introducing no additional nonphysical mixing in interface treatment during
simulations of immiscible materials or shock-driven miscible materials.
Unlike the front-tracking and ALE methods, VOF and level-set methods can auto-
matically avoid the difficulty in capturing complex geometries of interfaces as it implicitly
defines the interface and solves its evolution. Although VOF inherently preserves conser-
vation, it treats the interface with a smeared interface representation which is not suitable
for immiscible materials problems or extremely fast high energy processes. And when
more than two materials involved, complicated interface reconstruction algorithms, such
as onion-skin [8] and serial-dissection [9], are used to find interface locations from the
volume-faction data, usually relying on a trivial material ordering strategy. The mixed
treatment for fluid states inside a cell occupied by more than two materials (hereafter
referred to as multi-material-cell) in the VOF method does not ensure a sharp-interface
property [10]. In the level-set method, the interface reconstruction is straightforward
via a signed distance function as the interface implicitly represented by the zero contour
which can be considered as a non-smeared interface representation. The sharp-interface
property can be imposed by interface-interaction treatment [11] for two-phase flows. For
multi-material flows involving more than two fluids, difficulties arise when the interface-
network motion is captured and the interface-interaction inside a multi-material-cell is
performed. The first issue can be addressed by a recently developed multi-region level-
set method [12] which outperform the multiple level-set method [13] on efficiency and
the regional level-set method [14] on accuracy. The latter one can be handled by ap-
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plying the ghost fluid method [15] on the multiple level-set functions to avoid complex
interface interaction, however, it leads to the nonconservation issue [16, 13]. Interface in-
teraction model with conservation-preserving property has been developed for two-phase
flows [17, 18], but, to our knowledge, not been proposed for more than two fluids.
Numerical methods may suffer from a lack of robustness when complex interface
topology changes, such as sudden generation and destruction of small thin filaments and
isolated droplets, are encountered. Interface scale separation models based on refined
level-set grid method [19, 20] and identifying resolved/non-resolved interface segments
[21] have been proposed for two-phase flows to remove non-resolved structures. More
recently a model empolying the constrained stimulus-response procedure [22] is developed
for interface scale separation to increase the robustness for simulations of compressible
interfacial flows, whose computational efficiency has been improved [23]. However, the
scale separation model for more than two materials is not developed in the literatures
and the extension of previous models [19, 20, 22, 23] is not straightforward.
The objective of the present paper is to develop an efficient and robust numerical
method for compressible multi-material flows. In order to ensure conservation and sharp-
interface property, several operations related to the interface network are proposed. First
of all, the interface-network evolution is captured accurately and efficiently by a recently
developed multi-region level-set method which is a combination of original level-set and
regional level-set methods to adopt the respective advantages of these two methods. In
order to maintain conservation and impose sharp-interface treatment, we extend the
two-phase conservative sharp-interface method by introducing a conservation correction
and a reduced interface-interaction model in each multi-material-cell. A multi-material
interface scale separation model is proposed to remove non-resolved interface segments
and thus increase the robustness in high-resolution simulations. The paper is organized as
follows. In Sec. 2, our multi-material sharp-interface method, including the multi-region
level-set method, conservative finite volume method, reduced interface-interface model
and multi-material interface scale separation operation is detailed. The proposed method
gains computational efficiency by the multi-resolution method and local time-stepping
scheme. The accuracy, capability and robustness of the method are demonstrated in Sec.
3 by a range of numerical examples, followed by a brief conclusion in Sec. 4.
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2. Numerical method
2.1. Governing equations
The governing equations of invisicid compressible flows are
∂U
∂t
+∇ · F(U) = 0, (1)
where U = (ρ, ρu, ρv, ρw, ρE)T , in which ρ, u, v, ρw, and ρE are the density, the three
velocity components and the total energy with relation E = e+ 12 (u
2 + v2 +w2), with e
being the internal energy per unit mass. The inviscous flux tensor F is
F(U) =

ρu ρv ρw
ρu2 + p ρvu ρwu
ρuv ρv2 + p ρwv
ρuw ρvw ρw2 + p
u(ρE + p) v(ρE + p) w(ρE + p)

. (2)
To close the governing equations EOS is required to describe the thermodynamic prop-
erties of the materials. The EOS for an idea gas states
p = (γ − 1)ρ, (3)
where γ is the ratio of specific heats. While for water-like fluids, the pressure is deter-
mined by Tait’s equation of state
p = B(
ρ
ρ0
)γ −B + p0, (4)
where ρ0 and p0 are the reference density and pressure, and B is a constant. Other EOSs
may also be employed in compressible multi-material flows, such as the stiffened gas
EOS for water under very high pressure, the Jones-Wilkins-Lee EOS for the detonation-
products gas and the Mie-Gru¨neisen EOS for solid mechanics [24].
The multi-material fluid dynamic problem contains multiple different fluids. Assum-
ing there are N materials (or fluids) in the problem to partition the entire domain,
Ω =
⋃
χ∈X Ω
χ, where Ωχ is the material domain and X = {χ ∈ N|1 ≤ χ ≤ N} is the
index set for all materials. Given ξ, η ∈ X and ξ 6= η, we define ∂Ωχ as the material
boundary, Γξη = ∂Ω
ξ
⋂
∂Ωη as the pairwise material interface that separates the two
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material domains, Γ =
⋃
Γξη as the interface network, and J =
⋂
Γξη as the multiple
junctions. Each material has its individual material parameters (such as viscosity and
surface tension) and EOS.
2.2. Interface capturing
To capture the evolution of complex interface networks, we have developed the multi-
region level-set method which is a combination of the original level-set method [7] and the
regional level-set method [14]. Globally we use a single regional level-set for represent-
ing the multi-region (or multi-material in this paper) system to significantly reduce the
memory cost. Locally we construct multiple local level-set functions to directly capture
the evolution of the interface network in order to save computational effort and avoid
inaccuracies in reconstructing the interface network. Although the total number of ma-
terials may be very large, locally the number of materials is limited, so solving multiple
locally constructed level-set advection equations is efficient. This method can achieve
high-order accuracy for pure advection and rotation cases without artifacts generation
[12].
The total system can be represented by regional level-set function ϕχ(x) = (ϕ(x), χ(x)),
where ϕ(x) ≥ 0 is the unsigned distance function and χ(x) is an integer material indi-
cator. Then the material domain Ωa is identified by the indicator, Ωξ = {x|χ(x) = ξ},
and the interface network is defined as Γ = {x|ϕ(x) = 0}. On a two-dimensional
uniform Cartesian grid, regional level-set ϕχi,j = (ϕi,j , χi,j) is defined at the center of
the finite-volume cell Ci,j . The Ns materials contained in a local set of cells Vs =
{Ck,l|i − 1 < k < i + 1, j − 1 < l < j + 1} are labelled indirectly by a local index set
Xs = {r ∈ N|1 ≤ r ≤ Ns}.
By using a construction operator for generating the local multiple level-set fields and
a reconstruction operator for reconstructing the global regional level-set field from the
local level-set fields, the evolution step contains three main procedures for Ci,j :
(1) Construct Ns local level-set fields φr,nk,l for the current time-step n at the center of
each cell Ck,l which belongs to the spatial discretization stencil of Ci,j :
φr,nk,l = Cr
(
ϕχk,l
)
=
ϕk,l if χk,l = χr−ϕk,l otherwise , r ∈ Xs (5)
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(2) Compute new φr,n+1i,j at the next time-step n + 1 by solving the Ns local advection
equations. The formulation of local advection equation depends on Ns. If Ns ≤ 2 it
recovers the original level-set advection equation while if Ns ≥ 3 it can be rewritten as
φ
r,(s+1)
i,j = βsφ
r,n
i,j + (1− βs)
[
φ
r,(s)
i,j −∆tvni,j · (∇φr)(s)i,j
]
, 0 ≤ s ≤ m, r ∈ Xs,
φ
r,(0)
i,j = φ
r,n
i,j , φ
r,(m+1)
i,j = φ
r,n+1
i,j , (6)
where m is the number of Runge-Kutta sub-steps, βs is the parameter in the s-th sub-
step, v is the advection velocity, and (∇φr)(s)i,j is the finite difference approximation of
the spatial derivative at the center of a finite-volume cell Ci,j .
(3) Reconstruct the new regional level-set ϕχi,j at the center of Ci,j from the Ns new local
level-set fields φr,n+1i,j by the reconstruction operator R
ϕχi,j = R
(
φr,n+1i,j , r ∈ Xs
)
=
(∣∣∣maxφr,n+1i,j ∣∣∣ , arg maxχr φr,n+1i,j
)
. (7)
2.3. Conservative sharp-interface method
Here we extend the two-phase discretized governing equation of conservative sharp-
interface method [18] to multi-material flows. In a two-dimensional uniform Cartesian
grid with grid spacings ∆x and ∆y, the flow variable U is defined at the center of the
finite-volume cell. For each material χ residing in cell Ci,j , we can integrate Eq. 2 over
the space-time volume Ci,j ∩ Ωχ(t) and apply divergence theorem to obtain∫ n+1
n
dt
∫
αχi,j(t)
dxdy
∂U
∂t
+
∫ n+1
n
dt
∫
∂Ci,j∩Ωχ(t)
dxdy F · n = 0, (8)
where αχi,j(t) is the time dependent volume fraction of material χ in Ci,j . ∂Ci,j ∩ Ωχ(t)
contains two parts: one is the combination of the four segments of the cell faces af-
ter cut by the material interface, which can be written in the form of Aχi+1/2,j(t)∆y,
Aχi,j+1/2(t)∆x, A
χ
i−1/2,j(t)∆y, and A
χ
i,j−1/2(t)∆x, where A
χ(t) is the aperture, see Fig.
2(a); the other one, denoted as ∆Ωχi,j , is the segment of material boundary ∂Ω
χ inside
the cell Ci,j . This integral equation can be discretized with explicit Euler time marching
scheme as
αχ,n+1i,j U
n+1
i,j = α
χ,n
i,j U
n
i,j +
∆t
∆x
[
Aχi−1/2,jFˆi−1/2,j −Aχi+1/2,jFˆi+1/2,j
]
+
∆t
∆x
[
Aχi,j−1/2Fˆi,j−1/2 −Aχi,j+1/2Fˆi,j+1/2
]
+
∆t
∆x∆y
Xˆ(∆Ωχi,j), (9)
6
where ∆t is the time step size determined by CFL condition. αχi,jUi,j is the conservative
quantity vector in Ci,j , with Ui,j being the cell-averaged quantity vector of the material
χ. Fˆ is the numerical flux at cell-face and Xˆ(∆Ωχi,j) is the momentum and energy
exchange flux determined by the interface interaction model discussed in Sec. 2.3.3.
2.3.1. Conservation correction for a multi-material-cell
For the material χ summing Eq. (9) over the its material domain Ωχ yeilds∑
i,j
αχ,n+1i,j U
n+1
i,j =
∑
i,j
αχ,ni,j U
n
i,j +
∑
i,j
∆t
∆x∆y
Xˆ(∆Ωχi,j) + boundary terms (10)
For two-phase flows, overall conservation can be achieved by summing Eq. (10) for
the two fluids because interface-exchange term in cut cell always has opposite sign and
the sum of volume fractions of the two fluids equals 1. While for multi-material flows,
although the volume fractions in a two-material-cell satisfies αχ1 + αχ2 = 1, in a multi-
material-cell where more than two materials meet the sum of volume fractions may be∑
r∈Xs α
χr 6= 1.0 if we assume the material boundary segment is piecewise planar inside
a cell. For example in Fig. 1(a), the planar material boundary segments of tree materials
never coincide, resulting a shadowed void region, and thus αa+αb+αc < 1.0. To correct
this inaccurate total volume fraction, the piecewise planar assumption no longer holds
true in this cell. A straightforward way is to explicitly reconstruct the sub-cell topology
inside this multi-material-cell as shown in Fig. 1(b). Note that all the three material
boundary segments are not planar now. The new volume fraction for each material is
upadted by
αa = αa + αa,∗, αb = αb + αb,∗, αc = αc + αc,∗. (11)
Although this procedure is considered to be accurate as long as the explicit reconstruction
method is sufficiently accurate, it is computational expensive especially in three dimen-
sions. An alternative efficient way plotted in Fig. 1(c) suggests that instead of explicitly
reconstructing the sub-cell structure, we only modify the volume fraction corresponding
to the least mass inside this cell:
αχ
∗
= αχ
∗
+ αχ
∗,∗, αχ
∗,∗ = 1−
∑
αχ, χ∗ = arg min
χ
(αχρχ). (12)
Thus this method is efficient especially in 3D as no reconstruction is needed. Although
it does not resolve the sub-cell structure and is considered less accurate than the first
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method, the error is limited as the dominated material (labelled by primary indicator)
inside this cell has a volume fraction larger than 0.5 and it does not change its value
during correction.
2.3.2. Material interface interaction model
For each connected material pair (Ωξ,Ωη), its interface interaction occurs at the
pairwise interface Γξη and is described by a Riemann problem. Solving this Riemann
problem obtains the interface condition which is used to calculate the exchange flux Xˆ
in Eq. (9) and the interface advection velocity v in Eq. (6). Hu et. al [24] has proved
that the HLLC Riemann solver [25] is roust, accurate and efficient to handle two-phase
flow with very strong interaction and large jumps of material properties. In this paper,
we employ their implementation to solve the multi-material interface interactions. For
instance, the finite-volume cell Ci,j in Fig. 2(a) is occupied by three materials a, b
and c which are colored by blue, red and green, respectively. According to Fig. 2(b),
the interface condition at each pairwise interface segment Γξη is obtained by solving a
corresponding 1D Riemann problem R(WL,WR) along a local coordinate nξη, i.e., the
normal direction of Γξη. Then the constant left and right states in the Riemann problem,
(WL,WR), are defined as
(WL,WR) =
(Wˆξ, Wˆη) if α
ξρξ < α
ηρη
(Wˆη, Wˆξ) otherwise
, Wˆξ =
Wξ if ξ = χ1W gξ otherwise , (13)
where the superscript “g” indicates the ghost state at the cell center. Then we rewrite
the EOS with a general form
p = p(ρ, e), (14)
and the speed of sound cs with
cs =
∂p
∂ρ
∣∣∣∣
e
+
p
ρ2
∂p
∂e
∣∣∣∣
ρ
= Ψ + Υ
p
ρ
, (15)
where Υ is the Gru¨neisen coefficient and Ψ determines the material properties [24].
Afterwards, the HLLC solver is invoked to obtain the two intermediate states, W ∗,Lξη ,
W ∗,Rξη (see Fig. 2(b)) which have the relation
u∗,Lξη = u
∗,R
ξη = SM = u
∗, p∗,Lξη = p
∗,R
ξη = p
∗, (16)
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where SM is the speed of contact wave or material interface. Toro et al. [25] use the
jump conditions and the integral form of conservation law to obtain the normal contact
wave velocity
u∗ = SM =
(SR − uR)ρRuR + (uL − SL)ρLuL + pL − pR
(SR − uR)ρR + (uL − SL)ρL (17)
and the intermediate pressure
p∗ = pL + ρL(SL − uL)(SM − uL) = pR + ρR(SR − uR)(SM − uR) (18)
which describe the interface condition. The minimum and maximum wave speed SL and
SR are estimated by
SL = min[uL − cs,L, u˜− c˜s], SR = max[u˜+ c˜s, uR + cs,R]. (19)
For two adjacent states described by different EOSs, the averaged speed of sound c˜s is
obtained by
c˜s
2 = Ψ˜ + Υ˜
(˜
p
ρ
)
, (20)
where the tilde on the right side indicates Roe-averaged values
ρ˜ =
√
ρLρR, f˜ = µ(f) =
√
ρLfL +
√
ρRfR√
ρL +
√
ρR
, f = Ψ,Υ (21)
and (˜
p
ρ
)
= µ(
p
ρ
) +
1
2
ρ˜
(
uR − uL√
ρL +
√
ρR
)2
. (22)
Then we can calculate the interface flux between materials ξ and η according to the
interface condition (u∗ξη, p
∗
ξη) obtained above, where u
∗
ξη = u
∗
ξηnξη. For a two-material-
cell, the flux Xˆ in Eq. (9) has the same form as that in Ref. [11]. The multi-material-cell,
such as a three-material-cell in Fig. 2, has a more complex interface flux
Xˆ(∆Ωai,j) = Xˆ(∆Γab) + Xˆ(∆Γac) = Xˆ(∆ΓOA) + Xˆ(∆ΓOC)
Xˆ(∆Ωbi,j) = −Xˆ(∆Γab)− Xˆ(∆Γbc) = −Xˆ(∆ΓOA)− Xˆ(∆ΓOB)
Xˆ(∆Ωci,j) = Xˆ(∆Γbc)− Xˆ(∆Γac) = Xˆ(∆ΓOB)− Xˆ(∆ΓOC) (23)
where the interface network inside the cell, ∆ΓOC , are the line segments plotted in Fig.
9(b). The interface condition is used to calculate the flux, such as
Xˆ(∆ΓOA) = [0, p
∗
ab∆ΓOAn
x
ab, p
∗
ab∆ΓOAn
y
ab, p
∗
ab∆ΓOAnab · u∗ab]T . (24)
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Although this “full interaction model” is accurate to calculate the interface flux, it is time
consuming due to the fact that explicit extraction of interface-network is necessary to
calculate the length and normal direction of ∆ΓOA, ∆ΓOB and ∆ΓOC . And it is difficult
to extend to 3D since the number of interface segments for each material may be excessive.
Consequently, we use a reduced interaction model for a multi-material-cell. The basic idea
is that only consider the interaction between the heaviest two materials inside a multi-
material-cell. Assuming the mass of each material has a relation, αaρa > α
bρb > α
cρc in
Fig. 9, the reduced model is given by
Xˆ(∆Ωai,j) = Xˆ(∆Γab) ≈ Xˆ(∆ΩaAC)
Xˆ(∆Ωbi,j) = −Xˆ(∆Γab) ≈ −Xˆ(∆ΩaAC), (25)
where ∆Ωa
AC
is the material boundary of material a represented by its local level-set.
The normal direction nξη in the full interaction model can be approximated by the
normal of a particular material boundary. As shown in Fig. 1(a), the three normal
directions of material a, b and c are defined at the cell center and can be calculated by
its corresponding local level-set function
nχr =
∇φr
|∇φr| , χr = a, b, c (26)
Note that the normal direction points into the respective material. Then the local coor-
dinate of the Riemann problem R(WL,WR) is
nξη =
nξ if α
ξρξ ≥ αηρη
nη otherwise
. (27)
Additionally, the interface flux is modified by
Xˆ(∆Ωa
AC
) =
[
0, p∗ab∆Ω
a
AC
nxa, p
∗
ab∆Ω
a
AC
nya, p
∗
ab∆Ω
a
AC
na · u∗ab
]T
, (28)
where na is used to replace nac as α
aρa > α
cρc. The averaged flow variable of the
two parts separated by ∆Ωa
OA
are Wa and Wb, respectively, indicating the flow state of
material c is approximated by the data of material b. So we reduce the multiple times
interaction to one time interaction, irrespectively of the number of materials inside a
cell. And the explicit interface extraction is no longer needed to calculate the normal
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direction. Thus the reduced model significantly improves the efficiency, especially in 3D.
The overall conservation is also achieved by summing for all materials∑
χ∈X
∑
i,j
αχ,n+1i,j U
n+1
i,j =
∑
χ∈X
∑
i,j
αχ,ni,j U
n
i,j + boundary terms (29)
as the interface fluxes for the two interacted materials have opposite sign in all multi-
material-cells, i.e., Xˆ(∆Ωξi,j) + Xˆ(∆Ω
η
i,j) = 0. Note that the small volume fraction of
a particular material may lead to numerical instability if the time step of explicit time
integration schemes is calculated according to the full grid size CFL condition. In order
to maintain numerical stability without reducing the time step, we apply the mixing
procedure [18] after each Runge-Kutta sub-step. For each material, the conservative
quantities of small volume fraction cell are mixed with those of the larger neighboring
cells in a conservative way. The exchanges of the conservative quantities M are calculated
according to the averaged values, see Ref. [18]. Then the conservative quantities for each
material in the near interface cells are updated by
αχ,n+1i,j U
n+1
i,j = (α
χ,n+1
i,j U
n+1
i,j )
∗ +
∑
Mx +
∑
My, (30)
where the second and third terms on the right hand side represent the sum of all mixing
exchanges on cell Ci,j in the x and y directions, respectively.
2.3.3. Interface scale separation model
In this section, we discuss a numerical procedure for consistent removal of non-resolved
interface segments during multi-material simulations. For a given spatial resolution non-
resolved interfacial scales, such as thin filaments and small droplets, need to be removed in
order to avoid proliferation of artifacts, so the separation of resolvable and non-resolvable
interface scales are necessary. For non-resolved interface in two-material-cells, the scale
separation operation is performed with the model in Refs. [22, 23] without modifications.
While in multi-material-cells, non-resolved interface structures may occur across different
material domains, so the scale separation model must have the adaptation to multi-
material interfaces, i.e., after the removing, new interfaces need to be constructed between
these materials to make sure those different materials keep separated with a different
connection relationship. The basic idea of our interface scale separation model is same as
the previous two models [22, 23]: although each material domain is simply connected for
11
all resolved part, its sub-domain covered by the −-material-boundary which is obtained
by slightly shifting the material boundary inward is not so for non-resolved part. This
property is used to find ”oddball cells” where non-resolved interface exists. We define
the ±-material-boundary as
Γχ± = {x ⊂ Ωχ|φχ(x)±  = 0, χ ∈ X} (31)
where the  is a positive constant [22] and equals 0.75h for 2D and 0.9h for 3D to remove
interface segment whose scales are smaller than grid scale h [22]. The set of cut cells S0
which contain the segments of the interface network is defined as
S0 = {Ci,j |∂Ci,j ∩ Γ 6= ∅}. (32)
For each material χ we define Sχ± as the sets of cut cells containing the segments of ∂Ω
χ
± :
Sχ± = {Ci,j |∂Ci,j ∩ ∂Ωχ± 6= ∅}. (33)
Then the implementation of this model contains three main steps. First we identify the
oddball cells where non-resolved interface segments reside. The selection criterion of
oddball cells is similar with Ref. [23], which requires that each oddball cell can not find
any neighbor that belongs to Sχ1− :
S∗ = {Ci,j |(Ci,j ∈ S0) ∧ (∀i0, j0 ∈ {−1, 0, 1}, Ci+i0,j+j0 6∈ Sχ1− )}, (34)
where χ1 = χi,j is the primary indicator of Ci,j . Second the local non-resolved topology
of the oddball cell in S∗ is altered to a new resolved topology by replacing the its indicator
with the indicator corresponding to second largest volume fraction
χ∗1 = arg max
χr 6=χ1
αχr (35)
as it has the largest possibility after scale separation. Note that this procedure automati-
cally generates a new interface. Finally, the unsigned distance function of cell containing
non-resolved interface segment is assigned with a reasonable new values with respect to
the interface network of the new resolved topology. This is accomplished by the same
operation in Ref. [23] due to its efficiency. Because the considered cell Ci,j in S∗ belongs
to Ωχ
∗
1 after scale separation, we calculate the distance from its center to ∂Ω
χ∗1
+
d =
√
[i− i0∆x+ (ϕi0,j0 + )nx]2 + [j − j0∆y + (ϕi0,j0 + )ny]2, (36)
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where (i0, j0) is the index pair of the cell in S
χ∗1
+ within a search stencil i − 3 ≤ i0 ≤
i+ 3, j−3 ≤ j0 ≤ j+ 3. (nx, ny) are the unit normal vector at the center of Ci0,j0 . Then
we update the regional level-set with
φ∗i,j = (ϕ
∗
i,j , χ
∗
1), ϕ
∗
i,j = |dmin − |. (37)
Fig. 3 shows two simple test cases (a thin filament and a small droplet) where the non-
resolved interface scales exist. The computational domain is a unit square with the grid
size ∆x = ∆y = 0.1. The thickness of the thin filament is 1.2∆x and the radius of the
small droplet is 1.5∆x. In Fig. 3(a), two interfaces that separates three materials merge
to one after using the scale separation model, indicating that the material in the filament
is entirely removed. The small droplet in Fig. 3(b) becomes an isolated bubble and the
filament connecting the droplet and the main body shrinks to a single interface while the
other interface segments keep invariant. Meanwhile two additional triple points generate.
The level-set contours keep regular after the scale separation and the contours inside the
bubble are not changed by the separation operation, as shown in Figs. 3(c) and 3(d).
2.4. Space-time adaptivity
To archive high computational efficiency and low memory storage, the space-time
adaptivity strategy developed in Ref. [26] is incorporated into our compressible multi-
material method with minor changes. In detail, the multi-resolution method [27] is
used for mesh refinement due to its high rate of data compression. The projection
and prediction operators [28] are defined based on the cell-averaged multi-resolution
representation. For simplicity, the 1D operators with 5th-order interpolation are
P`+1→` : u¯`,i =
1
2
(u¯`+1,2i + u¯`+1,2i+1), (38)
and
P`→`+1 : uˆ`+1,2i = u¯`,i +
2∑
m=1
γm(u¯`,i+m + u¯`,i−m), (39)
uˆ`+1,2i+1 = u¯`,i −
2∑
m=1
γm(u¯`,i+m + u¯`,i−m),
where ` is the index of levels and γm is the interpolation coefficient. The the mesh
refinement and coarsening are accomplished by comparing the prediction error d¯`,i =
13
u¯`,i − uˆ`,i with a level-dependent threshold [26]. A multi-step Runge-Kutta local time
stepping scheme [29] is employed to archive time adaptivity and thus obtain additional
speed-up. To maintain strict conservation a conservative flux correction [29] is adopted
between cells with different levels.
The pyramid data structure and storage-and-operation-splitting approach proposed
in Ref. [26] are used here. The block containing cells which reside in the narrow band of
the interface network is refined to the finest level `max and denoted to “multi-material
block”, otherwise to “single-material block”. In such way the operation related to in-
terface, including interface interaction, mixing procedure, scale separation and level-set
advection, are only conducted at the finest level. The block position identifier [26] is
used to distinguish the block location. The identifier at the finest level is 1 whenever the
block has cells which occur in the narrow band of any cut cell, otherwise it is 0. A cell
Ci,j contains interface network if it is intersected by the zero contour of local level-set
field
∃r ∈ Xs, Ci,j ∩ {x|φr(x) = 0} 6= ∅, (40)
or the indicator field in Vs is different with χi,j ,
∃Ck,l ∈ Vs, χk,l 6= χi,j . (41)
Then the position identifier of blocks at other levels are obtained according to Ref. [26].
The final multi-resolution representation of a multi-material problem is generated by
locations of interface and shock waves, see Fig. 4 for example.
Note that the “single-material block” may also exist at the finest level if shock wave
resides in this block. For a “multi-material block”, we allocate memory for one single
regional level-set field and Nb flow state fields, where Nb is determined by searching
all unique indicator inside the inner and buffer zone of this block and has the relation
Nb  N when N is large. For a “single-material block”, the volume fraction and
apertures become unit and the interface exchange terms vanish. Thus the governing
equation Eq. (9) degenerates to standard finite volume scheme on a 2D Cartesian grid.
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Table 1: Initial conditions for 1D test cases.
Case I* Case II
Location 0 ≤ x < 0.25 0.25 ≤ x < 0.5 0.5 ≤ x ≤ 1.0 0 ≤ r < 1.0 1.0 ≤ r < 1.2 1.2 ≤ r ≤ 1.5
χ 1 2 3 1 2 3
ρ 0.125 1.0 0.125 0.05 1.0 0.1
p 0.1 1.0 0.1 0.1 0.1 13.0
γ 1.667 1.4 1.667 1.667 1.667 1.667
Note: the velocity u is zero everywhere.
* For the helium-air-R22 shock tube problem, just change γ to 1.249 in 0.5 ≤ x ≤ 1.0.
3. Numerical validation
In this section, we assess the accuracy and robustness of present method by a number
of 1D and 2D test cases. First, the 1D multi-material shock tube and ICF implosion
are tested. Then more complex 2D cases, including 2D ICF implosion, compressible
triple point and shock wave interactions in multiple materials serve to demonstrate the
robustness of interface interaction model and multi-material scale separation method in
high-resolution simulations. For all test cases, the fluid dynamics and interface advection
are solved by a 5th-order WENO [30] and a 2nd-order TVD Runge-Kutta scheme [31],
with a CFL number of 0.6.
3.1. Shock-tube problem (I)
Three-material shock-tube problem of two helium gases and one air gas modeled by
ideal-gas EOSs are simulated by our method. This case is a extension of the two-material
shock-tube problem in Refs. [18, 15]. Reflective boundary conditions are applied at
x = 0 and x = 1. The initial condition is listed in Table. 1. The grid spacing is
∆x = 5.0 × 10−3 and the reference solution is a high-resolution numerical result with
∆x = 2.5× 10−4. Initially, with this setup, two Riemann problems occur at x = 0.4 and
x = 0.6 and generate symmetric wave types. Two shock waves moves towards the left
and right boundaries while two rarefaction waves are approaching to each other. Finally
at t = 0.1 these two rarefaction waves impact and interact with each other, as shown in
Fig. 5. Good agreement with the reference solution is observed and the distributions of
flow variables exhibit symmetric profiles. Then we modify the ratio of specific heats in
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0.5 ≤ x ≤ 1.0 to R22’s value, γ = 1.249. This treatment leads to a slightly asymmetry in
the profiles, as shown in Fig. 5. More importantly, the mass of each individual material
is strictly conserved during the simulation.
3.2. 1D Cylindrical ICF implosion (II)
The setup of our implosion simulations in cylindrical geometry is taken from Ref.
[32]. The computational domain is [0, 1] and 1D axisymmetrical grids with different
resolutions are used. There are three materials in the domain. A light fluid is located
in core region of the target and is surrounded by a shell of dense fluid. Outside the
shell is an ambient material which is not solved during the simulation. Thus we treat
the interface between the shell and the ambient material as a free surface boundary. To
drive the implosion the pressures p(t) imposed on that boundary are initially constant
and then decrease linearly as
p(t) = 13− 12.5(t− 0.04)
0.125− 0.04 , (42)
according to Ref. [32].
The locations of inner and outer interfaces of the shell are plotted in Fig. 6. In Fig.
6(a), our results converge to the Lagrangian result [32] with the cell number increasing
from 160 to 1280. In the initial stage the outer interface moves inward under a constant
driven pressure, leading to a shrinking of the shell until t = 0.047. Then both the
interfaces move towards the core. As the contraction speed of the outer interface is
larger than that of the inner one, the thickness of the shell increases. The deceleration
of the light fluid is observed from t = 0.17 to t = 0.24 when the radius of inner interface
reaches its minimum value (referred to as “stagnation time” [32]). Afterwards the light
fluid exhibits a expansion. In order to demonstrate the high flexibility of our method, we
conduct multiple simulations with varying parameters, r2 and γ2, which are the radius
of the outer interface and the ratio of specific heats of the heavy fluid, respectively. This
simple parameter study is useful in designing a ICF capsule as the thickness of shell and
EOS used in the previous simulations [32] are not realistic. As shown in Fig. 7(a), the
thickness of the shell during the simulation, the stagnation time and the compression
rate reduce with the initial thickness ∆r = r2 − r1 decreasing from 0.30 to 0.05. When
the ratio γ2/γ1 varies from 1.0 to 10.0, the profiles for the inner and outer interfaces are
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shifted downwards and upwards, respectively, as plotted in Fig. 7(b). Thus the archived
minimum radius of inner interface decrease as the γ2/γ1 increase, indicating that stiff
shell materials generate high compression rate.
3.3. Compressible triple point problem (III)
In this section we simulate the compressible triple point problem which contains
three perfect gases and is usually used to validate the accuracy and robustness of La-
grangian or ALE methods in simulations of mutli-material compressible flows [32, 33].
The computational domain is a rectangle [0, 7] × [0, 3] and is partitioned into three
sub-domains: (i) [0, 1] × [0, 3] which is filled with a high pressure high density fluid
(ρ, p, γ, χ) = (1, 1, 1.5, 1), (ii) [1, 1] × [0, 1.5] which is occupied by a low pressure high
density fluid (ρ, p, γ, χ) = (1, 0.1, 1.4, 2), and (iii) [1, 7]× [1.5, 3] which has a low pressure
low density flow state (ρ, p, γ, χ) = (0.125, 0.1, 1.5, 3). Accordingly, a triple point exists
initially at (1, 1.5). Reflective boundary conditions are employed and the final time of
the simulation is 5.0. The coarsest level has 7 × 3 blocks and are refined to the finest
level by the mesh refinement criterion in Sec. 2.4.
First, we show the numerical results of a high-resolution simulation conducted with
`max = 7 and an effective resolution of 3584 × 1536 at the finest level. In Fig. 8, the
internal energy contours at t = 0.2, 1.0, 3.0, 3.5, 4.0 and 5.0 are in good agreement
with the numerical results in previous literatures [32, 34]. The development of the shock
system is illustrated in Fig. 9. Initially, both the solutions of the Riemann probelms at
discontinuities Γ13 and Γ12 are composed of a contact discontinuity (C1 or C2), a leftward
rarefaction wave (R1 or R2) and a rightward shock wave (S1 or S2), see Fig. 9(a). The
shock S1 moves faster than S2 as the acoustic impedance has a relation ρ2cs,2 > ρ3cs,3.
As a consequence, a distinct roll-up region formulates around the triple point, as shown
in Fig. 9(b). Besides, near the triple point the shock reflection pattern is more complex
as different waves interact with each other. Meanwhile, the perturbation development is
observed in Fig. 9(c) due to the strong shear along all the contact discontinuities C1, C2
and C3, which is not observed in numerical results of previous papers [32, 34] due to the
high dissipation and low robustness in high-resolution simulations. Fig. 9(d) shows the
shock wave system just after S1 impacts the right boundary and reflects. At this time
instant, the interface inside the roll-up is extensively perturbed, leading to numerous
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small droplets. Afterwards, S1 moves upstream and is partially refracted to generate a
transmitted shock TS1, as shown in Fig. 9(e). After S1 reaches contact discontinuity
C1, it becomes a transmitted shock TS2 inside the material 1 and a reflected shock
RS1 is produced to maintain the mechanical equilibrium at the interface Γ13, see Fig.
9(f). Due to the Kelvin-Helmholtz instabilities along the contact discontinuities, a large
number of vortical structures are produced during the simulations, as shown in Fig. 10.
Unlike the previous numerical results [32, 34], the roll-up core contains the majority of
the small scale features, indicating the filament inside the roll-up breaks up very quickly
as our sharp-interface does not introduce large numerical dissipation near the interfaces.
Furthermore, the grid convergence study in Fig. 11(a) shows the vertical interfaces
converges very quickly as the shear strength is small while horizontal interfaces are suc-
cessively perturbed by the Kelvin-Helmholtz instabilities. As shown in Fig. 11(b), the
interface locations at the upper and lower boundaries exhibit a good grid convergence
as the interfaces are strictly horizontal. At t = 4.0, the shock waves and contact discon-
tinuities corresponding to Fig. 9(e) are represented by the pressure and density profiles
along the x direction at y = 0.5 and y = 2.5, see Figs. 11(c) and (d). The pressure and
density jumps are successively sharpened with increasing resolution from `max = 0 to
`max = 5 and do not show any overshot in all profiles.
3.4. 2D cylindrical ICF implosion with perturbed interface (IV)
Following the Sec. 3.2, we investigate 2D cylindrical ICF implosion problems with
initial perturbations. The interface between light and heavy fluid has a single-mode
perturbation [32, 35] with
r′0 = r0[1 +A cos(mθ)], (43)
where r0 and r
′
0 are the initial unperturbed and perturbed radii of the light fluid, and θ
is the polar coordinate. The mode number m is 5 and 47 for low-mode and high-mode
perturbations, respectively. The amplitude A of the initial perturbation is 2% of the
wavelength of low-mode perturbation. Free surface boundary condition is prescribed at
the outer interface. There is one block at the coarsest level and the maximum level is
`max = 8. With each block containing 16× 16 inner cells, the effective grid resolution at
the finest level is 40962. Other computational setup is the 2D extension of the 1D case
in Section 3.2.
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Figs. 12 and 13 show three snapshots of density gradient before and after the stagna-
tion time, respectively. At the early stage, see the snapshot t = 0.12 in Fig. 12, the shock
wave passes the inner perturbed interface and the slight distortion of the shell and light
gas bubble is observed due to Richtmyer-Meshkov instability which develops linearly
in time. The length scale in Fig. 12 decreases slowly. After the maximum compres-
sion time, Rayleigh-Taylor instability develops exponentially as function of time as the
archived high pressure inside the light fluid bubble begins to accelerate the heavy shell.
Hence the low-mode instability has grown substantially from the stagnation time, which
is confirmed by rapid increase of the length scale in Fig. 13. Some small secondary insta-
bility features near the inner interface are observed, as shown in the snapshot t = 0.28.
At a very late time t = 0.40, the length scale plotted in Fig. 13 indicates that whole
structure has significantly expanded. The instability has grown substantially and the
observed features interact extensively with each other, leading to numerous small-scale
mixing [35]. For the high-mode case, the selected two snapshots in Fig. 14, t = 0.22,
t = 0.27, are just before and after the maximum compression time. As shown in Fig. 14,
the outer boundary is composed of 47 fingers and show good symmetry preservation in
our simulations. The mixing zone containing most of small scales at t = 0.28 is larger
than that at t = 0.27, see the vorticity contours in Fig. 14. In both the snapshots a large
number of small interface scales generate, advect and interact with each other afterwards,
indicating our method is extremely robust with the aid of multi-material scale separation
model.
3.5. Shock wave interaction with a multi-material bubble (V)
This problem, as a complex shock-accelerated inhomogeneous flow [36], is a combina-
tion of 2D air-helium [37, 18, 38, 26] and air-R22 [26, 39, 40] shock bubble interaction. A
Mach 6.0 shock wave in air will interact with a cylindrical helium bubble with a R22 shell.
The computational domain and intitial conditions are shown in Fig. 15(a) and Table.
2, respectively. Symmetric conditions are employed at the upper and lower boundaries,
while inflow and outflow conditions are prescribed at the left and right boundaries. Sim-
ulations are performed with 4 × 1 blocks at the coarsest level and `max = 7, leading to
an effective resolution of 8192× 2048 at the finest level.
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In Fig. 16, the density gradient fields and materials distributions at 6 time instants
illustrate the development of the shock system and the bubble deformation inside a
medium with inhomogeneities of flow states. At t = 5.0 × 10−3, the incident shock
wave is refracted after crossing the upstream front of the R22 shell. As a result of the
acoustic impedance mismatch ρ3cs,3 > ρ1cs,1 at the air-helium interface, the transmitted
shock wave has a concave curvature while the shock in the ambient air keeps planar.
This convergent shock refraction pattern agrees with the numerical results in Refs. [26,
40]. Meanwhile a reflected shock generates at the upstream front and then propagates
upstream inside the air [41, 36]. When the concave transmitted shock wave impacts on
the R22-helium interface, the reflected rarefaction occurs and moves upstream inside the
R22 shell. The acoustic impedance mismatch ρ2cs,2 > ρ3cs,3 at the air-helium interface
produces a convex transmitted shock inside the helium bubble. This shock propagates
downstream and subsequently impacts on the downstream surface of helium bubble. At
t = 1.0×10−2, it moves across the interface entirely and becomes a re-transmitted shock
in the R22 material, as shown in Fig. 16(b). Correspondingly, a Mach stem, triple point,
slip line and re-transmitted reflected shock (moves to the upstream of the helium bubble
in Fig. 16(b)) are produced in R22 material during this process [41]. Along the vertical
direction one can observe a “fast-slow-fast-slow-fast” type of shock speed according to
definition of Zabusky and Zeng [42]. The deformed helium bubble has a similar shape
with previous numerical results [18, 38, 26], although its incident shock is not planar here.
The materials of helium and R22 are accelerated with significantly different shock speed
and the global shape is extremely distorted, corresponding to “fast-slow-fast-slow-fast”
shock wave, see Figs. 16(c) and 16(d). Several upstream-directed reflected shock waves
with different shock strength may generate at multiple places in either R22 shell or helium
bubble. These shocks will interact with each other and finally interact with the reflected
shock in Fig. 16(a), see Figs. 16(e) and 16(f). From t = 1.0×10−2 to t = 3.0×10−2, the
distributions of R22 and helium are successively spread to ambient air, leading to many
regions of intense mixing finally. The frequently generated small isolated R22 and helium
droplets are captured in our simulation, as shown in Figs. 16(e) and 16(f). This complex
shock system and medium inhomogeneities produce very irregular vortex structures due
to baroclinical mechanism [36] and Kelvin-Helmholtz instabilities, as shown in Figs. 17.
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Table 2: Initial conditions for 2D test cases.
Case V Case VI
Location* Post-shocked air Pre-shocked air Helium bubble R22 shell Post-shocked air Pre-shocked air Helium bubble Water column
χ 1 1 2 3 1 1 2 3
ρ 1.0 5.268 0.138 3.154 1.0 5.268 0.138 1000.0
p 1.0 41.83 1.0 1.0 1.0 41.83 1.0 1.0
u 5.752 0.0 0.0 0.0 5.752 0.0 0.0 0.0
γ ** 1.4 1.4 1.667 1.249 1.4 1.4 1.667 7.15
* See Fig. 15(a) for details.
** Tait’s EOS is used for water column and idea gas EOS is for other gaseous materials.
A multi-resolution representation in Fig. 16(b) confirms our mesh refinement criterion,
i.e., all blocks near the interfaces and shock structures are refined to the finest level,
`max = 7.
3.6. Shock wave interaction with an Helium bubble and a water column (VI)
In this case, a helium bubble is initially accelerated by a Mach 6.0 planar shock and
then impacts on a water column. This can be considered as a combination of shock-helium
interaction [37, 18, 38, 26] and shock-water interaction [26, 40, 43]. The complexity arises
when the shock-accelerated helium bubble impacts on water column. The computational
domain and initial conditions are detailed in Fig. 15(b) and Table. 2 while the boundary
conditions are same with Sec. 3.5. We refine 4×1 blocks at the coarsest level to `max = 6
to obtain an effective grid resolution of 4096× 1024 at the finest level.
We plot 4 density gradient fields in Fig. 18 at t = 1.0× 10−2, 1.2× 10−2, 1.5× 10−2
and 1.8× 10−2, with the helium colored by blue to track its deformation and distrituion
after impacting on the water column. Note that the bubble deformation, the transmitted
and reflected shocks, and the reflected rarefaction wave at t = 1.0 × 10−2 are in good
agreement with those in Ref. [26], see Fig. 18(a). The triple point, Mach stem and slip
line are observed at this moment. Then this deformed helium bubble moves downstream
and impacts on the water column at t = 1.2× 10−2. A transmitted shock and reflected
shock are generated at the helium-water interface. As the speed of sound in helium is
comparable with that in water, the transmitted shock in water and re-transmitted shock
in the ambient air forms a bow shock wave together. Due to high stiffness of water
column, the helium keeps closely touched to the water column, as shown in Fig. 18(b).
From t = 1.5×10−2 to t = 1.8×10−2, the two roll-up regions of helium propagate across
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the water column, while few material of helium resides along the upstream surface of
water column and small droplets are generated due to the obstacle effect of water column.
Meanwhile the shock refraction pattern develops extensively and is more complex than
those in previous literatures [41, 36].
4. Conclusion
The proposed conservative sharp-interface method employs the multi-region level-set
method, conservative finite volume method, interface interaction model and interface
scale separation model to overcome typical issues in numerical simulations of compress-
ible multi-material flows. In our numerical method, the advection of interface networks
are handled by a recently developed multi-region level-set method. The conservation is
strictly ensured by solving the discretized governing equation with multi-material-cell
treatments and using a simple conservation correction in each multi-material-cell. The
sharp interface property is achieved by an efficient reduced interface interaction model
to obtain the interface condition which serves to calculate the velocity of the interface
network and the exchange flux across different materials, instead of fully solving the Rie-
mann problem inside a multi-material-cell. In addition, the robustness is enhanced by
removing non-resolved interface scales with a multi-material interface scale separation
model. A range of test cases demonstrate that the proposed method is strictly conser-
vative, highly robust, flexible and efficient for simulations of compressible multi-material
flows. Although we only simulate 1D and 2D cases in this paper and the flows are
restricted to invisicd, we emphasize that this method is straightforward to implement
in three dimensions and have no difficulties in extending to viscous compressible flows
with source terms such as surface tension and gravity by modifying the exchange flux in
multi-material-cells.
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Figure 1: A schematic representations of volume fraction correction for a multi-material finite-volume
cell to maintain conservation: (a) without modification, (b) sub-cell reconstruction and (c) conservation
modification.
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Figure 2: Schematic of conservative discretization for a 3-material cell.
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Figure 3: Simple test cases for multi-material interface scale separation model: (a) A thin filament and
(b) a small droplet. The solid blue line and dashed red line indicate the interfaces before and after
applying the scale separation model. (c) and (d) show the level-set contours before and after applying
the scale separation model.
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Figure 4: The multi-resolution representation of 3-material compressible flows in 1D. (a) The compu-
tational domain is partitioned by 3 materials (a, b, c). Two interfaces Γab and Γac separate these
materials, and a shock wave occurs inside material a. (b) The circles indicate the non-existing blocks.
The black dots are the non-leaf blocks which have child blocks. The leaf blocks, colored by blue, red
and yellow are blocks containing single material a, b and c, respectively. (c) The final multi-resolution
representation shows the single-material block of material b is located at the coarsest level as no shock
wave or interface occur near it. The single-material block of material c is refined to ` = 2 because it
is close to the interface Γac. The single-material blocks of material a are either refined by interface or
shock wave. All multi-material blocks are refined to the finest level.
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Figure 5: There-material shock tube problem.
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Figure 6: Trajectories of the inner (blue lines) and outer (red lines) interfaces of the shell in 1D ICF
implosion problems.
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Figure 7: Parameter study of the ICF implosion problem: (a) different shell thickness and (b) different
γ2/γ1.
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Figure 8: Internal energy distributions at t = 0.2, 1.0, 2.0, 3.0, 4.0 and 5.0 for 2D compressible triple
point problem with ` = 5.
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Figure 9: Snapshots of density gradient at t = 0.2, 1.0, 3.0, 3.5, 4.0 and 5.0 for 2D compressible triple
point problem with ` = 5.
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Figure 10: Vorticity contours at 5.0 for 2D compressible triple point problem with ` = 5.
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Figure 11: Grid convergence tests for 2D compressible triple point problem. (a) The interface networks
at t = 5.0 with different finest levels, ` = 0, ` = 2 and ` = 4. (b) Convergence study of the interface
location at the lower (red lines) and upper (blue lines) boundaries with increasing ` from 0 (the second
resolution with ` = 0 is half of the first one) to 5. The coarsest resolution is obtained with ` = 0 and
the number of inner cells is 8 while in other simulations the number of inner cells is 16. (c) The pressure
profiles along x direction at y = 0.5 (red lines) and y = 2.5 (blue lines) with t being 4.0.
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Figure 12: Snapshots of density gradient before the stagnation time for 2D cylindrical ICF implosion
with a 5-mode perturbation.
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Figure 13: Snapshots of density gradient after the stagnation time for 2D cylindrical ICF implosion with
a high-mode perturbation.
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Figure 14: Snapshots of density gradient and vorticity at t = 0.22 and 0.27 for 2D cylindrical ICF
implosion with a high-mode perturbation.
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Figure 15: Computational domains for 2D compressible 3-material flows: (a) case V and (b) case VI.
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Figure 16: Density gradient fields and materials distribution of case V at (a) t = 5.0 × 10−3, (b)
t = 1.0 × 10−2, (c) t = 1.5 × 10−2, (d) t = 2.0 × 10−2, (e) t = 2.5 × 10−2 and (f) t = 3.0 × 10−2. A
multi-resolution representation is outlined at t = 1.0× 10−2.
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Figure 17: Vorticity contours of case V at (a) t = 2.0× 10−2 and (b) t = 3.0× 10−2.
40
Figure 18: Density gradient fields of case VI at (a) t = 1.0× 10−2, (b) t = 1.2× 10−2, (c) t = 1.5× 10−2
na (d) t = 1.8×10−2. The distribution of helium is colored by blue to capture its interaction with water
column (light gray).
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