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HIGHLIGHT SUMMARY
Initiating a continuing, comprehensive and coordinated transportation
planning process is a considerable task that faces small metropolitan areas
as their population reaches 50,000. These areas usually lack the techni-
cal know-how as well as the financial capabilities needed to use the bat-
tery of computer-oriented planning models more commonly used in larger
metropolitan areas. In most cases, such sophistication is not needed be-
cause the problems faced by smaller areas are different in nature and in
complexity from those in larger areas.
This study examined the small and medium sized urban areas (popula-
tion range: 50,000 to 250,000) of Indiana where full scale transporta-
tion studies have already been conducted, in an effort to make more ef-
ficient use of the information made available by these studies. This
study focused on trip generation (frequency) models and parameters and
examined the stability and transferability of these parameters between
small and medium sized urban areas at three levels of aggregation: area-
wide, zonal and household levels. A framework was thus provided for the
transferability of trip frequency parameters. Special emphasis was
placed on trip generation by category analysis.
Synthetic trip generation procedures aimed at eliminating the need
for costly home interview 0-D surveys were recommended.
XT
A methodology based on Bayesian statistics was suggested for up-
dating cross-classified household trip generation rates.
CHAPTER 1 : INTRODUCTION
Initiating a continuing, comprehensive and coordinated transporta-
tion planning process can represent a formidable task for small metro-
politan areas as their population reaches 50,000. This process usually
follows the pattern set by the larger metropolitan areas in the 1950's
(namely Detroit, San Juan and Chicago), with its high requirements in
terms of data collection (Origin - Destination Survey), technical com-
plexity and financial resources. However, the problems faced by the
smaller areas are usually different in nature, in magnitude and in con-
text from those in larger areas. Moreover, the changing emphasis in
Urban Transportation Planning (1) from long-range large system planning
to short-range improvements aimed at making better use of the existing
facilities, coupled with the public concern over environmental and
energy issues, have led to a reassessment of funding priorities, thus
placing serious financial constraints on the development of "classical"
full-scale comprehensive transportation studies. It is therefore im-
perative to develop and implement simplified alternative planning ap-
proaches which would greatly reduce the time and cost currently required
by the "classical" transportation planning process, thus saving precious
resources which can be redirected towards other short term and more
pressing concerns.
One approach to simplifying the transportation planning process
is to eliminate the need for a full scale Origin-Destination (OD)
survey which is by far the most costly, time consuming and time-
delaying element of the conventional process. This can be achieved
by reproducing the travel patterns in the urban area under study, based
on the socio-economic and physical characteristics of that area, using
parameters and relationships developed and calibrated in other areas
where comprehensive 00 surveys have been conducted. Such an approach
is referred to as Synthetic Travel Demand Modeling, whereby the infor-
mation traditionally obtained from the OD survey is fabricated or
synthesized through the use of parameters "borrowed" from "similar"
areas. However, questions arise as to which parameters and relation-
ships can be transferred, as well as to which areas can be used as a
source for such parameters.
This study focused on trip generation (frequency) models and
parameters and examined the stability and transferability of these
parameters between small and medium sized urban areas (population
range: 50,000-250,000) at three levels of aggregation: areawide, zonal
and household levels. The study was aimed at reducing the cost and
complexity of the conventional planning procedures by developing a
framework for transferring trip frequency parameters, thus eliminating
the need for conducting full scale travel surveys.
In anticipation of such savings for future transportation studies,
this research endeavour examined those small and medium urban areas of
Indiana where full scale transportation studies have already been con-
ducted, in an effort to make more efficient use of the information made
available by rhese studies. In line with the above general aims, this
study had the following primary objectives:
1. Compilation and interpretation of various travel characteristics
for the several small metropolitan areas in Indiana in which origin-
destination studies have been conducted.
2. Comparison of these travel characteristics and identification
of the other urban variables that explain these characteristics.
3. Detailed examination of trip generation parameters and models
for these areas at three levels of aggregation: areawide, zonal and
household; assessment of the stability and transferability of these
parameters for synthetic modeling applications.
4. Development of a generalized framework for the transferability
of trip frequency (generation) parameters and models.
Some of the secondary objectives achieved by this study include:
1. Development of a data base which could be used for the fol-
lowing purposes:
a. Cross-checking of the output of the planning process in a
given area by comparing it to available information from other
areas for the purpose of assessing its reasonableness (2).
b. Input for quick-estimation techniques ("Quick Response"
techniques) which might be needed for rapid evaluation of policy
al ternatives (3)
.
2. Determination of the number of levels needed within each vari-
able in the cross-classification trip generation technique for small
metropol itan areas
.
3. Development of a statistical procedure for periodic updating of
household trip generation rates.
Background and Scope of Study
The tools and techniques developed in the 1950's for large scale
metropolitan transportation planning have become more or less standard-
ized, and have been extensively used in a large number of urban areas.
These procedures and models are thoroughly documented in the literature,
and the necessary computer software is readily available from federal
government sources. The modeling task is usually carried out in four
stages: generation, distribution, mode split and traffic assignment.
Each stage generates the input needed for the next stage. These models,
in order to predict future travel, are usually calibrated so that they
replicate base year travel patterns, with the implied assumption that
the relationships thus established between travel and land use as well
as socioeconomic characteristics of the population are stable over time.
A vast amount of data is needed for this purpose; it is typically col-
lected through an Origin-Destination survey consisting of a Home
Interview Survey, Truck and Taxi Surveys as well as an External Cordon
Survey. The Home Interview Survey is the largest and most costly of
the three surveys, and its elimination is the target of most synthetic
modeling approaches.
This large scale four-step modeling system has been subject to
severe criticism in recent years. Some of this criticism has been
directed at the deficiencies of the overall modeling system and the
shear size at which they operate (4,5,6,7), other criticisms have ad-
dressed problems with specific models (8,9,10), while others have
questioned the basic behavioral assumptions underlying the whole model-
ing approach (11,12). Nevertheless, these models remain very widely
used, especially since professionals in the transportation planning area
have become familiar with them.
The major issue however concerns the relevance of this large scale
planning effort to the needs of small and medium metropolitan areas.
These are more concerned with transportation costs and traffic congestion
as opposed to the socio-economic and land use impacts which are of con-
cern to the larger areas (13). Smaller areas therefore show a greater
need for short-range Transportation System Management (TSM) type of plan-
ning, which would be of immediate benefit to the community, than for
long range area wide type of planning, the results of which would be
subject to a great deal of uncertainty. The appropriate level of effort
for transportation planning activities depends on the size of an area
and the complexity of its transportation problems. The Federal Highway
Administration, Office of Highway Planning (14), has emphasized the need
for "simplifying planning techniques, along with the scaling down of the
reliance on sophisticated and data intensive computer techniques. Sim-
plified approaches to planning will cut down on costs and time consumed
in updating and reappraising long range plans, while allowing more time
for focus on currently pressing demands such as TSM planning". It also
suggested the elimination of large-scale 0-D surveys and relying on
small sample surveys if at all necessary.
Along the same line, a question is raised (15, p. 18) as to "whether
this increased level of detail, complexity and cost is justidied by a
corresponding increase in the accuracy and validity of the models rela-
tive to what could be achieved by a more simplified approach".
The need for the simplification of the transportation planning pro-
cess in small urban areas is all too apparent. Various efforts have
been undertaken in this direction. Of special interest to this study
are those aimed at eliminating 0-D surveys by synthesizing travel
patterns based on information from other areas, especially for the
trip generation stage of the planning process. Grecco _et_ al_. (16)
investigated the current organizational and technical aspects of trans-
portation planning in small urban areas, and came up with recommenda-
tions about organizational improvements aimed at reducing the time and
cost of the planning process. He also examined the use of several
synthetic modeling approaches, such as the borrowing of zonal trip gen-
eration regression equations and of household trip rates developed in
other small urban areas. These results will be discussed in greater
detail when these particular techniques dre examined in later chapters.
Coomer and Corradino (17) demonstrated the use of a short cut anal-
ysis technique for trip generation by travel purpose on an areawide
basis in a small urban area. Total vehicle trips for the whole area
were synthesized based on a relationship developed between total vehicle
trips and area population based on observations from 14 other urban
areas.
An extensive research effort in areawide travel forecasting was
undertaken by Chan (18). He developed a classification scheme for all
urban areas based on population and urban structure, and developed
equations relating areawide trip frequency and areawide trip length to
areawide auto ownership and area population respectively. Separate
equations were developed for each urban area category.
The development and application of synthetic zonal trip generation
equations has been undertaken by various researchers (19,20,21). One
researcher. Bates (19), combined four sets of generation equations into
a single set of equations intended for use in the small urban areas of
Georgia. This set was used in a limited number of areas for validation
purposes, and the results, even though not totally convincing, were
judged as satisfactory for the level of accuracy needed for these areas.
Recent efforts (22,23,24) have examined the use of cross-
classification disaggregate models for generation analysis. This tech-
nique will be discussed in great detail in chapter six. Its use has
been strongly suggested for synthetic modeling applications, especially
in small urban areas (14). It consists of developing household trip
rates for each household socio-economic category. Since the household
is taken to be the basic unit of analysis, these models are behavioral
in nature and should therefore be transferable from one area to another.
Some evidence has been presented to that effect (24,25), while, on the
other hand, some doubts have been expressed concerning the validity of
this approach (15). The stability and transferability of household trip
rates between small and medium urban areas is one of the matters examined
in this study. No systematic and comprehensive treatment of the trans-
ferability of urban travel characteristics and especially trip fre-
quency (generation) parameters at all levels of aggregation has been
reported in the literature, and no criteria have been established to
guide such a time and cost saving transfer.
In contrast to the previous work done in this topic area, this
study has developed a framework for transferring travel frequency
parameters at three levels of aggregation: areawide, zonal and household.
This theoretical framework is supported by empirical evidence derived
from the comparison of parameters obtained from various study areas for
each of the relevant levels of aggregation.
The study areas used for this analysis consisted of the small and
medium sized metropolitan areas within the state of Indiana. The re-
sults of this study were intended for use in other urban areas within
Indiana which are expected to reach a population of 50,000 in the near
future. However, it is anticipated that the results and procedures are
directly applicable to other midwestern communities that fall into the
same size group. Moreover, because of the general nature of these re-
sults, their validity is by no means limited to the state or regional
level .
CHAPTER 2: GENERAL CHARACTERISTICS OF THE STUDY AREAS
This study was aimed at compiling information from those metro-
politan areas in the state of Indiana in which a detailed travel survey
has been conducted and a transportation study performed. The focus of
this study was small and medium sized areas with populations in the
range of 50,000 and 250,000. Moreover, areas that are part of larger
multi-state metropolitan areas were not included because of the inevit-
able special interaction within these regions which undoubtedly affects
the transportation characteristics of these areas in a manner that
might differentiate them from "typical" small or medium urban areas.
Three such areas were encountered in Indiana: Gary-Hammond-East Chicago;
Louisville; and Cincinnati. Indianapolis was the one other metropolitan
area that was not included. This area was excluded because its popula-
tion size exceeded the range examined in this study.
After the above eliminations, seven metropolitan areas remained.
These are: Anderson, Evansville, Fort Wayne, Lafayette, Muncie, South
Bend and Terre Haute. These Standard Metropolitan Statistical Areas
(SMSA), as defined for U.S. Census purposes, are shown in Figure 1.
SMSA's are taken by the Bureau of Census to comprise one or more
whole counties. However, parts of these counties might be largely
underdeveloped and might thus not have been included in the study area
for transportation planning purposes. For this reason, the boundaries
of the SMSA's and those of the corresponding transportation study areas
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do not necessarily coincide. The general characteristics of these areas,
as reported in the transportation study reports, are shown in Table 1.
Also reported is the year in which the 0-D survey was conducted.
The information needed for this research effort consisted of the
fol 1 owi ng :
- Transportation study reports or working papers generated by
the planning process. Each area had its own different set of
reports and working papers. One report in each set usually
consists of a summary of the 0-D data, and another report usually
deals with travel model development, both being of vital impor-
tance to this study.
- Zonal level data: number of trips for each purpose pro-
duced by and attracted to each zone as well as the socio-
economic and land use characteristics of each zone.
- Household level data, or the basic raw data obtained from
the 0-D survey. It usually consists of a set of trip records
(purpose, time of day, mode,.-, of each trip) and a set of
household socio-economic characteristics. This data was
needed in order to relate the number of trips made for each
purpose by each household sampled to the socio-economic
characteristics of that household, and thus develop cross-
classified trip rates. Due to the volume of this data, it
is usually stored on magnetic tape for computer processing.
One problem encountered, however, was that after the needed
information had been extracted, the raw data files were simply
deleted or purged by some of the study areas. This was es-















long time ago. This is really unfortunate because that raw data
is quite rich and would have been used for a variety of appli-
cations. However, such applications and analysis techniques
were probably not anticipated at the time. As a consequence,
such data was available for only two of the study areas:
Evansville and Lafayette.
All of the above information was obtained either directly from the
respective area planning commissions or through the Planning Division of
the Indiana State Highway Commission.
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CHAPTER 3: DISTRIBUTION OF TRIPS BY PURPOSE
Trips are usually stratified into three types in urban transporta-
tion planning studies. These are:
- Internal trips which are those with both ends within the study
area cordon line.
- Internal -External trips, with one end inside the study area and
the other outside the cordon.
- External-External or Through trips, with both ends outside
the study area cordon.
The numbers and percentages of vehicle trips of each type made on a
"typical" weekday are shown in Table 2. The percentages of each type
vary from one area to another, depending on the regional role of each
of the cities, and on its location with respect to intercity travel
corridors (for through trips). However, another important factor in
the percentage of trips of each type is the location of the cordon line
which delineates the boundaries of the study area. A certain number of
trips could be classified as either internal or external depending on
where the cordon line is drawn.
On the average, 82.2 percent of the vehicle trips are internal,
15.2 percent are external-internal and 2.6 percent are through trips.
These percentages are the (unweighted) averages of the respective per-
centages for each of the seven urban areas, as reproduced in Table 2.
15
Table 2 . Number and Percentage of Vehicle Trips






























































Percentages (82.2) (15.2) (2.5' (100.0)
^Numbers in parentheses are percentages
Internal trips are by far the most important (number-wise) among the
three types, and their forecasting constitutes the bulk of the trans-
portation planning process.
Internal trips for the base year have been traditionally obtained
by the home-interview survey, while external trips (both external-
internal and through trips) have been determined from the external cor-
don survey. As explained in the first chapter, the home interview
survey is the most costly and time consuming element of the Origin-
Destination survey. Moreover, in as much as the aim of this research
effort is to examine synthetic techniques which would minimize or elimi-
nate the need for the home interview survey, it essentially focuses on
internal trips; information on external trips would be available from
the external cordon survey which would still be conducted for a synthetic
urban transportation study. Internal trips will therefore be discussed
in greater detail, and the variation of their distribution by purpose
between urban areas as well as within urban areas will be examined in
the following sections.
Number and Definition of Trip Purposes
Transportation studies have usually stratified internal trips into
as many as seven purposes. In the interest of simplification, it is
recommended that fewer trip purposes be used in the demand modeling
process (14). For smaller urban areas, the following three trip pur-
poses are usually adequate: Home-Based Work (HBW), Home-Based Other
(HBO) and Non-Home Based (NHB).
Home-Based Work trips are those made between a person's residence
and his place of employment. Trips originating at home and ending at
17
work as well as those originating at work and ending at home are con-
sidered as HBW trips.
Home-Based Other trips dre those made between a person's residence
and any place different from his place of employment. These trips are
often further classified into these purposes: School, Personal Business,
Shopping, Social -Recreation , etc. For smaller areas however, aggrega-
tion into one category (HBO) has proven to be quite acceptable. As in
the case of HBW trips, either origin or destination should be the
traveller's home.
Non-Home Based trips are those which have neither trip end (neither
origin nor destination) at the traveller's residence. For smaller urban
areas where truck and taxi trips constitute a small percentage of the
internal trips, these trips are included in the NHB category, this is
a standard procedure used in most small area transportation studies.
These three purposes as defined above have been adopted for this
research and are used throughout this study.
Variation Between Areas
The distribution of internal vehicle trips by purpose for each of
the study areas is shown in Table 3. For those areas where more than
three purposes were used in the transportation study, the trips were
combined into the three categories described above.
Wilson and Kristoffersen (20) have shown that trip purpose dis-
tribution is independent of city size for smaller and medium sized
cities. In their study, three separate regression equations were de-
veloped relating the percentage of HBW, HBO and NHB trips respectively
to city population. As an example, the equation for percentage HBW
18
Table 3 . Distribution of Vehicle Trips by Purpose
City HBW .HBO . NHB* TOTAL
ANDERSON 47,105 145,958 97,139 290,202
(15.2) (50.3) (33.5) (100)
EVANSVILLE 74,586 188,285 189,923 452,794
(16.5) (41.6) (41.9) (100)
FORT WAYNE 90,203 146,990 150,029 387,222
(23.3) (38.0) (38.7) (100)
LAFAYETTE 44,337 154,067 97,306 295,710
(15.0) (52.1) (32.9) (100)
MUNCIE 38,591 159,017 90,641 288,249
(13.4) (55.2) (31.4) (100)
SOUTH BEND 79,572 208,452 241,896 530,020
(15.1) (39.3) (45.6) (100)
TERRE HAUTE 36,745 121.836 75,130 233,711
(15.7) (52.1) (32.2) (100)
*Including Truck trips
(Numbers in parentheses are percentages)




trips was: HBW {%) = 22.5 - 0.00001 x Population. The coeffi-
cient of the independent variable (population) in each equation was
tested for significance (using a 95" confidence interval based on
t-distri bution ) . These tests showed that this coefficient was not
significant for any of the purposes.
The validity of the inferences made above should be seriously
questioned. First of all, the regression model developed included only
one independent variable, population, without statistical or theoretical
proof that it was uncorrelated with other potential independent vari-
ables that could have significantly affected the dependent variable
(percentage of trips for each purpose). Thus the regression coefficient
of population would not reflect any inherent effect of this particular
independent variable on the dependent variable because its magnitude is
affected by the correlated independent variables not included in the
model (26, pp. 252, 346). Therefore, the conclusion that trip purpose
distribution is independent of size might not be justified. Moreover,
even it were, it would not necessarily imply that this distribution is
"identical" for all cities.
The hypothesis of the independence of the distribution of trips
among purposes from the various factors that differentiate cities is
tested in this section. The Chi-Square test is considered to be an
appropriate technique for this purpose. The appendix describes the de-
tails of this testing technique which will be used in various other
instances in this study. One of the reasons for using this technique
is that it does not place any requirements on the distribution from
which the observed variables are sampled. In addition, the Chi-Square
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test is suitable for use with categorical data such as that being
analyzed.
In order to use this test, the number of trips by purpose and by
urban area can be arranged in a contingency table, with "Urban Area" as
the row factor and "Purpose" as the column factor. Since there are
seven urban areas and three trip purposes, a 7 x 3 contingency table is
obtained, with 21 possible and mutually exclusive combinations or cells.
To each one of these cells corresponds An observed frequency (from the
sample), which in this case is the number of trips directly sampled in
that specific area for that specific purpose. This last point is very
important because it means that the actual number of trips obtained from
the 0-D survey (before expansion) should be used instead of the numbers
shown in Table 3 (which were expanded from the 0-D surveys) or of the
percentages also shown in that table. This is due to the fact that the
test statistic is sensitive to sample size since the test tries to assess
whether the differences observed for each of the urban areas could have
occurred merely as the result of sampling error. For this analysis,
unexpanded survey data was not available for all of the study areas,
neither was the sampling rate used for the survey. For full-scale 0-D
surveys, sampling rates are usually found to be in the range of 3-12.5
percent. A flat 10 percent sampling rate was assumed for all of the
study areas in order to develop the contingency table for the Chi-
Square test. Even though this assumption is not entirely correct be-
cause the sampling rate was different in each of the areas, it is quite
adequate for this test, as evidenced by the magnitude of the test
? 2
statistic (x^. . = 5596) vs. ( -.p „ „„r = 23.299) which is so large
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that any "refinements" in the values of the sampling rate will not
change the outcome of the test.
The contingency table as well as the test statistic calculations
are summarized in Table 4. The hypothesis of independence of trip
purpose distribution from "urban area" is rejected with 99.5/^ confidence.
The results of this test therefore demonstrate that the distribution by
purpose of internal vehicle trips is not the same for all the small
urban areas in Indiana.
Pairwise comparisons of each of the urban areas using Chi-Square
tests were also conducted. 2x3 contingency tables (2 urban areas and
3 purposes) were set up for each possible pair of study areas. Chi-
Square tests provided statistical evidence for the rejection of the
hypothesis that the trip distribution by purpose is identical in any two
of the urban areas studied. The only pair of urban areas for which this
hypothesis could have been accepted consisted of Lafayette and Terre
Haute. That particular contingency table as well as the value of the
test statistic are shown in Table 5. This Table reveals that the hy-
pothesis could be rejected with 95% confidence but not with 97.5%
confidence. In order to generalize the results of these comparisons,
the hypothesis is rejected for Lafayette and Terre Haute. For all the
other comparisons, the hypothesis is rejected with 99.5% confidence.
It should be noted that the Chi-Square test is "^ery sensitive to
small differences in the observed frequencies, especially for large
samples such as the one examined here. This can be seen in the Lafayette
and Terre Haute comparison. These two areas have only very slightly dif-
ferent percentages of trips for each purpose (cf. Table 3) yet the
22
Table 4 . Summary of Chi-Square Test -










































Table 5 . Chi-Square Test of Similarity of Distribution of
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hypothesis of identical distributions was rejected with 95% confidence.
Therefore, the results of these tests should not discourage synthetic
modeling efforts consisting of borrowing relationships and parameters
from "similar" areas. For one, no two urban areas are identical, and
the statistical evidence presented above was expected. Every urban area
has its own unique set of characteristics: form, structure, socio-
economic mix of its residents, economic base, activity systems, etc.
Moreover, synthetic modeling techniques for small urban areas do not
assume statistically identical cities, and are only intended as alterna-
tive planning tools offering sufficient reliability at a significantly
lower cost than those requiring full-scale 0-D surveys. However, these
tests do indicate that careful judgement should be used when borrowing
and transferring travel parameters and relationships. Thus, it is of
primary importance to understand what parameters can be transferred, at
what level (of aggregation) and under what circumstances; these are the
major questions addressed by this study as far as the frequency or
generation aspect of tripmaking is concerned.
Use of Statewide Averages
A major factor in the choice of analysis tool to aid in decision-
making is the issue addressed and the sensitivity of the anticipated
decision to the information generated by the analysis. This in turn
determines the degree of reliability and accuracy needed in the analysis
output. Considering the relatively large uncertainty accepted in trans-
portation studies due to the wery nature of the issues addressed (es-
pecially in the context of smaller urban areas where the decision con-
cerns the number of lanes of a certain facility), the trip purpose
24
distribution percentages obtained for the study areas shown in Table 3
could be qui te useful .
A "typical" trip purpose distribution can be obtained by averaging
the percentages of each purpose for all the study areas. Since only
approximate descriptive values are desired, simple unweighted averages




These average percentages could be used for developing gross
estimates, or "macro-estimates" (2) which can be used as reasonableness
cross checks on areawide totals, or as approximations in rough first cut
evaluations by decision makers and administrators. This average dis-
tribution could also be used as an initial assumption (to be adjusted
later in the process) in a synthetic modeling effort (27).
Distribution of Person Trips by Purpose
All of the above numbers and percentages are for vehicle trips.
Most of the transportation studies considered only vehicle trips due to
the very low and almost insignificant percentage of transit trips in the
small urban areas of Indiana. No testing will therefore by made for
person trips, especially since appropriate data is not available for
some of the study areas. However, figures for person trips will be
shown when available in order to convey a clearer picture of the travel
patterns in the study areas. The distribution of person trips by pur-
pose for some of the study areas is shown in Table 6. The
comparison
of this Table with Table 3 (vehicle trips) shows that the percentage
of
25
Table 6. Distribution of Person Trips by Purpose
Purpose

































Unweighted Average Percentages: HBW : 14.2?^
HBO : 59.1?^
NHB : 25.7%
(Numbers in brackets are percentages)
HBO person trips is consistently higher than that of HBO vehicle trips,
while the percentages of total person trips for the other two purposes
are lower than the corresponding percentages of vehicle trips. This is
a reflection of the fact that auto occupancies for HBO trips are higher
than those for the other two purposes (28). Overall, the same variation
of the trip purpose distribution between the study areas for vehicle trips
is observed for person trips.
Variation Within Urban Areas
In order to understand some of the factors behind the variation of
the trip purpose distribution between urban areas, this distribution
was investigated within urban areas. A disaggregate level of analysis
was adopted for this purpose, and trips made by individual households
were considered. Separate trip purpose distribution models were de-
veloped for each socio-economic household category, and a statistical
26
test of the independence of the distribution of trips by purpose for
households and the socio-economic characteristics of these households was
conducted
.
In order to perform the above test, disaggregate household data
was needed. 0-D surveys would commonly provide such data. For this
study, a good set of raw 0-0 data collected in Evansville was available,
and was therefore used for this analysis. This data was processed to
yield the number of vehicle trips for each purpose made by the members
of each household surveyed. Valid information was available for 5507
such households.
The next step was to group trips made by households on the basis of
the socio-economic characteristics of the households. Auto ownership
was used as an indicator of these characteristics as suggested in the
literature (22), especially since it is highly correlated with trips
made by households as well as with household income (8). Moreover, its
ease of forecasting makes it a \jery desirable socio-economic variable
for travel demand analysis. Auto ownership information was readily
available from the 0-D survey for each of the households sampled.
Households were therefore stratified by auto ownership category.
Four categories were formed. The number of households in each of these
categories was as follows:




3 or more 397
Total: 5507
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Survey trips for each purpose were accumulated within each auto
ownership group. This was done using the BREAKDOWN procedure of the
SPSS (Statistical Package for the Social Sciences) package available at
Purdue University's computing facilities. The number of trips thus ob-
tained for each purpose and car ownership level (category) was then used
to compute the percentage distribution of trips by purpose for households
within each auto ownership group. These percentages are shown in Table
7. This distribution is also plotted in Figure 2.
In order to test the hypothesis that the distribution by purpose of
trips made by households was independent of the socio-economic charac-
teristics of households (as reflected in the auto ownership status), a
Chi-Square test similar to the one described earlier was used. General
computational details are shown in the Appendix. A 4 x 3 contingency
table was developed with "Auto Ownership" as the row factor and
"Purpose" as the column factor. The frequencies observed for each com-
bination of factor levels consisted of the number of surveyed trips for
each purpose within each household car ownership group. The contingency
table as well as the Chi-Square test for independence are summarized in
Table 8. As shown in that table, test results led to the rejection of
the independence hypothesis with 99.5% confidence. Therefore, the dis-
tribution of vehicle trips by purpose turned out to be significantly dif-
ferent between auto ownership groups. Auto ownership in this case was
used only as a descriptive measure of socio-economic status and not as
an exclusive factor explaining the split of trips by purpose. For pre-
dictive purposes, finer stratifications would lead to more accurate re-
sults. However, the main concern at this stage is to show the varia-













Sdiyi "iviOi JO iN3oa3d
29
Table 7 . Distribution of Household Vehicle Trips by










1 23.5 49.9 26.6
2 25.2 44.1 30.7
3+ 25.0 44.1 30.9
Table 8 . Contingency Table and Summary of Chi-Square Test of
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the households, and to relate this variation to the "between urban areas"
variation as explained in the next section.
In as much as the trip distribution by purpose is significantly
different for each socio-economic group, it would appear reasonable to
assume that the overall (areawide) trip distribution by purpose in two
different urban areas would be the same, if the socio-economic mix
(distribution of households among socio-economic groups) in these areas
were similar. This implies that "borrowing" areawide percentages without
first comparing the socio-economic mix of the two areas (source and
"borrower") could lead to erroneous results. For synthetic applica-
tions, borrowing and transferring separate relationships for each socio-
economic group is always preferred. Even then, a great deal of care
ought to be exercised since a great deal of variability is bound to
exist within each socio-economic group, in addition to the fact that
the socio-economic indicator(s) used might not capture all of the
causative effects
.
The appropriate level of aggregation at which parameters and models
could be transferred will be thoroughly investigated and described in
greater detail in later chapters where a comparative refined analysis
of trip frequency and its forecasting techniques will be discussed.
In the specific case of trip purpose distribution models strati-
fied by socio-economic categories, it was suggested that these
could be transferred to areas of "similar character and size"(22). For
small urban areas transportation planning, synthetic applications using
the models developed above could probably provide sufficient reliabil-
ity. However, it is felt that this synthetic technique is not the
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most appropriate one for detailed studies, considering the fact that
only one socio-economic variable (auto-ownership) has been used.
Therefore, no strong case is made for the "universal" transferability
of these models. However, they would give better reliability than
areawide aggregate purpose distributions. Later chapters will present
alternative approaches which are more appropriate for synthetic de-
tailed forecasting activities.
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CHAPTER 4: AREAWIDE TRIP FREQUENCY
This chapter deals with trip frequency or generation at the area-
wide level of analysis. It shows various descriptive indices for each
of the Indiana study areas and compares them to nationwide data. It
also identifies some of the factors underlying areawide travel fre-
quency and presents a comparative examination of some of these factors
for each of the study areas. Implications for transferability and
synthetic applications are also discussed.
In order to place matters into the proper perspective, a definition
of the term "areawide" as used in this context is necessary. "Areawide"
describes the geographic unit of analysis which in this case is the
totality of the urban area for which a transportation study is being
conducted. It implies that the representative measures adequately re-
flect the whole urban area, and that the results anticipated are figures
for the whole area. Moreover, these areawide frequency measures are to
be deduced based on aggregate areawide characteristics of the urban area,
This is the highest level of aggregation considered in this study. This
level is therefore "areawide" in two respects:
- Trip frequency responses are considered for the whole urban
area.
- These measures are "predicted" or assumed based on areawide
characteristics of the urban area. In other words, models for
the prediction of areawide trip frequency responses could be
calibrated using areawide independent variables.
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The following rates dre the most commonly used descriptive meas-
ures of trip frequency:
- Average number of trips per household (per day), which can be
obtained by dividing the total number of trips by the total number
of households in the study area.
- Average number of trips per person (per day), which is obtained
by dividing the aggregated number of trips for the area by the
total population.
The above two rates reflect the trip making activity of a "typical"
household and of a "typical" person respectively in the study area. An-
other rate which is sometimes used is the "average number of trips per
automobile" .
Table 9 shows the average vehicle trip rate per household for each
purpose for each of the study areas. This rate is for internal vehicle
trips only. Also shown in Table 9 are "typical" rates obtained from
national data (28, p. 34). These rates exhibit a fairly wide range of
variation between the study areas, with the largest range occurring for
HBO trips (2.27 trips per household in Fort Wayne to 5.18 trips per
household in Lafayette). The rate for all trip purposes is lowest in
Terre Haute (5.64) and highest in Lafayette (9.94). The "mean" rates
for all seven study areas are also shown in Table 9.
The average internal vehicle trip rate per person (or per capita)
for each purpose is shown in Table 10 for each of the study areas.
Mean rates are also shown. The variation of per capita rates between
the study areas is not identical to that of the household trip rates
considering that the average number of persons per household (reported
in Table 1) is not the same for all the areas. Per capita rates exhibit
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Table 9 . Areawide Internal Vehicle Trip Rates
Daily Trips Per Household
URBAN AREA HBW HBO NHB* ALL
ANDERSON 1.58 4.90 3.26 9.74
EVANSVILLE 1 .23 3.11 3.14 7.48
FORT WAYNE 1.39 2.27 2.32 5.98
LAFAYETTE 1.49 5.18 3.27 9.94
MUNCIE 1 .17 4.83 2.92 8.92
SOUTH BEND 1.15 3.02 3.50 7.67
TERRE HAUTE 0.89 2.94 1.81 5.64
;Unweighted)AVERAGE 1.27 3.75 2.89 7.91
Typical Rates'
Urban Area
Popul ation HBW HBO NHB ALL
50,000-100,000 1 .68 4.44 2.06*** 8.18
100,000-250,000 2.24 4.63 2.25*** 9.12
* Includes truck trips
** Adapted from Reference 28, p. 34. These "typical" rates are for
the sum of Internal and External trips made by area residents.
***Does not include truck trips
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URBAN AREA HBVi HBO NHB*
ANDERSON 0.52 1.62 1 .08
EVANSVILLE 0.42 1.07 1 .08
FORT WAYNE 0.44 0.72 0.74
LAFAYETTE 0.44 1 .52 0.96
MUNCIE 0.39 1.59 0.91
SOUTH BEND 0.36 0.95 1 .11
TERRE HAUTE 0.36 1.19 0.73
Table 10 . Areawide Internal Vehicle Trip Rates:









(Unweighted)Average 0.42 1.24 0.94 2.50
^includes truck trips
a relatively narrower range of variation between the study areas. Fort
Wayne has the lowest trip rate (all purposes) while Anderson has the
highest (1.90 and 3.22, respectively). It has to be kept in mind, how-
ever, that the data for Fort Wayne was collected in 1961 which is much
earlier than the surveys conducted in the other study areas.
Table 11 shows the average internal vehicle trip rate for each pur-
pose per automobile owned by the residents of each of the study areas,
as well as mean rates for the seven study areas. This rate exhibits
somewhat less variability between study areas than the two described
above. The highest all-purposes rate per vehicle is in Anderson (7.55)
while the lowest is in Fort Wayne (5.15).
The average household trip rates are presented in Table 12 for
internal person trips as opposed to vehicle trips for some of the study
areas. The "typical" rates (28, p. 34) also shown are for internal trips




Areawi de In ternal Ve^licl e Trip Rates:
Daily Tri PS Per Automobi le
URBAN AREA HBW HBO NHB* ALL
ANDERSON 1 .22 3.80 2.53 7.55
EVANSVILLE 0.95 2.39 2.41 5.75
FORT WAYNE 1 .20 1.96 2.0 5.16
LAFAYETTE 0.97 3.36 2.12 6.45
MUNCIE 0.97 4.00 2.28 7.25
SOUTH BEND 0.92 2.41 2.80 6.13
TERRE HAUTE 0.89 2.94 1 .82 5.65
(Unweighted)AVERAGE 1.02 2.98 2.28 6.28
*includes truck trips
Table 12 . Areawide Internal Person Trip Rates:
Daily Trips Per Household
URBAN AREA HBW HBO NHB* ALL
ANDERSON 1 .90 8.35 2.93 13.18
EVANSVILLE 1 .57 5.60 2.81 9.98
MUNCIE 1 .47 8.34 3.14 12.95
SOUTH BEND 1 .49 5.13 3.16 9.78
(Unweighted)AVERAGE 1.61 6.86 3.01 11.47
Typical Rates **
URBAN AREA
POPULATION HBW HBO NHB ALL
50,000 - 100,000 2.24 8.54 3.22 14.00
100,000 - 250,000 2.80 7.98 3.22 14.00
* Does not include truck trips.
**Adapted from Reference 28, p. 34. These "typical" rates are for the
sum of Internal and External trips made by area residents.
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the others. However, the order of magnitude is the same. NHB rates
exhibit the least variability between the study areas and compare '^ery
well with the "typical rates". Per capita person trip rates, shown in
Table 13, follow the same trend as household trip rates. NHB trip rates
are strikingly stable over the different study areas. Most of the over-
all variability is due to the variability in HBO trips which average
2.22 trips per person for the study areas. The number of total trips
per person for the study areas, 3.73, is higher than the national fig-
ures. A "reasonable" range for this rate has been reported to be 2.5 to
3.0 trips per person per day, of which approximately 0.6 to 0.7 trips
per person per day are for work ( 2 ). HBW trip rates for most of
the study areas are somewhat less than the lower limit of this range,
with the exception of Anderson's (0.63). These ranges are, however,
based on data collected in larger cities.
Table 14 contains the areawide number of internal person trips per
automobile. The same trends observed earlier are still present for this
parameter (stable NHB rates and fluctuating HBO rates). Anderson still
has the highest overall rate (10.15), which is quite higher than the
national "typical" rate of about 7 trips per car. Again the reader is
reminded that these "typical" rates are derived from figures based on
data from essentially larger cities (2).
The above detailed comparison of areawide trip rates leads to the
conclusion that these rates do \/ary between urban areas, despite the
similarity exhibited by some of them (especially Anderson and Muncie).
This variability is to be expected, considering that areawide travel de-
mand reflects various urban area characteristics which are most likely
different between the study areas.
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Tabi e 13 . Areawide Internal Person Trip Rates:
Daily Trips Per Capita
URBAN AREA HBW HBO NHB* AL_L
ANDERSON 0.63 2.76 0.97 4.36
EVANSVILLE 0.54 1.93 0.97 3.44
MUNCIE 0.45 2.58 0.97 4.01
SOUTH BEND 0.47 1.62 1 .00 3.09
(Unweighted)AVERAGE 0.53 2.22 0.98 3.73
*Does not include truck trips
Table 14 . Areawide Internal Person Trip Rates:
Daily Trips Per Automobile
URBAN AREA HBW H^O NHB* ALL
ANDERSON 1.46 ^.43 2.26 10.15
EVANSVILLE 1.21 4.31 2.16 7.68
MUNCIE 1.15 6.5 2.45 10.10
SOUTH BEND 1 .19 4.10 2.53 7.82
(Unweighted)AVERAGE 1.25 5.34 2.35 8.94
*Does not include truck trips
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Factors Affecting Areawide Travel Frequency
The major determinants of urban travel demand are:
1) Urban Form, which has many dimensions, namely (29):
- Shape of the urban area, which was examined in several studies
essentially concerned with the transportation requirements for
each of the shapes (30,31).
-Spatial distribution of the various land uses in the urban
area, in terms of their location and intensity. Studies have
been undertaken in order to identify the travel requirements
associated with various existing and hypothetical schemes for
clustering residences, work and shopping locations and the
various land uses (31,32,33).
~ Urban area size, which was found to significantly affect urban
auto trip demand (as measured by household trip frequency), with
this demand being higher in smaller urban areas than in larger
ones (29).
- Transportation network layout and characteristics.
2) Social and economic characteristics of the residents. Extensive
empirical evidence has been presented to demonstrate the dependence of
household tripmaking (and especially trip frequency) and the socio-
economic characteristics of the household, especially auto ownership and
household size (34). In as much as areawide travel is an aggregation of
individual household travel, those characteristics affect areawide trip
frequency rates. However, it is not necessarily true that these rates
are a function of aggregate socio-economic variables (such as average
auto ownership and average household size) for the whole area, since
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these might not be truly representative of the distribution of these
variables among the individual households. Chan (18), in an effort to
relate areawide trip rates to areawide socio-economic variables, indeed
found that while "average auto ownership per dwelling unit" (over the
whole study area) showed the highest significant correlation with the
trip rates, the "average number of persons per household" did not show
significant correlation with the trip rates on an areawide basis (even
though it is highly significant at the household level).
Synthetic Forecasting of Areawide Travel Frequency
The variation of areawide travel demand between urban areas there-
fore reflects the difference in the elements described above between
these areas. Hence, synthetic derivation of areawide aggregate trip
rates has to take these factors into account. A procedure for fore-
casting the average number of person trips per household (per day) for
urban areas was developed by Chan (18). It consists of separate re-
gression equations for each category of urban areas. These categories
define a classification scheme based on the following factors:
- size of the urban area (In terms of population), for which two
levels were defined: less than 800,000 and greater than 800,000.
- urban structure, which describes the spatial distribution of
activities. Two states were used for this factor: core-
concentrated and multi-nucleated.
This classification scheme should account for differences in urban
form, including the characteristics of the transportation supply net-
work. The regression equation for each category predicts household
person trip frequency rate as a function of average household auto
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ownership. The proposed classification scheme as well as the equations
are shown in Table 15. Along with each equation is also shown the num-
ber of observations used to calibrate the equation as well as the coef-
ficient of determination R (measure of the goodness of fit of the re-
gression equation; ranges between and 1; the closer to 1 the better).
Three categories were eventually determined: Large and Core-
Concentrated, Large and flul ti-Nucleated, and Small (and Medium). This
last category reflects the fact that for urban areas with population
between 50,000 and 800,000, urban structure is not a differentiating
factor when predicting areawide trip frequency rates. This result pro-
vides yet another argument in favor of simplified synthetic techniques
for transportation planning in small and medium urban areas, since
urban form does not seem to be a significantly di fferenciating factor
between these areas as far as trip frequency is concerned. This is
especially true for the study areas of Indiana (and the flidwest in
general) where no major urban form differences exist between these
areas.
The equation developed by Chan for this group of urban areas is:
Average Number of Person Trips/Household = 1.252 + 6.591 x (Average
Auto Ownership/Household)
This equation is based on 81 observations and has a coefficient of
determination (R ) of 0.412.
Table 16 shows a comparison between the household person trip
frequency rates observed in several of the study areas and those pre-
dicted using the above equation. Overall, the predicted values pro-
vided a good approximation of the observed values. However, one in-
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Table 16 . Comparison of Areawide Household Person Trip
Frequency Rates; Predicted vs. Observed
Equation used for prediction (Ref. 13)
Avg. Household Person Trip Frequency Rate =
1.262 + 6.591 X (Avg. Auto Ownership/Household)
Av g. Auto Predicted Observed




EVANSVILLE 1.30 9.83 9.98
MUNCIE 1.52 11.28 12.95
SOUTH BEND 1.25 9.5 9.78
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Evansville have the same average auto ownership per household yet their
average household person trip frequency rates are quite different.
2
Therefore, as anticipated from the low R value, extremely accurate pre-
dictions should not be expected from this equation. Chan's equation
does provide a reasonable approximation of the trip rates. However, a
comparable trip rate could also be obtained from using results from other
areas or general "guidelines". Moreover, any areawide aggregate regres-
sion model is likely to suffer averaging biases, in as much as the
"average auto ownership per household" might not be a good representa-
tive of the distribution of the auto ownerships for each individual
household in the urban area. This distribution is investigated in the
next section.
Comparative Analysis of the Household Auto Ownership Distribution
The information needed for this analysis was not available from the
transportation studies for all the study areas. However, the U.S.
Census reports the number of households in each auto ownership category
for all Standard Metropolitan Statistical Areas (SMSA's). Even though
the boundaries of the SMSA's and those delimiting the area included in
the transportation study (cordon area) do not necessarily coincide (as
explained in Chapter 2), it is felt that using census data for the
whole SMSA serves the needs of this particular analysis.
The distribution of households among auto ownership categories in
the SMSA corresponding to each of the study areas as obtained from 1970
Census data is shown in Table 17. Four auto ownership levels (cate-
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In order to test whether this distribution is independent of the
urban area (i.e., similar for all areas), a Chi-Square test similar to
the one used in the previous chapter and described in the Appendix can be
used. A 7 X 4 contingency table can be developed with "Urban Area" as
the row factor (7 different levels) and "Auto Ownership" as the column
factor (4 different levels). The frequencies observed for each com-
bination of factor levels consist of the number of households in each
auto ownership group in each of the urban areas, as observed in the
original census sample survey. In other words, the frequencies used for
testing purposes should not be the numbers reported in Table 17 because
these have been expanded by the Bureau of Census from the raw sample
survey data to characterize all the households in the SMSA. The ex-
pansion factor is a function of the sampling rate used for the survey,
which in this case is 20 percent. Therefore, the frequencies entered
in the contingency table can be obtained by calculating 20 percent of
the corresponding numbers shown in Table 17.
The contingency table and the corresponding Chi-Square test are
summarized in Table 13. This table shows that the hypothesis of in-
dependence between household distribution by auto ownership and "urban
area" is rejected with 99.5 percent confidence. Since the differences
in the distribution of auto ownership between urban areas cannot be
attributed to sampling error alone, it is concluded that the distribu-
tion of households among auto ownership classes is not the same for all
these urban areas.
The above test is a global test of independence for all the urban
areas taken together. It does not exclude similarity between pairs or
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Table 18 . Summary of Chi-Square Test for Household
Distribution by Auto Ownership.
Auto Ownership
Urban Area 1 2 3
+
970 4,722 2,733 413
2,340 7,168 4,710 753
1,896 8,188 5,996 1 ,064
720 3,598 1 ,809 327
904 4,076 2,497 408
2,123 8,926 5,313 973








H : household distribution by auto ownership is independent
of the urban area
H, : household distribution by auto ownership is different in
each of the urban areas.
a = 0.005 d.f. = 18
Test Statistic X^ , ^ = 685.63
data
X^io n nnc = 37.156 < X^, .18,0.005 data
Conclusion: Reject H .
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groups of urban areas. For this reason, a finer analysis was under-
taken. It consisted of pairwise comparisons of these urban areas.
Chi-Square tests on 2 x 4 contingency tables (2 urban areas and 4 levels
of auto ownership) were run. These are summarized in Table 19.
The hypothesis tested was that household distribution by auto
ownership was similar in the areas compared, or, in statistical terms,
that the two samples could have come from the same population. This
hypothesis was rejected for 19 out of the 21 comparisons with 99.5
percent confidence. It was also rejected for one other comparison with
90 percent confidence (Comparison of Muncie and South Bend). It was
accepted in one case only: comparison of Anderson and Muncie.
The decision to reject the hypothesis in the test of similarity
between Muncie and South Bend was made after very careful evaluation.
The problem amounted to deciding on the acceptable risk of making a
Type I error (rejecting the hypothesis when it is actually true). In
this comparison, while it was not possible to reject the hypothesis
with 95 percent confidence, it was possible to reject it with 90 percent
confidence. Judgement had to be exercised in this decision because it
was not clear cut like most of the others. This judgement was based
on a careful evaluation of the context in which the Chi-Square test
was applied. Since the auto-ownership data was derived from census
data relative to the whole SMSA's, the results of the test would apply
to the SMSA's being compared. However, while the unit of analysis in
this study being the urban area as defined for the transportation plan-
ning studies, it was felt that the results obtained by comparing SMSA's
would hold for the transportation study areas as well. Moreover, it
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Table 19 . Summary of Chi-Square Tests for Pairwise Comparisons of
Household Distribution by Auto Ownership
Urban Areas Compared
Anderson & Evansville
Anderson & Fort Wayne
Anderson & Lafayette
Anderson & Muncie
Anderson & South Bend
Anderson & Terre Haute
Evansville & Fort Wayne
Evansville & Lafayette
Evansvil le & Muncie
Evansville & South Bend
Evansville & Terre Haute
Fort Wayne & Lafayette
Fort Wayne & Muncie
Fort Wayne & South Bend
Fort Wayne & Terre Haute
Lafayette & Muncie
Lafayette & South Bend
Lafayette & Terre Haute
Muncie & South Bend
Muncie & Terre Haute
















































































































H : Household Distribution by Auto Ownership is independent of
the urban area, i.e., it is similar in the areas compared.
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was noticed that the cordon area for the South Bend transportaton study
was considerably smaller than the corresponding SMSA, the fact that
called for even more precaution. Rejecting the hypothesis was consid-
ered to the "safe" and conservative decision, especially since the
hypothesis was rejected in most of the other tests. In addition, con-
sidering that Anderson and Muncie were shown to be similar, it would
have been intuitively (even though not formally and statistically) ex-
pected that Anderson and South Bend would be similar if Muncie and
South Bend were similar. However, the Anderson and South Bend compari-
son led to the rejection of the hypothesis of similarity. Hence, and
for all of the above considerations, the decision was to reject the
hypothesis of the similarity of the household auto ownership distribu-
tion in Muncie and South Bend.
The above tests lead to the conclusion that only two of the urban
areas, Anderson and Muncie, have similar household distributions by
auto ownership. All the others are different with respect to each
other. The implications of these results on trip frequency transfera-
bility will be discussed in the next section.
Implications for Trip Frequency Transferability and
Synthetic Applications
The socio-economic similarity between Anderson and Muncie is also
reflected in the areawide trip frequency rates obtained from these two
urban areas. As shown in Table 9, the areawide average household
vehicle trip rates are 9.74 and 8.92 for Anderson and Muncie, respec-
tively. Moreover, as shown in Table 12. the areawide average household
person trip rates are 13.18 and 12.95 for Anderson and Muncie
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respectively. Both vehicle and person trip rates are similar for the
two urban areas.
Areawide household trip frequency parameters therefore depend on
the socio-economic mix of the households in the urban area under study.
Thus, in order to transfer aggregate areawide parameters from one urban
area to another, care must be taken to thoroughly compare the socio-
economic characteristics of the households and residents of those two
areas. In most cases, these characteristics would be different between
one area and another, at least from a strict statistical standpoint.
This raises the issue discussed in earlier chapters concerning the
trade off between the accuracy of the analysis tools and modeling tech-
niques used in the planning process on one hand and the cost of such
accuracy and sophistication on the other hand.
For gross areawide estimations, transferring aggregate trip
frequency parameters between urban areas is certainly feasible, es-
pecially if the socio-economic characteristics of these areas are judged
to be roughly similar (without going through detailed statistical analy-
sis). However, more accurate areawide predictions would require more
detailed and careful comparison of the socio-economic characteristics
of the areas from and to which parameters are being transferred. More
detailed analysis and forecasting at a finer level of aggregation would
most definitely not rely on borrowed aggregate areawide travel fre-
quency parameters but should try to borrow parameters developed at a
finer level of aggregation, such as the traffic zone or the individual
household. Trip frequency at these finer levels of aggregation is
examined in the following chapters.
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A final note must be made about the fact that auto ownership has
been used in the tests conducted in this chapter only as an indicator of
socio-economic characteristics. This does not mean that it is the only
important factor in determining areawide travel frequency. The finer
the categorization of the households by various socio-economic charac-
teristics in urban areas, the more accurate is the comparison between
these areas, and the more reliable are results obtained using borrowed
parameters .
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CHAPTER 5: TRIP GENERATION ANALYSIS AT THE ZONAL LEVEL
Most transportation studies use the zone as the basic geographic
unit of analysis. Multiple regression techniques are generally used to
relate internal zonal trips (or average zonal trip rates) to the zonal
socio-economic and land use characteristics. Zonal trip generation re-
gression analysis is a standard and \jery familiar technique which will
not be discussed in this chapter. Only a brief summary of this technique
will be presented, in order to clarify some of the terminology used
throughout this chapter. Regression equations developed in each of the
study areas will be presented, and their transferability will be investi-
gated through their predictive ability in areas other than the ones
where they were developed. These equations will be critically evaluated
and recommendations for synthetic modeling applications will be made.
Regression Technique
The use of linear regression for trip generation analysis is very
thoroughly documented in the literature. The statistical aspect of the
regression technique is discussed in many standard textbooks on the sub-
ject, such as references 26 and 35. Specific applications to trip gen-
eration can be found in most textbooks on transportation planning models
(e.g., References 35, 37 and 38) as well as various other documents,
such as Reference 39.
The object of the linear regression technique is to relate quanti-
tatively zonal productions and attractions (dependent variables) to the
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zonal socio-economic and land use characteristics (independent varia-
bles). Linear regression equations usually having the following form:
Y = a^, + a,X, + a-,X„ + . . . + a X11 2 2 n n
where
Y = dependent variable, which is the number (or rate)
of trips produced or attracted in a zone.
a^^ = a constant
X,,X„,...,X = set of independent variables: zonal socio-economic
and land use characteristics
a-, ,a^, . . . ,a - coefficients of the independent variables.
I ^ n
Calibration of the regression equations at the zonal level requires
a set of observations which consists of the values for both the de-
pendent and the independent variables for each of the zones of an urban
area. The coefficients ap,,aT,...,a are thus determined to best fit
u I n
these observations.
Review of Past Synthetic Efforts Using Zonal Regression Equations
A feeling exists among many planners that zonal regression equations
developed in a certain area could be transferred and used to model travel
in a different area, especially in the case of small urban areas (16,19,
20,40). Equations based on pooled data have also been developed specif-
ically for synthesizing travel patterns in small urban areas (19,40). A
summary of these efforts is presented hereafter.
The Georgia State Department of Highways has developed a set of
trip generation equations for zonal productions and attractions based
on equations developed in four urban areas with populations in the range
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of 13,000 to 50,000 (19). These equations are:
Producti ons
Home Based Work: 8 + 1 .2 x (Autos)
Home Based Other: 18 + 2.7 x (Autos)
Non-Home Based: 67 + 0.1 x (Dwelling Units) + 0.1 x (Autos)
+ 0.5 X (Employment) + 0.1 x (School
Enrollment)
Total Internal Productions: 164 + 4.2 x (Autos) + 0.4 x
(Employment)
Attractions
Home Based Work: 54 + 0.9 x (Employment)
Home Based Other: 206 + 0.3 x (Dwelling Units) + 0.6 x
(Employment) + 0.3 x (School Enrollment)
Non-Home Based: 67 + 0.5 x (Dwelling Units) + 0.4 x
(Employment)
Total Attractions: 221 + 2.3 x (Autos) + 2.3 x (Employment).
These equations were evaluated in four other urban areas of the
same size group in Georgia, and the tests led to their acceptance for
use to synthesize travel for transportation studies in small urban
areas. It was also noted that since attraction equations were less re-
liable than those for productions, the standard practice of "balancing"
attractions to productions should be maintained for studies based on
those equati ons .
The Kentucky Highway Department also has developed a set of syn-
thetic trip generation equations (40). These are based on areawide trip
frequency rates, areawide purpose distribution of trips, and the zonal
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share of areawide totals of socio-economic and land use characteristics.
These equations are:
Productions
Home Based Work: 0.40 x (zonal population)
Home Based Other: 0.96 x (zonal population)
Non-Home Based: 0.54 x (total population) x
, zonal employment ^
Hotal employment
Attractions
Home Based Work: 0.40 x (total population) x
, zonal employment .,
total employment
Home Based Other: 0.96 x (total population) x
/ Zonal non-industrial employment x
total non-industrial employment"^
Non-Home Based: 0.54 x (total population) x
/ Zonal emp1oyment ^
total employment'
This set of equations has the advantage of using only a few in-
dependent variables, which reduces data collection and forecasting re-
quirements.
The equations from Kentucky and Georgia as well as another set of
equations developed in a particular urban area were comparatively test-
ed for their ability to synthesize travel in three small urban areas in
Tennessee (16). Two types of comparisons were made:
- synthesized productions and attractions were compared to those
observed in the 0-0 survey previously collected in the test areas.
- assigned link volumes obtained after distributing the synthetical




It was concluded from these tests that a great deal of variation
occurred between the results obtained using the various synthetic models.
Elaborate verification checks were recommended if synthetic equations
were to be used. The importance of accurate control totals was also
stressed. As to the "best" set of synthetic equations among those
tested, it was concluded that "fabricated models based upon pooled data
over a range of population sizes, such as the Georgia equations pro-
vided estimates of zonal productions and attractions consistent with
the more stratified and detailed models" (16).
Another set of synthetic zonal trip generation equations was de-
veloped by Wilson and Kristoffersen (20). These were developed using
both dwelling units and autos as independent variables in total trip
generation equations and then applying a step down procedure based on
fixed areawide percentages of trips by purpose. Home Based Work, Home
Based Other and Non-Home Based productions equations were thus developed,
as well as an equation for Home Based Work attractions. Non-linear trip
generation equations were developed as well. Eighteen urban areas with
populations of less than 100,000 served as test areas for the predictive
accuracy of these synthetic equations. Special emphasis was placed on
Home Based Work productions for which it was found that the synthesized
results compared favorably with mean observed values, with the best
overall performance observed by using dwelling units as the independent
variable. It was also found that the non-linear Home Based Work equa-
tion developed led to more accurate productions estimates for small
sized zones and resulted in smaller standard errors.
The potential transferability of the internal vehicle trip genera-
tion equations developed in the Indiana urban areas considered in this
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study will be investigated in the following sections
Internal Vehicle Trip Generation Equations Developed in Study Areas
All seven study areas have developed zonal trip generation equa-
tions. The trip purposes for which these equations were developed
varied between the study areas; however, these equations have been com-
bined appropriately according to the three purposes defined for this
study in Chapter 3 (HBW, HBO and NHB) in order to have a basis for com-
parison. For example, if a certain area had developed three separate
equations for Home Based Shopping, Home Based Social and Home Based
Miscellaneous trips, these three equations were combined into one equa-
tion for Home Based Other trips. This was done on an additive basis, the
rationale behind it being that in order to obtain predictions for HBO
trips for that area, the separate predictions for Social, Shopping and
Miscellaneous trips would have had to be added. The equation thus ob-
tained however might not be the one that would have been obtained had
it been fitted directly to Home Based Other trips.
The equations reported here are those that have been adopted by
the study areas for the development of their future travel forecasts.
These equations are therefore not necessarily the best statistically,
because other factors have to be taken into account when selecting final
trip generation equations, such as the number of independent variables
in the equation (as few as possible), data availability and the ease
of forecasting of these independent variables.
Trip generation equations for internal vehicle trip Home Based
Work productions and Home Based Other productions for each of the study
areas are shown in Table 20. Non-Home Based productions and attractions
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Table 20 . Internal Vehicle Trip Production Regression Equations
Developed in Study Areas. (HBW and HBO)
Home Based Work Productions (HBW)
Coe fficients
Urban Area Constant Population Autos
Employed
Residents Students
ANDERSON -2 --- --- 1 .37 ...
FORT WAYNE -15.6531 --- 1 .2383 --- —
LAFAYETTE 9,894 0.4949 — — —
MUNCIE 1 .1288 0.4159 — - — —
SOUTH BEND --- -— 1 .0263 --- — -
TERRE HAUTE 8.14258 --. 1 .02462















equations are shown in Table 21, while Home Based Work and Home Based
Other attractions equations are shown in Table 22. It can be noticed
that no equations are reported for Evansville. This is due to the fact
that the trip generation equations developed in Evansville were for per-
son trips and not for vehicle trips. These person trip generation equa-
tions are nevertheless shown in Table 23.
The ability of each of the vehicle trip generation equations de-
veloped in each of the study areas to reproduce the internal vehicle
trip productions and attractions in the other study areas is investigated
hereafter.
Transferability of the Internal Vehicle Trip Production Equations
The transferability of the internal vehicle trip production equa-
tions will be investigated at two levels of detail:
1. For each urban area, the mean zonal value of trips produced for
each purpose will be predicted using the equations calibrated in other
areas. Areawide mean zonal values of the independent variables will be
used for these predictions. The predicted values thus obtained will be
compared to the corresponding observed values (from the 0-D survey).
One measure of the overall predictive ability of each equation in each
urban area will be calculated; it is the percent difference of the mean
(difference between mean of estimated zonal trips and mean of observed
zonal trips as a percent of the observed mean).
2. A more detailed evaluation will be made for selected urban
areas (based on data availability) by predicting zonal trips for each
purpose using zonal values of the independent variables. These pre-
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Table 23 . Internal Person Trip Generation Equations - Evansville
PRODUCTIONS
Home Based Work: Y = -17.15 + 0.55 x (Population)
Home Based Other: Y = 25.50 + 4.14 x (Auto) Urban*
Y = 14.67 + 2.77 x (Auto) Rural*
Non-Home Based: Y = 47.52 + 4.43 x (Retail Employment) +
0.95 x (Institution Employment)
+ 0.55 X (Autos) + 0.27 x (Total
Employment) Urban
Y = -5.55 + 1.75 X (Institution Employment)
+ 0.75 X (Dwelling Units + 0.22 x (Total
Employment) Rural
ATTRACTIONS
Home Based Work: Y = 35.86 + 1.09 x (Total Employment)
Hone Based Other:
Y = 132.98 + 1.56 X (School Enrollment) + 3.55 x (Retail
Employment) + 0.77 x (Autos) Urban
Y = 32.60 + 0.51 X (School Enrollment) + 0.28 x (Population)
+ 0.52 X (Total Employment) Rural
Non-Home Based:
Y = 17.37 + 4.75 x (Retail Employment) + 0.65 x (Autos)
+ 0.80 X (Institution Employment) + 0.20 x (Total
Employment) Urban
Y = -1.79 + 1.30 X (Institution Employment) + 0.70 x (Dwelling
Units) + 0.27 x (Total Employment) Rural
Evansville had separate equations for Rural and Urban zones
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0-D observations. Another measure of the overall predictive ability
besides the percent difference of the mean can thus be calculated. It
is the percent standard error of the estimate, expressed as a percent-
age of the mean value, which is a measure of the accuracy of a value
predicted using the regression equation. A value below 25 percent
would be excellent, below 50 percent good, but above 100 percent would
be no good.
These comparisons will be discussed below for each of the three
trip purposes:
a . Home Based Work Productions
The analysis at the first level of detail (as described above) is
summarized in Table 24. This table shows the comparisons between the
observed mean zonal trips for each of the study areas and the mean zonal
trips as predicted by the equations reported in Table 20. Overall, most
of the predicted values are within 20 percent of the observed values.
Notable exceptions are values predicted using the equation calibrated in
Anderson which had "employed residents" as the independent variable.
The most consistently adequate performance is observed for the equation
developed in South Bend (HBW = 1.0263 x Autos).
This observation is confirmed by the more detailed zone by zone
comparison undertaken for three of the study areas where reliable zonal
data was ''eadily available: Fort Wayne, Muncie and Lafayette. The
results of these comparisons are summarized in Table 25. The percent
standard error of the estimate is acceptable for all the cases shown.
The South Bend equation performs exceptionally well in all three study
areas in terms of that statistic. This equation will be singled out for
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synthetic applications, and is recommended for use in other areas, es-
pecially since its independent variable (autos in zone) is usually read-
ily available and easy to forecast,
b. Home Based Other Productions
The same comparisons as those made for HBW productions are shown
for HBO productions in Table 26 and 27. It is very obvious from these
results that borrowing HBO productions regression equations developed
in. other areas does not lead to satisfactory results. Drastically er-
roneous estimates were obtained in many instances, especially when
equations developed in areas with high areawide HBO trip frequency
rates (cf. Tables 9-11) were used to estimate zonal trips in areas with
lower areawide rates, or vice-versa. For example, the equations de-
veloped in Lafayette and Muncie (which have high areawide trip rates)
consistently overpredicted the mean values in all of the other areas.
The use of synthetic HBO productions calibrated at the zonal level is
therefore strongly discouraged,
c . Non-Home Based Productions
The comparisons of estimated mean zonal trips to the observed
values are shown in Table 28. This table shows that estimated values
compare fairly well with observed values in most of the study areas with
one notable exception: South Bend. All of the equations underpredicted
by about -0 percent the mean zonal non-home based vehicle trips in
South Send. This can be attributed to the fact that South Bend, being
larger than the other areas, has a very large number of truck trips
which have been lumped with NHB trips (as explained in Chapter 3). Be-
cause of the relatively large number of truck trips in South Bend, in-
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particular area. Another fact which is worthy of attention is that the
NHB regression equations calibrated in South Bend contained non-linear
terms, which indicates that the zonal NHB trip productions in that area
require special consideration.
The unfavorable results obtained for South Bend should not rule out
the use of synthetic Non-Home Based equations, especially since such
equations will normally be used in areas smaller in size than South Bend
which would be more comparable to Lafayette or Muncie where all syn-
thetic equations performed well. A detailed zone by zone comparison for
Lafayette is summarized in Table 29. No other area has been tested in
detail for NHB trips because of high data requirements.
The results shown in Tables 28 and 29 substantiate the fact that
NHB trip production equations have strong potential for transferability
between smaller urban areas. All equations performed equally well in
the test areas, with Lafayette's equation being one of the better ones
(NHB = 94.951 + 0.2841 x POPULATION + 3.8444 x RETAIL EflPLOYflENT
+ 0.5933 X OTHER EMPLOYMENT)
Transferability of the Internal Vehicle Trip Attraction Equations
The transferability of the internal vehicle trip attraction equa-
tions developed in the study areas will be investigated in less detail
than that of the trip production equations. Various reasons exist for
placing more emphasis on the production aspect of trip generation, the
major one being that it is standard procedure to balance attractions
to productions by constraining the total area wide attractions to equal
the total areawide productions. This practice is based on the fact that
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that are more accurate and more stable"(8). Hence, many "unique" and
non-residential generators such as hospitals, universities, shopping
centers, etc... require special site-specific analyses because their
travel patterns cannot be reproduced by generalized regression equations
Moreover, various procedures for the estimation of trip attractions
have been described in the literature (16, 22, 28, 41, 42). There also
exists a ^ery large data base of trip rates which have been compiled
nationally and are being updated on a continuing basis (41,42). These
procedures, nationwide rates, as well as special analyses conducted at
the local level, can provide estimates of adequate accuracy for syn-
thetic applications, especially since these estimates are to be adjusted
according to the areawide control totals (to be established by more re-
liable techniques as discussed in the next chapter).
For the above reasons, the investigation of the transferability of
the trip attraction regression equations will be limited to comparisons
of the mean zonal trips (observed vs. estimated) for three of the study
areas. These comparisons are shown in Tables 30, 31 and 32 for HBW,
HBO and NHB trip attractions, respectively. Based upon these tables,
the following observations can be made:
- All HBW equations developed in other areas considerably over-
predict in Muncie while Muncie's HBW equation underpredicts in
the other areas.
- HBO attraction equations are noticeably more stable than HBO
production equations (cf. Tables 26 and 27), as evidenced by the
more accurate estimations of the mean values.
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Table 30 . Comparison of Estimated Mean Zonal Trips to Observed
flean Zonal Trips - Home Based Work Attractions
Urban Area
Equation FORT WAYNE LAFAYETTE _MUNCIE
Observed Mean 460.2 372.7 181.7
ANDERSON Est. Mean 375.1 323.0 234.2
HBW Difference -85.1 -49.7 52.5
EQUATION 1o Difference -18.5 -13.3 28.9
FORT WAYNE Est. Mean 460.2 406.5 285.6
HBW Di fference 0.0 33.8 103.9
EQUATION "L Difference 0.0 9.1 57.2
LAFAYETTE Est. Mean 427.5 373.6 261.3
HBW Difference -32.7 0.9 79.6
EQUATION " Difference -7.1 0.2 43.8
MUNCIE Est. Mean 331.5 272.5 171 .8
HBW Difference -128.7 -100.2 -9.9
EQUATION % Difference -28.0 -26.9 -5.4
SOUTH BEND Est. Mean 519.9 428.1 271 .6
HBW Di fference 59.7 55.4 89.9
EQUATION % Difference 13.0 14.9 49.5
TERRE HAUTE Est. Mean 357.3 308.8 225.1
HBW Difference -102.9 -53.9 44.4
EQUATION "o Difference -22.4 -17.2 24.4
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Tabi e 31 . Comparison of Estimated Mean Zonal Trips to Observed
Mean Zonal Trips - Home Based Other Attractions
Urban Area
Equation FORT WAYNE LAFAYETTE MUNCIE













TERRE HAUTE Est. Mean 787.0 684.0
HBO Difference 1.0 -284.7




FORT WAYNE Est. Mean
HBO Difference























Table 32 . Comparison of Estimated Mean Zonal Trips to Observed
Mean Zonal Trips - Non-Home Based Attractions
Urban Area
Equation FORT WAYNE LAFAYETTE MUNCIE













TERRE HAUTE Est. Mean 713.5 567.1 296.4
NHB Difference -52.0 -155.7 -4.2














- The HBO attraction equation developed in Muncie seems to be the
most appropriate for synthetic applications. It overpredicts in
Fort Wayne (the equation of which consistently underpredicts in
other areas) and overpredicts in Lafayette (the equation of which
consistently overpredicts in other areas), within reasonable
ranges though.
- NHB Attraction equations show good overall potential for trans-
ferability. No equation will be singled out for synthetic uses,
considering that most equations, especially the areas from
Anderson, Fort Wayne and Muncie, performed equally well in those
1 imi ted tests
.
Overall, trip attraction equations can be transferred for the pur-
pose of developing rough estimates that would be refined later on in
the process. At least one equation for each purpose can be recommended
for such uses: Lafayette's HBW equation, Muncie's HBO equation, and
either of the NHB equations of Anderson, Fort Wayne or Muncie. A
critical evaluation of trip generation analysis using zonal regression
equations is presented in the next section.
Critical Review of Aggregate Zonal Trip Generation
The results obtained in the previous sections tend to validate
many of the concerns expressed regarding the use of regression equa-
tions calibrated at the zonal level (8,15,43,44). Zonal aggregate
model parameters tend to be dependent on the particular zonal scheme for
which the model was developed, mainly because of the constant term in
the regression equation (8,16). They are therefore not readily trans-
ferrable to a different zonal scheme in another urban area (or even in
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the same area) unless this scheme is extremely similar in size and
composition to the initial one. This fact was observed in the above
comparisons: areas v/here the average number of zonal trips is sizeably
smaller than in other areas (e.g., Muncie, HBW Attractions, Table 30)
tended to have overpredicted means when equations from other areas of
larger zonal size were used.
The disadvantages of aggregate zonal regression equations are of
even greater concern in the case of home-based productions (HBW and
HBO). These equations use zonal aggregate data, and assume that the
zones are homogeneous in terms of the socio-economic characteristics of
the households in the zone; in many instances, this might not really be
the case (43). Moreover, aggregation to the zonal level tends to con-
ceal a considerable amount of the variation between individual households
within the zone, thus masking the causal nature of the explanatory vari-
ables. These models a.re therefore not behavioral in nature, and as a
consequence, they are not sensitive to changes occurring at the basic
decision level of tripmaking (44).
Considering the non-behavioral nature and the zonal bias of these
regression models, the reservations expressed about their transfera-
bility between urban areas are justified. In order to overcome some of
their disadvantages, it was suggested that regression equations with
"trips per household" as the dependent variable be calibrated at the
household level, thus considering the household as the basic unit of
analysis (8). Trip generation rates at the household level are dis-
cussed in the next chapter.
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CHAPTER 6: TRIP GENERATION ANALYSIS AT THE
DISAGGREGATE HOUSEHOLD LEVEL
The previous chapter discussed some of the problems associated
with trip generation regression equations calibrated at the zonal
level, and the limitations concerning their transferability. The
fact remains, however, that zonal values of trips made for each purpose
constitute the required output from the trip generation phase in the
4-step conventional transportation planning process. Zonal regression
equations directly provide these zonal trip values. However, these
zonal values can alternatively be obtained by aggregating the number
of trips made by each household in each zone. Models considering the
household as the basic unit of analysis and calibrated using dis-
aggregate household data, are examined in this chapter, with special
emphasis being placed on trip generation by category analysis (cross
classification). The problems associated with category analysis as
well as their suggested solutions will be reviewed, and one of them,
the determination of the levels of the independent variables, will be
discussed in detail. Cross-classified trip rate tables will be
developed for two of the study areas, Lafayette and Evansville, and
statistically compared in order to assess their stability between
urban areas and to evaluate their transferability in view of their use
for synthetic modeling efforts in small urban areas.
Disaggregate Household Trip Generation Models
Within the framework of the established transportation planning
process, two types of disaggregate household trip generation models
can be used: regression models calibrated with household data, and
cross-classification (category analysis) models. The latter stratify
households according to their socio-economic characteristics, and
provide estimates of the trip rates for each of the household categories.
Both types of models have been shown to predict equally well over the
full range of households and appear to be indistinguishable with
respect to sample size sensitivity (45).
Both types of household disaggregate models have the following
advantages over zonal aggregate models (16,22,44):
- more efficient and complete use of survey information since it
is used prior to aggregation.
- savings in data required to calibrate models.
- independence from any geographic aggregation or zonal scheme,
which makes these models adaptable to various planning contexts
each requiring different aggregation units; this flexibility makes
them valuable tools for smaller scale and corridor analysis, and
prevents them from becoming obsolete if a modified zonal scheme
is to be adopted.
- use of Census data (household socio-economic characteristics)
- greater causal validity due to their behavioral nature since




- temporal stability associated with causal relationships.
- transferability between urban areas.
These last two points are somewhat controversial and will be
discussed in greater detail later in this chapter.
In addition, category analysis offers the following advantages
over the regression technique (16,22,46):
- ability to express non-linear relationships.
- distribution-free characteristic whereby no limiting (and
sometimes inaccurate) assumptions as to the statistical distribu-
tion of the variables have to be made as in the case of regression
analysis.
- ease of understanding and simplicity of application.
- ease of monitoring and updating using small disaggregate samples
or even subjective judgement (as explained in Chapter 7).
These reasons make cross-classification models preferable to
regression models, especially for simplified transportation planning
for small urban areas. The procedural aspect of cross-classification
analysis will be described in greater detail in the following section.
Cross-Classification Procedure
The cross-classification technique for household trip production
analysis stratifies household trip rates according to the major house-
hold socio-economic characteristics affecting trip making behavior.
Extensive empirical evidence has been presented to show that the two
major determinants of household trip generation are auto ownership and
household size (34). Households can therefore be grouped according to
these two characteristics, and trip rates for each household category
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can be determined. Some studies have used income as one of the clas-
sifying variables, either instead or in addition to car ownership or
household size (22). Actually, the greater the number of differentiat-
ing variables (or independent variables), the finer is the categoriza-
tion and the more accurate are trip rates. However, categorization ac-
cording to auto ownership and household size provides adequate reliabil-
ity, especially since auto ownership is very highly correlated with in-
come. Another refinement could be made using "persons over five years
of age" instead of household size (number of persons in household); how-
ever data for the total number of household members is more readily avail
able and forecasted than "persons over five".
After the household differentiating variables are selected, house-
holds are categorized accordingly. Average trip rates for each of the
household socio-economic categories (or cells) are then developed. In
order to do so, trip rates (by trip purpose) for the individual house-
holds are computed and accumulated within each cell. The average num-
ber of trips made by households as well as the standard deviation are
then computed for each household socio-economic group. These rates can
be plotted and a smooth curve can be fitted to the observations.
Each household category therefore has an average trip rate as-
sociated with it. In order to determine zonal (or whatever unit of ag-
gregation is desired) trip productions, the number of households of each
group within each zone are estimated and multiplied by the appropriate




where P., s = the number of trips produced by zone i by
category c households
h., s = number of households in zone i in category c
i(c) ^ ^
r(c) = average trip rate for category c households
Various questions can be raised during the development of trip
rate tables. One of them concerns testing the statistical significance
of the various explanatory variables. Some efforts have been made in
that direction, such as the use of analysis of variance techniques (45,
45). However, in as much as the major determinants of household travel
have been identified, detailed statistical analysis for each new appli-
cation might not be needed. More important than complex and difficult
statistical tests are reasonableness checks and logical relationships
expressed in the cross-classification (22).
Another question concerns the number of levels or categories to be
used for each of the independent variables. This matter will be treated
in the next section.
Levels of the Independent Variables
One of the frequent problems encountered in developing cross-
classification trip tables is the determination of the number of levels
to use for each of the independent variables (i.e., the number of rows
and columns of the trip rate table). A suggested method is to check
the standard deviation of the trip rates in the cells corresponding to
the highest levels of each independent variable (22). If the standard
deviation is high, then one additional level might be justified in order
to reduce the variability of the trip rates by further categorizing
them into more homogeneous groups.
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An inherent weakness of that method is that it requires the deter-
mination of a cut-off point as to when a standard deviation is "high" or
not. This decision is usually left up to the planner and his "feel" for
the data at hand.
It is felt that a stronger statistical basis is needed for the de-
termination of the appropriate level of disaggregation of the independent
variables. An alternative systematic procedure for this purpose is de-
scribed hereafter.
Two considerations must be taken into account when selecting the
number of 1 evel s :
1. The availability of observations in the cells corresponding to
higher levels of the independent variables.
2. The stability of the trip rates when going from one level to a
higher one, i.e., whether the rates for the two adjacent higher level
cells are different or not.
The first of these considerations is due to the low frequency of house-
holds corresponding to the "extreme" socio-economic cells (households
with 10 members and 6 cars are less common than households with 4 members
and 2 cars). Therefore, the presence of an adequate number of such
households in the sample survey might not be yery likely.
The decision as to whether the number of households in a specific
cell is adequate to provide enough reliability again appeals to one's
sound engineering judgement. However, previous research has shwon that
approximately 30 observations per cell is an adequate cut-off point (16).
One way of handling insufficient observations in certain cells is
selective sampling, whereby households in less frequent categories are
sampled more heavily in order to obtain adequate representation.
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Another is the combination of the insufficiently sampled highest level
of the same independent variable. This latter measure is only expected
since households in the extreme cells are so infrequent that "lumping"
them with the adjacent one-step-lower level cell and using the resulting
average rate will most probably not significantly affect the results at the
time of aggregation (at the zonal level). Moreover, chances are that
the rates for these higher level cells are not significantly different
from the rates for the adjacent cells, as will be discussed in the fol-
lowing paragraphs.
The second consideration when selecting the level of disaggregation
of the independent variables is the stability of the trip rates after a
certain level for each of the independent variables. Trip rates are
considered stable with respect to a certain independent variable when
they reach steady state, that is when further categorization based on
that independent variable does not lead to a significant change in the
rates in the resulting cells.
A statistical technique that can be used to test the stability of
trip rates is a series of pairwise comparisons of the mean values of the
average trip rates in adjacent cells with the aid of t-tests. These
tests do not require assumptions as to the distribution of the trip rates
for households within a certain cell, and therefore are in line with the
previously discussed distribution-free characteristic of the cross-
classification technique. Indeed, it is implied by the Central Limit
Theorem that the means (and sums) of samples of size n from even a non-
normal population follow an approximately normal distribution for large
values of n (usually for n 2. 30). The test as applied to the problem
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at hand will be discussed in further detail in a later section.
The overall formalized technique will be best described through
a detailed application to an actual example: a cross-classification table
for total vehicle trip rates per households, with household size and car
ownership as independent variables, based on household level data from
the 0-D sample survey conducted in the Greater Lafayette area, Indiana.
The general idea is to first group the data in a larger set of cells,
and to subsequently combine these cells into a final set which charac-
terizes the richness of the data. Following is a step by step descrip-
tion of the analysis:
Step 1 : The cross-classification table was developed, with the follow-
ing levels of the independent variables:
CARS: 0,1.2,3,4^
SIZE: 1, 2, 3, 4, 5, 6^
This table is shown in Table 33. The following information is available
for each cell: the average trip rate for households in the cell, the
number of sampled households in that cell, as well as the standard de-
viation of the trip rates within the cell. The following notation will
be adopted:
t..: sample average trip rate for cells corresponding to
households owning i cars and of size j.
n..: number of sampled households in cell i ,
j
s..: standard deviation of trip rates within cell i,j.
Step 2 : The number of observations in the cells corresponding to the
highest levels of each of the independent variables were checked. All
but one of the cells corresponding to the "4 " car ownership category
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Table 33. Cross-Classi fication of Total V ehTcie inp Kates, LMrHit 1 1 L




Household 1 2 4
5 6+
.175 .158 .227 .889
463 480 22 9 8 9
.851 .980 1.066 2.667
1 3.594 4.674 5.498 6.531
6.289 7.160
537 771 271 224 90
81
3.357 3.973 3.866 5.232 5.106 4.641
2 4.533 6.437 8.887 9.606
10.871 10.15
15 453 256 236 170
120
2.973 4.475 5.700 6.149 7.104 7.140
3 10.90 10.0
11.750 14.913 16.029
10 43 68 23 34
5.801 6.962 7.795 9.709 11.221
4+ 6.250 10.636 13.097
20.918 18.381
4 11 31 11
21
6.131 6.582 7.871 9.704 9.836
The following information is reported in each
cell
Average household trip rate t.^
Number of sampled households in cell n.^
Std. Deviation of trip rates in cell s.^
had less than 30 observations (only exception is cell 4,4, with n
4,4
31). It was therefore decided to combine these cells with the corres-
ponding cells with "3" cars. No comparable decision could be made with
respect to the household size independent variable since most of the
"6"''" household size cells had enough observations to warrant more re-
fined statistical analysis.
The cross-classification table was therefore reduced to a table
with 0, 1, 2, 3"^ cars and 1, 2, 3, 4, 5, 5"^ household size. It is re-
produced in Table 34.
Step 3 : Pairwise comparisons of the means of the following cells were
made: 1,5 vs. 1,6; 2,5 vs. 2,6; 3,5 vs. 3,6. Cells with zero cars were
not tested due to the insignificant number of samples in these cells,
which makes their rates unreliable (these cells are also relatively un-
important in terms of their contribution to overall vehicle traffic
considering the low magnitude of their rates). These comparisons were
used to decide whether the "6 " level of household size resulted in
rates significantly higher than those in the corresponding "5" size
level cells. As previously mentioned, t-tests were used for this pur-
pose. The test statistic appropriate for the case at hand (comparing
two means for cells (i,j) and (i,j+l), containing a sample from in-
dependent random variables t. . and t. .^t respectively, where the re-
spective sample sizes n. . and n. . , are unequal and greater than 30,
2 2and the respective population variances o. . and a. .,. are unknown




Table 34. Cross-Classification of Total Vehicle Trip Rates, LAFAYETTE
4 Levels of Auto Owmership and 6 Level s of Household Size
Autos Per Household Size
Household 1 2 3 4 5 6+
.175 .158 .227 .889
463 480 22 9 8 9
.851 .980 1.066 2.667
1 3.594 4.674 5.498 6.531 6.289 7.160
537 771 271 224 90 81
3.357 3.973 3.866 5.232 5.106 4.641
2 4.533 6.437 8.887 9.606 10.871 10.15
15 453 256 236 170 120
2.973 4.475 5.700 6.149 7.104 7.140
3+ 9.571 10.130 12.172 16.824 16.927
14 54 99 34 55
6.060 6.849 7.804 9.962 10.682
The following information is reported in each cell:
Average household trip rate t..
Number of sampled households in cell n..
Std. Deviation of trip rates in cell s..
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The hypothesis H is: "The two means are equal", and the alternative hy-
pothesis H, is that the mean corresponding to a higher level of the in-
dependent variable is greater. The test statistic t* is compared to the
value of the t-distribution with the appropriate degrees of freedom (d.f.)
and significance level (a). The degrees of freedom are computed using
the following expression:
,, ['Si.Hi^.w'^'^i.V"i..i'^' 2a.T.-„ o o r^ - C
The significance level was set at 0.05. The hypothesis H^ that the
means were equal would be rejected only when t* - ^n nc h f
" Standard
statistical tables are used to determine ^q qc (j f
•
A sample test calculation is shown in Table 35. A summary of the
t-tests for the three pairs of means is shown in Table 36. None of the
three tests revealed any significant differences between the paired
means. Therefore households with 6 or more members do not produce more
total vehicle trips than those with 5 members and the same number of
cars. The classification frame was therefore reduced to a table with
0, 1, 2, 3"^ cars and 1, 2, 3, 4. 5 household size. It is reproduced
in Table 37.
Step 4 : More comparisons were made to test if households with 5 or more
members produce a higher number of vehicle trips than those households
with 4 members and the same auto ownership level. The same tests as in
the preceding step were run, comparing the means of the following cells:
1,4 vs. 1,5-, 2,4 vs. 2,5; 3,4 vs. 3,5. As in the previous step,
"0"-
cars cells were not tested due to the insignificant number of samples in
Table 35 . Sample Test Calculation - Comparison of the
Means of Cells (CARS = 1, SIZE = 5) and (CARS = 1, SIZE = 5]
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"o =^ 1,5
= ^1,5 "l = ^1,5 " h,5 a
= 0.05








[(S^ /n ) + (S^ /n ,)]





t, r - 7.160
1 ,6
S, , = 4.641
I ,b "1,6 =
3^
t, r = 6.289
I ,b
S, r- = 5.106
I ,b "1.5 = 50
t* =
7.160 - 6.289
= 1 . 1 58
/ (4.641)2Y (5. 106)2
/ 81 90
r
(4-641)^ ^ (5.106)^ .2
d.f. = SJ ! ^ L
f(4. 641)^/81]^ , [(5.106)^/90]^
82 91
2 = 170





Table 36 . Summary of t-tests for Step 3
H„: u. . = u. .^T H • u. ._,T>'^. a = 0.05
1 ,j 1 ,J+1 1 1 ,j + l 1 ,J






1.5 170 Accept H
^
2,6 -0.845 257 1.653 Accept H
3,6 0.046 76 1 .66 Accept H^
None of the pairwise differences are significant,
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Table 37 . Cross-Classification of Total Vehicle Trip Rates, LAFAYETTE
4 Levels of Auto Ownership and 5 Levels of Household Size












2 3 4 5+
.158 .227 .889
480 22 9 17
.980 1.066 2.667
4.674 5.498 6.531 6.702
771 271 224 171
3.973 3.866 5.232 4.896
6.437 8.887 9.606 10.572
453 256 236 290
4.475 5.70 6.149 7.116
9.571 10.130 12.172 16.888
14 54 99 89
6.060 5.849 7.804 10.356
The following information is reported in each cell:
Average household trip rate t.
.
Number of sampled households in cell n..
Std. deviation of trip rates within cell s..
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these cells. The above tests are summarized in Table 38. In two of the
three cases, the hypothesis was rejected with 95 percent confidence. It
can be concluded that households of 5 or more members and owning one car
only do not produce significantly more total vehicle trips than house-
holds of 4 which own one car only. However, this is not the case for
auto ownership levels 2 and 3, at which households of 5 or more members
do make significantly more trips than those of 4 members. Since in two
out of three cases there was no statistical evidence to warrant com-
bining the "4" and "5 " household size levels, it was decided that "5
"
will be the highest level of that variable.
Step 5 : The needed level of disaggregation of the auto ownership vari-
able was investigated by comparing the (2,j) cell-means with the cor-
responding (3,j) cell means. In other words, the hypothesis is that
households of certain size and owning 3 or more cars do not produce
more total vehicle trips than households of the same size but with only
2 cars. The following pairs of cells (with significant numbers of
observations) were compared: 2,3 vs. 3,3; 2,4 vs. 3,4; 2,5 vs. 3,5.
These tests are summarized in Table 39. In two of the three cases, the
hypothesis was rejected with 95 percent confidence. It can be concluded
Table 38 . Summary of t-tests for Step 4
H : y. . = y. ._^T Hn : y . ._^t > U . . a = 0.05





Only one of the differences (1,4 vs. 1,5) is not significant.
1,5 0.334 379 1.65 Accept H
2.5 1.569 524 1.546 Reject Hq
3,5 3.495 164 1.65 Reject H
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Table 39. Summary of t-tests for Step 5
%' ^2,j ~- '-3,j ^r ^3,j " ^2,j « = 0-05





Only one of the differences (2,3 vs. 3,3) is not significant.
3,3 1.246 70 1.668 Accept H^
3,4 2.91 152 1.66 Reject H^
3,5 5.36 115 1.66 Reject Hq
96
that households of size 4, 5 or more, and owning three or more cars pro-
duce significantly more total vehicle trips than those same sized house-
holds that own only two cars. For households of size 3, it seems that
owning 3 or more cars does not lead to a significant increase in overall
trip making as compared to owning only 2 cars. The latter hypothesis
could have been rejected with an a of 0.2, that is with 80 percent con-
fidence, since ^n o -/n ^ 0.847 which is less than the value of the
t-statistic calculated for that comparison (1.245). Therefore, since in
two of the three cases, the hypothesis of equality of all means has
been rejected with 95 percent confidence, and in the third case, it
could be rejected with 80 percent confidence, it was determined that the
"3 " will be the highest level of the auto ownership variable.
The final conclusion is that the following level of disaggregation
is needed for the stability of trip rates:
CARS: 0, 1 , 2, 3^
HOUSEHOLD SIZE: 1,2,3, 4, S"*"
It should be noted that in the above statistical analysis, all tests
were made on a cell-by-cell basis rather than on 1 evel -by-1 evel (of the
independent variable). The reason for this longer procedure is that it
was felt that testing the overall mean for a level of a certain inde-
pendent variable would mask the special interactions between the inde-
pendent variables that can only be detected at the individual cell level,
No further testing was made as to whether other rows or columns
could be combined. However, the same test presented above can be used
for any pairwise comparison of cell means. The reason for investigating
only the higher levels of the independent variables is that it is gen-
erally accepted that trip rates will vary for these different levels of
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the independent variables, and that it is only after a certain level
that the trip rates will tend to stabilize. Moreover, for these cells
corresponding to the more frequent households, the average trip rate is
usually fairly reliable, and there is no reason for not using the data
available to its fullest by refining it as much as is practically and
efficiently feasible.
The number of levels of each of the independent variables deter-
mined in this section will be used for the development of cross-
classified household vehicle trip rates for two of the study areas as
described in the next section.
Cross-Classified Vehicle Trip Rate Tables for
Lafayette and Evansville
As discussed in Chapter 2, appropriate disaggregate household data
was available only in two of the study areas, Lafayette and Evansville.
Household cross-classified trip rates for each purpose (HBW.HBO.NHB) were
developed for each of these urban areas. The following had to be done in
both cases :
1. Processing of the data files containing the raw 0-D data.
Trips for each purpose were accumulated for all the surveyed households.
2. Trips were accumulated within each household socio-economic
category, and average trip rates, as well as the standard deviations
were computed for each category.
The trip rate tables obtained are shown in Tables 40 to 42 for
Lafayette (HBW.HBO and NHB respectively), and in Tables 43 to 45 for
Evansville (HBW. HBO, NHB and ALL respectively). All-purposes trip
rates for Lafayette have already been shown in Table 37. Plots of the
trip rates for the two areas for all four types of trips are shown in
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Table 40 . Cross-Classification of HBW Vehicle Trip Rates, LAFAYETTE
Autos Per Household Size
Household 1 2 3 4 5+
0.004 0.004 0.091
463 480 22 9 17
0.093 0.064 0.426
1 0.572 0.868 1.118 1.371 1.456
537 771 271 224 171
1.129 1.30 1.339 1.507 1.390
2 0.867 1.870 2.266 2.280 2.231
15 453 256 236 290
1.457 1.809 1.815 1.642 1.667
3+ 2.00 2.704 2.232 2.888
14 54 99 89
2.075 2.376 2.272 2.323
The following information is reported in each cell:
Average household trip rate t..
Number of sampled households in cell n..
Std. Deviation of trip rates in cell s..
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Table 41 . Cross-Classification of HBO Vehicle Trip Rates, LAFAYETTE
Autos Per Household Size
Household 1 2 3 4 5+
0.112 0.092 0.091 0.444
463 480 22 9 17
0.624 0.630 0.426 1.333
2.019 2.459 2.756 3.192 3.333
537 771 271 224 171
2.157 2.438 2.537 3.103 3.157
2.933 2.656 3.746 4.119 5.083
15 453 256 236 290
2.251 2.524 3.229 3.263 4.003
3.714 4.685 7.071 7.993
14 54 99 89
2.813 4.013 5.496 5.006
The following information is reported in each cell:
Average household trip rate t..
Number of sampled households in cell n..
Std. Deviation of trip rates in cell s..
TOO
Table 42 . Cross-Classification of NHB* Vehicle Trip Rates, LAFAYETTE
Autos Per Household Size
Household
3+
1 2 3 4 5+
0.058 0.063 0.045 0.444
463 480 22 9 17
0.430 0.537 0.218 1.333
1.004 1.348 1.624 1.969 1.912
537 771 271 224 171
1.733 2.194 2.124 2.886 2.652
0.733 1.912 2.875 3.208 3.259
15 453 256 236 290
1.280 2.582 3.483 3.772 3.608
3.857 2.741 2.869 6.067
14 54 99 89
4.240 3.343 3.132 6.239
The following information is reported in each cell
Average household trip rate t..
Number of sampled households in cell n..
Std. Deviation of trip rates in cell s..
*Truck trips are not included.
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Table 43. Cross-Classification of HBW Vehicle Trip Rates, EVANSVILLE
Autos Per Household Size
Household 1 2 3 4 5+
0.006 0.008 0.034
482 250 56 29 45
0.102 0.126 0.186
1 0.829 0.910 1.179 1.375 1.345
381 934 329 299 287
1.140 1.109 1.143 1.150 1.111
2 1.00 1.982 1.894 2.044 2.023
n 610 433 476 488
0.894 1.408 1.270 1.339 1.329
3+ 1.929 2.812 2.967 2.973
42 117 92 146
1.688 1.833 1.788 2.071
The following information is reported in each cell:
Average household trip rate t..
Number of sampled households in cell n..
Std. Deviation of trip rates in cell s..
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Table 44. Cross-Classification of HBO Vehicle Trip Rates, EVANSVILLE
Autos Per Household Size
Household 1 2 3 4 5+
0.006 0.032 0.138
482 250 56 29 45
0.137 0.309 0.743
. 1 1.430 1.941 2.623 2.696 3.376
381 934 329 299 287
1.784 2.093 2.459 2.591 3.368
2 2.00 2.315 3.464 3.868 4.553
n 610 433 476 488
1.673 2.171 2.595 2.916 3.466
3+ 2.381 4.265 5.717 5.815
42 117 92 146
2.118 3.033 3.929 3.692
The following information is reported in each cell:
Average household trip rate t..
Number of sampled households in cell n..
Std. Deviation of trip rates in cell s..
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Table 45. Cross-Classifica1:ion of NlHB* Vehicle
'Tnp Rates, EVfliNSVILLE
Autos Per Household S ize
Household 1 2 3 4 5+
0.024
482 250 56 29 45
0.282
1 0.950 1.005 1.532 1.441 1.481
381 934 329 299 287
1.630 1.735 2.367 1.990 2.070
2 1.182 1.966 2.527 2.653 2.570
n 610 433 476 488
1.250 3.117 3.128 3.267 3.504
3+ 2.690 3.359 3.565 3.747
42 117 92 146
2.867 3.883 5.366 4.017
The following information is reported in each cell:
Average household trip rate t^..
Number of sampled households in cell n..
Std. Deviation of trip rates in cell s..
*Truck trips are not included
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Table 46 . Cross-Classification of ALL* Vehicle Trip Rates, EVANSVILLE
Autos Per Household Size
Household
3+
1 2 3 4 5+
0.012 0.064 0.172
482 250 56 29 45
0.204 0.563 0.759
3.210 3.857 5.334 5.512 6.202
381 934 329 299 287
3.066 3.197 4.047 3.778 4.430
4.182 6.262 7.885 8.565 9.246
11 610 433 476 488
2.228 4.385 4.698 5.074 5.601
7.00 10.436 12.250 12.534
42 117 92 146
3.939 5.520 7.249 6.296
The following information is reported in each cell
Average household trip rate t..
Number of sampled households in cell n .
ij
Std. Deviation of trip rates in cell s..





HOME -BASED WORK VEHICLE TRIPS PER HOUSEHOLD BY





HOME-BASED OTHER VEHICLE TRIPS PER HOUSEHOLD


























1 \ 712 3 4 5+
Household Size
NON-HOME BASED VEHICLE TRIPS PER HOUSEHOLD BY





ALL VEHICLE TRIPS PER HOUSEHOLD BY HOUSEHOLD




I 2 3 4 5+
Household Size
HOME- BASED WORK VEHICLE TRIPS PER HOUSEHOLD BY




HOME-BASED OTHER VEHICLE TRIPS PER HOUSEHOLD BY

































NON-HOME BASED VEHICLE TRIPS PER HOUSEHOLD BY































I / ' / t^^^^^ ^ , 1 CAR^ >r"^
















2 3 4 5+
Household Size
ALL VEHICLE TRIPS PER HOUSEHOLD BY HOUSEHOLD
SIZE AND AUTO OWNERSHIP - EVANSVILLE
FIGURE 10
113
Figures 3 to 6 for Lafayette and 7 to 10 for Evansville. It should be
noted that for prediction purposes, it is advisable to read the ap-
propriate trip rates off the graphs rather than directly from the tables,
Indeed, the graphs have tried to correct for bad data points and to en-
sure that the relationship developed in the cross-classification is
logical by fitting a smooth curve through the observations.
The cross-classified trip rate tables developed for the two study
areas will be used to evaluate the transferability of household trip
generation models between small urban areas in view of their use in
synthetic modeling efforts. Before doing so, a brief discussion of the
temporal and spatial stability of these models will be presented.
Temporal and Spatial Stability of Household Trip Generation Models
It was mentioned earlier in this chapter that temporal and spatial
stability of disaggregate household trip generation models were
"controversial" advantages of these models over aggregate zonal regres-
sion model s.
Concerning temporal stability, earlier studies had made a strong
case for the stability of household trip generation models over time,
thus forming a stronger basis for future predictions (44). However,
other studies did cast some doubts on the matter, even though no definite
conclusions were made as to their non-stability (48). In the final
analysis, limited tests which are specific to one particular geographic
area cannot provide a universal generalized conclusion concerning that
issue. The fact remains however that the issue of temporal stability
is one that is associated with all predictive models, and disaggregate
household models, because of their behavioral nature, remain superior
in that respect to zonal aggregate regression models. More importantly.
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cross-classification models offer the advantage of being easy to monitor
and update.
As far as spatial stability is concerned, the same controversy
exists. However, this property is crucial to synthetic modeling appli-
cations which advocate borrowing travel relationships from other urban
areas. Overall, results have been encouraging. Experiments in England
have shown positive results as to the ability of category models de-
veloped in a certain city to synthesize travel patterns in another
city (25). Studies in the Southeastern Wisconsin Region have shown that
the difference in trip rates between large and small urban areas was not
significant except for the non-home based trip rates of Milwaukee and
Kenosha, and the home based shopping trip rates of Milwaukee and
Racine (24). These comparisons were made using a test statistic which
was compared to the Chi-Square distribution. That test statistic (Q-
statistic) was developed specifically for that purpose, and the details
of it can be found in references 16, 24 or 49. That same testing
technique was used to compare person trip rates from El i zabethton,
Tennessee; Murray, Kentucky, Paducah, Kentucky and Racine, Wisconsin
(all with populations between 20,000 and 50,000) (16). The results of
these tests indicated that in most cases the trip rates from different
cities were significantly different.
The above conclusions however do not imply that trip rates are not
transferable between similar urban areas. For one, the statistical
testing procedure used in that study (Q-Statistic) might not be all
that appropriate for the comparison it was applied to. That test pro-
vides an overall comparison of all trip rates from two separate tables.
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It is however very sensitive to differences of individual cell mean
pairs. In other words, if the rates for one of the cells are somewhat
different for the two tables, the test might lead to the conclusion
that the two tables are significantly different. Since only some cells
might have different average trip rates (many times due to bad data
points or slight deviations in each of the cells), trip tables should
be compared on a cell-by-cell basis. Cell-by-cell comparisons of the
cross-classified trip rates developed for each purpose for Lafayette
and Evansville are described in the next section.
Comparison of Cross-Classified Household Trip Rates for
Lafayette and Evansville
The cell-by-cell comparisons can be made using a series of t-tests.
The test statistic used in this situation involves the comparison of
two means for two cells each containing a sample from two independent
random variables, where the respective sample sizes are unequal and
greater than 30, and the respective population variances are unknown and
not necessarily equal. The significance of the difference between the
cell means from the two urban areas is tested. The null hypothesis
H is that the difference is not significant, while the alternative
hypothesis H, is that this difference is significant. The computational
formulas are shown in Table 47.
The results of these tests are summarized in Tables 48, 49 and 50
for Home Based Work, Home Based Other and Non-Home Based vehicle trips
respectively. Only a few cells for all three purposes exhibited signif-
icant differences between the two urban areas. Referring to Figures 3
to n, it can be observed that the cells that exhibit major differences
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Table 47 . T-test for Comparison of Cell Means
X and Y Independent random variables: trips per household
in same category for Lafayette and Evansville,
respectively.
No distribution assumed.
n and n Respective sample sizes in that category.
X y
a and a Unknown and not necessarily equal
X y
Hq : y, = y^ H^ : y^ f ^s^ a = 0.05










(S and S are respective sample variances)
X y
and d.f. = ^^—^ '^—^ 2
(S^ /n )^ (S^ /n )^
X x^ V y
n + 1 n + 1
X y
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Table 48 . Cell-by-Cell Comparison of Lafayette & Evansville
HBW Trip Rate Tables: Summary of t-tests Results
CELLS
Are means significantly




1 942 0.3152 No
2 318 0.4713 1 .970 No
1 815 3.379 1.960 Yes
2 1522 0.709 1.960 No
3 535 0.5929 1 .960 No
4 404 0.0331 1 .967 No
5 300 0.8887 1 .970 No
2 2 328 1 .0944 1 .960 No
2 3 405 2.8879 1 .967 Yes
2 4 394 1 .9060 1.967 No
2 5 507 1 .8103 1.965 No
3 3 843 0.2959 1 .960 No
3 4 186 2.4935 1 .974 Yes
3 5 171 0.2833 1 .974 No
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Table 49 . Cell-by-Cell Comparison of Lafayette and Evansville
HBO Trip Rate Tables: Summary of t-tests Results





1 505 3.5734 Yes
2 728 1 .7257 1 .960 No
1 897 4.5151 1 .960 Yes
2 1528 4.6519 1 .960 Yes
3 571 0.648 1 .960 No
4 431 1 .939 1.957 No
5 378 0.1375 1.968 No
2 2 888 2.3101 1 .960 Yes
2 3 450 1 .1887 1 .965 No
2 4 426 1 .0002 1 .967 No
2 5 542 1 .8753 1 .960 No
3 3 83 0.6842 1 .99 No
3 4 179 1 .9689 1.974 No
3 5 147 3.459 1 .978 Yes
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Table 50 . Cell-by-Cell Comparison of Lafayette & Evansville
NHB Trip Rate Tables: Summary of t-tests Results
CELLS , „ .. ...
CARS SIZE d.f. t*
M r
^d.f. .0.025
e I'ledrii 1 yrn T n-dHL ly
Different?
1 462 2.9024 1 .965 Yes
2 730 1.2866 1 .960 No
1 850 0.4817 1 .960 No
2 1453 3,5254 1 .960 Yes
3 596 0.5013 1 .960 No
4 376 2.3513 1 .968 Yes
5 294 1.8203 1 .970 No
2 2 1050 0.3085 1 .960 No
2 3 492 1 .3155 1 .965 No
2 4 415 1 .9298 1.967 No
2 5 595 2.2254 1 .960 Yes
3 3 121 1 .0664 1 .981 No
3 4 145 1 .0842 1 .979 No
3 5 134 3.1343 1 .980 Yes
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are ones whose rates do not fall on the fitted curves. Therefore, the
significant differences indicated in some cases can be attributed to
the inaccuracy of some of the observations which might have led to an
erroneous rate.
The above comparison strengthens the belief that behavioral disag-
gregate household models are transferable from one urban area to another,
especially in the case of small urban areas, regardless of the socio-
economic differences between them. Indeed, previous comparisons in
this study have shown Lafayette and Evansville to be different in the
distribution of households between auto ownership categories (c.f.
Chapter 4), in the areawide trip purpose percentages (c.f. Chapter 3),
as well as in the areawide trip frequency rates (c.f. Chapter 4). More-
over, zonal regression trip generation equations developed in Lafayette
did not perform well in Evansville (c.f. Chapter 5). In terms of popu-
lation, even though Evansville and Lafayette are in the same population
size group, Evansville is considerably larger. In spite of all these
differences, the household trip rates were not significantly different,
which means that the trip making behavior is in essence similar in
these cities even though their aggregate travel patterns dre different.
The above conclusions clearly indicate the superiority of house-
hold category models as tools for synthetic trip generation analysis
within the conventional urban transportation planning structure.
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CHAPTER 7: BAYESIAN UPDATING IN TRANSPORTATION PLANNING
The previous chapters have investigated various synthetic modeling
techniques that can be used for trip generation analysis in small urban
areas. These techniques consisted mainly of borrowing models developed
in similar areas, such as borrowing cross-classified household trip rates.
Even though these trip rates were shown to be stable between small urban
areas, it might be desirable to modify them so that they reflect local
conditions more accurately. This can be done by updating the borrowed
parameters using information particular to the area under study. This
information could be objective or subjective. Objective information
would typically be derived from a small sample collected on site, which
is a relatively modest effort compared to a conventional 0-D survey.
Subjective information is that which reflects the feeling of and experi-
ence accumulated by experts familiar with the study area. Some updating
procedures will be briefly reviewed in this chapter, with special empha-
sis being placed on one of them, Bayesian updating. Previous applications
of Bayesian statistics in the transportation field will be also discussed,
and a methodology for their use to update cross-classified trip rates will
be developed. This methodology will consider the following cases:
- A small disaggregate sample is collected in the area under
study
- Consecutive small samples are collected as part of a continuing
planning process
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- Subjective information is used to update the trip rates.
Detailed step by step applications will be presented for each of the
above cases.
Updating Procedures
Alternative approaches for updating disaggregate travel models have
been described and evaluated by Ben Akiva and Atherton (50). These can
be summarized as follows:
1. Model Constants (as opposed to model coefficients of the in-
dependent variables) are adjusted to better reflect the new study area
using aggregate data from that area.
2. All model parameters are re-estimated using a small (disaggre-
gate) sample collected in the study area.
3. Only the constant is re-estimated using the small sample.
4. A methodology based on Bayesian statistics is used to update
the original model using information from the study area. The test
showed this technique to be superior to the others.
Use of Bayesian Updating in Transportation
Bayesian updating is used when prior information (such as a model
from a certain city) is to be updated using new information (such as a
small sample). The updated information is called the posterior infor-















Formulas and expressions for posterior information parameters have been
derived from the basic theorem for application to various general situa-
tions (51). Such situations have been identified in some transportation-
related areas, such as an effort by Isibor (1969) to adapt Bayesian up-
dating techniques in the context of modeling the impact of highway im-
provements on the value of adjacent land parcels (52).
In the transportation planning context, Sinha (53) showed how
Bayesian statistics could be used by the planner to arrive at an opti-
mal decision by combining subjective evaluation with objective infor-
mation. He presented an actual application of that technique to the
problem of county-level population forecasting in the southeastern
Wisconsin region.
Bayesian statistics were also used to update objective information
using subjective judgement for the purpose of mode choice estimation in
small urban areas (54). Chan et aj_. (18) applied Bayesian methodology
to update travel demand elasticities. An application has also been dem-
onstrated in the field of pavement management (55). These applications
demonstrate the flexibility and the tremendous potential of Bayesian
updating techniques.
Bayesian Updating of Cross-Classified Trip Generation Rates
Bayesian techniques can be used to update trip rates developed by
category analysis in a certain area before applying them in a different
area. The methodology as well as example applications will be described
hereafter for two cases:
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1. New information obtained from small disaggregate sample
coupled with the prior information based on the borrowed travel data
from a similar urban area.
2. New information derived from subjective judgement coupled
with the prior information based on the borrowed travel data from a
similar urban area.
Small Disaggregate Sample
A trip rate table is borrowed from a certain area. This is the
prior information. After processing the small sample, updating is done
on a cell-by-cell basis, whereby each socio-economic combination (cell)
is updated using sample information from the corresponding cell. Only
cells that have at least 30 observations (in each of the prior and of
the sample models) can be updated by this technique in order to meet
the required assumptions.
Before the expressions for the updated parameters are presented,
a brief description of the statistical procedure is necessary.
The following notation will be used:
For the cell being updated in the initial trip table (prior
information), 6 : Average trip rate
n-| : Number of observations
S, : Variance of the trip rates
For the corresponding cell (same socio-economic combination)
developed from the small disaggregate sample,
6 : Average trip rate
n : Number of observations
9
S : Variance of trip rates
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The average trip rate for a certain cell is obtained by averaging
individual household trip rates corresponding to that cell, and the
average trip rates would follow a normal distribution regardless of the
distribution of the individual household trip rates (by virtue of the
Central Limit Theorem). The distribution of the average trip rate is
referred to as the sampling distribution of the mean. This distribution
is normal with an unknown mean. 9 , the sample mean, is therefore
2
normally distributed. It will be assumed that the variance a of this
2 Ss2
distribution is known, its value being a = (which is the unbiased
s n
s
estimator of the variance of the sampling distribution of the mean).
The prior distribution is the one derived from the initial trip
2 5^2
table. Its mean is 9, and its variance is o, = (unbiased esti-
mators of the mean and variance of the sampling distribution of the
mean for this case)
.
For the situation described above (both prior and sample distribu-
tions normal and variance assumed to be known), the updated distribution
(posterior) of the average trip rate has the following parameters:
2 2
1/a/ l/a^
mean 9„ = 5 r— x 9-, + ^ 5— x 9
^ (1/a/) + (1/a/) ^ (1/a/) + (1/a/)
which becomes after substitution:
niu _x 9, + s' s
:n,/s2) ^ (^n/s^)
( /s^2^ + (n /S
2;
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Standard Deviation a. _!
S
2 2
n,S + n S,Is si
.(Eq.2:
It should be noted that a is the standard deviation of the sampling
mean distribution, or of the average trip rate, as opposed to that of the
individual household trip rate distribution (the former distribution be-
ing normal while the latter is unknown). The same corranent could be made
about G„, even though in this case the difference is of a conceptual na-
ture only, without practical implications since the means of the two
distributions are but one and the same.
The above technique can be best understood through a detailed step-
by-step example application. As a hypothetical example, it can be as-
sumed that Lafayette's home based work productions trip rate table is to
be used in Bloomington. A small disaggregate sample would be collected
in Bloomington which would yield a trip rate table. The process of up-
dating would then take place on a cell-by-cell basis. The cell cor-
responding to households of size 4 and owning 2 cars will serve as an










S = 1 .69
Posterior (Updated) i nformation :








[236/(1 .652)^] + [31/(1.69)^]
X 2.45
= 2.30
and using equation (2)
,
<^2
= :i.652)^ X (1.69)^
236 X (1.69)^ + 31 X (1.652)^
= 0.101
Successive Updating
If another sample is collected at a later point in time, either in
the same area or in another area for the purpose of updating further
the information already available, a slightly different situation is
created. The prior information in this case still consists of the
sampling mean distribution, and it is still normally distributed. How-
ever, its parameters are different, and therefore computational for-
mulas (1) and (2) will be different in form, even though they remain
unchanged in content. The prior state of knowledge about that distri-
bution at this state consists of the parameters 6^ and o„ computed in
the previous step. Therefore, the prior distribution is a normal dis-
2
tribution with mean 6- and variance o„ which are assumedly known.
The new sample distribution will have the same notation as in the pre-
vious case (e , n , S ). No prior sample size is needed in order to
s s s' "^
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find the posterior distribution parameters. Let 6^ and o- be the
mean and variance (respectively) of the posterior distribution. These
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To illustrate this last case, it can be assumed that a second sample
was collected in Bloomington and yielded another trip table. This new
information is to be used to improve the information already available
(which itself is the result of the Lafayette trip table updated by the
first Bloomington sample). The same cell-by-cell procedure will be
adopted using the revised equations 3 and 4, as will be shown for the
cell corresponding to households of size 4 and owning 2 cars:
Prior information(from previous updating):
02 = 2.30
02 = 0.101










9- = 5 5- X 2.30




= 1 .93 + 0.41 = 2.34
Using Equation 4,
/(^JOlliMKZiL =0.093
•^ / (1.72)^ + 55 X (0.101)'^
If need for further updating arises, the e^ and a^ just computed
can serve as the prior distribution parameters, and the same equations
(3 and 4) can be used again by substituting the appropriate values of
the prior parameters as well as those of the new sample. The whole idea
is to make maximum utilization of the information available prior and up
to this point.
Subjective Judgement as a Source of New Information
Subjective judgement and evaluation of experienced planners fami-
liar with the area of study can serve as a valuable source of new in-
formation in lieu of collecting a small disaggregate sample. Subjective
judgement can also serve as the prior information if no prior informa-
tion is available, while a small sample could provide the new informa-
tion.
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In order to use subjective information within a Bayesian framework,
the primary task is to transform this subjective evaluation into mathe-
matical values of distribution parameters. This can be done by having
the planner specify a range within which the mean trip rate for a cer-
tain household category will fall, as well as the odds or chances that
he is willing to give that this mean trip rate will fall within the
specified range. This subjective information can be transformed
into a mean and variance after a distribution for the planner's feelings
about the parameter is assumed.
To illustrate this procedure, the same setting as in the previous
example is assumed, except that this time the study area has decided
not to collect a small disaggregate sample. Instead, an experienced
planner familiar with the area is willing to give 4 to 5 odds that the
mean home based work vehicle trip rate of households of size 4 and
owning 2 cars lies between 2.1 and 2.7. A normal distribution would be
an appropriate distribution to describe the planner's feelings about
that parameter. The mean of this distribution is 2.4, and the variance
can be calculated considering the fact that four fifths or 80 percent
of the area under this normal curve falls between 2.1 and 2.7, there-
2
fore 1 - 0.8 = 0.2 corresponds to the tail areas, i.e., a = -k- = 0.1.
Using the normal distribution tail areas table (reproduced in any
standard statistics reference), it turns out that an a of 0.1 corres-
ponds to a Z-value of 1.28 (the details of these elementary steps will
not be discussed). The standard deviation o of this normal distri-








The above yields: a = '
-i op,
' ~ ^-^-^^
All the necessary information is available for calculating the posterior
distribution parameters. However, the formulas will look slightly dif-
ferent once the expressions for a, and a are substituted in the basic•^
1 s
equations. In this case, a is the standard deviation of the sampling
mean distribution, and is available as such (unlike the case when the
2 Ss^
new information was supplied by a small sample, where a = ). The















Std. Deviation Op =
< 2 2
S., X a
-4 — ••• (Eq. 6)
The situation for this example is as follows













Using equations 5 and 5,
236/(1.652)'





1 .88 + 0.42 = 2.3
^(1 .652)^ X (0.234)^
236 X (0.234)^ + (1 .552)^
= 0.0977
The equations developed for all the cases described are summarized in
Table 51.
Temporal updating is that where trip rates developed at an earlier
point in time are updated to better reflect current or anticipated fu-
ture conditions. Bayesian updating techniques can be used for this pur-
pose as described in this chapter, therefore providing a ^Qry powerful
tool for a continuing planning effort whereby new information (objective
or subjective) obtained at a relatively low cost can be regularly used
to update information available up to that point.
Conclusion
As described in this chapter, Bayesian statistics provide a very


















their accuracy in reflecting the trip making behavior of households.
The cases described could be used for spatial as well as temporal up-
dating, even though the major emphasis in this chapter was on the former.
Spatial updating is aimed at making trip rates borrowed from a
similar urban area more descriptive of the households in the study area.
As discussed earlier, this can be done using a small disaggregate sam-
ple collected in the study area or by taking advantage of the local
expertise by quantifying the subjective judgement of local planners.
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CHAPTER 8: CONCLUSION
This study has compared the trip frequency patterns in the small
and medium sized urban areas (population range: 50,000 to 250,000) of
Indiana where comprehensive travel surveys have been conducted. It
was aimed at developing a framework for the transferability of trip
frequency parameters at three levels of aggregation: areawide, zonal
and household levels. Within this framework, the trip generation
phase in the four-step Urban Transportation Planning process in small
and medium sized urban areas can be performed synthetically, thus
eliminating the need for costly internal home-interview 0-D surveys.
Procedures for synthetic trip generation will be recommended in this
chapter based on the findings and accomplishments of this study which
are summarized hereafter:
1. The distribution of trips by purpose is significantly
different between the study areas.
2. Within an urban area, the distribution of trips by purpose
varies between socio-economic groups as substantiated by the tests
conducted on the household purpose distribution model developed using
data from Evansville.
3. For small urban areas, differences in socio-economic
characteristics constitute the major differentiating characteristics
affecting trip frequency.
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4. The socio-economic mix in the study areas, as indicated by
the auto ownership distribution between households, is significantly
different between these areas. Anderson and Muncie, however, do not
seem to have significantly different auto ownership distributions,
and this fact is reflected in the similarity of their areawide trip
frequency rates.
5. Caution should be exercised when borrowing zonal trip
generation equations for use in urban areas other than the one where
they were developed.
6. Home Based Work zonal production equations have more
potential for transferability than Home Based Other equations because
of the nature of the work trip.
7. Home Based Other zonal production equations developed in the
study areas led to erroneous predictions when used for trip generation
in areas different from where they were developed.
8. Non Home Based zonal production equations have good potential
for transferability and thus can be used successfully in synthetic
applications.
9. Zonal trip attraction regression equations can be used to
synthesize zonal attractions in areas different from the ones where
they were developed. Non Home Based and Home Based Work synthetic
equations predict more accurately than Home Based Other equations,
even though the latter predict within reasonable limits. However,
it is recommended that the synthesized attractions be balanced with
total productions as obtained by more accurate synthetic techniques.
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10. Disaggregate household trip generation rates have stronger
theoretical justification for transferability because they are
behavioral in nature. Empirical evidence to that effect was presented
in this study based on the comparison of the cross-classified house-
hold trip rates from Lafayette and Evansville. This comparison showed
that most of these rates were not significantly different for the
two areas for all three trip purposes.
11. The number of levels needed within each variable in the
cross-classification trip generation technique (when auto ownership
and household size are the independent variables used) has been
determined to be:
- Auto ownership: cars, 1 car, 2 cars, 3 or more cars.
- Household size: 1, 2, 3, 4, 5 or more persons.
12. Bayesian statistics can be effectively used to update cross-
classified household trip generation rates. Objective information
derived from small disaggregate samples or subjective information
based on expert engineering judgement can be used to update trip rates
spatially as well as temporally.
Framework for the Transferability of Trip Frequency Parameters
A framework for the transferability of trip frequency parameters
between small urban areas can be built based on the above conclusions.
Instead of defining different classes of small urban areas within
which parameters could be transferred at all levels of aggregation,
this framework consists of the principles that should guide such
transferring.
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A fundamental premise adopted in this framework is that for
small urban areas, socio-economic characteristics constitute the
major differentiating elements affecting trip frequency. Areawide
frequency parameters, such as areawide average trip rates per house-
hold or per capita, are therefore transferable between areas only when
these areas have similar socio-economic characteristics. Of course,
for rough areawide estimates, "typical" rates can be used. However,
more accurate analyses require more confidence in the parameters used.
In order to be transferable between small urban areas, trip
generation models and relationships should relate travel to its basic
determinants. Zonal aggregate regression equations tend to mask the
causal aspects of the assumed relationships, besides the fact that
they are tied to a specific zonal scheme. Therefore, extreme caution
should be exercised if such relationships are to be transferred.
On the other hand, disaggregate household models, because they
are behavioral in nature, have the highest potential as well as the
strongest theoretical justification for transferability. Household
trip generation rates are therefore more readily transferable between
small and medium sized urban areas.
Within this framework, trip generation analysis can be synthetically
conducted for small urban areas. A vast array of techniques and
approaches are available for this purpose, and most of them have been
discussed in this study. A recommended procedure for synthetic trip
generation analysis is outlined hereafter.
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Recommended Procedure for Synthetic Trip Generation
Analysis in Small Urban Areas
As explained in earlier chapters, this procedure is limited to
internal vehicle trips.
Before detailed trip generation analysis is undertaken, rough
estimates can be obtained using the rates reported in Chapters 3 and
4.
The following steps could next be followed:
a. Establishing Control Totals
This could be done using the disaggregate trip rate tables as
explained in Chapter 6, whereby areawide control totals can be ob-
tained by multiplying the appropriate rate by the areawide number of
households in each category.
Control totals are obtained for each purpose separately. It should
be noted however that the Non-Home Based trip rates reported in Chapter 6
do not include truck trips. The missing information can be supplied
either by using the areawide vehicle trip rates reported in Chapter 4,
or by using local survey information, or by multiplying the number ob-
tained from the trip rates by a correction factor between 1.4 and 1.6
depending on the area being studied (this range is based on figures
from the study areas).
b. Trip Productions
Zonal values of the trip productions are needed. These can be
obtained in the following way:
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- HBW and HBO: using cross-classification tables and multiplying
by the zonal number of households of each category. HBW pro-
ductions can alternatively be determined using the equation
recommended for that purpose in Chapter 5.
- NHB: using synthetic equations as recommended in Chapter 5.
The above zonal productions should be adjusted to agree with the
control totals established earlier,
c. Trip Attractions
As described in Chapter 5, regression equations can be used to
synthesize zonal attractions provided that the total attractions are
balanced by total productions for each purpose. In addition, special
analyses might be needed for special generators unique to the study
area.
Alternatively, attraction rates derived from national data (41,
42) can be used as described in Chapter 5, again with the condition
that the total attractions are constrained to equal the total
productions.
Finally, the whole process would have to be "tuned" so that the
volumes assigned to the network (after the trip distribution and trip
assignment steps are executed) compare favorably with the observed
volume counts.
Recommendations for Further Research
Synthetic trip generation for small urban areas is an activity
that is in need of continuous research associated with specific
applications to study areas. There is a definite lack of documented
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experience in this activity which is not being carried out on a
large scale. The body of knowledge in this field can significantly
benefit from applications to actual urban areas.
Some specific research needs are:
- Further substantiation of the transferability of disaggregate
household trip rates by conducting further comparisons similar
to the one described in Chapter 6.
- Review and refinement of the existing techniques used for
forecasting the independent variables needed as inputs for trip
generation in the future year.
- Investigation of external trips and development of a procedure
for synthesizing them for small urban areas.
- Application of Bayesian updating to a specific case study and
evaluation of the improvement due to such updating.
The recommendations and findings of this study serve to
drastically reduce the time and cost required by the transportation
planning process in small and medium-sized areas. These savings in
resources can thus be directed towards other pressing and current
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Contingency tables constitute an important class of problems to
which the Chi -square test can be applied. These in general are in the
form of a rectangular table of frequencies. Two factors are associated
with a contingency table: a row factor A and a column factor B. Usually,
the hypothesis being tested (null hypothesis) is that the two factors are
independent. This is often called "independence of classification". The
alternative hypothesis is that the two factors do not act independently;
that is, that they interact. A Chi-square test can be used for that
purpose, whereby expected cell frequencies are computed and compared to
the observed cell frequencies. The general setup of a contingency table
is described hereafter.
General Setup of a Contingency Table
Table Al gives a general setup for an a-b contingency table. The
observed frequencies are
f^-j , i = 1 ,... ,a ; j = 1 ,.. . ,b.




F.. = expected frequency in cell i ,j
n- = marginal total in row i













il ^2 ^3 ^b
^al ^a2 ^aj ^ab
Total n ".2 ".j ".b
149
n.j = marginal total in column j
n. = grand total
,
as shown in Table Al
.
a
It should be noted that: T. F . = n.j ,
i = l
^^
.1, ^j ^"i. '
IIF.. = n.
The expected cell frequencies (F.
.





X^ = E Z (f. . - F. .) /F..
datdi^i j = -| TJ iJ TJ
This carries degrees of freedom
V = (a - 1) (b - 1)
This test statistic would follow the Chi-Square Distribution if the
two factors were independent. For this reason, it is compared to the
critical value for the Chi-Square Distribution at the desired signifi-
cance level. These critical values are found in standard tables reported
in any probability and statistics textbook. If the computed statistic
2 2
(x ^,+o) is equal to or less than the critical value x ,> n, (^ being theoata VjOt
significance level), the null hypothesis is accepted; otherwise, it is
rejected.
Reference: Burr, I.W., Applied Statistical Methods , Academic Press,
1974.


