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Abstract. In many practical applications of control theory some constraints
on the state and/or on the control need to be imposed.
In this paper, we prove controllability results for semilinear parabolic equa-
tions under positivity constraints on the control, when the time horizon is long
enough. As we shall see, in fact, the minimal controllability time turns out to
be strictly positive.
More precisely, we prove a global steady state constrained controllability
result for a semilinear parabolic equation with C1 nonlinearity, without sign
or globally Lipschitz assumptions on the nonlinear term. Then, under suitable
dissipativity assumptions on the system, we extend the result to any initial
datum and any target trajectory.
We conclude with some numerical simulations that confirm the theoretical
results that provide further information of the sparse structure of constrained
controls in minimal time.
Dedicated to Professor Jiongmin Yong on the occasion of his 60th birthday
1. Introduction
Controllability of partial differential equations has been widely investigated dur-
ing the past decades (see, for instance, the following articles and books and the
references therein: [33], [14], [24], [13], [21], [11], [19] and [9]).
On the other hand, in many models of heat conduction in thermal diffusion,
biology or population dynamics, some constraints on the control and/or on the
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state need to be imposed when facing practical applications (see, for instance, [6]
and [7]).
In this paper we mainly focus on the controllability problem for semilinear heat
equations under unilateral constraints. In other words, our aim is to analyse if the
parabolic equation under consideration can be driven to a desired final target by
means of the control action, but preserving some constraints on the control and/or
the state. To fix ideas we focus on nonnegativity constraints.
As it is well known by now, a wide class of linear and semilinear parabolic
systems, in the absence of constraints, is controllable in any positive time (see [21]
and [11]). And, often times, norm-optimal controls achieving the target at the final
time are restrictions of solutions of the adjoint system. Accordingly these controls
experience large oscillations in the proximity of the final time. In particular, when
the time horizon is too short, these oscillations prevent the control to fulfill the
positivity constraint.
Therefore, the question of controlling the system by means of nonnegative con-
trols requires further investigation. This question has been addressed in [26] where,
in the context of the linear heat equation, the constrained controllability in large
time was proved, showing also the existence of a minimal controllability or waiting
time.
The purpose of the present paper is to extend the analysis in [26] to semilinear
parabolic equations, considering the controllability problem under positivity con-
straints on the boundary control. As a consequence, employing the comparison
or maximum principle for parabolic equations, we deduce the controllability under
positivity constraints on the state too.
In [26] the constrained controllability property was proved using the dissipativity
of the system, enabling to show the exponential decay of the observability constant.
This allows to show that, in large time intervals, the controls can be chosen to be
small, which in turn implies constrained controllability. In the present paper, in-
spired by [8], we show that dissipativity is not needed for steady state constrained
controllability, the aim being to control the system from one steady-state to an-
other one, both belonging to the same connected component of the set of steady
states. The method of proof, that uses a “stair-case argument”, does not require
any dissipativity assumption and is merely based on the controllability of the system
without constraints. It consists in moving from one steady state to a neighbouring
one, using small amplitude controls, in a recursive manner, so to reach the final
target after a number of iterations and preserving the constraints on the control
imposed a priori.
This iterative method, though, leads to constrained control results only when the
time of control is long enough, and this time horizon increases when the distance
between the initial and final steady states increases. On the other hand, the method
cannot be applied to an arbitrary initial state. In fact, we give an example showing
that, when the system is nondissipative, constrained controllability in large time
may fail for general L2-initial data. Achieving the constrained controllability result
for general initial data and final target trajectories of the system requires to assume
that the system to be dissipative and the control time long enough. Summarising,
although dissipativity is not needed for steady state constrained controllability, it
is crucial when considering general initial data.
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Once the control property has been achieved with nonnegative controls, the clas-
sical comparison or maximum principle for parabolic equations allows proving that
the same property holds under positivity constraints on the state.
But all previous techniques and results require the control time to be long enough.
It is then natural to analyse whether constrained controllability can be achieved in
an arbitrarily small time. In [26] it was shown, for the linear heat equation, that
constrained controllability does not hold when the time horizon is too short. As we
shall see, under some assumptions on the nonlinearity, the same occurs for semilinear
parabolic equations so that, the minimal constrained controllability time, Tmin, is
necessarily strictly positive, showing a waiting time phenomenon. Finally, in [26] it
was also proved that, actually, constrained controllability of the heat equation holds
in the minimal time with finite measures as controls. This result is also generalised
in the present work.
1.1. Statement of the main results. Let Ω be a connected bounded open set of
Rn, n ≥ 1, with C2 boundary, and let us consider the boundary control system:
(1)

yt − div(A∇y) + b · ∇y + f(t, x, y) = 0 in (0, T )× Ω
y = u1Γ on (0, T )× ∂Ω
y(0, x) = y0(x), in Ω
where y = y(t, x) is the state, while u = u(t, x) is the control acting on a relatively
open and non-empty subset Γ of the boundary ∂Ω.
Moreover, A ∈ W 1,∞(R+ × Ω;Rn×n) is a uniformly coercive symmetric matrix
field, b ∈W 1,∞(R+×Ω;Rn) and the nonlinearity f : R+×Ω×R −→ R is assumed
to be of class C1.
Since f is not supposed to be globally Lipschitz, blow up phenomena in finite
time may occur and the existence of solutions for bounded data can be guaranteed
only locally in time. In fact, as it was shown in [14], the boundary controllability
of semilinear parabolic equations can only be guaranteed for nonlinearities with a
very mild superlinear growth. For the sake of completeness the well posedness of
the above system is analyzed in the Appendix.
As mentioned above, in our analysis we distinguish the following two problems:
• Steady state controllability : In this case the system is not required to be
dissipative, and the coefficients of (1) are assumed to be only space depen-
dent;
• Controllability of general initial data to trajectories: The dissipativity of
the system is needed in this case.
The main ingredients that our proofs require are as follows:
• local controllability;
• a recursive “stair-case” argument to get global steady state controllability;
• the dissipativity of the system to control general initial data to trajectories;
• the maximum or comparison principle to obtain a state constrained result.
We also prove the lack of constrained controllability when the control time horizon
is too short. We do it employing different arguments:
• for the linear case, we use the definition of solution by transposition, and
we choose specific solutions of the adjoint system as test functions;
• the same proof, with slight variations, applies when the nonlinearity is glob-
ally Lipschitz too;
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• if the nonlinearity is “strongly” superlinear and nondecreasing, inspired by
[18] and [2], a barrier function argument can also be applied.
Remark 1. The conclusions of the present work can be deduced employing the
same arguments for the internal control. In particular, the problem of local con-
trollability of (1) can be addressed by using the techniques of [14].
1.1.1. Steady state controllability. As announced, for steady state controllability,
we do not assume the system to be dissipative but we ask the coefficients and the
nonlinearity f to be time-independent, namely A = A(x), b = b(x) and f = f(x, y).
This allows to easily employ and exploit the concept of steady state and their very
properties.
More precisely, let us first introduce the set of bounded steady states for (1).
Definition 1.1. Let u ∈ L∞(Γ) be a steady boundary control. A function y ∈
L∞(Ω) is said to be a bounded steady state for (1) if for any test function ϕ ∈ C∞(Ω)
vanishing on ∂Ω:∫
Ω
[−div(A∇ϕ)− div(ϕb)] ydx+
∫
Ω
f(x, y)ϕdx+
∫
Γ
u
∂ϕ
∂n
dσ(x) = 0.
In the above equation, n = Avˆ/‖Avˆ‖, where vˆ is the outward unit normal to Γ. We
denote by S the set of bounded steady states endowed with the L∞ distance.
In our first result, the initial and final data of the constrained control problem
are steady states joined by a continuous arc within S . This arc of steady states is
then a datum of the problem, allowing to build the controlled path in an iterative
manner, by the stair-case argument.
The existence of steady-state solutions with non-homogeneous boundary values
(the control) can be analysed reducing it to the case of null Dirichlet conditions,
splitting y = z + w, where z is the unique solution to the linear problem:
(2)
{
−div(A∇z) + b · ∇z = 0 in Ω
z = u1Γ on ∂Ω
and w is a solution to:{
−div(A∇w) + b · ∇w + f(x,w + z) = 0 in Ω
w = 0. on ∂Ω
The first problem (2) can be treated by transposition techniques (see [25]), employ-
ing Fredholm Theory (see [16, Theorem 5.11 page 84]). But the second one needs
the application of fixed point methods (see [16, Part II]).
As mentioned above, we assume the initial datum y0 and the final target y1 to
be path-connected steady states, i.e. we suppose the existence of a continuous path:
γ : [0, 1] −→ S ,
such that γ(0) = y0 and γ(1) = y1. Furthermore, we call u
s the boundary value of
γ(s) for each s ∈ [0, 1].
Now, we are ready to state the main result of this section, inspired by the methods
in [8, Theorem 1.2].
Theorem 1.2 (Steady state controllability). Let y0 and y1 be path connected (in
S ) bounded steady states. Assume there exists ν > 0 such that
(3) us ≥ ν, a.e. on Γ
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for any s ∈ [0, 1]. Then, if T is large enough, there exists u ∈ L∞((0, T ) × Γ), a
control such that:
• the problem (1) with initial datum y0 and control u admits a unique solution
y verifying y(T, ·) = y1;
• u ≥ 0 a.e. on (0, T )× Γ.
It is implicit in the statement of this result that the constructed trajectory does
not blow up in [0, T ]. The strategy of proof relies on keeping the trajectory in a
narrow tubular neighborhood of the arc of steady states connecting the initial and
the final ones. This result does not contradict the lack of controllability for blowing
up semilinear systems (see [14, Theorem 1.1]), since we work in the special case
where the initial and final data are bounded steady states connected within the set
of steady states.
Remark 2. Assume the target y1 ∈ C∞(Ω). If T is large enough, by slightly
changing our techniques, one can construct a C∞-smooth nonnegative control u
steering our system (1) from y0 to y1 in time T .
1.1.2. Controllability of general initial data to trajectories. In this case, both the
coefficients and the nonlinearity f can be time-dependent. We suppose the system
to be dissipative, namely:
(D)

∃ C1 ∈ R+ such that f(t, x, y2)− f(t, x, y1) ≥ −C1(y2 − y1)
a.e. (t, x) ∈ R+ × Ω, y1 ≤ y2,
∫
Ω
(∇(y2 − y1))T A∇(y2 − y1)dx+
∫
Ω
(b · ∇(y2 − y1)) (y2 − y1)dx
+
∫
Ω
(f(t, x, y2)− f(t, x, y1))(y2 − y1)dx ≥ λ‖y2 − y1‖2H10 (Ω)
a.e. t ∈ R+ and ∀(y1, y2) ∈ H10 (Ω)2,
for some λ > 0.
These additional assumptions guarantee the global existence of solution for L2
data in any time T > 0 (see [27] and [4]), i.e. for any y0 ∈ L2(Ω) and control
u ∈ L2((0, T )× Γ) the system (1) admits an unique solution:
y ∈ L2((0, T )× Ω) ∩ C0([0, T ];H−1(Ω)).
As we shall see (proof of Theorem 1.3 and Lemma 3.1), this L2-dissipativity
property and the smoothing effect of the heat equation will allow also to control
distances between differences of trajectories in L∞.
In this context, we are able to extend Theorem 1.2 to more general initial data
and final targets.
Theorem 1.3 (Controllability of general initial data to trajectories). Assume that
the dissipativity assumption (D) holds.
Consider a target trajectory y, solution to (1) with initial datum y0 ∈ L2 and
control u ∈ L∞, verifying the positivity condition:
(4) u ≥ ν, a.e. on (0, T )× Γ,
with ν > 0.
Then, for any initial datum y0 ∈ L2(Ω), in time large, we can find a control
u ∈ L∞((0, T )× Γ) such that:
• the unique solution y to (1) with initial datum y0 and control u is such that
y(T, ·) = y(T, ·);
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• u ≥ 0 a.e. on (0, T )× Γ.
Remark that the dissipativity property (D) is actually needed to control a general
initial datum to trajectories. Indeed, even in the linear case, removing dissipativ-
ity, constrained controllability may fail in any time T > 0. This is the object of
Proposition 1.
Remark 3. As we have seen in Remark 2, if the target y is smooth, we can build
a nonnegative control u smooth as well.
1.1.3. State Constraints. We assume that f(t, x, 0) = 0 for any (t, x) ∈ R+ × Ω so
that y ≡ 0 is a steady-state.
We also assume that the dissipativity assumption (D) holds, so that the system
(1) enjoys also the parabolic comparison or maximum principle (see [29, Theorem
2.2 page 187]). Then, the following state constrained controllability result is a
consequence of the above one.
Under these conditions, in the framework of Theorem 1.3, if the initial datum
y0 ≥ 0 a.e. in Ω, and in view of the fact that the control has been built to be non-
negative, then y ≥ 0 a.e. in (0, T )×Ω, i.e. the full state satisfies the nonnegativity
unilateral constraint too.
Again, in case the target y is smooth, we can construct a smooth control u as
well, under state and control constrains.
1.2. Orientation. The rest of the paper is organized as follows:
• Section 2: Proof of Theorem 1.2 by the stair-case method;
• Section 3: Proof of Theorem 1.3 using the dissipativity property;
• Section 4: Counterexample for general initial data in the nondissipative
case;
• Section 5: Positivity of the minimal time;
• Section 6: Numerical simulations and experiments;
• Section 7: Conclusions and open problems;
• Appendix: Proof of the well posedness and local null controllability for
system (1).
2. Steady state controllability-The stair case method
In order to prove Theorem 1.2, we need the following two ingredients but we do
not need/employ the dissipativity of the system:
(1) Local null controllability with controls in L∞;
(2) The stair-case method to get the desired global result.
First of all, let us state the local controllability result. For the sake of simplicity,
depending on the context, we denote by ‖ ·‖L∞ the norm in L∞(Ω), L∞((0, T )×Ω)
or L∞((0, T )× Γ).
Lemma 2.1. Let T > 0 and R > 0. Then, there exist C and δ depending on R,
and T such that, for all targets y ∈ L∞((0, T ) × Ω) solutions to (1) with initial
datum y0 and control u and for each initial data y0 ∈ L∞(Ω) such that:
(5) ‖y0‖L∞ ≤ R, ‖y‖L∞ ≤ R and ‖y0 − y0‖L∞ < δ,
we can find a control u ∈ L∞((0, T )× Γ) such that:
• the problem (1) with initial datum y0 and control u admits a unique solution
y such that y(T, ·) = y(T, ·);
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• the following estimate holds:
(6) ‖u− u‖L∞ ≤ C ‖y0 − y0‖L∞ ,
where u is the control defining the target y.
The proof of this lemma is presented in the Appendix.
We accomplish now Task 2, developing the stepwise iterative procedure, which
enables us to employ the local controllability property to get the desired global
result (see Figure 1).
t0
y
1 2 3 4 5
y1
y0
given path of steady states
controlled trajectory
Figure 1. Stepwise procedure
Proof of Theorem 1.2. Step 1 Consequences of the null-controllability prop-
erty.
First of all, we take T = 1 as time horizon. Let R = sups∈[0,1] ‖γ(s)‖L∞ . By
Lemma 2.1, for any ε > 0, there exists δε > 0 such that for any pair of bounded
steady states y0 and y1 lying on the arc γ such that:
(7) ‖y0‖L∞ ≤ R, ‖y1‖L∞ ≤ R and ‖y1 − y0‖L∞ < δε
we can find a control u ∈ L∞ steering (1) from y0 to y1 and such that:
(8) ‖u− u‖L∞((0,1)×Γ) < ε,
where u is the boundary value of y1.
Step 2 Stepwise procedure and conclusion.
The initial datum y0 and the final target y1 to be controlled along a solution of the
system, by hypothesis, are linked by a continuous arc γ. Then, let:
zk = γ
(
k
n
)
, k = 0, . . . , n
be a finite sequence of bounded steady states. Let uk be the boundary value of zk.
Right now, ‖zk‖L∞ ≤ R. Moreover, by taking n sufficiently large,
(9) ‖zk − zk−1‖L∞(Ω) < δν ,
where δν is given by the smallness condition (7) with ε = ν. Then, for any 1 ≤
k ≤ n, we can find a control uk joining the steady states zk−1 and zk in time 1.
Furthermore,
(10) uk = uk − uk + uk ≥ −ν + ν = 0, a.e. on (0, 1)× Γ.
8 DARIO PIGHIN AND ENRIQUE ZUAZUA
Finally, the control u : (0, n) −→ L∞(Γ) defined as u(t) = uk(t−k) for t ∈ (k−1, k)
is the desired one. This concludes the proof. 
By the implemented stepwise procedure, the time of control needed coincides with
the number of steps we do. This is of course specific to the particular construction of
the control we employ and this does not exclude the possibility of finding another
nonnegative control driving (1) from y0 to y1 in a smaller time. Anyhow, the
existence of a time, long enough, for control, allows defining the minimal constrained
controllability time and, as we shall see in Theorem 5.3, under some conditions
on the nonlinearity, this minimal time is positive, which exhibits a waiting time
phenomenon for constrained control, as previously established in the linear case in
[26].
Remark 4. The stair-case method developed above can be employed to get an
analogous state constrained controllability for the Neumann case as in [26, Theorem
4.1].
Note however that in the Neumann case state constraints and controls constraints
are not interlinked by the maximum principle.
3. Control of general initial data to trajectories for dissipative
systems
As anticipated, in this case we assume that the system satisfies the dissipativity
property (D). Then, for any y0 ∈ L2(Ω) and control u ∈ L2((0, T )× Γ) the system
(1) admits an unique solution y ∈ L2((0, T )×Ω)∩C0([0, T ];H−1(Ω)) (see [27] and
[4]).
The proof of Theorem 1.3 will need the following regularizing property.
Lemma 3.1. Assume that the dissipativity property (D) holds. Let y0 ∈ L2(Ω) be
an initial datum and u ∈ L∞((0, T )×Γ) be a control. Then, the unique solution y to
(1) with initial datum y0 and control u is such that y(t, ·) ∈ L∞ for any t ∈ (0, T ].
Furthermore, there exists a constant C = C(Ω, A, b, f) > 0 such that, for any t in
(0, T ]:
(11) ‖y(t, ·)‖L∞ ≤ CeCT t−n4 [‖y0‖L2 + ‖u‖L∞ + ‖f(·, ·, 0)‖L∞ ] .
Proof. Step 1 Reduction to the linear case. Let ψ be the solution to:
(12)

ψt − div(A∇ψ) + b · ∇ψ − C1ψ = |f(·, ·, 0)| in (0, T )× Ω
ψ = |u|1Γ on (0, T )× ∂Ω
ψ(0, x) = |y0|, in Ω
where C1 is the constant appearing in assumptions (D). Then, by a comparison
argument, for each t ∈ [0, T ]:
(13) |y(t, ·)| ≤ ψ(t, ·), a.e. in Ω.
Step 2 Regularization effect in the linear case. First of all, we split ψ = ξ+χ,
where ξ solves:
(14)

ξt − div(A∇ξ) + b · ∇ξ − C1ξ = |f(·, ·, 0)| in (0, T )× Ω
ξ = 0 on (0, T )× ∂Ω
ξ(0, x) = |y0| in Ω
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while χ satisfies:
(15)

χt − div(A∇χ) + b · ∇χ− C1χ = 0 in (0, T )× Ω
χ = |u|1Γ on (0, T )× ∂Ω
χ(0, x) = 0 in Ω.
By the maximum principle (see [29]), for each t ∈ [0, T ], χ(t, ·) ∈ L∞(Ω) and there
exists a constant C = C(Ω, A, b, f) > 0 such that:
‖χ(t, ·)‖L∞ ≤ eCT ‖u‖L∞ .
On the other hand, (14) enjoys a L2 − L∞ regularization effect, namely ξ(t, ·) ∈
L∞ for any t in (0, T ]. Moreover, there exists a constant C = C(Ω, A, b, f) > 0 such
that, for any t in (0, T ]:
‖ξ(t, ·)‖L∞ ≤ CeCT t−n4 ‖y0‖L2 .
This can be proved using Moser-type techniques (see, for instance, [28, Theorem
1.7], [32] or [23]).
This yields the conclusion for ψ. The comparison argument (13) finishes the
proof. 
We prove now Theorem 1.3, which is illustrated in Figure 2.
t0
y
T-τ T
y0
stabilization control
y
Figure 2. Illustration of the proof of Theorem 1.3 in two steps:
Stabilization + Control
Proof of Theorem 1.3. Step 1 Stabilization. Let τ > 0 be fixed and T > 2τ
be large enough. In the time interval [0, T − τ ], we control y by means of u = u
so to stabilize y towards y in norm L∞. By the dissipativity property (D), we
immediately have the stabilization property in L2 in [0, T − 2τ ], namely:
(16) ‖y(t, ·)− y(t, ·)‖L2(Ω) ≤ Ce−λt‖y0 − y0‖L2(Ω), ∀ t ∈ [0, T − 2τ ].
Then, we realize that η = y − y satisfies:
(17)

ηt − div(A∇η) + b · ∇η + f˜(t, x, η) = 0 in (T − 2τ, T − τ)× Ω
η = 0 on (T − 2τ, T − τ)× ∂Ω
η(T − 2τ, x) = y(T − 2τ, ·)− y(T − 2τ, ·), in Ω
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where f˜(t, x, η) = f(t, x, η + y(t, x)) − f(t, x, y(t, x)). Since the nonlinearity f˜ ,
together with the coefficients A and b, fulfills the dissipative assumptions (D), we
are in position to apply Lemma 3.1 to (17) with nonlinearity f˜ , getting:
‖y(T − τ, ·)− y(T − τ, ·)‖L∞(Ω) ≤ C(τ)‖y(T − 2τ, ·)− y(T − 2τ, ·)‖L2(Ω)
≤ C(τ)e−λ(T−2τ)‖y0 − y0‖L2(Ω),
where in the last inequality we have used (16).
Step 2 Control. We conclude with an application of Lemma 2.1.
Let y˜0 = y(T − τ, ·) be the new initial datum and y (T−τ,T )×Ω be the new
target trajectory. By the above arguments, if T is large enough, they fulfill (5) with
R = ‖y‖L∞((T−τ)×Ω) + 1.
Then, there exists a control w ∈ L∞((T − τ, T )× Γ) driving (1) from y(T − τ, ·)
to y(T, ·) in time τ . Furthermore,
‖w − u‖L∞ ≤ C‖y(T − τ, ·)− y(T − τ, ·)‖L∞ ≤ C(τ)e−λ(T−2τ)‖y0 − y0‖L∞ .
Therefore, taking T sufficiently large, we have ‖w − u‖L∞ < ν.
Step 3 Conclusion. Finally, the control:
u =
{
u in (0, T − τ)
w in (T − τ, T )
is the desired one.

4. On the need of the dissipativity condition.
We now give an example showing that the result above does not hold in any time
T > 0 without imposing the dissipativity condition and the initial datum is not a
steady-state.
Consider the linear system:
(18)

yt − div(A(x)∇y) + b(x) · ∇y + c(x)y = 0 in (0, T )× Ω
y = u1Γ on (0, T )× ∂Ω
y(0, x) = y0(x), in Ω.
Let L : H10 (Ω) −→ H−1(Ω) be the operator defined by:
L(y) = −div(A(x)∇y) + b(x) · ∇y + c(x)y.
According to [12, Theorem 3 page 361], there exists a real eigenvalue λ1 for L such
that if λ ∈ C is any other eigenvalue, then Re(λ) ≥ λ1. Moreover, there exists a
unique nonnegative eigenfunction φ1 ∈ H10 (Ω) such that ‖φ1‖L2 = 1. We suppose
further that λ1 < 0. By Fredholm Theory [16, Theorem 5.11 page 84], we can
choose the coefficient c so that λ1 < 0 and L is onto. For instance, one can consider
the operator L(y) = −∆y − λy, with:
λ > µ1, λ 6= µk ∀k ∈ N∗,
where {µk} is the set of eigenvalues of −∆.
Proposition 1. In the framework above, with initial datum y0 = φ1 and a steady-
state final target y1 ∈ S with boundary value
(19) u ≥ ν > 0, a.e. on Γ,
the constrained controllability fails in any time T > 0.
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More precisely, for any time T > 0 and nonnegative control u ∈ L∞((0, T )× Γ),
the corresponding solution y to (18) is such that y(T, ·) 6= y1.
Proof. Let u ∈ L2((0, T ) × Γ) be a nonnegative control and y be the solution of
(18) with initial datum φ1 and control u. Moreover, let z be the solution of the
above system with initial datum φ1 and null control. By the maximum principle
for parabolic equations (see [29]), we have:
y ≥ z = e−λ1tφ1, for a.e. (t, x) ∈ (0, T )× Ω.
Hence, ‖y(T, ·)‖L2 ≥ e−λ1T > ‖y1‖L2(Ω) for T large enough since λ1 < 0. Hence,
constrained controllability in time large fails. Actually, since the final target y1 is
a steady state, constrained controllability can never be realized whatever T > 0
is. 
5. Positivity of the minimal controllability time.
First of all, we study the linear case to later address the semilinear one.
5.1. Linear case. We consider the linear system:
(20)

yt − div(A∇y) + b · ∇y + cy = 0 in (0, T )× Ω
y = u1Γ on (0, T )× ∂Ω
y(0, x) = y0(x), in Ω
where, as usual, A = A(t, x) and b = b(t, x) are Lipschitz continuous, while
c = c(t, x) is bounded.
We take a target trajectory y solution to (20) with initial datum y0 ∈ L2(Ω) and
control u ∈ L∞((0, T )× Γ) such that u ≥ ν, with ν positive constant and an initial
datum y0 ∈ L2(Ω).
We define the minimal controllability time (or waiting time) under positivity
constraints:
(21) Tmin
def
= inf
{
T > 0
∣∣ ∃u ∈ L∞((0, T )× Γ)+, y(T, ·) = y(T, ·)} ,
where we use the convention inf(∅) = +∞.
Under the assumptions of Theorem 1.2 or Theorem 1.3, we know that constrained
controllability holds in time large. This guarantees that this minimal time Tmin <
+∞.
On the other hand, when the system is not dissipative, we have shown that there
exist initial data such that controllability fails in any time. In that case, the minimal
time Tmin = +∞.
The purpose of this section is to prove that, whenever the initial datum differs
from the final target, constrained controllability fails in time too small, i.e. Tmin ∈
(0,+∞].
This result is natural and rather simple to prove if we impose bilateral bounds on
the control, i.e. L∞ bounds. Here, however, we prove it under the non-negativity
constraint in which case the result is less obvious since, in principle we could expect,
when the final target is larger than the initial datum, the minimal time to vanish,
employing large positive controls. But this is not the case.
Before proving the positivity of the minimal time, we point out that, actually,
the minimal time is independent of the Lp regularity of the controls, as already
pointed out in [26, Proposition 2.1]. The above system admits an unique solution
y ∈ C0([0, T ]; (W 2,p(Ω)∩W 1,p0 (Ω))′), with n+2 < p < +∞, for any y0 ∈ L2(Ω) and
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u ∈ L1((0, T )×Γ), as it can be shown by transposition (see [25]). Thus the waiting
time could also be defined with controls in L1((0, T ) × Γ). We have the following
Lemma.
Lemma 5.1. Let T > 0. We suppose there exists a nonnegative control u ∈
L1((0, T ) × Γ) such that y(T, ·) = y(T, ·). Then, for any τ > 0, we can find a
nonnegative control u˜ ∈ L∞((0, T + τ)× Γ) such that y(T + τ, ·) = y(T + τ, ·).
Consequently, the minimal constrained controllability time Tmin is independent of
the Lp-regularity of controls.
Proof. Step 1 Regularization of the control. First of all, by convolution, we
construct a nonnegative regularized control uε,1 ∈ C∞([0, T ]× ∂Ω) such that:
‖u− uε,1‖L1((0,T )×Γ) < ε,
with ε > 0 to be specified later. By the well posedness of (20) with L1 controls, we
have that the unique solution yε,1 to (20) with initial datum y0 and control u
ε,1 is
such that:
‖yε,1(T, ·)− y(T, ·)‖(W 2,p(Ω)∩W 1,p0 (Ω))′ ≤ Cε,
where n + 2 < p < +∞. To conclude the proof, it remains to steer yε,1(T, ·) to
y(T+τ, ·) by a small control. To this extent, we need first to regularize the difference
yε,1(T, ·)− y(T, ·).
Step 2 Regularization of yε,1(T, ·) − y(T, ·). Consider the unique solution yε,2
to:
(22)

yt − div(A∇y) + b · ∇y + cy = 0 in (T, T + τ/2)× Ω
y = u1Γ on (T, T + τ/2)× ∂Ω
y(T, x) = yε,1(T, ·). in Ω
By the regularizing effect of parabolic equations, yε,2(T + τ/2, ·) − y(T + τ/2, ·) ∈
L2(Ω) and:
‖yε,2(T + τ/2)− y(T + τ/2)‖L2 ≤ C(τ)‖yε,1(T )− y(T )‖(W 2,p(Ω)∩W 1,p0 (Ω))′ ≤ C(τ)ε.
Step 3 Application of null controllability by small controls. By Lemma
8.3, there exists a control uε,3 ∈ L∞((T + τ/2, T + τ) × Γ) steering (20) from
yε,2(T + τ/2, ·) to y(T + τ, ·) such that:
(23) ‖uε,3 − u‖L∞ ≤ C(τ)‖yε,2(T + τ/2, ·)− y(T + τ/2, ·)‖L2
≤ C(τ)‖yε,1(T, ·)− y(T, ·)‖(W 2,p(Ω)∩W 1,p0 (Ω))′ ≤ C(τ)ε.
Then, choosing ε sufficiently small, we have ‖uε,3 − u‖L∞ < ν, thus:
uε,3 ≥ 0, a.e. (T + τ/2, T + τ)× Γ.
Then,
(24) u˜ =

uε,1, in (0, T )
u in (T, T + τ/2)
uε,3 in (T + τ/2, T + τ)
is the desired control

We are now ready to state the desired Theorem on the waiting time, i.e. the
positivity of Tmin.
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Theorem 5.2 (Positivity of the minimal controllability time). Let y be the target
trajectory solution to (20) with initial datum y0 and boundary control u such that
u ≥ ν > 0. Consider the initial datum y0 ∈ L2(Ω) such that y0 6= y0.
Then,
(1) there exists T0 > 0 such that, for any T ∈ (0, T0) and for any nonnegative
control u ∈ L∞((0, T )× Γ) the solution y to (20) with initial datum y0 and
control u is such that y(T, ·) 6= y(T, ·).
(2) Consequently,
Tmin > 0.
Proof. We distinguish two cases.
Case 1: y0 ≤ y0.
Step 1 Reduction to the case y0 = 0. We introduce z solution to (20) with
initial datum y0 and null control. By subtracting z both to the target trajectory
and to the controlled one, we justify the reduction. Indeed, let ξ = y−z be the new
target trajectory solution to (20) with initial datum y0 − y0 and control u, while
ξ = y − z is the solution to (20) with null initial datum and control u.
Now, if the result holds in the particular case where y0 = 0, then for each time
0 < T < T0 and for any choice of the control u ∈ L∞((0, T ) × Γ)+, we have
ξ(T, ·) 6= ξ(T, ·). This, in turn, implies that for any u ∈ L∞((0, T ) × Γ)+, we have
y(T, ·) 6= y(T, ·), as desired.
Step 2 Weak solutions by transposition of (20).
The solution y ∈ L2((0, T )×Ω)∩C0([0, T ];H−1(Ω)) of (20) with null initial datum
and control u ∈ L∞((0, T )× Γ) is characterized by the duality identity
(25) 〈y(T, ·), ϕT 〉+
∫ T
0
∫
∂Ω
u
∂ϕ
∂n
dσ(x)dt = 0,
where y(T, ·) ∈ H−1(Ω) and ϕ is the solution to the adjoint problem:
(26)

−ϕt − div(A∇ϕ)− div(ϕb) + cϕ = 0 in (0, T )× Ω
ϕ = 0 on (0, T )× ∂Ω
ϕ(T, x) = ϕT (x). in Ω
As usual n = Avˆ/‖Avˆ‖, where vˆ is the outward unit normal to ∂Ω.
Thus, to conclude, it suffices to find T0 > 0 and ϕT ∈ H10 (Ω) such that, for any
T ∈ (0, T0), the solution of the adjoint system (26) with final datum ϕT satisfies:
(27)

(
∂ϕ
∂n
)
+
= 0 on (0, T0)× ∂Ω
〈y(T, ·), ϕT 〉 < 0, ∀T ∈ [0, T0).
Indeed, let us suppose that (27) holds and for some T ∈ (0, T0) we can find a
nonnegative control u driving (20) from 0 to y(T, ·). By (25) and (27), we have:
0 = 〈y(T, ·), ϕT 〉+
∫ T
0
∫
∂Ω
u
∂ϕ
∂n
dσ(x)dt ≤ 〈y(T, ·), ϕT 〉 < 0.
This would lead to a contradiction.
We now build the final datum ϕT leading to (27).
Step 3 Construction of the final datum for the adjoint system. Let φ1 be
the first eigenfunction of the Dirichlet laplacian in Ω, which is strictly positive in Ω
([12, Theorem 2 page 356]).
Let us also introduce a cut-off function ζ ∈ C∞(Ω) such that:
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Figure 3. Final data for the adjoint system.
• supp(ζ) ⊂⊂ Ω;
• ζ(x) = 1 for any x ∈ Ω such that dist(x, ∂Ω) ≥ δ,
with δ > 0 to be made precise later.
We are now ready to define the final datum (see Figure 3):
(28) ϕT = −φ1 + 2(1− ζ)φ1.
By the definition of φ1 and ζ, ϕT (x) < 0 for any x ∈ Ω such that dist(x, ∂Ω) ≥ δ.
On the other hand, ϕT (x) > 0 for any x ∈ Ω \ supp(ζ). This means that actually
ϕT is negative up to a small neighborhood of ∂Ω.
Figure 4. Evolution of the adjoint heat equation with final datum ϕT .
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Let us now check that
(
∂ϕ
∂n
)
+
= 0 on (0, T )×∂Ω (see Figure 4). To this purpose,
we first observe that the final datum ϕT ∈W 2,p(Ω)∩W 1,p0 (Ω), for any 1 < p < +∞,
as a consequence of the well-known regularity properties of the first eigenfunction
of the Laplacian ([5, Theorem 9.32 page 316] or [17, Theorem 2.4.2.5 page 124]).
In view of the regularity of ϕT and Corollary 1, we have that
∂ϕ
∂n
∈ C0([0,+∞)× Ω).
Then, since ∂ϕT∂n (x) < 0 for any x ∈ ∂Ω, there exists T0 > 0 such that:
∂ϕ
∂n
< 0, ∀ (t, x) ∈ [0, T0)× ∂Ω,
which in turn implies
(
∂ϕ
∂n
)
+
= 0 on (0, T0)× ∂Ω, as required.
We now prove that 〈y(T, ·), ϕT 〉 < 0. Indeed,∫
Ω
y0ϕT dx =
∫
Ω
y0(−φ1 + 2(1− ζ)φ1)dx.
On the one hand, since φ1(x) > 0 for any x ∈ Ω:∫
Ω
y0(−φ1(x))dx ≤ −θ < 0,
with θ > 0. On the other hand, taking δ > 0 small enough,∣∣∣∣∫
Ω
y0(1− ζ)φ1dx
∣∣∣∣ ≤ ‖y0‖L2‖φ1‖L∞√|Eδ| < θ4 ,
where Eδ = {x ∈ Ω | dist(x, ∂Ω) < δ}. Then,
(29)
∫
Ω
y0ϕT (x)dx ≤ 2
θ
4
− θ = −θ
2
< 0.
Finally, by transposition (see [25]), y ∈ C0([0, T ];H−1(Ω)). Hence, choosing T0
small enough, we have:
〈y(T, ·), ϕT 〉 < 0, ∀T ∈ [0, T0),
as desired.
Case 2: y0  y0. Since y0  y0, y0 > y0 on a set of positive measure. Then, there
exists a nonnegative ϕ ∈ H10 (Ω) \ {0} such that
∫
Ω
(y0 − y0)ϕdx > 0.
Let z be the unique solution to (20) with initial datum y0 and null control. By
transposition, z ∈ C0([0, T ];H−1(Ω)). Then, there exists T0 > 0 such that:
(30) 〈z(T, ·)− y(T, ·), ϕ〉 > 0, ∀ T ∈ [0, T0).
On the other hand, the comparison principle (see [29]) yields y ≥ z in (0, T ) × Ω.
This, together with (30), implies that 〈y(T, ·), ϕ〉 > 〈y(T, ·), ϕ〉 for any T ∈ [0, T0),
thus concluding the proof. 
5.2. Controllability in the minimal time for the linear case. We prove that
controllability holds in the minimal time with measured valued controls. To this
extent, let us define the solution to (20) with controls belonging to the space of
Radon measures M([0, T ]× ∂Ω) endowed with the norm:
‖µ‖M = sup
{∫
[0,T ]×∂Ω
ϕ(t, x)dµ(t, x)
∣∣∣ ϕ ∈ C0([0, T ]× ∂Ω), max
[0,T ]×∂Ω
|ϕ| = 1
}
.
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We firstly provide the notions of left and right limit of the solution of (20) by
transposition (see [25]). Given y0 ∈ L2(Ω) and u ∈ M([0, T ] × ∂Ω) with n + 2 <
p < +∞, yl : [0, T ] −→ (W 2,p(Ω)∩W 1,p0 (Ω))′ is the left limit of the solution to (20)
if, for any ϕT ∈W 2,p(Ω) ∩W 1,p0 (Ω):
(31) 〈yl(t, ·), ϕT 〉 −
∫
Ω
y0(x)ϕ(0, x)dx+
∫
[0,t)×∂Ω
∂ϕ
∂n
du = 0,
where ϕ is the solution to the adjoint system:
(32)

−ϕt − div(A∇ϕ)− div(ϕb) + cϕ = 0 in (0, t)× Ω
ϕ = 0 on (0, t)× ∂Ω
ϕ(t, x) = ϕT (x). in Ω.
Similarly, yr : [0, T ] −→ (W 2,p(Ω) ∩W 1,p0 (Ω))′ is the right limit of the solution to
(20) if, for any ϕT ∈W 2,p(Ω) ∩W 1,p0 (Ω):
(33) 〈yr(t, ·), ϕT 〉 −
∫
Ω
y0(x)ϕ(0, x)dx+
∫
[0,t]×∂Ω
∂ϕ
∂n
du = 0.
Note the difference between the left limit yl and the right limit yr is the domain of
integration with respect to u. Indeed, for the left limit we integrate over [0, t)×∂Ω,
while for the right limit we integrate over [0, t] × ∂Ω. Actually, yl 6= yr if, for
instance, u = δt0 ⊗ δx0 for some t0 ∈ [0, T ] and x0 ∈ ∂Ω. On the other hand,
yl = yr as soon as u is absolutely continuous with respect to the Lebesgue measure
on [0, T ]× ∂Ω. This is the case, whenever u ∈ L1.
We are now able to define the concept of (generalized) solution to (20) as:
y : [0, T ] −→P((W 2,p(Ω) ∩W 1,p0 (Ω))′)
t 7−→ {yl(t), yr(t)} ,
where we have denoted as P((W 2,p(Ω) ∩W 1,p0 (Ω))′) the power set of (W 2,p(Ω) ∩
W 1,p0 (Ω))
′. Note that we have defined y(t, ·) for any t ∈ [0, T ]. Then, it makes sense
the trace of y at time t = T .
The following holds:
Proposition 2 (Controllability in the minimal time). Let y be the target trajectory,
solution to (20) with initial datum y0 ∈ L2 and control u ∈ L∞ such that u ≥ ν > 0.
Let y0 ∈ L2(Ω) be the initial datum to be controlled and suppose that Tmin <∞.
Then, there exists a nonnegative control uˆ ∈M([0, Tmin]× Γ) such that the right
limit of the solution to (20) with initial datum y0 and control uˆ verifies:
(34) yr(Tmin, ·) = y(Tmin, ·).
Proof. Step 1: L1-bounds on the controls. Let Tk = Tmin+1/k. By definition of
the minimal control time and the hypotheses, there exists a sequence of nonnegative
controls
{
uTk
} ⊂ L∞ such that uTk steers (20) from y0 to y(Tk, ·) in time Tk. We
extend these control by u on (Tmin +
1
k , Tmin + 1), getting a sequence
{
uTk
} ⊂
L∞((0, Tmin + 1)× Γ).
We want to prove that this sequence is bounded in L1((0, Tmin + 1)× Γ).
The arguments we employ resemble the ones employed in the proof of the positive-
ness of the minimal time and use the definition of solution to (20) by transposition.
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Let φ1 be the first eigenfunction of the Dirichlet laplacian in Ω. By applying the
Corollary 1 to the adjoint system:
(35)

−ϕt − div(A∇ϕ)− div(ϕb) + cϕ = 0 in (0, Tk)× Ω
ϕ = 0 on (0, Tk)× ∂Ω
ϕ(Tk, x) = φ1. in Ω
we get ϕ ∈ C0([0, Tk];C1(Ω)) ∩W 1,2p ((0, Tk)× Ω) for any k.
By definition of the solution by transposition to (20), we have:
(36) 〈y(Tk, ·), φ1〉 −
∫
Ω
y0(x)ϕ(0, x)dx+
∫ Tk
0
∫
∂Ω
∂ϕ
∂n
uTkdxdt = 0.
At this stage, we realize that:
(37)
∂ϕ
∂n
≤ −θ, ∀ (t, x) ∈ [0, Tk]× ∂Ω,
for some θ > 0. Indeed, a strong maximum principle for (35) holds. The proof
of this can be done in two steps. Firstly, by the transformation ϕ˜ = e−λtϕ with
λ = ‖c‖L∞ + ‖div(b)‖L∞ , we reduce to the case c − div(b) ≥ 0. Then, we ob-
serve that proof of the Hopf Lemma (see [12]) works since ϕ ∈ C0([0, Tk];C1(Ω)) ∩
W 1,2p ((0, Tk) × Ω). This enables us to obtain (37). Finally, by (36), (37) and the
positiveness of uTk , we have:
θ‖uTk‖L1 = θ
∫ Tk
0
∫
∂Ω
uTkdxdt ≤
∫ Tk
0
∫
∂Ω
−∂ϕ
∂n
uTkdxdt
= 〈y(Tk, ·), φ1〉 −
∫
Ω
y0(x)ϕ(0, x)dx ≤M,
where the last inequality is due to the continuous dependence for (20) and (35).
Step 2: Conclusion. Since
{
uTk
}
is bounded in L1((0, Tmin + 1)×Γ), there exists
uˆ ∈M([0, Tmin + 1]× Γ) such that, up to subsequences:
uTk ⇀ uˆ
in the weak∗ sense. Clearly, uˆ is a nonnegative measure. Finally, for any k large
enough and Tmin < T < Tmin + 1, by definition of u
Tk :
〈y(T, ·), ϕT 〉 −
∫
Ω
y0(x)ϕ(0, x)dx+
∫
[0,T ]×∂Ω
∂ϕ
∂n
duTk = 0,
for any final datum for the adjoint system ϕT ∈W 2,p(Ω)∩W 1,p0 (Ω). Right now, by
definition of weak∗ limit, letting k → +∞:
(38) 〈y(T, ·), ϕT 〉 −
∫
Ω
y0(x)ϕ(0, x)dx+
∫
[0,T ]×∂Ω
∂ϕ
∂n
duˆ = 0,
which in turn implies that yr(T, ·) = y(T, ·) in (W 2,p(Ω)∩W 1,p0 (Ω))′, where yr is the
right limit of the solution to (20) with initial datum y0 and control uˆ. To show that
actually yr(Tmin, ·) = y(Tmin, ·), it remains to take the limit as T → Tmin in (38).
This task can be accomplished by employing the regularity of the adjoint problem
(Corollary 1) and |uˆ|((Tmin, T ]×∂Ω) = |u|((Tmin, T ]×∂Ω)→ 0 as T → Tmin. Then,
we have yr(Tmin, ·) = y(Tmin, ·), as required. 
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5.3. Semilinear case. We now consider the semilinear system (1). We take as
target trajectory y global solution to (1) with initial datum y0 ∈ L∞ and bounded
control u ≥ ν, where ν > 0. Let y0 ∈ L∞(Ω) be the initial datum and T > 0. We
take a nonnegative control u ∈ L∞((0, T )× Γ) such that there exists y solution to
(1) globally defined in [0, T ]. We introduce the minimal controllability time:
(39) Tmin
def
= inf
{
T > 0
∣∣ ∃u ∈ L∞((0, T )× Γ)+, ∃y(T, ·) = y(T, ·)} ,
where, as usual, inf(∅) = +∞. As before, our goal is to show the lack of controlla-
bility in small time, i.e. Tmin ∈ (0,+∞]. Two different situations may occur:
• y0  y0, namely y0 > y0 on a set of strictly positive measure. In this case
the positivity of the waiting time may be proved without any additional
assumption on the nonlinearity;
• y0 ≤ y0. We prove that Tmin > 0 under some assumptions on the non-
linearity. In particular, we assume either the nonlinearity to be globally
Lipschitz:
(40) |f(t, x, y2)− f(t, x, y1)| ≤ L|y2 − y1|, ∀ (t, x, y1, y2) ∈ R+ × Ω× R2
or “strongly” increasing, i.e. y 7−→ f(t, x, y) must be nondecreasing and
(41) f(t, x, y2)− f(t, x, y1) ≥ C(y2 − y1) (ln(|y2 − y1|))p ,
for any (t, x) ∈ R+ × Ω and y2 − y1 > z0, with z0 > 1 and p > 2.
These hypotheses correspond to two different situations which lead to the same
result, i.e. the positivity of the waiting time. Hypothesis (40) imposes a lower
and upper bound to the growth of y 7−→ f(t, x, y) which yields the lack of con-
strained controllability in time, with arguments similar to the linear case. On the
other hand, the “strong” superlinear dissipativity condition (Hypothesis (41)) pro-
duces a damping effect on the action of the control (see [18] and [2]). As it is well
known, this enables to prove that, actually, the minimal time is positive even in the
unconstrained case.
We formulate now the result.
Theorem 5.3 (Positivity of the minimal time). Let y0 ∈ L∞(Ω) be an initial
datum and y be a target trajectory solution to (1) with initial datum y0 and control
u ∈ L∞((0, T ) × Γ) with u ≥ ν > 0, a.e. We suppose y0 6= y0. Then, Tmin > 0 if
y0  y0 or under assumptions (40) or (41) when y0 ≤ y0.
First of all, we state the following remark.
Remark 5. The lack of unconstrained controllability in small time under the as-
sumption of “strong” superlinear dissipativity (Hypothesis (41)) is well known in
the literature (see [18] and [2])). One can check this by adapting the techniques
developed in [2, Lemma 7].
We prove now the Theorem 5.3 in the remaining cases. We proceed as follows:
• proof in case y0  y0 for general nonlinearities;
• proof in case y0 ≥ y0 under assumption (40).
Proof of Theorem 5.3 in case y0  y0 for general nonlinearities. Case 1: y0  y0.
By Proposition 3, taking T > 0 sufficiently small, (1) admits an unique solution z
defined in [0, T ] with initial datum y0 and null control. By assumptions, y0 > y0 in a
set of positive measure. Then, there exists a nonnegative ϕ ∈ H10 (Ω)\{0} such that
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Ω
(y0−y0)ϕdx > 0. Now, since z−y ∈ C0([0, T ];H−1(Ω)) and 〈z(0, ·)−y(0, ·), ϕ〉 >
0, we have:
(42) 〈z(T, ·), ϕ〉 > 〈y(T, ·), ϕ〉, ∀ T ∈ [0, T0),
with T0 ∈ (0, T ) small enough.
At this point, we are going to show that Tmin ≥ T0. Indeed, let T ∈ (0, T0) and
u ∈ L∞((0, T )× Γ) be a nonnegative control such that (1) admits a global solution
y with initial datum y0 and control u. Then, by the comparison principle, we have
y ≥ z. Indeed, one realizes that the difference y − z satisfies the linear system:
ξt − div(A∇ξ) + b · ∇ξ + cξ = 0 in (0, T )× Ω
ξ = u1Γ on (0, T )× ∂Ω
ξ(0, x) = 0, in Ω
where:
c(t, x) =
{
f(t,x,ξ(t,x)+z(t,x))−f(t,x,z(t,x))
ξ(t,x) ξ(t, x) 6= 0
∂f
∂y (t, x, z(t, x)) ξ(t, x) = 0.
Since f ∈ C1 and both y and z are bounded, c is bounded too. Then, we apply
the comparison principle to 5.3 (see [29]), getting y ≥ z. This, together with (42),
yields:
〈y(T, ·), ϕ〉 ≥ 〈z(T, ·), ϕ〉 > 〈y(T, ·), ϕ〉.
Hence, y(T, ·) 6= y(T, ·), as desired. 
We now prove Theorem 5.3 in case y0 ≤ y0 under assumptions (40).
Proof of Theorem 5.3 in case y0 ≤ y0 assuming (40). First of all, we notice that,
since the nonlinearity is globally Lipschitz, finite time blow up never occurs and the
corresponding solutions are global in time.
We proceed in several steps.
Step 1: Reduction to the case y0 = 0. We take z unique solution to (1) with
initial datum y0 and null control. Then, ξ = y − z solves:
(43)

ξt − div(A∇ξ) + b · ∇ξ + f˜(t, x, ξ(t, x)) = 0 in (0, T )× Ω
ξ = u1Γ on (0, T )× ∂Ω
ξ(0, x) = 0, in Ω
where f˜(t, x, ξ) = f(t, x, ξ + z(t, x))− f(t, x, z(t, x)). Besides, ξ = y − z solves (43)
with initial datum y0 − y0 and control u. Then, the problem is reduced to prove
the existence of T0 ∈ (0, T ) such that, for any T ∈ (0, T0) and for any nonnegative
u ∈ L∞((0, T )× Γ), ξ(T, ·) 6= ξ(T, ·).
Step 2: Reduction to the linear case. Let T > 0, u ∈ L∞((0, T ) × Γ) be a
nonnegative control and ξ be the unique solution to (43) with null initial datum
and control u. We set:
cu(t, x) =
{
f˜(t,x,ξ(t,x))
ξ(t,x) ξ(t, x) 6= 0
∂f˜
∂ξ (t, x, 0) ξ(t, x) = 0.
By (40), cu ∈ L∞ and ‖cu‖L∞ ≤ L. Therefore, ξ solves (20) with potential coeffi-
cient cu, null initial datum and control u. Hence, to conclude, it suffices to show
that there exist T0 ∈ (0, T ) such that, whenever ‖c‖L∞ ≤ L and T < T0, the unique
solution ξ to (20) with null initial datum and control u is such that ξ(T, ·) 6= ξ(T, ·).
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Step 3: Conclusion. Reasoning as in the proof of Theorem 5.2, it remains to prove
the existence of T0 ∈ (0, T ), valid for all coefficients verifying ‖c‖L∞ ≤ L, such that:
(44)

(
∂ϕ
∂n
)
+
= 0 on (0, T0)× ∂Ω
〈ξ(T, ·), ϕT 〉 < 0, ∀T ∈ [0, T0),
where ϕ is the solution to the adjoint system (26) with an appropriate final datum
ϕT .
The final datum ϕT is determined exactly as in (28). As in the linear case, by [5,
Theorem 9.32 page 316] or [17, Theorem 2.4.2.5 page 124], ϕT ∈W 2,p(Ω)∩W 1,p0 (Ω)
for any 1 < p < +∞. We need to prove the existence of T0 > 0 such that
(
∂ϕ
∂n
)
+
= 0
on (0, T0) × ∂Ω, uniformly on the coefficients verifying ‖c‖L∞ ≤ L. By applying
Corollary 1, we have that ∂ϕ∂n ∈ C0,γ([0, T ]× Ω) and
(45)
∥∥∥∥∂ϕ∂n
∥∥∥∥
C0,γ
≤ K,
where both 0 < γ < 1 and K are independent of the choice of the coefficient c
verifying ‖c‖L∞ ≤ L. Since ∂ϕT∂n (x) < 0 for any x ∈ ∂Ω, (45) enables us to deduce
the existence of T0 such that:
∂ϕ
∂n
(t, x) < 0, ∀ (t, x) ∈ [0, T0)× ∂Ω,
whenever ‖c‖L∞ ≤ L. This in turn implies
(
∂ϕ
∂n
)
+
= 0 on (0, T0)× ∂Ω.
The second inequality of (44) holds for the same arguments employed in the
linear case. This finishes the proof under assumptions (40). 
6. Numerical experiments and simulations.
This section is devoted to numerical experiments and simulations. We begin
providing explicit lower bounds for the minimal time.
6.1. The linear case. Let us show that the dual method developed for the proof
of Theorem 5.2 provides explicit lower bounds for the minimal controllability time.
To simplify the presentation, we discuss the linear case, but a similar analysis can
be done for the globally Lipschitz semilinear case. As usual, y stands for the target
trajectory, while y0 is the initial datum to be controlled.
Firstly, recall that the idea is to find T0 > 0 and ϕT ∈ H10 (Ω) such that, for any
T ∈ (0, T0), the solution to the adjoint system (26) with final datum ϕT satisfies:
(46)

(
∂ϕ
∂n
)
+
= 0 on (0, T0)× ∂Ω
〈y(T, ·)− z(T, ·), ϕT 〉 < 0, ∀T ∈ [0, T0).
where z is the solution to (20) with initial datum y0 and null control.
The specific final datum ϕT in the proof of Theorem 5.2 is valid and leads to a
lower bound for Tmin for the waiting time. But this lower bound can eventually be
improved by a better choice of ϕT .
For example, let us consider the problem of driving the heat problem:
yt − yxx = 0 (t, x) ∈ (0, T )× (0, 1)
y(t, 0) = u1(t) t ∈ (0, T )
y(t, 1) = u2(t), t ∈ (0, T )
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from y0 ∈ R to y ≡ y1 ∈ R, with 0 < y0 < y1.
Let:
ϕT = −α sin(pix) + β sin(3pix),
where α and β are nonnegative parameters to be made precise later. We firstly
check the second relation in (46).
First of all, when the initial datum y0 > 0 is constant, we develop z the solution
to the free heat problem :
z(t, x) = 4y0
∞∑
p=0
e−pi
2(2p+1)2t
(2p+ 1)pi
sin((2p+ 1)pix),
which yields: ∫ 1
0
z(T, x)ϕT (x)dx = y0
[
− 2
pi
αe−pi
2T +
2
3pi
βe−9pi
2T
]
.
Hence,
〈y(T, ·)− z(T, ·), ϕT 〉 = y1
[
−2α
pi
+
2β
3pi
]
+ y0
[
2
pi
αe−pi
2T − 2
3pi
βe−9pi
2T
]
.
The above quantity is strictly negative for any T > 0 whenever 0 < βα <
3(y1−y0)
y1
.
Finally, let us check the first relation in (46). By the Fourier expansion of ϕ, we
have that:
∂ϕ
∂n
(t, 0) =
∂ϕ
∂n
(t, 1) = αpie−pi
2(T−t) − 3piβe−9pi2(T−t).
Then, ∂ϕ∂n (t, 0) =
∂ϕ
∂n (t, 1) ≤ 0 for any 0 ≤ t ≤ T if and only if:
T ≤ 1
8pi2
log
(
3β
α
)
.
Finally, optimising within the range 0 < βα <
3(y1−y0)
y1
, we have:
Tmin ≥ 1
8pi2
log
(
9(y1 − y0)
y1
)
.
In case y0 ≡ 1 and y1 ≡ 5, this leads to the bound:
Tmin ≥ 1
8pi2
log
(
36
5
)
∼= 0.0250020.
One can also compute a numerical approximation of the minimal employing IpOpt
(as in [26]). This leads to Tmin ∼= 0.0498, which is compatible lower bound.
The gap between the analytical estimate and the value of the numerical approx-
imation is still significant and leaves for the improvement of the estimates above by
means of the use of suitable adjoint solutions as test functions.
On the other hand, when y0 and y1 are constant and such that y0 > y1, by
comparison (see [26]) we have
Tmin ≥ 1
pi2
log
(
y0
y1
)
.
This can also be proved y employing the adjoint technique, choosing as final datum
for the adjoint state ϕT = sin(pix). For instance, when y0 ≡ 5 and y1 ≡ 1, it turns
out:
Tmin ≥ 1
pi2
log
(
y0
y1
)
=
1
pi2
log(5) ∼= 0.1630702.
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6.2. The semilinear case. So far the problem of constrained controllability in the
minimal time has not been analysed in the semilinear case. In the particular case
of globally Lipschitz nonlinearities the linear arguments apply, and allow showing
that there is a measure value control obtained as limit of controls when the time of
control T tends to the minimal one Tmin. This is so since, mainly, globally Lipschitz
nonlinearities can be handled by fixed point techniques out of uniform estimates for
linear equations with bounded potentials, the bound on the potential being uniform.
But the analysis of the actual controllability properties that the system experiences
in the minimal time for the limit nonnegative measure control need to be further
explored. This is so because of the very weak regularity properties of solutions that
make difficult their definition in the nonlinear case.
In this section we run some numerical simulations in the case of a sinusoidal
nonlinearity showing that, in fact, one may expect similar properties as those en-
countered for the linear problem, namely:
• the positivity of the minimal controllability time in agreement with Theorem
5.3;
• the sparse structure of the controls in the minimal time.
We consider the nonlinearity f(y) = sin(piy) in 1d. The problem under considera-
tion is then:
(47)

yt − yxx + sin(piy) = 0 (t, x) ∈ (0, T )× (0, 1)
y(t, 0) = u1(t) t ∈ (0, T )
y(t, 1) = u2(t). t ∈ (0, T )
y(0, x) = 1 x ∈ (0, 1)
with final target y1 ≡ 2. Note that both the initial datum and the final target are
steady states for the system under consideration. The nonlinearity appearing in
the above system is globally Lipschitz. Then, we can apply Theorem 5.3 getting
Tmin > 0. We are now interested in determining numerically Tmin > 0 and the
control in the minimal time.
We perform the simulation by using IpOpt. As in [26], we employ a finite-
difference discretisation scheme combining the explicit Euler discretisation in time
and 3-point finite differences in space.
The time-space grid is uniform
{
(i TNt ,
j
Nx
)
}
, with indexes i = 0, . . . , Nt and
j = 0, . . . , Nx. We choose Nt = 200 and Nx = 20 so that they satisfy the Courant-
Friedrich-Lewy condition 2∆t ≤ (∆x)2, where ∆t = T/Nt and ∆x = 1/Nx. The
discretized space is then a matrix space of dimension (Nt + 1)× (Nx + 1).
We denote by Y the discretized state and by U0 and U1 the discretized boundary
controls.
The problem of numerically approximating the minimal control time under con-
straints is addressed by computing the minimum number of time iterations for
the discrete dynamics. In other words, the discretized state Y and the discretized
controls U i are subjected to the discrete dynamics, the boundary and terminal con-
ditions both at the initial and final time and so that the positivity constraint is
fulfilled.
We thus solve numerically:
minT
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under the constraints:
Yi+1,j−Yi,j
∆t =
Yi,j+1−Yi,j+Yi,j−1
∆x + sin(pij) i = 0, . . . , Nt − 1, j = 1, . . . Nx − 1
Yi,0 = U
0
i , Yi,Nx = U
1
i i = 0, . . . , Nt,
U0i ≥ 0, U1i ≥ 0 i = 0, . . . , Nt,
Y0,j = y0, YNt,j = y1 j = 0, . . . , Nx,
Numerical simulations are done employing the expert interior-point optimization
routine IpOpt (see [31]), the modeling language being AMPL (see [15]).
We observe:
• the computed minimal time Tmin = 0.045197 is positive in agreement with
Theorem 5.3;
• controllability holds in the minimal time, thus suggesting that the conclu-
sions of Proposition 2 may hold even in the nonlinear context (see figure
5);
• the control in the minimal time exhibits the sparse structure described by
figure 5. In particular, it seems that the nonnegative control driving (47)
from y0 ≡ 1 to y1 ≡ 2 in the minimal time is a sum of Dirac masses.
Figure 5. graph of the control in the minimal time.
7. Conclusions and open problems
In this paper we have studied the problem of constrained controllability for semi-
linear heat equations. In particular, we have proved the steady state constrained
controllability property without any sign or globally Lipschitz assumption on the
nonlinearity. Moreover, assuming that the system is dissipative, we have obtained
an analogous result for all initial data in L2, the final target being any trajectory
of the system. We have also proved the positivity of the minimal time. In the lin-
ear case we have also proved that constrained controllability holds in the minimal
time by means of measure controls. But this issue requires further analysis in the
semilinear context because of the very weak regularity of solutions.
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7.1. Controllability in the minimal time. In the linear case, we have shown
that, actually, constrained controllability holds in the minimal time with controls
belonging to the space of Radon measures (see Proposition 2). The constrained
controllability in the minimal time in the nonlinear context is an open problem
as mentioned above, because the very weak regularity of solutions makes their
definition difficult in the semilinear case.
7.2. Optimality systems for controllability under Constraints. There is a
rich literature on the Pontryagin maximum principle (PMS) (see for instance [22]).
It would be interesting to derive the optimality system corresponding to the control-
lability problems with constraints for semilinear heat equations under consideration,
and in particular the one corresponding to the minimal time problem.
7.3. Controllability of the obstacle problem. The problem of controllability
under control constraints for semilinear heat equations is related to the boundary
controllability of the obstacle problem. Indeed, a solution to a parabolic obstacle
problem can be seen as the limit of solutions to a family of penalised semilinear
problems (see [3]). The results in this paper apply to the penalised problem but
passing to the limit to get relevant results for the obstacle problem is an open topic.
Actually, this issue has been already investigated in the literature. For instance,
in [10] the approximate controllability of a parabolic variational inequality has been
shown and in [1] the authors proved the boundary controllability of a hyperbolic
variational inequality in 1d. Despite of this, a complete understanding on this topic
is still missing.
8. Appendix
8.1. Regularity for linear parabolic equations. We begin the Appendix stating
a known result for the linear problem
(48)

yt − div(A∇y) + b · ∇y + cy = h in (0, T )× Ω
y = 0 on (0, T )× ∂Ω
y(0, x) = y0(x), in Ω.
Let 1 ≤ p ≤ +∞ and consider the anisotropic Sobolev Space:
W 1,2p ((0, T )× Ω) =
{
y ∈ Lp((0, T );W 2,p(Ω)) | yt ∈ Lp((0, T )× Ω)
}
endowed with the norm:
‖y‖W 1,2p = ‖u‖Lp + ‖∇xy‖Lp + ‖D2xy‖Lp + ‖yt‖Lp .
The following holds:
Theorem 8.1 (Parabolic regularity). Let Ω be a bounded open set with ∂Ω ∈
C2. Assume that A ∈ W 1,∞((0, T ) × Ω;Rn×n), b ∈ L∞((0, T ) × Ω;Rn) and c ∈
L∞((0, T ) × Ω). Let 1 < p < +∞. Then, for any y0 ∈ W 2,p(Ω) ∩W 1,p0 (Ω) and
h ∈ Lp((0, T )× Ω),
(1) there exists a unique solution y ∈W 1,2p ((0, T )×Ω) and the following estimate
holds:
(49) ‖y‖W 1,2p ≤ C [‖y0‖W 2,p + ‖h‖Lp ] ;
(2) if p > n+ 2, y ∈ C0,γ([0, T ];C1,γ(Ω)) for some γ ∈ (0, 1) and:
(50) ‖y‖C0,γ([0,T ];C1,γ(Ω)) ≤ C [‖y0‖W 2,p + ‖h‖Lp ] .
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The constants C and γ depend only on Ω, A, b, ‖c‖L∞ and T .
The proof of the first part of the Theorem can be found in [23, Theorem 7.32
page 182]. In this reference the considered parabolic operator is in a non divergence
form. The Lipschitz assumption on the diffusion A we impose suffices to transform
the operator under consideration from the divergence to the non divergence form,
keeping the Lipschitz continuity on the diffusion matrix and the boundedness on
the other coefficients. For the proof of the first part, see also [20, Theorem 9.1 page
341] and [32, Theorem 9.2.5 page 275].
The second part is due to the existence of the continuous embedding:
i : W 1,2p ((0, T )× Ω) ↪→ C0,γ([0, T ];C1,γ(Ω)),
provided that p > n+ 2 (see [20, Lemma 3.3 page 81] or [30]).
Finally, assuming further b Lipschitz continuous, we can get the same regularity
result for the adjoint problem:
(51)

−ϕt − div(A∇ϕ)− div(ϕb) + cϕ = h in (0, T )× Ω
ϕ = 0 on (0, T )× ∂Ω
ϕ(T, x) = ϕT (x). in Ω
Corollary 1. We suppose the same hypotheses of Theorem 8.1 and we assume
further that the drift term b ∈ W 1,∞((0, T ) × Ω). Then, the same conclusions of
Theorem 8.1 hold for the adjoint problem (51).
This Corollary can be proved employing the time inversion t→ T−t and applying
the above Theorem. Expanding −div(ϕb) = −b · ∇ϕ − div(b)ϕ, one realizes that
the Lipschitz condition on b guarantees the boundedness of the coefficient −div(b).
8.2. Well-posedness of the state equation. Let us define the notion of (weak)
solution of (1).
First of all, we introduce the class of test functions:
T :=
{
ϕ ∈ C∞([0, T ]× Ω) such that
ϕ(T, x) = 0 ∀x ∈ Ω and ϕ(t, x) = 0 ∀(t, x) ∈ [0, T ]× ∂Ω} .
Definition 8.2. Let y0 ∈ L∞(Ω) be the initial datum and u ∈ L∞((0, T ) × Γ) be
the boundary control. Then, y ∈ L∞((0, T )×Ω) ∩C0([0, T ];H−1(Ω)) is said to be
a solution to (1) if for any test function ϕ ∈ T :∫ T
0
∫
Ω
[−ϕt − div(A∇ϕ)− div(ϕb)] y dxdt+
∫ T
0
∫
Ω
f(t, x, y)ϕ dxdt =
=
∫
Ω
ϕ(x, 0)y0(x) dx−
∫ T
0
∫
Γ
u
∂ϕ
∂n
dσ(x)dt.
In the above equation, n = Avˆ/‖Avˆ‖, where vˆ is the outward unit normal to Γ.
The following local existence and uniqueness result holds.
Proposition 3. Let R > 0. Then, there exists TR > 0 such that for each time
horizon T ∈ (0, TR) and for any initial datum y0 ∈ L∞(Ω) and boundary control
u ∈ L∞((0, T )× Γ) fulfilling the smallness conditions:
(52) ‖y0‖L∞ ≤ R, ‖u‖L∞ ≤ R,
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problem (1) admits an unique solution y ∈ L∞((0, T ) × Ω) ∩ C0([0, T ];H−1(Ω)).
Furthermore,
(53) ‖y‖L∞ ≤ CR[‖y0‖L∞ + ‖u‖L∞ ],
the constant CR depending only on R. Furthermore, both TR and CR can be chosen
uniformly over the nonlinearities:
(54) f˜y(t, x, y) = f(t, x, y + y(t, x))− f(t, x, y(t, x)),
where f ∈ C1, y ∈ L∞ and ‖y‖L∞ ≤ R.
The uniqueness for (1) can be proved by energy estimates.
Existence can be addressed splitting the solution y = z + w, where z is the
solution to:
(55)

zt − div(A∇z) + b · ∇z = 0 in (0, T )× Ω
z = u1Γ on (0, T )× ∂Ω
z(0, x) = y0(x), in Ω
and w solves:
(56)

wt − div(A∇w) + b · ∇w + f(t, x, w + z) = 0 in (0, T )× Ω
w = 0 on (0, T )× ∂Ω
w(0, x) = 0. in Ω
The global existence for (55) holds by transposition by adapting [27, page 202] to
the present case, while the local existence for (56) can be proved by fixed point as
follows.
First of all, by the transformation wˆ = e−λtw, the linear part of the operator can
be made to be dissipative. Then, for any η ∈ L∞((0, T )×Ω), we consider φ(η) the
unique solution to:
(57)

wt − div(A∇w) + b · ∇w + λw + f(t, x, η + z) = 0 in (0, T )× Ω
w = 0 on (0, T )× ∂Ω
w(0, x) = 0. in Ω
This actually defines the map:
φ : BL∞(0, 2R) −→ BL∞(0, 2R); η 7−→ φ(η),
where BL∞(0, 2R) stands for the closed ball of radius 2R centered at 0 in L∞.
For the sake of simplicity, let us consider the case where the coefficients of the
linear part do not depend on time. In this case, φ(η) can be represented by the
variation of constants formula as:
(58) φ(η) =
∫ t
0
S(t− s)f(s, x, η + z)ds,
where {S(t)} is the semigroup associated to the linear part of our system. Then,
by choosing T small enough, φ can be shown to be contractive in BL∞(0, 2R). We
conclude applying the Banach fixed point Theorem.
This argument can be applied uniformly over the set of nonlinearities (54) since
the above fixed point argument can be accomplished uniformly, while z is indepen-
dent of the nonlinearity.
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8.3. Local controllability. In this section we prove the local controllability of the
semilinear system. We will proceed as follows:
• proof of global controllability of (1) by controls in L∞, under global Lips-
chitz assumptions on the nonlinearity. We employ an extension-restriction
technique;
• proof of the local controllability of (1) in the general case (Lemma 2.1).
We make use of an extension-restriction argument so to avoid some technical diffi-
culties that arise when dealing directly with the boundary control problem.
It is worth noticing that, by classical extension results (see Whitney extension
Theorem and [12, Theorem 1 page 268]), we can suppose the coefficients A ∈
W 1,∞((0, T )×Rn;Rn×n), b ∈W 1,∞(R+×Rn;Rn) and the nonlinearity f ∈ C1(R+×
Rn × R). Combining existing results of interior controllability of (1) (see [19]) and
an extension-restriction argument one can prove a global controllability result for
(1) with globally Lipschitz nonlinearity and general data in L2.
Lemma 8.3. Suppose that f = f(t, x, y) is globally Lipschitz in y uniformly in
(t, x), i.e.:
(59) |f(t, x, y2)− f(t, x, y1)| ≤ L|y2 − y1|, ∀ (t, x, y1, y2) ∈ R+ × Rn × R2.
Let T > 0. Then, we consider a target trajectory y solution to (1) with initial datum
y0 ∈ L2 and control u ∈ L∞. Finally, we take an initial datum y0 ∈ L2.
Then, there exists a control u ∈ L∞((0, T ) × Γ) such that the unique solution y
to (1) with initial datum y0 and control u verifies:
y(T, ·) = y(T, ·), in Ω.
Furthermore,
(60) ‖u− u‖L∞ ≤ C‖y0 − y0‖L2 ,
the constant C being independent of y0 and y.
Proof. Step 1. Reduction to null controllability. Taking η = y−y, the problem
is reduced to prove the null controllability of the system:
(61)

ηt − div(A∇η) + b · ∇η + f˜(t, x, η) = 0 in (0, T )× Ω
η = v1Γ on (0, T )× ∂Ω
η(0, x) = y0 − y0, in Ω
where f˜(t, x, η) = f(t, x, η + y(t, x))− f(t, x, y(t, x)).
Step 2. Regularization of the initial datum. Let 0 < τ < T . We firstly let the
system evolve with zero boundary control in [0, τ ] to regularize the initial datum.
Indeed, by Moser-type techniques (see, for instance, [28, Theorem 1.7], [32] or [23]),
the solution η to (61) with null control in [0, τ ] is such that η1 = η(τ, ·) ∈ C0(Ω)
and η1(x) = 0 for any x ∈ ∂Ω. Furthermore, we have the estimate:
(62) ‖η1‖C0 ≤ C‖y0 − y0‖L2 .
Step 3. Extension. We extend our domain Ω around Γ getting an extended
domain Ω̂ such that:
• Ω ⊂ Ω̂;
• ∂Ω \ Γ ⊂ ∂Ω̂;
• there exists a ball ω such that ω ⊂ Ω̂ \ Ω;
• ∂Ω̂ ∈ C2.
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Then, we introduce η̂1 = η11Ω the extension by 0 of the regularized initial datum.
Step 4. Interior Controllabilty. By [19, Theorem 3.1], there exists a control
h ∈ L2((τ, T )× ω) such that the unique solution η̂ to:
(63)

ηt − div(A∇η) + b · ∇η + f˜(t, x, η) = h1ω in (τ, T )× Ω̂
η = 0 on (τ, T )× ∂Ω̂
η(τ, x) = η̂1 in Ω̂
verifies the final condition η̂(T, ·) = 0. Since ω ⊂ Ω̂ \Ω, by the regularization effect
of parabolic equations η̂ ∈ C0([τ, T ]× Ω) and:
(64) ‖η̂‖C0 ≤ C[‖h‖L2 + ‖η̂1‖C0 ] ≤ C‖y0 − y0‖L2 .
Step 5. Restriction. The boundary control
v =
{
0 in (0, τ)
η̂(τ,T )×Γ in (T − τ, T )
steers (61) from y0−y0 to 0. Hence, u = v+u drives (1) from y0 to y(T, ·). Finally,
(60) is a consequence of (62) and (64).

Now, we are ready to prove the announced local controllability result (Lemma
2.1).
Proof of Lemma 2.1. Step 1 Controllability of the truncated system
Let M = 2R. We introduce the cut-off function ζ ∈ C∞(R) such that:
• supp(ζ) ⊆ [−2M, 2M ];
• ζ[−M,M ]≡ 1.
We are now ready to define the truncated nonlinearity fL(t, x, y) = f(t, x, ζ(y)y).
Note that fL is globally Lipschitz in y uniformly in (t, x), i.e.:
(65) |fL(t, x, y2)− fL(t, x, y1)| ≤ L|y2 − y1|, ∀ (t, x, y1, y2) ∈ R+ × Rn × R2.
Then, by Lemma 8.3, we can find a control u ∈ L∞((0, T )×Γ) such that the unique
solution yL to:
(66)

yt − div(A∇y) + b · ∇y + fL(t, x, y) = 0 in (0, T )× Ω
y = u1Γ on (0, T )× ∂Ω
y(0, x) = y0(x), in Ω
verifies yL(T, ·) = y(T, ·). Moreover, by (60),
(67) ‖u− u‖L∞((0,T )×Γ) ≤ C‖y0 − y0‖L∞(Ω).
Therefore, choosing δ > 0 small enough, whenever ‖y0 − y0‖L∞ < δ, we have:
(68) ‖u− u‖L∞ ≤ R.
Step 2 Conclusion with the original nonlinearity
The final target is a trajectory for the system. Hence, in the notation of Proposition
3, we can suppose T < TR. Right now, let y be the solution to (1) with the original
nonlinearity f , initial datum y0 and control u. Proposition 3 together with (5), (68)
and (67) yields:
‖y − y‖L∞ ≤ CR [‖y0 − y0‖L∞ + ‖u− u‖L∞ ]
≤ CR‖y0 − y0‖L∞ ≤ R,
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taking δ small enough. Hence, ‖y−y‖L∞ ≤ R. This in turn implies ‖y‖L∞ ≤ 2R =
M . Finally, by the definition of fL, we have y = yL thus finishing the proof. 
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