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1. Introduction 
A group with sign structure is a group G in which each element x is given a sign 
1x1 E { -1, l} subject to the condition 
IXYI = 1x1 IYI 
for every x and y in G. 
A sign structure on a group enables to introduce a class of l-l mappings of the 
group onto itself which, according to our best knowledge, have not yet appeared 
in the literature. We call them antiautomorphisms and define as follows: For a 
group G with sign structure, a sign-preserving bijection # : G--+ G is an 
antiautomorphism of G if 
$(XY) = 44X)@“‘(Y) 
for any x and y in G. Here #‘“I = #-’ is the inverse mapping to $ if Ix I = - 1. 
At the first glance the concept of an antiautomorphism may look artificial. 
However, in topological graph theory antiautomorphisms arise naturally in the 
study of highly symmetrical embeddings of Cayley graphs of groups on closed 
surfaces. These embeddings, known as regular maps, are of interest also in the 
part of group theory dealing with generators and defining relations [3, Chapter 81. 
To explain the role of antiautomorphisms let us first outline how group 
automorphisms are used in Biggs’ theory of Cayley maps. Algebraically, a 
symmetrical embedding of a Cayley graph C(G, Q) on a compact orientable 
surface (often termed a Cuyley map) is equivalent with the triple (G, 52, p) where 
G is a finite group, 52 is a unit-free generating set of G satisfying Q = Q-‘, and p 
is a cyclic permutation of Q. The corresponding embedding is characterized by 
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the property that at each vertex of C(G, Q) the cyclic order of edges on the 
ambient surface agrees with p. It turns out that if p is a restriction of an 
automorphism of G then (G, Q, p) gives rise to a regular map [2,3]. In this case 
p obviously satisfies the identity 
PC-‘) = (P(x))-’ 
for every x in Q. Conversely, if (G, Q, p) corresponds to a regular map and 
PW’) = (Pcw’~ x E L2, then p is necessarily a restriction of an automorphism 
of G [6]. It follows that for such p, regularity is fully characterized by group 
automorphisms. Observe that the above identity forces any generator to be 
placed in p ‘opposite’ to its inverse, which geometrically corresponds to central 
symmetry. However, we can equally well consider triples (G, Sz, p) with p 
admitting axial symmetry instead. This fact can be expressed by the identity 
p(P) = (p-‘(x))-‘. 
As shown in [5], the regularity of the Cayley map determined by p satisfying this 
property of axial symmetry can be completely described in terms of an 
antiautomorphism of G endowed with an appropriate sign structure. Thus, 
antiautomorphisms as well as automorphisms of groups provide a convenient tool 
for the study of certain types of regular Cayley maps. Moreover, the presence of 
this kind of algebraic structure on a Cayley map enables, besides regularity, to 
establish several other important properties such as reflexibility and the auto- 
morphism group of the map. For a detailed treatment of the two parallel theories 
of Cayley maps the reader is referred to [5, 61. 
The paper is organized as follows. Section 2 is devoted to elementary 
properties of groups with sign structure and their antiautomorphisms. In the next 
section groups with sign structure are characterized in the language of extensions 
of groups by L,. The final section contains a complete description of anti- 
automorphisms in terms of certain extensions of automorphisms. In the course of 
development of the theory we shall see how classical group-theoretical concepts 
appear in their signed version. Examples include inner antiautomorphisms, group 
extensions by adjoining antiautomorphisms and others. Most of the results 
contained in this paper provide the necessary algebraic background for the theory 
of antibalanced Cayley maps presented in [5]. 
2. Sign structures on groups and antiautomorphisms 
A group with sign structure is a group G together with a homomorphism 
G+{+l, -l}. Th e image of an element g E G in this homomorphism will be 
denoted by ]gl and will be referred to as the sign of g. This notation will cause no 
ambiguity since we shall consider just one sign structure at a time. 
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Elements of G with sign +l will be called positive and those with sign -1 will 
be called negative. The set of all positive elements of G forms a subgroup, 
denoted by G+, of index one or two in G. The set G- of all negative elements is 
a coset of G+ in G. It may happen that G- is empty. In this case the 
corresponding sign structure will be called trivial. Clearly, each group admits the 
trivial sign structure. On the other hand, a nontrivial sign structure on a finite 
group can only exist when the group has even order and is not simple (for Cc is a 
normal subgroup of G). 
A sign structure on a group G can easily be defined by specifying in G a 
subgroup G+ of index at most two. If Q is a unit-free generating set of G such 
that Q-’ = Q then there is a natural way of introducing a sign structure associated 
with 52: set G+ to be the set of all elements of G expressible as the product of an 
even number of elements in Q. Since Gf is obviously a subgroup of index two or 
one in G, it defines a sign structure on G. This kind of a sign structure plays a key 
role in our theory of antibalanced Cayley maps [5]. 
As already explained in the introduction, the proper reason for studying groups 
with sign structure is the concept of an antiautomorphism. Let G be a group with 
sign structure. A bijection @ : G -+ G will be said to be an antiautomorphism of G 
provided that: 
(1) for any x E G, ]$Y(x)] = 1x1 (i.e., # preserves signs); and 
(2) for any x, Y E G, 44~~) = @(~W”‘(Y). 
Clearly, the identity mapping is an antiautomorphism. It may not be obvious 
how to construct a nontrivial antiautomorphism of a given group with sign 
structure. However, it turns out that there is a large class of antiautomorphisms 
that can easily be defined on every group with sign structure, namely the inner 
antiautomorphisms. To see this, consider the mapping ,u~ : G+ G given by 
x HgXg-IX’, 
where g E G is an arbitrary fixed element. It is readily seen that ,u~ is a 
sign-preserving bijection and that 
(cl,)_’ = Pg-‘. 
Indeed, 
/+,/Q(x) = p,-,(gxg_‘“‘) = g-‘(g~g-‘“‘)(g-‘)-‘“~+ 
= g-‘(gxs-‘“‘)(g-‘)-‘“’ = & 
implying that ,QI,U~ = id. As a consequence of this, we obtain the following 
identity: For every x E G, 
(&)+ = &-lx:‘. 
Finally, using the above equality we can easily check that ,ug is an 
antiautomorphism: 
p&Y) = gxyg-‘xY’ = gxg-‘~‘gl~‘yg-‘“Y’ 
= (gxg-‘“‘)(g’“‘y(g’“‘)-‘Y’) = &)&‘(y). 
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Because of striking similarity with the inner automorphisms, the mapping pg will 
be called the inner antiautomorphism of G corresponding to the element g E G. 
Later we shall see that the connection between antiautomorphisms and 
automorphisms is much deeper. Owing to this connection we shall be able to give 
a complete description of all antiautomorphisms in Section 4. 
Sometimes, however, the concept of an antiautomorphism overlaps with that of 
an automorphism. The following easy result characterizes this overlap. Of course, 
if a group G has the trivial sign structure then every automorphism is an 
antiautomorphism and vice versa. Thus we can restrict ourselves to groups with a 
nontrivial sign structure. 
Theorem 1. Let G be a group with a nontrivial sign structure. Let C#I be a 
sign-preserving automorphism of G. Then C$ is an antiautomorphism of G if and 
only if C$ is an involution, i.e., G2 = id. 
Proof. If $ is a sign-preserving automorphism of G of order one or two then 
#-’ = r#~. Consequently, for any x and y in G it holds that @(xy) = $(x)$(y) = 
$(r)@‘“‘(y). Thus @ is an antiautomorphism. 
For the converse, let $ be both an automorphism and an antiautomorphism of 
G. Then for any x and y in G we have 
@(X)@(Y) = @(XY) = #(X)P(Y), 
whence @(y) = @l”‘(y). Choosing x E G- (note that G- #O!) we obtain that 
HY) = P(Y) f or any y E G. Thus $J = @-‘, in other words, @‘= id. Cl 
We now list some basic properties of antiautomorphisms. Throughout, let G be 
a group with sign structure. 
Property 1. Zf # is an antiautomorphtim of G, then $ 1 G+ is an automorphism of 
G+. In particular, 4(e) = e, where e is the unit element of G. 
Proof. Since $ is a sign-preserving bijection, we have $(G+) = G+. Now (2) 
implies that for any x and y in G+ it holds that #(xy) = @(x)$(y), which means 
that @ ) G’ is an automorphism. q 
Property 2. Zf $ 1s an antiautomorphism of G then so is +-‘. 
Proof. Since @ is sign-preserving, so is $-‘. Thus it remains to verify that for any 
x and y in G it holds that +-‘(xy) = @‘(x)$-‘“‘(y). Because @ is an 
antiautomorphism we see that 
I#@-‘(x)@_‘“‘(y)) = ~~-‘(x)~‘~~“““(~-‘“‘(y)) 
= +J-‘(x)@‘“‘@-‘“‘(y) =xy. 
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Applying c#-’ to the equality $(c#-‘(x)$-‘“‘(y)) =xy we obtain that 
c#-‘(x)@-‘“‘(y) = #-‘(xy), as required. Cl 
Property 3. Let G be an Abelian group with a nontrivial sign structure and let @ 
be an antiautomorphism of G. Then C$ ( GC is an involution. 
Proof. Let x be an arbitrary element of Gf. Since the sign structure is nontrivial, 
there exist elements u and v in G- such that x = UV. Employing Property 2 we 
obtain 
& = $@(uu) = 4+#WV(u)) = @(~-‘(u)@(u)) 
= f#N#-l(v)@-l@(U) = vu = zf!?J =x, 
which proves the claim. Cl 
Property 4. Let $ be an antiautomorphism of G and let x be any element of G. 
Then 
$(x-‘) = (C@‘“‘(x))-‘, (3) 
$(x) = (#“‘(x-1))-‘. (4) 
Proof. By Property 1 and the definition we have: 
e = G(e) = @(x-‘x) = +(x-‘)c#+-‘l(x) = @(x-‘)f#‘“‘(x). 
Thus (@“‘(x))-’ = #(x-‘), p roving (3). To prove (4) use (3) with x in place of x-l 
and the fact that 1x1 = (x-‘[. q 
Property 5. Let G be a group with a nontrivial sign structure and let @ and v be 
antiautomorphisms of G. Then, $3 is an antiautomorphism of G if and only if 
W = V& 
Proof. Let G be a group with a nontrivial sign structure and let $ and 11, be 
antiautomorphisms of G. Then @II, is a sign preserving permutation of G. 
Moreover, for every x and y in G, 
(W)(XY) = @(rf+Y)) = ~(V(~W”‘(Y)) 
= @(V(x))4J’~““WX’(Y)) = (W)(X)(@“‘V)(Y). 
Thus $@ is an antiautomorphism if and only if for every x in G, (@q)lX’ = 
+‘“‘$‘“‘. Equivalently, if and only if ~$3 = q$. •i 
Property 6. If $ is an antiautomorphism of G and k is an integer then Qk is again 
an antiautomorphism of G. In particular, for any x and y in G it holds that 
#‘(xY) = #Yx)$“‘“‘(Y ), and (5) 
@“(x-l) = @W(x))-‘. (6) 
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Proof. The claim is obviously true for k = 0, 1, and -1. Let k 2 2. Then, 
assuming inductively that Gk-’ is an antiautomorphism we can employ Property 5 
and the fact $“-‘@ = $@“-’ t o conclude that Gk (k > 2) too is an antiautomorph- 
ism. If k s -2 then the first part of the proof applied to the antiautomorphism 
#-’ yields that 4 k is an antiautomorphism for k c -2 and hence for every integer 
k. 0 
Property 5 shows that the set of all antiautomorphisms of a group with sign 
structure need not form a group. However, any maxima1 set @ (with respect to 
inclusion) of pairwise commuting antiautomorphisms does form a group. Indeed, 
if C#J and r/~ are antiautomorphisms belonging to @ then 
thus, with every antiautomorphism C#J, the set @ contains @-I. 
To conclude this section we mention another analogue relating antiautomorph- 
isms with automorphisms. One fruitful method for deriving a larger group from a 
given group G is to adjoin one or several automorphisms to G. If G possesses a 
sign structure there is a similar way of extending the group, using antiautomorph- 
isms instead of automorphisms. 
Let G be a group with nontrivial sign structure and let @ be a (necessarily 
Abelian) group of antiautomorphisms of G. Define G[@] to be the set of all pairs 
g@, where g E G and C#J E di. Setting 
it is easily seen that G[@] forms a group. It is immediate that the inverse of gQ, is 
found by the following rule: 
(g#))’ = @-‘(g-‘)@-l”l. 
If the group @ is generated by antiautomorphisms @, I/I, . . . , then we usually say 
that G[@] is obtained from G by adjoining +, I$‘, . . . 
Obviously, the mapping G-+ G[@], g ~g id is a monomorphism, so we can 
identify G with a subgroup of G[@]. Similarly, we can identify # E @ with 
e# E G[@]. In contrast to extensions by adjoining automorphisms, in our case G 
need not be a normal subgroup of G[@]. (For instance, take G = Zzn with the 
natural nontrivial sign structure and adjoin to G the inner antiautomorphism 
corresponding to 1 E Z,,. ) 
Note that the set G+[@] = {g$ E G[@]: g E G+} is a subgroup of index at most 
two in G[@]. Thus G[@] has a natural sign structure induced by that of G. In this 
case 
(G[@])+ = G+[@]. 
Finally we show that the group @ acts faithfully on G[@] as a group of 
antiautomorphisms, G[@] being endowed with the above described sign struc- 
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ture. For an antiautomorphism $J E Qi and an arbitrary element g@ E G[@] define 
the mapping $ : G[@]+ G[@], g@~ q(g)@. Since 
&?#4 = V(g)+ = V(g)@ . v’g’v-‘R’ = VkW”’ * w-‘“’ 
= q) . g(#) . q-lgl= q) . g(p . p@l, 
$ is an inner antiautomorphism of G[@] corresponding to the element 
q=er@EG[@]. A similar property of group extensions obtained by adjoining 
automorphisms is well known. 
The above construction of the group G[@] emerges naturally in [.5]. It is shown 
therein that the automorphism groups of certain regular maps can be expressed in 
this way. 
3. &-extensions of groups 
In every group with a nontrivial sign structure, positive elements form a 
subgroup G+ of index two. As G/G’ = Z2, the group G can naturally be viewed 
as an extension of G+ by .Z2 or, briefly, a Z,-extension of G. The purpose of this 
section is to characterize all Z,-extensions of a given group, that is, to determine 
all groups with sign structure which have a specified subgroup of positive 
elements. 
Let H be a group with unit element e. For every h E H let -v~ denote the inner 
automorphism of H corresponding to h, i.e., Ye = hnh-’ for every x E H. 
Further let 8 be an automorphism of H and let t be an element of H such that 
0(t) = t, and (7) 
I92 = Y,. (8) 
In order to define a Z,-extension of H consider the set H(8; t) of all pairs gi 
where g E H and i E Z2 = (0, l}, endowed with a binary operation defined as 
follows: 
gi . hj = g@(h)t’j(i + j), (9) 
where g, h E H and i, j E Z2. Let us point out that in (9) as well as in all similar 
cases, elements of Z2 used as exponents are to be interpreted as integers. 
Moreover, if an exponent includes an operation in the ring Z2 then the operation 
is to be carried out first and afterwards the result is to be considered integer. 
Thus, for example, @+j . 1s equal either to 0 or to id, the identity automorphism, 
depending on whether i # j or i = j, respectively. Similarly, to = t or t’j = e 
according as i = j = 1 or not. 
A routine calculation shows that the operation (9) is associative and the pair e0 
serves as the unit element of H(8; t). To give the formula for the inverse 
element, let us adopt the convention that, whenever y is an element or an 
automorphism of H, y-’ (i E Z,) will stand for (y-l)‘. Now it is easy to check that 
for every g E H and i E Z2. Thus, H(B; t) is a group. Conversely, the reader can 
easily verify that the conditions (7) and (8) are a consequence of the fact that (9) 
defines a group multiplication. The mapping h ++ h0 is an insertion If-+ H( 8; t), 
so we may identify H with its image in H(8; t). Since H is obviously a normal 
subgroup in H(8; t) of index two, we have the following result. 
Proposition 2. Let H be a group, let 6 be an antiautomorphism of H and let t E H. 
Then H( 8; t) is a &-extension of H if and only if 0(t) = t and e2 = Y,. 
Surprisingly enough, every Z,-extension of a group admits such an explicit 
description. This fact could well be derived from Schreier’s theory of group 
extensions [4], but we offer here a shorter and more direct proof. 
Theorem 3. Let G be a Z,-extension of a group H. Then there exists an 
automorphism 0 of H and an element t E H with the property that e(t) = t and 
8* = vt, such that G is isomorphic to H(B; t). 
Proof. By our assumption, HE G and G/H G Z2 = (0, l}. Let Hi be the right 
coset of G/H corresponding to i E Z2. Thus Ho = H and HI = Hr for some 
r E G - H. Obviously, every element x E G is uniquely expressible in the form 
x = hr’ where h E H and i E (0, l}. Now define 8 = Y, ) H, the restriction of Y, to 
H, and t = r*. Clearly, t E H, 8 is an automorphism of H, 0(t) = t and e2 = vr. 
Our aim is to show that the mapping a : G+ H(8; t), hr’ I-+ hi is a group 
isomorphism. As a is bijective and preserves unit elements it is sufficient to show 
that it is multiplicative. To do it, observe that r’ri = tiiri+j for all i and i in Z2 
(recall our convention concerning exponents in Z,). Then, for arbitrary g, h E H 
and i, j E 27, we have 
a(gr’hr’) = a(gr’hr-‘#r-j) = a(g@(h)#) 
= a(g@(h)tijri+j) = g@(h)t”(i + j) 
= gi . hj = a(gr’)a(hr’). 
Theorem 3 follows. 0 
As a trivial consequence of the just proved theorem we obtain the fact that if 
G = H(0; t) is a Z,-extension of an Abelian group H then 8 is necessarily an 
involutory automorphism of H. 
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We conclude this section with considering the question when two different 
&extensions of a group H are equivalent. It is easy to see that, in the case of 
Z,-extensions, the general definition of equivalence of extensions reduces to the 
following: Two Z,-extensions G and G’ of a group H are equivalent if and only if 
there is an isomorphism G-+ G’ whose restriction to H is identity. More 
generally, if r# is an automorphism of H we say that G and G’ are @equivalent 
&extensions of H if there is an isomorphism G-t G’ whose restriction to H is v. 
Theorem 4. Let H(t3; t) and H(a; s) be two &extensions of a group H and let I$ 
be an automorphism of H. Then, H(8; t) and H(a; s) are v-equivalent if and only 
if there exists an element b E H such that 
@ = VhoV, and 
ba(b)s = q(t). 
(10) 
(11) 
Proof. Let E : H(8; t)+ H(a; s) b e an isomorphism such that c 1 H = v and let 
b = E(eI)(el)-‘. Thus 5_(el) = 61. In order to avoid confusion, the multiplication 
in H(8; t) and H(a; s) will be denoted by ‘.’ and ‘*‘, respectively. Computing 
g(el . h), h E H, in two ways we obtain successively: 
E(el . h) = E(B(h)l) = 6(0(h). el) = 5(0(h)) * Qel) 
= q@(h) * 61 = vt?(h)bl, and 
c(el . h) = c(el) * (h) = 61 * q(h) = boq(h)l. 
Thus, for every h E H it holds that qt?(h)b = baq(h), which is equivalent with 
(IO). 
The equality (11) can also be obtained easily: 
v(t) = E(t) = E(el . el) = E(el) * c(el) = bl* 61 = ba(b)s. 
This proves the necessity of both (10) and (11). 
Conversely, define a mapping 5 : H(B; t) -+ H(a; s) by setting E(hi) = q(h)b’i 
for h E H and i E Z2. Obviously, 5 is a bijection whose restriction to H is I/J, and 5 
preserves unit elements. It remains to prove that, for every g, h E H and i, j E Z2, 
it holds that 
E(gi . hi> = &i) * (hi). 
This is trivially true for i = 0 and arbitrary j. If i = 1 and j = 0 then, using (lo), 
&I . h) = EkW)l) = vkW))bl= vkMW)Pl 
= ~khw(h)bl= ?kPMh)l= v&P1 * v(h) 
= Ekl) * 5th). 
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Finally, for i = j = 1 we obtain by (10) and (11): 
&l . hl) = EW(~P) = em)4 = VkMW)M4 
= v(ghWhW(b)s = vkbww@)bW)s 
= vkPw4hMb)s 
= v4t)WWPb = WPl * WPl 
= ml) * E@l). 
This completes the proof of Theorem 4. 0 
Corollary 5. Two &extensions H( 8; t) and H( a; s) of a group H are equivalent if 
and only if there exists an element b E H such that 
6 = v,a, and 
t = ba(b)s. 
(12) 
(13) 
4. Antiautomorphisms and Z,-extensions 
Every antiautomorphism of a group G with sign structure restricted to G’ is an 
automorphism of G’. Thus it can be looked at as an extension of an 
automorphism. In this section we describe all antiautomorphisms which restrict to 
a given automorphism of G+. The formulation of results and their proofs lean 
heavily upon the language of Z,-extensions introduced in the preceding section. 
First of all we show that besides its restriction to G+ every antiautomorphism 
of G depends on just one additional parameter. To see this, assume that 
G = G’(0; t) and let $ be an antiautomorphism of G whose restriction to G+ is 
~JJ E Aut G+. Put 
2 = @(el)(el)-‘. 
Then, for any element g E G+ we have 
+(gl) = @(go. el) = ~(dW(el) = q(g)2 . el = wkbl. 
Consequently, 
@(gi) = W(g)z’i (14) 
for an arbitrary element gi E G = G+(f3; t). In other words, every antiautomorph- 
ism # of G is uniquely determined by its restriction q to G+, an element z E Gf, 
and equation (14). 
In the next theorem, which is the main result of this section, we characterize 
those pairs (111, z), $J E Aut Gf, z E G+, for which the corresponding anti- 
automorphism exists. 
Groups with sign structure 199 
Theorem 6. Let G be a group with a nontrivial sign structure and suppose that 
G = G+(O; t). Let q be an automorphism of G+ and let z E G+. Then, an 
antiautomorphism C$ of G with C$ ) G+ = 3 and @(el)(el)-’ = z exists if and only 
if 
$@(zt) = zt, and (15) 
(we)” = vZr. (16) 
Moreover, such an antiautomorphism is unique and is given by equation (14): 
#(gi) = +(g)z’i, gi E G = G+(8; t). 
Remark. Comparing the statement of the above theorem with Proposition 2 we 
see that Theorem 6 can be equivalently formulated as follows: An anti- 
automorphism of G corresponding to r/j and z exists if and only if qe and zt 
define a &extension G’(qO; zt) of G+. 
Proof. The uniqueness of an antiautomorphism @ with @ 1 G+ = 1/, and 
@(el)(el)-’ = z is a direct consequence of the fact that such an antiautomorphism 
necessarily satisfies equation (14). Thus it remains to establish the necessity and 
sufficiency of the conditions (15) and (16). 
Necessity. Let 4 be an antiautomorphism of G such that @(gi) = q(g)z’i for 
every gi in G = G+(O; t). It is easy to see that the inverse mapping is given by the 
formula 
@-‘(gi) = +‘-l(gz-‘)i, (17) 
for gi E G. Since e(t) = t and $(el) = zl, the definition of G’(8; t), properties of 
antiautomorphisms, and (17) yield 
qe(zt) = q(e(z)t) = $(el . zl) = @(el)@-‘(zl) 
= zl . r/F1(zz-‘)l = zl . el = zt. 
This establishes (15). 
In order to prove (16) we apply similar arguments to express the value of 
r@(g) for an arbitrary element g E G+: 
qe(g) = +e(gt-lt) = q(e(gt-lp) = $(el . gt-‘1) 
= @(el)@-‘(gt-‘1) = 21 . W-l(gt-‘z-‘)l 
= zeq’(gt-b-l)t. 
However, by virtue of (7) and (8), f3(x)t = to-‘(x) for any x E G+. Thus, 
ze~-l(gt-lz-l)t = tte-lq-1(&z-‘). 
Since (15) can be rewritten as zt = f!-‘q-‘(zt), we further obtain 
zte-l~-l(gt-Q-l) = e-‘~-l(zt)e-l~-‘(g(zt)-‘> 
= e-l@((zt)g(zt)-l) = e-lq-Gzv,,(g). 
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Note that in the above computations g E G+ was arbitrary. Thus we have shown 
that 
which is equivalent to (16). This proves the necessity of (15) and (16). 
Suficiency. Assume that the conditions (15) and (16) are fulfilled and let $J be 
a mapping G+ G defined by setting $(gi) = r/~(g).& for every gi E G. Clearly, @ 
is a sign-preserving bijection such that # 1 G+ = $I and @(el)(el)-’ = z. Thus it 
suffices to establish the equality 
@(gi * hj) = @(gi)@‘g”(hj), (18) 
for every gi and hj in G. In our case, lgil = (-l)i. Moreover, it is easy to check 
that $-‘(gi) = r/-‘(gz-‘)i. 
For i = 0 we have 
which shows that (18) holds in this case. We shall now verify (18) for i = 1. The 
cases j = 0 and j = 1 will be considered separately. 
Let j = 0. Then 
$(gl . ho) = ddgW)l) = aw))zl= vkNJfw)zl~ 
Combining (16) with (8) we easily deduce that 
I# = vzel)-‘, 
which implies 
V(g)V8(h)zl= V(g)vz~VYh)zl = V(g)z . ~V’W 
= rJJ(g)zl . l/F’(h) = $(gl)fJ-‘(ho). 
Thus, (18) holds for i = 1 and j = 0. 
It remains to verify (18) for i = 1 and j = 1. In this case we have 
#(gl . hl) = 4GP@Po) = v(gW(W = Yww~z-‘4. 
Applying (15) and (19) to the last term and then using (17) we finally get 
$0(g)l@(hz-‘zt) = r/J(g)r@(hz_‘)zt 
= q(g)zl - 3-l(hz-‘)l= @(gl)4-‘(hl), 
(19) 
as required. This completes the verification of (18) as well as the proof of the 
theorem. •i 
In what follows we shall establish a necessary and sufficient condition for an 
antiautomorphism of the form (14) to be an inner antiautomorphism. Recall that 
the inner antiautomorphism corresponding to an element si E G+(8; t) is given by 
,+(gj) = si 1 gj . (si))‘“‘, gj E G+( 0; t). 
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Theorem 7. Let G = G+(8; t) be a group with a nontrivial sign structure and let # 
be an antiautomorphism of G satisfying (14). Then C#I is equal to the inner 
antiautomorphism psi, where s E G+ and i E Z2, if and only if 
v = vStli, and 
2 = stW+i(s). 
(20) 
(21) 
Proof. Let $J = psi. By (14), for every g E G+ we have 
W(g) = @(go) = Ki(gO) =si . g0 . (si)-’ 
= s@(g)i . K’(s-‘)tC’i = se;(g)s-‘t-Y0 = vseyg), 
which proves (20). 
Equation (21) follows from the following computation: 
zl = @(el) = pSi(el) = si * el . si 
= st’(i + 1) . si = stiel+i(sp’(‘+*)l = stiel+i(s)l. 
(Recall that Olti = id if i = 1 !) 
Conversely, we have to show that 
q(g)zjj = si . gj * (si)-‘“‘I. 
For j = 0 this readily follows by reversing the arguments in the proof of (20). If 
j = 1 then 
r+9(g)zi = ~$(g)st%*++)i = se;(g)t’e’+‘(s)ti(i+‘)i 
= sfY(g)t’(i + 1) . si = si . gl . si = j_&gl). 0 
As an illustration of the above theory, let us determine all antiautomorphisms 
of the group Z,, p being an odd prime. To carry out the analysis, it will be 
convenient to identify Z, with the direct product Zp x Z2. Clearly, G = Zp x Zz 
admits a unique nontrivial sign structure, namely the one with G’ = Z,,. Hence, 
G=G+(B;t)where 8=idandt=OE&. 
Let @ be an antiautomorphism of G+(0; t). Adopting the additive notation for 
the group operation in G+(B; t), the equation (14) transforms to 
@(xi) = (q(x) + iz)i, (22) 
where II, E Aut &, and z E &,,. As 8 = id and t = 0, from (15) and (16) we obtain 
q(z) = z and rj? = id. However, every automorphism q of Z,, is of the form 
q(x) = kx, where k is a fixed nonzero element of &,. Thus the above conditions 
on 4 are equivalent with the following equations over Z$,: 
(k - 1)z = 0, and 
k2= 1. 
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Since p is an odd prime, either k = -1 and z = 0 or k = 1 and z is arbitrary. The 
first possibility gives rise to the involutory antiautomorphism #(xi) = -xi, which 
maps every element of G to its opposite. If k = 1 then q~ = id. In this case we see 
that (22) yields for every z E Z,, one antiautomorphism Gz such that 4=(x1’) = 
(x + it)i. For each of these antiautomorphisms the conditions (20) and (21) are 
satisfied with s = z(p + 1)/2. Thus, by Theorem 7, every c$= is an inner 
antiautomorphism and, moreover, Gz = K,~ = P.~, . 
Returning to the original group Z, and summing up we see that ZzP has p + 1 
antiautomorphisms. Out of them, p are inner antiautomorphisms #q, 0 s q s 
p - 1, given by 
for every x E Z, (h ere 1x1 = +l if and only if x is even). The remaining 
antiautomorphism is the involution x I-+ -x. 
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