Abstract. Projection pursuit algorithms approximate a function of p variables by a sum of nonlinear functions of linear combinations'
1. Introduction and statement of main results. We present some mathematical analysis for a class of curve fitting algorithms labeled "projection pursuit" algorithms by Friedman and Stuetzle (1981a, b) . These algorithms approximate a general function of p variables by a sum of nonlinear functions of linear combinations"
(1.1) f(xl,'" ",xp)-" gi(ailXl+'" "+aipxp).
i=1
In (1.1), f is a given function and univariate, nonlinear functions gi and linear combinations ailXl+'''+ai,o are sought so that a reasonable approximation is attained. Such approximation is computationally feasible and performs well in examples of nonparametric regression with noisy data, high-dimensional density estimation, and multidimensional spline approximation. In addition to the articles of Friedman and Stuetzle cited above, see Friedman and Tukey (1974) , and Friedman, Grosse and Stuetzle (1983) for examples and computational details. Huber (1981a, b) begins to connect the algorithms to statistical theory. This note treats the algorithms from the point of view of approximation theory.
It is easy to show that approximation is always possible. See Zygmund (1959, Vol. 2) and the survey article by Ash (1976 These results underscore a property of the projection pursuit algorithm" the directions it chooses are the directions that minimize the L error. The situation is somewhat like finding the principal components of a covariance matrix. There are many possible bases, but the directions chosen have a well-defined interpretation in terms of maximum reduction of variance.
Application 4. Even if the directions (a, b) are fixed, the representation need not be unique. Suppose that n is the smallest integer such that
with p a polynomial of degree at most n-1. The polynomials p can be chosen in an arbitrary way subject to the constraint F. p-= 0. In particular, any n-1 of the pi can be chosen arbitrarily and a final polynomial can be found to satisfy the constraint.
These results all follow easily from Theorem 3; indeed the operator Li
The products are nonvanishing because the directions are distinct. It follows that hi differs from g by at most a polynomial of degree n 1, and that an arbitrary polynomial may be added subject to the constraint.
In the special case n 2, Theorem 3 was given by Dotson [4] who suggests further application to factoring probability densities and separation of variables.
The generalization to dimension greater than two is not as neat. We give a result for three-dimensions which generalizes to p-dimensions. Suppose that for n distinct directions a 3, a function f can be represented, for x 3, as 
Thus 4 are a "universal change of variables" which allows exact equality. A nice discussion of this result and its refinements can be found in Lorentz (1966) , (1976) and Vitushkin (1977) . While the functions 4 and g are given in a constructive fashion, it does not seem that this result is used to approximate functions in an applied context. This is probably because the functions 4 are fairly "wild". For example, it is known that it is not possible to choose 4 to be C functions, so fixed linear combinations of x and y are ruled out. It is known that f(x, Y)=i=I gi(aix +bgy) for all polynomials f(x, y) is not possible with ai, bi fixed independent of f. In the projection pursuit approach to approximation, a and b are allowed to depend on f and Example 2 shows that now any polynomial can be written in required form. Example 1 shows that not all functions can be so expressed. This paper has characterized functions that can be represented exactly as a sum of nonlinear functions of linear combinations. It is important to be able to recognize functions that can be well approximated by such a sum. Some important work on this problem is in the papers by Logan and Shepp (1975) and Logan (1975) . These papers work with prespecified directions, but the main results of Logan (1975) do not depend on the directions. Roughly, Logan shows that a function on the unit disc can be well approximated, in L2, by a sum of n univariate functions if and only if the function has bandwidth n, in the sense that its Fourier transform is essentially supported on a disc of radius n.
2. Proof and discussion of Theorems 3 and 5. Let L be the differential operator:
;o ci On/Ox Oy -. By hypothesis, the polynomial In simple examples there is often enough freedom of choice to make determination of (ai, hi) possible. Consider f(x, y) xy for n 2, This gives n + 1 equations in 2n unknowns. These are linear in the a's for given/3's and may be solved explicitly because the matrix is a Vandermonde with a well-known inverse. See Gautschi (1963) .
The proof of Theorem 5 was outlined by H. Royden. The proof follows from three lemmas. Throughout a are distinct nonzero directions in R3. Proof. Fix r. For each f r there is p H but p. a 0. Apply the operator 1-I. (pi. V) to the sum to conclude I-Ii (pi. ai)g(l-a)(pi, x)=_o. The coefficient is nonzero, so the conclusion follows.
In the next two lemmas, the notation f. means Of/Oxi. LEMMA 2. Let P and Q be polynomials of degree <-k in (x a, x2, x3 LEMMA 3. Let f Cn+2(I3) have the following properties" for n distinct directions a, with a distinct from (1, 0, 0), ar3gr(a r" x)-ahr(a x)=P(a x) for P a polynomial of degree at most n 1. Because the a are distinct from (1, 0, 0), Suppose that the result is true for n 1. Let a 1, a 2, a n-l, a be n distinct nonzero directions. By rotating, we may assume that a"= (1 0 0). Then, for any ioiE 1-Ii, The only solutions of this equation are of the form U fl(X + y)+f2(x-y) where and f2 are distributions (see Schwartz (1966, p. 9) for some history). We further show, here and more generally, that if the solution U is a sufficiently well-behaved function, then the f are functions.
Any undefined terms in the following discussion can be found in Barros-Neto (1973) or Schwartz (1966) . Let ([2) be the space of test functionsmcompactly supported C functions. The dual space ,(2) is the space of distributions on For 3' (a, b), the translate of T @' by 3' is written T. This acts on 4 by Tv{b (x)} T{&(x-y)}. The distribution T D'() depends only on ax +by if for all real t, Tbt.-at)= T. The following theorem collects together several results in Schwartz (1966, 11.5) . It is the case m 1 of the theorem at which we are aiming. T(x, y)4 (x, y) dx dy g(ax +by)qb( =I e-*"{I e-i%(as +bt, bs -at) dt dv} ds.
The inner integral equals O (as, bt); indeed for any function g C (R), e"g(t) dt dv g(,) 6(g) g(0). Making this substitution, proves the result. [-1 The next lemma is the case m 1 of Theorem 8.
[12 LEMMA 5. Let r" be the projection r(x, y) x, Ux and U zr-(U,).
Let T '(U) and assume there is g '(U) such that T zr*(g).
If T Hoc (U), then g H,o (U).
Proof. 
