The purpose of this paper is to determine uncertainty in the gauged range of the stage-gauged discharge relationship for 622 rating curves from 171 Australian Bureau of Meteorology Hydrologic Reference streamgauging Stations (HRS). Water agencies use many methods to establish rating curves. Here we adopt a consistent method across all stations and develop rating curves based on Chebyshev polynomials, and estimate uncertainties from standard regression errors in which residuals from the polynomials are adjusted to ensure they are homoscedastic and normally distributed. Uncertainty in input water level is also taken into account. The median uncertainties in mean response of the available gauged discharge relationship at median daily discharges for the HRS dataset range from +4.5 to −4.2% (95% confidence band) and for individual gaugings from +29 to −22% incorporating a water level uncertainty of ±4 mm. The uncertainties estimated are consistent with values estimated in Australia and elsewhere.
Introduction

Background
Generally, estimates of uncertainty of discharge in streams are not included in investigations dealing with simulating water resources systems, forecasting streamflow, analysing floods, estimating environmental flows or modelling runoff from precipitation. For example, of the 23 papers published in the Journal of Hydrology in these areas in the year 2015, only three papers included a detailed discussion on uncertainty in discharge. Pappenberger and Beven (2006, Section 1) noted "Uncertainty analysis is still not standard practice in many modelling exercises and it remains common to show results without uncertainty bounds". Furthermore, Hamilton and Moore (2012) argue "… that there is substantial variability in the magnitude of uncertainty in published streamflow records that is not transparent to data users", a view shared by ourselves.
In hydrology, a rating curve is the key to providing sequential estimates of discharge for hydrology and water resources investigations. Although Sauer (2002) identified eight types of rating curve, in this study we define a rating curve as the relationship between stage or stage height (surface water elevation) at a given point in a stream and gauged (measured) discharge. There are several sources of uncertainty including unstable control, non-uniform flow, improper assumptions about the rating curve relationship, and local stage variability (Hamilton 2008 , Westerberg et al. 2011 , Hamilton and Moore 2012 , Muste et al. 2012 . In an estimate of discharge from a rating curve, uncertainty in discharge results from uncertainty in the measured stage (water level), the number of gaugings to construct the rating curve, and the uncertainty in estimating the resulting rating curve due to spread of data around the curve (Scanlon et al. 2008) . The main contribution of this paper is to provide a rational and relatively simple method to estimate uncertainty in the rating curves and subsequent discharge estimates for 622 rating curves at 171 gauging stations across Australia. The gauging stations have, on average, three rating curves, each usually consisting of several segments. Consequently, a minor objective of this study was to trial Chebyshev polynomials (Fenton 2018) as an alternative to specifying a rating curve as several piece-wise segments. Furthermore, we were cognisant that the methodology we adopted potentially could be applied in Australia by users who have a minimal background in complex mathematics.
Herein we adopt the definition of uncertainty given by Scanlon et al. (2008, p. i) : "The uncertainty in a measured value is the estimate of the likely range of the difference between the measured value and the (unknown) true value, and takes into account the limitations in measuring device and techniques used to make the measurement." This study arose because we have been applying recession analysis to daily discharge data extracted from the Bureau of Meteorology (Australia) Hydrologic Reference Stations (HRS) dataset. Although the data are considered to be high quality (Zhang et al. 2016) , nevertheless, we believe it was necessary as part of our study to describe the uncertainty in the data. But there are broader arguments for undertaking uncertainty analysis and quality assurance of hydrometric data. These are not discussed here and readers are referred to the summary by Hudson et al. (1999) of the International Association of Hydrological Sciences Workshop HW4 Quality Assurance in Hydrologic Measurement held in July 1995. Readers should also note that our analyses relate to uncertainties associated with interpolated values from rating curves rather than extrapolated values. Later in this Introduction, we discuss issues relating to extrapolation of a rating curve that are site-specific, which is a much more difficult problem than dealing with interpolation.
Procedures to estimate uncertainty in rating curves have been available for the past 50 years. In Table 1 we have classified the approaches under five headings: prediction interval using standard statistics, prediction interval using standard statistics and Box-Cox transformations (Box and Cox 1964) , methods based on Bayesian and MCMC (Markov Chain Monte Carlo) sampling, methods that are site-specific and use hydraulic data and analysis, and, lastly, miscellaneous methods. Following a comprehensive review, Dickinson (1967) appears to have been the first to use a statistical method, based on regression analysis, to estimate the uncertainty associated with rating curves. Dickinson used a logarithmic transformation to "stabilize the variance" (Dickinson 1967 , Section 4.2.5). Venetis (1970) incorporated maximum likelihood to estimate model parameters. Herschy (1995, Section 14.5 ) improved Dickinson's approach by increasing the overall variance to account for the water level measurement uncertainty and provided a more realistic regression term such that the confidence limits increased with distance from the mean value. Mirza (2003) compared four rating curve relationships and stressed the importance that residuals should be normally distributed and homoscedastic. Shiklomanov et al. (2006) describe the application of standard statistical analysis to the rating curve represented by an mth-order polynomial and Scanlon et al. (2008) applied the Australian Standard method (AS 2001) to estimate the mean response uncertainty of 116 streamgauging stations in southeast Australia. Because the uncertainty in the mean response was examined rather than the uncertainty in an individual estimate of discharge uncertainty, the results of Scanlon et al. (2008) show that stage estimates dominated the uncertainty at low discharges whereas the uncertainty in gaugings reflected overall uncertainty at high discharges. The methods to estimate uncertainty described in the previous paragraph were based on the assumption that the stage-discharge relationship is in most cases a logarithmic or power law function. However, that does not necessarily result in the residuals (gauged discharge minus computed discharge) being homoscedastic, a necessary requirement for the validity of the statistics from a regression analysis. To take into account heteroscedasticity in the residuals, Lee et al. (2010) applied (to a compound or multi-segmented rating curve) a pseudo-likelihood estimation method including a variance function. Westerberg et al. (2011) used a weighted fuzzy regression on log-transformed stage data and a Box-Cox transformation of the discharge data. Box-Cox transformations were also used by Shao et al. (2014) (listed under Miscellaneous procedures in Table 1 ) to ensure the regression residuals were homoscedastic and normally distributed; the latter requirement is an important criterion for satisfactory interpretation of regression analysis.
The third group of methods in Table 1 is based on a Bayesian approach using MCMC sampling. Le Coz (2012) provided a succinct summary of these methods and noted that Moyeed and Clarke (2005) were the first to apply the Bayesian approach using MCMC to analyse rating curves; they assumed that discharge is proportional to stage. Reitan and Petersen-Øverleir (2008) adopted the Bayesian-MCMC approach with a regional default prior and then extended the approach to multi-segmented rating curves (Reitan and Petersen-Øverleir 2009) . McMillan et al. (2010) provided a variation in which an explicit pdf of discharge for any specific stage was incorporated within the MCMC method. Reitan and PetersenOverleir (2011, p. 2) considered a Bayesian analysis in which the parameters specifying the rating curve were considered to be continuous time stochastic processes taking into account instability of the channel. Juston et al. (2014) used a Bayesian approach and MCMC for a two-segment curve to identify parameter and total uncertainty bounds. The final procedure listed in this group is another application of the MCMC sampler incorporating a likelihood function as "the probability of the observed stage-discharge measurements, given a particular rating curve" Westerberg 2015, p. 1875) .
The fourth group of procedures were developed to extrapolate the rating curve beyond the interpolated range and require site-specific hydraulic information and/or models. In contrast to the modified Manning equation of Leonard et al. (2000) , Di Baldassarre and Montanari (2009) and Domeneghetti et al. (2012) used, respectively, a one-dimensional (1-D) and a quasi 2-D hydraulic model. Lang et al. (2010) combined hydraulic modelling, Bayesian analysis and MCMC sampling. Le Coz et al. (2014) outlined in detail the BaRatin model and Horner et al. (2018) applied this method to six contrasting gauging stations in France.
The final group of rating curve methods consists of miscellaneous procedures. Petersen-Øverleir and Reitan (2005) used a nonlinear regression and Heaviside function to deal with segmented rating curves. An alternative approach was adopted by Ajmera and Goyal (2012) who compared the performance of the M5P tree machine learning model with artificial neural networks. Morlot et al. (2014) incorporated a variographic approach in a dynamic method in which the ages of the gaugings were taken into account. Further research is required to improve this approach. Shao et al. (2014) assumed the rating curve could be defined as a power law and applied a "both-side" Box-Cox transformation to stabilize regression residuals and used a residual-based bootstrap procedure to derive statistical uncertainty. Because we had adopted Chebyshev polynomials as the preferred form of the rating curve we did not pursue this approach. Tomkins (2014) based her uncertainty estimates on the deviations in gaugings from the rating curves for 36 streamgauging stations in northern NSW, Australia. To quantify discharge uncertainty across UK streamgauging stations, Coxon et al. (2015) applied the nonparametric LOWESS (Locally Weighted Scatterplot Smoothing) regression to 500 stations and uncertainty was estimated by resampling using the LOWESS methodology, but the uncertainty in the extrapolated rating curves was not estimated.
In addressing which procedures to adopt to define a rating curve or to extrapolate beyond the gauged data range, we point out there was no hydraulic information readily available at any of the HRS gauging stations, no information about the methods adopted by agencies to interpolate or extend a rating curve, and that many rating curves were based on few gaugings. Hamilton and Moore (2012) made similar observations about the Canadian hydrometric information. (Details about numbers of gaugings are provided in Section 2, but, suffice to say, there were, on average, only 12.5 gaugings per rating curve.) Many researchers (Table 1) have developed a Bayesian approach combined with a MCMC sampler to estimate uncertainty in discharge estimates from the gauged and extrapolated rating curve and in every approach there are assumptions or limitations in the procedure. To highlight a few: Moyeed and Clarke (2005, p. 810) state "… the prior distributions summarize both what is know [sic] about the gauge-site …" and "If little is known … the range of possible values can be set very wide, with a uniform probability density over this range", and "Hydraulic modelling can be used to derive prior information on rating curve errors …" (Lang et al. 2010) . In considering how to estimate the uncertainty in a rating curve extension, Reitan and Petersen-Øverleir (2009, Abstract) proposed a Poisson process to define the changepoints between segments and go on to say that the results "…appear sensible and useful for inferential purposes, though the latter model needs further efforts in order to obtain a more efficient simulation scheme…". In the context of rainfall-runoff modelling, McMillan et al. (2010) estimated an explicit pdf of discharge, which was used within a MCMC sampler, but noted "… subjective choices were not completely removed from the method …" (p.1281). The method of Reitan and Petersen-Overleir (2011) , which was developed for unstable gauging sites, cannot be considered for extensive application until computer run times are reduced and several issues, identified by Reitan and PetersenOverleir (2011, p. 13) , are resolved. To account for both random and epistemic uncertainties, McMillan and Westerberg (2015) developed a MCMC sampler with a likelihood function that considers both uncertainties. The authors note that in applying the method there are some subjective choices to be made and counsel that if the method is applied to a large number of sites "… at least some manual check of the suitability of the official rating curve form would be required …" (p. 1880). Le Coz et al. (2014) , who, in their opening sentence to their extensive review (their Section 1.2), observed that the choice of a method to assess the uncertainty "… associated with stage-discharge relations is an important open scientific issue…" (our emphasis). In a timely overview of "… practical uncertainty assessment tools that generate multiple flow series realizations rather than simple error bounds", McMillan et al. (2017, Abstract) conclude that "… considerable barriers for uncertainty analysis and communication still exist for practitioners …".
Based on the above discussion, on the fact that there were more than 600 rating curves to be analysed and on our understanding of the traditional approach to uncertainty in nonlinear regression analysis, we concluded that a simple and satisfactory method to estimate the uncertainty in individual discharges estimated from rating curves is the procedure outlined by Herschy (1995) . However, we have modified Herschy's procedure using Box-Cox transformations to ensure the residuals are homoscedastic and normally distributed and included uncertainty in stage (water level) measurements. Furthermore, to reduce the analysis associated with multi-segmented rating curves we propose trialling Chebyshev polynomials in place of a piece-wise approach.
Road map
Following this introduction, we introduce in Section 2 the HRS data analysed in this study. Section 3 details our approach to estimate the uncertainty in an individual discharge specified by a rating curve. An example application for the West Alligator River at Upper Arnhem Highway (G8190001) is presented in Section 4. In Section 5 our approach to estimating uncertainty is applied to gauging data for 171 HRS stations. Concluding comments are provided in Section 6.
Data
The stage-discharge data studied in this paper and denoted as (h,q) (that is, for a given stage (h) and a concurrent gauged discharge (q) by current meter or equivalent instrument) underpin the published daily discharge data (each station has more than 30 years of unimpaired discharges) compiled by the Bureau of Meteorology (Australia) and known as the HRS (Hydrologic Reference Stations) dataset 1 (Zhang et al. 2016) . In each state and territory, a government agency has overall responsibility for gauging and collation of streamflow data, which are transmitted to the Bureau of Meteorology who publish the HRS discharge data. Throughout the paper we use the term "gaugings" to refer to the measured, essentially instantaneous, discharges estimated by current meter or equivalent device at a streamgauging station.
The HRS published data consist of daily discharges at 222 locations across Australia. For this study, rating curves were available for analysis that have been developed by the relevant state or territory water agencies (which include government and non-government bodies) for 195 of the 222 stations. The locations of the 195 stations, which are plotted in Figure 1 , cover a wide range of Australian mainland hydrology excluding Tasmania. Across the stations, mean runoff varies from 2.4 to 2390 mm/year and catchment areas extend from 4.5 to 232 846 km 2 . Most streams exhibit winterearly spring dominated flows.
For the 195 stations there are 4185 agency rating curves based on 52 002 gaugings. The median length of time a rating curve is valid is 1.1 years, ranging from 2.5 years (75th percentile) to 0.57 years (25th percentile). The number of rating curves per station varies from one to 126 with a median number of 16. Some additional statistics are presented in Table 2 . The median number of streamgaugings per station is 246, with the median number of streamgaugings per year being 4.9. Regarding streamgaugings per rating curve, the median number is 16, with 25% of the curves based on approximately nine ratings. Jalbert et al. (2011) provide some comparative data exhibiting similar statistics (average values) for 19 streamgauging stations located in a mountainous area in the east of France: length of rating curve is 1.5 years, number of rating curves per station is 20, gaugings per station is 230, and gaugings per rating curve is 19.2.
In addition to latitude, longitude and catchment area (km 2 ), the data available at each gauging station include stage relative to a local datum, measured discharge, and date of measurement. Agency-generated rating curves (as tables) were provided for stage heights from zero discharge to above 10 m in some cases, generally in steps of 0.01 m. A date from which each rating table was valid was also provided. Except for Western Australia, where no information was available, stability of the rating curves could be classified as unstable (19% of stations), natural stable control (26%), artificial stable control (54%) and accurate V-notch weir (1%). Of the gauging stations in the central and northern basins, 32% had unstable controls compared with only 12% in the eastern and southern coast and Murray-Darling basins, and there are fewer artificial controls (40%) in the central and northern basins compared with 61% in the eastern and southern coast and Murray-Darling basins. No other site details were readily available. Some details of the quality of the gauged data were available, but the information was incorporated into a broader quality estimate regarding the published record. We know anecdotally that the main gauging method is the velocity-area procedure with current meter. Figure 2 shows how the number of HRS stations for a given year and the number of gaugings per station have varied annually since 1950. Most HRS stations have operated since the mid-seventies. The data are underpinned by gaugings, which in terms of average number of gaugings per year per station have varied by more than a factor of three. The reduced yearly rate of gaugings from the mid-nineties to 2010 is a reflection of reduced annual investment in streamgauging in Australia (Cordery 2006) .
Based on the rating curves and the published daily discharges, the plot in Figure 3 shows the percentage of stations in which the published daily discharges are greater than the gauged discharges (extrapolation of rating curve). For example, Figure 3 shows that, for half the stations, 30% of published volumes are based on extrapolated rating curves. For 10% of stations the flow volume based on extrapolations is about 85%. Our analysis shows that, for nearly all stations, extrapolation below the minimum gauged discharge was necessary, although for 50% the extrapolated volume was less than 1% of the total flow volume. For 10% of the stations, the low flow extrapolation was greater than 4.5% of total published flow volumes. For our analyses of the rating curve data that follow, we accepted only rating curves with at least 20 gaugings so that the results would be acceptable from a statistical viewpoint, although Scanlon et al. (2008, p. 40) suggested ≥12 gaugings are sufficient to meet statistical requirements. However, according to Coxon et al. (2015, p. 5536 ) "fewer than 20 stage-discharge measurements often resulted in unrealistic uncertainty bounds". Adopting 20 is consistent with the Australian Standard for determining stage-discharge relationships (Australian Standard AS 3778.2.3 2001) . This resulted in our analysis being restricted to 622 rating curves at 171 gauging stations, somewhat fewer than the 4156 agency rating curves used to estimate discharges in the HRS dataset.
In Section 4 we provide an example application of our method to a typical (h,q) dataset for the West Alligator River at Upper Arnhem Highway (reference number G8190001, 132.174°E, 12.791°S), a catchment of 245.8 km 2 in the northern tropical zone of Australia. Also, some supporting information is based on the (h, q) data for Jimmy Creek at Jimmy Creek (reference number 238208, 142.508°E, 37.374°S), a catchment of 23.3 km 2 located in the temperate, but hydrologically variable, southeast coastal region. Figure 4 (a) and (b) shows plots of the stage height vs gauged discharge for all gauged data at each station. The agencies responsible for the stations developed three rating curves for West Alligator and 17 for Jimmy Creek. The gauged data suggest that both stations have variable controls.
Methodology
Traditionally, a rating curve for a streamgauging station was developed by plotting on graph paper stage (water level) height on the ordinate as a linear scale and the concurrent gauged discharge along the abscissa as a linear or logarithmic scale. Once at least 12-15 measurements (gaugings) were plotted, graphical curves were fitted to the data either manually or through the application of empirical relationships (Australian Standard AS 3778.2.3 2001). As more data are added, the relationship is confirmed or maybe a new relationship begins to develop. A power law relationship often used is of the form Q ¼ f H α ð Þ, where Q is discharge, H is stage and f H α ð Þ is an appropriate power function with exponent α. More than one relationship is adopted in cases where the relationship is segmented using a piecewise approach. Sometimes a general polynomial expression is considered (Herschy 1995 , Section 4.9, Mirza 2003 , Shiklomanov et al. 2006 . Regarding the power law, Fenton and Keller (2001, p. 44) observe "The presentation of the formula for the power law is misleading here, as it is not the single control that would determine a single power-law relationship". In exploring the uncertainty in such rating curves for the HRS data and noting the potential inadequacies of piece-wise linear methods discussed by Reitan and Petersen-Øverleir (2009, p. 628) we adopt a global stage-discharge continuous relationship in the form of Chebyshev polynomials, as recommended by Fenton (2015) .
Steps in developing rating curve uncertainty
To develop rating curve uncertainty, the following steps need to be undertaken.
(1) Given a set of n concurrent stage height (h) and discharge (q) values measured at a specific location on a stream or river reach, develop a visual plot of the data (h; q). acceptable value from the adopted rating curve (see DeGagne et al. 1996, p. 230 (2017) to provide "… multiple flow series realizations rather than simple error bands …", more than one significance level can be chosen to provide a "pseudo band". (6) Adopt an uncertainty value, or values, for uncertainty in input water levels. (7) Apply the uncertainty equation to estimate uncertainty of an individual discharge.
In this paper the stage-discharge relationship and the associated uncertainty analysis are restricted to the range of measured gaugings (h; q). The gauged data do not identify whether there are variable backwater or hysteresis conditions, the latter are due to changes of water surface slope during rising or falling hydrographs. Therefore, if they are present in the data, they will not be identified and, therefore, remain part of the dataset.
Chebyshev polynomials
Following Fenton (2015, p. 19 ) and adopting his notation, Chebyshev polynomials are defined as:
where T m y ð Þ ¼ cos m arcosy ð Þ , a m are estimated Chebyshev coefficients, m is the degree or order of the polynomials, and y is a rescaled value of stage. To overcome potentially poor conditioning of a polynomial formulation, Fenton (2015, Section 6.1) advises that rescaling of stage is essential and he recommends that the stage height be scaled into the interval −1 to +1 using the following equation:
where h is the measured stage height, and h max and h min are, respectively, the maximum and minimum stage height measurement. With regard to the exponent ν in Equation (1), Fenton (2001, p. 322) concluded that the choice of ν = ½ "… probably more generally models the hydraulics of gauging stations". Our preliminary results suggested that in a small number of cases (~0.5%) a satisfactory Chebyshev polynomials equation could not be obtained as the model yielded negative discharges. For these situations, a satisfactory equation was found in most cases by evaluating a more appropriate value of ν prior to estimating the Chebyshev coefficients. This is an area of on-going research (J.D. Fenton, December 2016, personal communication) .
Equation (1) can be evaluated recursively as follows (Fenton 2015, p. 19) :
In our analyses we computed the Chebyshev polynomials up to and including order 11 (m ≤ 11).
3.3 Uncertainty in estimates of discharge estimated from a rating curve
The uncertainty band for an individual estimate of discharge,Q 0 i , also known as the prediction interval (Helsel and Hirsch 1992, Fig. 9.16 ), for a rating curve estimated from the Chebyshev polynomials curve (or from an agency-developed rating curve) is based on Haan (1977, p. 191 ) (see also Helsel and Hirsch 1992, p. 242) as follows:
whereQ 0 i is the uncertainty band for an estimate of individual discharge,Q i is the Chebyshev polynomials estimated discharge, t is Student's t-statistic for n À 2 ð Þ degrees of freedom, h is the mean of h, and λ is a Box-Cox exponent (Box and Cox 1964) to transform the residuals to ensure homoscedasticity as discussed below, and s λ is the root mean square error of the transformed residuals estimated as:
Following Helsel and Hirsch (1992, p. 241) , the uncertainty band for the mean response, that is, the uncertainty about the line of best fit (see Fig. 6 ),Q 00 i , is given by:
For these equations to be valid, the following three conditions need to be satisfied (Helsel and Hirsch 1992 , Table 9 .1).
(1) The residualsQ i À q i À Á (whereQ i is the computed value of discharge for a given stage) are independent.
(2) The residuals are identically distributed, in other words, the residuals are homoscedastic. (3) The residuals are normally distributed.
These conditions are examined in the example application in Section 4.
Combined uncertainties in an individual estimate of discharge
According to Le Coz (2012) , the uncertainty in an individual discharge estimate is made up of the uncertainty in the rating relationship, the uncertainty in the hydraulic conditions governing the discharge, and the uncertainty in stage. We assume these uncertainties are independent of each other and, therefore, the uncertainty in an individual discharge estimate is (see Le Coz 2012 and using his notation):
where u RCQi À Á is uncertainty (square root of variance) in the rating curve relationship (that is, water elevation, h, versus discharge, Q), where the cloud of (h,Q) points in the rating curve relationship (Fig. 4(a) , for example) incorporate the uncertainties in the gauged data, u HC Q i ð Þ is the uncertainty in hydraulic conditions, and u h i ð Þ is the uncertainty in the observed staff or water level. In our approach we do not deal directly with u HC Q i ð Þ because in the Australian dataset major shifts in rating curves are taken into account by adopting a new rating curve. Thus, the uncertainty equation reduces to:
For an individual estimate of discharge,Q i , we adopt the prediction interval for the rating curve relationship in Box-Cox space as discussed above. The equation is as follows (Helsel and Hirsch 1992, p. 242 ):
where the term in the square brackets is described as an adjusted standard error of the regression for an individual transformed discharge estimate (Q λ i À1 λ ) and where λ is the Box-Cox exponent of the residuals.
The second term in Equation (8) (based on Chebyshev polynomials), which is estimated using finite differences where:
Turning now to u 2 h i ð Þ in Equation (8), we would expect that u h i ð Þ, denoted as e h , would increase as h (or q) increases. Our literature review supported this view. Uncertainty in stage measurements is related to many factors including location conditions, type of recording instrument, and magnitude of the discharge (Ibbitt 1975 , Dymond and Christian 1982 , Hamilton 2008 , Scanlon et al. 2008 , Shrestha and Simonovic 2010 , Le Coz 2012 . Based on our review, we list in Table 3 the reported water level uncertainties, errors or precision as a range. (All three terms are used in the literature.) Using these ranges of uncertainty and assuming the water level uncertainties follow a normal distribution, the standard deviation can be approximated as (2 × range/4). Although 17 references contained data on water level uncertainties, several were cross referenced and only nine datasets as identified in Table 3 were considered to be reasonably independent (Linsley et al. 1958 , Ibbitt 1975 , Ibbitt and Pearson 1987 , Herschy 1995 Figure  S1 (see Supplementary material). Although these values cannot be directly related to discharge, the literature suggests the larger values are for larger discharges as a result of surges and standing waves (Lang et al. 2010) . To incorporate water level uncertainty into our overall estimate of discharge uncertainty, we adopted two estimates of water level uncertainty, specified as median standard deviations in stage, based on Table 3 , as follows: for low stage e low = 2 mm, and for high stage e high = 22 mm. Combining one of these values, as appropriate, with the rate of change of Q (in Box-Cox space) yields:
where Δh is the unit step in stage height, and e h is e low or e high (defined as the square root of the variance). Thus, Equation (8) becomes:
Therefore, the uncertainty of an individual estimate of Q i around the Chebyshev polynomials curve including water level uncertainty,Q 000 i , is given by Equation (13): A useful metric in deciding which Chebyshev polynomials order to adopt is the relative curvature of the Chebyshev equation denoted as RelCurv order . The idea of using curvature was introduced by Fenton (2018) who described it as the "… mean absolute magnitude of the curvature of the polynomial integrated over the depth … to give a numerical indication of excessive fluctuations". RelCurv m was estimated by dividing the 11 estimates of curvature by the one with least curvature. Recall, for each rating curve, 11 Chebyshev equations are estimated, one for each order, 1-11.
Example application
To illustrate the above procedure, we applied the methodology to the gauged data used to develop rating curve #1 for the West Alligator River at Upper Arnhem Highway (G8190001). Gauged data for Jimmy Creek at Jimmy Creek (238208) are also discussed.
Three aspects need to be considered in the application of Equation (13) to gauged data: residual dependence, heteroscedasticity and non-normality of residuals.
Are the residuals independent?
The data (h,q) are not a classical time series because the measurements have been made on a varying time step. For example, for the West Alligator River and Jimmy Creek, respectively, there are 85 and 444
gaugings over 12 634 and 23 631 days with mean intervals between gaugings being 150 and 53 days, maximum intervals of 1996 and 515 days, and minimum intervals of 1 day. A question arises whether or not this data should be considered as a time series per se for the purposes of estimating autocorrelation. We know that the relationship between q and h is a function of the reach conditions that may have a time element involved, for example, bed elevation changes over time as noted and identified by Fenton (2015, Section 10.1) . Standard techniques are not available where the time step varies, and sophisticated analysis would be required to estimate the autocorrelation in the residuals. If an autocorrelation value for the residuals could be estimated, removing the effect from the residual is not straightforward within the analysis proposed. Ezekiel and Fox (1965, p. 335) suggested replacing the number of observations (there are 85 gaugings for the West Alligator River at Upper Arnhem Highway) with an estimate of the number of independent observations. Matalas (1967) offered the following equation, which could be used for that purpose:
where n Ã is the effective number of independent observations, n is the number of actual observations, and ρ is the autocorrelation in the residuals. For the above reasons we propose to ignore any autocorrelation in the residuals, noting that, if such a feature exists, our uncertainty estimates will be larger than they would otherwise be (Helsel and Hirsch 1992, p. 251) .
Dealing with heteroscedasticity of residuals
Most residuals (defined as Q i À q i ð Þ) in the HRS dataset (see Section 5) exhibit heteroscedasticity (92% have a Box-Cox λ value of <0.8), as illustrated in Figure 5 , which is a plot of the residuals vs stage for the agency rating curve #1 available for the West Alligator River at Upper Arnhem Highway. In contrast to the HRS data, Petersen-Øverleir (2004) identified 11 out of 20 Norwegian streamgauging stations with single rating curves that exhibited heteroscedasticity. Figure 5 shows that there is an increase in variability with an increase in discharge. To eliminate the heteroscedasticity, a range of Box-Cox transformations
were applied to the residuals yielding
Another Box-Cox transformation, the natural logarithm ln Q i À ln q i ð Þ , was also examined. For "Bubble + 2100 + logger" "Bubble + encoder + logger" "Bubble + DP + chart" "Encoder + logger" "Float + chart" "Wet pressure sensor + logger" "6150 Liquid level sensor" "6100 level sensor" "Recorder in well" McMillan et al. (2010) S D 2 0 2 0 "standard deviation of 0.02 m. As with discharge uncertainty, this value is comparable or conservative with respect to previous studies" Lang et al. (2010) ±50; ±10 25 "can be affected by an additive error of ±5 cm"; "%. Such errors can be found pessimistic: usually, accuracy of about ±1 cm is sought for water stage" Ruiz-Bellet et al. (2015) ±100 50 12 estimates of water level precision average 15 cm, median 10 cm
In addition to the above references, Dymond and Christian (1982) , Pelletier (1988) , Hicks and Mason (1998) the West Alligator River and for Chebyshev polynomials of order 5 (see below), an appropriate value of λ to minimize heteroscedasticity was 0.17 (Fig. 5) . To estimate λ, its value was adjusted so that the residuals, when plotted against the stage, were invariant. The range of λ values for the HRS dataset is discussed in Section 5. In the context of the above approach, it is noted that several researchers have used a logarithmic transformation (Clarke 1999 , Australian Standard AS 3778.2.3 2001 , and others have used the Box-Cox transformations (Lee et al. 2010 , Westerberg et al. 2011 , Shao et al. 2014 . However, they have transformed the dependent variable, q i . We did not follow that approach as we wished to incorporate the recommendation of J.D. Fenton (December 2016, personal communication) to adopt a square root transform during the estimation of the coefficients of the Chebyshev polynomials, so we applied the Box-Cox transformation directly to the residuals.
However, we acknowledge that the Chebyshev polynomials are nonlinear and will still have some shortcomings even when accounting for heteroscedasticity (PetersenØverleir 2004) .
Are the residuals normally distributed?
Adopting the Box-Cox transformation of the residuals, we used the D'Agostino (one-sided combined skewness and kurtosis) p-statistic and assumed p < 0.025 is significantly different from normal (D'Agostino et al. 1990 ) to test the normality of the residuals. Where the residuals were not normal, we removed the largest residual outlier and rechecked for normality and adopted as normal cases that met the D'Agostino criterion. The results for the 618 curves are explored in Section 5. It is noted in Section 5 that, by transforming the residuals to reflect homoscedasticity, the skewness of the residual is approximately zero, and non-normality depends only on kurtosis.
Uncertainty estimate
In the uncertainty analysis that follows, we adopted a two-tail probability 95% confidence level of α = 2 = 0.025, i.e. estimating a prediction interval between 2.5 and 97.5%, within which there is a 95% chance that an individual discharge estimate will be located. Adopting 95% is consistent with most authors who have examined uncertainty in rating curves (Pelletier 1988 , Moyeed and Clarke 2005 , Scanlon et al. 2008 , Di Baldassarre and Montanari 2009 , Reitan and Petersen-Øverleir 2009 , Hamilton and Moore (2012 , Coxon et al. 2015) .
The uncertainty metrics are explained in Figure 6 . For each rating curve, six metrics were computed: upper (2.5%) and lower (97.5%) values of discharge including uncertainty in mean response of the rating curve relationship at a specific discharge Q H given by Equation (6); upper and lower values including uncertainty of individual discharges (Equation (4)); and upper and lower values including uncertainty of individual discharges plus stage uncertainty (Equation (13)).
Application to rating curve #1 for the West Alligator River at Upper Arnhem Highway (G8190001)
The data for rating curve #1 for the West Alligator River at Upper Arnhem Highway consisted of 49 pairs of water levels and gauged discharge from 30 July 1976 to 14 May 1986 (Fig. 4(a) ). Using a leastsquares fit, the Chebyshev polynomials equations (Equation (1)) for orders (m) 1 to 11 were computed for the 49 (h,q) data points. Equations for orders 3 to 6 are presented in Figure 7 . From Figure 7 , it is noted that orders 5 and 6 follow the data more closely than the other curves. Five statistics -adjusted correlation coefficient (adjusted for the number of predictors) (adj R 2 ), standard error of dependent variable ffiffiffi ffi Q p , relative curvature of the Chebyshev polynomials equation, the corrected Akaike information criterion (AICc, Akaike 1974, Brockwell and Davis 1996) and the D'Agostino test for normality of residuals along with the visual plots -are used to select an appropriate Chebyshev order. Details of the statistics for the 11 Chebyshev orders are shown in Table 4 . Space in this paper precludes including the detailed figures of all 11 stagedischarge curves, so they are presented in the Supplementary Material (Figs S2-S12). As there is little visual difference between the fits of orders 5 and 6, we adopted the simpler model (order 5) as the residuals were normally distributed, which was not the case for order 6. An assumption underpinning the uncertainty Order 5
Order 6 Outliers deleted Measured (h,q) Figure 7 . Plot of stage height versus discharge for Chebyshev polynomials orders 3 to 6, with the gauged discharges applied to rating curve #1 for the West Alligator River at Upper Arnhem Highway (G8190001). Note that two data points at zero stage were not included in the analysis as they were considered to be in error. Figure 6 . Illustration of uncertainty bands adopted in this paper.
analysis is that the transformed residuals are normally distributed. Based on the D'Agostino p-statistic and as shown in Figure 8 for Chebyshev order 5, the transformed residuals (λ = 0.17) are normally distributed with p = 0.993. Uncertainty in an individual discharge is estimated through Equation (4) or Equation (13), depending on whether or not uncertainties in the stage are taken into account. Figure 9 is a plot of the Chebyshev order 5 stage-discharge relationship for rating curve #1 for West Alligator River at Upper Arnhem Highway incorporating water level uncertainty (±4 mm) and showing the 95% uncertainty band.
Individual uncertainties for key discharges are listed in Table 5 . Uncertainties based on Equations (4) and (13) are estimated for 10th percentile, mean, median and 90th percentile published discharges. These four discharges represent flood discharges, average and median discharges, and low discharge respectively. Although the uncertainties in the gauged discharges are for instantaneous values, the comparisons with daily discharges are appropriate probably for median and ≥90% discharges, and the values can be directly compared between gauging stations, whereas comparisons are more problematic for the mean and ≥10% discharges, where direct comparisons between stations are envisaged. The key points to note in Table 5 are: Table 4 . Statistics relating to the application of Chebyshev polynomials (orders 1-11) to rating curve #1, West Alligator River at Upper Arnhem Highway (G8190001 across the discharges the uncertainty varies greatly; the skewed distribution of the uncertainty band is evident; and the impact of large stage uncertainty is obvious.
Application to the Australian Hydrologic Reference Stations
We applied the above procedures to the HRS dataset of 195 stations. The (h,q) data were available for each agency rating curve. In our analysis we adopted a minimum sample size of 20 gaugings per rating curve to ensure that the curves were reasonably specified. In total, data for 618 agency rating curves were analysed for uncertainty based on Equations (4) and (13). The Chebyshev-derived rating curves were based on gauging data measured only during the period defined by the agency rating curves. This was to ensure that the Chebyshev curves could be compared directly with the rating curves developed by the agencies.
Determining Chebyshev order
During a preliminary assessment of 18 rating curve datasets from seven HRS stations to determine which Chebyshev order should be adopted for each, we computed a range of statistics based on comparing Chebyshev modelled discharge with gauged discharge. The statistics included the adjusted multiple correlation coefficient (adjR 2 order ), the standard error of Q ν (SEy order ), the corrected Akaike information criterion (AICc order ), RelCurv order and the D'Agostino p-statistic to assist our visual assessment of the appropriate Chebyshev order. It was found that adjR 2 order values, which were mostly >0.99, increased monotonically with Chebyshev order and AICc values, which tend to select models of greater complexity (PetersenØverleir and Reitan 2005, p. 192) , were unhelpful in guiding the selection of the optimum Chebyshev order. Typically, SEy order values decreased monotonically, although there was often a step reduction at or near the adopted Chebyshev order. In contrast, the maximum value of the D'Agostino p-statistic occurred on most occasions at the adopted order. In all cases analysed (618 rating curves), the adopted choice was confirmed visually.
An analysis of the Chebyshev orders for the 618 rating curves shows that, for one-third of the equations, order 3 was the most appropriate. Furthermore, orders 2, 3 and 4 accounted for~80% of the Chebyshev polynomials (see details in Supplementary Fig. S13 ).
Range of residual transformation λ and normality of resulting residuals
For the 618 rating curves in which a Chebyshev polynomials equation was identified, the median value of the BoxCox λ is 0.33, with 71% of the values falling within the range of 0.1 and 0.5 (see details in Supplementary Fig. S14 ).
Uncertainties in mean response relationship and individual discharges in HRS dataset
The uncertainty in an individual discharge without considering the uncertainty in input stage is given by Equation (4). This equation was applied to the data used to specify 618 agency-generated rating curves (with 20 or more gaugings) across the 195 HRS stations. So that we could compare rating curve uncertainties among stations, and because most stations had several curves, it was necessary to combine the uncertainties within a given station to yield an overall rating curve uncertainty for that station. This was achieved for each station by weighting each rating curve uncertainty by the number of gaugings used to specify it as follows:
where e is the overall rating curve uncertainty for a gauging station, e i is uncertainty for rating curve i at the station, and n i is the number of gaugings used to develop the curve. Furthermore, the uncertainty results described in the following sections are based, unless otherwise indicated, only on rating curve analysis in which the residuals were homoscedastic and normally distributed.
The data from this analysis can be presented in several ways. We have chosen to provide two plots - Figures 10 and 11 . Figure 10 presents the box plots for the 2.5 and 97.5% uncertainty bands at the four levels of published discharge (10th percentile, mean, median and 90th percentile) showing the uncertainty (Equation (6)) in percentage of the mean response of the rating curve discharge estimate, whereas Figure 11 presents the uncertainty in percentage of the individual rating curve discharge estimate without (Equation (4)) and with (Equation (13)) including stage uncertainty (±4 mm). To determine overall uncertainty across the HRS stations, the uncertainties for one set of conditions (for example, the 2.5% uncertainty for 10th percentile discharge) were averaged across the available data.
Consider Figure 10 , where the uncertainties (as percentages) decrease as one goes from low discharges (90th percentile) to high discharges (10th percentile). The average uncertainty (computed by combining the 2.5% and the 97.5% uncertainty values) of median discharge in our HRS analysis is 4.1% (538 rating curves), with a range (25-75%) of 2.4-7.7%. This compares satisfactorily with 6.0% median and a range of 4.0-7.3% found by Scanlon et al. (2008) , whose data included 16 of the HRS stations, although they adopted a power function to define the rating curves compared with our adoption of Chebyshev polynomials. Dickinson (1967) analysed rating data for nine Colorado (USA) gauging stations and found the average uncertainty for the mean response of the rating curve to be 3.7%, a value consistent with our analysis.
Comparing the uncertainties in Figure 10 (mean response) with those in Figure 11 (individual discharge uncertainty), it is observed that excluding uncertainty in stage the individual uncertainties are approximately 5½ times larger than the mean response. Adopting water -9 0 % + 9 0 % -5 0 % + 5 0 % -m e a n % + m e a n % Figure 10 . Uncertainty in mean response of discharge rating curve estimates without including water level uncertainty for stations within the HRS dataset for 2.5 and 97.5% uncertainty bands. Each box shows the median and inter-quartile (Q3-Q1) uncertainty values, and the whiskers show the extent of the data within the range Q3 + 1.5*(Q3-Q1) to Q1 − 1.5*(Q3-Q1), and outliers are shown as asterisks. The variables are denoted as follows: +10%: uncertainty in discharge response for ≥10% of time above the estimated discharge; −10%: uncertainty in discharge response for ≥10% of time below the estimated discharge; +mean%: uncertainty in the discharge response for mean discharge above the estimated mean; −mean%: uncertainty in the discharge response for mean discharge below the estimated mean; +50%: uncertainty in the discharge response for median discharge above the estimated median; −50%: uncertainty in the discharge response for median discharge below the estimated median; +90%: uncertainty in discharge response for ≥90% of time above the estimated discharge; and −90%: uncertainty in discharge response for ≥90% of time below the estimated discharge.
level uncertainty of ±4 mm makes little difference in the estimates of uncertainty. However, in Figure 12 , where average uncertainty for 10th percentile discharge including water level uncertainty of ±44 mm rather than ±4 mm is compared with estimated discharges without water level uncertainty, the differences in uncertainty are nearly double. For the nine Colorado stations, Dickinson (1967) found the uncertainty in mean discharge to be approximately 19%, compared with the average uncertainty in mean discharge in Figure 11 , also of 19%. Using Bayesian analysis, Moyeed and Clarke (2005, Figs 1-7 ) estimated the 95% uncertainty band for seven rating stations in Figure 11 . Uncertainty in individual discharge rating curve estimates with and without including water level uncertainty (±4 mm) for stations within the HRS dataset for 2.5 and 97.5% uncertainty bands. Boxes and whiskers are as described for Figure 10 . The variables are denoted as follows: +10%: uncertainty in discharge ≥10% of time above the estimated discharge; −10%: uncertainty in discharge ≥10% of time below the estimated discharge; +mea: uncertainty in mean discharge above the estimated mean; −mea: uncertainty in mean discharge below the estimated mean; +med: uncertainty in median discharge above the estimated median; −med: uncertainty in median discharge below the estimated median; +90%: uncertainty in discharge ≥90% of time above the estimated discharge; −90%: uncertainty in discharge ≥90% of time below the estimated discharge; and ±wl: indicates that water level input uncertainty is included. Figure 12 . Percentage of stations exhibiting the level of average uncertainty for discharges ≥10% with and without inclusion of (high stage) water level uncertainty (±44 mm).
South America. The uncertainty of individual discharges at the mean discharge was approximately ±22%. Coxon et al. (2015) completed a detailed analysis of rating curve data for 500 UK gauging stations. As noted earlier, the Coxon et al. procedure is very different from the approach adopted in this paper. Nevertheless, as it is an analysis of a large dataset, we have compared the Coxon et al. (2015, Fig. 7 ) uncertainties in rating curves with the uncertainties found in this study. The results in Table 6 show the percentage of stations in each category. Two points are evident: for uncertainties up to 20%, relatively more HRS stations have low uncertainties; overall, the HRS uncertainties are a little lower.
Advantages and limitations of adopted methodology
A major advantage of the uncertainty approach we have adopted is that it is based on a standard statistical procedure which estimates the uncertainty of a regression line or an individual value estimated from the regression. By incorporating a Box-Cox transformation, the procedure takes account of heteroscedasticity in the residuals that, in the main, become normally distributed. The uncertainty procedure is not complex and is amenable to spreadsheet computation. By replacing the power function or other simple empirical relations to define a rating curve segment by Chebyshev polynomials, we were able, in more than 99% of rating curves, to define each rating curve by a single Chebyshev polynomials, thus eliminating the need to make subjective decisions about specifying the segments in a multi-segmented rating curve.
Several disadvantages were identified during the course of this study. A major one is that the approach does not lend itself to extrapolation beyond the range of gauged data. There are several procedures that could be adopted (see discussion in Section 1); all have been applied under limited conditions and have not been validated using independent data. But, more importantly, for the application of Bayesian approaches, no hydraulic information was readily available at the gauging stations nor are there details on how the extrapolation of the rating curve was achieved. While we appreciate there are procedures being developed that allow separate rating curves at a gauging station to be combined, it was not an approach we pursued here as we were examining the uncertainty associated with individual rating curves. Although the Chebyshev polynomials are attractive, there is some subjective judgement required to choose the order of the polynomials, and occasionally the Box-Cox transformation that accounts for heteroscedasticity does not always yield normally distributed residuals. In assessing our approach readers are reminded that we restricted our procedure to rating curves with at least 20 gaugings, which cover only 15% of the 4156 existing rating curves. Overall, uncertainty estimates were computed for approximately 52% of the days of published streamflow data.
Conclusions
Our primary objective in this study was to assess the uncertainty in individual discharges estimated at 171 streamgauging stations that are part of the 222 Hydrologic Reference Stations in Australia. In the analyses we adopted a Chebyshev polynomials fit to 618 rating curves, incorporating a Box-Cox transformation of the residuals to ensure they were homoscedastic. The procedure in estimating uncertainty included the uncertainty in the observed stage for which the discharge was being estimated. For the initially selected 195 stations, there are 4185 rating curves based on 52 002 gaugings. The median length of the rating curves is 1.1 years, ranging from 2.5 years (75th percentile) to 0.57 years (25th percentile). From 1950, the year from which the HRS published discharges are available, streamgauging intensity varied from about 10 gaugings per station-year during the 1960s to three gaugings per station-year for two decades beginning in the early 1990s. A significant portion of the published flow volumes are extrapolated above the maximum and below the minimum gaugings. For example, for half of the stations, 30% of published volumes are based on extrapolated rating curves.
From our analyses we draw several conclusions. (1) Of the 622 rating curves analysed, the Chebyshev polynomials curve was considered to be unsatisfactory for only four curves. a specific rating curve, we required the residuals to be homoscedastic and normally distributed. More than 92% of the rating curves analysed met these criteria. (6) The median uncertainties in mean response and for an individual discharge averaged over at least 280 rating curves (residuals were normally distributed) for the mean discharge and the discharge ≥ 90% of time were estimated as follows: 
