Abstract. The numerical solution of time-dependent radiative transfer problems is challenging, both, due to the high dimension as well as the anisotropic structure of the underlying integro-partial differential equation. In this paper we propose a general framework for designing numerical methods for time-dependent radiative transfer based on a Galerkin discretization in space and angle combined with appropriate time stepping schemes. This allows us to systematically incorporate boundary conditions and to preserve basic properties like exponential stability and decay to equilibrium also on the discrete level. We present the basic a-priori error analysis and provide abstract error estimates that cover a wide class of methods. The starting point for our considerations is to rewrite the radiative transfer problem as a system of evolution equations which has a similar structure like first order hyperbolic systems in acoustics or electrodynamics. This analogy allows us to generalize the main arguments of the numerical analysis for such applications to the radiative transfer problem under investigation. We also discuss a particular discretization scheme based on a truncated spherical harmonic expansion in angle, a finite element discretization in space, and the implicit Euler method in time. The performance of the resulting mixed PN-finite element time stepping scheme is demonstrated by computational results.
Introduction
We consider the time-dependent mono-energetic radiative transfer equation ∂ t φ(r, s, t) + s · ∇φ(r, s, t) + σ t (r)φ(r, s, t) = S 2 k(r, s · s ′ )φ(r, s ′ , t)ds ′ + q(r, s, t), which describes the streaming of particles through a domain and their scattering and absorption by the background medium. The particle density φ here is a function of position r in space, direction s of propagation, and time t. The total cross-section σ t and the scattering kernel k characterize the interaction with the medium, and q represents a source density. Integro-partial differential equations of similar form arise in various fields, e.g. in astrophysics, meteorology, nuclear spectroscopy and engineering, or in biomedical imaging; see [9, 10, 13, 37] for some particular applications. In most practical situations, the radiative transfer equation cannot be solved analytically but only by appropriate numerical methods. The typical approach towards the numerical solution consists of two steps: a semi-discretization with respect to angle leading, e.g., to the well-known S N and P N approximations [9, 16] , and a subsequent discretization in space and time by finite difference or finite element methods and appropriate time stepping schemes. We refer to [4, 24, 26, 27, 33] for algorithms based on S N type approximations, and to [2, 8, 21, 35, 34] for approximations of P N type. Corresponding discretization strategies for stationary radiative transfer problems can be found for instance in [1, 18, 28, 29, 31, 32, 38] . We refer to [1, 29, 32] for an introduction to various discretization approaches and further references.
We consider a discretization framework for time-dependent radiative transfer based on the splitting φ = φ + + φ − of the density into even and odd functions of the angle [36] . Numerical methods based on such splittings have been investigated in [1, 18, 29] for stationary and in [5, 34, 35] for time-dependent radiative transfer problems. In this paper, we use the mixed variational framework of [18] to rigorously rewrite the radiative transfer equation as a coupled system of operator equations for the even and odd part of the density, respectively. The operator Aφ = s · ∇φ denotes the directional derivatives, A ′ is the adjoint, and R stems from the incorporation of the boundary conditions. The collision operator C defined by Cφ(r, s) = σ t (r)φ(r, s) − S 2 k(r, s · s ′ )φ(r, s ′ )ds ′ combines the effects of scattering and absorption. At this point one can observe that systems of similar abstract form also arise in the modeling of acoustic, electro-magnetic, or elasto-dynamic wave phenomena; see e.g. [11, 17, 22, 30] . For such applications, the systematic discretization and numerical analysis is already well-understood; we refer to [25] for an overview and further references. A careful construction of finite dimensional approximations with respect to space and angle allows us to extend the main arguments of these analyses also to the time-dependent radiative transfer equation. As a first step towards the systematic numerical approximation, we investigate a class of Galerkin semidiscretizations in space and angle, and we formulate some basic conditions on the approximation spaces that enable us to prove uniform energy estimates, convergence, and exponential stability of the semidiscrete problems. We also discuss in some detail a particular realization based on a spherical harmonics expansion in angle and a mixed finite element approximation in space that and present some numerical tests for this approximation later on. In a second step, we then discuss the time discretization by onestep methods. We investigate in detail the backward Euler scheme, for which we establish convergence estimates, uniform discrete energy bounds, and exponential stability with similar arguments as on the continuous and semi-discrete level.
The remainder of the manuscript is organized as follows: In Section 2, we introduce our basic notations and assumptions. Section 3 contains a detailed definition of the problems under investigation and summarizes some basic results about their well-posedness and the long-term behavior of solutions. In Section 4, we propose and analyze variational formulations for the stationary and instationary radiative transfer problems which serve as our starting point for the construction of numerical approximations. In Section 5, we recall some basic results about the Galerkin approximation of the mixed variational formulation for the stationary problem. Section 6 is concerned with the corresponding Galerkin semidiscretization for the time-dependent problem, for which we establish well-posedness, convergence, and exponential stability. A particular semi-discretization consisting of a combination of a truncated spherical harmonics expansion in angle and a mixed finite element approximation in space is discussed in Section 7. Section 8 is then concerned with the time discretization by the backward Euler method. The performance of the mixed P N -finite element time stepping scheme is illustrated in Section 9 by numerical tests.
Preliminaries
2.1. Geometric setting. Throughout the manuscript, R ⊂ R 3 denotes some bounded Lipschitz domain and S 2 = {s ∈ R 3 : |s| = 1} is the unit sphere. Let D = R × S 2 be the corresponding tensor product domain in space and angle. The boundary ∂D = ∂R × S 2 can be split into two parts
called the outflow and inflow boundary, respectively. Here and below n = n(r) denotes the outward unit normal vector at the point r ∈ ∂R.
2.2. Function spaces. The basic function space for our analysis of the radiative transfer problem will be the space V = L 2 (D) of square integrable functions over D with scalar product
We use the symbol (·, ·) also to denote the integral of products of functions over other sets. Of particular importance for our considerations will be the space
which consists of functions with square integrable directional derivatives and boundary traces. This space is equipped with the graph norm given by
. We denote by W 0 = {v ∈ W : v| Γ− = 0} the subspace of functions with vanishing traces on the inflow boundary. All these spaces are Hilbert spaces when equipped with their respective norms.
For functions φ, ψ ∈ W, the following integration-by-parts formula holds true
This is obvious for smooth functions and follows for the general case by a density argument [18] .
we denote the space of k-times continuously differentiable functions φ : [0, T ] → X with values in some Hilbert space X and norm defined by
We will also utilize the Bochner spaces L p (0, T ; X) and H k (0, T ; X), which can be defined by density and which are equipped with their natural norms; see [20] for details and further properties of these spaces.
Assumptions on the parameters.
and σ t ∈ L ∞ (R) denote the scattering kernel and the total cross-section, respectively. We further denote by σ s (r) = S 2 k(r, s·s ′ )ds and σ a (r) = σ t (r) − σ s (r) the corresponding scattering and absorption coefficients. Throughout the manuscript, we assume that
(A2) 0 < σ a ≤ σ a (r) ≤ σ a for all r ∈ R.
These conditions are physically reasonable and allow us to present our main results without notational difficulties; they could even be relaxed to some extent [18, 19] . Under assumption (A1) and (A2) the collision operator is self-adjoint, bounded, and coercive on L 2 (D), i.e., (Cφ, ψ) D = (φ, Cψ) D , and moreover
with σ a > 0 and σ t = σ a + 8πk < ∞; see [18, 31] for elementary proofs.
The radiative transfer problem
We assume that the domain R is surrounded by vacuum. Using the above notation, the radiative transfer problem under investigation can be written in compact form as
Under assumptions (A1)-(A2), the existence and uniqueness of solutions for this initial boundary value problem can be proven via semigroup theory; see e.g. [12, Ch XXI, Par 2, Thm 3].
3), and
If the source q = q is independent of time, then φ(t) can be shown to converge to a steady state φ which is characterized by the stationary problem Lemma 3.2. Let (A1)-(A2) hold. Then for any q ∈ L 2 (D), the problem (3.4)-(3.5) has a unique (strong) solution φ ∈ W 0 , and φ W ≤ C q L 2 (D) with C independent of the data.
We use the hat symbol here to designate functions that are independent of time. It is not difficult to show the exponential stability of the instationary problem which implies exponential convergence to equilibrium. From the energy estimate (4.8) given below, we obtain Lemma 3.3. Let (A1)-(A2) hold. Furthermore, let φ denote the solution of (3.4)-(3.5), and let φ be the solution of
. Remark 3.4. Existence and uniqueness of solutions, uniform in time estimates, and convergence to a well-defined steady state will also be our guiding principles for the design and the analysis of numerical methods in the following sections.
Variational formulations
Our discretization strategy for the time-dependent radiative transfer problem is based on an appropriate variational formulation for the stationary problem [18] . For convenience of the reader, we recall the basic steps. The starting point is to split the function φ into even and odd parts with respect to the angular variable. Following [36] , we define for any φ ∈ L 2 (S 2 )
called the even and odd parities of φ, respectively. Note that φ = φ + + φ − holds by construction. Corresponding splittings can be defined also for functions depending on additional variables and they induce natural decompositions of the function spaces
which are orthogonal with respect to L 2 (D). Moreover, it is easy to see that
for any φ ∈ W and ψ ∈ V, respectively; we refer to [18, 36] for details and further properties.
4.1. The stationary problem. Let us recall the mixed variational principle for the stationary problem (3.4)-(3.5) presented in [18] . Using the orthogonal splitting into even and odd parts, the radiative transfer problem characterizing the steady state can be written equivalently as
with boundary condition φ = φ + + φ − = 0 on Γ − . Any strong solution φ ∈ W 0 of the stationary problem (3.4)-(3.5) can then be seen to solve also the following mixed variational problem.
for all test functions ψ + ∈ W + and ψ
The hat symbols are used again to emphasize that the functions are independent of time. Note that the coupling between the two equations is due to the presence of the directional derivatives s · ∇ which shift even to odd functions. Remark 4.2. Any solution φ ∈ W 0 of (3.4)-(3.5) also solves Problem 4.1, which follows by testing the equation (3.4) with appropriate test functions ψ + and ψ − , and some elementary manipulations. The main step in the derivation of the variational principle is to observe that
Since s · n φ − and ψ + are both even functions, one obtains
From the boundary condition (3.5), one can deduce that s · n φ − = −s · n φ + = |s · n| φ + on Γ − , which allows to replace the boundary terms appropriately. As a consequence of the derivation, one can see that the boundary conditions are incorporated naturally here. For details of the derivation, see [18] . 
The well-posedness of Problem 4.1 now follows almost directly from the results of the previous section.
, and φ is the unique solution of (3.4)-(3.5).
Proof. Existence of a solution φ ∈ W 0 follows from Lemma 3.2. To show the uniqueness also in the larger space W + ⊕ V − , we test (4.4)-(4.5) with ψ + = φ + and ψ − = φ − , which yields
∂D . Here we used the coercivity property (2.4) of the collision operator. Uniqueness now follows from this a-priori estimate and linearity of the problem. Remark 4.5. A slight modification of the proof would allow to obtain a more general existence result under weaker assumptions on the parameters and the data; we refer to [18] for details.
The instationary problem.
Let us now turn to the time-dependent radiative transfer problem. Similar as above, one can verify that any classical solution
3) also solves the following variational problem.
Problem 4.6 (Instationary problem).
with φ(0) = φ 0 and such that
for all ψ + ∈ W + and ψ − ∈ V − and almost every t ∈ (0, T ). Existence of a solution to Problem 4.6 for a smooth source function q follows directly from Lemma 3.1 and uniqueness is a consequence of the following energy estimates. 
Proof. Testing (4.6)-(4.7) with ψ + = φ + (t) and ψ − = φ − (t), and summing up, yields
where we used Young's inequality in the last step. Using the coercivity of the collision operator, the third term in the first line can be estimated from below by (Cφ,
. The estimate (4.8) then follows from the Gronwall lemma. To show the second estimate, we first formally differentiate (4.6)-(4.7) with respect to time, and then test with ψ + = ∂ t φ + (t) and ψ − = ∂ t φ − (t). The estimate for the time derivative now follows with the same arguments as the first one. The last estimate follows from the previous ones via elementary manipulations.
Using the a-priori estimates and a density argument, we obtain the following well-posedness result for Problem 4.6, which yields a slight generalization of Lemma 3.1.
, for which the conclusions of Lemma 4.8 hold true.
, then φ coincides with the classical solution of (3.1)-(3.3) given by Lemma 3.1.
, the existence of a solution follows from Lemma 3.1. Due to the estimate of Lemma 4.8 and linearity of the problem, we can construct a solution for q ∈ H 1 (0, T ; L 2 (D)) by density. Uniqueness and the a-priori bounds for the general case follow from linearity of the problem and a denisty argument.
As a direct consequence of the energy estimates of Lemma 4.8, we also obtain the exponential stability of the instationary radiative transfer problem. Lemma 4.10 (Exponential stability). Let (A1)-(A2) hold and let φ = φ + + φ − and φ = φ + + φ − denote, respectively, the solutions of Problems 4.1 and 4.6 with q = q ∈ L 2 (D) and φ 0 ∈ W 0 . Then
Proof. The difference φ(t) = φ − φ(t) satisfies Problem 4.6 with right hand side q ≡ 0 and initial value φ(0) = φ − φ 0 . The assertion then follows readily from the energy estimate (4.8) of Lemma 4.8.
Operator formulations.
To highlight the structure of the time-dependent radiative transfer problem, let us shortly discuss an equivalent operator formulation. Let the collision operator C be given as above and define the transport operator A :
In the definition of the two operators R and A ′ , the left hand side has to be understood as duality product between the spaces (W + ) ′ and W + . As already mentioned in the introduction, Problem 4.6 can then be written as an abstract evolution equation
with initial conditions (φ
. Note that the collision operator C has a slightly different meaning in the two lines. The equality in the above system has to be understood in the sense of
A corresponding formulation for the stationary problem [18] can be obtained by omitting the time derivatives. The operator governing the evolution problem can be split into two parts 0 −A ′ A 0 and C + R 0 0 C which are skew-adjoint and dissipative, respectively. This basic structure of the radiative transfer problem will be a main guideline for the design and analysis of numerical methods below.
Remark 4.11. Identifying W + × V − with W + ⊕ V − allows us to rewrite the system equivalently as
with initial condition φ(0) = φ 0 . This equation has to be understood in the sense of (W + ⊗ V − ) ′ and the two operators S and H are defined by
and
Note that S and H are again skew-adjoint and dissipative, respectively. Let us emphasize that, in contrast to the original form (3.1)-(3.3) of the radiative transfer problem, the directional derivative operator is understood in a distributional sense here. Moreover, the boundary conditions are incorporated naturally in the definition of the operators.
Galerkin discretization of the stationary problem
We start by recalling the basic discretization strategy for the stationary problem proposed in [18] . Let W + h ⊂ W + and V − h ⊂ V − denote some finite dimensional subspaces. As approximation for Problem 4.1, we then consider the following Galerkin method.
for all test functions ψ
Remark 5.2. For our analysis it will be convenient to rewrite the discrete stationary Problem 5.1 in the following more compact form:
with bilinear form
and linear form defined by
Note that B is just the bilinear form associated with the operator S + H defined in Remark 4.11.
In order to guarantee existence and uniqueness of a solution and uniform a-priori estimates, some compatibility condition for the discretization spaces W 
Proof. Continuity (i) of the bilinear form B follows from the Cauchy-Schwarz inequality and the definition of the norms. The stability condition (ii) can be proven by choosing the test function ψ h = φ h + αs · ∇ φ + h with α = 2σ a /(1 + σ 2 t ). Due to assumption (A4), such a choice is possible. Condition (iii) is shown in a similar manner as (ii). Let us refer to [18, Pro 3.3] for the proof of a slightly more general result.
Based on the assertions of the previous lemma, we now readily obtain Lemma 5.4 (Well-posedness and quasi-optimality). Let (A1)-(A4) hold and q ∈ L 2 (D). Then Problem 5.1 admits a unique solution φ h and
with C = C B /β and constants C B and β as in the previous lemma.
Proof. The assertions follow from the Babuska-Aziz lemma [6, 7] and the precise form of the stability constant was derived in [39] .
, the discrete problem (5.3) is uniquely solvable for any choice of finite dimensional subspaces W
The compatibility condition (A4) is therefore only needed to obtain the uniform a-priori estimate for the solution in the stronger norm. 
will be called elliptic projection. By the estimates of Lemma 5.4, we have
This quasi-optimal approximation property plays an important role in the numerical analysis of timedependent problems; see [15, 17] for similar arguments in the context of more standard problems.
Semi-discretization of the instationary problem
Using the discretization strategy for the stationary problem, one directly obtains a corresponding Galerkin semi-discretization for Problem 4.6, which reads Problem 6.1 (Galerkin semi-discretization).
h and for almost every t ∈ (0, T ). The hat symbol is used again to emphasize that the test functions are independent of time. Since W + h and V − h are finite dimensional, this problem amounts to a linear system of ordinary differential equations, and one directly obtains
) and φ 0 ∈ W + ⊕ V − and assume that (A1)-(A3) hold. Then Problem 6.1 admits a unique solution φ h ∈ H 1 (0, T ; W
Proof. Existence and uniqueness follow from the Picard-Lindelöf theorem and the energy estimate is obtained with the same arguments as that of Lemma 4.8.
Remark 6.3. In comparison with the continuous problem, we could slightly relax the conditions on the regularity of the data here. Moreover, the assumption (A4), which was required for the well-posedness of the discrete stationary problem, could be dropped here.
As a direct consequence of the discrete energy estimate (6.1), one can also guarantee exponential convergence to the discrete equilibrium similarly as on the continuous level. 
. The previous results show that the proposed Galerkin semi-discretization of the time-dependent radiative transfer problem inherits all good stability properties from the continuous level.
The error analysis for the Galerkin semi-discretization can now be conducted with standard arguments. For convenience of the reader, we summarize the most basic result and provide a short proof.
Theorem 6.5 (Error estimate for the semi-discretization).
Let (A1)-(A4) hold and let φ and φ h denote the solutions of Problems 4.6 and 6.1, respectively. Then 
The infimum is taken over all functions
with l(t; ψ) = (q(t), ψ) D . The corresponding semi-discrete problem reads
Using the elliptic projection defined in (5.4), the error can be decomposed as
into an approximation error and a discrete error component. The first part can be estimated by the approximation properties of the elliptic projection (5.5) yielding
Furthermore, the discrete error component can be seen to satisfy
In the last step we used here the particular definition of the elliptic projection. From the discrete energy estimate given in Lemma 6.2, we then readily obtain
Since the elliptic projection commutes with the time derivative, the assertion of the theorem now follows from (5.5) similarly as the bound for the first term in (6.2) above.
Remark 6.6. The estimate of Theorem 6.5 seems to be somewhat sub-optimal concerning the regularity requirements for the solution. This is typical for hyperbolic problems; see e.g. [15, 17] . We also used a crude estimate
for the elliptic projection. This seems to be unavoidable here, since, in contrast to more standard elliptic problems, only very weak regularity results are available for the stationary radiative transfer equation; let us refer to [14, 23] for details.
A mixed PN finite element scheme
We now discuss a particular choice of approximation spaces W + h and V − h that satisfies the basic assumptions (A3)-(A4) needed for our analysis. The definition of the domain D = R × S 2 by a tensor product suggests to utilize a similar tensor product construction also for the approximation spaces. We begin with the approximation of the angular variable. Moreover, the even and odd parities of φ can be expressed as
Unfortunately, the precise characterization of the spatial smoothness of Fourier coefficients of functions φ ∈ W is more involved. We can however give at least a simple sufficient condition.
. Then the following assertions hold:
Proof. The statement follows by observing that s·∇φ L 2 (D) ≤ ∇φ L 2 (D) and using the Parseval identity to express the norm on the right hand side.
Remark 7.2. Spatial regularity and sufficient decay of the Fourier coefficients therefore is a sufficient criterion to guarantee the directional smoothness of functions in L 2 (D).
PN-approximation.
A truncation of the spherical harmonics expansion yields a natural discretization for the angular variable. Let us define
As noted above, the spatial smoothness of the Fourier coefficients implies the directional smoothness of the function φ. Since this property is essential for the space discretization, we state it explicitly.
The following result now follows directly from the mapping properties of the operators A and C stated in (4.3) and yields a criterion for the appropriate choice of the order N in the P N -approximation. 
As we will see below, these conditions can be verified without much difficulty in practice. The fully discrete approximation spaces for the even and odd component of the solution are then defined as
As a direct consequence of the construction of the approximation spaces, we obtain a conforming Galerkin approximation which satisfies the required stability condition.
Lemma 7.6. Let (A5) and (A6) hold. Then
(ii) If N is odd, then in addition AW 7.4. The PN-finite element method. Let T h be some regular partition of the domain R into tetrahedrons and denote by P k (T h ) the space of piecewise polynomials of maximal degree k. As approximation spaces for the Fourier coefficients, we then choose
With this construction, one now easily verifies
Lemma 7.7. Let k ≥ 0 and set
. Then (A5) and (A6) hold. Moreover, for N odd, the mixed P N -finite element spaces W + h and V − h defined in (7.1)-(7.2) satisfy the assumptions (A3)-(A4) and all results of Section 6 hold true.
Remark 7.8. Since two different discrete spaces are involved, the resulting method is called a mixed P N -finite element method. The resulting discrete spaces W + h and V − h also have good approximation properties, i.e., spectral with respect to the order N of the P N approximation and polynomial with respect to the mesh size h, provided that the function to be approximated is sufficiently smooth. Some explicit estimates will be discussed in Section 9.
Remark 7.9. For k = 0, the even Fourier coefficients are approximated by standard continuous piecewise linear finite elements and piecewise constant functions are used to approximate the odd coefficients. This will be the discretization used for our numerical tests below.
Time discretization
As a last step in the discretization process, we now turn to the time discretization. We only consider the implicit Euler method in detail here, but other one-step methods could be analyzed in a similar manner. Let τ > 0 be the step size and define t n = nτ for n ≥ 0. We further denote bȳ
the backward difference quotient which serves as approximation for the time derivative. The fully discrete approximation of Problem 4.6 then reads as follows. 
Let us emphasize that the restriction of the time step is only needed for ease of notation.
Testing the discrete variational principle (8.1) with ψ h = φ n h and using the coercivity of the bilinear form B then yields 1 2τ φ
By elementary manipulations, we further obtain
−σ a τ for 0 < τ ≤ 1/(2σ a ), the assertion now follows by induction.
Let us finally state the basic a-priori estimate for the fully discrete scheme. We present a statement of the error estimate that covers a wide class of Galerkin schemes.
Theorem 8.4 (Error estimate). Let (A1)-(A4) hold and q
Proof. The error can be split in the usual way into
The first error component is readily estimated by (5.5) yielding
Using the variational characterizations of φ n h and φ as well as the properties of the elliptic projection, the second error component w
The discrete error component w n h therefore satisfies the fully discrete problem with right hand side Q(t n ) that can be estimated by
with appropriate ξ n , η n ∈ (t n−1 , t n ). Here we again used the approximation property (5.5) of the elliptic projection. The assertion of the theorem now follows from the discrete stability estimate (8.2) . Note that, similar to Lemma 4.8, Remark 8.6. When using the mixed P N -finite-element discretization discussed in the previous section, we can expect spectral convergence of the error with respect to N and polynomial with respect to the mesh size h, provided the solution φ is sufficiently smooth, i.e., its Fourier coefficients are spatially smooth and decay sufficiently fast.Some explicit estimates with respect to N and h will be provided for a particular example in the next section.
Numerical results
We now illustrate the theoretical results derived in the previous sections by some numerical tests.
9.1. A test problem. For ease of presentation, we consider a problem where the solution is homogeneous in one spatial direction and, therefore, can be represented by a function φ(r, s, t) with r = (r 1 , r 3 ) ∈ R 2 . Note that this corresponds to a fully three dimensional setting with a certain symmetry. Therefore, we still have s ∈ S 2 ⊂ R 3 for the directions of propagation. Many benchmark problems have this structure. For our tests, we set R = (0, 1) × (0, 1) and consider the function
as the analytic solution. One can easily verify that the homogeneous boundary condition φ(r, s, t) = 0 on Γ − holds and that φ 0 (r, s) = φ(r, s, 0) = 0 at time t = 0. The model parameters are chosen as
, and the source term q(r, s, t) is defined such that φ(r, s, t) satisfies the radiative transfer equation (3.1).
9.2. Discretization and implementation. In all our numerical tests, we use the mixed P N -finite element method described in Section 7.4 with polynomial order k = 0 and different moment orders N odd. The Fourier coefficients with even index are therefore approximated by piecewise linear finite elements, while the odd coefficients are approximated by piecewise constants. For the time discretization we use the implicit Euler method as described in Section 8. In every step (8.1) of the implicit Euler method, a large linear system has to be solved. This can be done efficiently by preconditioned iterative solvers. Since the P N -finite element method is based on a tensor-product construction, the application of the system matrix can be realized very efficiently; let us refer to [3] for details on the implementation 9.3. Numerical results. For illustration of the estimates of Theorem 8.4, we report about the errors
. Since different approximation spaces are used for the even and odd component, we report separately on the even and odd error contributions. According to the construction of the numerical scheme, the errors basically consist of three components:
(i) the truncation error in the Fourier series depending on N and the decay of the moments φ m l ; (ii) the spatial approximation error due to the finite element approximation depending on the smoothness of the moments φ m l and ∂ t φ m l ; (iii) the error due to the time discretization. With our numerical tests, we try to illuminate separately these three error contributions.
Test 1: Convergence in N . For the exact solution, we choose N max = 40. The spatial domain is partitioned by a triangulation with mesh size h = 1/128 resulting in 16 129 vertices and 31 752 triangles. The time step is chosen to be τ = 1/1000. We then compute the numerical solutions by the P N -finite element method with polynomial order k = 0 and for different moment orders N ∈ {1, 3, 5, 7} in the P N approximation. The results of our tests are depicted in Table 1 . 2 ≈ 1/N . We also can see that for this choice discretization parameters, the discretization error is dominated by the truncation of the spherical harmonics expansion.
Test 2: Convergence with h. We now choose N max = 2 for the exact solution. Note that the source term q then has moments up to order N max + 1 = 3 and we therefore fix N = 3 for the numerical simulations. The time step is defined as τ = 10 −4 . By this construction, the discretization errors due to truncation of the spherical harmonics expansion and the time discretization will be negligible. We then compute the numerical solutions with the P N -finite element method for a sequence of uniformly refined meshes. Since the exact solution has smooth moments φ m l , we expect to observe convergence rates in accordance with standard interpolation error estimates, i.e., e . These latter estimates could also be explained theoretically by similar arguments as used for mixed approximations of similar elliptic, parabolic, and hyperbolic problems.
Test 3: Convergence in time. As in the previous test, we choose N max = 2 for the analytic solution, and we fix N = 3 for the angular approximation. Moreover, we use a uniform triangulation with mesh size h = 1/256 corresponding to 65 025 vertices and 127 008 triangles. This yields a total number of 1 680 470 degrees of freedom (dofs) for the P N -FEM approximation with polynomial order k = 0. We then compute the discrete solutions for different time step sizes τ ∈ {1/2, 1/4, 1/8, 1/16}. The results of our numerical tests are displayed in For these relatively large time steps, the time discretization error dominates the errors due to the angular and spatial approximation and we observe convergence of the form O(τ ) which is what we can expect in terms of Theorem 8.4.
Conclusions
Building on the mixed variational framework introduced in [18] , we proposed and analyzed a Galerkin framework for the systematic construction of numerical approximation schemes for time-dependent radiative transfer problems. A key idea of these discretization schemes is to approximate the even and odd parts of the solution in different finite dimensional spaces.
Using some general abstract conditions on the approximation spaces, we could provide a complete analysis of the resulting Galerkin semi-discretizations including stability estimates and convergence estimates for the discretization error. As a particular example for an appropriate Galerkin discretization, we discussed a mixed P N -finite element method.
We also investigated the time discretization by the implicit Euler method and showed that the fully discrete scheme inherits all good stability properties from the continuous and the semi-discrete level.
The analysis and error estimates presented in the paper are motivated by the fact, that the mixed variational formulation of the evolution problem has strong similarities with wave propagation problems. Therefore, also further aspects, like the derivation of explicit methods or the formulation of absorbing boundary conditions might be successfully extended to radiative transfer problems as well. Such generalizations are currently investigated by the authors.
