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Efficiently Approximating Edit Distance Between Pseudorandom Strings
William Kuszmaul∗
Abstract
We present an algorithm for approximating the edit distance
ed(x, y) between two strings x and y in time parameterized
by the degree to which one of the strings x satisfies a natural
pseudorandomness property. The pseudorandomness model
is asymmetric in that no requirements are placed on the
second string y, which may be constructed by an adversary
with full knowledge of x.
We say that x is (p,B)-pseudorandom if all pairs a and
b of disjoint B-letter substrings of x satisfy ed(a, b) ≥ pB.
Given parameters p and B, our algorithm computes the edit
distance between a (p,B)-pseudorandom string x and an
arbitrary string y within a factor of O(1/p) in time O˜(nB),
with high probability. If x is generated at random, then with
high probability it will be (Ω(1), O(log n))-pseudorandom,
allowing us to compute ed(x, y) within a constant factor
in near linear time. For strings x of varying degrees of
pseudorandomness, our algorithm offers a continuum of
runtimes.
Our algorithm is robust in the sense that it can handle a
small portion of x being adversarial (i.e., not satisfying the
pseudorandomness property). In this case, the algorithm
incurs an additive approximation error proportional to the
fraction of x which behaves maliciously.
The asymmetry of our pseudorandomness model has
particular appeal for the case where x is a source string,
meaning that ed(x, y) will be computed for many strings y.
Suppose that one wishes to achieve an O(α)-approximation
for each ed(x, y) computation, and that B is the smallest
block-size for which the string x is (1/α, B)-pseudorandom.
We show that without knowing B beforehand, x may be
preprocessed in time O˜(n1.5
√
B), so that all future compu-
tations of the form ed(x, y) may be O(α)-approximated in
time O˜(nB). Furthermore, for the special case where only a
single ed(x, y) computation will be performed, we show how
to achieve an O(α)-approximation in time O˜(n4/3B2/3).
1 Introduction
The edit distance ed(x, y) between two strings x and
y over an alphabet Σ is the minimum number of
insertions, deletions, and substitutions of characters
needed to transform x to y. The textbook dynamic-
programming algorithm for edit distance runs in time
O(n2) [23, 20, 22], and conditional lower bounds suggest
that no algorithm can do more than a sub-polynomial
factor better [5, 6] (unless the Strong Exponential Time
Hypothesis fails).
The difficulty of computing edit distance poses
a significant challenge for applications involving large
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strings. In computational biology, for example, edit
distance is an important tool for comparing differences
between genetic sequences [19, 1, 20]. Rather than re-
lying on the quadratic-time algorithm, such applica-
tions have often resorted to the use of fast heuristics
[12, 19, 10, 1, 17].
On the theoretical side, extensive work has been
done towards algorithms that circumvent the quadratic
lower bound, either by approximating edit distance, or
by making assumptions on the input [3, 4, 7, 21, 14, 15,
2, 8, 11, 13].
One of the most notable successes in this direction
is the algorithm of Landau and Myers [15] with runtime
parameterized by the edit distance, computing ed(x, y)
in time O(n + ed(x, y)2). The algorithm runs in
linear time when the edit distance is small (say, less
than
√
n), and offers a continuum of runtimes for
larger edit distances. Another celebrated result is
the approximation algorithm of Andoni et al. [3],
which approximates edit distance within a factor of
(logn)O(1/ǫ) in time O(n1+ǫ). A recent breakthrough
by Chakraborty et al. [7] gives the first approximation
algorithm to achieve a sub-logarithmic approximation
ratio in strongly subquadratic time. Their algorithm
computes a constant approximation for edit distance
in time O(n12/14). It remains unknown whether a
sub-logarithmic approximation for edit distance can be
computed in close to linear time.
It was recently shown by Andoni and Krauthgamer
[2] that better tradeoffs could be achieved if certain ran-
domness assumptions are placed on x and y. In partic-
ular, they introduce the smoothed complexity model, in
which x and y are binary strings which are assumed
to be partly determined by a random process: Given
two initial strings x◦ and y◦ with longest common sub-
sequence A, x and y are defined by perturbing each
letter of x◦ and y◦ with probability p, except that A
is perturbed in the same way inside each of the two
strings. Given two strings x and y which are constructed
in this manner, the algorithm of [2] can be used to com-
pute anO
(
1
ǫp log
1
ǫp
)
-approximation for ed(x, y) in time
O
(
n1+ǫ/
√
ed(x, y)
)
. For constant p and small ǫ < 1,
this gives a constant approximation in close to linear (or
potentially sublinear) time.
Our Contribution We consider an asymmetric
randomness model for edit distance, in which one of
the strings x is presumed to satisfy natural randomness
properties, but in which the string y may be constructed
by an adversary (with full knowledge of x). We show
for a random string x ∈ Σn and an arbitrary string
y ∈ Σn, there is an approximation algorithm that
computes ed(x, y) up to a constant factor in near linear
time, with high probability.
Rather than requiring that the string x is truly ran-
dom, our algorithm also works for any string x satisfy-
ing the following property: There is some constant c > 1
such that for any two disjoint substrings a and b in x
of length c logn, the edit distance between a and b is at
least logn.
By relaxing the above property, one can define
a natural notion of pseudorandomness for a string x.
Specifically, we say that x is (p,B)-pseudorandom if all
pairs a and b of disjoint B-letter substrings of x satisfies
ed(a, b) ≥ pB.
Given parameters p and B, our main result is an
algorithm that computes the edit distance between a
(p,B)-pseudorandom string x and an arbitrary string
y within a factor of O(1/p) in time O˜(nB), with high
probability (Section 3).
An interesting feature of our algorithm is that it al-
lows for substantial speedups over the quadratic-time
algorithm (as well as the O(n12/14)-time approxima-
tion algorithm of [7]) even for strings x exhibiting rel-
atively limited pseudorandomness. For example, if x
is (Ω(1), nǫ)-pseudorandom, then we can recover a con-
stant approximation for ed(x, y) in time O˜(n1+ǫ).
The asymmetry of our pseudorandomness model
seems particularly appealing for applications in which
one string x is treated as a source string, and in
which the edit distance ed(x, y) is then computed for
a large collection of strings y. In particular, one
can first determine values of p and B for which x is
(p,B)-pseudorandom, and then use our algorithm with
parameters p and B to approximate ed(x, y) for any
string y. In Section 4, we present an algorithm for
determining the values of B and p with which to run our
approximation algorithm on a string x. In particular,
suppose we wish to obtain an α-approximation for each
computation ed(x, y), and that B is the smallest (power-
of-two) block size for which the string x is (1/α,B)-
pseudorandom. Then without knowing B beforehand,
we can perform an O˜(n1.5(
√
B+α))-time preprocessing
step on x, so that any edit distance computation ed(x, y)
can later be O(α)-approximated in time O˜(nB). We
also consider the special case where we wish to perform
only a single computation ed(x, y), but we do not know
beforehand the minimum (power-of-two) block size B
for which x is (1/α,B)-pseudorandom; for this case we
present an algorithm which runs in time O˜(n4/3B2/3).
Our approximation algorithm is robust to a small
portion of x being determined by an adversary, rather
than satisfying the pseudorandomness property, and the
algorithm does not require us to know which portions
of x have been affected by the adversary. In this
case, the algorithm incurs an additive approximation
error proportional to the fraction of x which has been
constructed adversarially.
Relationship to the Smoothed Complexity
Model Interestingly, the smoothed complexity model
[2] can be viewed as a special case of our pseudorandom-
ness model. In particular, the string x in the smoothed
complexity model will be (p,O( 1p logn))-pseudorandom
with high probability (see Lemma 2.2 of [2]). Our algo-
rithm can therefore be used in the smoothed complexity
model to obtain an O˜(n/p)-time algorithm with approx-
imation ratio O(1/p).
Both our algorithm and the algorithm of [2] use
substring matching between x and y as an important al-
gorithmic component, where two substrings are said to
match if their edit distance is relatively small. Substring
matching also plays an important role in a number of
the practical heuristics for computing edit distance, in-
cluding the widely used PatternHunter tool [17]. The
prominent role of the technique within both our algo-
rithm and the algorithm of [2] helps provide theoretical
motivation for why the technique has had such empir-
ical success in practice. The empirical success of the
technique may also be an indicator that real-world in-
puts satisfy some variant of (p,B)-pseudorandomness.
Evaluating to what degree this is the case would be an
important direction of future work.
Beyond the use of substring matching, the tech-
niques used in [2] largely differ from ours. In particular,
it seems difficult to extend the techniques used in [2] to
our pseudorandomness model without using space (and
time) exponential in p · B.
Related Work on Average-Case Analysis for
Approximate String Matching In the Approximate
String Matching Problem, we are given a string x ∈ Σn,
a pattern p of length at most n, and a threshold k. The
goal is to output all positions i in x such that there
exists some j > i for which ed(xi · · ·xj , p) < k. It
was shown by Landau et al. [16] that the Approximate
String Matching Problem can be solved in time O(nk)
using space O(n).
Additional space improvements have been pre-
sented for the case where x is selected at random
from Σn. Notably, an algorithm due to Myers [18]
achieves space O(k) for random x. Improvements in
runtime have also been presented. In particular, an al-
gorithm due to Chang and Lampe [9] achieves runtime
O(nk/
√|Σ|).
For strings x and y of length n, selected from a
constant-size alphabet Σ, no known algorithm for Ap-
proximate String Matching achieves a strongly sub-
quadratic running time, even for x selected at random.
Consequently, there is relatively little overlap between
the setting considered in this paper and past work on
Approximate String Matching.
2 Technical Overview
In this section, we present a brief technical overview of
our approximation algorithm and of our algorithms for
parameter detection.
Approximation Algorithm for x a (p,B)-
Pseudorandom String In Section 3, we present our
approximation algorithm for computing the edit dis-
tance between a (p,B)-pseudorandom string x and an
arbitrary string y. A rough summary of our approxi-
mation algorithm is as follows: We break the strings x
and y into blocks of size Θ(B), and define a notion of
a block xi from x edit matching with a block yj from
y. In order to find a sequence of edits from x to y,
we perform the following process recursively. We select
a random pivot block xi from the blocks in the mid-
dle half of x. If the pivot either edit matches with no
blocks in y, or edit matches with more than one block
in y, then we consider it to be invalid, and we sample
another random pivot until we find a valid one, giving
up after 100 logn consecutive failures. If, on the other
hand, the pivot edit matches with exactly one block yj
in y, then we break the strings at xi and yj , respectively,
and recursively try to align the two strings in each of
the two halves. The base case for our algorithm occurs
when either the strings x and y differ in size from each
other by enough to force their edit distance to be large,
or when |x| = 0. Our algorithm outputs a non-crossing
matching between the blocks of x and the blocks of y,
where two blocks are only permitted to be matched if
they edit match. By considering only sequences of edits
which roughly respect the matchings between blocks, we
are then able to efficiently find a sequence of edits from
x to y.
In analyzing the algorithm, we consider an optimal
alignment T between x and y, and based on T we define
two types of subproblems: live subproblems and dead
subproblems. Dead subproblems are those which are
either between vastly differently sized subtrings u and
v, or which are between substrings u and v which are
for the most part not aligned with one-another by T .
These subproblems prove simple to analyze because any
mistakes the algorithmmakes on a dead subproblem can
be easily accounted for by the inherent misalignment in
the subproblem.
The remaining subproblems are known as live sub-
problems, and require a more sophisticated analysis. For
each block xi in x, we denote by φ(i) the index of the
block in y closest to where the optimal alignment T
maps xi. (i.e., the alignment T maps the block xi to
roughly where yj sits in y.) One of the key insights is
that each live subproblem A must satisfy the following
property:
• The Pivot Pairing Property: If the algorithm
selects a block xi as block pivot, then the block
yφ(i) must appear in the substring of y considered
by the subproblem.
If a pivot block xi edit matches with its counterpart
yφ(i), then any live subproblem which selects xi will
be guaranteed to perform well. Using the (p,B)-
pseudorandomness property of x, we are able to show
that at most O( 1p ed(x, y)) of the letters in x reside in
blocks xi that do not edit match with their counterpart
yφ(i). The blocks containing these letters, which we
will call dirty blocks, are the blocks which place our
algorithm at risk of exhibiting a large approximation
ratio.
The Pivot Pairing Property has the following im-
portant consequence for dirty blocks: For each dirty
block xi, any live subproblem A which uses xi as a pivot
block, must pair xi with one of at most two blocks yj1
and yj2 , where j1 is the largest value j1 < φ(i) for which
xi edit matches with yj , and j2 is the smallest value
j2 > φ(i) for which x
i edit matches with yj2 . Since
each dirty block has only two potential partners for it
to pair with inside any live subproblem, there are, in
total, only O( 1pB ed(x, y)) pairs (x
i, yj) for which the
algorithm is at risk of at some point selecting xi as a
pivot and erroneously matching it with yj. Call such a
pair a dirty pair.
In order to analyze the distortion of our algorithm,
we consider each dirty pair (xi, yj), and bound the
expected damage to the algorithm’s output incurred by
the pair. For a given live subproblem A that is at risk of
pairing xi as a pivot with yj, let r denote the number of
blocks in the substring of x considered by A. We show
that because A is a live subproblem, it must contain
Ω(r) valid pivot block options, meaning that xi has a
probability of at most O(1/r) of being selected. If the
block xi is selected as a pivot and is matched with the
block yj, then we are able to bound the damage incurred
to the algorithm (in terms of number of edits added to
the final alignment) by O(B · |φ(i)− j|), the number of
letters which lie between where the optimal alignment
T maps xi and where our algorithm places xi within
y. It follows that the expected damage incurred by the
pair (xi, yj) to our subproblem A is at most
O
(
1
r
·B · |φ(i)− j|
)
.
Using the Pivot Pairing Property, we can show that
the size r must be at least σ = Ω(|φ(i) − j|), since the
subproblem must involve both yj and yφ(i). Moreover,
for each range of the form Rl = [2
lσ, 2l+1σ], there can
be at most a constant number of subproblems A that
contain xi and have a size r lying in the range. For each
range Rl, it follows that the expected damage incurred
by the pair (xi, yj) to live subproblems for which r ∈ Rl
is at most
O
(
1
2lσ
· B · |φ(i)− j|
)
= O
(
1
2l
B
)
.
Summing over l, we find that the total expected damage
incurred by (xi, yj) is at most
O

∑
l≥0
1
2l
B

 = O(B).
Summing over the O( 1pB ed(x, y)) dirty pairs (x
i, yj),
the total expected error in our algorithm’s estimate for
edit distance can be bounded by
O
(
1
pB
ed(x, y) ·B
)
= O
(
1
p
ed(x, y)
)
,
as desired.
We break the full presentation and analysis of the
algorithm into two parts:
• The first part is an approximation algorithm for
a combinatorial matching problem in which the
blocks in the strings x and y have been replaced
with abstract objects (essentially characters), and
in which a comparison function f(i, j) determines
whether the blocks xi and yj may be matched with
one another. The algorithm and analysis for this
problem essentially follow the outline above.
• The second part is a reduction from approximat-
ing ed(x, y) between two strings (one of which is
(p,B)-pseudorandom) to the combinatorial match-
ing problem. The reduction breaks the string x into
parts x1, x2, . . . of size 6B and breaks the string y
into parts y1, y2, . . . of size 3B. Roughly speak-
ing, we say that xi edit matches with yj if there
is a 6B-letter substring a containing yj for which
ed(xi, a) ≤ O( 1pB), and if the same is not true for
yj−1.
The reduction encounters two technical subtleties.
The first is that, although the strings x and y are
the same length initially, they are mapped by the
reduction to strings of length n6B and
n
3B , respec-
tively. As a result, every alignment in the result-
ing matching problem must leave at least half of
the blocks in y unmatched. This is resolved by
defining an asymmetric cost model for alignments
in the problem which we reduce to; in particular, a
block yi only pays for being unmatched if the three
blocks to each of its immediate left and right are
also unmatched. The second subtlety is the han-
dling of the case where some fraction of the blocks
in x have been modified by an adversary, rather
than satisfying the (p,B)-pseudorandomness prop-
erty within x. The reduction is designed to hide
this aspect of the problem from the combinatorial
matching problem which we reduce to, by ensur-
ing that the optimal cost for the matching problem
is given by O
(
1
p ed(x, y) +M(x)
)
, where M(x) is
the number of letters in x which lie in adversarially
designed blocks.
Parameter Detection In Section 4, we turn our
attention to parameter detection. In particular, con-
sider a source string x and suppose we wish to compute
an O(α)-approximation for ed(x, y) for a large number
of strings y. Define B to be the smallest power-of-two
block-size for which x is (1/α,B)-pseudorandom. With-
out knowing B beforehand, we show how to preprocess
x in time O˜(n1.5(
√
B + α)) in order so that all future
computations of ed(x, y) can be O(α)-approximated in
time O˜(nB). One way to do to this would be to find the
first Bi = 2
iα for which x is (1/α,Bi)-pseudorandom,
which would take roughly quadratic time per Bi. The
key observation to improve upon this is that, since we
are willing to spend time O˜(nB) to approximate each
value ed(x, y), if it turns out that ed(x, y) ≤ √nB, then
we may use the O(n+ ed(x, y)2)-time algorithm of [15]
in order to exactly compute ed(x, y) in the desired time
bound. By exploiting this trick, we can tolerate our ap-
proximation algorithm for ed(x, y) having additive er-
ror of
√
nB. Consequently, rather than finding the first
Bi for which x is (1/α,Bi)-pseudorandom, we can in-
stead check for the weaker condition that x is (1/α,Bi)-
pseudorandom with the exception of blocks containing
at most O(
√
nB) letters in x. Using random sampling,
this can be done in time O˜(n1.5(
√
B + α)), as desired.
In a similar manner, for the case where only a single
computation ed(x, y) is to be performed, we obtain an
O(α)-approximation in time O˜(n4/3B2/3).
3 Edit Distance Between Pseudorandom
Strings
Let 0 < p < 1 and B ∈ N be parameters. Throughout
the section, we will use Σ to denote the alphabet over
which strings are taken. We will present a randomized
algorithm that computes the edit distance between a
(p,B)-pseudorandom string x ∈ Σn and an arbitrary
string y ∈ Σn within a factor of O(1/p) in time O˜(nB).
Additionally, our algorithm will be able to handle a
small portion of x behaving maliciously. In the following
definition, we define a quantityM(x) which captures the
degree to which x is not (p,B)-pseudorandom.
Definition 3.1. Consider x ∈ Σn, and break it into
blocks x1, x2, . . . , x⌈n/6B⌉ of size 6B. If n is not a mul-
tiple of 6B, then pad the final block with null characters
so that it is length 6B. We say a block xi in x is p-
unique if each B-letter substring of xi has edit distance
distance at least pB from each B-letter substring in x
that does not intersect xi. Define the quantity M(x)
(which will often be abbreviated by M) to be the number
of letters in x (including null characters padded on the
end) that are not in p-unique blocks.
The goal of the section is to prove the following
theorem:
Theorem 3.1. Let n ∈ N be a string-length parameter,
p ∈ (0, 1) be a parameter such that 1p ∈ N, and B ∈ N
be a block-size parameter.
Consider as inputs a string x ∈ Σn and an arbitrary
string y ∈ Σn. Then there exists a randomized algorithm
which in time O˜(n·B) finds a sequence of t edits between
x and y, where t is no greater than
(3.1) O
(
1
p
ed(x, y) +M(x)
)
,
in expectation.
Notice that by repeatedly applying Theorem 3.1
O(log n) times, and taking the smallest returned se-
quence of edits, one can further ensure that Equation
(3.1) will hold with high probability.
An important corollary of Theorem 3.1 is for the
case where x is fully random.
Corollary 3.2. There is an algorithm which, given a
random string x ∈ Σn, and an arbitrary string y ∈ Σn,
finds a sequence of O(ed(x, y)) edits between x and y in
time O˜(n), with high probability.
Proof. This follows from Theorem 3.1, and the fact
that x will be (Ω(1), O(log n))-pseudorandom with high
probability (See 2.2 of [2]). 
For the rest of the section, we will assume without
loss of generality that n is a multiple of 6B. Notice that
by padding x with null characters, one can ensure that
the last block is of length 6B without increasing M(x),
and furthermore, if one places the same padding on y,
then the edit distance between the padded strings will
be the same as between the original strings.
For the rest of the section, let n, p,B, x, y be as de-
fined in Theorem 3.1, and assume that 6B | n. In order
to prove Theorem 3.1, we will reduce it to a combinato-
rial problem which we call the Clean Alignment Prob-
lem. Formally, Theorem 3.1 can be viewed as presenting
a O˜(nB)-time solution to the Pseudorandom Edit Dis-
tance Problem, defined as follows.
• The Pseudorandom Edit Distance Problem
(PEDP): Given x ∈ Σn and an arbitrary y ∈ Σn,
recover a sequence of t edits from x to y for t
satisfying E[t] ≤ O(1/p · ed(x, y) +M(x)).
We will reduce PEDP to the Clean Alignment
Problem, defined below. Specifically, any algorithm for
the Clean Alignment Problem which runs in time T (n)
will imply an algorithm for PEDP which runs in time
O˜(T (n) ·B).
• The Clean Alignment Problem: Consider
strings x and y of possibly different lengths. Let
f : [|x|] × [|y|] → {0, 1} be a comparison function
for x and y. If f(i, j) = 1, we say that xi edit
matches with yj .
An alignment A (i.e., a non-crossing matching)
between the letters of x and the letters of y is
said to be an edit-matching alignment if every edge
(xi, yj) ∈ A satisfies f(i, j) = 1. The cost of
an alignment is defined asymmetrically: The x-
portion cost of A is the number of letters in x to be
unmatched by A; the y-portion cost is the number
of i for which yi, yi+1, . . . , yi+6 are all unmatched
by A. The cost of A is the sum of the x-portion
and y-portion costs.
An edit-matching alignment is said to be clean if
for all (xi, yj) ∈ A, xi is the only letter in x which
edit matches with yj , and yj is the only letter in y
which edit matches with xi.
Given x, y, and f , the goal of the Clean Alignment
Problem is to recover a (not necessarily clean)
edit-matching alignment between x and y whose
expected cost is within a constant factor of the
optimal cost of a clean edit-matching alignment.
We remark that the difficulty of the Clean Align-
ment Problem comes from the fact that the function f in
the Clean Alignment Problem needs not satisfy any nat-
ural properties (such as e.g., some form of transitivity).
Thus the only way to determine whether f(i, j) = 1 for
two letters xi and yj , is to explicitly evaluate f(i, j). In
order for an algorithm to run in time O˜(n), as desired,
it must very selectively determine for which values of i
and j to query f(i, j).
The reader may notice that the Clean Alignment
Problem is completely determined by f , |x|, and |y|.
That is, the actual contents of x and y are irrelevant.
Nonetheless, for ease of presentation, we include x and
y as inputs. For examples of a comparison function f ,
and of clean edit-matching alignments, see Figure 1.
The remainder of the section is outlined as follows.
In Subsection 3.1 we present an algorithm for the Clean
Alignment Problem which runs in near linear time. In
Subsection 3.2, we then present a reduction from PDEP
to the Clean Alignment Problem, completing the proof
of Theorem 3.1.
3.1 The Clean Alignment Problem In this sec-
tion we present an approximation algorithm for the
Clean Alignment Problem. The algorithm is given by
Algorithm 1, and the key properties of the algorithm
are stated in Theorem 3.3.
For this section, consider u, v ∈ Σ≤n (meaning they
are of length at most n over the alphabet Σ), and let
Π(u, v) denote the edit-matching alignment given by the
output of Algorithm 1 on u and v. Moreover, let T be an
optimal clean edit-matching alignment between u and
v.
Theorem 3.3. Algorithm 1 can be evaluated in time
O˜(n). Moreover, if t is the cost of T , then the the
expected number of edges in T \Π(u, v) is at most O(t),
in expectation.
Note that removing an edge from an edit-matching
alignment can increase each of the u-portion and the v-
portions of the cost by at most 1 each. Thus Theorem
3.3 implies that Algorithm 1 achieves constant multi-
plicative error, in expectation, for the Clean Alignment
Problem.
Corollary 3.4. Algorithm 1 solves the Clean Align-
ment Problem in time O˜(n).
Remark 3.5. Algorithm 1 is motivated in part by our
previous work on efficiently embedding Ulam distance
(edit distance over permutations) into Hamming space
with (optimal) expected distortion O(log n) [11]. In
particular, a similar analysis to that of [11] could
be employed in order to prove that Algorithm 1 has
approximation ratio O(log n), in expectation. The key
difference between Algorithm 1 and the embedding of
[11] is that Algorithm 1 is permitted to try O(log n)
options for pivots in order to find a “good” one, while
the embedding of [11] (by virtue of being oblivious to
y) is forced to blindly select a pivot. Surprisingly,
this minor difference allows for the more sophisticated
analysis of Algorithm 1 below, resulting in a constant
expected approximation ratio.
Before analyzing Algorithm 1, we first introduce
several conventions for talking about the algorithm’s
subproblems.
Definition 3.6. Consider a subproblem A which in-
volves a substring ui · · ·uj of u and a substring vk · · · vl
of v. We call ui · · ·uj the u-chunk of A and vk · · · vl the
v-chunk of A.
Definition 3.7. We say that the pivot options for A
are the ui’s in the middle half of A’s u-chunk (i.e.,
1
4 |u| ≤ i ≤ ⌈ 34 |u|⌉). Moreover, we say a pivot option
ui is a valid pivot if f(i, j) = 1 for exactly one vj in the
v-chunk of A.
Definition 3.8. For any subproblem A, we define T ∩
A to be the set of edges in T which go between the u-
chunk and v-chunk of A. That is, T ∩ A is formally
T ∩ {(ui, vj) | ui ∈ a, vj ∈ b}, where a is the u-chunk
and b is the v-chunk of A.
We classify subproblems into two types, live sub-
problems and dead subproblems. Dead subproblems
will act essentially as base cases in the analysis of the
algorithm. Live subproblems, on the other hand, will
prove far more interesting to analyze.
Definition 3.9. We call a subproblem with u-chunk a
and v-chunk b dead if at least one of the following holds:
• |b| ≥ 8|a|+ 12 or |a| ≥ 2|b|.
• |a| = 0.
• At least |a|/10 elements of a are not matched by T
to an element of b.
Otherwise, we call the subproblem live.
One important property of live subproblems is that
they have many valid options for the algorithm to select
as a pivot.
Lemma 3.10. For a live subproblem A, at least 4/5 of
A’s pivot options are valid pivots.
y: y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13 y14 y15
x: x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15
(a) An edge is drawn between xi and yj if f(i, j) = 1. Edges which are eligible to be used in a clean edit-matching
alignment are colored blue. This occurs only when the edge is not incident to any other edges.
y: y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13 y14 y15
x: x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15
(b) A clean edit-matching alignment of cost 15. The x-portion cost is 13 because 13 nodes are left unmatched in x. The
y-portion cost is 2 because there are two edge-free contiguous intervals in y of size seven.
y: y1 y2 y3 y4 y5 y6 y7 y8 y9 y10 y11 y12 y13 y14 y15
x: x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15
(c) A clean edit-matching alignment of cost 14. The x-portion cost is 13 because 13 nodes are left unmatched in x. The
y-portion cost is 1 because one edge-free contiguous interval in y of size seven.
Figure 1: Two examples of clean edit-matching alignments.
Proof. Let a be the u-chunk and b be the v-chunk of
A. By the definition of a live subproblem, fewer than
1/10 of the elements in a fail to be matched by T to
an element of b. Since at least 1/2 of the elements of a
are pivot options, at least .8 of the pivot options must
be matched by T to an element of b. Because T is a
clean edit-matching alignment, any pivot-option which
is matched by T to an element of b must be a valid
pivot. 
When the algorithm decides on a pivot on which to
split a subproblem A, the quality of that pivot can be
captured by what we refer to as the cost increase of A:
Definition 3.11. For a live subproblem A with sub-
problems B and C, we define the cost increase c(A) of
A as follows. If the algorithm fails to select a pivot,
or selects a pivot ui in A and matches it with some
vj for which (ui, vj) ∈ T , then the cost increase is
c(A) = 0. Otherwise the cost increase is c(A) =
|T ∩ A| − |T ∩ B| − |T ∩ C|. That is, c(A) is the num-
ber of edges in T that are cut by the selection of the
subproblems B and C.
The key technical challenge in the section will
be to bound the cost increases summed over all live
subproblems. We begin by presenting three properties
of live subproblems which will be useful in the analysis.
These properties rely on the notion of a position map,
defined as follows.
Definition 3.12. The position map φ : [u]→ [v] maps
positions in u to the position in v to which they are
assigned by the alignment T . Formally, if ul is edit
matched to some vk by T , we define φ(l) = k, and
otherwise we recursively define φ(l) = φ(l − 1) (or
φ(l) = 1 if l = 1).
Lemma 3.13. Suppose a live subproblem A selects some
ui as a pivot and matches ui to some vj. Then the
following three properties hold:
1. The cost increase of A will be at most |φ(i)− j|+1.
2. The letter vφ(i) is contained in A’s v-chunk.
3. The size of A’s u-chunk is at least
max
(
1,
|φ(ui)− j| − 11
8
)
.
Proof. We begin by proving the first property. Since
every edge (ur, vs) ∈ T ∩ A either satisfies r ≥ i and
Algorithm 1 Approximation Algorithm for The Clean Alignment Problem
Input: Strings u, v ∈ Σ≤n, comparison function f .
Output: An edit-matching alignment between u and v.
1. If |v| ≥ 8|u|+ 12 or |u| ≥ 2|v|, return ∅.
2. If |u| = 0, return ∅.
3. For 100 logn attempts:
(a) Randomly sample a letter ui satisfying
1
4 |u| ≤ i ≤
⌈
3
4 |u|
⌉
.
(b) In time O(|v|), construct the set S = {j | f(i, j) = 1}.
(c) If |S| is of size one, containing a single element j, then:
i. Initialize an output set O containing the single edge (ui, vj)
ii. Recurse on u1 · · ·ui−1 and v1 · · · vj−1, and add the resulting edges to O.
iii. Recurse on ui+1 · · ·u|u| and vj+1 · · · v|v|, and add the resulting edges to O.
iv. Return O.
4. Return ∅.
s ≥ φ(i) or r < i and s < φ(i), all edges (ur, vs) in the
set
(T ∩ A) \ ((T ∩B) ∪ (T ∩ C))
must satisfy the property that s is between j and φ(i)
inclusive. The number c(A) of such edges can therefore
be at most
|φ(i)− j|+ 1.
To prove the second property, suppose for contra-
diction that vφ(i) is not contained in A’s v-chunk. Then
because φ is weakly increasing, it must be that vφ(k) is
not in A’s v-chunk for at least 1/4 of the uk’s in A’s
u-chunk. But this would mean that the subproblem A
is dead, a contradiction.
Finally, to prove the third property, notice that the
second property forces the size of A’s v-chunk to be
at least |φ(ui) − j| + 1. By the definition of a live
subproblem, it follows that the size of A’s u-chunk must
be at least
max
(
1,
|φ(ui)− jq| − 11
8
)
,
as desired. 
Next we present the key technical lemma of the
section, in which we bound the sum of the cost increases
of all live subproblems.
Lemma 3.14. Let t be the cost of the optimal clean edit-
matching T . Let S be the sum of the cost increases over
all live subproblems. Then E[S] ≤ O(t).
Proof. Rather than attributing the cost increase c(A) to
the subproblem A, we will instead attribute the cost to
ui, where ui is the pivot selected within the subproblem.
If a letter ui is edit matched by T , then no non-zero
cost increase will ever be attributed to it, since the
only way ui can be selected as a pivot is if it is to be
correctly matched with vφ(i). (Recall, in particular, that
T is a clean edit-matching alignment.) If, on the other
hand, ui is unmatched by T , then we will prove that the
expected sum of cost increases attributed to it is O(1).
Since there are O(t) such ui’s (recall t is the cost of T ),
this will complete the proof.
For the rest of the proof, consider some ui not
matched by T . By the second part of Lemma 3.13, in
order for a subproblem A to attribute its cost increase
to ui, it must be that ui is in A’s u-chunk and vφ(i) is in
A’s v-chunk. Moreover, because vφ(i) is in A’s v-chunk,
there are at most two options for the letter vj which
the algorithm pairs ui with – namely, vj must either
the first letter vj1 to vφ(i)’s left for which f(i, j1) = 1,
or it must be the first such letter vj2 to vφ(i)’s right.
We say that the cost increase of A is attributed to the
(ui, vj1) pair if j = j1, and is attributed to the (ui, vj2)
pair if j = j2. For the rest of the proof, we will consider
jq for some q ∈ {1, 2}, and show that the total cost
increases attributed to the pair (ui, vjq ) is at most O(1),
in expectation.
Define Rl to be the range [(10/9)
lσ, (10/9)l+1σ], for
l ≥ 0 and for
σ = max
(
1,
|φ(i)− jq| − 11
8
)
.
For each Rl, there is at most one live subprob-
lem A whose u-chunk both has a size in the range Rl
and contains ui. Moreover, by Lemma 3.10, the prob-
ability that the subproblem picks ui as a pivot is at
most O
(
1
(10/9)lσ
)
. Since any live subproblem which at-
tributes its cost increase to the pair (ui, vjq ) must have
its u-chunk be of a size at least σ (by the third part
of Lemma 3.13), the u-chunk’s size must be in one of
the ranges Sl. It follows that the expected number of
subproblems which attribute their cost increase to the
pair (ui, vjq ) is at most
O
(
∞∑
l=0
1
(10/9)lσ
)
≤ O
(
1
σ
)
= O
(
1
|φ(i)− jq|
)
.
By the first part of Lemma 3.13, each such subproblem
has cost increase O(|φ(i)− jq |). It follows that the total
cost attributed to the pair (ui, vjq ) is at most O(1), in
expectation, completing the proof. 
Lemma 3.14 shows that the algorithm behaves well
on live subproblems. In order to show that the same is
true for dead subproblems, we introduce the notions of
induced and surplus costs.
Definition 3.15. The induced cost of a subproblem A
with u-chunk a and v-chunk b is the cost of the clean
edit-matching alignment between a and b obtained by
restricting T to the two substrings (i.e., the alignment
with edges T ∩ A).
The surplus cost of the subproblem is the number
of edges in T between a and b that do not appear in the
algorithm’s output (i.e.,
∣∣∣(T ∩A) \Π(u, v)∣∣∣).
The ratio of a subproblem’s induced cost to its
surplus cost is a natural measure of how well Π performs
on the subproblem. The next lemma shows that, in this
regard, Algorithm 1 behaves well on dead subproblems.
Lemma 3.16. The surplus cost of the return value of a
dead subproblem is at most O(c), where c is the induced
cost of the subproblem.
Proof. Let a be the u-chunk and b be the v-chunk of a
dead subproblem.
If |a| = 0, then the surplus cost of the subproblem
is 0, and is thus trivially at most O(c).
In the remaining cases, we will show that the
induced cost c is at least Ω(|a|), making the surplus
cost O(c) trivially.
If at least 1/10 of the elements of a are not matched
by T to an element of b, then the induced cost c is at
least |a|/10, as desired. Similarly, if |a| ≥ 2|b|, then at
least half of the elements of a will not be matched by
an T , implying that the induced cost c is at least |a|/2.
If |b| ≥ 8|a| + 12, then the b-portion cost of any
edit-matching alignment between a and b must be at
least |a|. In particular, the number of edges in such
an alignment can be at most |a|, and each edge can be
contained in at most 7 contiguous substrings of length
7 in b. As a result, at most 7|a| of the contiguous
substrings of length 7 in b can contain a letter incident
to an edge. Since b contains at least 8|a| contiguous
substrings of length 7, the b-portion cost of any edit
matching alignment must be at least |a|. 
Combining Lemmas 3.14 and 3.16, we are now
prepared to prove Theorem 3.3.
Proof. [Proof of Theorem 3.3] It is straightforward to
prove that Algorithm 1 runs in time O˜(n). For the rest
of the proof we focus on the cost of the edit-matching
alignment Π given by the algorithm. Specifically, we
wish to show that the number of edges in T \ Π is at
most O(t) in expectation.
Consider a live subproblem A. By Lemma 3.10,
each of the 100 logn attempts at selecting a pivot
will succeed with probability at least .8, and with
probability greater than 1 − 1n100 , a pivot will end up
being selected. Since there are O(n) subproblems in the
entire algorithm, with probability at least 1 − O ( 1n99 ),
every live subproblem will succeed in one of its 100 logn
attempts to spawn recursive children. Noting that the
number of edges in T \Π(u, v) is at most O(n), it follows
that the cases where some live subproblem fails to spawn
children have negligible impact on E[|T \Π(u, v)|]. For
the rest of the proof, we will condition on all live
subproblems succeeding at spawning children.
Recall that c(A) denotes the cost increase of a live
subproblem A. For a live subproblem A with children
subproblems B and C, we also define the induced cost
increase c′(A) to be the induced cost of B plus the
induced cost of C minus the induced cost of A. Note
that c′(A) ≤ 2c(A), since the increases in induced
cost between A and its subproblems B and C can be
attributed to the removals of edges. (Recall that the
removal of an edge from an edit-matching alignment
increases each of the u-portion cost and v-portion cost
by at most one.)
Let I be the sum of the cost increases over all
live subproblems, and I ′ be the sum of the induced
cost increases over all live subproblems. Note that the
induced cost of the root subproblem is precisely the
cost t of the optimal clean edit-matching alignment T .
Call a dead subproblem fresh if its parent subproblem
is live. Then the sum of the induced costs of all fresh
dead subproblems is exactly t+ I ′. By Lemma 3.16, it
follows that the sum S of the surplus costs of all fresh
dead subproblems is at most O(t + I ′). Since I ′ ≤ 2I,
we have that S ≤ O(t+ I).
Observe that |T \Π(u, v)| is precisely I, the sum of
the cost increases over all live subproblems, plus S, the
sum of the surplus costs over all fresh dead subproblems.
Thus
|T \Π(u, v)| ≤ O(I + S) ≤ O(t+ I).
By Lemma 3.14, E[I] ≤ O(t), completing the proof.

3.2 Reduction to The Clean Alignment Prob-
lem In this section, we prove the following theorem:
Theorem 3.17. Suppose there is an algorithm for the
Clean Alignment Problem that runs in time O˜(n). Then
there is an algorithm for the Pseudorandom Edit Dis-
tance Problem which runs in time O˜(nB).
Before proving Theorem 3.17, we combine it with
Corollary 3.4 in order to complete the proof of Theorem
3.1, establishing an efficient solution to the Pseudoran-
dom Edit Distance Problem.
Proof. [Proof of Theorem 3.1] By Theorem 3.17, it
suffices to present a solution to the Clean Alignment
Problem which runs in time O˜(n). Corollary 3.4 gives
such a solution. 
The reduction which we will use to prove Theorem
3.17 can be easily stated: Recall that x1, x2, . . . , xn/6B
breaks x into blocks of length 6B. Let y1, . . . , yn/3B be
y broken into blocks of size 3B.
Let r be the starting index r = (j − 1) · 3B + 1 of
the block yj−1. We say that xi partially edit matches
with yj if there is some s = r + t · pB/100 with
t ∈ {0, . . . , 300/p − 1} such that ys · · · ys+6B−1 has
edit distance no greater than pB/8 from xi. That
is, xi partially edit matches yj if there is a 6B-letter
substring a of y such that (1) a’s start position appears
in yj−1; (2) a’s zero-indexed start position is a multiple
of pB/100; and (3) ed(a, xi) ≤ pB/8. Note that xi can
only partially edit match with yj for values of j ≥ 2.
We say that xi (fully) edit matches with yj if xi
partially matches with yj but does not partially match
with yj−1.
In order to prove Theorem 3.17, we will show that in
order to solve the PseudorandomEdit Distance Problem
on x and y, it suffices to solve the Clean Alignment
Problem on (x1, . . . , xn/6B) and (y1, . . . , yn/3B), with
f(i, j) defined to indicate whether xi and yj edit match.
We begin by deriving several important properties
of this definition of edit matching. Recall that a block
xi is p-unique if its B-letter substrings are all of edit
distance at least pB from the B-letter substrings not
intersecting xi.
Lemma 3.18. Suppose xi and xj both partially edit
match with yk. Then neither xi nor xj are p-unique.
Proof. Since xi partially edit matches with yk, there
is a substring a of xi which is within pB/8 edits of
yk (because xi must be within pB/8 edits of a string
containing yk) . Similarly, there is a substring b of
xj which is within pB/8 edits of yk. By the triangle
inequality, ed(a, b) ≤ pB/4. It follows that the first B
letters of a are within pB/2 edits of the first B letters of
b. (Indeed, if we consider an optimal sequence of edits
from a to b restricted to the first B letters of a, then
that sequence of edits must result in a string of length
no more than ed(a, b) ≤ pB/4 away from B.) Therefore,
neither xi nor xj are p-unique. 
For the rest of the subsection, fix an optimal
substitution-free sequence of edits A between x and y.
(That is, A consists only of insertions and deletions.)
We will sometimes view A as a sequence of edits,
and other times consider it as a non-crossing matching
between the letters in x and those in y such that each
edge must be between two letters of the same value; the
insertions and deletions correspond with letters which
are left unmatched. As such, we will often refer to A as
an alignment, rather than a sequence of edits.
Assign each edit in A to a block xi in which it
occurs (deciding boundary cases arbitrarily), and define
ci to be the number of edits attributed to each block
xi. Notice, in particular, that
∑
i ci = ed(x, y), that
each xi is transformed by A into some substring of y
via ci edits, and that the concatenation of the resulting
substrings of y forms all of y. Similarly, attribute to
the blocks of y costs di such that
∑
i di = ed(x, y) and
such that each yi is transformed by di edits into some
substring of x. We will use these values ci and di to aid
us in our analysis for the rest of the section.
We continue by stating another important property
of edit matching blocks. We call xj polygamous if it
partially edit matches with some yk and yl for which k
and l differ by more than one. Otherwise, xj is said to
be monogamous, even if it fails to partially edit match
with any yk. The next lemma bounds the number of
polygamous xj ’s.
Lemma 3.19. The number of letters in polygamous xi’s
is at most O
(
1
p ed(x, y) +M(x)
)
.
Proof. Since only M(x) letters in x reside in non-
p-unique blocks, it suffices to show that the num-
ber of letters in polygamous p-unique xi’s is at most
O( 1p ed(x, y)).
Since
∑
i ci =
∑
i di = ed(x, y), at most
O( 1pB ed(x, y)) of the ci’s and di’s can be greater than
pB/100. By Lemma 3.18, each yk can be partially
edit matched with at most one p-unique xj . Hence the
number of letters in p-unique xj ’s which either satisfy
cj > pB/100 or partially match with some y
k for which
dk > pB/100, is at most O(
1
pB ed(x, y)).
It therefore suffices to bound the number of p-
unique xj ’s satisfying the following property: xj is
polygamous with some yk and yl such that cj , dk, dl ≤
pB/100. We will show that no such xj ’s exist, complet-
ing the proof.
Suppose for contradiction that such an xj exists,
and assume without loss of generality that k < l.
Let yˆk be the first third of the block yk, and yˆl be
the final third of the block yl. There must be a
substring w1 of x which is aligned by A to yˆk in at
most pB/100 edits. Similarly there must be a substring
w2 of x which is aligned by A to yˆl in at most pB/100
edits. Define w1 and w2 to be minimal such substrings
(meaning the first and final letters of each of w1 and w2,
respectively, must be incident to edges in A mapping to
letters in yˆk and yˆl, respectively). Because yˆk and yˆl
are separated by 7B letters, w1 and w2 cannot both
intersect xi, since this would cause ci to be at least
B. Let t ∈ {1, 2} be such that wt does not intersect
xi. Because xi partially edit matches with yk and yl, it
must be that yˆk and yˆl are each within pB/8 edits of
some substrings b1 and b2 of x
i. (Recall, in particular,
that if xi partially edit matches to a block, then xi
must be within pB/8 edits of a string containing that
block.) Thus wt must each be within edit distance
pB/8 + pB/100 ≤ pB/4 of a substring b ∈ {b1, b2}
of xi. Since min(ed(wt, yˆ
k), ed(wt, yˆ
l)) ≤ pB/100 and
min(ed(b, yˆk), ed(b, yˆl)) ≤ pB/8, it must be that wt is
of length within pB/100 of B and b is of length within
pB/8 of B. It follows that there is a B-letter substring
of xi within edit distance pB/100+ pB/8+ pB/4 < pB
of a B-letter substring not intersecting xi. This prevents
xi from being p-unique, a contradiction. 
Armed with the preceding lemmas, the next lemma
presents the basic mechanism through which a solution
to the Clean Alignment Problem can be transformed
into a solution to the Pseudorandom Edit Distance
Problem. (Note that the lemma does not use the fact
that the output of the Clean Alignment Problem is an
alignment rather than a matching; in fact it turns out
the non-crossing property of the output is not necessary
for our reduction.)
Lemma 3.20. Let E be a set of disjoint edges between
{xi} and {yi} such that for all e = (xi, yj) ∈ E, xi
edit matches with yj. Let t be the number of letters in
x which reside in a block unmatched by E. Then in
time O(Bn log n), one can recover from E a sequence of
O
(
1
p ed(x, y) +M + t
)
edits from x to y.
Proof. Because
∑
i ci = ed(x, y), all but O
(
1
p ed(x, y)
)
of the letters in x are contained in xi’s satisfying
ci ≤ pB/100. Moreover, by Lemma 3.19, at most
O
(
1
p ed(x, y) +M
)
letters are contained in polygamous
xi’s.
Now consider a monogamous xi for which ci ≤
pB/100. We claim that xi must partially edit match
to a yj which is within fewer than 6B positions of
where xi is mapped to by A (meaning each letter
in xi that is matched by A is matched to a letter
within fewer than 6B positions of yj). In particular,
if A transforms xi into a substring of y beginning at
some yk, then because ci ≤ pB/100, it must be that
ed(xi, yk · · · yk+6B−1) ≤ pB/50. If we define k′ to be
k rounded down to the nearest position whose zero-
indexed position is a multiple of pB/100, then it follows
that ed(xi, yk′ · · · yk′+6B−1) ≤ pB/25. If we define k′′
to be k′ rounded up to the next multiple of 3B, then xi
partially edit matches with yk
′′/3B. By construction of
yk
′′/3, each letter in xi that is matched by A is matched
to a letter within fewer than 6B positions of yk
′′/3B.
Define j to be k′′/3B. Since xi partially edit
matches with yj and xi is monogamous, the unique yj
′
to which xi edit matches must satisfy j′ ∈ {j − 1, j}.
This, in turn, means that every letter in xi which is
matched by A to a letter in y is matched to a letter in
y within fewer than 9B positions of yj
′
.
Recall that all but at most O
(
1
p ed(x, y) +M
)
of
the letters in x reside in blocks xi which are monog-
amous and satisfy ci ≤ pB/100. Moreover, of these
letters, all but at most t of them reside in a block xi
which is edit matched by E. Hence, with the exception
of xi’s containing a total of at most O( 1p ed(x, y)+M+t)
letters, every xi is edit matched by E to a single yj , and
any edges in the alignment A between a letter in xi and
a letter in y have to concern a letter in y within fewer
than 9B positions of yj .
Consider the set T of edges between letters in x and
y, where an edge (xr , ys) is included if xr is in some x
i
which is matched by E to some yj within fewer than 9B
positions of ys. Note that T contains at most O(nB)
edges. We have shown that the intersection between T
and the edges in the alignment A yields an alignment
which matches all but at mostO(ed(x, y)+M+t) letters
of x (and thus also of y since |y| = |x|). Applying
Lemma 3.1 of [2], which finds the optimal alignment
restricted to a set T of edges in time O(|T | logn), it
follows that we can recover a sequence of O(ed(x, y) +
M + t) edits from x to y in time O(Bn log n). 
To complete the proof of Theorem 3.17 using
Lemma 3.20, it suffices to show that any optimal clean
edit-matching alignment between (x1, . . . , xn/6B) and
(y1, . . . , yn/3B) leaves no more than O(ed(x, y) + M)
letters unmatched.
We begin by analyzing the cost of an optimal (possi-
bly crossing) edit matching. An edit matching between
(x1, . . . , xn/6B) and (y1, . . . , yn/3B) is a matching whose
edges are between edit-matched xi’s and yj ’s. The cost
of an edit matching is defined in the same asymmetric
manner as the cost of an edit-matching alignment.
Lemma 3.21. Let T be a minimum-cost edit matching
between (x1, . . . , xn/6B) and (y1, . . . , yn/3B). Then the
cost of T is at most
O
(
1
p ed(x, y) +M
B
)
.
Proof. Recall that any block xi with ci ≤ pB/100
partially edit matches to some yj , and thus also edit
matches to some yj . (See the proof of Lemma 3.20.) It
follows that all but O
(
1
pB ed(x, y)
)
of the blocks xi edit
match with some yj .
By Lemma 3.18, all but O
(
1
pB ed(x, y) +M/B
)
of
the xi’s edit match with some yj that doesn’t edit match
with any other xi
′
’s. It follows that there is an edit
matching between (x1, . . . , xn/6B) and (y1, . . . , yn/3B)
in which all but O
(
1
pB ed(x, y) +M/B
)
of the xi’s are
matched.
The x-portion cost of such an edit matching T is at
most O
(
1
pB ed(x, y) +M/B
)
. Lemma 3.20 can be ap-
plied to T to recover a sequence of O
(
1
p ed(x, y) +M
)
edits from x to y. Recall that the sequence of edits re-
covered by Lemma 3.20 removes any letters in y which
are not within fewer than 9B positions of some yi that is
matched by T . Hence, given any seven adjacent yi’s left
unmatched by T (corresponding with 21B unmatched
letters), the middle yi of the seven must incur 3B ed-
its in the process described by Lemma 3.20. Since only
O
(
1
p ed(x, y) +M
)
edits can be incurred in total, the
y-portion cost of T cannot exceed
O
(
1
p ed(x, y) +M
B
)
.
This completes the proof of the lemma. 
The preceding lemma bounds the cost of a
minimum-cost edit matching. The next lemma will
allow us to bound the cost of a minimum-cost edit-
matching alignment. In particular, the lemma shows
that in any edit matching, the crossings can be elimi-
nated by removing only edges that are incident to an
xi with one of three properties: xi is either polyga-
mous, non-p-unique, or satisfies ci ≥ pB/100. Since one
can bound the number of such xi’s, it follows that we
can transform any edit matching into an edit-matching
alignment by removing only a small number of edges.
Lemma 3.22. Suppose that for i < j and k ≤ l, xi edit
matches with xl and xj edit matches with xk. Then
either max(ci, cj) ≥ pB/100, or at least one of xi or xj
are either polygamous or non-p-unique.
Proof. If both ci and cj are smaller than pB/100, then
the alignment A tells us how to partially edit match xi
and xj each to some yq and yr with q ≤ r (as done
in the proof of Lemma 3.20). If q = r,then by Lemma
3.18, neither xi nor xj are p-unique. If q < r and both
xi and xj are monogamous, then since k ≤ l, it follows
that k = l. But by Lemma 3.18, this prevents either xi
or xj from being p-unique.
Therefore, if both ci and cj are less than pB/100,
then at least one of xi or xj are either polygamous or
non-p-unique. 
Finally, we can now bound the cost of an optimal
clean edit-matching alignment.
Lemma 3.23. Let T be a minimum-cost clean edit-
matching alignment between (x1, . . . , xn/6B) and
(y1, . . . , yn/3B). Then the cost of T is at most
O
(
1
p ed(x, y) +M
B
)
.
Proof. Consider an optimal edit-matching T0. By
Lemma 3.21, the cost of T0 is no greater than
O
(
1
p
ed(x,y)+M
B
)
.
To obtain T , remove from T0 any edges involving
some xi such that either ci < pB/100, x
i is polygamous,
or xi is non-p-unique. This removes at most O
(
ed(x,y)
pB
)
xi’s with ci < pB/100, at most O
(
1
pB ed(x, y) +M/B
)
xi’s which are polygamous (Lemma 3.19), and at
most M/B xi’s which are not p-unique. Since each
edge-removal can increase the x-portion and y-portion
costs each by at most one, the cost of T is at most
O
(
1
p
ed(x,y)+M
B
)
.
By Lemma 3.22, T has no crossings. Moreover,
because T does not match any polygamous xi’s, and
because by Lemma 3.18 T does not match any yj ’s
that edit match to more than one xi, T is a clean edit-
matching alignment. 
Theorem 3.17 follows easily from the preceding
lemmas.
Proof. [Proof of Theorem 3.17] We will assume without
loss of generality that p ≥ 1/B, since otherwise we may
replace p with 1/B without changing the definition of
p-unique blocks.
Suppose there is an algorithm for the Clean Align-
ment Problem that runs in time O˜(n) and returns a
clean edit-matching alignment whose cost is within a
factor of O(1) of optimal, in expectation.
For a given i and j, determining whether xi edit
matches yj can be done in time O
(
B2
)
. In particular,
we need only compute the edit distances between xi
and O(1/p) substrings of y. Denote these substrings by
a1, . . . , aq. For each as, we wish to determine whether
ed(xi, as) ≤ pB/8. Using the exact algorithm of [15],
which computes ed(u, v) in time O(|u|+ |v|+ed(u, v)2),
determining whether ed(xi, as) ≤ pB/8 can be done
in time O
(
B + (pB)
2
)
≤ O(pB2). Performing O(1/p)
such computations in order to determine whether xi edit
matches with yj therefore takes time O(B2).
Thus the algorithm for the Clean Alignment Prob-
lem can be employed to find a clean edit-matching
alignment between (x1, . . . , xn/6B) and (y1, . . . , yn/3B)
in time
O˜
(
(n/B)B2
)
= O˜ (nB) .
The cost t of this alignment will have expected value at
most
O
(
1
p ed(x, y) +M
B
)
,
by Lemma 3.23.
By Lemma 3.20, one can then recover in time
O(Bn log n) a sequence of t′ edits from x to y satisfying
E[t′] ≤ O
(
1
p
ed(x, y) +M
)
,
as desired. 
Remark 3.24. When p2 ≥ 1B , we can use the bound
O(B + (pB2)) ≤ O(p2B2) (rather than bounding the
quantity by pB2) in order to prove a slightly better
runtime of O˜(p · nB).
4 Determining parameters p and B
In this section, we consider the situation where the pa-
rameters p and B are not known beforehand. Through-
out the section, for a string x, and parameters p and B,
we define Mp,B(x) (often abbreviated by Mp,B) to be
the quantity M(x) defined in Section 3 (in which the
parameters p and B were implicit).
We consider two settings. In the first setting, we are
given two strings x and y and wish to compute ed(x, y)
within a factor of O(α) as fast as possible. Theorem
4.1 gives an algorithm for this problem which runs in
time O˜(n4/3B2/3), where B is the smallest block size
for which the string x is (α,B)-pseudorandom.
Theorem 4.1. Let x and y be strings in Σn. Let
α > 1 be an approximation threshold, and suppose
there is a power-of-two block-size B for which the string
x is (1/α,B)-pseudorandom. Then without knowing
B beforehand, one can still (with high probability) ap-
proximate ed(x, y) within a factor of O(α) in time
O˜(n4/3B1/3).
Moreover, rather than x being (1/α,B)-
pseudorandom, it suffices that M1/α,B(x) < n
2/3 ·B1/3.
In the second setting we consider, one is given a
source string x which one intends to compare with many
other strings y. Defining α and B as before, we present
an O˜(n1.5(
√
B+α))-time algorithm for preprocessing x,
so that any edit distance computation ed(x, y) can later
be α-approximated in time O˜(nB).
Theorem 4.2. Let x be a string in Σn. Let α > 1 be an
approximation threshold, and suppose there is a power-
of-two block-size B for which the string x is (1/α,B)-
pseudorandom. Then without knowing B beforehand,
one can (with high probability) construct an algorithm
S in time O˜(n1.5(√B+α)) so that S is an O˜(nB)-time
algorithm for approximating ed(x, y) within a factor of
O(α) (with high probability) for arbitrary strings y ∈
Σn.
Moreover, rather than x being (1/α,B)-
pseudorandom, it suffices that M1/α,B(x) < n
1/2 ·B1/2.
The proofs of Theorems 4.1 and 4.2 will rely on the
following lemma:
Lemma 4.3. Consider a string x of length n, and a
parameter B ∈ N such that B is a power of two. Then
for any threshold nǫ and value p = 12j , there is an
algorithm which runs in time O˜(n2−ǫ(B + 1/p2)), and
which with high probability returns true if Mp/2,B ≤
nǫ/2, and false if Mp,B > 2n
ǫ. (Otherwise, the
algorithm may return true or false arbitrarily.)
Proof. We will assume without loss of generality that
n is a multiple of 6B, since otherwise x can be padded
with null characters to be a length divisible 6B, without
changingMp,B. Let x
1 · · ·xn/6B be the 6B-letter blocks
that make up x.
Let c be a sufficiently large constant. The algorithm
uses a simple random sampling approach. We randomly
sample s = cn1−ǫ logn blocks xi1 , . . . , xis from x. For
each of these blocks xil , we will perform a test on xil
which returns true if xil is (p/2)-unique, returns false if
xil is not p-unique, and may return either true or false
otherwise. (We will describe how this test, which we
call the uniqueness test, works at the end of the proof.)
Let r be the number of xil ’s for which the uniqueness
test returns false. Because the uniqueness test returns
true whenever xil is (p/2)-unique,
E[r] ≤ s · Mp/2,B
n
=
Mp/2,B · c logn
nǫ
.
Thus if Mp/2,B ≤ nǫ/2, then E[r] ≤ c2 logn, which by
a Chernoff bound means that (for c large enough) with
high probability r < c logn. On the other hand, because
the uniqueness test returns false whenever xil is not p-
unique,
E[r] ≥ s · Mp,B
n
=
Mp,B · c logn
nǫ
.
Thus if Mp,B ≥ 2nǫ, then E[r] ≥ 2c logn, which
by a Chernoff bound means that (for c large enough)
r > c logn with high probability. It follows that by
returning whether r ≤ c logn, our algorithm will with
high probability return true if Mp/2,B ≤ nǫ/2, and
return false if Mp,B > 2n
ǫ.
In the remainder of the proof, we describe the
uniqueness test for a given block xil , and evaluate the
runtime of the algorithm. The uniqueness test for xil
examines every B-letter substring a in x such that
a does not intersect xil and such that a ends in a
position divisible by pB8 ; and also examines each B-
letter substring b in x that is contained entirely in xil
and ends in a position divisible by pB8 . For each such
pair a and b, the algorithm uses the low-distance regime
algorithm of [15] to determine in time O(B + p2B2)
whether ed(a, b) ≤ pB/2. The uniqueness test returns
true if and only if ed(a, b) ≤ pB/2 for all such a
and b. Notice that if xl is (p/2)-unique, then the
uniqueness test will necessarily return true. Moreover,
if the uniqueness test returns true, then for every B-
letter substring a′ in x not intersecting xl, and every
B-letter substring b′ in xl, it must be that ed(a, b) ≤
pB/2 + 4 pB8 ≤ pB, meaning that xl is p-unique. Hence
the uniqueness test satisfies both properties required
from it.
Finally, we evaluate the runtime of our algorithm.
Since there are O(n/(pB)) options for a and O(1/p)
options for b in each uniqueness test, each uniqueness
test runs in time
O
(
n
pB
· 1
p
· (B + p2B2)
)
≤ O(nB + n/p2).
Since our algorithm runs O˜(n1−ǫ) uniqueness tests, the
full runtime is O˜(n2−ǫ(B + 1/p2)). 
Using Lemma 4.3, we now prove Theorem 4.1.
Proof. [Proof of Theorem 4.1] Assume without loss of
generality that α is a power of two. To accomplish the
desired time bound, we run two algorithms in parallel.
The first algorithm is the low-distance regime algorithm
of [15] which runs in time O(n+ed(x, y)2). The second
algorithm considers values Bi = α · 2i for i = 0, 1, 2, . . .,
and applies Lemma 4.3 to each Bi with p =
2
α and n
ǫ =
2n2/3 · α2/3 · (Bj + α2)1/3; upon finding a Bj for which
Lemma 4.3 returns true, the algorithm approximates
ed(x, y) in time O˜(n · Bj) by treating x as (2/α,Bj)-
pseudorandom.
If the low-distance regime algorithm finishes first,
then we can return ed(x, y) exactly. If the second
algorithm terminates first, then we continue to run
the low-distance regime algorithm until it has run for
time Θ(n4/3 · α2 · (Bj + α2)2/3), and only if the low-
distance regime algorithm does not terminate in that
time window do we use the output of the second
algorithm.
Because p = 2α and n
ǫ = 2n2/3 · α2/3 · (Bj +α2)1/3,
the second algorithm’s runtime will be
O˜(n2−ǫ(Bj + 1/p
2))
= O˜(n4/3(Bj + α
2)2/3/α2/3)
≤ O˜(n4/3(B2/3j + α2/3))
≤ O˜(n4/3B2/3j ).
(4.2)
Notice that Lemma 4.3 guarantees with high probability
that Bj ≤ B (because M1/α,B < n2/3 · B1/3), meaning
that with high probability our algorithm achieves run-
time O˜(n4/3B2/3), as desired.
To prove the accuracy of our algorithm, consider
the case where the output is determined by the second
algorithm. By Lemma 4.3, with high probability,
M2/α,Bj ≤ 2nǫ = 4n2/3 · α2/3 · (Bj + α2)1/3. By (the
high-probability version of) Theorem 3.1, it follows that
the second algorithm will find a sequence of t edits for
some t satisfying
(4.3) t ≤ O(α ed(x, y) + n2/3 · α2/3 · (Bj + α2)1/3),
with high probability. Moreover, because the low-
distance regime algorithm did not finish in the time
O(n4/3(Bj + α
2)2/3/α2/3), it must be that ed(x, y) ≥
n2/3 · (Bj + α2)1/3/α1/3. Plugging this into Equation
(4.3), we get that t ≤ O(α ed(x, y)), as desired. 
Finally, we prove Theorem 4.2.
Proof. [Proof of Theorem 4.2] We assume without loss
of generality that α is a power of two. Our preprocessing
step goes as follows. We consider values Bi = α2
i for
i = 0, 1, 2, . . ., and apply Lemma 4.3 to each Bi with
p = 2α and n
ǫ = 2n1/2 · (Bj + α2)1/2; upon finding a Bj
for which Lemma 4.3 returns true, we have completed
the preprocessing step. Note that the preprocessing step
takes time
O˜(n2−ǫ(Bj + α
2))
= O˜(n1.5
√
Bj + α2),
and since with high probability Bj will be at most B (by
Lemma 4.3 and because of the fact thatM1/α,B < n
1/2 ·
B1/2), it follows that with high probability the runtime
of the preprocessing step is at most O˜(n1.5
√
B + α2), as
desired.
Given a string y, we can then approximate ed(x, y)
as follows. We first run the low-distance regime algo-
rithm of [15] for time Θ(n ·Bj), and if it completes then
we return its output. Otherwise, we may conclude that
(4.4) ed(x, y) ≥√nBj .
In the latter case, we treat x as (2/α,Bj)-pseudorandom
and generate an estimate for ed(x, y) in time O˜(n ·Bj)
(using the high-probability version of Theorem 3.1).
By Lemma 4.3, we know that with high probability
M2/α,Bj ≤ 2nǫ = 4n1/2 · (Bj + α2)1/2. By Theorem
3.1, it follows that with high probability the number of
edits t which we find between the strings x and y will
satisfy
t ≤ O
(
α ed(x, y) + n1/2 · (Bj + α2)1/2
)
≤ O
(
α ed(x, y) + α · n1/2 ·B1/2j
)
.
By (4.4), we get t ≤ O(α ed(x, y)), as desired. 
5 Conclusion
In this paper, we have proposed a natural model of
pseudorandomness for strings which allows for edit
distance to be efficiently approximated. We conclude
by presenting two directions for future work.
• One important direction for future work is to inves-
tigate the degree to which the algorithm presented
is practical for real-world inputs. In particular, for
what parameters p and B do real-world inputs tend
to be (almost) (p,B)-pseudorandom?
• On the theoretical side, it is interesting to note that
in the smoothed complexity model the algorithm of
[2] achieves sublinear runtime for strings x and y
of sufficiently large edit distance apart. Can such
a result be replicated in our pseudorandomness
model?
Acknowledgments The author would like to
thank Moses Charikar for his mentoring and advice
throughout the project. The author would also like
to thank Ofir Geri for many useful conversations, and
Michael A. Bender for his advice during the writing pro-
cess.
This research was supported in part by NSF Grants
1314547 and 1533644.
References
[1] Stephen F. Altschul, Thomas L. Madden, Alejandro A.
Scha¨ffer, Jinghui Zhang, Zheng Zhang, Webb Miller,
and David J. Lipman. Gapped blast and psi-blast: a
new generation of protein database search programs.
Nucleic acids research, 25(17):3389–3402, 1997.
[2] Alexandr Andoni and Robert Krauthgamer. The
smoothed complexity of edit distance. ACM Trans-
actions on Algorithms (TALG), 8(4):44, 2012.
[3] Alexandr Andoni, Robert Krauthgamer, and Krzysztof
Onak. Polylogarithmic approximation for edit distance
and the asymmetric query complexity. In Proceedings
of the 51st Annual Symposium on Foundations of
Computer Science (FOCS), pages 377–386, 2010.
[4] Alexandr Andoni and Krzysztof Onak. Approximating
edit distance in near-linear time. SIAM J. Comput.,
41(6):1635–1648, 2012.
[5] Arturs Backurs and Piotr Indyk. Edit distance cannot
be computed in strongly subquadratic time (unless seth
is false). In Proceedings of the 47th Annual Symposium
on Theory of Computing (STOC), pages 51–58, 2015.
[6] Karl Bringmann and Marvin Ku¨nnemann. Quadratic
conditional lower bounds for string problems and dy-
namic time warping. In Foundations of Computer Sci-
ence (FOCS), 2015 IEEE 56th Annual Symposium on,
pages 79–97, 2015.
[7] Diptarka Chakraborty, Debarati Das, Elazar Golden-
berg, Michal Koucky`, and Michael Saks. Approxi-
mating edit distance within constant factor in truly
sub-quadratic time. In Proceedings of the 59th An-
nual Symposium on Foundations of Computer Science
(FOCS), pages 979–990, 2018.
[8] Diptarka Chakraborty, Elazar Goldenberg, and Michal
Koucky`. Streaming algorithms for computing edit
distance without exploiting suffix trees. arXiv preprint
arXiv:1607.03718, 2016.
[9] William I Chang and Jordan Lampe. Theoretical and
empirical comparisons of approximate string matching
algorithms. In Annual Symposium on Combinatorial
Pattern Matching, pages 175–184, 1992.
[10] Kun-Mao Chao, William R. Pearson, and Webb Miller.
Aligning two sequences within a specified diagonal
band. Bioinformatics, 8(5):481–487, 1992.
[11] Moses Charikar, Ofir Geri, Michael P. Kim, and
William Kuszmaul. On estimating edit distance:
Alignment, dimension reduction, and embeddings. In
45th International Colloquium on Automata, Lan-
guages, and Programming (ICALP), pages 34:1–34:14,
2018.
[12] Dan Gusfield. Algorithms on strings, trees and se-
quences: computer science and computational biology.
Cambridge University Press, 1997.
[13] Bernhard Haeupler, Aviad Rubinstein, and Amir-
behshad Shahrasbi. Near-linear time insertion-deletion
codes and (1+ε)-approximating edit distance via in-
dexing. arXiv preprint arXiv:1810.11863, 2018.
[14] Piotr Indyk. Algorithmic aspects of geometric em-
beddings (tutorial). In Proceedings of the 42nd An-
nual Symposium on Foundations of Computer Science
(FOCS), pages 10–33, 2001.
[15] Gad M. Landau, Eugene W. Myers, and Jeanette P.
Schmidt. Incremental string comparison. SIAM Jour-
nal on Computing, 27(2):557–582, 1998.
[16] Gad M Landau and Uzi Vishkin. Fast parallel and
serial approximate string matching. Journal of algo-
rithms, 10(2):157–169, 1989.
[17] Bin Ma, John Tromp, and Ming Li. Patternhunter:
faster and more sensitive homology search. Bioinfor-
matics, 18(3):440–445, 2002.
[18] Eugene Wimberly Myers. Incremental alignment algo-
rithms and their applications. University of Arizona,
Department of Computer Science, 1986.
[19] Gonzalo Navarro. A guided tour to approximate string
matching. ACM computing surveys (CSUR), 33(1):31–
88, 2001.
[20] Saul B. Needleman and Christian D. Wunsch. A
general method applicable to the search for similarities
in the amino acid sequence of two proteins. Journal of
molecular biology, 48(3):443–453, 1970.
[21] Rafail Ostrovsky and Yuval Rabani. Low distortion
embeddings for edit distance. J. ACM, 54(5):23, 2007.
[22] Taras K. Vintsyuk. Speech discrimination by dynamic
programming. Cybernetics, 4(1):52–57, 1968.
[23] Robert A. Wagner and Michael J. Fischer. The string-
to-string correction problem. J. ACM, 21(1):168–173,
1974.
