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Abstract
We study here the coloured multiple zeta values, obtained by extending the usual notion of
the multiple zeta values by adding roots of unity. We state their main combinatorial properties.
And we give, as a result, a Maple algorithm which generates the relations table between these
values.
R	esum	e Nous 3etudions ici la fonction z3eta multi-indic3ee color%ee, obtenue en g3en3eralisant la
fonction z3eta multi-indic3ee par ajout de racines de l’unit3e. Nous en 3etablissons les principales
propri3et3es combinatoires. Et nous pr3esentons, comme r3esultat, un algorithme en Maple qui
engendre les tables des relations entre ses valeurs.
Mots cl	es fonction zeˆta multi-indic3ee color3ee, fonction polylogarithme color3ee, fonction quasi-
sym3etrique, alg9ebre de m3elange, mots de Lyndon, bases de Gr:obner. c© 2002 Elsevier Science
B.V. All rights reserved.
Keywords: Coloured multiple zeta values function; Coloured polylogarithm function; Quasi-
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1. Introduction
We recall that recent combinatorial aspects on multiple zeta values are presented in
[4, 5].
Our goal is to use the combinatorics of the words [13] and the associated operators
for computing the table of relations for a coloured version of the multiple zeta values,
obtained by adjoining the roots of unity (see e.g. [6]).
Let us call multi-index of length k (with k ∈N) any sequence s=(s1; : : : ; sk) for
si ∈N∗=N\{0}. Recall that for any multi-index such that s1¿ 1, the multiple zeta
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values (s) is deMned by
(s) =
∑
n1 ¿ ···¿nk ¿ 0
1
ns11 · · · nskk
: (1)
Then the integer
∑k
i=1 si is the weight of the multi-index s. In a previous paper [10],
the authors presented a computation of the relations of the multiple zeta values, with
their table up to the weight 10, with dimensions according to the conjecture of Zagier
[19].
Let On be the set of the nth roots of unity. And let us call coloured multi-index
of length k any pair (s; 	), where s=(s1; : : : ; sk) is a multi-index of length k, and
	=(	1; : : : ; 	k) is a k-uple of elements of On. For any coloured multi-index (s; 	)
such that (s1; 	1) =(1; 1), the coloured multiple zeta values (s; 	) is deMned as follows
[3, 6, 12]:
(s; 	)=
∑
n1 ¿ ···¿nk ¿ 0
	n11 · · · 	nkk
ns11 · · · nskk
; (2)
where this sum is convergent under the condition (s1; 	1) =(1; 1). The weight of the
coloured multi-index (s; 	) is by deMnition the weight of the multi-index s.
The algebra of the multiple zeta values can be recovered as quotients of two commu-
tative algebras of non-commutative polynomials [16]. The Mrst is the classical shu"e
algebra (Q〈X 〉;+; ) which comes from the interpretation as iterated integrals. The
second one is the second shu"e algebra (Q〈Y 〉;+; ∗) which comes from the interpre-
tation as series expansion. Roughly speaking, we have
u v = uv = u∗v:
These equations imply all the relations known at present or computed by numerical
devices [3]. By using the Lyndon words [8, 13] as a transcendance basis of the two
shu"e algebras [16], we compute here, explicitly, the table of these relations, in the
case of coloured multiple zeta values up to the weight 7 with two roots of unity. The
obtained dimensions are according to the conjecture of Zagier [19].
2. Non-commutative algebra [1, 17]
Let X be a totally ordered alphabet of letters, and X ∗ be the set of non-commutative
words over X . Let  be the empty word. Let Q〈X 〉 be the set of non-commutative
polynomials in X over the ring Q, that are the Q-linear combinations of words.
2.1. Lyndon words [13, 14, 17]
Let us recall that a Lyndon word over a totally ordered alphabet X is a non-empty
word which is strictly smaller than each of its proper right factors, for lexicographic
order. The set of all Lyndon words on X is denoted by Lyndon〈X 〉.
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Any word w∈X ∗ can be factorized in a unique way as a decreasing product ( for
lexicographic order) of Lyndon words [8, 13]. In other words, it can be written as
w= l11 · · · lkk , where lj ∈Lyndon〈X 〉 and li ¿ lj if i¡ j.
As shown by Radford [16], the set of Lyndon words is a transcendance basis of
the shu"e algebra. In other words, any non-commutative polynomial in Q〈X 〉 can be
expressed in a unique way as a commutative polynomial on the Lyndon words.
We shall use the following technical result to rewrite each word as a commutative
polynomial of Lyndon words:
Lemma 2.1 (see Radford [16]). Let w= l11 · · · lkk ∈X ∗ be a word.
The polynomial Qw =1=(1! · · · k !)l 11 · · · l kk can be written as w+Rw;
where Rw contains only words of weight equal to the weight of w; but smaller than
w ( for the lexicographic order).
2.2. Coloured alphabet
For a given n, let On be the group of nth roots of unity, ordered as follows:
∀1 = e(2i=n)k1 ; 2 = e(2i=n)k2 ∈ On; 1¡2⇔ 0¡k1¡k26 n: (3)
Let XOn be the set of letters {x; ∈On}. Let X be the Mnite alphabet {x0} ∪ XOn ,
ordered as follows:
x0¡x; ∀ ∈ On;
x1 ¡x2 ⇔ 1¡2; ∀1; 2 ∈ On:
For all integer s¿ 0 and root of unity , the words xs−10 x can be coded by the letters
ys;. We obtain a new inMnite alphabet Y = {ys;	; s∈N∗; 	∈On}, ordered as follows:
ys1;	1 ¡ys2;	2 ⇔
{
either s1¿s2;
or s1 = s2 and 	1¡	2:
Let s=(s1; : : : ; sk) be a multi-index of positive integers such that s1¿ 1, and let
	=(	1; : : : ; 	k) be a k-uple of roots of unity. For any words u= x
s1−1
0 x	1 · · · xsk−10 x	k ∈X ∗
and v=ys1;	1 · · ·ysk ;	k ∈Y ∗, we deMne the weight of these words by
weight(s; 	) = weight(u) = weight(v) =
k∑
i=1
si:
The empty word, associated with the empty multi-index, is of weight equal to zero.
2.3. First shu<e product
The =rst shu<e product, denoted by , is classically deMned on X ∗ as follows:
 w = w  = w for w∈X ∗;
xu x′v = x(u x′v) + x′(xu v) for x; x′ ∈X; and u; v∈X ∗:
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This product is extended by linearity to Q〈X 〉, and (Q〈X 〉;+; ) is a commutative
and associative algebra.
2.4. Second shu<e product
The second shu<e product, denoted by ∗, over the set of coloured words Y ∗, inspired
by the relation (118) of [6] and the deMnitions in [12, 18], is deMned as follows:
 ∗ w = w ∗  = w for w∈Y ∗;
yi;	u ∗ yj;v
= yi;	(u ∗ yj;v) + yj;(yi;	u ∗ v) + yi+j;	(u ∗ v) for yi;	; yj; ∈Y;
u; v∈Y ∗:
This second shu"e is commutative and associative. It is extended by linearity to Q〈Y 〉.
Then (Q〈Y 〉;+; ∗) is a commutative and associative algebra.
For any word w∈Y ∗ and any integer m¿ 0, we denote w∗m, the mth-power of w
for the second shu"e product. By convention, w∗0 = .
3. Coloured multiple zeta values
There are two ways to deMne the coloured zeta function: the Mrst one is with
the coloured polylogarithm function, and the second one is with the coloured quasi-
symmetric function.
3.1. Coloured polylogarithm function
For each coloured multi-index (s; 	) of length k, the coloured polylogarithm function
Lis;	 [3, 6, 9, 12] is the function of the complex variable z ∈C deMned by
Lis;	(z) =
∑
n1 ¿ ···¿nk ¿ 0
zn1
	n11 · · · 	nkk
ns11 · · · nskk
: (4)
This sum is convergent for |z|¡ 1.
Another way to deMne the polylogarithm function is to use the iterated integrals [7].
Each letter of X is associated with a 1-diRerential C-form [3, 6] as follows:
!x0 =
dz
z
and !x =
dz
1− z for  ∈ On:
For w∈X ∗XOn and any z in the open disk |z|¡ 1, we deMne Lw(z) inductively by
Lx(z) =
∫ z
0
!x for  ∈ On;
Lxu(z) =
∫ z
0
!xLu for u∈X ∗XOn and x∈X:
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To each coloured multi-index (s; 	) of length k, we associate a word w∈X ∗ as follows:
w = xs1−10 x"1 · · · xsk−10 x"k with "j =
j∏
i=1
	i: (5)
Proposition 1 ([11]): With the notation above, we get
Lis;	(z) = Lw(z): (6)
Proof. We give an inductive proof of relation (6), according to the weight of the
coloured multi-index (s; 	).
• For weight(s; 	)= 1, i.e., s=1 and 	∈On, we have
Li1;	(z) =
∑
n1 ¿ 0
zn1
	n1
n1
=
∫ z
0
	 dt
1− 	t =
∫ z
0
!x	 = Lx	(z):
• Suppose that relation (6) is true for weight(s; 	)6p. We have to prove that it
remains true for weight(s; 	)=p+ 1.
Let (s; 	)= (s1; : : : ; sk ; 	1; : : : ; 	k) be a coloured multi-index of weight p. It suSces to
prove that the relation (6) remains true, respectively, for the two coloured multi-indices
(s+; 	)= (s1 + 1; : : : ; sk ; 	1; : : : ; 	k) and (s′; 	′)= (1; s1; : : : ; sk ; 	0; 	1; : : : ; 	k).
• For the Mrst, we have
d
dz
Lis+;	(z) =
∑
n1 ¿ :::¿ nk ¿ 0
d
dz
(
zn1
n1
)
	n11 : : : 	
nk
k
ns11 : : : n
sk
k
=
1
z
Lis;	(z):
Since Lis+;	(0)= 0, we deduce that Lis+;	(z)=
∫ z
0 !x0Lis;	 =Lx0u(z).
• For the second, we have
d
dz
Lis′;	′(z) =
∑
n0 ¿n1 ¿ ···¿nk ¿ 0
d
dz
(
zn0
	n00
n10
)
	n11 : : : 	
nk
k
ns11 : : : n
sk
k
=
∑
m0¿ 0
zm0	0m0+1
∑
n1 ¿ ···¿nk ¿ 0
zn1
(	0	1)
n1 : : : 	nkk
ns11 : : : n
sk
k
=
	0
1− 	0z Lis;	(z) with m0 = n0 − n1 − 1:
Since Lis′;	′(0)= 0, we deduce Lis′;	′(z)=
∫ z
0 !x	0Lis;	 =Lx	0u(z).
We extend the deMnition of coloured polylogarithm functions to the polynomials
P ∈Q〈X 〉XOn , that are linear combinations of words in X ∗XOn , by linear extension
LP(z) =
∑
w∈ X ∗XOn
〈P|w〉Lw(z)
Theorem 3.1 (Chen [7] and Hoang Ngoc [10]). The map P →LP(z) is a morphism
for the shu<e product. Namely; for any P;Q∈Q〈X 〉XOn , and any z in the open disk
|z|¡ 1, we have
LP Q(z) = LP(z)LQ(z):
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3.2. Coloured quasi-symmetric function
Let T = {ti; i ¿ 0} be an inMnite commutative alphabet. For all coloured multi-index
(s; 	) of length k, we deMne
Fs;	 =


1 if s is the empty multi-index;∑
n1 ¿ ···¿nk ¿ 0
	n11 t
s1
n1 : : : 	
nk
k t
sk
nk in other cases:
(7)
These functions will be called in short “coloured quasi-symmetric functions”.
For all word w=ys1;	1 · · ·ysk ;	k ∈Y ∗, we deMne Fw to be equal to the coloured quasi-
symmetric function Fs;	. In the particular case of the empty multi-index, we have F =1
with weight()= 0.
We extend the deMnition of coloured quasi-symmetric functions to the polynomials
P ∈Q〈Y 〉, that are linear combinations of words in Y ∗:
FP =
∑
w∈ Y∗
〈P|w〉Fw:
Theorem 3.2. The map P →FP is a morphism for the second shu<e product
FP∗Q = FPFQ: (8)
Proof. We prove inductively, for u; v∈Y ∗, that Fu∗v =FuFv, by induction on the length
|uv|Y =p of the word uv (considered as word on the alphabet Y ).
• For all words w∈Y ∗, we have Fw∗ =Fw =FwF.
• Let p be a given integer. We suppose relation (8) satisMed for any words u and v
such that |uv|Y ¡p+ 2. We prove that it remains satisMed for |uv|Y =p+ 2.
For all ys0;	0 ∈Y and all w=ys1;	1 · · ·ysk ;	k ∈Y ∗, we set ys0;	0]Fw =Fys0;	0w. In other
words, for all T = {ti; i ¿ 0}, we have
ys0;	0]Fw =
∑
n0 ¿ 0
	n00 t
s0
n0
∑
n0 ¿n1 ¿ ···¿nk ¿ 0
	n11 t
s1
n1 : : : 	
nk
k t
sk
nk :
Let ys0;	0 ; yr0;0 ∈Y be two letters, and u=ys1;	1 · · ·ysk ;	k ; v=yr1;1 · · ·yrl;l ∈Y ∗ be two
words, with |uv|Y =p, we have
Fys0;	0uFyr0;0 v = (ys0;	0]Fu)(yr0;0]Fv)
=
∑
n0 ¿ 0
	n00 t
s0
n0
∑
n0 ¿ ···¿nk ¿ 0
	n11 t
s1
n1 : : : 	
nk
k t
sk
nk∑
n0 ¿m0 ¿ :::¿ml ¿ 0
m01 t
r0
m0 · · · mll trlml
+
∑
m0 ¿ 0
m00 t
r0
n0
∑
m0 ¿n0 ¿ :::¿ nk ¿ 0
	n00 t
s0
n0 : : : 	
nk
k t
sk
nk∑
m0 ¿ ···¿ml ¿ 0
m11 t
r1
m1 : : : 
ml
l t
rl
ml
+
∑
n0=m0 ¿ 0
(	00)
n0 ts0+r0n0
∑
n0 ¿ ···¿nk ¿ 0
	n11 t
s1
n1 : : : 	
nk
k t
sk
nk
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∑
m0 ¿ ···¿ml ¿ 0
m11 t
r1
m1 : : : 
ml
l t
rl
ml
= ys0;	0](FuFyr0;0 v) + yr0;0](Fys0;	0uFv) + ys0+r0;	00](FuFv)
and by induction hypothesis
= ys0;	0](Fu∗yr0;0 v) + yr0;0](Fys0;	0u∗v) + ys0+r0;	00](Fu∗v)
= Fys0;	0 (u∗yr0;0 v) + Fyr0;0 (ys0;	0u∗v) + Fys0+r0;	00 (u∗v)
= Fys0;	0u∗yr0;0 v:
3.3. Coloured multiple zeta values relations
For any coloured multi-index (s; 	), the coloured multiple zeta values (s; 	), given
by relation (2) can be recovered in two ways:
either substitute z = 1 in Lis;	(z) or substitute tn = 1=n in Fs;	:
The resulting sums are convergent in case (s1; 	1) =(1; 1). By associating to (s; 	)
equivalently either the word w= xs1−10 x"1 · · · xsk−10 x"k (where "j =
∏j
i=1 	i) or the word
ys1;	1 · · ·ysk ;	k , and by the linear extension of the zeta function to polynomials, we
get two ways of deMning P for any polynomial P which satisMes the convergence
condition
P ∈Q〈Y 〉\y1;1Q〈Y 〉: (9)
In the encoding alphabet X , the restriction condition for convergence becomes
P ∈Q〈X 〉XOn\x1Q〈X 〉: (10)
Thus, we obtain the two commutative diagrams
and we deduce the relations as follows:
Theorem 3.3. For any polynomials P and Q satisfying the convergence condition (9)
we have
P Q−P∗Q = 0 and D(P) = 0; (11)
where we have set D(P)=P x1 − P ∗ y1;1. In addition; the convergence condition
(9) is preserved by the operator D.
Both P x1 and P∗y1;1 are divergent series, but the series D(P) is convergent.
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3.4. Interpretation
The table of coloured multiple zeta values relations is then obtained by computing a
Gr:obner basis of the ideal generated in (Q〈Y 〉;+; ∗) by these relations (11), expressed
on the set of Lyndon words (see Section 4), which is a transcendance basis [16] of
the shu"e algebra.
4. The algorithm
Our algorithm computes the table of relations that can be obtained by Theorem 3.3
on the coloured multiple zeta values indexed by the Lyndon words.
4.1. The package
Our algorithm explicitly computes a complete Gr:obner basis of the ideal of the
algebraic relations between the li for the Lyndon words li.
For computing the table of the coloured multiple zeta values up to a Mxed weight,
we implement two algorithms, incremental over the weight.
The Mrst is called Indeterminate(Y; weight) (cf. Algo 1). It generates a triangular
system which rewrites each word in Yweight as a polynomial of Lyndon words in the
second shu"e algebra (Q〈Y 〉;+; ∗). It uses the algorithm Ytaylor which is inspired
from the algorithm Xtaylor [15], adapted according to Lemma 2.1.
The second algorithm is called Kernel(Y; weight) (cf. Algo 2). It enriches the already
computed system by adding the equations of weight weight, generated on Lyndon words
by the diRerences of the two shu"e products, as shown in Theorem 3.3. At the end,
the system contains the coloured multiple zeta values tables with equations of maximal
weight weight.
The two algorithms presented above require some packages on non-commutative
polynomials, and on both the shu"e algebras (Q〈X 〉;+; ) and (Q〈Y 〉;+; ∗). These
packages, written in Maple, are described in [2].
In the case of two roots of unity (or colours) 1 and −1 (and Y = {y1;−1}∪ {ys;	,
s¿ 1, 	2 = 1}), in addition to the shu"e reductions, for all the divisors m of the
number of roots n, we also add these following relations [5, 20]:
(s1; : : : ; sk ; 	1; : : : ; 	k) = ms1+:::+sk−k
∑
m1 =	1
: : :
∑
mk =	k
(s1; : : : ; sk ; 1; : : : ; k):
We obtain the following computation times (in seconds), for coloured multiple zeta
values function relations, on one Pentium II at 366 MHz with 64 Mo of memory:
n weight times
1 12 515
2 8 812
n is the number of roots of unity:
Hence it appears that it will be diScult to obtain, in Maple, the tables with higher weight,
taking in account the computation time as well as of the explosion of the data size.
M. Bigotte et al. / Theoretical Computer Science 273 (2002) 271–282 279
Indeterminate(Y; weight)
# Initialisation of the table with weight¡weight, if it exists
table :=OldTables(Y; weight):
# Generate words in Q〈Y 〉XOn\x1Q〈Y 〉 of which zeta is defined
for word in WordGeneration(Y; weight) do
# Radford decomposition
poly := Ytaylor(word; Y ):
# Not Lyndon words only
if poly = word then
# Add the new rule
table[word] :=poly:
# Update table with the new rule
table := ReEvaluation(table):
fi:
od:
Algo 1. Indeterminate(Y; weight).
Kernel(Y; weight)
# Initialisation of the table after update made by Indeterminate
table := OldTables(Y; weight):
# Generate Lyndon words with word1¡word2 and |word1|+ |word2| =
weight for (word1; word2) in LyndonWordGeneration(Y; weight) do
# Add a kernel’s relation
poly :=word1 word2 − word1 ∗ word2:
if poly = 0 then
# Take the greatest word in poly
word := Greatest(poly; Y ):
# Add the new rule
table[word] :=word-(poly)/(coefficient(word; poly)):
# Update table with the new rule
table := ReEvaluation(table):
fi:
od:
Algo 2. Kernel(Y; weight).
5. Table of the relations
The Lyndon words give us a combinatorial way to exactly compute the relation table
between the values of the coloured zeta function, and as a result of this work, we have
computed the table up to weight 12 in standard case (i.e. one root of unity). This table
recovers and proves, up to weight 12, the relations conjectured in [3]. For two roots
280 M. Bigotte et al. / Theoretical Computer Science 273 (2002) 271–282
of unity (1 and −1) we have computed the table up to weight 8. We conjecture that
these tables are complete.
These tables at weight 12 in standard case, and at weight 8 in two colours case
(1 and −1), are available from http://www.liH.fr/˜ bigotte.
Here is a small part of the tables obtained with two roots of unity:
weight 2:
(2; −1) =− 12(2)
(1; 1; −1;−1) =− 12(2) + 12(1; −1)2
(1; 1; −1; 1) = 12(1; −1)2
weight 3:
(3; −1) =− 34(3)
(2; 1; −1;−1) =− 138 (3)− 32(1; −1)(2)
(2; 1; −1; 1) = 18(3)
(2; 1; 1;−1) = (3) + 32(1; −1)(2)
(2; 1) = (3)
(1; 2; −1;−1) = 58(3) + (1; −1)(2)
(1; 2; −1; 1) =− 14(3)− 12(1; −1)(2)
(1; 1; 1; −1;−1;−1) =− 14(3)− 12(1; −1)(2) + 16(1; −1)3
(1; 1; 1; −1;−1; 1) =− 78(3)− 12(1; −1)(2) + 16(1; −1)3
(1; 1; 1; −1; 1;−1) = 18(3) + 16(1; −1)3
(1; 1; 1; −1; 1; 1) = 16(1; −1)3
weight 4:
(4; −1) =− 720(2)2
(4) = 25(2)
2
(3; 1; −1;−1) =− 1120(2)2 − 74(1; −1)(3)− (3; 1; −1; 1)
(3; 1; 1;−1) = 1940(2)2 + 74(1; −1)(3)
(3; 1) = 110(2)
2
(2; 2; −1;−1) =− 340(2)2
(2; 2; −1; 1) = 18(2)2 − 2(3; 1; −1; 1)
(2; 1; 1; −1;−1;−1) =− 218 (1; −1)(3)− 720(2)2 − 32(1; −1)2(2)
(2; 1; 1; −1;−1; 1) =− 2340(2)2 − 34(1; −1)2(2)− 32(3; 1; −1; 1)
− 218 (1; −1)(3)
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(2; 1; 1; −1; 1;−1) = 74(1; −1)(3) + 310(2)2 + 34(1; −1)2(2)
+ (3; 1; −1; 1)
(2; 1; 1; −1; 1; 1) =− 140(2)2 + 12(3; 1; −1; 1)
(2; 2; 1;−1) =− 1140(2)2 + 2(3; 1; −1; 1)
(2; 2) = 310(2)
2
(2; 1; 1; 1;−1;−1) = 14(2)2 + 32(1; −1)2(2) + 32(3; 1; −1; 1)
+ 218 (1; −1)(3)
(2; 1; 1; 1;−1; 1) = 78(1; −1)(3) + 18(2)2 + 34(1; −1)2(2)
− (3; 1; −1; 1)
(2; 1; 1; 1; 1;−1) = 340(2)2 − 34(1; −1)2(2)− 12(3; 1; −1; 1)
(2; 1; 1) = 25(2)
2
(1; 3; −1;−1) = 320(2)2 + (1; −1)(3) + (3; 1; −1; 1)
(1; 3; −1; 1) =− 18(2)2 − 34(1; −1)(3)
(1; 2; 1; −1;−1;−1) = 158 (1; −1)(3) + 110(2)2 + 32(1; −1)2(2)
+ 2(3; 1; −1; 1)
(1; 2; 1; −1;−1; 1) = (1; −1)(3) + 14(2)2 + 12(3; 1; −1; 1)
(1; 2; 1; −1; 1;−1) =− 14(2)2 − 32(1; −1)2(2)− 2(3; 1; −1; 1)
− 52(1; −1)(3)
(1; 2; 1; −1; 1; 1) = 340(2)2 − 32(3; 1; −1; 1) + 18(1; −1)(3)
(1; 1; 2; −1;−1;−1) =− 14(1; −1)(3) + 320(2)2 − 14(1; −1)2(2)
− 2(3; 1; −1; 1)
(1; 1; 2; −1;−1; 1) =− 110(2)2 + 12(1; −1)2(2) + 12(3; 1; −1; 1)
+ 58(1; −1)(3)
(1; 1; 1; 1; −1;−1;−1;−1) = 140(2)2 − 14(1; −1)(3)− 14(1; −1)2(2)
+ 124(1; −1)4
(1; 1; 1; 1; −1;−1;−1; 1) =− 340(2)2 + 32(3; 1; −1; 1) + 124(1; −1)4
− 14(1; −1)(3)− 14(1; −1)2(2)
(1; 1; 1; 1; −1;−1; 1;−1) =− 18(2)2 + 124(1; −1)4 − 78(1; −1)(3)
− 14(1; −1)2(2)
(1; 1; 1; 1; −1;−1; 1; 1) =− 38(2)2 − 14(1; −1)2(2)− 12(3; 1; −1; 1)
− 78(1; −1)(3) + 124(1; −1)4
(1; 1; 2; −1; 1;−1) = 58(1; −1)(3) + 340(2)2 + 12(1; −1)2(2)
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(1; 1; 2; −1; 1; 1) =− 340(2)2 − 14(1; −1)2(2) + 32(3; 1; −1; 1)
− 14(1; −1)(3)
(1; 1; 1; 1; −1; 1;−1;−1) = 18(1; −1)(3) + 340(2)2 − 32(3; 1; −1; 1)
+ 124(1; −1)4
(1; 1; 1; 1; −1; 1;−1; 1) = 120(2)2 + 18(1; −1)(3) + 124(1; −1)4
(1; 1; 1; 1; −1; 1; 1;−1) =− 140(2)2 + 12(3; 1; −1; 1) + 124(1; −1)4
(1; 1; 1; 1; −1; 1; 1; 1) = 124(1; −1)4
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