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Abstract
An L(2, 1)-labelling of a graph G is an assignment of nonnegative integers to the vertices of G such that vertices at distance two
get different numbers and adjacent vertices get numbers which are at least two apart. The L(2, 1)-labelling number of a graph G,
(G), is the minimum range of labels over all L(2, 1)-labellings of G. Given two graphs G and H, the direct product of G and H is
the graph G × H with vertex set V (G) × V (H) in which two vertices (x, y) and (x′, y′) are adjacent if and only if xx′ ∈ E(G)
and yy′ ∈ E(H). In this paper, we completely determine the L(2, 1)-labelling numbers of Km ×Kn for m, n2, and Km ×Pn for
m3, n1, where Pn is the path of length n. The L(2, 1)-labelling numbers of Km × Cn for m3 and some special values of n
are also determined, where Cn is the cycle of length n.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The study of the distance two labelling of graphs is motivated from the channel assignment problem introduced
by Hale [6]. The channel assignment problem is the assignment of frequencies to television and radio transmitters
subject to restrictions imposed by the distance between transmitters. This problem was ﬁrst formulated as a graph
coloring problem by Hale, who introduced the notion of the T-coloring of a graph. There has been a considerable
effort to study the T-coloring problem over the past decade. In 1988, Roberts (in a private communication with Griggs)
proposed a variation of the channel assignment problem in which “close” transmitters must receive different channels
and “very close” transmitters must receive channels at least two apart. Motivated by this variation, Griggs and Yeh [5]
ﬁrst proposed and studied the L(2, 1)-labelling of a simple graph with a condition at distance two.
An L(2, 1)-labelling of a graph G is an assignment f of nonnegative integers to the vertices of G such that |f (u) −
f (v)|2 if uv ∈ E(G), and |f (u) − f (v)|1 if dG(u, v) = 2, where dG(u, v) is the length (number of edges) of a
shortest path between u and v in G. Given a graph G, for an L(2, 1)-labelling f of G, elements of the image of f are
called labels, and we deﬁne the span of f, span(f ), to be the absolute difference between the maximum and minimum
vertex labels of f. Without loss of generality we shall assume that the minimum label of L(2, 1)-labellings of G is 0.
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Then the span of f is the maximum vertex label. The L(2, 1)-labelling number, or labelling number of G, (G), is the
minimum span over all L(2, 1)-labellings of G. If span(f ) = (G), then we say that f is a -labelling of G.
The L(2, 1)-labelling numbers of many special graphs have been studied in many papers see [1–5,9–11].
For positive integers j and k with jk, an L(j, k)-labelling of a graph G is an assignment of integers to V (G) such
that the difference between labels of any two adjacent vertices is at least j, and the difference between labels of any
two vertices that are at distance two apart is at least k. The (j, k)-number of G is the minimum span taken over all
L(j, k)-labellings of G.
Given two graphs G and H, the direct product of G and H is the graph G × H with vertex set V (G) × V (H) in
which two vertices (x, y) and (x′, y′) are adjacent if and only if xx′ ∈ E(G) and yy′ ∈ E(H). The cartesian product
of G and H is the graph GH with vertex set V (G) × V (H) in which two vertices (x, y) and (x′, y′) are adjacent if
x = x′ and yy′ ∈ E(H) or y = y′ and xx′ ∈ E(G).
Georges et al. [4] determinedL(2, 1)-labelling numbers of cartesian products of complete graphs. This result was then
extended by Georges et al. [3] who determined theL(j, k)-labelling numbers of cartesian products of complete graphs.
Georges and Mauro [2] also obtained other results on L(j, k)-labelling numbers of cartesian products of complete
graphs. The L(2, 1)-labelling of the cartesian product of n paths, especially of the cartesian product of n copies of P2
(the n-cube Qn), was investigated by Whittlesey et al. [11]. Jha et al. [9] studied the L(2, 1)-labelling of the cartesian
product of a cycle and a path. The L(2, 1)-labellings of strong products of cycles and cartesian products of cycles were
also investigated by Jha in [7,8].
This paper investigates the L(2, 1)-labelling numbers of direct products of graphs. We give some preliminaries in
Section 2. Section 3 determines the L(2, 1)-labelling number of direct product of two complete graphs. Section 4
determines the L(2, 1)-labelling number of direct product of a complete graph and a path. Section 5 deals with direct
product of a complete graph and a cycle.
2. Preliminaries
For nonnegative integers a and b with ab, throughout this paper we shall by [a, b] denote the integer set {a, a +
1, a + 2, . . . , b − 1, b}.
Theorem 2.1 (Griggs and Yeh [5]). Let Pn be a path of length n. Then (P1) = 2, (P2) = (P3) = 3, and (Pn) = 4
for n4.
Theorem 2.2 (Griggs and Yeh [5]). Let Cn be a cycle of length n. Then (Cn) = 4 for any n3.
Suppose L is an L(2, 1)-labelling of G. Let Li ={v ∈ V (G)|L(v)= i} and let li denote the cardinality of Li . We call
the integer h, 0<h< span(L), a hole of L if and only if lh = 0. We represent the vertices of Li by xij , 1j li , and if
li = 1, we represent xi1 by xi . Furthermore, if g is a hole of L such that lg−1 = lg+1 = 1 and if xg−1xg+1 ∈ E(G), we
call g a gap of L. We call the integer q a multiplicity of L if Lq2. Let H(L), G(L), and M(L) denote the collections
of holes, gaps, and multiplicities of L, respectively. The cardinalities ofH(L) andG(L) are denoted by h(L) and g(L),
respectively. We say that L is a minimum -labelling of G if L is a -labelling and L has the minimum number of holes
over all -labellings of G. The following two lemmas were proved in [4].
Lemma 2.3 (Georges et al. [4]). Let L be a minimum -labelling of G. If h is a hole of L, then lh−1 = lh+1 > 0.
Furthermore, if lh−1 = lh+1 = 1, then h is a gap.
Lemma 2.4 (Georges et al. [4]). If L is a minimum -labelling of G, then G(L) is empty or M(L) is empty.
Given a graph G, the path covering number, pv(G), is the smallest number of vertex-disjoint paths covering V (G).
By Gc we denote the complement graph of G. The following result was proved in [4].
Theorem 2.5. Given a graph G on n vertices, then
(i) (G)n − 1 if pv(Gc) = 1;
(ii) (G) = n + pv(Gc) − 2 if pv(Gc)2.
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Suppose G is a graph. A subset S of V (G) is called a 2-independent set if the distance between any two vertices
of S are greater than 2. And the 2-independence number of a graph G, denoted by 2(G), is the order of a maximal
2-independent set of G. In an L(2, 1)-labelling L of a graph G, it is evident that for each k ∈ [0, span(L)], Lk is a
2-independent set of G, and for each k ∈ [0, span(L)−1], Lk ∪Lk+1 is an independent set of G. The following lemma
can be seen easily.
Lemma 2.6. For any graph G, (G)|V (G)|/2(G) − 1.
Given two graphs G and H, for convenience, we shall always write the vertices of G as x1, x2, . . . , x|V (G)|, and the
vertices of H as y0, y1, . . . , y|V (H)|−1. For vertices xi ∈ V (G) and yj ∈ V (H), we write the vertex (xi, yj ) of G × H
as (i, j). For j ∈ [0, |V (H)| − 1], we denote by Vj the vertex set {(i, j) : i ∈ [1, |V (G)|]}. And for i ∈ [1, |V (G)|],
Ui denotes the vertex set {(i, j) : j ∈ [0, |V (H)| − 1]}.
Let Kn denote the complete graph of order n, Pn the path with n edges, and Cn the cycle of length n.
Suppose L is a labelling of a graph G and S is a subset of V (G), we denote by L(S) the set of labels assigned to
vertices of S.
3. (Km ×Kn)
Theorem 3.1. Suppose m, n (2) are two integers. If m or n equals 2, then (Km × Kn) = mn − 2; otherwise,
(Km × Kn) = mn − 1.
Proof. LetG=Km×Kn. Note thatGc is exactly the cartesian product ofKm andKn, clearly it has a Hamiltonian path.
It follows fromLemma 2.5 that (G)mn−1. On the other hand, it is straightforward to check that ifm and n are greater
than or equal to 3 then diam(G)=2. By the deﬁnition of the labelling number, we know that (G) |V (G)|−1=mn−1.
Thus if m and n are greater than or equal to 3, then (G) = mn − 1.
Now suppose m or n equals 2. Without loss of generality, assume n=2. We shall show that (G)=2m−2. Ifm=2,
then G is the disjoint union of two copies of K2 and it is clear that (G) = 2 = 2m − 2. So we assume m3. In this
case, we have, for i = 1, 2, . . . , m, (i, 0) and (i, 1) are at distance 3, and any other pair of vertices of G are at distance
less than or equal to 2. By assigning the label 2i − 2 to each vertex (i, j), (i = 1, 2, . . . , m, and j = 0, 1), we obtain
an L(2, 1)-labelling of G with span 2m − 2. Thus (G)2m − 2.
We now show that (G)2m − 2. Suppose to the contrary that (G)2m − 3. Let L be an L(2, 1)-labelling of G
with span 2m − 3. Since G is K2,m minus a perfect matching, no three vertices form a 2-independent set. Thus every
label in [0, 2m−3] is assigned to at most two vertices, implying that at least two labels in [0, 2m−3] each get mapped
to precisely two vertices. Moreover, let D denote the set of labels each of which is assigned to precisely two vertices. If
l is a label in D then no other vertices may receive a label within {l − 1, l, l + 1} ∩ [0, 2m− 3]. Moreover, it is easy to
see that if two labels l1 and l2 are in D, then |l1 − l2|2, implying |D|<m. Then the labels available for assignment to
remaining 2m− 2|D| vertices number at most (2m− 2)− 2|D|, a contraction. Hence (G)2m− 2 and the theorem
holds. 
4. (Km × Pn)
We now turn to the -number of Km × Pn. Since the graph Km × P1 is the same as Km × K2 and Theorem 3.1 has
dealt with this case, we only consider the case n2. If m= 2, then Km × Pn is the disjoint union of two copies of Pn,
the -number of which follows from Theorem 2.1. So we shall always assume that m3 and n2 in this section.
Theorem 4.1. Suppose m(3) is an integer. Then
(Km × P2) = (Km × P3) =
{
(5/2)m − 2 if m is even,
(5/2)(m − 1) + 1 if m is odd.
Proof. We ﬁrst deal with the graph Km ×P2. LetS= (2, 1, 1, 2, 0, 2, 1, 1, 2, 0, 2, 1, 1, 2, . . .) be a inﬁnite sequence.
And let (l0, l1, . . . , l) be the subsequence of S from the ﬁrst component to the ( + 1)th component. We assign l0
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zeros, l1 ones, l2 twos, and so on, to vertices of Km × P2 in the following order of vertices:
(1, 2), (1, 1), (1, 0), (2, 0), (2, 1), (2, 2), (3, 2), (3, 1), (3, 0), . . . , (2t, 0), (2t, 1), (2t, 2), . . . .
It is straightforward to check that this is an L(2, 1)-labelling of Km × P2 and the span of it is (5/2)m− 2 if m is even,
(5/2)(m − 1) + 1 if m is odd. Thus (Km × P2)(5/2)m − 2 if m is even, and (5/2)(m − 1) + 1 if m is odd. Next
we shall show the opposite inequality.
Let L be a minimum -labelling of Km × P2. And suppose the set of labels used by L is [0, ]. We ﬁrst prove the
following properties of the sequence (l0, l1, . . . , l).
(P1) l0, l = 0, and for any k ∈ [0, ], 0 lk2.
(P2) For k ∈ [1,  − 1], if lk = 0, then lk−1 = lk+1 = 2.
(P3) For k ∈ [1,  − 1], if lk = 2, then lk−1 + lk+11. And if l0 = 2 (l = 2), then l11 (l−11).
(P4) For k ∈ [1,  − 1], if lk = 1, then lk−1 + lk+13.
Clearly l0 and l are not equal to 0. It is easy to see that 2(Km × P2) = 2, and any maximum 2-independent set of
Km × P2 is of the form {(i, 1), (i, j)} with j ∈ {0, 2} and i ∈ [1,m]. (P1) holds.
Since |[0, ]|3m − 2, we have M(L) = ∅. By Lemma 2.4, G(L) = ∅. If k is a hole, then by Lemma 2.3,
lk−1 = lk+1 > 0. From (P1) and G(L) = ∅, we know that lk−1 = lk+1 = 2. Thus (P2) holds.
For k ∈ [0, ], if lk = 2, then, without loss of generality, we may assume Lk = {(i, 0), (i, 1)} for some i ∈ [1,m].
Since (i, 0) is adjacent to each vertex of V1\{(i, 1)} and (i, 1) is adjacent to each vertex of (V0 ∪ V2)\{(i, 0), (i, 2)},
(i, 2) is the only vertex that may receive the label k − 1 (if k = 0) or k + 1 (if k = ). It is clear that (P3)
holds.
For k ∈ [1, −1], suppose lk =1. If lk−1 =2 (or lk+1 =2), then it is easy to see thatLk−1 ∪Lk ={(i, 0), (i, 1), (i, 2)}
(or Lk+1 ∪ Lk = {(i, 0), (i, 1), (i, 2)}) for some i ∈ [1,m]. This implies that at least one of lk−1 and lk+1 is less than
2. It follows that lk−1 + lk+13. And (P4) holds.
Now from (P1) to (P4), we can verify that ∑k+3j=k lj 6 for 0k − 3 and ∑k+4j=k lj 7 for 0k − 4.
Furthermore, if
∑k+4
j=k lj = 7 thenlk = lk+4 = 2, lk+1 = lk+2 = lk+3 = 1; and if lk = 0 and
∑k+4
j=k lj = 6 then
lk+1 = lk+4 = 2, lk+2 = lk+3 = 1.
We ﬁrst assume that m is even. Then
∑
k=0 lk = 3m = 6 · (m/2). Let b = 
( − 4)/5. We divide the sequence
(l0, l1, . . . , l) into subsequences St = (l5t , l5t+1, . . . , l5t+4) with 0 tb and Sb+1 = (l5b+5, . . . , l) if  − 4 = 5b.
Clearly, if Sb+1 is nonempty then it has at most four components and so the sum of its components is less than or equal
to 6.
Let t denote the sum of all components of St (0 tb + 1). For 0 tb, deﬁne t to be (∑tk=0 k) − 6(t + 1).
If b0, then 6 · (m/2) =∑k=0 lk is less than or equal to 6(b + 1) + b+1 (or 6(b + 1) if  − 4 = 5b). It follows
that b + 1m/2 or b + 1 = m/2 − 1 and b+1 = 6 (or b + 1m/2 if  − 4 = 5b). Since  = 5(b + 1) + |Sb+1| − 1
(where |Sb+1| denotes the number of components of Sb+1), for the case when b + 1=m/2− 1 and b+1 = 6, we have
|Sb+1| = 4 and = 5 · (m/2 − 1)+ 4− 1= (5/2)m− 2. For other cases, it is clear that (5/2)m− 1>(5/2)m− 2.
So we now assume that b > 0. Let t0 be the smallest integer such that t0 = 1 and all t1 for t0 tb. Note that
t7 for all t ∈ [0, b], such t0 must exist. Then t0 = 7 and so St0 = (2, 1, 1, 1, 2). And (P3) implies that l5t0+5 = 0.
By the choice of t0, t0+16, and hence St0+1 = (0, 2, 1, 1, 2). Again by the choice of t0, this time, t0+26, and
hence St0+2 = (0, 2, 1, 1, 2). Continuing in this way, we conclude that St = (0, 2, 1, 1, 2) and t =1 for t0 tb. Since∑
k=0 lk is a multiple of 6, we have b+1 = 5. This implies that Sb+1 has at least four components (from (P1) to (P4), it
is easy to see that the sum of every three consecutive components is less than ﬁve). Therefore 5(b + 1) + 4 − 1
(5/2)m − 2.
When m is odd, then
∑
k=0 lk = 3m= 6(m− 1)/2+ 3. In a similar way as we do in the case m is even, we can show
that (5/2)(m − 1) + 1. The details are omitted here. This determines (Km × P2).
We now turn to (Km × P3). Since Km × P2 is a subgraph of Km × P3, we have (Km × P3)(Km × P2). To
complete the proof of the theorem, it is sufﬁcient to give an L(2, 1)-labelling of Km × P3 with span (Km × P2). We
extend the L(2, 1)-labelling of Km × P2 given at the beginning of the proof to a labelling of Km × P3 by labelling
the vertex (i, 3) with the same label assigned to (i, 0). Note that the distance between any vertex of V0 and any
vertex of V3 is 3, it is easy to check that the resulting labelling is an L(2, 1)-labelling of Km × P3. Please see the
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following table for illustration.

We need some notations in the proof of the next theorem. Suppose L is an labelling of Km × Pn. For j ∈ [0, n],
letL(Vj ) = (x1j , x2j , . . . , xmj ) be the sequence of labels assigned to vertices (1, j), (2, j), . . . , (m, j), that is xij is
the label assigned to the vertex (i, j), i ∈ [1,m]. Given a sequence y = (y1, y2, . . . , ym), by shifting each component
yi (i ∈ [2,m]) to the preceding position and the ﬁrst component y1 to the last position, we get another sequence
(y2, y3, . . . , ym, y1), denoted by y+.
Theorem 4.2. Suppose m(3) and n4 are two integers. Then
(Km × Pn) =
{
(5/2)m − 1 if m is even,
(5/2)(m − 1) + 2 if m is odd.
Proof. First we give an L(2, 1)-labelling of Km × P4 with span given in the theorem and then extend it to an L(2, 1)-
labelling of Km × Pn for n5 without introducing new labels. Deﬁne L to be the labelling of Km × P4 assigning the
labels in the order 0, 1, . . . ,  to the vertices in the following order:
(1, 0), (1, 1), (1, 2), (1, 3), (1, 4), (2, 0), (2, 1), (2, 2), (2, 3), (2, 4), . . . , (m, 0), (m, 1), (m, 2), (m, 3), (m, 4)
so that each label k is used exactly twice (k ∈ [0, ]) except the last label  being used once when m is odd. It is
straightforward to check that, for j = 0, 1, 2, L(Vj ) ∩ L(Vj+2) = ∅. And for j = 0, 1, 2, 3, i, i′ ∈ [1,m] (i = i′),
|L((i, j))−L((i′, j + 1))|2. Thus L is an L(2, 1)-labelling of Km ×P4 and the span of it is (5/2)m− 1 if m is even,
(5/2)(m − 1) + 2 if m is odd. Now deﬁne a labelling L′ of Km × Pn (n5) as
L′(Vj ) =L(Vj ) if j = 0, 1, 2, 3, 4,
L′(Vj ) = (L′(Vj−5))+ if j5.
Please see the following tables for illustrations.
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From the tables above, one can see thatL′ is anL(2, 1)-labelling ofKm ×Pn. This proves one direction of the theorem.
Since (Km × P4) is a subgraph of (Km × Pn) (n4), to prove the theorem, it sufﬁces to show that (Km × P4)
is greater than (5/2)m − 2 if m is even, and greater than (5/2)(m − 1) + 1 if m is odd.
Let L be a -labelling of Km × P4. Suppose the set of labels used by L is [0, ]. From the deﬁnition of L(2, 1)-
labelling, we know that
⋃
k=0 Lk = V (Km × P4) and
∑
k=0 lk = 5m. We ﬁrst prove the following properties of the
sequence (l0, l1, . . . , l).
(P1) l0, l = 0, and for any k ∈ [0, ], 0 lk3.
(P2) For k ∈ [0, ], if lk = 3, then Lk must be of the form {(i, 0), (i, 1), (i′, 4)} or {(i′, 0), (i, 3), (i, 4)} for some i and
i′ in [1,m] (i may identifywith i′).
(P3) For k ∈ [0,  − 1], lk + lk+15. Furthermore, if lk + lk+1 = 5, then there exists an integer i in [1,m] such that
Lk ∪ Lk+1 = Ui .
(P4) For k ∈ [1,  − 1], if lk = 3, then lk−1 + lk+13.
(P5) For k ∈ [0, − 2], if lk = 3, then either lk+11 or lk+1 = 2 and lk+21. Symmetrically, for k ∈ [2, ], if lk = 3,
then either lk−11 or lk−1 = 2 and lk−21.
(P6) In the sequence (l0, l1, . . . , l), if lk = lk′ = 3 and k < k′, then there exists some q between k and k′ such that
lq1.
Let S be a 2-independent set of Km × P4. Since any two vertices of Vj (j ∈ [0, 4]) are at distance two, we have
|S ∩ Vj |1 for each j ∈ [0, 4]. Since, for j ∈ [0, 2], the distance between each vertex of Vj and each vertex of
Vj+2 is two, we conclude that if |S ∩ V2| = 1 then |S|2, and if |S ∩ V2| = 0 then |S|3. Hence 2(Km × P4)3
and (P1) follows immediately. Furthermore, if |S| = 3, then S ⊆ V0 ∪ V1 ∪ V4 or S ⊆ V0 ∪ V3 ∪ V4. Note that,
for j ∈ [0, 3], the distance between the vertex (i, j) and (i′, j + 1) is 3 if i = i′, and is 1 if i = i′. It follows that
(P2) holds.
We now show (P3). For k ∈ [0, −1], if lk and lk+1 are 2, then clearly lk + lk+15. If lk or lk+1 equals 3, without
loss of generality, assume lk = 3, then, by (P2), Lk = {(i, 0), (i, 1), (i′, 4)} or Lk = {(i′, 0), (i, 3), (i, 4)} for some i
and i′ in [1,m]. Without loss of generality assume Lk = {(i, 0), (i, 1), (i′, 4)}. If i = i′, then Lk+1 ⊆ {(i, 2), (i, 3)} or
Lk+1 ⊆ V4\{(i, 4)}; and if i = i′, then Lk+1 ⊆ {(i, 2)}, or Lk+1 ⊆ {(i′, 3)}, or Lk+1 ⊆ V4\{(i′, 4)}. In both cases, we
have lk + lk+15. And lk+1 = 2 only if when i = i′ and Lk+1 = {(i, 2), (i, 3)}. Thus (P3) holds.
We now turn to (P4). For k ∈ [1, −1], suppose lk =3. If lk−1 and lk+1 are 1, then lk−1+ lk+12. So, without loss
of generality, we assume lk+1 = 2. By (P3), without loss of generality, we may assume that Lk = {(i, 0), (i, 1), (i, 4)}
and Lk+1 = {(i, 2), (i, 3)} for some i ∈ [1,m]. It is easy to see that lk−1 ⊆ V4\{(i, 4)}. And (P4) follows.
For k ∈ [0,  − 2], suppose lk = 3. If lk+1 = 2, then, by (P3), without loss of generality, we may assume that
Lk ={(i, 0), (i, 1), (i, 4)} and Lk+1 ={(i, 2), (i, 3)} for some i ∈ [1,m]. It is easy to see that Lk+2 ⊆ V0\{(i, 0)}. This
implies that lk+21. Thus (P5) holds.
(P6) follows from (P5).
Now, by (P6), we have 5m=∑k=0 lk2(+ 1)+ 1, implying (5/2)m− 3/2. If m is even then (5/2)m− 1
as  is an integer. From now on, we shall only consider the case m is odd.
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If there is no k ∈ [0, ] such that lk =3, then 5m=∑k=0 lk2(+1). This implies that (5/2)m−1. Asm is odd
and  is an integer, we have (5/2)(m − 1) + 2 and the theorem holds. Thus we assume that there exits k ∈ [0, ]
such that lk = 3. Let q be the largest integer in [0, ] such that lq = 3.
By (P6), we have∑q−1k=0 lk2q. If∑q−1k=0 lk2q − 1, then∑qk=0 lk2(q + 1). Since lk2 for k ∈ [q + 1, ], it
follows that
5m =
∑
k=0
lk =
q∑
k=0
lk +
∑
k=q+1
lk2q + 2 +
∑
k=q+1
lk
2q + 2 +
∑
k=q+1
2 = 2q + 2 + 2( − q) = 2 + 2.
Therefore (5/2)m − 1, from which the desired result follows as above. We thus suppose that∑q−1k=0 lk = 2q.
If q − 2 then
5m =
∑
k=0
lk =
q−1∑
k=0
lk +
∑
k=q
lk = 2q + 3 +
∑
k=q+1
lk .
But by (P5),∑k=q+1 lk2( − q − 1) + 1, implying that 5m2q + 3 + 2( − q − 1) + 1 = 2 + 2. The desired
result again follows as above. We thus assume that − 1q. Moreover, if q = − 1 and l = 1, it is easily shown
(as above) that (5/2)m − 1/2 = (5/2)(m − 1) + 2. Thus we assume that l = 2 when q =  − 1.
We now show that, for each t ∈ [0, ],
2(t + 1)
t∑
k=0
lk2(t + 1) + 1. (1)
By (P6), we observe that li+1 + li+2 + · · · + li+r2r + 1 if each of li+1 and li+r is 3, which implies that the upper
bound in (1) holds for all t ∈ [0, ]. Since∑q−1k=0 lk = 2q and lk2 for k ∈ [q, ], the lower bound in (1) holds for
tq−1. By (P6), we observe that li+1 + li+2 +· · ·+ li+r2r if li+r < 3 and li+r+1 =3. If there is some t ∈ [0, q−2]
such that
∑t
k=0 lk < 2(t + 1), then
q−1∑
k=0
lk =
t∑
k=0
lk +
q−1∑
k=t+1
lk < 2(t + 1) + 2(q − t − 1) = 2q.
This contradicts our previous assumption that
∑q−1
k=0 lk = 2q. Thus the lower bound in (1) also holds for t ∈ [0, q − 2].
Next we prove some claims.
Claim 1. lk = 0 for k ∈ [0, ].
Claim 2. In the sequence (l0, l1, . . . , l), if lk1 = lk2 = 3 (k1 <k2) and lk = 3 for all k with k1 <k<k2, then there is
exactly one integer k in [k1, k2] such that lk = 1.
Claim 3. For any k ∈ [0,  − 1], lk = lk+1.
Claim 4. The sequence (l0, l1, . . . , lq−1) can be divided into consecutive subsequences C1, C2, . . . , Ca with Ck ∈
{(2, 3, 1), (3, 2, 1), (3, 1)} for k ∈ [1, a]. That is,
(l0, l1, . . . , lq−1) = C1 ∪ C2 ∪ · · · ∪ Ca .
Claims 1 and 2 follow from (1) and (P6) immediately. We now prove Claim 3. For any k ∈ [0, − 1], if lk = 1, then
there exist k1 and k2, k1 <k<k2, such that lk1 = lk2 = 3 and lk′ = 3 for all k′ with k1 <k′ <k2. Since lq = 3, k2 exists.
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If k1 fails to exist, then
∑k
i=0 li < 2(k + 1), contradicting (1). Thus, by Claim 2, lk+1 = 1= lk . If lk = 3, then, by (P5),
lk+1 = 3 and Claim 3 holds. For the case lk = 2, suppose Claim 3 is false. Then lk = lk+1 = 2. Let (lr , lr+1, . . . , ls)
be the maximum consecutive subsequence of (l0, l1, . . . , lq−1) including (lk, lk+1) such that lr = · · · = ls = 2. Clearly
sq − 1, by (P5) and Claim 1, ls+1 = 1 and lr−1 = 1 if r1. It follows that∑s+1k=0 lk < 2(s + 2), which contradicts
(1). Thus Claim 3 also holds for lk = 2.
We now turn to Claim 4. By (1), l02. If l0 = 2, then, by Claim 3 and (1), we must have l1 = 3. It follows from (P4)
and Claim 1 that l2 = 1. Put C1 = (l0, l1, l2)= (2, 3, 1). Then, by (1), l3 = 2 or 3. If l3 = 2 then, by the same argument
as when l0 = 2, we can get C2 = (l3, l4, l5) = (2, 3, 1). If l3 = 3 then, by (P5) and Claim 1, l4 = 1 or 2 and l5 = 1. If
l4 = 1, then put C2 = (l3, l4) = (3, 1); otherwise put C2 = (l3, l4, l5) = (3, 2, 1). In the case C2 = (l3, l4) = (3, 1), by
Claims 1 and 2, we have l5 = 2 or 3. And in the case C2 = (l3, l4, l5) = (3, 2, 1), by Claims 1 and 2, we have l6 = 2 or
3. In both cases, we can obtain C3 in the same way as when we start from l0 to obtain C1. Continuing this process, one
can easily see that Claim 4 holds for l0 = 2. The case l0 = 3 can be dealt with similarly.
We are now ready to get contradictions. First assume  = q. Let C = {C1, C2, . . . , Ca}. Suppose Ct ∈ C. If
Ct = (lkt , lkt+1, lkt+2) is of the form (2, 3, 1) or (3, 2, 1), then, by (P3), there exists some i ∈ [1,m] such that
Lkt ∪ Lkt+1 = Ui . (2)
Denote by M1 the set of integers i ∈ [1,m] such that Ui = Lkt ∪ Lkt+1 for some Ct = (lkt , lkt+1, lkt+2) ∈ C of the
form (2, 3, 1) or (3, 2, 1). It is not difﬁcult to see that for such Ct (=(lkt , lkt+1, lkt+2)),
Lkt+2 ⊆ (V0 ∪ V4) ∩
⎛
⎝ ⋃
i∈[1,m]\M1
Ui
⎞
⎠
. (3)
Thus, for each vertex v with label kt + 2 for some Ct = (lkt , lkt+1, lkt+2), v is in either V0 ∩ Ui or V4 ∩ Ui for some
i /∈M1. If Ct = (lkt , lkt+1)= (3, 1), then, by (P2), Lkt = {(i, 0), (i, 1), (i′, 4)} or Lkt = {(i′, 0), (i, 3), (i, 4)} for some i
and i′ in [1,m]. It is clear that for such Ct(=(lkt , lkt+1)),
∣∣∣∣∣∣Lkt ∩ (V0 ∪ V4) ∩
⎛
⎝ ⋃
i∈[1,m]\M1
Ui
⎞
⎠
∣∣∣∣∣∣= 2. (4)
Thus for each label kt for some Ct = (lkt , lkt+1) = (3, 1), there is a vertex v1 with label kt in V0 ∩ Ui for some i /∈M1
and a vertex v2 with label kt in V4 ∩ Ui for some i /∈M1.
Now let M2 denote the set of integers i ∈ [1,m] such that |Ui ∩ Lkt |2 for some Ct = (lkt , lkt+1) = (3, 1) or
|Ui ∩ Lq |2. Let M3 = [1,m]\(M1 ∪ M2). If M1 = ∅ and M2 = ∅, then clearly M3 = ∅, since some vertex with
label kt + 2 exits in Ui for some i ∈ [1,m]\M1 = M3. If M1 = ∅ and M2 = ∅, we as well conclude that M3 = ∅.
Otherwise, every set V0 ∩ (⋃i∈M2 Ui) and V4 ∩ (⋃i∈M2Ui) contains only vertices with labels kt for some t with
Ct = (lkt , lkt+1)= (3, 1), violating (3). Hence, ifM1 = ∅ thenM3 = ∅. But if v is any vertex with label x ∈ {kt , kt +1}
for Ct = (lkt , lkt+1) = (3, 1) or label x ∈ {kt , kt + 1, kt + 2} for Ct = (lkt , lkt+1, lkt+2) = (2, 3, 1) or (3, 2, 1), then
by inspection, for each i ∈ M3, v cannot be in V2 ∩ Ui . Hence M3 must be empty, implying that M1 is empty. Thus
Ct = (3, 1) for each t ∈ [1, a]. Therefore 5m =∑k=0 lk = 4(a + 1), a contradiction of the assumption that m is odd.
The case q =  − 1 can be proved similarly. 
5. (Km × Cn)
For a given labelling L of (Km × Cn), L(Vj ) andL(Vj ) are deﬁned as in the previous section.
Theorem 5.1. Suppose m(3) and n are two integers. If n = 5rm for some integer r1, then
(Km × Cn) =
{
(5/2)m − 1 if m is even,
(5/2)(m − 1) + 2 if m is odd.
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Proof. Since n5, Km ×P4 is a subgraph of Km ×Cn. By Theorem 4.2, (Km ×Cn)(5/2)m− 1 if m is even, and
(5/2)(m− 1)+ 2 if m is odd. To prove the other direction of the theorem, we only need to give an L(2, 1)-labelling
of Km × Cn with certain span.
Let L be the labelling ofKm ×Cn which is the same as L′ ofKm ×Pn−1 deﬁned in the proof of Theorem 4.2. Please
see the following tables for illustrations.
From the above tables, we can see that L is an L(2, 1)-labelling of Km × Cn with n = 5rm. And the theorem
follows. 
Theorem 5.2. Suppose m(3) and n(4) are two integers. Then
(Km × Cn)
{3m − 2 if n = 4q,
3m − 1 if n = 4q + 1, 4q + 2 or 4q + 3.
Proof. We only need to give L(2, 1)-labellings of Km × Cn with certain spans. If n = 4q, for i ∈ [1,m], let
Si,1 = {(i, j)|j = 4s, 4s + 1, s = 0, 1, . . . , q − 1},
Si,2 = {(i, j)|j = 4s + 2, 4s + 3, s = 0, 1, . . . , q − 1}.
It is straightforward to check that all these sets of vertices are 2-independent sets of Km × Cn. Now by assigning the
label 3(i − 1)+ j − 1 to all vertices of Si,j , (i ∈ [1,m] and j = 1, 2), we obtain an L(2, 1)-labelling of Km ×Cn with
span 3m − 2.
For the case n = 4q + 1, let
S1,1 = {(1, 0)},
S1,2 = {(1, j)|j = 4s + 1, 4s + 2, s = 0, 1, . . . , q − 1},
S1,3 = {(1, j)|j = 4s + 3, 4s + 4, s = 0, 1, . . . , q − 1}.
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And for i ∈ [2,m], j = 1, 2, 3, let Si,j = (Si−1,j )+, where S+ = {(i + 1, j + 1)|(i, j) ∈ S} (additions in the second
coordinate are taken modulo n). It is easy to see that each Si,j (i ∈ [1,m] and j = 1, 2, 3) is a 2-independent set of
Km × Cn. By assigning the label 3(i − 1) + j − 1 to all vertices of Si,j , (i ∈ [1,m] and j = 1, 2, 3), we obtain an
L(2, 1)-labelling of Km × Cn with span 3m − 1.
For the case n = 4q + 2, let
S1,1 = {(1, 0), (1, 1)},
S1,2 = {(1, j)|j = 4s + 2, 4s + 3, s = 0, 1, . . . , q − 1},
S1,3 = {(1, j)|j = 4s + 4, 4s + 5, s = 0, 1, . . . , q − 1}.
And for i ∈ [2,m], j = 1, 2, 3, let Si,j = (Si−1,j )+, where S+ = {(i + 1, j + 1)|(i, j) ∈ S}. By assigning the label
3(i − 1) + j − 1 to all vertices of Si,j , (i ∈ [1,m] and j = 1, 2, 3), we obtain an L(2, 1)-labelling of Km × Cn with
span 3m − 1.
For the case n = 4q + 3, let
Si,1 = {(i, 0), (i, 1)},
Si,2 = {(i, j)|j = 4s + 2, 4s + 3, s = 0, 1, . . . , q},
S1,3 = {(i, j)|j = 4s + 4, 4s + 5, s = 0, 1, . . . , q − 1}.
By assigning the label 3(i−1)+ j −1 to all vertices of Si,j , (i ∈ [1,m] and j =1, 2, 3), we obtain anL(2, 1)-labelling
of Km × Cn with span 3m − 1. The theorem follows. 
Lemma 5.3. For m3 and n4,
2(Km × Cn) =
{2q if n = 4q, 4q + 1, or 4q + 2,
2q + 1 if n = 4q + 3.
Proof. Suppose S is a 2-independent set of Km × Cn. Let (i, j) and (i′, j ′) be two vertices in S. Then it is easy to see
that either 3 |j − j ′|n − 3, or |j − j ′| = 1 and i = i′. Note that |S ∩ Vj |1. A simple calculation will prove the
lemma. 
Theorem 5.4. Suppose m(3) is an integer. Then{
(Km × C4) = 3m − 2,
(Km × Cn) = 3m − 1 if n = 3, 5, 6.
Proof. Consider the graph Km × C4. Let L be a -labelling of Km × C4. By Lemma 5.3, 2(Km × C4) = 2. Thus,
0 lk2 for each k ∈ [0, ]. Furthermore, any 2-independent set ofKm×C4 must be of the form {(i, j), (i, j +1)} for
some i ∈ [1,m] and some j ∈ [0, 3], where the addition in the second coordinate is taken modulo 4. Now observe that,
for k ∈ [1, − 1], if lk = 2 then Lk−1 ∪Lk ∪Lk+1 ⊆ Ui for some i ∈ [1,m], and if l0 = 2 (l = 2) then L0 ∪L1 ⊆ Ui
(L−1 ∪L ⊆ Ui) for some i ∈ [1,m]. If lk+1 = 2 then, from the observation, we have lk + lk+1 + lk+2 |Ui | = 4 for
each k ∈ [0,  − 2]. And if lk+1 = 1, lk = lk+2 = 2, then Lk ∪ Lk+1 ∪ Lk+2 must be contained in some Ui . This is a
contradiction since |Ui | = 4< 5.Hence, if lk+11, we also have lk + lk+1 + lk+24 for each k ∈ [0, − 2]. It follows
that 3m − 2. By Theorem 5.2, we have (Km × C4) = 3m − 2.
Since Km × C3 is the same graph as Km × K3. By Theorem 3.1, we know that (Km × C3) = 3m − 1.
Next we prove that (Km×C5)=3m−1. Let L be a -labelling ofKm×C5. By Lemma 5.3, 2(Km×C5)=2. So, for
k ∈ [0, ], 0 lk2. Furthermore, any 2-independent set of Km ×C5 must be of the form {(i, j), (i, j + 1)} for some
i ∈ [1,m] and some j ∈ [0, 4], where the addition in the second coordinate is taken modulo 5. For k ∈ [0,  − 1], if
lk=lk+1=2, then there exits some i in [1,m] such thatLk∪Lk+1 ⊆ Ui . Since |Ui |=5, it follows that lk+lk+1+lk+25
for k ∈ [0,  − 2]. This implies 3m − 1. By Theorem 5.2, (Km × C5) = 3m − 1.
By Lemma 5.3, 2(Km × C6) = 2. According to Lemma 2.6, (Km × C6)6m/2 − 1 = 3m − 1. By Theorem
5.2, (Km × C6) = 3m − 1. 
It seems difﬁcult to determine (Km × Cn) for m3 and n7.
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