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บทคัดย่อ
	 ความเช่ือม่ันระหว่างผู้ประเมิน	 (Inter-Rater	 Reliability:	 IRR)	 เป็นการวัดความเช่ือม่ันแบบความสอดคล้องภายใน 
ของเคร่ืองมือวิจัยประเภทหน่ึง	การวัดความเช่ือม่ันด้วย	IRR	เป็นการพิจารณาของผู้ประเมินต้ังแต่	2	คนข้ึนไป	โดยท่ีผู้ประเมิน 
แต่ละคนมีความเป็นอิสระต่อกัน	 และค่าความเช่ือม่ันจึงข้ึนกับความคงเส้นคงวาของผลการพิจารณาจากผู้ประเมิน	 และข้ึนอยู่
กับสถิติท่ีใช้คำานวณความสอดคล้อง	สำาหรับการวิเคราะห์	IRR	มีสถิติในการคำานวณแบ่งตามระดับของข้อมูล	บทความน้ี	ผู้เขียน
เน้นสถิติของ	IRR	ในการวิเคราะห์ข้อมูลเชิงกลุ่ม	มีวัตถุประสงค์เพ่ือนำาเสนอสถิติแคปปาและสถิติฟลีสแคปปาสำาหรับข้อมูลระดับ 
นามบัญญัติ	นอกจากน้ี	ยังได้นำาเสนอสถิติแคปปาถ่วงน้ำาหนักสำาหรับข้อมูลระดับอันดับ	การวิเคราะห์	IRR	มีประโยชน์ต่อผู้วิจัย 
เพราะเป็นอีกทางเลือกในการประเมินความเช่ือม่ันของเคร่ืองมือวิจัยให้มีความเหมาะสมกับบริบทการวิจัย	โดยเป็นการวัดความ 
เท่ียงตรงท่ีต้องอาศัยผู้ประเมินในการพิจารณาความสอดคล้องในระหว่างวัตถุประสงค์ของการประเมินเคร่ืองมือวิจัย	และเพ่ือให้
สะดวกต่อการนำาไปใช้ในบทความได้ให้แนวทางและตัวอย่างการคำานวณด้วยโปรแกรมสำาเร็จรูป	และโปรแกรม	Excel	
คำาสำาคัญ : ความเช่ือม่ันระหว่างผู้ประเมิน	สถิติแคปปา	
Abstract
	 Inter-Rater	Reliability	(IRR)	is	internal	consistency	reliability	measurement	of	research	tool.	Using	IRR	
requires	2	or	more	raters.	Each	rater	is	independent	so	that	the	reliability	relies	on	consistency	of	evaluation	
results	from	raters	and	also	on	statistics	used	to	calculate	consistency.	As	the	IRR	analysis,	there	are	statistics	
for	calculation	divided	by	scale	of	data.	In	this	article,	the	writer	focused	on	IRR	statistics	to	analyze	categorical	
data.	Its	objective	was	to	propose	Kappa	statistics	and	Fleiss’s	Kappa	Statistics	for	nominal	scale,	and	also	
Weighted	Kappa	for	ordinal	scale.	IRR	analysis	gives	an	advantage	to	researchers	as	an	alternative	to	evaluate	
reliability	of	research	tool	so	that	it	fits	into	research	context.	This	measurement	requires	raters	to	consider	
a	consistency	during	evaluating	research	tool.	For	the	convenience	of	its	use,	the	article	included	guidelines 
and	examples	of	calculation	with	statistical	program	and	Excel	programs.
Keywords : Inter-Rater	Reliability,	Kappa	Statistics	
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1. บทนำา
	 การวิจัย	 เป็นวิธีการทางวิทยาศาสตร์ในการแสวงหา
ความรู้และความจริงท่ีมีความน่าเช่ือถือและเป็นท่ียอมรับ
ในปัจจุบัน	 ผลการวิจัยท่ีมีความถูกต้องและน่าเช่ือถือมีส่วน
ประกอบจากหลายส่วน	เช่น	การตีความปัญหาการวิจัย	การ
ออกแบบการวิจัย	 ข้อมูลในการวิจัย	 การวิเคราะห์ข้อมูล	
เป็นต้น	นอกจากน้ี	องค์ประกอบประการหน่ึงท่ีมีส่วนสำาคัญ 
ต่อการวิจัย	 คือ	 เคร่ืองมือการวิจัย	 ซ่ึงเป็นอุปกรณ์หรือส่ิงท่ี 
ผู้วิจัยใช้เป็นส่ือในการเก็บรวบรวมข้อมูลท้ังข้อมูลเชิงปริมาณ
หรือเชิงคุณภาพ	
	 ในกรณีท่ีการวิจัยเป็นการวิจัยทางวิทยาศาสตร์	เคร่ือง
มือท่ีใช้ในการวิจัยอาจจะเป็นอุปกรณ์ท่ีใช้ในการช่ัง	ตวง	หรือ
วัดเพ่ือวิเคราะห์ทางการแพทย์	 การเกษตร	 คอมพิวเตอร์	
เคมี	ภูมิศาสตร์	ฯลฯ	การวิจัยลักษณะน้ีมักเป็นการวิจัยและ
พัฒนาหรือการวิจัยเชิงทดลองด้วยวัสดุ	อุปกรณ์	หรือส่ิงของ
ต่างๆ	 ในแบบแผนการทดลองทางวิทยาศาสตร์	 ต่างจาก
การวิจัยทางพฤติกรรมศาสตร์และสังคมศาสตร์	 โดยเฉพาะ 
การวิจัยท่ีใช้ระเบียบวิธีวิจัยเชิงปริมาณ	 (Quantitative	
Research	Methodology)	น้ัน	ต้องอาศัยการวัดค่าตัวแปร
เพ่ือนำาไปวิเคราะห์ข้อมูลในทางพฤติกรรม	 การวัดดังกล่าว
เป็นการวัดทางอ้อม	เป็นการวัดท่ีไม่สมบูรณ์และไม่มีเคร่ืองมือ
วัดมาตรฐาน	ดังน้ัน	การวัดในการวิจัยทางพฤติกรรมศาสตร์
และสังคมศาสตร์	 จึงเป็นการวัดท่ีไม่มีกฎเกณฑ์ตายตัวและ
หน่วยการวัดมีความไม่เท่ากัน	(เช่น	ความสุข	ความพึงพอใจ	
ความเครียด	เป็นต้น)	(พิษณุ	ฟองศรี,	2552)	การวิเคราะห์
ผลจากการวัดจึงนิยมใช้การเปรียบเทียบข้อมูลท้ังภายในกลุ่ม 
หรือต่างกลุ่ม	 เคร่ืองมือวิจัยจำาเป็นจึงต้องมีคุณสมบัติความ 
เท่ียงตรง	(Validity)	และความเช่ือม่ัน	(Reliability)	(Drost,	
2011)	 เคร่ืองมือวิจัยลักษณะน้ี	 ได้แก่	 แบบสอบถาม	 แบบ
ทดสอบ	แบบสัมภาษณ์	แบบประเมินพฤติกรรม	แบบประเมิน
ผลงาน	เป็นต้น	
	 โดยท่ัวไป	 ข้ันตอนการวิจัยเชิงปริมาณเร่ิมต้นจาก
ปัญหาการวิจัยจนกระท่ังการเขียนรายงานผลการวิจัย	แสดง 
ดังภาพท่ี	 1	 ดังน้ัน	 ผลการวิจัยจะขาดความน่าเช่ือถือหาก
เคร่ืองมือการวิจัยไม่มีความเท่ียงตรงและความเช่ือม่ัน	
กล่าวได้ว่าความเช่ือม่ันเป็นสาเหตุสำาคัญประการหน่ึงท่ี
ส่งผลต่อคุณภาพของเคร่ืองมือการวิจัย	 เพราะความเช่ือ
ม่ันของเคร่ืองมือการวิจัยจะช่วยให้ผู้วิจัยสามารถช่ัง	 ตวง	
และวัด	 ได้ตรงตามวัตถุประสงค์ของการวิจัยเช่นเดียวกับ
การวิจัยทางวิทยาศาสตร์	 ดังน้ัน	 หากเคร่ืองมือการวิจัย
ไม่มีความเช่ือม่ัน	 จะทำาให้การแปลผลและรายงานผลการ
วิจัยมีความคลาดเคล่ือนไปจากท่ีควรจะเป็นการวัดความ
เช่ือม่ันของเคร่ืองมือวิจัยน้ัน	 แบ่งออกเป็น	 3	 ประเภท	 คือ	
ความเช่ือม่ันแบบคงท่ี	 (Stability	 Reliability)	 ความเช่ือ
ม่ันแบบสมมูล	 (Equivalent	 Reliability)	 และความเช่ือ
ม่ันแบบความสอดคล้องภายใน	 (Internal	 Consistency	
Reliability)	 โดยท่ีการวัดความเช่ือม่ันแบบคงท่ีและแบบ 
สมมูลน้ัน	 จะใช้วิธีการทดสอบซ้ำา	 (Test-retest	Method)	
ด้วยเคร่ืองมือเดิม	 และวิธีการทดสอบโดยใช้เคร่ืองมือวัดคู่
ขนาน	(Parallel	Method)	ตามลำาดับ	ส่วนวิธีการท่ีนิยมใช้
ในการวัดความเช่ือม่ันแบบความสอดคล้องภายในท่ีพบมาก
ในการวิจัย	คือ	วิธีการครอนบาค	(Cronbach	Method)	ซ่ึง
เป็นการพิจารณาในรูปค่าสัมประสิทธ์ิท่ีมีค่าระหว่าง	 0	 –	 1	
อย่างไรก็ตาม	 ความเช่ือม่ันแบบความสอดคล้องภายในน้ัน
มีหลายวิธีการ	 ผู้วิจัยสามารถเลือกใช้ให้เหมาะสมกับบริบท
ของการวิจัยได้
การวิเคราะห์ข้อมูล
การแปลผลและ
การรายงานผลการวิจัย
การเก็บรวบรวมข้อมูล
ประชากรและการสุ่มตัวอย่าง
สถิติเชิงพรรณา
การสร้างเคร่ืองมือวิจัย
สถิติเชิงอนุมาน
วัตถุประสงค์การวิจัย
ปัญหาการวิจัย
การออกแบบการวิจัย
ภาพที่ 1	ขั้นตอนการวิจัย
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	 แนวทางหน่ึงของวิธีการวัดความเช่ือม่ันแบบ 
ความสอดคล้องภายใน	 คือ	 ความเช่ือม่ันระหว่างผู้ประเมิน	
(Inter-Rater	 Reliability:	 IRR)	 ซ่ึงเป็นการวัดความเช่ือม่ัน 
ของเคร่ืองมือวิจัยท่ีต้องอาศัยผู้ประเมิน	 ผู้เช่ียวชาญ	 หรือ 
ผู้ทรงคุณวุฒิให้คะแนน	ค่าความเช่ือม่ันในลักษณะน้ี	จึงข้ึนกับ 
ความคงเส้นคงวาของผลการพิจารณาของผู้ประเมิน 
(Rosenthal	 and	 Rosnow,	 1991)	 เช่น	 ให้แพทย์	 2	 คน 
ประเมินอาการผู้ป่วยโรคหัวใจ	1	ราย	โดยประเมินพร้อมกัน 
ด้วยแบบประเมินเดียวกัน	 สามารถคำานวณความเช่ือม่ัน 
จากการสังเกตระหว่างผู้ประเมินได้จาก	 (1)	 ถ้าค่าท่ีได้ 
มีค่าระหว่าง	 0.8	 ถึง	 1	 แสดงว่ามีความเช่ือม่ันระหว่าง 
ผู้ประเมินสูง	 การประเมินด้วย	 (1)	 ถือเป็น	 IRR	 ประเภท
หน่ึง	 (Gisev	 Bell	 and	 Chen,	 2013)	 นอกจากน้ี	 IRR 
ยังมีช่ือเรียกอีกอย่างหน่ึงว่า	ความเช่ือม่ันระหว่างการสังเกต	
(Inter-Observer	Reliability)	 น่ันคือ	ความเช่ือม่ันระหว่าง 
ผู้ประเมินและความเช่ือม่ันจากการสังเกต	 เป็นการประเมิน 
ในลักษณะแบบเดียวกัน
	 การประเมินความเช่ือม่ันด้วย	 IRR	 ยังไม่เป็นท่ี 
แพร่หลายในการวิจัยทางพฤติกรรมศาสตร์และสังคมศาสตร์
มากนัก	 เห็นได้จากบทความวิจัย	 รายงานการวิจัย	 หรือ
วิทยานิพนธ์ในทางพฤติกรรมศาสตร์และสังคมศาสตร์ใน
ประเทศไทย	 แทบไม่มีการประเมินความเช่ือม่ันด้วย	 IRR	
ท้ังน้ี	อาจเป็นเพราะความไม่คุ้นเคย	IRR	เน่ืองจากในหนังสือ	
ตำารา	 หรืองานวิจัยในอดีตก็นิยมวัดความเช่ือม่ันด้วยวิธีการ 
ครอนบาค	 โดยไม่ได้มีเน้ือหาของ	 IRR	นำาเสนอไว้หรือมีราย
ละเอียดของ	IRR	ค่อนข้างน้อย	นอกจากน้ี	อาจมีสาเหตุการ
การขาดความเข้าใจในการเลือกใช้สถิติสำาหรับวิเคราะห์	IRR
	 ส่วนใหญ่	IRR	พบในการวิจัยท่ีเป็นการประยุกต์รวม
กันระหว่างการวิจัยด้านสังคมศาสตร์และด้านการแพทย์	
สาธารณสุข	 และการพยาบาล	 เพ่ือใช้ในการประเมินความ
เช่ือม่ันท่ีมีความไว	 (Sensitivity)	 และให้ความสำาคัญต่อผล
การประเมินโดยอาศัยผู้ประเมิน	 บทความน้ี	 มีวัตถุประสงค์
ในการนำาเสนอวิธีการวัดความเช่ือม่ันระหว่างผู้ประเมิน	(IRR) 
เพ่ือเป็นทางเลือกหน่ึงสำาหรับผู้วิจัยในการเลือกใช้วิธีการ
ประเมินความเช่ือม่ันของเคร่ืองมือการวิจัย
	 สถิติแคปปา	 (Kappa	 Statistics)	 เป็นสถิติท่ีนิยม 
ใช้ในการประเมิน	 IRR	 สำาหรับข้อมูลระดับนามบัญญัติ	
(Nominal	Scale)	และข้อมูลระดับอันดับ	(Ordinal	Scale)	ใน
บางกรณี	สำาหรับการนำาเสนอเน้ือหาในบทความน้ี	เร่ิมต้นจาก
การทำาความเข้าใจแนวคิดของความเช่ือม่ันท่ีมีความสัมพันธ์
กับความเท่ียงตรง	จากน้ัน	แสดงความเช่ือมโยงของ	IRR	และ
การประเมินความเช่ือม่ันแบบความสอดคล้องภายใน	ก่อนท่ี
จะเป็นการทำาความเข้าใจการประเมิน	IRR	ด้วยสถิติแคปปา
กรณีมี	2	ผู้ประเมินและประเมิน	2	ประเภท	พร้อมเกณฑ์ใน
การพิจารณาระดับความสอดคล้อง	สถิติแคปปาสำาหรับกรณีมี 
2	ผู้ประเมินและประเมินต้ังแต่	3	ประเภทพร้อมแสดงตัวอย่าง 
การคำานวณด้วยโปรแกรมสำาเร็จรูป	 รวมไปถึงการคำานวณ 
ความคลาดเคล่ือนมาตรฐาน	(Standard	Error)	 ถัดจากน้ัน 
ผู้เขียนได้นำาเสนอสถิติแคปปาในกรณีท่ีมีค่าสูญหาย 
(Missing	 Data)	 สถิติแคปปาถ่วงน้ำาหนัก	 (Weighted 
Kappa)	และสถิติฟลีสแคปปา	(Fleiss’s	Kappa	Statistic)	
พร้อมตัวอย่างการคำานวณด้วยโปรแกรม	 Excel	 และตอน
สุดท้ายของบทความเป็นข้อเสนอแนะในการใช้	IRR
	 บทความน้ี	 มุ่งประเด็น	 (Focus)	 ท่ีสถิติแคปปาใน 
การวัดความสอดคล้องหรือประเมินความเช่ือม่ันโดยใช้ 
ผู้ประเมินต้ังแต่	 2	 คนข้ึนไป	 อย่างไรก็ตาม	 สำาหรับข้อมูล
ระดับอันตรภาค	 (Interval	 Scale)	 และอัตราส่วน	 (Ratio	
Scale)	 สามารถวิเคราะห์	 IRR	 ด้วยสถิติสัมประสิทธ์ิสห
สัมพันธ์ภายในช้ัน	 (Intra-Class	 Correlation:	 ICC)	 หรือ
สัมประสิทธ์ิสหสัมพันธ์ความสอดคล้อง	 (Concordance	
Correlation	Coefficient:	CCC)	ซ่ึงจะได้นำาเสนอในโอกาส
ถัดไป	 เน่ืองจากมีรายละเอียดในการทำาความเข้าใจค่อนข้าง
มากและมีความซับซ้อน
2. แนวคิดของความเท่ียงตรงและความเช่ือม่ัน
	 ผู้เขียนใช้เกมปาเป้าลูกดอกในภาพท่ี	 2	 เพ่ืออธิบาย
แนวคิดของความเท่ียงตรงและความเช่ือม่ันของเคร่ืองมือ 
การวิจัย	 หากลูกดอกเข้าตรงกลางเป้าแสดงว่าวัดส่ิงท่ี
ต้องการวัดได้ถูกต้องจริง	 แต่หากพลาดเป้าแสดงว่าวัดส่ิง
ท่ีต้องการวัดได้ไม่ตรงหรือไม่ถูกต้อง	 รูปย่อย	 A	 จะเห็น
ว่าการวัดไม่มีความเท่ียงตรงและไม่มีความเช่ือม่ัน	 เพราะ
ไม่มีลูกดอกใดท่ีเข้าบริเวณตรงกลาง	 และการเข้าเป้า
กระจัดกระจาย	 ในขณะท่ีรูปย่อย	 B	 มีบางลูกดอกเข้าใกล้
บริเวณตรงกลาง	 แต่ลักษณะการเข้าเป้ากระจัดกระจาย 
ความเช่ือม่ันจากการสังเกต	=
	 จำานวนท่ีประเมินเหมือนกัน 
--------(1)
	 (จำานวนท่ีประเมินเหมือนกัน+จำานวนท่ีประเมินต่างกัน) 
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น่ันคือ	 มีความเท่ียงตรงอยู่บ้างแต่ไม่มีความเช่ือม่ัน	 ส่วน
รูปย่อย	 C	 การเข้าเป้ามีลักษณะเกาะกลุ่ม	 แต่ไม่ใช่ตรง
กลาง	 ลักษณะเช่นน้ี	 คือ	 เคร่ืองมือวิจัยสามารถใช้วัดค่า 
ในทิศทางเดียวกัน	แต่ไม่ตรงกับส่ิงท่ีต้องการวัด	(หรือไม่ตรง
กับวัตถุประสงค์ของการวิจัย)	 น่ันคือ	 มีความเช่ือม่ันแต่ไม่มี
ความเท่ียงตรง	 และรูปย่อย	D	 เป็นการวัดท่ีมีท้ังความเท่ียง
ตรงและความเช่ือม่ัน
	 ทฤษฎีการทดสอบแบบด้ังเดิม	 (Classical	 Test	
Theory)	 อธิบายความสัมพันธ์ระหว่างคะแนนท่ีได้จากการ 
วัดและความคลาดเคล่ือนในการวัด	 โดยมีข้อตกลงเบ้ืองต้น	
คือ	 คะแนนสังเกต	 (X)	 =	 คะแนนจริง	 (T)	 +	 ความคลาด
เคล่ือนจากการวัด	(E)	(หรือ	Observed	Score	(X)	=	True	
Score	(T)	+	Measurement	Error	(E))	แทนในรูปสัญลักษณ์
ดัง	(2)	(Hallgren,	2012)	โดยทฤษฎีการทดสอบแบบด้ังเดิม 
ให้ความสำาคัญต่อความเท่ียงตรงและความเช่ือม่ัน	 ถ้าข้อมูล
ในการวัดสอดคล้องกับข้อตกลงเบ้ืองต้น	 การสรุปผลการวัด
จะมีความสมเหตุสมผล	
ท่ีมา :	ปรับปรุงจาก	Crutzen	(2014)
ภาพท่ี 2	แนวคิดของความเท่ียงตรงและความเช่ือม่ัน
X	=	T	+		E	--------(2)
	 เหตุท่ีต้องกล่าวถึงทฤษฎีการทดสอบแบบด้ังเดิม 
น้ัน	 เพราะในการพัฒนาสูตรการประเมินความเช่ือม่ัน
แบบความสอดคล้องภายในมีพ้ืนฐานมาจากความสัมพันธ์ 
ของ	 (2)	 โดยท่ี	 E(X)	 =	 T	 และ	ρ
T,E	
=	 0	 เม่ือ	 E(X)	 คือ 
ค่าคาดหวัง	 (Expectation)	 ของ	 X	 และ	 ρ
T,E
	 คือ 
ค่าสัมประสิทธ์ิสหสัมพันธ์ของ	T	และ	E
3. ความเช่ือม่ันระหว่างผู้ประเมิน
	 การประเมินความเช่ือม่ันแบบความสอดคล้อง
ภายใน	โดยมากล้วนมีรากฐานจาก	(2)	อาทิ	 วิธีการคูเดอร์- 
ริชาร์ดสัน	 (Kuder-Richardson	 Method)	 ท้ังวิธีการ 
KR20	และ	KR21	วิธีการครอนบาค	(Cronbach	Method) 
วิธีการกัตแมน	 (Guttman	 Method)	 วิธีการลิวิงสตัน	
(Livingston	Method)	 เป็นต้น	 วิธีการ	 IRR	 ก็เช่นเดียวกัน	
โดยการพิจาณา	 (2)	 ในรูปของความแปรปรวน	 (Variance)	
แสดงดัง	(3)	
Var(X)	=	Var(T)	+	Var(E)	--------(3)
	 เม่ือกำาหนดความแปรปรวนของคะแนนจริง	(Var(T))	
ต่อความแปรปรวนของคะแนนสังเกต	 (Var(X))	 เม่ือกำาจัด
ความคลาดเคล่ือนจากการวัดจากผู้ประเมิน	(Novick,	1966)	
จะได้ค่าความเช่ือม่ันแสดงความสัมพันธ์ดัง	(4)
ความเช่ือม่ัน		=
		Var(T)		
=
		Var(X)	-	Var(E)		
=
								Var(T)							
--------(4)
	 Var(X)	 Var(X)	 Var(T)+Var(E)	
ไม่มีความเช่ือม่ัน
และไม่มีความเท่ียงตรง
A
ไม่มีความเช่ือม่ัน
แต่มีความเท่ียงตรง
B
มีความเช่ือม่ัน
และไม่มีความเท่ียงตรง
C
มีท้ังความเช่ือม่ัน
และความเท่ียงตรง
D
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	 เน่ืองจาก	 T	 และ	 E	 ไม่สามารถวัดค่าได้โดยตรง 
จึงไม่สามารถคำานวณความเช่ือม่ันโดยตรง	ดังน้ัน	การคำานวณ	
IRR	จึงไม่มีเคร่ืองมือท่ีใช้ในการวัดโดยสมบูรณ์	แนวทางการ
ประมาณค่าคะแนนจริงโดยคำานวณความแปรปรวนร่วม	
(Covariance)	ระหว่างคะแนนสังเกต	(X)	ท่ีได้จากผู้ประเมิน
ตามวัตถุประสงค์การวิจัย	 (Hallgren,	 2012)	 ซ่ึงสอดคล้อง
กับ	 (1)	 อย่างไรก็ตาม	 IRR	 น้ัน	 แตกต่างจากการวัดความ 
เท่ียงตรงโดยผู้ทรงคุณวุฒิ	 โดเฉพาะค่าดัชนีความสอดคล้อง 
ของข้อคำาถามแต่ละข้อกับวัตถุประสงค์	 (Index	 of	 Item	
–	Objective	 Congruence:	 IOC)	 ซ่ึงนิยมในการวัดความ 
เท่ียงตรงของแบบสอบถาม	 เพราะการวัดความเท่ียงตรง
เป็นการวัดความถูกต้องและเหมาะสมของข้อคำาถาม	จึงต้อง
ใช้ผู้ท่ีมีความเช่ียวชาญในเร่ืองน้ันๆ	 เป็นผู้ประเมินคำาถาม 
รายข้อ	 แล้วคำานวณค่าเฉล่ียจากผลการประเมินว่าคำาถาม
เหมาะสม	(+1)	คำาถามไม่เหมาะสม	(-1)	และไม่แน่ใจ	(0)	โดย
ท่ัวไป	ถ้าค่าเฉล่ียมีค่ามากกว่าหรือเท่ากับ	0.5	แสดงว่ามีความ
เท่ียงตรง	ในขณะท่ี	IRR	เป็นการพิจารณาความสอดคล้องกัน
ระหว่างผู้ประเมินว่ามีความเห็นสอดคล้องกันหรือไม่
	 ในการวิจัยท่ีมีการออกแบบการวิจัย	โดยใช้ความเห็น
ของผู้ประเมินเพ่ือประเมินความเช่ือม่ัน	มักจะต้องใช้	IRR	ใน
การวิจัย	นอกจากน้ี	การประเมิน	IRR	ยังเป็นอีกหน่ึงทางเลือก
ในการอธิบายความเห็นของผู้ประเมินต้ังแต่	2	คนข้ึนไป	โดยท่ี
ผู้ประเมินแต่ละคนมีความเป็นอิสระต่อกัน	 สำาหรับสถิติท่ีใช้ 
ในการประเมิน	IRR	น้ัน	Hallgren	(2012)	และ	Gisev	Bell	
and	Chen	 (2013)	 ได้นำาเสนอไว้	2	แนวทาง	 คือ	1)	สถิติ 
แคปปา	(Kappa	Statistics)	สำาหรับข้อมูลระดับนามบัญญัติ
และสถิติแคปปาถ่วงน้ำาหนัก	 (Weighted	 Kappa)	 สำาหรับ
ข้อมูลระดับเรียงอันดับ	 และ	 2)	 สัมประสิทธ์ิสหสัมพันธ์ 
ภายในช้ัน	 (Intra-Class	 Correlation:	 ICC)	 สำาหรับข้อมูล
ระดับอันดับ	 อันตรภาค	 และอัตราส่วน	 นอกจากน้ี	 IRR 
ยังมีความหมายเดียวกันกับความสอดคล้องระหว่างผู้ประเมิน	
(Inter-Rater	 Agreement)	 โดยใช้สถิติในการวิเคราะห์
เหมือนกัน	(Gisev	Bell	and	Chen,	2013)
4. สถิติแคปปาสำาหรับกรณีมี 2 ผู้ประเมินและ 
 ประเมิน 2 ประเภท
	 สถิติแคปปาหรือค่าสัมประสิทธ์ิโคเฮนแคปปา	
(Cohen’s	Kappa	Coefficient)	เป็นค่าท่ีใช้พิจารณาความ
เห็นระหว่างผู้ประเมินว่ามีความเห็นสอดคล้องมากหรือน้อย
เพียงใด	 โดยในช่วงแรกของการพัฒนาสถิติใช้ประเมินกับ
ข้อมูลระดับนามบัญญัติหรือข้อมูลเชิงกลุ่ม	 (Categorical	
Data)	 โดยมีผู้ประเมินเพียง	2	คน	ก่อนท่ีจะได้มีการพัฒนา
เพ่ือประยุกต์ให้สถิติแคปปาสามารถใช้กับข้อมูลระดับเรียง
อันดับ	และสามารถใช้กรณีท่ีมีผู้ประเมินมากกว่า	2	คน
	 Stevens	 (1946)	 ให้ความหมายของข้อมูลระดับ
นามบัญญัติเป็นข้อมูลท่ีอยู่ระดับต่ำาท่ีสุด	ทำาหน้าท่ีในการแบ่ง
ข้อมูลออกเป็นกลุ่มๆ	ตามลักษณะข้อมูล	เช่น	ศาสนา	(พุทธ	
อิสลาม	คริสต์	ฮินดู)	เพศ	(ชาย	หญิง)	ภูมิภาค	(เหนือ	กลาง	
อีสาน	ใต้	ตะวันออก	ตะวันตก)	เป็นต้น	จะถือว่าแต่ละกลุ่ม 
มีความเท่าเทียมกัน	หลักเกณฑ์การจำาแนก	คือ	ความเหมือน
หรือความแตกต่างของแต่ละข้อมูล	 ความครอบคลุม	 ความ
ครบถ้วน	สมบูรณ์	และความเป็นอิสระต่อกัน	บางคร้ังเรียก
ข้อมูลระดับน้ีว่าข้อมูลเชิงกลุ่ม	 ส่วนข้อมูลระดับอันดับ	 เป็น
ระดับการวัดท่ีสูงกว่าระดับนามบัญญัติ	คือ	สามารถแบ่งข้อมูล 
เป็นกลุ่มๆ	 และเรียงลำาดับกันเองตามลักษณะของข้อมูล 
โดยธรรมชาติ	บอกได้ว่าข้อมูลของกลุ่มหน่ึงสูงกว่าอีกกลุ่มหน่ึง 
แต่ไม่สามารถหาระยะห่างระหว่างกลุ่มได้	เช่น	การวัดระดับ 
การศึกษา	 (มัธยมศึกษาตอนปลาย	ปริญญาตรี	 ปริญญาโท	
ปริญญาเอก)	การวัดทางทัศนคติ	(มากท่ีสุด	มาก	ปานกลาง	
น้อย	 และน้อยท่ีสุด)	 ตำาแหน่งทางวิชาการ	 (ศาสตราจารย์	 
รองศาสตราจารย์	 ผู้ช่วยศาสตราจารย์	 อาจารย์)	 เป็นต้น	
(ประสพชัย	พสุนนท์,	2555)
	 สำาหรับการวัดความสอดคล้องกันระหว่างความเห็น
ของผู้ประเมิน	สมมติว่ามีผู้ประเมิน	A	และ	B	โดยผู้ประเมิน 
ท้ังสองได้จำาแนกข้อมูลประชากร	 (Population)	 ขนาด	 N 
ซ่ึงเป็นชุดเดียวกัน	ออกเป็น	2	ประเภท	คือ	ประเภท	1	และ 
ประเภท	2	โดยเป็นเหตุการณ์ท่ีไม่เกิดร่วมกัน	แสดงดังตาราง 
ท่ี	1	เม่ือ	N
ij
	แทนจำานวนข้อมูลท่ีผู้ประเมิน	A	เห็นว่าข้อมูล 
ควรเป็นประเภท	i	ส่วนผู้ประเมิน	B	เห็นว่าข้อมูลชุดเดียวกัน
น้ันควรเป็นประเภท	j	(เม่ือ	i	=	1	,	2;	j	=	1	,	2)	และ	N.
1
	=	
N
11
	+	N
21
	,	N.
2
	=	N
12
	+	N
22
	,	N
1
.	=	N
11
	+	N
12	
,	N
2
.	=	N
21
 
+	N
22	
และ	N	=	N
11
	+	N
12
	+	N
21
	+	N
22
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	 จากตารางท่ี	1	สามารถสร้างตารางแจกแจงความน่า
จะเป็นได้ดังตารางท่ี	2	โดยท่ี	π ij	แทนความน่าจะเป็นของ
เหตุการณ์ท่ีผู้ประเมิน	 A	 เห็นว่าข้อมูลเป็นประเภท	 i	 ส่วน 
ผู้ประเมิน	B	เห็นว่าข้อมูลเป็นประเภท	j	กล่าวคือ	π 11	และ	
π 22	 แทนความน่าจะเป็นท่ีผู้ประเมินเห็นสอดคล้องกัน 
ส่วน	π 12	 และ	π 21	 แทนความน่าจะเป็นท่ีผู้ประเมินเห็น
ไม่สอดคล้องกัน	 Cohen	 (1960)	 ได้เสนอพารามิเตอร์	 
(Parameter)	 KC	สำาหรับข้อมูลประชากรดัง	 (5)	 เพ่ือใช้ 
ประเมินความสอดคล้องระหว่างผู้ประเมิน	
ตารางที่ 1	การแจกแจงความถี่ข้อมูลประชากร	2	ประเภท	ของผู้ประเมิน	A	และ	B
ตารางที่ 2	การแจกแจงความน่าจะเป็นข้อมูลประชากร	2	ประเภท	ของผู้ประเมิน	A	และ	B
 โดยท่ี	θ a	=	π 11	+	π 22	และ	θ e	=	π 1. π.1	+	π 2. π.2 
ในทางปฏิบัติ	จะประมาณพารามิเตอร์	KC	ด้วยตัวประมาณ	
(Estimator)	หรือสถิติ	 CKˆ 	ดัง	(6)	เม่ือ	 aθ  ≈  aP 	และ	
eθ  ≈  eP 	 หรือใช้ข้อมูลตัวอย่าง	 (Sample)	 แทนข้อมูล
ประชากร	 เม่ือแทนขนาดตัวอย่างด้วย	 n	 และ	 Pji	 =	  
น่ันคือ	จะประมาณ	N	ij และ π ij	ด้วย	n	ij	และ	Pij	ตามลำาดับ	
เม่ือ	Pa	=	P	11	+	P	22	และ	Pe	=	P1.	P.1	+	P2.	P.2 
	 จาก	 (5)	 และ	 (6)	 ความเป็นไปได้ของค่าสถิติ	 KC 
และ CKˆ  จะมีค่าระหว่าง	-1.0	ถึง	1.0	ซ่ึงท้ัง KC และ	 CKˆ  
มีคุณสมบัติเหมือนกันต่างกันเพียงเป็นพารามิเตอร์	 (ข้อมูล
ประชากร)	หรือตัวประมาณ	(ข้อมูลตัวอย่าง)	หากค่า CKˆ  
ท่ีเป็นลบน้ัน	 แสดงถึงความเห็นระหว่างผู้ประเมินมีความ
สอดคล้องกันในลักษณะตรงกันข้าม	 (Hallgren,	 2012)	
อย่างไรก็ตาม	 ในทางทฤษฎีมักพิจารณาค่า CKˆ  ควรมีค่า 
ต้ังแต่	0.0	แต่ไม่เกิน	1.0	(0.0	≤	KC ≤	1.0)	 ตัวอย่างการ
คำานวณ CKˆ  จะใช้ข้อมูลในตารางท่ี	3	พบว่า
Pa	=	 	=	0.75	และ	Pe	=	 	=	0.49
ดังน้ัน CKˆ  =	 	=	0.51
 
ตารางท่ี 3 ข้อมูลตัวอย่างการคำานวณ	 CKˆ 	ของผู้ประเมิน	A	และ	B
ตารางท่ี 4	ระดับความสอดคล้องของสถิติแคปปาตามแนวทางของ	Landis	and	Koch	(1977)
ตารางท่ี 5	ระดับความสอดคล้องของสถิติแคปปาตามแนวทางของ	Fleiss	Levin	and	Paik	(2003)
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5. เกณฑ์การพิจารณาระดับความสอดคล้องของสถิติ 
 แคปปา
	 ตารางท่ี	 4	 เป็นเกณฑ์การพิจารณาระดับความ
สอดคล้องของสถิติแคปปาตามแนวทางของ	 Landis	 and 
Koch	(1977)	แต่	Krippendorff	(1980)	กลับเสนอแนวทาง
ในการพิจารณาระดับความสอดคล้องท่ีค่อนข้างมีความ 
อนุรักษ์นิยมกว่า	Landis	and	Koch	(1977)	โดยระบุค่า CKˆ  
ท่ีน้อยกว่า	 0.67	 หมายถึง	 ยังไม่มีความสอดคล้องระหว่าง 
ผู้ประเมิน	ถ้า	0.67	≤ CKˆ  ≤	0.80	หมายถึง	ความสอดคล้อง
ระหว่างผู้ประเมินยังคงมีความก่ำาก่ึงหรือมีสภาพไม่แน่นอน	
และถ้า	 CKˆ  มีค่ามากกว่า	0.80	หมายถึง	ความสอดคล้อง
ระหว่างผู้ประเมินเป็นท่ีสามารถยอมรับได้ในทางปฏิบัติ	
	 แนวทางของ	 Krippendorff	 (1980)	 ยังคงได้รับ
ความนิยมในการวิจัยท่ีต้องใช้ในการตัดสินใจในประเด็นท่ี
มีความละเอียดอ่อน	 เช่น	 การวินิจฉัยโรค	 การสร้างแบบวัด
ทางสุขภาพจิต	เป็นต้น	ท้ังน้ี	Hallgren	(2012)	เสนอให้ผู้วิจัย
สามารถเลือกใช้เกณฑ์ของ	Landis	and	Koch	(1977)	และ	
Krippendorff	(1980)	ตามความเหมาะสม	โดยอาจพิจารณา
จากปัญหาการวิจัย	 บริบทการวิจัย	 และวิธีดำาเนินการวิจัย	
ประกอบการแปลความหมายของสถิติแคปปา	 นอกจากน้ี	
Fleiss	Levin	and	Paik	 (2003)	 เสนอเกณฑ์การพิจารณา
ระดับความสอดคล้องดังตารางท่ี	5
ข้อมูลใน
เซตข้อมูลการวิจัย
ข้อมูลจริง
ความคลาดเคล่ือน
ท่ีมา : ปรับปรุงจาก	McHugh	(2012)
ภาพท่ี 3	องค์ประกอบของข้อมูลในเซตข้อมูลการวิจัย
ภาพท่ี 4	ร้อยละความสอดคล้องของสถิติหรือค่า	Squared	Kappa	( 2CKˆ )
ท่ีมา :	ปรับปรุงจาก	McHugh	(2012)
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CKˆ  = 0.2 ; 2CKˆ  = 4%
CKˆ  = 0.4 ; 2CKˆ  = 16%
CKˆ  = 0.6 ; 2CKˆ  = 36%
CKˆ  = 0.8 ; 2CKˆ  = 64%
CKˆ  = 0.9 ; 2CKˆ  = 81%
CKˆ  = 1.0 ; 2CKˆ  = 100%
ข้อมูลจริง
ข้อมูลในเซตข้อมูลวิจัย
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ตารางท่ี 6	ระดับความสอดคล้องของสถิติแคปปาตามแนวทางของ	McHugh	(2012)
	 McHugh	 (2012)	 ได้อธิบายถึงองค์ประกอบของ
ข้อมูล	(Data)	ในเซตข้อมูลการวิจัย	(Research	Data	Set)	
ท่ีประกอบไปด้วยข้อมูลจริงและความคลาดเคล่ือน	 ดังภาพ 
ท่ี	 3	 พร้อมท้ังเช่ือมโยงถึงการตีความสถิติ	 CKˆ 	 ซ่ึงเป็น 
ค่าสัมประสิทธ์ิสหสัมพันธ์ท่ีไม่สามารถตีความได้โดยตรง 
การ ตีความ ต้องอ ยู่ ใน รูป สัมประ สิท ธ์ิการกำ าหนด	
(Coefficient	 of	 Determination:	 COD)	 จึงจะตีความ 
โดยตรงได้	 COD	 ใช้ตีความค่าสัมประสิทธ์ิสหสัมพันธ์ 
ของเพียร์สัน	 (Pearson’s	 Correlation)	 ในการอธิบาย 
ความสัมพันธ์ระหว่างตัวแปรการวิจัยในรูปความแปรปรวน	
McHugh	(2012)	ได้ประยุกต์แนวคิดดังกล่าว	ในการตีความ 
ความสัมพันธ์ระหว่างความสอดคล้องระหว่างผู้ประเมินด้วย 
ค่าสถิติ	 Squared	 Kappa	 ( 2CKˆ )	 ดังภาพท่ี	 4	 และเกณฑ์
ระดับความสอดคล้องของสถิติแคปปา	นำาเสนอในตารางท่ี	6
6. สถิติแคปปาสำาหรับกรณีมี 2 ผู้ประเมินและประเมิน 
 ต้ังแต่ 3 ประเภท
	 ในกรณีท่ีมีผู้ประเมิน	A	และ	B	โดยผู้ประเมินท้ังสอง
ได้จำาแนกข้อมูลตัวอย่างขนาด	n	ซ่ึงเป็นชุดเดียวกัน	ออกเป็น	
q	ประเภท	คือ	ประเภทท่ี	1	,	2	,	…	,	q	โดยเป็นเหตุการณ์ 
ท่ีไม่เกิดร่วมกัน	 แสดงดังตารางท่ี	 7	 สถิติ	 Kappa	 แสดงดัง	
(6)	โดยท่ี																																																	เม่ือ
	 สำาหรับตัวอย่างการคำานวณจะใช้โปรแกรมสำาเร็จรูป 
สำาหรับรายละเอียดจะกล่าวต่อไปในหัวข้อโปรแกรมสำาเร็จรูป 
สำาหรับคำานวณสถิติ	 CKˆ  
ตารางท่ี 7 การแจกแจงความถ่ีข้อมูลตัวอย่าง	q	ประเภท	(q ≥ 3)	ของผู้ประเมิน	A	และ	B
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7. ความคลาดเคล่ือนมาตรฐานของสถิติ CKˆ
	 ความคลาดเคล่ือนมาตรฐาน	 (Standard	 Error:	
SE)	ของสถิติ	 CKˆ 	มีหลายแนวทางในการคำานวณ	จากการ
ทบทวนวรรณกรรม	สามารถคำานวณได้ดังน้ี
	 1.	 Fleiss	 Cohen	 and	 Everitt	 (1969)	นำาเสนอ 
ค่า	SE	แบบด้ังเดิมของสถิติ	 CKˆ 	ดัง	(7)	เม่ือ	
โดยท่ีตัวอย่างต้องมีขนาดใหญ่	 และ	 q	 คือ	 จำานวนของ
ประเภทท่ีใช้ประเมินความเช่ือม่ัน
	 2.	 Perreault	 and	 Leigh	 (1989)	 ได้พัฒนาดัชนี
ความเช่ือม่ัน	(Index	of	Reliability)	แทนด้วย I r	ดัง	(8)	เม่ือ
	 แต่ถ้า	 จะได้	I r	=	0	และดัชนีความ
เช่ือม่ันมีความสัมพันธ์กับความคลาดเคล่ือนมาตรฐานของ
สถิติ	 CKˆ 	แสดงดัง	(9)	ภายใต้เง่ือนไขว่า	nI r		มากกว่า	5	
 
	 3.	 McHugh	(2012)	ระบุว่าถ้า	nPa	และ	n(1	–	Pa)	
มีค่ามากกว่า	5	การแจกแจงของ	 CKˆ 	จะเข้าใกล้การแจกแจง
แบบปกติ	(Normal	Distribution)	และสามารถคำานวณค่า	
SE	ได้ดัง	(10)	
	 ในกรณีท่ีทราบค่า	SE	ของ	 CKˆ 	จะสามารถประมาณ
ค่าแบบช่วง	(Interval	Estimation)	ของ	K C ท่ีช่วงความเช่ือ
ม่ัน	95%	(95%	Confidence	 Interval)	ของ	K C	 ได้จาก	
CKˆ 	1.96(SE)	อย่างไรก็ตาม	การคำานวณ	SE	จาก	(7)	(9)	
และ	(10)	อยู่บนพ้ืนฐาน	IRR	กรณี	2	ผู้ประเมินและประเมิน	
2	 ประเภท	 และในกรณี	 2	 ผู้ประเมินและประเมินต้ังแต่	 3	
ประเภทข้ึนไป	
8. โปรแกรมสำาเร็จรูปสำาหรับคำานวณสถิติ CKˆ  
	 การทดสอบสมมติฐานของสถิติ	 CKˆ 	 เพ่ือประเมิน 
ความเช่ือม่ันระหว่างผู้ประเมินของเคร่ืองมือการวิจัยมี 
ข้อตกลงเบ้ืองต้น	3	ประการ	(Gisev	Bell	and	Chen,	2013) 
ดังน้ี
	 1.	 ผู้ประเ มินแต่ละคนมีความเ ป็นอิสระกัน	
(Independence)
	 2.	 ประเภทของการประเมินต้องมีความเป็นอิสระ
กัน	 เป็นเหตุการณ์ท่ีไม่เกิดร่วมกัน	 (Mutually	 Exclusive	
Events)	 และเหตุการณ์ท่ีเกิดข้ึนรวมแล้วเป็นท้ังหมด	
(Exhaustive	Events)	ซ่ึงคือ	ความเป็นไปได้ของเหตุการณ์
ท้ังหมด	 เม่ือรวมกันแล้วจะได้ปริภูมิตัวอย่าง	 (Sample	
Space)
	 3.	 รายการหรือหัวข้อท่ีประเมินมีความเป็นอิสระกัน
	 สมมติฐานทางสถิติสำาหรับการทดสอบ	 คือ	H O:	
เคร่ืองมือการวิจัยไม่มีความสอดคล้องกันระหว่างผู้ประเมิน	 
(หรือ	H O	:	K C	=	0)	ในขณะท่ี	H 1 :	เคร่ืองมือการวิจัยมีความ 
สอดคล้องกันระหว่างผู้ประเมิน	(หรือ	H O	:	K C		>	0)	สถิติ
ท่ีใช้ในการทดสอบอาจจะเป็นสถิติ	 Z	 หรือสถิติ	 t	 ข้ึนกับ
ลักษณะการแจกแจงของข้อมูลและเง่ือนไขการทดสอบ	โดย
สถิติทดสอบจะคำานวณจากอัตราส่วนของ	 CKˆ 	 และ	 SE 
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สำาหรับโปรแกรมคอมพิวเตอร์ท่ีใช้คำานวณ	 CKˆ  มีหลาย
โปรแกรม	 โปรแกรมหน่ึงท่ีนิยมและมีความคุ้นเคยในหมู่ 
นักวิจัย	คือ	โปรแกรมสำาเร็จรูป	 ผู้เขียนจึงใช้ข้อมูลของ	Sim	
and	Wright	 (2005)	 เป็นตัวอย่างในการแสดงข้ันตอนการ
คำานวณสถิติ	 CKˆ 	ด้วยโปรแกรมสำาเร็จรูป
	 ตารางท่ี	8	เป็นข้อมูลของ	Sim	and	Wright	(2005)	
ซ่ึงเป็นข้อมูลตัวอย่างการประเมินอาการป่วยด้วยแบบเคร่ือง
มือในการวินิจฉัยโรคจากผู้ป่วยจำานวน	102	คน	โดยมีแพทย์
ผู้เช่ียวชาญในการประเมิน	 2	 คน	 อาการท่ีประเมินแบ่ง
ออกเป็น	 3	 ประเภท	 คือ	 อาการ	 Derangement	 อาการ	
Dysfunctional	และอาการ	Postural	
	 ข้ันตอนการคำานวณสถิติ CKˆ ของข้อมูลของ	 Sim	
and	Wright	(2005)	ด้วยโปรแกรมสำาเร็จรูป	มีดังน้ี
	 1.	 จัดเตรียมข้อมูลของ	Sim	and	Wright	 (2005)	
ในโปรแกรมสำาเร็จรูป	ตามภาพท่ี	5
	 2.	 เลือกเมนู	Data	>>>	Weight	cases…	จะปรากฏ
หน้าต่าง	 (Dialog	 Box)	 ดังภาพท่ี	 6	 ให้นำาตัวแปร	Count 
ย้ายเข้าไปอยู่ในช่อง	Frequency	Variable:	แล้วคลิก	OK	
	 3.	 เลือกเมนู	Analyze	>>>	Descriptive	Statistics	
>>>	Crosstabs…	ตามภาพท่ี	7	จะปรากฏหน้าต่างดังภาพ 
ท่ี	 8	 ให้นำาตัวแปร	 Clinician1	 ย้ายเข้าไปอยู่ในช่อง 
Row(s):	 และนำาตัวแปร	 Clinician2	 ย้ายเข้าไปอยู่ในช่อง	
Column(s):	 ดังภาพท่ี	 8	 จากน้ันคลิกท่ีปุ่ม	 Statistics… 
จะปรากฏหน้าต่าง	Crosstabs:	Statistic	ให้คลิกเคร่ืองหมาย	
	ใน		Kappa	ดังภาพท่ี	9	แล้วคลิก	Continue	
	 4.	 หน้าต่างจะกลับไปยังหน้าต่าง	 Crosstabs	 ให้ 
คลิก	OK	จะได้ผลลัพธ์ดังภาพท่ี	10
ตารางท่ี 8	ข้อมูลของ	Sim	and	Wright	(2005)
ภาพท่ี 5 การจัดเตรียมข้อมูลของ	Sim	and	Wright	(2005)
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ภาพท่ี 6	หน้าต่าง	Weight	cases
ภาพท่ี 7	การสร้าง	Crosstabs
ภาพท่ี 8	หน้าต่าง	Crosstabs
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	 จากภาพท่ี	10	จะได้	สถิติ CKˆ =	0.461	จากข้อมูล
ขนาด	102	ตัวอย่าง	มีค่า	SE	=	0.073	ดังน้ัน	ช่วงความเช่ือม่ัน	
95%	ของ		K C		คือ	(0.388	,	0.534)	นอกจากน้ี	Approx.	T	
=	6.569	โดยมีค่า	Sig.	=	0.000	โดยประมาณ	ทำาให้ปฏิเสธ	
H O	:		K C		=	0	ท่ีระดับนัยสำาคัญ	0.05	กล่าวคือ	เคร่ืองมือการ 
วิจัยมีความสอดคล้องกันระหว่างผู้ประเมิน	(หรือ	K C	>	0)	
	 อย่างไรก็ตาม	แม้ผลการทดสอบความสอดคล้องกัน 
ระหว่างผู้ประเมินจะมีนัยทางสถิติก็ตาม	 ผู้วิจัยอาจจะใช้ 
ผลการทดสอบสมมติฐานประกอบการตัดสินใจถึงความ 
สอดคล้องได้อย่างคร่าวๆ	เพราะการวิเคราะห์	IRR	ในการวิจัย 
มักให้ความสำาคัญของผู้ประเมิน	 โดยนิยมใช้เกณฑ์การ 
พิจารณาความสอดคล้องของ	 Landis	 and	 Koch	 (1977) 
Fleiss	 Levin	 and	 Paik	 (1977)	 Krippendorff	 (1980) 
หรือ	 McHugh	 (2012)	 ดังท่ีได้กล่าวไว้แล้ว	 ดังน้ัน 
ในกรณีน้ีจะได้ว่าความเข้มของเกณฑ์มากท่ีสุด	 คือ	 เกณฑ์ 
ของ	 Krippendorff	 (1980)	 (คือ	 พบว่ายังไม่มีความ
สอดคล้อง)	 รองลงมา	 คือ	 เกณฑ์ของ	McHugh	 (2012) 
(คือ	พบว่ามีความสอดคล้องน้อย)	 เกณฑ์ของ	Landis	and	
Koch	(1977)	(คือ	พบว่ามีความสอดคล้องปานกลาง)	และ
เกณฑ์ของ	 Fleiss	 Levin	 and	 Paik	 (1977)	 (คือ	 พบว่า 
มีความสอดคล้องดี)	ตามลำาดับ
ภาพท่ี 9	หน้าต่าง	Crosstabs:	Statistic
ภาพท่ี 10	ผลลัพธ์ในการคำานวนสถิติ	 CKˆ
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9. การคำานวณค่าสถิติ CKˆ  กรณีมีค่าสูญหาย
	 Gwet	(2012)	ได้แสดงวิธีการคำานวณ CKˆ  ในกรณี 
ท่ีมีค่าสูญหาย	 (Missing	 Data)	 1	 ค่า	 โดยสมมติว่ามี 
ผู้ประเมิน	 2	 คน	 และมีประเภทท่ีต้องประเมิน	 3	 ประเภท 
คือ	ประเภท	1,	2	และ	X	และ	n XX	เป็นข้อมูลสูญหายแสดง 
ดังตารางท่ี	9	โดยท่ีการคำานวณเป็นไปตาม	(6)	เพียงแต่
	 	 ตัวอย่างข้อมูลการคำานวณจะใช้ 
ข้อมูลในตารางท่ี	10	จะได้	
	 	 จากตัวอย่างน้ีสามารถ
นำาวิธีการดังกล่าวไปประยุกต์ในการคำานวณ CKˆ ในกรณี
จำานวนประเภทท่ีต้องประมาณต้ังแต่	 3	 ประเภทข้ึนไปและ
มีค่าสูญหายเพียง	1	ค่า
	 สำาหรับกรณีท่ีมีข้อมูลสูญหายมากกว่า	 1	 หรือ 
มีเง่ือนไขท่ีซับซ้อนอันเกิดจากค่าสูญหายน้ัน	สามารถจัดการ 
กับปัญหาตามแนวทางของ	 Adejumo	 (2005)	 ซ่ึงมิได้ 
นำาเสนอปัญหาไว้หลายกรณีพร้อมตัวสถิติแคปปาท่ีมีการ
ปรับให้สอดคล้องกับแต่ละสถาณการณ์	 สามารถอ่านเพ่ิม
เติมได้จากงานของ	Bechger	Hemker	and	Maris	(2001)	
Adejumo	 (2005)	 และ	 Kuchenhoff	 Augustin	 and 
Kunz	(2011)
10. สถิติแคปปาถ่วงน้ำาหนัก
	 สถิติแคปปาถ่วงน้ำาหนัก	(Weighted	Kappa)	แทนด้วย	
K̑W	เป็นสถิติท่ีพัฒนาต่อจาก	K̑C	ใช้ในการวัดความสอดคล้อง
ตารางท่ี 9	การแจกแจงความถ่ีข้อมูลตัวอย่าง	3	ประเภทของผู้ประเมิน	A	และ	B	กรณีมีข้อมูลสูญหาย
*	ข้อมูลสูญหาย
ตารางท่ี 10	การแจกแจงความถ่ีผู้ประเมิน	A	และ	B	กรณีมีข้อมูลสูญหาย
*	ข้อมูลสูญหาย
กันระหว่าง	2	ผู้ประเมินในกรณีดังน้ี	คือ	1)	ต้องการพิจารณา 
ความสอดคล้องบางส่วน	2)	ความสำาคัญของความคลาดเคล่ือน 
มีความแตกต่างกัน	 และ	 3)	 วิเคราะห์ความสอดคล้องของ
ข้อมูลท่ีเป็นข้อมูลเชิงกลุ่มท่ีมีน้ำาหนักความสำาคัญต่างกัน 
หรือเป็นข้อมูลระดับเรียงอันดับ	 (Jiang	 and	 Liu,	 2011;	
Gisev	Bell	and	Chen,	2013)	เช่น	ผู้ประเมินต้องประเมิน
ข้อมูล	5	ประเภท	คือ	การต้องการความช่วยเหลือ	5	ระดับ	
ได้แก่	มากท่ีสุด	มาก	ปานกลาง	น้อย	และน้อยท่ีสุด	(Viera	
and	Garrett,	2005)	
	 สมมติ	 ผู้ประเมิน	 A	 และ	 B	 มีวัตถุประสงค์ในการ 
ประเมินแบ่งออกเป็น	 q	 ประเภท	 (ดังตารางท่ี	 7)	 และมี 
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น้ำาหนักของความไม่สอดคล้อง	 (Disagreement	Weight)	
แทนด้วย	W ij	ซ่ึงมีความสัมพันธ์กับประเภทของ	i	และ	j	(i	=	
1	,	2	,	…	,	q	;	j	=	1	,	2	,	…	,	q)	และ	W ij	=	0	เน่ืองจากไม่มีความ 
ไม่สอดคล้องเพราะเป็นค่าความสอดคล้องท่ีเกิดจาก 
ผู้ประเมินท้ังสอง	นอกจากน้ี	ยังกำาหนดให้	W ij	>	0		(สำาหรับ 
i≠j)	 ท่ีเกิดจากความไม่สอดคล้องของ	 2	 ผู้ประเมินในการ 
พิจารณาประเภทท่ีต่างกัน	(Fleiss	and	Cohen,	1973)	จาก
ตารางท่ี	7	และ	W ij สามารถการคำานวณ	K̑w	ดัง	(11)	เม่ือ
(Jiang	 and	 Liu,	 2011)	 เรียก	 P*a	 และ	 P*e	 ว่า 
ค่าเฉล่ียจากการสังเกตของความไม่สอดคล้อง	 (Mean 
Observed	 of	 Disagreement)	 และค่าเฉล่ียคาดหวัง 
ของความไม่สอดคล้อง	(Mean	Expected	of	Disagreement)	
ตามลำาดับ	นอกจากน้ี	สถิติ	K̑C คือ	สถิติแคปปาถ่วงน้ำาหนัก
ในกรณีท่ี	W ij	=	1	สำาหรับ	i≠j	
	 เน่ืองจากโปรแกรมสำาเร็จรูป	ไม่มีการคำานวณสถิติแคป
ปาถ่วงน้ำาหนักโดยตรง	ดังน้ัน	การคำานวณ	K̑w	จะใช้โปรแกรม	
Excel	 แสดงวิธีการคำานวณข้อมูลของ	 Sim	 and	Wright 
(2005)	ในตารางท่ี	8	แสดงดังรูปท่ี	11	โดยสมมติ	w12	=	5	, 
w13	=	3	,	w21	=	4	,	w23	=	1	,	w31	=	2	และ	w32	=	2 
จะได้ค่าสถิติ	K̑w	=	0.471	รายละเอียดสูตรการคำานวณใน
ช่อง	 (Cell)	 แสดงดังตาราง	 11	 ซ่ึงเป็นการประยุกต์ตามวิธี
การของ	Zaiontz	(2013)
ภาพท่ี 11	การคำานวณสถิติ	K̑w
ตารางท่ี 11	สูตรการคำานวณสถิติ	K̑w ตามภาพท่ี	11
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11. สถิติแคปปาสำาหรับกรณีมี 3 ผู้ประเมินข้ึนไป
	 Fleiss	 (1971)	 ได้พัฒนาสถิติแคปปาสำาหรับการ
ประเมินท่ีมีผู้ประเมินต้ังแต่	3	คนข้ึนไป	เรียกสถิติฟลีสแคปปา 
(Fleiss’s	Kappa	Statistic)	แทนด้วย	K̑F	สามารถคำานวณ
ตาม	(12)	เม่ือ	 โดยท่ี	
กำาหนดให้	 r	 แทนจำานวนของวัตถุประสงค์ท่ีประเมิน	m 
แทนจำานวนผู้ประเมิน	(m	≥ 3)	และ	q	แทนจำานวนประเภท
ท่ีประเมิน
ภาพท่ี 12	การคำานวณสถิติ	K̑F
ตารางท่ี 12	สูตรการคำานวณสถิติ	K̑F  ตามภาพท่ี	12
	 ตัวอย่างการคำานวณสถิติ	 K̑F	 ใช้โปรแกรม	 Excel 
ดังรูปท่ี	 12	 โดยกำาหนดผู้ประเมินจำานวน	 20	 คน	 มี
วัตถุประสงค์ในการประเมิน	 10	 ข้อ	 และมีประเภทท่ีต้อง
ประเมิน	6	ประเภท	จะได้ว่า	K̑F	=	0.178	โดยท่ีรายละเอียด
สูตรการคำานวณในช่องแสดงดังตารางท่ี	12
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12. สรุป
	 12.1	 IRR	เป็นอีกแนวทางหน่ึงในการประเมินความ 
เช่ือม่ันของเคร่ืองมือการวิจัย	 โดยเป็นการพิจารณาความ
เช่ือม่ันของความสอดคล้องภายในโดยใช้ผู้ประเมินเป็นหลัก 
วิธีการน้ีจะแตกต่างจากวิธีการท่ีใช้ค่าสัมประสิทธ์ิอ่ืนๆ 
ในการคำานวณค่าความเช่ือม่ัน	 เช่น	 วิธีการครอนบาค	 ค่า	
KR20	 และค่า	 KR21	 ค่าสัมประสิทธ์ิสหสัมพันธ์อย่างง่าย	
เป็นต้น	 ดังน้ัน	 จึงเป็นเร่ืองน่าสนใจและเป็นอีกหน่ึงทาง
เลือกสำาหรับผู้วิจัยในการประเมินความเช่ือม่ันของเคร่ืองมือ 
การวิจัย
	 12.2	 การวัดความเช่ือม่ันของเคร่ืองมือการวิจัยโดย 
ใช้	IRR	ด้วยสถิติท่ีใช้ในการพิจารณาความสอดคล้องสำาหรับ
กรณีท่ีข้อมูลระดับนามบัญญัติจะนิยมใช้สถิติแคปปา	 ส่วน 
กรณีท่ีเป็นข้อมูลระดับเรียงอันดับจะใช้สถิติแคปปาถ่วง 
น้ำาหนักหรือสัมประสิทธ์ิสหสัมพันธ์ภายในช้ัน	 (Intra-Class	
Correlation	Coefficient:	ICC)	
	 12.3	 ในกรณีท่ีมีผู้ประเมินต้ังแต่	3	คน	ต้องใช้สถิติ 
ฟลีสแคปปาในการคำานวณ	โดยสามารถใช้โปรแกรม	Excel	
ช่วยในการคำานวณค่า	จะทำาให้การคำานวณค่าง่ายข้ึน	เช่นเดียว
กับสถิติแคปปาถ่วงน้ำาหนัก	เพราะโปรแกรม	Excel	เป็นท่ีรู้จัก
กันดีในหมู่ผู้วิจัยทำาให้การประยุกต์ใช้ทำาได้ง่าย	 และท้ังสถิติ 
แคปปาถ่วงน้ำาหนักและสถิติฟลีสแคปปาไม่มีในโปรแกรม	
สำาเร็จรูป	แต่ถ้าเป็นกรณีสถิติแคปปาน้ันสามารถใช้โปรแกรม	
สำาเร็จรูป	ในการคำานวณเพราะจะมีความสะดวกและคุ้นเคย 
กับผู้วิจัยส่วนใหญ่
	 12.4	 นอกจากใช้ในการประเมินความเช่ือม่ันของ
แบบสอบถามแล้ว	 สถิติแคปปายังสามารถนำาไปประยุกต์ใช้ 
ในการประเมินความสอดคล้องในประเด็นต่างๆ	 เพ่ือหา 
ข้อสรุป	 เช่น	 ความเห็นพ้องของแพทย์ในการรักษาผู้ป่วย 
การพิจารณาคุณภาพของโรงแรม	 5	 ดาว	 โดยผู้เช่ียวชาญ 
การพิจาณาคดีของคณะผู้พิพากษา	 การคัดเลือกนักเรียน 
ท่ีมีคุณสมบัติในการตัวแทนของประเทศเพ่ือเผยแพร่
วัฒนธรรม	เป็นต้น
	 12.5	 สถิติแคปปายังคงมีการพัฒนาอย่างต่อเน่ือง 
เห็นได้จากงานของ	Sinha	Yimprayoon	and	Tiensuwan 
(2006)	 และพรพิศ	 ย้ิมประยูร	 (2555)	 ในการปรับปรุง 
สถิติแคปปา	 (Modified	 Kappa	 Statistics)	 เพ่ือใช้ใน 
สถาณการณ์ต่างๆ	 ได้อย่างเหมาะสม	 รวมถึงในงานของ 
Warrens	 (2013)	 ท่ีพัฒนาวิธีการประเมินความเช่ือม่ันใน 
ตารางท่ี	3	ของสถิติแคปปาถ่วงน้ำาหนัก
13. ข้อเสนอแนะ
	 ในการประเมินความเช่ือม่ันระหว่างผู้ประเมินหรือ
การประเมินความสอดคล้องระหว่างผู้ประเมิน	 มีข้อเสนอ
แนะสำาหรับการเลือกใช้สถิติ	ดังน้ี
	 1.	 กรณีท่ีข้อมูลระดับนามบัญญัติหรือเป็นข้อมูล 
เชิงกลุ่ม	 สถิติท่ีใช้ในการวิเคราะห์	 IRR	 คือ	 1)	 สถิติแคปปา 
(สถิติ K̑C)	ใช้ในการประเมินเคร่ืองมือวิจัยโดยมีผู้ประเมินเพียง 
2	ผู้ประเมิน	และประเมินได้ต้ังแต่	2	ประเภท	และ	2)	สถิติ 
ฟลีสแคปปา	(สถิติ K̑F)	ใช้ในการวิเคราะห์	IRR	สำาหรับการ
ประเมินเคร่ืองมือวิจัยท่ีมีผู้ประเมินต้ังแต่	3	ผู้ประเมินข้ึนไป
	 2.	 สำาหรับสถิติแคปปาถ่วงน้ำาหนัก	 สามารถใช้
วิเคราะห์	 IRR	 ในกรณีท่ีข้อมูลอยู่ในระดับอันดับ	 โดยเป็น 
การพิจารณาน้ำาหนักของความไม่สอดคล้อง	 โดยท่ีการ 
คำานวณสถิติแคปปาถ่วงน้ำาหนักและสถิติฟลีสแคปปา 
สามารถใช้โปรแกรม	 Excel	 ของบทความในการประยุกต์ 
เพ่ือหาความเช่ือม่ันระหว่างผู้ประเมิน	 ส่วนสถิติแคปปา 
สามารถคำานวณพร้อมรายงานผลการทดสอบสมมติฐาน 
ได้ด้วยโปรแกรมสำาเร็จรูป 
	 3.	 ในกรณีท่ีผู้วิจัยต้องการเคร่ืองมือวิจัยท่ีมีความ 
เช่ือม่ันสูง	และเลือกใช้การวิเคราะห์	IRR	การพิจารณาความ
เช่ือม่ันระหว่างผู้ประเมินจะไม่นิยมทดสอบสมมติฐานทาง 
สถิติ	แต่จะใช้เกณฑ์การพิจารณาในการประเมินความเช่ือม่ัน 
อาทิ	 เกณฑ์ของ	 Landis	 and	 Koch	 (1977)	 เกณฑ์ของ	
Krippendorff	(1980)	เกณฑ์ของ	Fleiss	Levin	and	Paik	 
(2003)	เกณฑ์ของ	McHugh	(2012)	เป็นต้น	ท่ีมีความเหมาะสม 
กับบริบทของการวิจัยน้ันๆ	
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