Use of higher-order cumulants for heart beat classification by Dvořáček, Jiří
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 
BRNO UNIVERSITY OF TECHNOLOGY 
FAKULTA ELEKTROTECHNIKY A KOMUNIKAČNÍCH 
TECHNOLOGIÍ 
ÚSTAV BIOMEDICÍNSKÉHO INŢENÝRSTVÍ  
FACULTY OF ELECTRICAL ENGINEERING AND COMMUNICATION 
DEPARTMENT OF BIOMEDICAL ENGINEERING  
 
POUŢITÍ KUMULANTŮ VYŠŠÍCH ŘÁDŮ PRO 
KLASIFIKACI SRDEČNÍCH CYKLŮ  
USE OF HIGHER-ORDER CUMULANTS FOR HEART BEAT CLASSIFICATION  
DIPLOMOVÁ PRÁCE 
MASTER´S THESIS 
AUTOR PRÁCE   Bc. JIŘÍ DVOŘÁČEK 
AUTHOR 
VEDOUCÍ PRÁCE  ING. MARINA RONZHINA 
SUPERVISOR 
 
BRNO 2013  
VYSOKÉ UČENÍ 
TECHNICKÉ V BRNĚ 
Fakulta elektrotechniky 
a komunikačních technologií 
Ústav biomedicínského inženýrství 
Diplomová práce 
    magisterský navazující studijní obor 




Bc. Jiří Dvořáček 
2 
                      ID:      119700 
Akademický rok: 2012/2013 
Použití kumulantů vyšších řádů pro klasifikaci srdečních cyklů 
POKYNY PRO VYPRACOVÁNÍ: 
1) Seznamte se s vlastnostmi a způsoby výpočtu kumulantů druhého aţ čtvrtého řádu. Zaměřte se na 
vyuţití daných kumulantů pro klasifikaci různých typů srdečních cyklů. Proveďte literární rešerši v této 
oblasti. 2) Vytvořte databázi normálních a patologických srdečních cyklů za pouţitím EKG z veřejných 
databázi nebo signálů dostupných na ÚBMI. 3) Realizujte vypočet kumulantů vyšších řádů pro srdeční 
cykly z navrţené databázi. Na základě statistického vyhodnocení proveďte výběr parametrů (např. 
hodnoty kumulantů vypočtené pro určitý časový posun) vhodných pro klasifikaci. Vyuţijte programové 
prostředí MATLAB. 4) Navrhněte klasifikátor srdečních cyklů (např. vícevrstvou umělou neuronovou 
sít´). Jako vstupy klasifikátoru pouţijte vybrané parametry. 5) Proveďte hodnocení výsledků klasifikace. 
Porovnejte dosaţené výsledky s dostupnými údaji z literatury. 6) Proveďte diskusi získaných výsledků. 
DOPORUČENÁ LITERATURA: 
[1] ENGIN, Mehmet, FEDAKAR, Musa, ENGIN, Erkan Zeki a KORÜREK, Mehmet. Feature 
measurements of ECG beats based on statistical classifiers. Measurement. 2007, s. 904-912. ISSN 
0263-2241. 
[2] CLIFFORD, Gari D, AZUAJE, Francisco a MCSHARRY, Patrick. Advanced methods and tools for 
ECG data analysis. Boston: Artech House, 2006. ISBN 1-58053-966-1. 
Termín zadání: 11.2.2013 Termín odevzdání: 24.5.2013 
Vedoucí práce:               Ing. Marina Ronzhina 
Konzultanti diplomové práce: 
prof. Ing. Ivo Provazník, Ph.D. 




Tato diplomová práce se zabývá použitím kumulantů vyšších řádů pro klasifikaci srdečních 
cyklů. Kumulanty druhého, třetího a čtvrtého řádu byly aplikovány na EKG záznamy pořízené z 
izolovaných srdcí králíků v průběhu experimentů s opakovanou ischemií. Vlastnosti kumulantů, 
které mohou byt užitečné pro následnou klasifikaci, byly ověřeny na EKG cyklech z kontrolní a 
ischemické skupiny. Dosažené výsledky byly statisticky zpracovány. Následně jsou jednotlivé 
kumulanty jako vektory příznaků klasifikovány v neuronové síti. Výstupem je klasifikovaný 
srdeční cyklus. 
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ABSTRACT 
This master‘s thesis deals with the use of higher order cumulants for classification of 
cardiac cycles. Second-, third-, and fourth-order cumulants were calculated from ECG recorded 
in isolated rabbit hearts during experiments with repeated ischemia. Cumulants properties 
useful for the subsequent classification were verified on ECG segments from control and 
ischemic group. The results were statistically analyzed. Cumulants are then used as feature 
vectors for classification of ECG segments by means of artificial neural network. 
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Elektrokardiografie je v současné době jednou z nejpoužívanějších diagnostických metod. 
Je založena na snímání elektrické aktivity srdečního svalu pomocí přístroje zvaného 
elektrokardiograf. Z elektrokardiogramu (EKG) tak můžeme určit řadu diagnosticky důležitých 
informací o stavu srdce. K tomu, abychom tyto informace dokázali vyhodnotit, potřebujeme 
použit vhodnou metodu. 
Jednou z oblasti aplikace počítačových metod v analýze EKG je klasifikace různých typů 
arytmií, která je nezbytná pro stanovení správné diagnózy a následné léčby pacienta. V dnešní 
době jsou k dispozici různé algoritmy, které dokáží automaticky rozpoznávat morfologické jevy 
v EKG záznamu a upozornit na jejich výskyt. Tyto klasifikátory využívají různé vlastnosti a 
metody klasifikace. Hlavní překážkou u těchto studií je skutečnost, že příznaky nemocí nejsou 
přítomny v EKG záznamech neustále. Takže úspěšná diagnóza vyžaduje několika hodin EKG 
záznamu. Tento proces je časově náročný a množství chyb vůči užitečným informacím je zde 
zásadní, přestože došlo k obrovskému množství zlepšení v oblasti technologií a různých 
přístupů k dané problematice. Automatické vyhodnocení EKG, zejména detekce a klasifikace 
s vysokou spolehlivostí není stále dostačující. Předložená práce je věnována studiu vlastností 
kumulantů vyšších řádů a jejich aplikaci pro analýzu srdečních cyklů. Největším přínosem 
kumulantů vyšších řádů je snížení variability dat uvnitř jedné klasifikační třídy, (viz např. 
literatura [11], [21], [22]). To je důvod, proč se tato metoda stále častěji používá pro 
zpracování biologických signálů. 
V teoretické části práce je popsána základní funkce srdce, vedení vzruchu na srdci a 
následné snímaní za pomocí elektrokardiografie, možné přístupy klasifikace, popis metodiky 
výběru příznaků, použití klasifikátoru a výsledné vyhodnocení EKG záznamu. Dále práce 
obsahuje popis výběru parametrů pro klasifikátor, které vychází z vlastností výpočtu 
kumulantů druhého až čtvrtého řádu.  
Práce je proto dále zaměřena na využití daných kumulantů pro zpracování několika typu 
srdečních cyklů. Pro studium možnosti použití kumulantů je vytvořena databáze normálních a 
patologických srdečních cyklů za použití EKG snímaných z králičích izolovaných srdcí.  Výpočet 
kumulantů  je realizován pro obě skupiny cyklů. Na základě statistického vyhodnocení je 
následně proveden výběr parametrů EKG (např. hodnoty kumulantů vypočtených pro určitý 
časový posun) vhodných pro klasifikaci. Zohledněny jsou různé typy klasifikačních systémů, 
které lze využít ke klasifikaci. Podrobně je seznámeno s principy a typy neuronové sítě. Tyto 
body jsou shrnuty v kapitolách 1 až 5. 
Praktická část diplomové práce (kapitola 6) je zaměřena na klasifikaci normálního 
průběhu, kde nedocházelo k žádným morfologickým jevům a na patologické průběhy, kde 
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docházelo k ischémii. Průběh EKG záznamu je předzpracován a přepočten na kumulanty 
daných řádů. Na základě kumulantů je sestaven vektor příznaků, jenž slouží jako vstup pro 
klasifikační systém, který je realizován prostřednictvím umělé neuronové sítě. Dále práce 
popisuje použití a nastavení klasifikátoru. Výsledné zhodnocení klasifikace je provedeno na 
základě různých kombinací kumulantů jako vektorů příznaků. K realizaci výpočtu je využito 
programového prostředí MATLAB. Dosažené výsledky jsou porovnávány s dostupnou 




1 ZÁKLADNÍ FUNKCE SRDCE 
Srdce je centrem transportního systému lidského těla, kdy za pomocí krve rozvádí 
důležité látky po celém těle. Srdce funguje jako pumpa. Jedná se o dutý svalový orgán, který 
pravidelnými stahy (cca 60 za minutu) přečerpává krev v cévách. Udržuje tak neustálí krevní 
oběh a zajišťuje, že se krev dostane do plic, kde se okysličí, a odtud ke všem buňkám. Tento 
proces se děje každou sekundu a je velmi důležitý pro udržení života. [1],[4] 
Principem mechanické činnosti srdce je neustálé rytmické smršťování a ochabování, 
neboli systola a diastola. Srdce má tvar nepravidelného kužele, jehož hrot (apex) směřuje 
doleva a dolů. Srdeční základna je místo, kam ústí cévy vstupující a vystupující do srdce, 
podkladem hrotu je hlavně levá komora. Levá plocha srdce je přivrácená k hrudní kosti a k 
žebrům, pravá plocha srdce je přivrácená k bránici. Srdce dospělého člověka má hmotnost 230 
– 340 g. Hmotnost srdce závisí na věku člověka a objemu srdeční svaloviny.  Z venku je srdce 
kryté vazivovým obalem, který se nazývá osrdečník. Prostřednictvím osrdečníku nasedá srdce 
na bránici. Osrdečník se skládá ze dvou listů:  
 nástěnný list (lamina parietalis): tenká lesklá blána, která pokrývá vnitřní, povrch 
dutiny osrdečníku, 
 vnitřní list (lamina visceralis, epicardium): srostlý s povrchem srdce, tvoří lesklý 
povrch srdeční stěny. 
Stěnu srdce tvoří tři vrstvy: 
 endokard: tenká lesklá blána vystýlající nitro srdce, 
 myokard: svalová vrstva tvořená příčně pruhovanou svalovinou srdeční, 
 epikard: povrchový obal srdce. 
Lidské srdce se skládá z čtyř dutin: dvou síní a dvou komor. Pravá síň a pravá komora tvoří 
pravé srdce, oddělené síňovou a komorovou přepážkou od levé síně a komory, které vytvářejí 
levé srdce. Mezi pravou síní a komorou je trojcípá chlopeň, mezi levou síní a komorou je 
dvojcípá chlopeň. Cípy chlopní jsou nálevkovitě vpáčené do komor. Proti vyvrácení chlopní do 
síní při zpětném nárazu krve, jdou od okraje chlopní tenká vazivová vlákna (šlašinky), která se 
upínají na svalové výběžky uvnitř komorových dutin. Do pravé síně srdeční přitéká horní a dolní 
dutou žílou odkysličená krev z orgánů a tkání těla. Smrštěním pravé síně je krev vypuzená do 
pravé komory a po jejím smrštění plicním kmenem do plic. [4] 
Na začátku plicního kmene je kapsovitá poloměsíčitá chlopeň zabraňující zpětnému toku 
krve z tepny do pravé komory. Z plic se do srdce vrací okysličená krev čtyřmi plicními žilami 
ústícími do levé síně. Při kontrakci (stahu) levé síně je krev přečerpána do levé komory. Z levé 
komory začíná srdečnice (aorta), kterou je krev rozváděna do tepen celého těla. Také v začátku 
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aorty je kapsovitá poloměsíčitá chlopeň, má obdobné funkce jako chlopeň v plicní tepně. Obě 
srdeční síně mají poměrně slabou stěnu, především svalovinu. V síních se krev především 
hromadí a při smrštění stěny síně přetéká do komor. Síně vybíhají v malé výdutě, kterým 
říkáme srdeční ouška. Pro funkci síní nemají ouška žádný mimořádný význam, ale jsou místy 
operačního přístupu do srdečních dutin. [1] 
Svalovina komor je několikanásobně silnější než svalovina síní. Nejsilnější svalovou vrstvu 
má levá komora (3-4 cm), která vypuzuje krev do aortálního neboli velkého (tělového) oběhu. 
Pravá komora zabezpečuje cirkulaci v malém (plicním) oběhu. Obě komory svými stahy 
nasávají krev ze síní a vypuzují ji do velkého resp. malého oběhu. Vzhledem k obrovské práci, 
kterou tak myokard komor vykonává, je i látková výměna srdeční svaloviny značná. Myokard je 
proto velmi dobře zásoben tepennou, maximálně okysličenou krví přiváděnou do stěny 
věnčitými (koronárními) tepnami. [1] 
1.1 Akční potenciál 
Aby srdce mohlo plnit svoji hlavní úlohu, tj. pumpovat krev bohatou na kyslík k ostatním 
orgánům lidského těla, potřebuje být rytmicky poháněno elektrickými impulsy, které se šíří 
membránami srdečních buněk. 
V klidových podmínkách je buněčná aktivita membrány stejná, je nepropustná. Jen draslík 
proniká v minimálním množství ven z buňky. Pokud prochází některý iont přes membránu, 
znamená to, že zde protéká elektrický proud. Proto jsme zavedli pojem kanál, který tento 
složitý děj popisuje. Pokud je buňka v klidu, je otevřen pouze draslíkový kanál. Buňka má své 
klidové napětí. Jedná se o rozdíl mezi vnitřním a vnějším prostředím buňky. Hodnota tohoto 
napětí se pohybuje okolo 60-90mV. Rozdíly způsobuje i odlišná koncentrace iontů draslíku, 
sodíku vně buňky. [2] 
Pokud dojde nějakým způsobem k podráždění, ať už spontánní nebo navozené, dojde ke 
změně propustnosti membrány pro ionty. Dojde ke změně koncentrací a napětí na buněčné 
membráně. Tuto náhlou změnu označujeme jako akční potenciál. Podráždění způsobí otevření 
sodíkového kanálu (Na+). Sodík začne proudit dovnitř buňky, způsobí pokles a dojde 
k polarizaci. Z původních -90mV na hodnotu okolo -60mV. Tato hodnota se označuje jako 
prahová. Od tohoto okamžiku pozitivní zpětnou vazbou dochází k dalšímu proudění iontů 
sodíku dovnitř buňky, což způsobí další pokles polarizačního napětí, dojde k depolarizaci 
buněčné membrány. [2] 
Následně se sodíkový kanál uzavře, membrána se pro sodíkové ionty stává nepropustnou.  
Po skončení depolarizace se stává propustnou pro vápníkové ionty, které vnikají do buňky. 
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Dochází k otevření vápníkového kanálu. Celý průběh akčního potenciálu zakončuje opětovné 
otevření draslíkového kanálu. [2] 
1.2 Převodní systém srdce 
Pokyny k rychlosti srdečních kontrakcí přicházejí nervy autonomního nervového systému 
z kardioregulačního centra v mozkovém kmeni. Centrum řízení srdeční činnosti je umístěno v 
prodloužené míše, spolu s dalšími životními centry. Je řízeno bez jakéhokoliv vědomého 
zásahu. Srdeční činnost je ovlivňována také hormony a jinými chemickými látkami. Proto může 
nastat situace, kdy srdeční aktivita přetrvává, i když nastala smrt mozku. [5] 
Místem primární automacie srdce je sinoatriální (SA) uzel. Nachází se v stěně pravé 
předsíně. Sinoatriální uzel má schopnost vytváří elektrické impulsy díky svalovým buňkám, 
které se nazývají kardiomyocyty. Buňky mají schopnost generovat elektrické impulsy. Impulsy 
se šíří více dráhami do předsíně až k atrioventrikulárnímu (AV) uzlu a způsobí jejich podráždění 
a následnou kontrakci.  Rychlost postupu podráždění síněmi je asi 1 m/s. Po asi 80 ms jsou 
aktivovány celé síně. Na konci této doby je podrážděn AV uzel. Nejvýznamnější vlastností AV 
uzlu je jeho funkce zpožďovací vedení pro šíření akčního potenciálu (rychlost vedení asi 0,05 
m/s). To má za následek zdržení postupu vzruchu ze síní do komor a umožní to dokončit 
systolu síní. Krev se dostane ze síní do komor. [5] 
Dále přechází elektrický impuls na Hisův svazek, to je jediná možná cesta, kterou vzruch 
může přejít na komory, protože okolní síňokomorové rozhraní je tvořeno zcela nevodivou 
vazivovou tkání. Elektrický impuls prochází následně Tawarovými raménky (asi 4m/s), až do 
sítě Purkyňových vláken, takže dochází k rychlému podráždění obou komor v celém jejich 
rozsahu, což vyvolá mechanickou kontrakci obou komor. Podráždění na komorách se šíří 
rychlostí asi 0,5 m/s. Nyní následuje depolarizace. Depolarizace se šíří od báze hrotu 
mezikomorovou přepážkou a poté volnou stěnou levé komory. Převodní systém srdce je 




Obr. 1.1 Převodní systém srdce (převzato z *4+) 
 Převodní systém srdeční: 1 – SA uzel, 2 – AV uzel, 3 – Hisův svazek, 4 – levé Tawarovo raménko, 5 – 
fasciculusanterior, 6 – fasciculusposterior, 7 – dutina levé komory, 8 – interventrikulární septum, 9 – 
dutina pravé komory, 10 – pravé Tawarovo raménko 
 
 
Obr. 1.2 Souvislost elektrické a mechanické aktivity srdce (převzato z *4+) 
   
 7 
 
2  ELEKTROKARDIOGRAFIE 
Celá činnost srdce je doprovázena vznikem elektrického signálu, jehož grafický záznam se 
nazývá elektrokardiogram (EKG). Nejčastěji bývá tento signál snímán pomocí elektrod 
umístěných na povrchu těla pacienta. Umístění elektrod je normalizováno. Přístroj 
zaznamenává průběhy potenciálů v jednotlivých svodech a vykresluje jejich závislosti v čase.  
Pokud dojde k poruše tvorby a vedení vzruchu, projeví se tento stav nejen v jeho 
mechanické činnosti, ale i změnou tvaru elektrického signálu. Vzhledem k tomu, že existuje 
rozsáhlý slovník průběhů s příslušnými diagnostickými výroky získaný na základě dlouholetých 
výzkumů, má EKG signál svoje nezastupitelné místo. [5] 
2.1 Snímaní elektrické aktivity srdce 
V elektrokardiografii se nejčastěji používají dva typy svodových systémů: 
 standartní 12-ti svodový systém, 
 ortogonální svodové systémy. 
2.1.1 Standartní 12-ti svodový systém 
Místa snímání potenciálu (svody) jsou nejčastěji na končetinách a na hrudníku - podle 
standardních metod je jich celkem dvanáct. Existuji i jiná místa pro umístění svodů. Ty jsou 
však většinou užívána pro speciální účely. 
U standardního 12-ti svodového systému měříme napětí mezi různými svody, které se 
umisťují nejčastěji na končetiny a hrudník. Celý 12-ti svodový systém EKG se skládá 
z následujících skupin. Svody označující se římskými číslicemi I, II, III (Einthovenovy svody) jsou 
svody bipolární. Měřící elektrody se umisťují nad zápěstí obou rukou (R- pravá ruka, značí se 
červeně, L – levá ruka, značí se žlutě) a levý bérec (F – levá noha, značí se zeleně) zemnící 
elektroda (N – pravá noha, značí se černě) každá elektroda je barevně značená, aby nedošlo 
k záměně. Další svody jsou unipolární svody dle Goldbergera, označované symboly aVR, aVL, 
aVF a unipolární Wilsnovy hrudní svody, které jsou označované symboly V1, V2, V3, V4, V5 a 
V6. [9]  
Končetinové svody podle Einthovena jsou bipolární. Elektrická informace je vedena ze 
dvou elektrod umístěných na končetinách přímo k vstupním svorkám zesilovače. Čtyři 
elektrody uložíme nad zápěstí a kotníky. Z elektrod jsou vedeny signály, tak jak ukazuje 
obrázek 2.1. Svod I zesiluje napěťový rozdíl mezi horními končetinami, svod II mezi pravou 
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horní a levou dolní končetinou a svod III pak zesiluje rozdíl napětí mezi levou horní a dolní 
končetinou. Mezi bipolárními končetinovými svody platí vztahy:  
                      ,                (1) 
                                         (2) 
                                                                                                                                     (3) 
 





Semiunipolární Goldbergovy svody registrují potenciálový rozdíl mezi jednou elektrodou 
končetinovou a průměrem napětí dvou elektrod zbylých, jak je vidět na obrázku 2.2. Průměr 
napětí zbylých dvou končetinových elektrod je svod aVR zesiluje potenciálový rozdíl mezi 
pravou rukou a průměrem napětí z levé ruky a levé nohy. Svod aVL zesiluje napětí mezi levou 
rukou a průměrem napětí z pravé ruky a levé nohy. Svod aVF zesiluje napěťový rozdíl mezi 
levou nohou a průměrem napětí z obou horních končetin. [6]  
 
Obr. 2.2 Semiunipolární Goldbergovy svody (převzato z *4+) 
  
Unipolární hrudní svody invertující vstup diferenciálního zesilovače jsou vedeny na tzv. 
Wilsonovu svorku, kterou její autor vytvořil vzájemným spojením všech tří končetinových 
elektrod. Běžný 12-ti svodový záznam používá 6 hrudních unipolárních svodů, které jsou 




 V1 leží ve 4. mezižebří těsně vpravo u hrudní kosti, 
 V2 leží ve 4. mezižebří těsně vlevo u hrudní kosti, 
 V3 leží uprostřed mezi V2 a V4, 
 V4 leží v 5. mezižebří v čáře medioklavikulární vlevo, 
 V5 leží mezi V4 a V6. 
Místa pro uložení jednotlivých elektrod jsou vyznačena na obrázku 2.3. 
 
 
Obr. 2.3 Uložení jednotlivých elektrod 6 hrudních unipolárních svodů (převzato z *5+) 
2.1.2 Ortogonální svodové systémy 
Klasická metoda snímání EKG zaznamenává potenciály pouze v jedné rovině. V dnešní době, 
díky moderní výpočetní technice, lze použít i trojrozměrná sledování. Pro znázornění elektrické 
aktivity srdce je důležité vytvoření prostorového obrazu.  To poskytuje ortogonální svodový 
systém. Základním principem je využití několika elektrod k vytvoření jednoho svodu. Napětí z 
jednotlivých elektrod, umístěných na těle pacienta jsou převedena na odporovou síť, ze které 
jsou odvozeny signály svodů UX, UY a UZ. [7], [8]  
Největší uplatnění z ortogonálních svodových systémů nalezl svodový systém dle Franka, 
který využívá 7 elektrod, viz obrázek 2.4. Ze tří ortogonálních svodů je jen jeden tvořen běžným 
způsobem (snímáním rozdílu potenciálu krku a bránice). Každý z obou horizontálních signálů je 
tvořen napětími měřenými na elektrodách umístěných podél horizontálního obvodu hrudníku. 
Podíly potenciálů jednotlivých elektrod na celkovém napětí svodu byly určeny empiricky 
měřením na elektrolytickém modelu hrudníku. Zatímco u standardního svodového systému je 
zvykem zobrazovat dynamiku svodových napětí výhradně v čase, v případě ortogonálních 
svodů je dávána přednost zobrazení společných průmětů svodových napětí do jednotlivých 
tělesných rovin - frontální, horizontální a sagitální. [7], [8]  
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Rozeznáváme tři hlavní svody: 
 svod x (horizontální, směřující od pravé ruky k levé ruce), 
 svod y (vertikální, směřující od hlavy k nohám), 
 svod z (dorzální, směřující od hrudi k zádům). 
Jednotlivé svody definují tři ortogonální průmětové roviny: 
 sagitální (rovina yz), 
 horizontální (rovina xz), 
 frontální (rovina xy). 
Frankův systém využívá 7 elektrod, které jsou umístěny následovně: 
E - vpředu parasternálně, 
M - v protilehlém směru vzadu paravertebrálně, 
J - v pravé střední axilární čáře, 
A - v levé střední axilární čáře, 
C - v úhlu 45◦ od levé střední axilární čáry dopředu, 
F - na levé noze, 
H - vzadu na krku. 
Elektrody J, E, C, A, M se u ležícího pacienta umisťuji ve 4. mezižebří, pokud pacient sedí 
nebo vykonává práci ve stoje, tak v 5. mezižebří. Umožňuje sledování i při zátěži dynamickou 
prací. Výhodou je malý počet svodových míst, která nás informuji o prostorových změnách 
elektrické aktivity srdce, čímž získáváme komplexní informace o srdečním vektoru. [8], [9]  
 
Obr. 2.4 Rozmístění elektrod Frankova systému (převzato z *7+) 
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2.2 Průběh EKG 
2.2.1 Jednotlivé části EKG křivky 
Při měření srdce elektrokardiografem je výstupem záznam EKG křivky, tento záznam 
může být zobrazen na stínítku obrazovky nebo zaznamenán na vhodném mediu (termopapír, 
normální papír nebo numericky). V zaznamenané křivce se rozeznávají vlny a kmity, což 
usnadňuje popis jednotlivých částí křivky a lze tak zjistit informace o funkci srdce. Každý 
komplex křivky má své charakteristické vlastnosti: 
 P-vlna vzniká při činnosti SA uzlíku je projevem elektrické depolarizace síní. 
Normální P-vlna ostřejší špičky. Amplituda od 0 do 0.3 mV (dolní mez znamená,  
P-vlna není pozorovatelná). Dobou trvání do 100 ms. 
 Interval PR je doba, kterou elektrický impuls potřebuje k tomu, aby prošel AV 
uzlem, Hisovým svazkem, Tawarovými raménky a Purkyňovými vlákny a 
depolarizoval svalovinu komor. Doba trvání tohoto intervalu je od 120 do 200 ms. 
Na době trvání se projevuje věk a tepová frekvence.  
 Q-vlna je první negativní výchylka křivky EKG, je součástí QRS komplexu. Velikost 
amplitudy je v rozsahu 0 až 25% velikosti R-vlny. Doba trvání je pod 30 ms. 
 R-vlna následuje po vlně Q a je to pozitivní vlna. Velikost amplitudy je ovlivněna 
místem snímání. Velikost může dosahovat několika mV, ale může i chybět. Doba 
trvání je okolo 100 ms.  
 S-vlna je druhá negativní výchylka následující po R-vlně. Amplituda je od 0 do 0.8 
mV a doba trvání je 50 ms. Opět je zde závislost na místě snímání diferentní 
elektrody.  
 QRS komplex je to v podstatě trojúhelníkový kmit doprovázející depolarizaci 
komor. Doba normálního komplexu QRS je od 50 do 110 ms. 
 Úsek ST ohraničuje interval od konce QRS komplexu po začátek vlny T. ST úsek 
nese informaci o okamžiku, kdy jsou komory depolarizovány, nebo jsou všechny 
elektrické vektory končící depolarizace a začínající repolarizace vyrovnány. Na 
konci úseku nastává T vlna. Délka úseku ST by měla být pro každý EKG cyklus 
konstantní. 
 Interval QT reprezentuje elektrickou systolu. Je měřen od začátku QRS komplexu 
po konec vlny T. Tento interval se mění s tepovou frekvencí, věkem a pohlavím 
pacienta, metabolismem minerálů (Ca++. K+), je ovlivňován léky (např. digitalis). 
Průměrné hodnoty kolísají od 0,34 do 0,42 s. 
 12 
 
 T-vlna reprezentuje repolarizaci svaloviny komor. Má velmi proměnlivý rozsah 
amplitud. Napěťový rozsah je do 8,8 mV, doba trvání normální vlny T je od 100 do 
250 ms. Je velmi citlivým indikátorem stavu srdeční svaloviny. 
 U-vlna je malá pozitivní výchylka následující za vlnou T. Její výskyt je závislý na 
tonusu vegetativního nervstva, minerálního metabolismu (K+) a celé řady dalších 
faktorů. [8], [9]  
Příklad EKG křivky je uveden na obrázku 2.5. [9]  
 
Obr. 2.5 Běžný průběh EKG (převzato z *15+) 
2.2.2 Rušení EKG signálu 
Při snímání EKG signálu může dojít k nejrůznějším typům rušení, rušení může signál 
znehodnotit takovým způsobem, že následná diagnostika či detekce požadovaného místa je 
zcela nemožná. Jednotlivé typy rušení postihují různé oblasti signálu dle zdroje vzniku. 
 Síťový brum: vzniká v důsledku indukce napětí ze silových elektrických rozvodů. 
V Evropě 50 Hz (± 0,2 Hz), na území USA 60 Hz (± 0,2 Hz). Síťové rušení je harmonický, 
periodický signál, který se prolíná se spektrem užitečného signálu, právě v této 
kmitočtové oblasti. V dnešní době toto rušení není problém a lze jej odstranit použitím 
lineární filtrace (pásmová zádrž). Za pomocí IIR nebo FIR filtrů. [14]  
 Kolísání izoelektrické linie: je především způsobeno elektrochemickými procesy na 
rozhraní elektrody a kůže, pocení pacienta, dýchání (0,8 Hz) a pohyb (2 Hz).  K filtraci 
lze použít lineární filtraci s horní propustí. U používaných EKG systémů by měl být dolní 
mezní kmitočet 0,05 Hz. Filtraci lze řešit i analogově za použití RC článku s časovou 
konstantou. [14]  
 Myopotenciály: vznikají při aktivním pohybu svalů vyšetřovaného pacienta. Může se 
jednat jak o pohyb končetiny, tak i samotné dýchání. Vlivem pohybu svalů se vytváří 
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signál s frekvenčním rozsahem od 10 do 3 kHz. Ovšem nejčastěji se jedná o rozmezí 
frekvencí od 10 do 500 Hz. Filtrace myopotenciálů bývá velice náročná, protože 
frekvenční pásmo rušení se překrývá s frekvenčním pásmem užitečného signálu, 
z tohoto důvodu se lineární filtrace dolní propustí nepoužívají. K filtraci lze použít dolní 
propust s frekvencí 35 až 45 Hz. Zde ale dochází k ořezání QRS komplexu. Vhodnější 
metodou je vlnková filtrace např. Wienerovský vlnkový filtr. I zde dochází ke ztrátě 
užitečné informace. Nejvhodnější metodou jsou Kumulační metody. [14] 
 Impulzní šum: projevuje se rychlou skokovou změnou, které se často projevují až 
limitními krajními hodnotami. Vzniká v okolí silových elektrických zařízení nebo 
komunikačních signálů. Tento typ zašumění nelze efektivně odstranit pomocí filtru. 
 
Existuje celá řada dalších artefaktů, které se mohou při snímání EKG vyskytnout: 
 šum elektronických obvodů (např. šum operačního zesilovače, odporů, tranzistorů, 
kontaktů), 




3 KLASIFIKACE SRDEČNÍCH CYKLŮ 
3.1 Obecné schéma klasifikace 
Klasifikaci srdečních cyklů můžeme provést podle obrázku 3.1 níže, kde je uvedeno 
obecné blokové schéma klasifikace. Pro správné rozlišení zdravého průběhu EKG signálu od 
patologického (např. ischemického) je nutné provést jejich korektní klasifikaci. K tomu je nutné 





Obr. 3.1 Obecné blokové schéma klasifikace srdečních cyklů 
 
3.1.1 EKG záznam 
Záznam EKG je záznam časové změny elektrické srdeční aktivity. Tento záznam je pořízen 
za použití svodového systému. Standardně se používá citlivost 10 mm výchylky záznamové 
stopy na 1 mV vstupního signálu. Rychlost záznamového zařízení bývá 25 nebo 50 mm/s. U 
vzorkovací frekvence musí být splněna podmínka Shannonova teorému, který říká, že 
vzorkovací frekvence musí být alespoň dvakrát vyšší, než je maximální frekvence signálu.  
3.1.2 Předzpracování 
Účelem předzpracování EKG signálů je zvýraznit komplex QRS a odstranit nežádoucí 
útvary. Důležitý parametr je vzorkovací frekvence, která ovlivňuje výslednou přesnost detekce. 
Pro odstranění nežádoucích útvarů použijeme filtraci. Filtrace signálů EKG má vliv na správné 
stanovení diagnózy. Proto je kladen velký důraz na vlastnosti použitého filtru. Vhodně 
navržený filtr nepůsobí zkreslení užitečných složek signálu. Mezi nejčastější rušení signálů EKG 
patří kolísání nulové izolinie, síťový brum a svalové (elektromyografické) rušení. Rušení svalové 
má širokopásmový charakter a ve spektru může zasahovat do významných složek signálu EKG, 
zde se používají nelineární metody založené na vlnkové filtraci. Kolísání nulové izolinie a síťové 
rušení, lze odstranit lineárním způsobem filtrace, neboť se jedná o rušení úzkopásmové povahy 












3.1.3 Detekce QRS komplexu 
QRS komplex má v celém průběhu EKG signálu nejvýraznější útvar. Jedná se o kladnou 
výchylku o velikosti až několika milivoltů a délce trvání až 100 ms. Rychlá a spolehlivá detekce 
tohoto komplexu je důležitým parametrem pro automatickou klasifikaci a pro celkovou kvalitu 
výsledků zpracování. Důvodem provedení detekce této části EKG je nutnost určit přesný 
referenční bod, který bude sloužit navazujícím algoritmům pro orientaci v signálu. Při detekci 
se také musíme vypořádat s velkou variabilitou signálu. Tato variabilita mezi jednotlivými cykly 
signálu je častou příčinou selhání detektoru, jednotlivé komplexy nesplňují podmínky detekce, 
např. vlna R nemá dostatečnou amplitudu k překročení detekčního prahu. EKG obsahuje 
rušení, které jsou způsobeny rychlými změnami nulové izolinie signálu, síťovým rušením a 
svalovými myopotenciály (viz kapitola 2.2.2 Rušení EKG signálu). Jednotlivé druhy rušení se od 
sebe také liší v závislosti na experimentálním protokolu (zátěžové EKG, klidové EKG, analýza 
dlouhodobého EKG - Holter monitoring). Všechny tyto faktory by se měly brát v úvahu při 
návrhu jednotlivých algoritmů. 
3.1.4 Odvození příznaků 
V dnešní době neexistuje obecná metoda, kterou lze přesně určit jaké příznaky na daném 
průběhu volit. Na výběr máme velké množství možností, teoreticky veškeré hodnoty, které lze 
změřit. Existuje několik základních oblastí, v kterých můžeme vhodné příznaky vybrat, 
popřípadě využít jejich kombinace.  
Časová oblast: Časovou oblast můžeme rozdělit do dvou základních tříd. V první třídě 
vycházíme z měření, která jsou odvozena z přímých měřeni NN (normal-to-normal) intervalů 
nebo z okamžitých srdečních frekvencí. Do druhé třídy patří měření, která jsou odvozena 
z rozdílů mezi NN intervaly. V časové oblasti se využívá statistických měření jako je určení 
SDNN (směrodatná odchylka), SDANN (směrodatná odchylka průměrných intervalů RR z 5 
minutových úseků) a dalších. Druhou možností jsou geometrická měření, která využívají 
histogramů RR intervalů nebo diferencí mezi sousedními RR intervaly. Důležité informace nám 
poskytuje jak šířka histogramu nad daným prahem, tak i aproximovaný tvar histogramu. Ten 
slouží k určení tzv. trojúhelníkového indexu. [19]  
Vhodným postupem může být v tomto případě i pozorování změn v průběhu signálu 
vycházející z popisu morfologie EKG (měření amplitud a dob trvání jednotlivých úseků EKG 
křivky). Příkladem mohou být naměřená data použitá v této práci, kde hlavním cílem je správná 
klasifikace dat, na základě ischémie srdce. Ve fázi ischemie dojde k deformaci a změně 
amplitudy vlny oproti normálnímu průběhu EKG. Zde bude uvedeno jen několik dalších 





a) Flutter síní – Nahrazuje P-vlnu při normální aktivitě předsíní rychlými flutterovými 
vlnkami, které se dají přirovnat zubům pily. Flutter je nejlépe vidět ve svodech II, III a 
aVF. Komplexy QRS, které odpovídají stahu komor, jsou obvykle řazeny pravidelně s 
menší frekvencí. 
b) Fibrilace síní – Vyznačuje se ztrátou P-vlny, tato vlna je nahrazena nepravidelnými 
fibrilačními vlnkami. Nepravidelně se objevujícím komplexem QRS. Nepravidelné vlnky 
na izoelektrické linii jsou obvykle nejlépe patrné ve svodu V1. Fibrilaci lze dále rozdělit 
na jemnou a hrubou. 
Bradyarytmie 
a) Poruchy vedení v AV uzlu a Hisově svazku – dojde k narušení srdečního vedení  
b) Atrioventikulární blokáda prvního stupně – Prodloužení intervalu PQ nad 0,2 s. Může 
být důsledkem choroby koronárních arterií, porucha rovnováhy elektrolytů. 
c) Atrioventikulární blokáda druhého stupně.  
(1) Mobitz I – doba převodu vzruchu ze síní na komory se postupně prodlužuje, až 
se poslední vzruch ze síní nepřevede. Postupné prodlužování intervalu PQ. 
(2) Mobitz II – konstantní PQ interval, ovšem každá druhá až třetí vlna P je 
následována komplexem QRS. 
 
Frekvenční oblast: Metody v této oblasti pracují většinou na principu hodnocení změny 
variability srdečního rytmu (HRV). Změny jsou zpracovány statistikou vyššího řádu.  Výsledkem 
je variabilní ukazatel, který je definován jako suma oscilačních komponent a každá z těchto 
komponent je popsána amplitudou a frekvencí. Časové rozložení mezi jednotlivými intervaly je 
transformováno do frekvenčních hodnot a tak vzniká výkonové spektrum, toto spektrum 
obsahuje oscilace o různých frekvencích. Analýza hustoty tohoto spektrálního výkonu, který 
vyjadřuje velikost variability RR intervalů, informuje o tom, jak je tento výkon rozložen ve 
sledovaném frekvenčním pásmu. [16] 
Metody pro výpočet spekter mohou byt rozděleny na parametrické a neparametrické. Ve 
většině případů, obě metody poskytují porovnatelné výsledky. 
Neparametrická metoda pracuje na principu Fourierov transformace. Vstupní signál je 
rozložen na součet periodických funkcí o různé frekvenci. Pro každou frekvenční složku je 
vyjádřen její amplitudový podíl na celkové variabilitě signálu. Výstupem je periodogram. [23] 
Parametrická metoda využívá autokorelačního modelu, který je založen na porovnání 
aktuálního bodu ze signálu s předchozích vzorků signálu. U této metody je hlavní výhodou, 
vyhlazení spektra a následné zpracování, nevýhodou bývá určení vyhovujícího modelu. 
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Průběh RR intervalu je převeden do spektrálního obrazu v rozmezí od 0 do 0.5 Hz. V této 
oblasti spektra lze rozlišit tři základní komponenty [23]: 
 HF (0.15 - 0.50 Hz) – vysokofrekvenční pásmo, je ovlivněno výhradně vagovou 
aktivitou, zvyšující se dechový objem zvyšuje velikost komponenty HF, zatímco 
zvyšující se frekvence dýchání jej redukuje. 
 LF (0.05 - 0.15 Hz) – nízkofrekvenční pásmo, je nejvíce ovlivněno baroreflexní  
sympatickou aktivitou a koresponduje s pomalými oscilacemi variability arteriálního 
tlaku, ale také se stimulací vagu. Nemělo by být považováno za celkový ukazatel 
sympatické aktivity. 
 VLF (0.02 - 0.05 Hz) – velmi nízkofrekvenční, má vztah k termoregulační sympatické 
aktivitě cév, k hladině cirkulujících katecholaminů a k aktivitě renin - angiotenzinového 
systému. Představuje zatím nejméně objasněnou komponentu, přestože zabírá až 95% 
z celkového spektrálního výkonu.  
Spektrální analýza HRV se dnes rutinně používá v klinické praxi především ke stanovení 
prognózy a jako ukazatel rizika u různých typů onemocnění. K redukci celkového spektrálního 
výkonu i jeho jednotlivých složek dochází např. u pacientů s hypertenzí, diabetem, u pacientů s 
ischemickou chorobou srdeční, po infarktu myokardu nebo u nemocných se srdečním 
selháváním. [13] 
3.2 Metody používané ke klasifikaci 
Nejčastěji používanými modely pro klasifikaci srdečních cyklů jsou následující. 
Fuzzy logika 
U klasických množin platí, že máme na výběr pouze ze dvou možností a to že prvek k dané 
množině patří nebo nepatří. Fuzzy množiny jsou zobecněním klasických množin a mají větší 
přizpůsobivost, aby zachytily výrazně různé aspekty neúplnosti nebo nedostatečnosti v 
informaci. Pokud nejsme schopni stanovit přesné vlastnosti prvku a do jaké třídy patří, 
nahradíme toto rozhodnutí mírou vybíranou z nějaké třídy. Bude-li třída uspořádaná, pak 
menší míra bude vyjadřovat, že daný prvek leží někde na okraji třídy. Každý prvek bude mít 
přiřazenou míru, která vyjadřuje jeho místo a roli v této třídě. U fuzzy množiny může prvek 
částečně patřit k více množinám, musí však platit, že celková příslušnost je dohromady 1. 
Protože fuzzy množiny charakterizují nepřesné vlastnosti, mohou být účinně využity k 
modelování neurčitosti spojené se skutečnými systémy v životě. Fuzzy logika je založena na 
teorii fuzzy množin a přibližného usuzování. V duchu je mnohem bližší lidskému logickému 
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myšlení, než tradiční logické systémy. Fuzzy logika tedy poskytuje účinné prostředky k věrnému 
modelování přibližné a nepřesné povahy skutečného světa, jaké se běžně nachází u 
biologických datových množin. [12]  
SVM  
Algoritmy podpůrných vektorů-SVM (angl. support vector machine) byly nejdříve 
navrženy ke klasifikaci a regresivním činnostem. SVM je spolehlivá klasifikační technika, která 
je založena na statistické teorii učení. SVM vznikla z myšlenky minimalizace strukturálního 
rizika. SVM jsou především klasifikátory dvou tříd, které se ukázaly, že jsou atraktivní a 
systematičtější při učení lineárních nebo nelineárních klasifikačních hranic. Jedním ze 
základních principů je převod daného původního vstupního prostoru do jiného, 
vícedimensionálního, kde již lze od sebe oddělit třídy lineárně. [18]  
Umělé neuronové sítě  
Umělá neuronová síť (ANN) je prostředkem pro zpracování komplexních dat, využívajícím 
ke své práci množství propojených procesorů a výpočetních cest. ANN jsou inspirovány 
architekturou lidského mozku a jsou schopny se učit a analyzovat rozsáhlé a komplexní 
množiny dat, které mnohem lineárnější algoritmy jen těžko zvládnou. ANN byly použity u 
velkého rozsahu klasifikačních problémů v rámci oblasti zdravotnické péče.  
Existují různé přístupy k neuronovým sítím, které se liší v termínech, topologii a 
provozním režimu. Během učení neuronová síť postupně mění svoje váhy a ustálí se na váhách 
schopné realizovat zobrazení vstupu a výstupu buď bez chyby, nebo s minimální chybou 
nastavenou uživatelem.  
Nejobvyklejším typem sledovaného učení je učení se zpětným šířením chyby 
(backpropagation).  
Příkladem jiných forem učení jsou: RBFNN (radialbasisfunction), PNN (probabilisticneural 
network), GRNN (generalizedregressionneural network), cascade-correlation atd. Některé 
příklady učení bez učitele jsou například SOM-NN (self-organizing map), ART (adaptive 
resonance theory) atd. se používají, když nejsou k dispozici cvičné množiny se známými 
výstupy. [26] 
Shluková analýza  
Shluková analýza je metoda skládající se z mnoha různých výpočetních postupů jejich 
cílem je roztřídění objektů do skupin (shluků) tak, aby si jednotlivé rozložené objekty uvnitř 
jedné skupiny byly co nejvíce podobné, dle zvoleného kritéria. Objekty patřící do jiných skupin 
si byly zase co nejméně podobné. Míra podobnosti může v ideálním případě nabývat hodnot 
z intervalu čísel 0, kdy jsi objekty, nejsou vůbec podobné nebo 1, to jsou si maximálně 
podobné. Ve shlukové analýze se ovšem počítá spíše s nepodobností objektů. Shlukovou 
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analýzu můžeme rozdělit na dvě skupiny a to podle cílů, ke kterým směřují ve výsledku. Prvním 
typem je hierarchická a druhým nehierarchická shluková analýza. 
V našem případě bychom použily první typ, kterým je hierarchické shlukování. K 
hierarchickému shlukování lze přistupovat ze dvou stran. Rozlišujeme přístup divizní 
(vycházíme z celku, jednoho shluku, a ten dělíme) a aglomerativní (vycházíme z jednotlivých 
objektů, shluků o jednom členu, a ty spojujeme). Hierarchické shlukování nabízí více 
alternativních řešení, celý proces shlukování je pak možné vyjádřit dendogramem. Samotné 
shlukování objektů do větších shluků je založeno na měření podobností, nebo vzdáleností mezi 
jednotlivými objekty. [20] 
Lineární diskriminační funkce  
LDA lineární diskriminační analýza patří mezi metody zkoumání závislosti mezi zadanou 
skupinou nezávisle proměnných, nazývaných diskriminátory. Jedná se o funkci, která umožňuje 
rozlišit, do které třídy objekt patří. Tyto diskriminátory jsou sestaveny sloupci zdrojové matice 
na jedné straně a jednou kvalitativně závislou proměnnou na druhé straně. To nám umožňuje 
zařazení objektu do jedné z existujících tříd. Ve vstupních datech jsou na základě svých hodnot 
diskriminátorů všechny objekty zařazeny do primárních tříd. Dále se zde vyskytují nezařazené 
objekty, kterým budeme hledat zařazení do třídy. Objekt zařadíme do třídy na základě jeho 
největší míry podobnosti, např. nejmenší vzdálenosti. [12], [13], [14] 




Aritmie Klasifikační účinnost 
Osowski and Linh [32] HOS, RR interval, QRS šířka Fuzzy hybrid NN 7 typů  přesnost  96.1%  




73% SEN, 96% SPE, 
 45% SEL 
Hu et al. [34] 
PCA na surových datech, 
 RR-interval, QRS šířka 
MOE 4 skupiny přesnost 94% 
Engin [35] 
DWT koeficient, koef. z   
auto-regresivního modelu 
Neuro-Fuzzy 4 typy přesnost  98.0% 
Lagerholm et al. [36] 
Hermitův polynom,  
RR-interval 
SOM 4 skupiny 
82.2% SEN, 98.9% SPE, 
92.5% SEL 
Güler and Übeyli [37] HOS a DWT koeficient ANN 4 typy Přesnost 97%  
Yu and Chen [38] HOS z DWT, RR interval, ANN 6 typů přesnost  99.7% 
Acir [39] DWT koeficient LSSVM 6 typů 
96.2% SEN, 92.9% SPE, 
 přesnost  94.1%  
Kutlua and Kuntalp 
[40] 
HOS z WPD Koefficient KNN 5 skupin 
90% SEN, 98% SPE,  
92% SEL 




hHOS 72,8% SEN, 
mHOS 42,4% SEN 
 
HOS – statistika vyššího řádu, PCA – Analýza hlavních komponent, DWT - Diskrétní vlnková transformace, NN – nejbližší soused, MOE – angl.. 
mixture-of-experts, SOM – samorganizační mapy (angl. self-organizing map), ANN – umělá neuronová síť, LSSVM – angl. Least squares SVM, 
SVM - Algoritmus podpůrných vektorů (angl. support vector machine ), KNN - Algoritmus k-nejbližších sousedů.  
 




4 POUŽITÍ KUMULANTŮ VYŠŠÍCH ŘÁDŮ PRO 
ZPRACOVÁNÍ EKG 
Srdeční rytmus je ovlivněn mnoha faktory a mění se v závislosti na stavu a zatížení 
nervového a kardiovaskulárního systému. Faktory, které srdeční rytmus ovlivňují nejvíce, 
můžeme rozdělit na dva základní typy: vnější a vnitřní. 
Mezi vnější faktory bychom mohli zařadit duševní situace pacientů, svalová zátěž, a 
prostředí. Vnitřními faktory jsou zejména aktivita autonomního nervového systému a dýchání. 
Klasifikační metoda by měla být co nejméně citlivá vůči těmto faktorům. Proto v posledních 
letech se začaly objevovat studie zaměřené na použití statistiky vyšších řádů pro zpracování 
signálů (včetně biologických). Jednou z metod je použití kumulantů vyšších řádů (řadu vyššího 
než 2.). Tato metoda slouží potlačení těchto nežádoucích jevů v signálu, jako je rušení síťovým 
kmitočtem, běžný Gaussovský šum a rušení způsobené dýcháním a pohyby pacienta. Použití 
kumulantů vyššího řádu na vzorek signálu nám vytvoří velké množství výstupních příznakových 
vektorů, tedy hodnot, které lze použít ke klasifikaci. [10], [11]  
Statistika vyšších řádů (angl. higher-order statistics, HOS) je vědecký obor statistiky, jenž 
poskytuje řadu nástrojů. Jedním z těchto nástrojů jsou i kumulanty. Tuto metodu výpočtu 
aplikujeme na zpracování náhodných signálů. Mnoho signálů, a to zejména pokud se jedná o 
nelineární signály, nemůže být správně přezkoumána. Z tohoto důvodu byly vyvinuty metody 
vyššího řádu. Jedná se statistické metody, které byly vyvinuty v průběhu 20. století. Klíčové 
dokumenty byly publikovány v roce 1960. V roce 1970, byly poprvé, HOS techniky aplikovány 
na skutečné problémy pro zpracování signálu, a od té doby HOS pokračovalo v expanzi do 
různých oblastí. 
V dnešní době čelí automatická analýza EKG, různým problémům co se týče rozdílů 
v morfologii EKG vln. Abychom předešli těmto potížím, místo samotného signálu EKG, budeme 
pracovat s HOS aplikované na křivky. Z křivek odvodíme kumulanty čtyř řádů (prvního až 






4.1 Kumulanty vyššího řádu 
Jak již bylo zmíněno v předchozí kapitole, existuje mnoho metod jak popsat EKG. Jednou 
z nich jsou i kumulanty vyšších řádů, zejména řádu druhého, třetího a čtvrtého. Vlastnosti, 
kterými kumulanty disponují, nám umožňují snížit variabilitu jednotlivých cyklů v rámci jedné 
konkrétní skupiny (např. normální cykly, ventrikulární či supraventrikulární extrasystoly, různé 
typy blokád aj.), nebo také potlačit Gausovské rušení, jelikož mají vysoký poměr signál šum. 
Tato kapitola se bude zabývat popisem a odvození vlastností kumulantů. Informace pro tuto 
část práce byly čerpány z [21], [22]. 
Odvození kumulantů 
Pro pochopení výpočtu kumulantů ze signálu, uvedeného v následující kapitole, je 
důležité nejprve objasnit pojem obecné momenty, jejichž pomocí se obvykle kumulanty 
definují. Momenty jsou pojmem z matematické statistiky a charakterizují pravděpodobností 
rozdělení náhodné veličiny. Pro zjednodušení bude níže uvedené odvození obecných momentů 
a pomocí nich i samotných kumulantů vysvětlováno pouze pro jednorozměrný proces. 
Nejprve definujeme hustotu rozdělení pravděpodobnosti spojité náhodné veličiny x jako:  
∫   ( )      
 
  
                                                                                                                            ( ) 
kde f(x) je hustota pravděpodobnosti veličiny x. Pak pravděpodobnostní funkce spojité 
veličiny x se definuje následovně: 
 ( )  ∫      ( )   
 
  
                                                                                                              ( ) 
Pokud nyní položíme v rovnici (2) g=et, získáme momentovou vytvořující funkci Mx(t) 
náhodné veličiny X: 
  ( )   ( 
  )  ∫       ( )                                                                         
 
  
                    ( ) 
kde E je pravděpodobnostní funkce. Pro diskrétní náhodnou veličinu x je momentová 
vytvořující funkce definována takto: 
  ( )   ( 
  )  ∑      ( )                                                                                                ( )  
kde P(x) = P(X=x) je pravděpodobnostní funkce veličiny X.  
Vytvořující funkci  ( ) lze vyjádřit pomocí Taylorovy řady, jejíž definice je: 
 ( )  ∑
  ( )
   
(   )   ( )
 
   
 
  ( )
  
(   )  
   ( )
  
(   )                       ( ) 
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Z výše uvedeného je nám známo, že   ( )    ( 
  ), pokud získáme rozvoj funkce etx 
v Taylorovou řádu a položíme a=0 a zároveň využijme znalosti, že  e0=1, pak rozvoj momentové 
generující funkce je: 




(   )  
   
  
(   )  
    
  
(   )     ]
  [   
   
  
 
      
  
 
       
  
    ]
  ( )  
 ( )   
  
 
 (   )    
  
 
 (    )    
  
                             ( )  
Vztahu (5) využijeme nyní při důkazu toho, že obecné momenty dostaneme jako derivaci 
charakteristické vytvořující funkce Mx(t) v nule. Zderivujeme ji a položíme t=0 
  
 
{ ( )  
 ( )   
  
 
 (   )    
  
 
 (    )    
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   (   )   
  
 
   (    )    
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   (   )   
  
 
   (    )    
  
  ( )                     ( ) 
Dostali jsme první obecný moment m1. Pokud bychom nyní provedli druhou derivaci této 
funkce získáme druhý obecný moment. Z toho již plyne základní význam momentové 
vytvořující funkce a to že její n-tá derivace v bodě 0 dává n-tý obecný moment mn. 
Pokud nyní momentovou generující funkci zlogaritmujeme, získáme kumulanty generující 
funkci gx(t) [21] 
  ( )    ( ( 





   
 (   ))   ∑
 
 
 (∑   
 
   
 













             ( ) 
A nyní stejným způsobem jako jsme výše dostali momenty, dostaneme konečně 
kumulanty, čili n-tá derivace gx(t) v bodě 0 nám dá n-tý kumulant. V mojí práci budu využívat 
kumulantů 1-4. řádu, uvedu tedy jejich výsledné definice, které získáme z rovnice (7) 
provedením výše popsaných operací: 
                         (9) 
        
                   (10) 
               
                (11) 
                       
        
     
                                                                      (  ) 
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Uvažujeme-li o x(n) s nulovou střední hodnotou (m1=0), pak kumulant prvního řadu je 
roven nule, kumulanty druhého a třetího řádu jsou rovné příslušným momentům, kumulant 
čtvrtého řádu se odvozuje za použitím momentů druhého a čtvrtého řádu. Tvorba kumulantů 
ze signálu v praxi 
Kumulanty (tzn. ‚autokumulanty‘) ze signálu x(n), n =      ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , který je reálný, diskrétní a 
náhodný a má nulovou střední hodnotu, vypočítáme tak, že budeme mezi sebou násobit 
vzorky tohoto signálu, posunuté vůči sobě o určitý časový okamžik (tj. určitý počet vzorků):  
   ( )       [ ( ) (   )]   
 
  
∑   ( ) (   )                            (13) 
 
   (   )       [ ( ) (   ) (   )]   
 
  
∑   ( ) (   )       (   )     (14) 
 
   (     )   [ ( ) (   ) (   ) (   )]     ( )   (   )     ( )   (  
          )     ( )   (   )   
 
  
∑   ( ) (   )       (   ) 
 (   )     ( )   (  
         )     ( )   (   )     ( )   (   ),           (15) 
 
kde k, l, m jsou časové okamžiky (posunutí signálu), 'x*(n)' je komplexně sdružená 
posloupnost, N1 a N2 se vybírají z rozmezí 0 až N-1. Pro vypočet ‘neposunutých‘ (angl. 
unbiased) kumulantů se N3 nastavuje na hodnotu, která odpovídá délce (počtu vzorků) 
posloupnosti aktuálně využívané pro výpočet kumulantu. Pro nulové hodnoty k, l a m, 
normalizované hodnoty kumulantů reprezentují dobře známé charakteristiky rozdělení 
náhodné veličiny: kumulant 2. řádu reprezentuje rozptyl, kumulant 3. řádu – koeficient 
šikmosti a kumulant 4. řádu - koeficient špičatosti. [11] 
4.2 Výpočet kumulantů v praxi 
V předchozí podkapitole byly matematicky odvozeny vzorce pro výpočty jednotlivých řádů 
kumulantů, z těchto odvozených vzorců vychází výpočty jednotlivých kumulantů daných řádů. 
Zpracování vstupních dat, zápis rovnic kumulantů a nastavení vhodných parametrů, toto vše je 
provedeno společně s následným výpočtem v programovém prostředí MATLAB. Každý řád 
kumulantů je zpracován jednotlivě, to znamená, že obsahuje vlastní skript, veškeré vstupní 
parametry se nastavuji v hlavičce skriptu. 
V této části se budeme věnovat konkrétním ukázkám výpočtu jednotlivých řádů 
kumulantů na skutečných vstupních datech, celý postup výpočtu je naznačen schematicky na 
obrázku 4.1. Jednotlivé výpočty kumulantů se od sebe liší metodou výpočtu, jak bylo uvedeno 
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v kapitole 4.1. Pro výpočet kumulantů vyšších řádů se používají hodnoty kumulantů nižších 
řádů. Tato odlišnost výpočtu bude uvedena a patřičně na ni upozorněno ve schématu. 
Konkrétní výpočty pro jednotlivé kroky programu jsou popsány vývojovým diagramem, 
popřípadě pro úplnost doplněn zdrojovým kódem programu. 




Obr. 4.1 Obecné blokové schéma výpočtu kumulantů 
4.2.1 Vektor vstupních dat 
Data, která jsou použita v této práci a která jsou dostupná na ÚBMI, byla získána ze 
skupiny Novozélandských bílých králíků. Vstupní matice je tedy záznam časové změny 
elektrického potenciálu způsobeného srdeční aktivitou. Pracujeme tedy s cykly EKG, konkrétně 
s oblastí QRST. Bližší popis dat, protokol experimentu a předzpracování dat je popsána blíže 
v kapitole 6.1, proto se v této kapitole budeme zmiňovat o datech pouze jako o vstupním 
vektoru hodnot rozděleném do několika vstupních fází. Data jsou uložena ve formátu 
(název_dat.mat), tato data se snáze načtou do prostředí MATLAB, ve kterém probíhá samotný 
výpočet.  
4.2.2 Nastavení vstupních parametrů 
Pro správný průběh výpočtu kumulantů v prostředí MATLAB je zapotřebí splnění 
zásadních podmínek funkce, těmito podmínkami jsou vstupní parametry, které se musí 
nastavit takovým způsobem, aby hodnoty byly variabilní pro všechny vstupní data a ne jen pro 
konkrétní sadu dat. Od programu očekáváme možnost testování i na jiných vstupních 
naměřených datech to znamená, že zde musí být dostatečný prostor porovnávání a následné 
možné vyhodnocení.  
Ukázka vstupních parametrů pro výpočet funkce kumulantů 2. řádu.  
Vstupní parametry a popis těchto parametrů je uveden u rovnice (13). 
functiony_cum = cum2est (y, maxlag, nsamp, overlap, flag) 
 
nsamp = size(x,1); % nastavení délky segmentu na délku celého signálu 
maxlag = nsamp-1; 
overlap = 0; 














 y: vstupní vektor dat rozdělen do svodu a dle odpovídajících fází, 
 nsamp: délka segmentů pro výpočet kumulantů (N1 a N2), 
 maxlag: maximální posun (zpoždění k), 
 overlap: překrývání segmentů dat v procentech (%), 
 flag: ‚biased‘ – posunutý a ‚unbiased‘ - neposunutý odhad kumulantu (N3). 
Ukázka vstupních parametrů pro výpočet kumulantů 3. řádu.  
functiony_cum = cum3est (y, maxlag, nsamp, overlap, flag, k1) 
 
Vstupní parametry funkce jsou stejné jako v předešlém případě u funkce cum2est, pouze 
je zde přidána navíc jedna vstupní proměna. Tou je proměnná k1, která upravuje zpoždění 
(posun) c3(m,k1), kde -maxlag<= m <= maxlag. 
 
Ukázka vstupních parametrů pro výpočet kumulantů 4. řádu.  
functiony_cum = cum4est (y, maxlag, nsamp, overlap, flag, k1, k2) 
Protože každý vyšší řád kumulantů vychází výpočetně z předešlého řádu, jsou zde vstupní 
proměnné opět stejné, jako v minulých případech. Dochází zde pouze k rozšíření o proměnou 
k2, která plní stejnou funkci jako k1 v předešlém výpočtu. k1,k2 upravují zpoždění v 
C4(m,k1,k2) kde -maxlag<= m <= maxlag. 
4.2.3 Výpočet kumulantu pro jednotlivé řády 
Výpočet jednotlivých řádů kumulantů je z hlediska časové náročnosti a zpracování 
množství dat velice individuální. U kumulantů 2. řádu dostaneme výstup v podobě matice dat o 
vstupních rozměrech dat, u kumulantů 3. řádu je výpočet mnohem komplikovanější a 
výsledkem je 2D matice kumulantů, totéž platí i pro 4. řád s rozdílem, že výsledná matice je 
v 3D prostoru. Pro takto uspořádané kumulanty 4. řádu platí podmínky, které vychází ze vzorce 
odvozeného pro ‚autokumulanty‘ v kapitole 4.1. K výpočtu 4. řádu kumulantů mezi sebou 
násobíme vzorky tohoto signálu, posunuté vůči sobě o určitý časový okamžik (tj. určitý počet 
vzorků), tento výpočet je ovšem prováděn v prostorové matici. Zde je čistě individuální volbou 
výběr vzorků kumulantů pro následné použití (např. pro statistickou analýzu nebo použití jako 
příznaků pro klasifikaci), protože brát v potaz celý komplex dat (např. v případě kumulantu 4. 
řadu) by bylo z hlediska výpočtu velice časově náročné (výpočet takového kumulantu z velkého 
souboru EKG dat může trvat  více jak 24h). Při nastavení parametrů se tedy bere v potaz pouze 
určitá specifická oblast z této prostorové matice kumulantů, většinou se jedná o diagonální řez 
3D maticí kumulantu, viz obrázek 4.2. Kde k, l, m jsou časové okamžiky v jednotlivých osách, 




Obr. 4.2 Diagonální řez kumulantů 4. řádu 
  
Detailní popis průběhu výpočtu kumulantu 2. řádu  
Prvním předpokladem pro správnost funkce tohoto programu jsou vhodně upravená data 
získaná z měření, neboli vektor vstupních dat, který lze použít jako vstup do funkce pro výpočet 
kumulantů.  Pokud je tato podmínka splněna je zapotřebí nastavit parametry výpočtu (viz 
kapitola 4.2.2). V této kapitole se zaměříme na popis výpočtu kumulantů pomocí vývojového 
diagramu a zdrojového textu. Veškeré programy pro výpočet kumulantů jsou volně ke stažení. 
(Dostupné z [29]).  
Ukázka zdrojového textu: Nastavení vstupních proměnných pro výpočet kumulant 2. řadu 
[n1,n2] = size(y);  % rozměry vstupního vektoru  
N = n1*n2;  % proměnné N určuje rozměr   
  
overlap  = fix(overlap/100 * nsamp); % nastavení překrytí segmentů, výchozí 
hodnota 0  
nrecord  = fix( (N - overlap)/(nsamp - overlap) );  % nastavení počtu segmentů  
nadvance = nsamp - overlap; % nastavení počtu délky segmentu 
y_cum    = zeros(maxlag+1,1); % inicializace výstupního vektoru (vektoru 
nulových hodnot) pro uložení kumulantů  
ind = 1:nsamp; % indexování vzorků vstupního signálu uvnitř segmentu  
 
 
Většina proměnných vychází z vlastností vstupního vektoru hodnot např. délka cyklu a 
počet cyklu vstupujících do výpočtu. Na základě těchto hodnot lze odvodit vstupní proměnné 
pro výpočet kumulantu např. procentuální překrytí segmentů signálu, velikost výstupního 
vektoru, počet cyklů a indexování vstupních hodnot. Z nichž následně vycházíme. 
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Ukázka zdrojového textu: Výpočet kumulantů 2. řádu z jednoho segmentu 
for i=1:nrecord % výpočet pro segmenty 
       x = y(ind); x = x(:) - mean(x);      
       for k = 0:maxlag 
           y_cum(k+1) = y_cum(k+1) + x([1:nsamp-k])' * x([k+1:nsamp]); 
       end 
       ind = ind + nadvance; 
   end 
Parametry a proměnné pro samotný výpočet kumulantu jsou již v této fázi diagramu 
nastaveny a odvozeny (část diagramu značená červeně). Cyklus (for i=1:nrecord) značen 
zeleně, tento cyklus se stará o počet vstupujících vektorů (tj. v našem případě o počet EKG 
cyklů). Následuje indexování hodnot ze vstupu (y) do proměnné x a násobení vzorků signálu 
posunutých vůči sobě o určitý časový okamžik. 
Ukázka zdrojového textu: Výpočet celkového odhadu kumulantu 
   if (flag(1:1) == 'b' | flag(1:1) == 'B') 
       y_cum = y_cum / (nsamp*nrecord); 
   else 
       y_cum = y_cum ./ (nrecord * (nsamp-[0:maxlag]' )); 
   end 
   if maxlag > 0, 
       y_cum = [conj(y_cum(maxlag+1:-1:2)); y_cum]; 
   end 
V první podmínce if nastavujeme parametr funkce ,biased’ (značená modře v diagramu). 
Tato podmínka slouží k výpočtu překryvu signálu. Pokud je zvolena varianta zápisu s b 
v hlavičce funkce je kumulant přepočten s posunem.  Pokud do hlavičky funkce není zvolena 
možnost b, posun vzorků signálu vůči sobě se nepočítá.  
Druhá podmínka if vychází z hodnoty zpoždění (posun maxlag). Jeli zpoždění větší než 
nula, počítá se ke kumulantu sdružené číslo, které je obrazem daného komplexního čísla v 













Vývojový diagram funkce pro výpočet kumulantů 2. řádu 
 





Vývojový diagram výpočtu kumulantů 3. 
řádu 
 







Vývojový diagram výpočtu kumulantů 4. 
řádu 
 
Obr. 4.5 Vývojový diagram kumulantu 4. řádu 
  
 
Výpočet kumulantu 4. řádu je realizován z hodnot vypočtených na základě kumulantu 3. 
řádu. 3. řád je realizován z výpočtu 2. řádu. Lze tedy odvodit, že platí skutečnost, kumulant 
řádu (n) vychází z výpočtu kumulantu řádu (n-1). Výpočet kumulantu 2. řádu je proveden 
v jednorozměrném prostoru. Tento prostor je vyjádřen pouze jedním časovým okamžikem k. U 
kumulantu 3. řádu je zaveden druhý rozměr vyjádřený časovým okamžikem značeným l. U 




Ukázka výpočetní náročnosti jednotlivých řádů kumulantů 
Pro výpočet kumulantů 2. řádu byly voleny 2 skupiny dat  - kontrolní (normální EKG 
průběh) a ischemické. Konkrétně byly použity cykly z 2 kontrolních fází a 3 ischemických fází 
experimentu. Celkový počet cyklů je 3272. U 3. řádu bylo vybráno z celkových 3272 cyklů 
pouze 200 pro každou fázi (celkově 1000 cyklů pro všechny fáze), z důvodu časové náročnosti 
při výpočtu. Pro kumulant 4. řádu bylo vybráno 100 cyklů pro každou fázi. Výběr menšího 
počtu cyklů by ovšem nemusel dostatečně reprezentovat vstupní množiny dat pro klasifikaci. Z 
tohoto důvodu bylo využito podvzorkování jednotlivých cyklů. Vezmeme-li v úvahu časovou 
náročnost při výpočtu kumulantu 3. řádu, je rovněž vhodné signál podvzorkovat. V oblasti QRS 
komplexu a vlny T je volen plný počet vzorků, tyto oblasti jsou důležité pro klasifikaci. Zbylé 
oblasti nepřispívají k výsledku klasifikace, proto byly podvzorkovány.  Tabulka 4.1 níže popisuje 
časové náročnosti jednotlivých případů. 
 
Kumulant Počet cyklů Čas (min/h) 
2. řád 3272 1,96/0,03 
3. řád podvzorkovaný  
prvek posl. 
3272 320,10/5,33 
3. řád 200 200 479,18/7,99 
4. řád 100 100 351,11/5,85 
 
















5 NEURONOVÉ SÍTĚ 
V posledních letech se oblasti umělých neuronových sítí věnuje velké množství 
pozornosti, z důvodů vlastností, kterými disponují. Tyto vlastnosti lze velice dobře využít 
v široké škále oborů. Základní myšlenkou, vedoucí ke vzniku umělých neuronových sítí, bylo 
studium lidského mozku. První náznaky teorie neuronových sítí se objevily již během druhé 
světové války. V roce 1943, kdy díky McCullochovi a Pittsovi vznikl první matematický popis 
neuronu. Počátkem šedesátých let se nejdříve pomocí umělých neuronových sítí vědci snažili 
modelovat procesy, které probíhají v našem mozku. Posléze se neuronové sítě rozšířily do 
mnoha oborů technické praxe. Například se uplatňují především v oborech kybernetiky, umělé 
inteligence, automatizace, zpracování obrazu a řeči, v predikcích ekonomiky apod. Zde se 
využívá vlastnosti paralelního zpracování informace, to zvyšuje efektivitu výpočtu hlavně 
z časového hlediska, kdy lze provádět velké množství procesů zároveň. Jako u lidského mozku. 
Neuronová síť realizuje zobrazení vstupního vektorového prostoru do výstupního vektorového 
prostoru. [26], [28] 
5.1 Neuron 
Neuronová (nervová) síť je složena z velkého množství bohatě větvených a velice hustě 
propojených buněk. Základní stavební buňkou je právě neuron (viz obrázek 5.1), který vede 
vzruchy. Do neuronu vede velké množství vstupů nazývající se dendrity a jeden výstup – axon 
(neurin), ten je zakončen koncovým rozvětvením (terminály). Koncové rozvětvení se dále 
připojuje na dendrity pomocí synapsí. Tady axon přisedá obvykle k jinému neuronu nebo k 
nervosvalové ploténce.  
 




Z předchozího biologického popisu byl definován tzv. formální neuron, který tvoří 
výkonný prvek umělé neuronové sítě. Základem je tedy přepis dějů z neurofyziologického 
neuronu do matematické řeči. Obecně neuron můžeme popsat podle následujícího vztahu: 
            (∑      
 
   
)                                                                                                                    (  ) 
Kde: 
 xi– jsou vstupy neuronu (celkem N). Tyto vstupy mohou přicházet jak z vnějšku, tak 
z předcházejících umělých neuronů. Jedná se o vstupní vektor X = *x1, x2, … +. 
 wi – synaptické váhy, neboli váhy vstupu. 
 f – nastavitelná přenosová funkce neuronu. 
 θ – vnitřní práh. 
 y – je výstup neuronu. 
Vztah (16) je zobrazen na obrázku 5.2. Jedná se o základní model jednoduchého neuronu: 
McCulloch-Pittsůvneuron. 
 




Výraz v závorce vztahu (16) někdy označujeme jako vnitřní potenciál neuronu (ξ). Tento 
výstup nám říká hodnotu vnitřního potenciálu po dosažení prahové hodnoty neuronu, 
modeluje elektrický impuls axonu. Hodnotu potenciálu lze dělit na dva typy:  
 Excitační – umožňuje rozšíření vzruchu v nervové soustavě  
 Inhibiční – způsobuje útlum 
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Váhy wi u každého neuronu představují jeho lokální paměť, mají formu reálných čísel, 
které se na vstupy vážou jejich vynásobením. Tímto se dosáhne toho, že se ke každému vstupu 
přiřadí jeho důležitost. Spojením všech neuronů dostáváme celkovou paměť sítě.  
Učení sítě se provádí změnou těchto vah, ale také tvarováním přenosové funkce, a dále 
počtu neuronů v síti, popřípadě i topologickým uspořádáním sítě. 
Nejčastěji používané funkce jsou [26], [28]: 
 
A: Skoková funkce 
 
B: Saturovaná lineární funkce 
 
 
C: Standartní sigmoida (logsig) 
 
D: Lineární přenosová funkce (purelin) 
 
Obr. 5.3 Přenosové nelineární funkce (převzato z [26]) 
 
 
Na obrázku 5.3 vidíme čtyři přenosové nelineární funkce, které lze použít při realizaci 
neuronových sítí. Přenosová funkce typu S (sigmoida) viz obrázek 5.3 C, někdy též označovaná 
jako aktivační funkce, převádí vnitřní potenciál neuronu do definovaného oboru výstupních 
hodnot y. Nejčastěji je obor výstupních hodnot omezen intervalem *0,1+ nebo *-1,1].  
Typy neuronových sítí  
Neuronové sítě lze dělit na dva základní typy a to s učitelem a bez učitele. V sítích 
pracujících s učitelem je nastavena uživatelská podmínka, která hodnotí správnost vstupu. Síť 
nastavuje zpětné vazby podle toho, jak blízko je výstupní kritérium. Často je kritérium 
definováno jako rozdíl mezi žádaným a skutečným výstupem. Váhy jsou nastavovány dle 
daného algoritmu, který zabezpečuje snižování chyby mezi skutečným a žádaným výstupem. 
Velikost změn vah je obvykle malá. Pak se síti předloží nový výstup (“učitel”) a celý proces se 
opakuje. Příkladem je například síť back-propagation. 
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Síť pracující bez učitele nemá žádné vnější kritérium správnosti. Algoritmus učení je 
navržen tak, že hledá ve vstupních datech určité vzorky se společnými vlastnosti. Učení bez 
učitele se také říká samoorganizace. [26] 
Umělá neuronová síť pracuje ve dvou základních stavech: 
 adaptivní  
 aktivní.  
V adaptivní fázi dochází k učení sítě a v aktivní vykonává naučenou činnost. Kde je paměť 
sítě reprezentována hodnotami váhových koeficientů jednotlivých vstupů neuronů. [26] 
5.2 Neuronové sítě se zpětným šířením chyby 
Jedná se o model vícevrstvé neuronové sítě, která je založena na spojení jednotlivých 
neuronů. Pro klasifikaci je nejčastěji používaná vrstevnatá perceptronová síť, jejíž anglický 
název je MultiLayerPerceptron v kombinaci s učícím algoritmem, v tomto případě 
Backpropagation, viz obrázek 5.4. Vznikne topologie sítě, která má vstupní vrstvu (distribuční) 
s n prvky, skrytou vrstvu s 2n+1 výkonných prvků a výstupní vrstvu s m prvky. Chyba výstupní 
vrstvy je zpětně přepočítána do předchozích vrstev (zpětné šíření) a podle její hodnoty se 
upravují váhy. Aby síť mohla správně plnit svoji funkci, musí být vhodně nastavena dle určitých 
pravidel. [26] 
 








6 KLASIFIKACE EXPERIMENTÁLNÍCH DAT  
Praktická část této práce je věnována klasifikaci EKG naměřeného na králičích srdcích za 
použitím kumulantů vyšších řádů. Nasnímaná data jsou nejprve předzpracována do vhodné 
podoby. Veškeré úpravy signálu jsou provedeny v programovém prostředí MATLAB. V 
upravených datech je provedena detekce QRS komplexů. Následně jsou na jednotlivé cykly 
aplikovány kumulanty jednotlivých řádů a po provedení statistického hodnoceni jsou vybrány 
parametry vhodné pro klasifikaci. Klasifikace je provedena za pomocí neuronové sítě. Pro 
neuronovou síť je zapotřebí vytvořit vstupní množinu dat, na nichž se síť učí. Tato množina je 
tvořena kombinací dvou fází. Na základě vstupní množiny dat, jsou data určená ke klasifikaci 
rozdělena následně jako ischémická nebo normální. Z hlediska množství variací testování se 
pracuje pouze s X svodem z důvodu toho, že tento svod je nejvíce reprezentativní.  
6.1 Popis experimentálních dat 
Data, která jsou použita v této práci a která jsou dostupná na ÚBMI, byla získána ze 
skupiny Novozélandských bílých králíků. Veškeré experimenty na zvířatech byly provedeny ve 
spolupráci s Fyziologickým ústavem Lékařské fakulty Masarykovy univerzity.  
Zvířata byla při pokusu uvedena do celkové anestezie za pomocí mezisvalové injekce 
xylazinu a ketaminu. Následně byl otevřen hrudník, aorta kanylována a srdce bylo umístěno do 
nádoby se studeným Krebs-Henseleit roztokem (5° C). Vyjmuté srdce bylo znovu prokrveno za 
použití konstantního perfuzního tlaku (80mmHg). Jedná se o metodu podle Langendorffa. 
Celý tento experiment se skládal ze čtyř po sobě jdoucích částí a veškeré pokusy byly 
provedeny při teplotě 37° C. První fáze experimentu trvala třicet minut a sloužila ke stabilizaci. 
Patnáct minut bylo použito jako kontrolní období. Následovala fáze barvení a posléze fáze 
vymytí barvy. Tyto dvě fáze však pro naši práci nehrají roli a tudíž nejsou důležité. Po uplynutí 
kontrolního období a vymytí barvy byla perfuze zastavena, což způsobilo globální ischemii. Po 
uplynutí doby 15 minut byla perfuze obnovena. Celý tento cyklus zastavení perfuze a 
opětovného spuštění perfuze byl opakován celkově třikrát. Veškeré změny v elektrické aktivitě 
srdce byly zaznamenávány bezdotykovou metodou pomocí ortogonálního svodového systému, 









Měření bylo provedeno v průběhu všech fází. Vzorkovací frekvence byla nastavena na 
fz=2kHz. Vzorkovací frekvence byla zvolena tak, aby došlo k co nejsprávnější detekci R vln. 
V tabulce 6.1 je zobrazen obsah souboru dat získaných v průběhu jednoho experimentu po 
vyřazení některých fázi. 
Název x- svod y- svod z- svod 
'st_1' <510x215 double> <510x215 double> <510x215 double> 
'st_2' <510x235 double> <510x235 double> <510x235 double> 
'st_3' <510x758 double> <510x758 double> <510x758 double> 
'st_4' <510x243 double> <510x243 double> <510x243 double> 
'i1' <510x640 double> <510x640 double> <510x640 double> 
'r1_1' <510x414 double> <510x414 double> <510x414 double> 
'r1_2' <510x537 double> <510x537 double> <510x537 double> 
'i2' <510x756 double> <510x756 double> <510x756 double> 
'r2_1' <510x642 double> <510x642 double> <510x642 double> 
'r2_2' <510x391 double> <510x391 double> <510x391 double> 
'i3' <510x886 double> <510x886 double> <510x886 double> 
'r3_1' <510x363 double> <510x363 double> <510x363 double> 
'r3_2' <510x130 double> <510x130 double> <510x130 double> 
 
Tab. 6.1 Ukázka matice dat naměřených na bílých králících 
  
V prvním sloupci jsou názvy jednotlivých fází experimentu. Fáze 'st' označuje kontrolu 
(stabilizaci).'i1' až 'i3' je označení pro ischemii a 'r1' až 'r3' je označení pro reperfuzi. Někdy se 
může objevit i více řádků pod danou skupinou např.'st_1','st_2' jak je vidět ve výše uvedené 
tabulce 6.1. To znamená, že v průběhu signálu se objevovaly artefakty, které bylo potřeba 
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vynechat z analýzy. Jednotlivé cykly byly vybrány z několika segmentu EKG a tím pádem se 
nejedná o kontinuální záznam. Jednotlivé fáze ve stejné skupině se tak mohou lišit. 
Ve druhém, třetím a čtvrtém sloupci jsou cykly vybrané z EKG měřeného z prvního (X), 
druhého (Y) a třetího (Z) ortogonálního svodu. Na obrázku 6.2 je ukázka cyklů ze všech tři 
svodů (fáze st_4). 
 
Obr. 6.2 Ukázka EKG segmentů z kontrolní fáze 
6.2 Předzpracování 
Odstranění kolísání nulové izolinie 
Do programového prostředí MATLAB byla nahrána data. V tomto prostředí data 
analyzujeme a následně provedeme předzpracování. Účelem předzpracování je zbavit se 
nežádoucích prvků a zvýraznit žádoucí prvky jako je například QRS komplex. K odstranění z 
elektrogramů nízkých frekvencí, které odpovídají kolísání nulové izolinie, byl zvolen Lynův filtr, 
což je typ hřebenového filtru, jehož hlavní předností je lineární fázová charakteristika. Kolísání 
nulové izolinie bylo odstraněno filtrem typu horní propust s mezní frekvencí 0,5 Hz. [27] 
V jednom svodu je zastoupeno velké množství dat, což vede k velké variabilitě mezi 
jednotlivými signály. Z hlediska testování tak máme velké možnosti výběru signálu. Na druhou 
stranu je zde problém, co se týče náročnosti výpočtu hlediska času a výkonu počítače. Na vstup 
programu můžeme vložit pouze omezený počet signálů z jednoho svodu. Na obrázku 6.3 je 
ukázka dat před a po filtraci. Na tyto data lze v následujícím kroku použít detekci QRS 
komplexu. 







































Obr. 6.3 Vstupní data před a po filtraci 
  
Detekce QRS komplexu na základě vlnkové transformace  
Vlnková transformace je jednou z metod, kterou lze uplatnit k detekci komplexu QRS, 
popisuje jak frekvenční složku, tak i časovou složku.  Aplikací tedy získáme řadu koeficientů 
vyjadřujících podobnost signálu a vlnky, tyto koeficienty jsou zároveň i funkcí polohy a měřítka. 
Měřítko a posunutí vlnky může nabývat jakékoli hodnoty. Dostáváme tak časově-frekvenční 
reprezentaci signálu. To znamená, že dokážeme určit, v jakém okamžiku se daná frekvence 
v signálu nachází. 
Vlnková transformace pracuje na principu rozkladu signálu, k rozkladu používá tzv. 
mateční vlnky. Tyto mateční vlnky jsou vybrány na základě podobnosti s komplexem QRS 
v našem případě je využita vlnka ‚bior1.5‘, která je již nadefinována v programu MATLAB 
součástí Wavelet toolbox. Volba vlnky závisí na vlastnostech signálu a na volbě vlastnosti, 
kterou chceme zjistit v tomto případě právě komplex QRS.  
Existují dvě základní skupiny vlnkových transformací: 
 Vlnkové transformace spojitých signálů – jsou to WT se spojitým časem, kde je 
výstup spojitý a s diskrétní WT (DWT) s diskrétním výstupem.  
 Vlnkové transformace diskrétních signálů – WT s diskrétním časem DTWT.  




6.3 Výpočet kumulantů a jejich vyhodnocení 
Data byla rozdělena do dvou hlavních skupin. První skupina obsahuje data normálních 
průběhů, kde nedocházelo k žádným morfologickým jevům. Jedná se o data z kontrolní fáze. 
Druhá skupina obsahuje patologické průběhy, jedná se o data z ischémické fáze. Na obě tyto 
skupiny budeme postupně aplikovat kumulanty a pozorovat tak změny mezi jednotlivými cykly 
v daném řádu, zkoumanou oblastí bude variabilita R vlny a T vlny. Dalším možným parametrem 
pozorování bude změna průběhu signálu mezi jednotlivými řády.  Protože je metoda náročná 
na výpočet a to zejména 3. a 4. řád kumulantů, bude upravován i počet vstupních signálů u 
jednotlivých svodů.  
Jednou z dalších vlastností kumulantů, je eliminace posunu vstupního signálu v ose x i 
v ose y. Veškeré získané parametry poté vyhodnotíme graficky a statisticky, metodou párového 
t-testu.  
6.3.1 Data z kontrolní fáze ‚st_4‘ svod X 
 
Obr. 6.4 Výpočet kumulantů jednotlivých řádu, fáze ‚st_4‘ 
  
Grafické znázornění jednotlivých řádů kumulantů je vykresleno na obrázku 6.4. Data 
musela být normalizována z důvodu rozdílných řádů jednotlivých kumulantů. Pro správné 
vyhodnocení to je rozhodujícím faktorem. Jelikož by si ve výsledném statistickém vyhodnocení 
jednotlivé hodnoty neodpovídaly. Rozdíly by byly příliš vysoké. 
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Normalizace byla provedena následovně. V originálních datech bylo detekováno 
maximum v R vlně. Maximální hodnotě byla přiřazena hodnota 1. Následně proběhla detekce 
minima ve stejné vlně. Tato hodnota byla přepočtena odpovídajícím způsobem, tak aby bylo 
zachováno měřítko pouze s jiným hodnotami na ose y. Data před a po normalizaci jsou 
zobrazena na obrázku 6.5.   
Na horní pozici obrázku 6.5 nejsou data normována, originální vstupní signál dosahuje 
hodnoty maximálně 1, kumulant 3. řádu snižuje hodnoty signálu na hodnotu 10-3. Ve spodní 
pozici obrázku 6.5 je vidět data po normalizaci, data nejsou zkreslená ani nijak jinak 
znehodnocená pouze bylo změněno měřítko k lepšímu vyhodnocení. Stejný postup 
normalizace bude aplikován na všechny vstupní signály. 
 
Obr. 6.5 Normalizovaná data kumulantu 3. řádu 
 
  
Nyní bude popsána variabilita jednotlivých hodnot z detekované z R vlny a T vlny. Data 
pro variabilitu byla získána detekcí maxima v požadovaném úseku signálu. Hodnoty maxim byly 
uloženy do vektoru a následně vykresleny funkcí boxplot v programovém prostředí MATLAB. 




Obr. 6.6 Variabilita dat v R vlně 
  
Obrázek 6.6 zobrazuje krabicový graf znázorňující variabilitu R vlny vstupního signálu 
pozice 1, v následujících pozicích 2 až 4 jsou zobrazeny změny variability po aplikaci kumulantů 
daných řádů. Pozice 2 kumulant 2. řádu, pozice 3 kumulant 3. řádu, pozice 4 kumulant 4. řádu. 
Z grafu je patrný nárůst variability hodnot v R vlně po použití kumulantů 3. a 4. řádu naopak u 
kumulantů druhého řádu došlo ke snížení variability. Je také vidět, že hodnoty se velkou částí 










Maximum 1 1 1 1 
Medián 0,89955 0,75917 0,71058 0,83372 
Minimum 0,79081 0,57961 0,48989 0,61694 
 
Tab. 6.2 Parametry původních EKG segmentů a odvozených kumulantů v R vlně 
  
Při hledání vhodného parametru ke klasifikaci se zaměřujeme na části signálu, kde jsou 
změny nejvíce patrné. Jedná se totiž o druhý největší pík na vstupním signále. Obrázek 6.7 
zobrazuje krabicový graf znázorňující variabilitu T vlny vstupního signálu pozice 1, 
v následujících pozicích 2 až 4 jsou zobrazeny změny variability po aplikaci kumulantů daných 
řádů. Pozice 2 kumulant 2. řádu, pozice 3 kumulant 3. řádu, pozice 4 kumulant 4. řádu. 
V tomto případě došlo ke snížení variability dat kromě kumulantu 4. řádu, zde byl nepatrný 
nárůst v řádech setin oproti vstupu. Dále byly odstraněny extrémní hodnoty ve vstupním 















Maximum 0,21869 0,19903 0,25896 0,24665 
Medián 0,24268 0,19235 0,25086 0,23758 
Minimum 0,2047 0,18735 0,24593 0,23196 
 




Statistické vyhodnocení dat 
Zaznamenaná data jednotlivých průběhů byla nyní statisticky vyhodnocena. Statistických 
metod pro vyhodnocení je velké množství. Pro naše účely bude dostačující statistická metoda 
párový t-test. Pro výpočet t-testu bylo využito prostředí MATLAB, konkrétně funkce ttest. 
Základní výhoda této funkce je, že umožňuje výpočet tzv. p-hodnoty. Tím pádem odpadá 
nutnost výpočtu testovacího kritéria.  
Zápis do programového prostředí MATLAB je: [h,p,ci,stats] = ttest (x,y, alpha,tail). 
1. Vstupní hodnoty  
 x,y – vstupní vektory s daty (při párovém testu); vektory musejí mít stejný rozměr, 
 alpha – hladina významnosti testu (chyba α); 0 ≤ α ≤ 1, 
 tail – umožňuje nastavit, zda půjde o dvoustranný nebo jednostranný test.  
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2. Výstupní hodnoty 
 h – h = 0 pokud nemůžeme zamítnout nulovou hypotézu; h = 1 pokud můžeme 
zamítnout nulovou hypotézu, 
 p – vrací p-hodnotu, 
 ci – interval hodnoty testové statistiky t, pro který můžeme zamítnout nulovou 
hypotézu, 
 stats – struktura, která obsahuje vypočtenou hodnotu testové statistiky t (tstat), 
počet stupňů volnosti (df) a směrodatnou odchylku (sd). 
Zvolení hladiny významnosti (chyby α) 
Její volba je velice důležitá, protože přímo ovlivňuje přijmutí nebo zamítnutí hypotézy. Pro 
biologická data se používá hladina významnosti 0,05 (příp. 0,01). V tomto testu byla použita 
hladina významnosti α = 0,05. 
 
Změna variability vstupního signálu po použití kumulantů 2. řádu v R vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu2,0.05) 
H 1 
P 3.6167e-005 
CI -0,0120 -0,0053 
STATS Tstat = -5.3554 Df = 19 Sd = 0.0072 
 




Hodnota H = 1 říká, že na hladině významnosti α = 0,05 můžeme zamítnout nulovou 
hypotézu, která platí s pravděpodobností P (0,0036%). Interval hodnot testové statistiky, ve 
kterém platí nulová hypotéza je <-0,0120; -0,0053>. Hodnota testové statistiky je t = -5,3554, 
počet stupňů volnosti vstupních dat je = 19 a jejich směrodatná odchylka je s = 0,0072. 
Vzhledem k formulaci alternativní hypotézy byl pro výpočet použit pravý jednostranný t-test. 
Z výsledků vyplývá, že lze zamítnout nulovou hypotézu, kumulant 2. řádu nemá vliv na 
změnu průběhu signálu. P-hodnota ukazuje, že test by snesl přísnější podmínky (menší hladinu 
významnosti α, např. 0,01). Alternativní hypotéza platí s pravděpodobností (1 – p) * 100 = 
99,9964 %. Je možno tedy prohlásit, že kumulant 2. řádu zmenšuje variabilitu dat v R vlně. 





Změna variability vstupního signálu po použití kumulantů 3. řádu v R vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu3,0.05) 
H 0 
P 0.6174 
CI -0.0044 0.0027 
STATS Tstat = -0.5079 Df = 19 Sd = 0.0076 
 







Hodnota H = 0 tentokrát naznačuje, že na hladině významnosti α = 0,05 by se nulová 
hypotéza neměla zamítnout. Interval hodnot testové statistiky, ve kterém platí nulová 
hypotéza je <-0,0044; 0,0027>. Hodnota testové statistiky je t = -0,5079. Počet stupňů volnosti 
vstupních dat je  = 19 a jejich směrodatná odchylka je s = 0,0076. 
Z výsledků se dá určit, že nulová hypotéza platí s pravděpodobností 61,74%. Tato hodnota 
je poměrně hodně vysoká. Pro stanovenou hladinu významnosti α = 0,05 je možno tedy říci, že 
kumulant 3. řádu nesnižuje variabilitu dat v R vlně. Tento výsledek je překvapivý, protože by 
mělo dojít k opačnému jevu a variabilita se měla zmenšit.  
 
Změna variability vstupního signálu po použití kumulantů 4. řádu v R vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu4,0.05) 
H 0 
P 0.1364 
CI -0.0012 0.0081 
STATS Tstat = 1.5553 Df = 19 Sd = 0.0100 
 






Hodnota H = 0 tentokrát naznačuje, že na hladině významnosti α = 0,05 by se nulová 
hypotéza neměla zamítnout. Interval hodnot testové statistiky, ve kterém platí nulová 
hypotéza je <-0,0044, 0,0027>. Hodnota testové statistiky je t = -0,5079. Počet stupňů volnosti 
vstupních dat je  = 19 a jejich směrodatná odchylka je s = 0,0076. 
I v posledním případě lze z výsledků určit, že nulová hypotéza platí s pravděpodobností 
13,64%. Pro stanovenou hladinu významnosti α = 0,05 je možno tedy říci, že kumulant 4. řádu 







Změna variability vstupního signálu po použití kumulantů 2. řádu v T vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu2,0.05) 
H 1 
P 4.5890e-011 
CI 0.0185 0.0255 
STATS Tstat = 13.2807 Df = 19 Sd = 0.074 
 
Tab. 6.7 Výsledky t-testu pro kumulant 2. řádu a vstupních dat T maxim 
  
P = 0,000000005% 
Z výsledků vyplývá, že lze zamítnout nulovou hypotézu (kumulant 2. řádu nemá vliv na 
změnu průběhu signálu). Alternativní hypotéza platí s pravděpodobností (1 – p) * 100. Tato 
hodnota je prakticky zanedbatelná. Proto je možno prohlásit, že kumulant 2. řádu zmenšuje 
variabilitu dat v R vlně. Vzhledem k tomu, že p je menší než 0,01, tak se dá tento výsledek 
považovat za statisticky velmi významný. 
 
Změna variability vstupního signálu po použití kumulantů 3. řádu v T vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu3,0.05) 
H 1 
P 8.2681e-015 
CI -0.0408 -0.0336 
STATS Tstat = -21.5352 Df = 19 Sd = 0.0077 
 
Tab. 6.8 Výsledky t-testu pro kumulant 3. řádu a vstupních dat T maxim 
  
P = 0,00000000000008% 
Z výsledků vyplývá, že lze zamítnout nulovou hypotézu, kumulant 3. řádu nemá vliv na 
změnu průběhu signálu. Alternativní hypotéza platí s pravděpodobností (1 – p) * 100. Tato 
hodnota je prakticky zanedbatelná. Proto je možno prohlásit, že kumulant 3. řádu zmenšuje 
variabilitu dat v R vlně. Vzhledem k tomu, že p je menší než 0,01, tak se dá tento výsledek 







Změna variability vstupního signálu po použití kumulantů 4. řádu v T vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu4,0.05) 
H 1 
P 1.2298e-011 
CI -0.0272 -0.0203 
STATS Tstat = -14.3276 Df = 19 Sd = 0.0074 
 





P = 0,000000001% 
Z výsledků vyplývá, že lze zamítnout nulovou hypotézu, kumulant 3. řádu nemá vliv na 
změnu průběhu signálu. Alternativní hypotéza platí s pravděpodobností (1 – p) * 100. Tato 
hodnota je prakticky zanedbatelná. Proto je možno prohlásit, že kumulant 4. řádu zmenšuje 
variabilitu dat v R vlně. Vzhledem k tomu, že p je menší než 0,01, tak se dá tento výsledek 
považovat za statisticky velmi významný. 
6.3.2 Data z ischémické fáze ‚i1‘ svod X 
Nyní se budeme zabývat ischemickou fází průběhu signálu. Postup bude stejný jako 
v předešlém případě. Opět byla provedena normalizace a detekce maxim v R vlně a T vlně. A 
data jsou testovány na variabilitu a následně statisticky zpracovány. Průběhy signálu jsou 
zobrazeny na obrázku 6.8. 
 
Obr. 6.8 Výpočet kumulantů jednotlivých řádu, fáze ‚i1‘ 
 Grafické znázornění variability maxim u R vlny a T vlny je vidět na krabicových grafech 
znázorněných na obrázku 6.9 a obrázku 6.10. 
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Na obrázku 6.9 a datech v přiložené tabulce 6.10 jasně vyplývá, že došlo ke snížení 
variability v druhém a třetím řádu kumulantů po aplikaci na originální signál, který je zobrazen 
na pozici 1. Také došlo k mírnému posunu mediánu ve směru osy y. Co se týče kumulantu 4. 
řádu zobrazeného na pozici 4, opět zde došlo k razantnímu zvýšení variability v datech. Stejný 
efekt můžeme pozorovat i v datech detekovaných u T vlny, viz obrázek 6.10, kde druhý a třetí 
řád snížil variabilitu a u čtvrtého došlo k růstu. Tento jev se opakuje i u kontrolní fáze dat.  
 











Maximum 1 1 1 1 
Medián 0.97746 0.98287 0.98128 0.84458 
Minimum 0.95564 0.96979 0.94993 0.75107 
 
Tab. 6.10 Parametry původních EKG segmentů a odvozených kumulantů v R vlně 
  
 













Maximum 0,58285 0,12762 0,49152 0,72669 
Medián 0,52201 0,12107 0,48283 0,66416 
Minimum 0,51127 0,11013 0,47012 0,62596 
 




Statistické vyhodnocení dat 
Změna variability vstupního signálu po použití kumulantů 2. řádu v R vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu2,0.05) 
H 0 
P 0.1486 
CI -0.0164 0.0027 
STATS Tstat = -1.5056 Df = 19 Sd = 0.0204 
 





Změna variability vstupního signálu po použití kumulantů 3. řádu v R vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu3,0.05) 
H 0 
P 0.8510 
CI -0.0034 0.0041 
STATS Tstat = 0.1904 Df = 19 Sd = 0.0080 
 
Tab. 6.13 Výsledky t-testu pro kumulant 3. řádu a vstupních dat R maxim 
   
Změna variability vstupního signálu po použití kumulantů 4. řádu v R vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu4,0.05) 
H 1 
P 1.6310e-006 
CI 0.0816 0.1538 
STATS Tstat = 6.8243 Df = 19 Sd = 0.0772 
 
Tab. 6.14 Výsledky t-testu pro kumulant 4. řádu a vstupních dat R maxim 
   
V tabulce 6.12 vyšla hodnota H = 0 to znamená, že by nemělo dojít k zamítnutí nulové 
hypotézy. Nulová hypotéza platí s pravděpodobností 14,86%. Pro stanovenou hladinu 
významnosti α = 0,05 je možno tedy říci, že kumulant 2. řádu opět nesnižuje variabilitu dat v R 
vlně. Toto tvrzení ovšem neodpovídá, protože u grafu na obrázku 6.9 je vidět jasný pokles 
variability. Podobného výsledku bylo dosaženo i v tabulce 6.13. I v tomto případě byla nulová 
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hypotéza potvrzena s pravděpodobností 85,10%. Změna nastala až u kumulantu 4. řádu kdy 
nulová hypotéza je zamítnuta s pravděpodobností 0,00016% v tomto případě data dosáhla 
takového rozdílu variabilit, že se data výrazně liší od vstupních dat, ovšem přesně v opačném 
směru než je požadováno. Došlo k růstu variability ne k úbytku. 
Změna variability vstupního signálu po použití kumulantů 2. řádu v T vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu2,0.05) 
H 1 
P 2.7404e-026 
CI 0.3991 0.4185 
STATS Tstat = 88.1327 Df = 19 Sd = 0.0207 
 





Změna variability vstupního signálu po použití kumulantů 3. řádu v T vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu3,0.05) 
H 1 
P 1.1698e-009 
CI 0.0365 0.0537 
STATS Tstat = 10.9651 Df = 19 Sd = 0.0184 
 
Tab. 6.16 Výsledky t-testu pro kumulant 3. řádu a vstupních dat R maxim 
 
 
Změna variability vstupního signálu po použití kumulantů 4. řádu v T vlně  
[h,p,ci,stats] = ttest (finfmax_or1,findmax_cu4,0.05) 
H 1 
P 1.2793e-011 
CI -0.1653 -0.1231 
STATS Tstat = -14.2953 Df = 19 Sd = 0.0451 
 
Tab. 6.17 Výsledky t-testu pro kumulant 4. řádu a vstupních dat R maxim 
   
V tabulce 6.15 a 6.16 vyšla hodnota H = 1 v obou případech došlo k zamítnutí nulové 
hypotézy, data se liší, došlo ke snížení variability dat u kumulantů 2. a 3. řádu. Alternativní 
hypotéza platí s pravděpodobností (1 – p) * 100. Tato hodnota je prakticky zanedbatelná 
v obou případech. Proto je možno prohlásit, že kumulant 2. a 3. řádu zmenšuje variabilitu dat 
v R vlně. Změna nastala až u kumulantu 4. řádu kdy nulová hypotéza je zamítnuta 
s pravděpodobností 1,27x10-11% v tomto případě data dosáhla takového rozdílu variabilit a 
posunu ve směru osy x, že se data výrazně liší od vstupních dat ovšem přesně v opačném 
směru než je požadováno. Došlo k růstu variability ne k úbytku. 
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6.3.3 Posun signálu ve směru osy x a y 
V této části byly testovány vlastnosti kumulantů na eliminaci posunu vstupního signálu 
ve směru osy x a y. Vstupní signál je zobrazen na obrázku 6.11 v horní levé pozici. Použité 
kumulanty daných řádů jsou zobrazeny na pozicích 2, 3, 4 v témž obrázku. 
 
Obr. 6.11 Aplikace kumulantů na posunutý signál v ose x 
 
 
Z obrázku jasně vyplývá, že výpočetní metoda tohoto druhu je dobrým řešením na posun 
signálu v ose x.  Tato metoda je vhodná i na posun v ose y, viz obrázek 6.12. Dochází tedy 
k eliminaci amplitudového i časového posunu. Této vlastnosti lze využít k zmenšení rozdílů u 
jednotlivých cyklů. 
 




6.4 Návrh klasifikátoru 
Cílem této diplomové práce bylo seznámit se s problematikou využití kumulantů vyšších 
řádů pro klasifikaci srdečních cyklů. Dále realizovat klasifikační algoritmus v prostředí MATLAB 
tak, aby klasifikoval výše uvedené typy kumulantů jednotlivých řádů (normální a ischemické 
cykly). Nakonec vyhodnotit výstupy z klasifikace. A porovnat dosažené výsledky z hlediska 
úspěšnosti na jednotlivých vstupních příznakových vektorech. Ke klasifikaci byly využity 
vlastnosti neuronové sítě. Přesněji metoda s učícím algoritmem back-propagation (zpětné 
šíření chyby). Realizace uvedené metody je vytvořena v programovém prostředí MATLAB verze 







Obr. 6.13 Blokové schéma klasifikace kumulantů pomocí neuronových sítí 
 
6.5 Načtení vstupních dat a odvození příznakových vektorů 
Pro načtení dat byl použit příkaz load. Díky tomuto příkazu bylo možné pracovat s daty v 
programovém prostředí. Jako vstupní matice dat byly použity soubory z ÚBMI. Vstupní matice 
je tedy záznam elektrogramů naměřených v průběhu experimentů na izolovaných zvířecích 
srdcích. Pracujeme tedy s jednotlivými cykly EKG, konkrétně s oblastmi QRST. Bližší popis dat, 
protokol experimentu a předzpracování dat bylo již popsáno blíže v kapitole 6.1. 
Na následujícím obrázku 6.14 je uveden příklad signálu z databáze, který obsahuje 
normální cyklus (obrázek 6.14, nahoře) i ischemický cyklus (obrázek 6.14, dole). Jak již bylo 
uvedeno dříve, cílem je tyto dva typy EKG signálů pomocí neuronové sítě rozpoznat. Vždy ale 
nejsou data přesně názorná, jako je tomu v tomto případě, viz obrázek 6.15 a je zapotřebí 
provést jistou selekci, aby bylo možné dosáhnout co nejlepších výsledků při trénování ANN. 

















Obr. 6.14 Normální a ischemický průběh QRST 
 
6.6 Výběr příznaků 
K tomu, aby byla simulovaná data, co nejlépe klasifikována, je zapotřebí co nejlepší 
trénovací množina dat, ze které vychází neuronová síť. Toho lze docílit správnou volbou a 
výběrem vstupních dat.  Vybraná data by měla co nejlépe reprezentovat zastoupené 
klasifikované průběhy a to jak kontrolní fázi tak i ischemickou. Při sestavování množiny je tedy 
nutné vyhodnotit každý signál na základě jeho vlastností. Po zjištění vlastností jednotlivých 
signálů jsou buď zařazeny do množiny příznaků, nebo nikoliv. (A posléze jej do vstupní množiny 
příznaků zařadit či naopak). Na obrázku 6.15 je vidět, že jednotlivé cykly neodpovídají 
klasickému průběhu ischemie, vzorový příklad je uveden na níže (obrázek 6.14 dole) a tudíž je 
lepší takové cykly nebrat v potaz, tedy vyřadit je z množiny příznaků. Tato podmínka ovšem 
platí při klasifikaci u neupravených vstupních dat. Vstupními daty jsou v tomto případě 
myšlena data, která nejsou přepočítána do formy kumulantů, tedy časové průběhy segmentů 
EKG z měření, na nichž nebyla provedena žádná z metod pro úpravu. I na takových datech lze 
provést klasifikaci pomocí ANN. Ovšem v takovém případě je klasifikace neprůkazná i v rámci 
jednoho zvířete (viz tabulka 6.47). Právě proto zavádíme přepočet na kumulanty, jejichž 
vlastnosti eliminují tyto nepřesnosti v měření a záznamu u vstupních dat. A lze tak i těžko 
klasifikovatelná vstupní data (tj. data s velkou mírou variability uvnitř jedné klasifikační 
skupiny) následně klasifikovat, viz obrázek 6.15 a obrázek 6.16. 




























Obr. 6.15 Neupravená vstupní data z ischemické fáze experimentu 
  
 
Obr. 6.16 Kumulanty 2. řádu odvozené ze vstupních dat z ischemické fáze experimentu 
  
6.7 Příznakové vektory pro klasifikaci 
Po předzpracování signálu a výpočtu jednotlivých kumulantů je následujícím krokem 
vytvoření vstupní matice, neboli trénovací množiny dat, což je matice vstupních dat, na kterých 
se bude neuronová síť trénovat. Je možné volit několik možností pro matici vstupních dat 
(příznakové vektory). Neuronová síť bude trénována na základě následujících příznakových 
vektorů (viz. tabulky: 6.18, 6.19, 6.20, 6.21, 6.21).  
 
 











































Cum2(1,1) Cum2(1,2) Cum2(1,3) … Cum2(1,N) 
Cum2(2,1) Cum2(2,2) Cum2(2,3) … Cum2(2,N) 
… … … … … 
Cum2(M,1) Cum2(M,2) Cum2(M,3) … Cum2(M,N) 
Výstupní 
hodnoty 
0 1 0 … … 
 




Cum2 – matice kumulantů velikosti MxN 
M - délka kumulantů 
N - počet kumulantů (tj. počet EKG cyklů) 
0,1 – výstupní hodnoty ve vektoru požadovaných výstupních hodnot: 0 pro vstupní vektor 
z kontrolní fáze a 1 pro vektor z ischemické fáze  
 
Obr. 6.17 Trénovací množina Kumulant 2. řádu pro 100 signálů 
   
Jedná se o kombinaci příslušného řádu kumulantů, v tomto případě 2. řádu. Z dat je 
vybrána ischemická a kontrolní fáze. Je provedena kombinace obou fází do podoby uvedené 
v tabulce 6.18. Následujícím způsobem jsou vytvořeny trénovací množiny pro kumulanty 3. a 4. 










Cum3(1,1) Cum3(1,2) Cum3(1,3) … Cum3(1,N) 
Cum3(2,1) Cum3(2,2) Cum3(2,3) … Cum3(2,N) 
… … … … … 
Cum3(M,1) Cum3(M,2) Cum3(M,3) … Cum3(M,N) 
Výstupní 
hodnoty 
0 1 0 … … 
 
Tab. 6.19 Vstupní trénovací množina Kumulant 3. řádu 
  






Cum4(1,1) Cum4(1,2) Cum4(1,3) … Cum4(1,N) 
Cum4(2,1) Cum4(2,2) Cum4(2,3) … Cum4(2,N) 
… … … … … 
Cum4(M,1) Cum4(M,2) Cum4(M,3) … Cum4(M,N) 
Výstupní 
hodnoty 
0 1 0 … … 
 
Tab. 6.20 Vstupní trénovací množina Kumulant 4. řádu 
 














Cum2(1,1) Cum2(1,2) Cum2(1,3) … Cum2(1,N) 
Cum2(2,1) Cum2(2,2) Cum2(2,3) … Cum2(2,N) 
… … … … … 






Cum3(1,1) cum3(1,2) cum3(1,3) … cum3(1,N) 
cum3(2,1) cum3(2,2) cum3(2,3) … cum3(2,N) 
… … … … … 






cum4(1,1) cum4(1,2) cum4(1,3) … cum4(1,N) 
cum4(2,1) cum4(2,2) cum4(2,3) … cum4(2,N) 
… … … … … 




0 1 0 … … 
 
Tab. 6.21 Vstupní trénovací množina kombinace jednotlivých řádů kumulantů 
  
V předchozích případech byly trénovací množiny složeny pouze z odpovídajícího řádu 
kumulantů. V dalším případě jsou všechny řády kumulantů použité dohromady, přičemž 
jednotlivé kumulanty jsou zařazeny za sebe o celkové délce 200 cyklů na jeden řád kumulantu. 
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Hodnota 100 cyklů na řád kumulantu vychází z časové náročnosti výpočtu 4. řádu kumulantu. 
Lze vypočítat pouze omezený objem dat za přijatelnou dobu. Ukázka řazení je uvedena 
v tabulce 6.21.  Grafický výstup takové množiny je zobrazen na obrázku níže, viz obrázek 6.18 a 
obrázek 6.19. 
 
Obr. 6.18 Trénovací množina Kumulant 2. ,3. a 4. řádu pro 200 signálů, zobrazena po řádech kumulantu 
  
 
Obr. 6.19 Trénovací množina Kumulant 2., 3. a 4. řádu pro 200 signálů, zobrazena pro normální a 





5. Trénovací množina podvzorkovaných průběhů kumulantů 
V tomto případě se jedná o stejnou množinu dat jako u trénovací množiny Kumulant 3. a 
4. řádu. Hlavním rozdílem u této množiny je, že z důvodu časové úspornosti při výpočtu se 
berou v potaz jen určité n-té prvky z průběhu cyklu. Hodnoty jsou vybrány v nerovnoměrném 
rozložení, to znamená, že oblasti hodnotící se při klasifikaci nemají podvzorkovanou část 
signálu nebo pouze minimálně, jedná se o segment QRS a vlnu T, viz obrázek 6.20. Zbylý úsek 
není z hlediska klasifikace tolik zajímavý a je decimován s vyšší hodnotou. 
 
Obr. 6.20 Podvzorkování jednotlivých částí cyklu 
  
6. Trénovací množina: Kumulanty odvozené z dat naměřených z více zvířat  
  pomocí svodu x 
Zde není při učení použita pouze  jedna sada dat, jelikož byl pokus proveden na více 
jedincích stejného druhu a stejnou metodou. Každé zvíře je mírně odlišné, to má za následek 
různé variace průběhu cyklu a zaznamenaných fází.  Proto by měla být trénovací matice, co se 
týče variability dat, složena s co nejširšího zastoupení signálů z těchto sad dat. Z každé sady dat 
je náhodně vybráno několik cyklů reprezentujících danou sadu pro obě fáze. Počet vybraných 
cyklů by měl být co nejvyšší z hlediska správné klasifikace. Za použití permutace jsou signály 
náhodně rozřazeny. Tímto dosáhneme pseudonáhodného zastoupení jednotlivých sad dat, 
tento postup je aplikován pro obě fáze. Dále jsou obě fáze kombinovány do daného 
uspořádání, viz tabulka 6.18. 
   

















7. Trénovací množina příznaků z neupravených vstupních dat  
Příznakovým vektorem pro neuronovou síť jsou zde pouze kombinace neupravených 
vstupních dat. Neupravenými vstupními daty jsou myšlena data, která nejsou přepočítána do 
formy kumulantů, tedy časové průběhy segmentů EKG z měření. Jedná se opět o kombinaci 
kontrolní a ischémické fáze. Kombinace obou fází je sestavena do podoby uvedené v tabulce 
6.18. 
6.8 Nastavení parametrů neuronové sítě 
V kapitole 5 bylo uvedeno všeobecné seznámení s možnostmi využití neuronové sítě ke 
klasifikaci. V této kapitole bude popsána konkrétní realizace sítě v programovém prostředí 
MATLAB. Jedná se o model dopředné vícevrstvé neuronové sítě s algoritmem zpětného šíření 
chyby, který se velice často používá pro klasifikaci. 
Pro návrh neuronové sítě v MATLABU R2010a lze využít příslušný toolbox pod názvem 
Neural Network. 
ANN byla nastavena následovně: 
 
Obr. 6.21 Topologie ANN 
   
 Počet skrytých vrstev: dvě vrstvy po 15 neuronech,  
 Aktivační funkce neuronů výstupní vrstvy: logistická sigmoida, 
 Učící algoritmus: trénovací funkce, která aktualizuje učící váhu a zkreslení hodnoty 
podle gradientního sestupu ("traingd"),   
 Maximální počet epoch učení: 500.  
 
V této části programu dochází k vytvoření objektu neuronové sítě. Chceme-li vytvořit 
dopřednousíť se zpětných šířením chyby, použijeme příkaz newff(…). 
Ukázka zdrojového textu: Vytvoření objektu neuronové sítě  
%Vytvoreni objektu neuronovesitefeed-forward backpropagation network 
net=newff(Vstup,Vystup,pocetneuronu);  




net.layers{2}.transferFcn = 'purelin'; % lineární přenosová funkce ve 2. 
vsrstvě 
net.trainFcn= 'traingd'; % učení pomocí minimalizace chyby metodou 
gradientního sestupu chybové funkce 
net.performFcn = 'mse'; % výkon sítě je určen střední kvadratickou chybou 
 
Výstupem je vytvořená proměnná net. Do této proměnné jsou uložena data vytvořeného 
objektu ANN. Objekt net kóduje veškeré vlastnosti ANN. Jsou zde uloženy informace o 
topologii, přenosových funkcích, chybových funkcích, hodnoty vah, prahů, atd.  
Před vlastním procesem trénování je síť zapotřebí inicializovat. Během inicializace dochází 
k výchozímu nastavení vah a prahů ANN. To, jaká inicializační metoda se má použít, je 
nastaveno v proměnných. U inicializace je potřeba vycházet ze stejné hodnoty, to znamená 
nastavit každou hodnotu ANN stejně. Pokud by hodnoty nebyly nastaveny na stejnou hodnotu 
(např. nulu), po každém spuštění programu bychom dostali jiný výsledek, to je způsobeno tím, 
že při každém spuštění se tyto hodnoty automaticky nastavují na náhodné. Pokud by se 
nejednalo o srovnání, lze tuto podmínku pominout, ovšem zde porovnáváme výsledky vůči 
sobě, tím pádem je lepší eliminovat co nejvíce ovlivňujících faktorů a zaměřit se jenom na 
faktor (parametr sítě), který je měněn. 
Ukázka zdrojového textu: Inicializace hodnot parametrů neuronů na nulu 
% inicializace sítě podle vah a prahů   
net.layers{1}.initFcn='initwb';      
net.biases{1,1}.initFcn = 'initzero';   % nastavení výchozí hodnoty prahu na 0 
net.inputWeights{1}.initFcn = 'initzero'; % nastavení výchozí hodnoty vah 
první vrstvy na 0 
net.layerWeights{1}.initFcn= 'initzero';  % nastavení výchozí hodnoty vah 
skryté vrstvy na 0 
Neuronová síť pracuje s příznakovými vektory. Z těchto vektorů si síť zvolí určité náhodné 
množiny dat, dle zvoleného poměru mezi množinami, které jsou následně brány jako 
trénovací, validační a testovací množina. K nastavení slouží funkce divideblock(…). 
 Trénovací množina (60% z celé vstupní matice) – používá se pro výpočet gradientu a 
k adaptaci vah a prahů.  
 Validační množina (20% z celé vstupní matice) – chyba v této kontrolní množině je 
sledována průběžně během celého trénovacího procesu. Trénování je ukončeno v 
okamžiku, kdy chyba kontrolní množiny začne stoupat v několika po sobě jdoucích 
iteracích. (20% z celé vstupní matice). 
 Testovací množina (20% z celé vstupní matice) slouží pro testování chování sítě na 
nových datech, co nebyla použitá pro učení (20% z celé vstupní matice). Jestliže chyba 
pro testovací množinu dosahuje minima ve výrazně jiném počtu iterací než kontrolní 




Ukázka zdrojového textu: dělení příznakového vektoru na množiny 
[trainP,valP,testP,trainInd,valInd,testInd] = divideblock(Vstup,0.6,0.2,0.2); 
Ukázka zdrojového textu: Učení 
Vlastní proces trénování se spouští pomocí příkazu train(). 
[net,tr,E] = train(net,Vstup,Vystup) ;       
Metoda, která se k trénování použije a parametry trénování, jsou opět uloženy v objektu 
net v proměnných net.trainFcn a net.trainParam. Během trénování se postupně vykresluje 
trénovací chybová křivka. Chybová křivka (viz obrázek 6.22) ukazuje, jak postupně klesá 
chybová funkce v průběhu trénování. 
 
Obr. 6.22 Příklad průběhu střední kvadratické odchylky ve fázi trénování ANN 
 
Ukázka zdrojového textu: Simulace 
output4= sim(net,Vstup_test); % simulace sitě 
Předchozí ukázky zdrojového textu sloužily k natrénování neuronové sítě. Nyní následuje 
ověření, úspěšnosti natrénování sítě. K simulaci sítě slouží příkaz sim(). K posouzení účinnosti 
klasifikace ANN jsou zadaná trénovací data, testovací data a výstupní srovnávací data. 
Srovnávací data obsahují zbylá data, o kterých je rovněž známo zda se jedná o kontrolní či 
ischemické cykly. Principem je tedy srovnání výstupů ANN a známých kategorií. Výstupem ANN 
je tedy nejčastěji tzv. matice záměn (angl. confusion matrix), tímto způsobem je vyhodnocena 
správnost zařazení testovaných dat, na základě vektoru příznaku z učící množiny dat. Matice 
záměn pro klasifikaci do dvou tříd je znázorněna v tabulce 6.22. Jedná se o nejjednodušší 




  Klasifikace systémem ANN 
Správné zařazení 1 1 
+ TP FN 
- FP TN 
 
Tab. 6.22 Matice záměn 
  
 TP (správně pozitivní) je počet příkladů, které správně zařadil do třídy ,+‘. 
 FP (falešně pozitivní) je počet příkladů, které chybně zařadil do třídy ,+‘. 
 TN (správně negativní) je počet příkladů, které správně zařadil do třídy ,-‘. 
 FN (falešně negativní) je počet příkladů, které chybně zařadil do třídy ,-‘. 
Z matice záměn, (viz tabulka 6.22) je možno vypočítat, některé jednoduché deskriptivní 
charakteristiky. 
 
Celková správnost (angl. accuracy) neboli úspěšnost značí klasifikační kvalitu modelu. 
Vypočítá se dle vztahu 16 jako relativní počet správných rozhodnutí.    
             
     
           
                                                                                                                       (  )       
Chyba (angl. error) se vypočítá podobně jako celková správnost, je to relativní počet 
nesprávných rozhodnutí systému (18). 
     
     
           
                                                                                                                      (  )  
Dále lze spočítat senzitivitu a specificitu. Senzitivita určuje relativní počet případů třídy ,+‘ 
u nichž byla správně klasifikována daná třída (19). 
        
  
     
                                                                                                                                (  ) 
  Specificita určuje kolik případů třídy ,-‘ jsme správně klasifikovaly (20).  
        
  
     








6.9 Výsledky klasifikace a vyhodnocení 
V této kapitole bude popsána samotná klasifikace dat. Veškeré vytvořené vstupní 
množiny jsou testovány v odpovídající neuronové síti popsané v kapitole 6.8. Výstupem ANN je 
matice záměn s rozdělením dat na základě chybně a správně vyhodnocených dat. Klasifikace 
bude provedena z různých sad dat pro ověření funkčnosti neuronové sítě. Budou udány dva 
příklady pro každou klasifikovanou množinu. Jedná se o nejvíce reprezentativní výsledky 
klasifikace daných skupin srovnávacích dat. Zde bude uveden popis a vyhodnocení v rámci této 
skupiny. Veškeré klasifikace pro všechna data jsou uvedeny v tabulkách níže, viz tabulky 6.50, 
6.51, 6.52, 6.53, 6.54 a 6.55). 
Metodika klasifikace  
V dalším postupu s natrénovanou a otestovanou ANN byla použita tzv. srovnávací data 
(simulovaná data), která nebyla použitá pro trénování ANN. Srovnávací skupiny obsahují zbylá 
data, o kterých je rovněž známo zda se jedná o kontrolní či ischemické cykly. Principem je tedy 
srovnání výstupů ANN a známých kategorií (zda se jednalo o ischemické cykly nebo kontrolní 
cykly). 
Srovnávací data 
1) Bylo voleno několik skupin srovnávacích dat. 
a) V prvním případě se jedná o data ze stejného králíka, na nichž byla síť natrénována 
b) Za druhé tvoří srovnávací skupinu jiný jedinec (sít je natrénována a otestována na 
jednom králíkovi a srovnání je provedeno na jiném králíkovi) 
 
2) Neuronová síť byla natrénována a otestována na kombinaci cyklů z více jedinců. Jako 
srovnávací data byly voleny následující skupiny 
c) Srovnávací skupinu tvoří opět kombinace cyklů z více králíků 
d) Srovnání bylo provedeno jen s cykly z jednoho králíka. 
6.9.1 Klasifikace na základě kumulantu 2. řádu  
Jak již bylo zmíněno výše, výstupem ANN jsou hodnoty 0 nebo 1 (tj. kontrolní nebo 
ischémický průběh cyklu). Matice záměn je shrnutím výsledků analýzy správnosti chování sítě. 
Klasifikace byla provedena na datech, kde jako příznak byla zvolena metoda přepočtu EKG 
záznamu na kumulant 2. řádu. Na základě výše popsaných vlastností kumulantů, dochází k 
eliminaci některých nežádoucích jevů v signále. Úpravou pomocí výpočtu kumulantu 2. řádu 





Jedná se o trénovací matici dle tabulky 6.18, vstupní trénovací množinu tvoří kumulant 2. 
řádu. Celkový počet příznakových vektorů (počet kumulantů) v trénovací množině se rovnal 
1000. (Cum2(1,N) N - počet kumulantů, zvolen 1000). Na základě takového množství dat je již síť 
dostatečně natrénovaná a je schopna klasifikace s minimální chybou, co se týče jedné sady dat 
(1 měřený jedinec). Srovnávací data, která jsou klasifikována, obsahují 1000 cyklů. Počet 
vzorku na jeden vektor (tj. délka každého příznakového vektoru) je 1019. 
Pro jednotlivé případy jsou voleny různé parametry umělé neuronové sítě a záleží na 
uživateli, jaké jsou právě pro něj přijatelné. Pro představu uvádím nastavení pro 1. příklad. 
 Maximální počet epoch učení: 500,  
 Počet skrytých vrstev: dvě vrstvy po 15 neuronech.  












300 0 100% senzitivita 
50% (0.0%) 0.0% specificita 
 
0 300 100% senzitivita 
(0.0%) (50%) 0.0% specificita 
senzitivita 100% 100% 100% Správnost 
specificita 0.0% 0.0% 0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.23 Matice záměn pro trénovací množinu dat kumulantu 2. řádu, data: 20051208 
  












100 0 100% senzitivita 
50% (0.0%) 0.0% specificita 
 
0 100 100% senzitivita 
(0.0%) (50.0%) 0.0% specificita 
senzitivita 100% 100% 100% Správnost 
specificita 0.0% 0.0% 0.0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.24 Matice záměn pro testovací množinu dat kumulantu 2. řádu, data: 20051208 
  
Vzhledem k tomu, že v průběhu provádění trénování ANN dochází k pseudonáhodnému 
výběru trénovací, testovací a validační množiny, výsledné natrénování sítě se po opakovaném 
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provedení může lišit. Ovšem po provedení klasifikace pro srovnávací množinu dostáváme po 
opakovaných provedeních téměř shodné výsledky. Z tohoto důvodu je matice záměn pro 
trénovací, testovací a validační množinu uvedena pro představu pouze u 1. příkladu, viz 
tabulka 6.23 a tabulka 6.24). 
 
A. Srovnávací data - jedná se o data ze stejného králíka, na nichž byla síť 
natrénována. 












500 15  97.10% senzitivita 
50% (1.5%)  2.9% specificita 
 
0 485 100% senzitivita 
(0.0%) (48.5%) 0.0% specificita 
senzitivita 100% 97,00% 98.5% Správnost 
specificita 0.0% 3.0% 1.5% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.25 Matice záměn pro srovnávací množinu dat kumulantu 2. řádu, data: 20051208 
  












468 5  98.9% senzitivita 
(46.8%) (0.5%)  1.1% specificita 
 
32 495 93.9% senzitivita 
(3.2%) (49.5%) 6.1% specificita 
senzitivita 93.6% 99,0% 96.3% Správnost 
specificita 6.4% 1.0% 3.7% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 






V prvním případě, viz tabulka 6.25 vyšla celková správnost klasifikace ANN na základě 
trénovací a testovací množiny vektorů 98,5%. Chyba klasifikace je 1,5%. Tento výsledek 
klasifikace lze považovat za velice dobrý. Znamená to, že pouze 15 cyklů z 1000 bylo chybně 
klasifikováno. Pro dané sloupce a řádky je v šedé oblasti tabulky vypočítána senzitivita značená 
zeleně a specificita značená červeně. Tyto hodnoty vypovídají o správném zařazení hodnot do 
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dané třídy v odpovídajícím sloupci a řádku. To znamená, že pokud je senzitivita v 1. sloupci 
100% nedošlo k chybné klasifikaci z daného výběru dat.   
V druhém případě, viz tabulka 6.26 je celková správnost klasifikace 96,3% a chyba 
klasifikace je 3,7%. Zde došlo k zhoršení klasifikace. Jedná se o stejný postup jako v předešlém 
případě, pouze je zde záměna v klasifikovaných datech. Použitá jiná sada měření na jiném 
králíkovi. Tuto zvýšenou chybovost můžeme přisoudit chybné volbě dat pro příznakovou 
množinu, příliš vysoká variabilita mezi daty nebo samotnou chybou měření.     
Celkově můžeme oba výsledky zhodnotit jako uspokojivé, co se týče správnosti klasifikace 
a lze tak kumulant 2. řádu vyhodnotit jako vhodný parametr pro klasifikaci jednotlivých EKG 
cyklů.     
B. Srovnávací data - srovnávací skupinu tvoří jiný jedinec (síť je natrénována a 
otestována na jednom králíkovi a srovnání je provedeno na jiném králíkovi). 
 sít je natrénována a otestována na datech: cum2_full_kom_20051215 
 srovnání je provedeno na jiných datech: cum2_full_kom_20051208 












383 46 89.3% senzitivita 
(38.3)% (4.6%) 10.7% specificita 
 
117 454 79.5% senzitivita 
(11.7%) (45.4%) 20.5% specificita 
senzitivita 76.6% 90.8% 83.7% Správnost 
specificita 23.4% 9.2% 16.3% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 





V rámci srovnání dat jednoho jedince bylo dosaženo průměrné klasifikace 97,4% . Průměr 
vytvořen z hodnot klasifikace. Tabulka 6.25 a tabulka 6.26. 
V tomto případě, viz tabulka 6.27 je síť natrénována a otestovaná na jednom jedinci a 
srovnána s jiným jedincem. Výsledkem je tedy schopnost sítě klasifikovat i rozdílné jedince. 
Sledujeme tedy možnost snížení variability nejen v rámci jednoho jedince, ale i u více jedinců 
porovnaných vůči sobě na základě kumulantu 2. řádu. Výsledek takové klasifikace je 83,7% se 
vzniklou chybou 16,3%. Z výsledků plyne, že došlo k výraznému zhoršení klasifikace s porovnání 
na jednom jedinci. Tato odchylka je tedy opět způsobena větší variabilitou dat mezi jedinci. A 
kumulant 2. řádu nemá dostatečné schopnosti k eliminaci takto velké variability. 
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6.9.2 Klasifikace na základě kumulantu 3. řádu  
Klasifikace je provedena na příznakovém vektoru pro kumulant 3. řádu, z důvodů 
výpočetní náročnosti se bere pro klasifikaci pouze 400 cyklů (Cum3(1,N) N - počet kumulantů, 
zvolen 400).  Veškeré ostatní parametry jsou totožné jako v předchozím případě. 
A. Srovnávací data – jedná se o data ze stejného králíka, na nichž byla síť 
natrénována. 












186 0  100% senzitivita 
(46.5%) (0.0%)  0.0% specificita 
 
14 200 93.5% senzitivita 
(3.5%) (50.0%) 6.5% specificita 
senzitivita 93.0% 100% 96.5% Správnost 
specificita 7.0% 0.0% 3.5% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.28 Matice záměn pro srovnávací množinu dat kumulantu 3. řádu, data: 20051208 
   












200 0  100% senzitivita 
(50.0%) (0.0%)  0.0% specificita 
 
0 200 100% senzitivita 
(0.0%) (0.0%) 0.0% specificita 
senzitivita 100.0% 100% 100.0% Správnost 
specificita 0.0% 0.0% 0.0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.29 Matice záměn pro srovnávací množinu dat kumulantu 3. řádu, data: 20061116 
  
V prvním případě, viz tabula 6.28 je celková správnost klasifikace 96,5%. Chyba klasifikace 
je 3,5%. Tento výsledek klasifikace lze stále považovat za dobrý. Chyba klasifikace není příliš 
vysoká. Možným řešením je úprava vektoru příznaků a snížení variability dat nebo odstranění 
neodpovídajících cyklů, které nedostatečně reprezentují příslušnou fázi ischemie či normální 
průběh. Lze taky vektor rozšířit a zvětšit tak učící množinu pro lepší výsledek.  
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V druhém případě, viz tabula 6.29 je celková správnost klasifikace 100,0% a chyba 
klasifikace je 0%. Tento výsledek odpovídá ideálnímu případu, kdy nedošlo k žádné chybě při 
klasifikaci. To znamená, že cykly ve vstupním vektoru příznaků byly dobře zvoleny a každý tak 
reprezentuje svoji příslušnou skupinu.  
Z celkového pohledu na oba výsledky usoudit, že i kumulant 3. řádu můžeme považovat 
za vhodný parametr ke klasifikaci. Rozpor může vyvolávat výsledek z tabulky 6.28, ale jak již 
bylo zmíněno výše, chyba je nejspíše způsobena příliš vysokou variabilitou dat pro klasifikaci. 
 
B. Srovnávací data - srovnávací skupinu tvoří jiný jedinec (síť je natrénována a 
otestována na jednom králíkovi a srovnání je provedeno na jiném králíkovi). 
 sít je natrénována a otestována na datech: cum3_full_kom_20051208 
 srovnání je provedeno na jiných datech: cum3_full_kom_20051215 












365 70 83.9% senzitivita 
(45.6%) (8.8%) 16.1% specificita 
 
35 330 90.4% senzitivita 
(4.4%) (41.3%) 9.6% specificita 
senzitivita 91.3% 82.5% 86.3% Správnost 
specificita 8.8% 17.5% 13.1% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 




V rámci srovnání dat jednoho jedince bylo dosaženo průměrné klasifikace 98,25% u 
kumulantu 3. řádu. Průměr byl vytvořen na základě hodnot klasifikace z tabulky 6.28 a tabulky 
6.29. 
Výsledek klasifikace mezi různými jedinci je 86,3% se vzniklou chybou 13,1%. Z výsledků 
plyne, že došlo k výraznému zhoršení klasifikace oproti porovnání na jednom jedinci. Tato 
odchylka je tedy opět způsobena větší variabilitou dat mezi králíky. A kumulant 3. řádu nemá 
dostatečné schopnosti k eliminaci takto velké variability.  
Pokud ale porovnáme celkové výsledky kumulantu 2. a 3. řádu je vidět jistý narůst 
úspešnosti klasifikace jak v rámci jednoho jedince tak mezi více jedinci.  
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6.9.3 Klasifikace na základě kumulantu 4. řádu  
Klasifikace je provedena na příznakovém vektoru pro kumulant 4. řádu, z důvodů 
výpočetní náročnosti je povoleno pro klasifikaci pouze 200 cyklů (Cum4(1,N) N - počet 
kumulantů, zvolen 200).  Veškeré ostatní parametry jsou nastaveny totožně jako v předchozích 
případech. 
A. Srovnávací data - jedná se o data ze stejného králíka, na nichž byla síť 
natrénována. 












100 2  98.0% senzitivita 
(50.0%) (0.0%)  2.0% specificita 
 
0 98 100% senzitivita 
(0.0%) (0.0%) 0.0% specificita 
senzitivita 100.0% 98.0% 99.0% Správnost 
specificita 0.0% 2.0% 1.0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 



















100 0  100.0% senzitivita 
(50.0%) (0.0%)  0.0% specificita 
 
0 100 100% senzitivita 
(0.0%) (0.0%) 0.0% specificita 
senzitivita 100.0% 100% 100.0% Správnost 
specificita 0.0% 0.0% 0.0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.32 Matice záměn pro srovnávací množinu dat kumulantu 4. řádu, data: 20061116 
  
V tabulce 6.31 je celková správnost klasifikace 99,0%. Chyba klasifikace je 1%. Tento 
výsledek společně s výsledkem pro tabulku 6.32, kde klasifikace dosáhla 100% lze považovat za 
velice dobrý. Chyba klasifikace je v obou případech zanedbatelná a lze tak vyvodit, že kumulant 
4. řádu lze použít jako věrohodný klasifikátor pro EKG cykly.  
 69 
 
B. Srovnávací data - srovnávací skupinu tvoří jiný jedinec (síť je natrénována a 
otestována na jednom králíkovi a srovnání je provedeno na jiném králíkovi). 
 sít je natrénována a otestována na datech: cum4_full_kom_20051208 
 srovnání je provedeno na jiných datech: cum4_full_kom_20051215 












200 112 64.1% senzitivita 
(50.0%) (28.0%) 35.9% specificita 
 
0 88 100% senzitivita 
(0.0%) (22.0%) 0.0% specificita 
senzitivita 100% 44.0% 72.0% Správnost 
specificita 0.0% 56.0% 28.0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.33 Matice záměn pro srovnávací množinu dat kumulantu 4. řádu, data: 20051208, 20051215 
  
V rámci srovnání dat jednoho jedince jsme docílili průměrné klasifikace 99,5% u 
kumulantu 4. řádu. Průměr vytvořen na základě hodnot klasifikace z tabulky 6.31 a tabulky 
6.32. Výsledek klasifikace mezi různými jedinci je pouze 72,0% se vzniklou chybou 28,0%. 
Z výsledků plyne, že došlo k výraznému zhoršení klasifikace oproti porovnání na jednom 
jedinci.  
V předchozím případě byla vidět závislost růstu správnosti klasifikace na řádu kumulantů. 
3. řád byl úspěšnější v klasifikaci než 2. řád. Tato skutečnost byla částečně potvrzena i 
vyvrácena u kumulantu 4. řádu. U klasifikace v rámci jednoho jedince došlo k potvrzení dané 
závislosti, kdežto při porovnání dvou jedinců došlo k výraznému zhoršení klasifikace oproti 
kumulantu 3. řádu.  Možnou příčinou takové chyby v tomto případě je různorodost ischemické 








6.9.4 Klasifikace na základě kombinace kumulantů druhého, třetího a 
čtvrtého řádu 
Klasifikace je provedena na příznakovém vektoru kde jsou všechny řády kumulantů použité 
dohromady, přičemž jednotlivé kumulanty jsou zařazeny za sebe o celkové délce 3057 vzorků 
na jeden cyklus. Počet cyklů je 200. Řazení vektoru příznaků vychází z tabulky 6.20. 
A. Srovnávací data - jedná se o data ze stejného králíka, na nichž byla síť natrénována. 












100 0  100% senzitivita 
(50.0%) (0.0%) 0.0% specificita 
 
0 100  100% senzitivita 
(0.0%) (50.0%) 0.0% specificita 
senzitivita  100%  100% 100% Správnost 
specificita 0.0% 0.0% 0.0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
















100 4  96.2% senzitivita 
(50.0%) (2.0%) 3.8% specificita 
 
0 96  100% senzitivita 
(0.0%) (48.0%) 0.0% specificita 
senzitivita  100% 96.0% 98.0% Správnost 
specificita 0.0% 4.0% 2.0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Obr. 6.35 Matice záměn pro srovnávací množinu dat kumulantu všech řádu, data: 20051208 
  
V tabulce 6.34 je celková správnost klasifikace 100,0%. Chyba klasifikace je 0%. Tento 
výsledek společně s výsledkem pro tabulku 6.35, kde klasifikace dosáhla 98,0% lze považovat 
za velice dobrý. Chyba klasifikace je v obou případech zanedbatelná a lze tak vyvodit, že 





B. Srovnávací data - srovnávací skupinu tvoří jiný jedinec (síť je natrénována a 
otestována na jednom králíkovi a srovnání je provedeno na jiném králíkovi). 
 sít je natrénována a otestována na datech: c2c3c4_kom_20051208 
 srovnání je provedeno na jiných datech: c2c3c4_20051215 












139 51  73.2% senzitivita 
(34.8%) (12.8%)  26.8% specificita 
 
61 149 71.0% senzitivita 
(15.3%) (37.3%) 29.0% specificita 
senzitivita 69.5% 74.5% 72.0% Správnost 
specificita 30.5% 25.5% 28.0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Obr. 6.36 Matice záměn pro srovnávací množinu dat kumulantu 4. řádu, data: 20051208, 20051215 
  
V rámci srovnání dat jednoho jedince bylo dosaženo průměrné klasifikace 99% u 
kumulantu 3. řádu. Průměr byl vytvořen z hodnot klasifikace tabulky 6.34 a tabulky 6.35. 
Výsledek klasifikace mezi různými jedinci je 72,0% se vzniklou chybou 28,0%. Z výsledků 
plyne, že došlo k výraznému zhoršení klasifikace oproti porovnání na jednom jedinci. Tato 














6.9.5 Klasifikace na základě podvzorkovaných průběhů kumulantů 3. 
řádu 
A. Srovnávací data - jedná se o data ze stejného králíka, na nichž byla síť 
natrénována. 












494 108  82.1% senzitivita 
(49.4%) (10.8%)  17.9% specificita 
 
6 392 98.5% senzitivita 
(0.6%) (39.2%) 1.5% specificita 
senzitivita 98.8% 78.4% 88.6% Správnost 
specificita 1.2% 21.6% 11.4% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.37 Matice záměn pro srovnávací množinu podvzor. dat kumulantu 3. řádu, data: 20051208 
 












496 81  86.0% senzitivita 
(49.6%) (8.1%)  14.0% specificita 
 
4 419 99.1% senzitivita 
(0.4%) (41.9%) 0.9% specificita 
senzitivita 99.2% 83.8% 91.5% Správnost 
specificita 0.8% 16.2% 8.5% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.38 Matice záměn pro srovnávací množinu podvzork. dat kumulantu 3. řádu, data: 20051215 
 
V tabulce 6.37 je celková správnost klasifikace 88,6%. Chyba klasifikace je 11,4%. Tento 
výsledek společně s výsledkem v tabulce 6.38, kde klasifikace dosáhla 91,5% a chyba 8,5%  lze 
považovat za horší. Výsledná chyba klasifikace mezi sadami dat je silně ovlivněna měřením na 
živých zvířatech. I když se jedná o stejný druh zvířete a celý proces zisku dat je totožný. Ve 
výsledku jsou vždy data rozdílná. Tato skutečnost způsobuje chybovost klasifikace.  
V porovnání s klasifikací kumulantu 3. řádu z kapitoly 6.9.2, kde se bere v potaz celý 
průběh cyklu a s podvzorkovaným kumulantem 3. řádu. Došlo k zanedbatelnému zhoršení 
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klasifikace. Toto zhoršení lze přisoudit neuronové síti, která vstupní data vybírá náhodně do 
trénovací a testovací množiny. Porovnání klasifikace celého cyklu a podvzorkovaného cyklů je 
zobrazena v tabulce 6.39. Jedná se o srovnání klasifikace na stejných datech, pouze je 
upraveno vzorkování. Z výsledků tedy lze usoudit, že podvzorkovaní cyklů kumulantů nemá na 
samotnou klasifikaci příliš velký vliv, co se ale týče úspornosti času při výpočtu kumulantů, zde 
tato úprava hraje významnou úlohu. Příklady časové náročnosti výpočtu pro dané řády jsou 
uvedeny v kapitole 4.2.3. 
 Sada dat: 




kumulant 3. řádu 
Klasifikace 
Správnost 90.0% 88.6% 
Chyba 10.0% 11.4% 
 
Tab. 6.39 Srovnání normálních a podvzorkovaných dat 20051208 
 
6.9.6 Klasifikace na základě permutace ze tří sad dat svodu X daného 
řádu kumulantu  
Neuronová síť byla natrénována a otestována na kombinaci cyklů z více jedinců. Jako 
srovnávací data byly voleny následující skupiny 
 Srovnávací skupinu tvoří opět kombinace cyklů z více králíků 
 Srovnání bylo provedeno jen s cykly z jednoho králíka. 
 
C. Srovnávací skupina je tvořena kombinací cyklů z více králíků. 
Počet cyklů pro klasifikaci je volen v co největším rozsahu a v závislosti na množství 
přepočtených dat pro daný řád kumulant.  












327 274  57.0% senzitivita 
(20.4%) (15.4%)  43.0% specificita 
 
473 553 53.9% senzitivita 
(29.6%) (34.6%) 46.1% specificita 
senzitivita 40.9% 69.1% 55.0% Správnost 
specificita 59.1% 30.9% 45.0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 




Klasifikace na základě více sad dat u kumulantu 2. řádu má úspěšnost pouze 55,0% a 
vzniklá chyba je tedy 45,0%. Tento výsledek tak můžeme zcela jistě vyhodnotit jako selhání 
klasifikátoru. Variabilita dat mezi třemi zvířaty je již pro klasifikaci příliš vysoká a ani kumulanty 
2. řádu svými vlastnostmi již nedokáží tuto variabilitu potlačit. Tímto lze říci, že slučování takto 
rozmanitých dat dohromady nepřinese lepší výsledek v klasifikaci. Klasifikace v rámci dat 
naměřených na jednom zvířeti tak má větší váhu než slučování více sad dat dohromady. 
  Kumulant 2. řádu klasifikace 
Klasifikace 1 experiment 3 experimenty 
Správnost 98,5% 55,0% 
Chyba 1,5% 45,0% 
 
Tab. 6.41 Srovnání klasifikace jednoho a tří experimentů kumulantů 2. řádu 
  
 
Sada dat - Srovnávací skupina je tvořena kombinací cyklů ze tří experimentů a pouze 
z jedné sady dat (jeden experiment) u jednoho jedinec. 












830 0  100% senzitivita 
(41.5%) (0.0%)  0.0% specificita 
 
170 1000 85.5% senzitivita 
(8.5%) (50.0%) 14.5% specificita 
senzitivita 83.0% 100% 91.5% Správnost 
specificita 17.0% 0.0% 8.5% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.42 Matice záměn pro kombinaci všech dat kumulantu 3. řádu 
  
Klasifikace na základě více sad dat u kumulantu 3. řádu má úspěšnost 91,5% a vzniklá 
chyba je tedy 8,5%. Tento výsledek tak můžeme považovat stále za dobrý. Vektor příznaků 
tvořený kumulantem 3. řádu tedy svými vlastnostmi eliminuje různorodost dat a oproti 
klasifikaci kumulantu 2. řádu. Kumulant 3. řádu lze uvažovat jako vhodný klasifikátor i pro více 
sad dat daných dohromady. Výsledky, ale nejsou tak přesvědčivé jako v případě klasifikace 
pouze z jedné sady. Klasifikovaná data v rámci jedné sady tak mají stále větší váhu než 






  Kumulant 3. řádu klasifikace 
Klasifikace 1 experiment 3 experimenty 
Správnost 96,5% 91,5% 
Chyba 3,5% 8,5% 
 
Tab. 6.43 Srovnání klasifikace jednoho a tří experimentů kumulantů 3. řádu 
 
 












538 3  99.4% senzitivita 
(44.8%) (0.3%)  0.6% specificita 
 
62 597 90.6% senzitivita 
(13.6%) (49.8%) 9.4% specificita 
senzitivita 89.7% 99.5% 94.6% Správnost 
specificita 10.3% 0.5% 5.4% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.44 Matice záměn pro kombinaci všech dat kumulantu 4. řádu 
  
Klasifikace na základě více sad dat u kumulantu 4. řádu má úspěšnost 94,6% a vzniklá 
chyba je tedy 5,4%. Opět dochází k uspokojivé klasifikaci. Z porovnání správnosti klasifikace 
mezi jednotlivých řády kumulantů a v rámci jedné sady dat a více sad dat lze vypozorovat, že 
čím vyšší je hodnota kumulantu, tím méně je patrná chyba v klasifikaci mezi jednou sadou a 
více sadami dat. Tato podmínka platí jak v rámci jedné klasifikované sady, tak v rámci více 
klasifikovaných sad dat.   
 
Kumulant 4. řádu klasifikace 
Klasifikace 1 experiment 3 experimenty 
Správnost 99,0% 94,6% 
Chyba 1,0% 5,4% 
 













D. Srovnání bylo provedeno jen s cykly z jednoho králíka. 
Neuronová síť byla natrénována a otestována na kombinaci cyklů z více jedinců. Jako 
srovnávací data byla volena skupiny složená pouze z jednoho králíka.  
 sít je natrénována a otestována na datech: cum2_kom_All_1s 
 srovnání je provedeno na jiných datech: cum2_kom_20051208 
 












1000 501  66.6% senzitivita 
(50.0%) (25.1%)  33.4% specificita 
 
0 499 100% senzitivita 
(0.0%) (24.9%) 0.0% specificita 
senzitivita 100% 49.9% 75.0% Správnost 
specificita 0.0% 50.1% 25.0% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 






Základní myšlenkou této klasifikace bylo otestovat, zda větší zastoupení různých cyklů 
z různých měřených králíků bude mít vliv na správnost klasifikace, pokud jako srovnávací 
skupinu použijeme pouze jednoho králíka. ANN je natrénována na variabilních datech 
kombinace cyklů z více jedinců. Jedná se o kumulant 2. řádu.   Správnost klasifikace je 75% a 
chyba klasifikace 25%. Tento výsledek lze považovat za dobrý a to hned z několika důvodů. 
Jednak trénovací data byla volena čistě pseudonáhodně z cyklů všech jedinců pro daný řád. 
Z toho plyne možnost, že srovnávací data nemusela být v trénovací množině obsažena či pouze 
v malém zastoupení.  Opět bylo potvrzeno snížení variability mezi cykly.  
Stejný postup jako v tomto případě byl opakován i pro řády kumulantů 3. a 4. se 
správností klasifikace pro kumulant 3. řádu 100% a pro kumulant 4. řádu 100%. v tomto 
případě je vidět jasné zlepšení klasifikace.   
6.9.7 Klasifikace na základě časového průběhu EKG 
K tomu, abychom mohli správně vyhodnotit vlastnosti kumulantů jednotlivých řádů je 
zapotřebí výchozí hodnoty, vůči které lze danou změnu pozorovat. Jako výchozí hodnota nám 
může posloužit právě klasifikace na základě časových průběhů segmentů EKG. Jedná se o data 
bez přepočtu na kumulanty.  
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Srovnávací data - jedná se o data ze stejného králíka, na nichž byla síť natrénována. 













358 199  65.9% senzitivita 
(38.5%) (19.9%)  34.1% specificita 
 
115 301 72.4% senzitivita 
(11.5%) (30.1%) 27.6% specificita 
senzitivita 77.2% 60.2% 68.6% Správnost 
specificita 23.0% 39.8% 31.4% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.47 Matice záměn pro srovnávací množinu časových průběhů EKG, data: 20051215   
  













157 0  100% senzitivita 
(39.3%) (0.0%)  0.0% specificita 
 
43 200 82.3% senzitivita 
(10.8%) (50.0%) 17.7% specificita 
senzitivita 78.5% 100% 89.3% Správnost 
specificita 21.5% 0.0% 10.8% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 
Tab. 6.48 Matice záměn pro srovnávací množinu časových průběhů EKG, data: 20061116 
  
Správnost klasifikace u časových průběhů segmentů EKG je 68,8% v prvním případě, (viz 
tabulka 6.47) a 89,3% pro druhý případ klasifikace, (viz tabulka 6.48). Tyto výsledky jsou velice 
odlišné. Tato odlišnost je způsobena právě jak metodou měření, tak i rozdílností jednotlivých 
jedinců z hlediska fyziologických vlastností. Proces měření lze provést opakovaně, nikdy ovšem 
nedosáhneme téhož výsledku, vždy existují faktory ovlivňující minimálně daný výsledek. A 






A. Srovnávací data - srovnávací skupinu tvoří jiný jedinec (síť je natrénována a 
otestována na jednom králíkovi a srovnání je provedeno na jiném králíkovi). 
 sít je natrénována a otestována na datech: cum2_full_kom_20051215 
 srovnání je provedeno na jiných datech: cum2_full_kom_20051208 












224 235 48.8% senzitivita 
(28.0)% (29.4%) 51.2% specificita 
 
176 165 48.4% senzitivita 
(22.0%) (20.6%) 51.6% specificita 
senzitivita 56.0% 41.3% 48.6% Správnost 
specificita 44.0% 58.8% 51.4% Chyba 
  1. sloupec 2. sloupec   
  Cílová třída 
 





Při klasifikaci časových průběhů segmentů EKG s jiným jedincem došlo vůči předešlé 
klasifikaci ke zhoršení. V tomto případě je správně klasifikováno pouze 48,6%. Mezi časovými 
průběhy segmentů EKG je příliš velká variabilita.    
6.10 Celkové vyhodnocení výsledků klasifikace 
Pokud je na klasifikaci kumulantů nahlíženo v globálním měřítku, to znamená, že jsou 
brány v potaz veškeré výsledky klasifikací, jak v rámci jednoho jedince, tak v rámci různých 
skupin (kapitola 6.9). Lze vypozorovat jisté závislosti a spojitosti mezi řády kumulantů i 
jednotlivými fázemi (kontrolní a ischémická). Tyto výsledky ovšem mohou být zkresleny 
některými sadami dat. Tyto sady zkreslí celkový průměrovaný výsledek správné klasifikace 
z dané skupiny. Ovšem i tuto možnost je nutné připustit, protože v praxi nejsou k dispozici 
nikdy ideální data a i s takovou chybou se musí počítat. Klasifikační tabulky, z nichž se 
vycházelo při hodnocení, jsou uvedeny níže (viz tabulky: 6.50, 6.51, 6.52, 6.53, 6.54, 6.55). 
Jako výchozí klasifikační hodnoty pro srovnání na jednom jedinci jsou branné hodnoty 
klasifikace na základě časových průběhů EKG z tabulky 6.54. Síť je natrénována a následně 
porovnána vůči jednomu králíkovi. V klasifikačních tabulkách značeno jako skupina A. Výchozí 
hodnota správnosti klasifikace tedy činí v průměru 85,0%.  
Po přepočtu časových průběhů segmentů EKG na kumulant 2. řádu, (viz tabulka 6.50) 
dojde k navýšení správné klasifikace na průměrnou hodnotu 93,6%. Z toho výsledků tedy lze 
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usoudit, že použití kumulantů vede ke zlepšení výsledků klasifikace. Ovšem pokud je aplikován 
na tyto časové průběhy segmentů EKG kumulant 3. řádu, dojde k poklesu správné průměrné 
klasifikace na hodnotu 82,0%, (viz tabulka 6.51), což se může zdát překvapivé. Do průměrné 
hodnoty celkové správnosti klasifikace bereme v potaz i data, kdy došlo k selhání klasifikace. 
Tento výsledek tak zkreslí konečnou hodnotu, jedná se o extrémní hodnotu (výrazně nižší 
správnost klasifikace). Pokud by takový výsledek nebyl zahrnut do výpočtu průměru celkové 
správnosti, klasifikace vyjde 98,5%.  V tomto případě je brán v potaz výsledek horší, protože je 
sledováno chování kumulantů na všech datech, i na těch, kde data dosahují vyšší variability a 
tudíž horších výsledků. Co se týče následné aplikace kumulantu 4. řádu dojde k výraznému 
navýšení celkové průměrné správnosti klasifikace a to na hodnotu 99,7%, (viz tabulka 6.52). 
Tato hodnota je již dostatečně vysoká na to, aby se dalo říci, že kumulant 4. řádu je dobrým 
příznakem pro klasifikaci. Kumulanty byly aplikovány na časové průběhy segmentů EKG 
jednotlivě. Na základě těchto poznatků lze říci, že čím vyšší řád kumulantu, tím je nižší 
variabilita klasifikačních dat a tím vyšší úspěšnost klasifikace. Výsledek této závislosti je 
zobrazen níže, viz obrázek 6.23. 
Druhou možností je, že místo použití kumulantů jednotlivě jsou použity všechny 
kumulanty najednou, viz tabulka 6.53 a obrázek 6.18. Průměrný výsledek takové klasifikace je 
86,3%. Pokud by byly brány průměrné hodnoty jednotlivých řádů z předešlého případu, tedy 
93,6% pro kumulant 2. řádu, 82,0% pro kumulant 3. řádu a pro kumulant 4. řádu 99,7% a tyto 
hodnoty byly zprůměrovány, výsledná úspěšnost klasifikace je 91,8%. Obě hodnoty jsou si tedy 
velice podobné, (86,3% a 91,8%). Z toho opět usoudit, že způsob aplikace kumulantů ať, už 
jednotlivě nebo dohromady zde nehraje příliš významnou roli. Do výpočtu je ovšem rovněž 
zahrnuta extrémní hodnota z klasifikace pro kumulant 3. řádu. 
Dále dochází k různé správnosti klasifikace ischémické či kontrolní fáze. U jednoho jedince 
nelze vyhodnotit platný závěr, který by se dal aplikovat v obecném měřítku. Výsledky jsou 
velice podobné. Pohybují se v rozmezí 90% až 100% pro fázi kontrolní i ischémickou. Za 
výjimku se dá považovat kumulant 3. řádu u dat 20051215. Kde správnost klasifikace kontrolní 
fáze je 0% a ischémické 99%. Tyto rozdíly jsou tedy způsobeny variabilitou dat v rámci jednoho 
jedince a schopností sítě natrénovat se na zvoleném vektoru příznaků v tomto konkrétním 









Dále byla síť natrénována na jednom králíkovi a porovnání bylo provedeno s jiným 
králíkem. Tato možnost je v klasifikačních tabulkách značena jako skupina B. Výsledky pro 
jednotlivé řády kumulantů jsou zobrazeny v tabulkách níže (viz tabulky: 6.50, 6.51, 6.52, 6.53 a 
6.54). Klasifikace proběhla následovně, síť byla natrénována na jednom králíkovi (v tabulkách 
označeno *) a srovnána s jiným. Tento postup byl opakován tak dlouho, dokud nedošlo 
k vystřídání všech možností mezi daty. Výsledky klasifikace byly opět zprůměrovány. Výsledek 
klasifikace je zobrazen na obrázku 6.24 níže.  
Klasifikace na časových průbězích segmentů EKG vykazuje velké rozdíly variability mezi 
daty jednotlivých králíků, viz obrázek 6.24. Průměrná hodnota klasifikace pro časové průběhy 
EKG je 45,5%. Po aplikaci kumulantu 2. řádu dojde k částečnému zlepšení klasifikace i k snížení 
variability ovšem pouze u některých datových sad. Celková průměrná hodnota klasifikace pro 
kumulant 2. řádu je 47,6%. Tato změna je ve výsledku zanedbatelná a není tak rozdíl mezi 
kumulantem 2. řádu a časovými průběhy EKG. Následuje aplikace 3. a 4. řádu kumulantů na 
časové průběhy segmentů EKG. Opět je patrné, že u kumulantu 3. řádu dojde k navýšení 
úspěšnosti průměrné klasifikace na 61,2% a snížení variability oproti předcházejícímu 
kumulantu. U kumulantu 4. řádu dojde sice k poklesu správné průměrné klasifikace na nižší 
hodnoty (průměrná klasifikace 57,9%), ale rozdíl variability minima a maxima v daném řádu je 
o poznání menší. Z grafu (viz obrázek 6.24) tedy plyne, že srovnání více králíků vůči sobě 
podává přibližně podobné výsledky jako srovnání na jednom jedinci, co se týče snížení 
variability. Což nelze tvrdit o úspešnosti klasifikace. Celková průměrná úspěšnost klasifikace 




Obr. 6.24 Závislost správnosti klasifikace na řádu kumulantů pro různé jedince 
   
Druhou možností je, že místo aplikace jednotlivých kumulantů na cykly, aplikujeme 
všechny kumulanty seřazené za sebou najednou. Tímto způsobem porovnáme srovnávací data. 
Výsledkem takové klasifikace je úspěšnost 51,8%. Můžeme si všimnout podobnosti, že způsob 
aplikace kumulantu jednotlivě (průměrná klasifikace 53,0%) a všech kumulantů seřazených za 
sebou (průměrná klasifikace 51,8%) není podstatný. Bylo dosaženo téměř stejných výsledků 
klasifikace. Tyto výsledky se tedy potvrdily i v předešlém případě u srovnávacích dat na 
stejném jedinci. 
Dále dochází k různé správnosti klasifikace ischémické či kontrolní fáze. Při porovnání 
výsledků klasifikace v mnoha případech je lépe klasifikována kontrolní fáze. Z toho lze vyvodit, 
že právě kontrolní fáze disponuje průběhy, které nejsou tolik ovlivněny variabilitou a data se 
tak lépe hodnotí. Přepočet časových průběhů EKG na kumulanty jednotlivých řádu v tomto 
případě výsledek téměř neovlivní. Rozdíl je nepatrný i ve způsobu aplikace kumulantu a to zda 
jsou aplikovány seřazeně za sebou jako jeden vektor příznaku nebo odděleně jako samostatné 
vektory příznaků. Na základě této skutečnosti, by se dalo zaměřit pouze na kontrolní fázi a tu 
podrobit klasifikaci. Na zbylé ischémické cykly poté použít jiný klasifikační systém nebo jinou 
hodnotící metodu. 
Následně bylo provedeno natrénování a otestování neuronové sítě na kombinaci cyklů z 
více jedinců. Jako srovnávací data byly voleny následující skupiny. Srovnávací skupinu tvoří 
opět kombinace cyklů z více králíků, značena jako skupina C a skupina D, kdy srovnání bylo 
provedeno jen s cykly z jednoho králíka, viz tabulka 6.55. 
Časové průběhy EKG z králíka jsou pseudonáhodně rozřazena a přepočtena na kumulanty. 
Srovnání bylo provedeno na stejné skupině dat s výsledkem 55,0% pro kumulant 2. řádu, 
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91,0% pro kumulant 3. řádu a pro kumulant 4. řádu 94,6%. Výsledek klasifikace (skupina C) je 
zobrazen na obrázku 6.25 níže.  
 
Obr. 6.25 Závislost správnosti klasifikace na řádu kumulantů pro všechny jedince dohromady 
   
Z grafu je opět vidět závislost, že čím vyšší řád je na data použit, tím lepšího výsledku 
klasifikace je dosaženo. Dále dochází k různé správnosti klasifikace ischémické či kontrolní fáze. 
I v tomto případě jsou výsledky totožné pro obě fáze a nedochází k výraznějšímu rozdílu. 
Klasifikace skupiny D byla provedena následovně. Na pseudonáhodně rozřazených 
časových průbězích EKG, která byla přepočtena na kumulanty došlo k natrénování sítě. 
Srovnávací skupina byla tvořena jen s cykly z jednoho králíka. Tento způsob klasifikace byl 
proveden pro všechny řády se všemi jedinci. Výsledky této klasifikace jsou zobrazeny v tabulce 
6.52 a graf pro klasifikaci je uveden níže na obrázku 6.26.  Z tohoto obrázku nelze vyvodit jasný 
závěr. Mezi  kumulantem 2. a 3. řádu můžeme říci, že došlo u jedné sady k navýšení úspěšnosti 
klasifikace, ale zase naopak u druhé k úplnému selhání, kdy nebyl správně detekován ani jeden 
cyklus. Stejná tendence chybnosti klasifikace je vidět i u kumulantu 4. řádu. Takto provedená 
klasifikace je tedy neprůkazná oproti klasifikaci vůči srovnávací skupině tvořené celým počtem 
pseudonáhodně rozřazených časových průběhů segmentů EKG. Možnou úpravou je průměr 
výsledku klasifikace z obrázku 6.26. Výsledek průměrné klasifikace skupin kumulantů je uveden 















Z tohoto grafu, (viz obrázek 6.27) již lze odvodit jisté chování kumulantů vůči sobě. 
Nejlepší klasifikace dosáhl kumulant 3. řádu a to 83,5%. Zbylé klasifikace jsou na hodnotách 
64,2% pro kumulant 2. řádu a 58,2% pro kumulant 4. řádu. Pokud tedy testujeme síť naučenou 
na velkém množství různě variabilních dat a porovnáváme ji s konkrétním jedincem, nejedná se 
o příliš průkaznou formu klasifikace. Tato klasifikace by byla vhodná, pokud by byla provedena 
ve větším rozsahu a to v řádech minimálně desítek takto zpracovaných jedinců. 
V rámci správnosti klasifikace kontrolní a ischémické fáze jsou výsledky srovnatelné 
s rozdílem 7%. Pro kontrolní fázi vyšla průměrná správnost klasifikace 57,6% a pro ischemickou 






























20051215 93,6% 99,0% 96,3% * * * 100,0% 0,0% 50,0% 100,0% 0,0% 50,0% 
20051208 100,0% 97,0% 98,5% 76,6% 90,8% 83,7% * * * 56,6% 7,0% 31,8% 
20061116 72,0% 100,0% 86,0% 77,6% 0,0% 38,8% 86,6% 0,0% 44,3% * * * 
Průměr správnosti klasifikace 93,6% Průměr klasifikace 61,3% Průměr klasifikace 47,2% Průměr klasifikace 40,9% 
 






























20051215 0,0% 99,0% 49,5% * * * 91,3% 82,5% 86,3% 0,0% 100,0% 50,0% 
20051208 93,0% 100,0% 96,5% 100,0% 62,5% 81,3% * * * 0,3% 98,5% 49,4% 
20061116 100,0% 100,0% 100,0% 100,0% 0,0% 50,0% 100,0% 0,0% 50,0% * * * 
Průměr správnosti klasifikace 82,0% Průměr klasifikace 65,7% Průměr klasifikace 68,2% Průměr klasifikace 49,7% 
 






























20051215 100,0% 98,0% 99,0% * * * 100,0% 44,0% 72,0% 0,0% 100,0% 50,0% 
20051208 100,0% 100,0% 100,0% 100,0% 43,5% 71,8% * * * 19,5% 100,0% 59,8% 
20061116 100,0% 100,0% 100,0% 100,0% 0,0% 50,0% 88,0% 0,0% 44,0% * * * 
Průměr správnosti klasifikace 99,7% Průměr klasifikace 60,9% Průměr klasifikace 58,0% Průměr klasifikace 54,9% 
 
Tab. 6.52 Výsledky klasifikace na základě kumulantu 4. řádu 






























20051215 25,0% 97,0% 61,0% * * * 70,0% 74,0% 72,0% 99,5% 1,0% 50,2% 
20051208 100,0% 96,0% 98,0% 0,0% 100,0% 50,0% * * * 100,0% 2,0% 51,0% 
20061116 100,0% 100,0% 100,0% 0,0% 75,5% 37,8% 100,0% 0,0% 50,0% * * * 
Průměr správnosti klasifikace 86,3% Průměr klasifikace 43,9% Průměr klasifikace 61,0% Průměr klasifikace 50,6% 
 
































20051215 77,2% 60,2% 68,6% * * * 100,0% 100,0% 100,0% 36,6% 7,5% 21,9% 
20051208 100,0% 97,0% 98,5% 56,0% 41,3% 48,6% * * * 60,8% 49,3% 55,0% 
20061116 78,5% 100,0% 89,3% 48,0% 0,0% 24,0% 46,5% 0,0% 23,3% * * * 
Průměr správnosti klasifikace (A) 85,5% Průměr klasifikace  36,3% Průměr klasifikace 61,7% Průměr klasifikace 38,5% 
 


































cum2 40,9% 69,1% 55,0% 100,0% 50,2% 75,1% 100,0% 0,0% 50,0% 35,0% 100,0% 67,5% 64,2% 
cum3 83,0% 100,0% 91,5% 100,0% 100,0% 100,0% 33,8% 100,0% 66,9% 0,0% 0,0% 0,0% 83,5% 
cum4 89,7% 99,5% 94,6% 100,0% 100,0% 100,0% 0,0% 100,0% 50,0% 50,0% 0,0% 25,0% 58,3% 
 
Tab. 6.55 Tabulka klasifikace pro data z více jedinců 
 * - označení pro králíka, na němž byla síť natrénována a srovnána s jiným jedincem 
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6.11 Porovnání výsledků s literaturou 
Porovnání dosažených výsledků je provedeno na základě literatury [11], [30], [31]. V každém 
článku je použita jiná metodika. Při využití kumulantů vyšších řádů ke klasifikaci EKG se 
používají jiné metody předzpracování, i následná klasifikace, např. jiné klasifikátory. Proto 
jednotlivé metody budou porovnávány s touto diplomovou prací odděleně. Popřípadě lze 
zdůraznit pozitiva a negativa dané diplomové práce vůči uvedené metodě. 
 
Princip metody uvedené v [11] je založen na výpočtu kumulantů 2. až 4. řádu z rytmu EKG 
a následného modelování lineárními kombinacemi hermitovských bázových funkcí. Byla 
testována tedy schopnost HOS potlačovat morfologické variace různých tříd specifických 
arytmií (např. posun v ose x a y). Poté jsou jako vektory příznaků voleny parametry kumulantu 
každého řádu, tedy 2., 3. a 4. řádu. Klasifikace je prováděna do následujících patologických 
skupin: blok levého Tawarova raménka (LBBB), blok pravého Tawarova raménka (RBBB), 
předčasné komorové kontrakce (PVC).  
Jako klasifikační systém zde slouží (KNN) klasifikátor, tj. metoda výpočtu nejbližšího 
souseda. Výpočet distance je proveden na základě Euklidovy vzdáleností mezi RR intervaly. 
Klasifikátor kategorizuje různé arytmie. 
Experiment byl proveden pro sadu cyklů EKG složených z 9367 vzorků v 5 různých 
kategoriích specifických arytmií. Rozložení dat je uvedeno v tabulce 6.56, 
Typ průběhu Počet cyklů Počet trénovacích cyklů Počet testovacích cyklů 
N 2000 1200 800 
PVC 2938 1763 1175 
APC 722 433 289 
RBBB 2251 1351 900 
LBBB 1456 874 582 
 











2,3 a 4 94,85 99,04 0,96 
2 a 3 1,31 71,43 28,57 
2 a 4 0,77 48,28 51,72 
3 a 4 2,43 76,92 23,08 
Pouze 2 0,64 4,17 95,83 
Pouze 3 0,64 54,17 45,83 
Pouze 4 0,64 20,83 79,17 
 









U metody představené v tomto článku bylo nejprve testováno využití kumulantů daných 
řádů k snížení amplitudové a směrové výchylky. Tento předpoklad byl rovněž potvrzen u 
metody popsané v předložené diplomové práci (kapitola 6.3.3). Jako vstupy do klasifikátoru 
byly voleny kumulanty 2. až 4. řádu pro výše uvedené příznaky.  Výsledky klasifikace uvedené 
v článku jsou zobrazeny výše v tabulce 6.57. Z výsledků vyplývá, že nejlepší klasifikace bylo 
dosaženo na základě kombinace všech tří řádů kumulantů. Samostatně použité kumulanty se 
jevili pro klasifikaci jako nevhodné. Jedná se o data nasnímaná z lidských subjektů. 
Data na, kterých byla provedena klasifikace a následné vyhodnocení v předložené práci 
jsou odlišná. Jedná se o data z králíků a jinou patologickou skupinu (ischemie). I přesto lze říci, 
že klasifikace u představené metody v této diplomové práci pro kombinaci kumulantů 2. až 4. 
řádu rovněž dosahuje dobrých výsledků (viz tabulka 6.53, Skupina A). Nejlepšího výsledku bylo 
ovšem dosaženo pro jednotlivé řády kumulantů samostatně, jak je popsáno v celkovém 
vyhodnocení (kapitola 6.10). V tomto případě byla použita ke klasifikaci data (srovnávací a 
trénovací), která pochází z jednoho jedince. 
 
Principem další metody (viz *30+) je využití pětistupňové diskrétní vlnkové transformace 
k rozkladu EKG signálu do šesti subpásmových signálů. Následně jsou vybrány tři frekvenční 
pásma s největším množstvím užitečné informace. Na tyto signály jsou následně aplikovány 
kumulanty vyšších řádu (2. až 4. řádu). Opět dojde k zpětnému složení tří signálů, z výsledků 
zmizí vysoké a nízké frekvence (šum). Označení je FHyb-HOSA. Vektor příznaků pro klasifikátor 
je složen z tří RR intervalů. A samotná klasifikace je rozdělena na tři případy: 
1. Profil 1 - porovnání dvou vzorků dat, ze stejné skupiny. (23 cyklů složených z 6 
morfologických příznaků, bez úpravy kumulantů), 
2. Profil 2 - porovnání dvou různých dat, z jiných skupin. (15 cyklů složených ze 7 
morfologických příznaků, bez úpravy kumulantů). 
3. FHyb-HOSA 
Klasifikační skupiny jsou následující: blok levého Tawarova raménka (LBBB), blok pravého 
Tawarova raménka (RBBB), předčasné komorové kontrakce (PVC), fibrilace (APB), a 
stimulovaný vztah (PB). 
Jako klasifikační systém zde slouží neuronová síť s algoritmem využívající zpětného šíření 







Rozměr 30 30 18 










LBBB 99,77 98,76 97,00 
RBBB 98,88 99,20 94,00 
APB 99,71 91,25 91,33 
PVC 99,76 97,65 96,57 
PB 100,00 N/A N/A 
VEB N/A 95,38 90,00 
VFW N/A 98,56 94,50 
Metoda Počet typů  Přesnost  
Profil1 6 99,70 % 
Profil1 7 97,53 % 
FHyb-HOSA 7 96,06 % 
 
Tab. 6.58 Výsledek klasifikace (převzato z *30+) 
  
Úspěšnost klasifikace metody využívající kumulanty vyšších řádů ukazuje průměrnou 
přesnost 96,06%. V literatuře jsou jednotlivé kumulanty sestaveny do 5 základních vektorů 
příznaků. Výsledný vektor příznaků je tvořen 30 prvky. Protože postup sestavení příznakových 
vektorů u této metody je odlišný od metody uvedené v této diplomové práci, nelze provést 
přesné srovnání. Srovnání je provedeno na kombinaci všech řádů kumulantů. Výsledek 
klasifikace v tomto případě je tedy 82,0% . Jedná se o průměrnou hodnotu klasifikace z tabulky 
6.53. 
 
Princip metody popsané v *31+ je založen na výpočtu kumulantů 2. až 4. řádu z rytmu EKG. 
Dále je na stejném EKG rytmu vypočten Hermitův polynom. Jako vektory příznaků jsou voleny 
parametry kumulantu každého řádu, tedy 2., 3., 4 a Hermitův polynom s řádem 20 pro každý 
cyklus. Při klasifikaci je bráno 250 ms (90 vzorků) před a po vrcholu R vlny v rytmu, tedy pouze 
úsek cyklu. 
Experiment byl proveden na EKG záznamů složeného z 100000 cyklů a následně rozdělen 
na dvě poloviny. Morfologické příznaky jsou v této studii děleny do čtyř tříd. N-třída zahrnuje 
cykly pocházející sinusovým uzlem, S-class supraventrikulární arytmie (SVA), V-class komorová 
tachykardie (VEBS) a F-class obsahuje normální cykly, viz tabulka 6.59. 
 N S V F Celkový počet cyklů 
DS1 45,868 943 4,259 415 51013 
DS2 44,259 1,837 3,221 388 49705 
 







Klasifikace je rozdělena na použití hierarchické metody s využitím SVM jako klasifikačního 
systému a na použití běžné metody využívající ke klasifikaci algoritmus k detekci 
morfologických QRS komplexu (QRS komplex, P a T vlny). Výsledek klasifikace je uveden níže, 
viz tabulka 6.60. 
 DS1 DS2 
Parametr mHOS mHBF hHOS hHBF mHOS mHBF hHOS hHBF 
N sensitivita 89,82 90,67 87,97 88,96 99,65 99,38 81,23 86,25 
S sensitivita 0,11 0,11 47,30 89,29 0,00 0,00 57,65 82,63 
V sensitivita 68,00 68,97 85,70 92,25 84,48 65,48 83,11 80,88 
F sensitivita 0,24 0,00 59,76 64,82 0,52 15,46 79,90 54,90 
Přesnost 
 
85,81 86,65 86,81 89,04 94,21 92,86 80,47 85,56 
Průměr sensitivity 38,54 39,94 70,18 83,83 46,16 45,08 75,47 76,16 
mHOS/ hHOS - Statistika vyššího řádu, běžná metoda / hierarchická metoda klasifikace 
mHBF/ hHBF - Hermitův polynom, běžná metoda / hierarchická metoda klasifikace 
 




Průměrné výsledky klasifikace pro běžnou metodu skupiny dat DS1 jsou 38,54%  a pro 
DS2 46,6%. Pokud je pro klasifikaci použit hierarchický klasifikační systém SVM, průměrné 
výsledky klasifikace pro skupinu SD1 jsou 70,18% a pro SD2 75,47%. Dojde k výraznému 
zlepšení klasifikace. Důležitým parametrem u této klasifikace je, že je provedena pouze na 
vybraném úseku z cyklů. Jedná se o úsek 250 ms (90 vzorků) před a po vrcholu R vlny v rytmu. 
U předložené diplomové práce není brán jeden konkrétní úsek, ale celý cyklus. Ten je následně 
podvzorkován na základě obsažené užitečné informace v signále. Podvzorkování je 




Cílem práce bylo vyhodnocení použití kumulantů 2. až 4. řádu jako možných příznaků pro 
klasifikaci na signálech EKG.  
 V úvodní části je popsána základní anatomie srdce, šíření vzruchu na srdci a tomu 
odpovídající úseky EKG záznamu. Tato část je důležitá k pochopení dějů probíhajících v srdci a 
možnostech snímání elektrické aktivity za pomocí ortogonálních svodů. Na tomto principu jsou 
zaznamenána i data použitá v této práci. Na základě literární rešerše byly vyhodnoceny 
vlastnosti a parametry kumulantů nejvíce ovlivňující vstupní signál EKG. Jedná se o variabilitu 
mezi cykly ve vlně R a vlně T. Dále to je posun signálu v časové ose tedy v ose x, a v ose y, 
amplituda signálu. Následuje všeobecný přehled klasifikačního systémů a výběr jednoho z nich. 
Druhou část diplomové práce lze rozdělit na dva hlavní okruhy, kdy prvnímu okruhu je 
věnováno upřesnění samotné aplikace kumulantů na záznam EKG, a jsou zde uvedena 
naměřená data, včetně jejich zpracování a zhodnocení výsledků. Dosažené výsledky jsou zde 
interpretovány a porovnány s předem stanovenými teoretickými předpoklady. Testovaný 
soubor tvořilo 20 náhodně vybraných signálu z databáze, testovaná data byla rozdělena na fázi 
kontrolní a fázi ischemickou. Kontrolní fáze obsahuje data o normálním průběhu bez zjevné 
vady vedení vzruchu. U ischémické fáze byla provedena zástava srdce, došlo k ischémii 
srdečního svalu. Pro získání základního přehledu o naměřených vzorcích byly vypočítány 
základní statistické parametry jako aritmetický průměr, medián, maximum, minimum a 
směrodatná odchylka. Data byla poté vyjádřena pomocí vhodných grafických nástrojů. Pro 
testování vlivu kumulantů jednotlivých řádů byl použit párový t-test. Tento test zcela potvrdil 
platnost následujících hypotéz. Kumulant druhého a třetího řádu snižují variabilitu dat mezi 
jednotlivými cykly v maximu vlny R a vlny T. Ovšem test zcela nepotvrdil platnost následujících 
hypotézy, že kumulant čtvrtého řádu snižují varibabilitu dat mezi jednotlivými cykly v maximu 
vlny R a vlny T. To znamená, že vhodným parametrem klasifikátoru může být změna variability 
dat právě v 2. a 3. řádu kumulantů. Parametrem pro klasifikaci může být i eliminace posunu 
v ose x a y, což se potvrdilo. 
Na základě zjištěných informací z prvního okruhu byl v druhém okruhu navrhnut 
klasifikační systém, jenž je realizován umělou neuronovou sítí.  Tento systém je schopen 
klasifikace normálního a patologického průběhu. Jako vektor příznaků pro umělou neuronovou 
síť slouží kumulanty jednotlivých řádů a jejich různá kombinace či úprava (např. 
podvzorkování). Tyto úpravy jsou zavedeny z důvodu odvození co nejlepšího vektoru příznaků 
pro klasifikaci. Dále slouží k otestování co nejvíce možností, na nichž vyplynulo, který vektor 
příznaků se jeví jako nejlepší příznak klasifikace. Celkem bylo sestaveno šest základních vektorů 
příznaků o různém počtu cyklů a různé délce vzorků na cyklus. Počet cyklů na příznakový 
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vektor se odvíjel od řádu kumulantů, jelikož výpočetní náročnost doby rostla s řádem 
kumulantu.  
Samotná klasifikace tedy probíhala na umělé neuronovou sítí realizované algoritmem 
zpětného šíření chyby (angl. back propagation) na základě srovnání jednotlivých skupin 
jedinců. Nastavení sítě bylo provedeno individuálně ke každému vektoru příznaků, aby bylo 
dosaženo co nejlepších výsledků klasifikace. Princip srovnání byl proveden tak, že síť byla 
natrénovana na datech a následně srovnána, buď se stejnými daty, nebo s jinými (jiný jedinec). 
Důležitým krokem byla tedy právě volba srovnávací skupiny. Z celkového hlediska se tedy 
potvrdilo, že kumulanty použité jednotlivě na stejném jedinci vysoce zvyšují úspěšnost 
klasifikace a zároveň bylo dosaženo i nižší variability. Tohoto výsledků bylo dosaženo ve všech 
šesti případech sestavených vektorů příznaků i u možnosti, kdy byla data náhodně rozřazena a 
srovnána vůči sobě. Druhou možností je porovnávat data odlišných jedinců. V tomto případě 
došlo u všech šesti případů k výraznému poklesu správnosti klasifikace. Klasifikační systém 
nedokázal rozeznat příliš velkou variabilitu mezi daty, která byla způsobena odlišnostmi 
průběhů mezi různými jedinci. S ohledem na tento fakt, lze připustit další možnosti úpravy 
k docílení lepší klasifikace. Například by bylo vhodné vybrat více reprezentativní prvky pro dané 
klasifikační skupiny dat, rozšířit vektor příznaků o větší počet cyklů atd. Celkově tedy můžeme 
říci, že kumulanty jednotlivých řádů, můžeme použít ke klasifikaci EKG cyklů jako vektory 
příznaků, pouze za podmínky, že klasifikace bude prováděna pouze v rámci jednoho jedince. 
Jen tehdy jsou výsledky natolik průkazné, aby měla klasifikace smysl.   
Právě větší počet jedinců a dat z nich získaných, je podstatný pro vyvození platných 
závěrů úspěšné klasifikace. U této diplomové práce byla použita jen značně omezená množina 
dat. Veškeré závěry vychází pouze ze tří jedinců. Průběhy těchto jedinců byly přepočteny na 
dané kumulanty a právě časová náročnost výpočtu značně omezila možnosti klasifikace. K 
vyvození platných závěrů a k obecnému použití by bylo nutné provést tuto metodiku v řádech 
stovek jedinců ne li více a výsledky opět statisticky vyhodnotit. V úvahu přichází tedy možnost 
porovnání dosažených výsledků, s výsledky dostupnými v literatuře. Z informací v literatuře, lze 
tedy zjistit, že problematika je řešená obdobně, jako je uvedeno v této práci. Ovšem je nutné 
zmínit, že v jednotlivých případech byly použity různé metodiky. Lišil se průběh experimentu i 
typy patologií, které byly klasifikovány. Dále většina experimentů není provedena na králících, 
ale na patologických jevech lidského srdce. Dosažené výsledky se v jisté míře shodují.  
Pokud by byla upravena a značně rozšířena vstupní data pro výpočty kumulantů 
jednotlivých řádů, je možné, že by došlo k zobecnění některých závěrů, které vyplývají 
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SEZNAM POUŽITÝCH ZKRATEK 
EKG – elektrokardiogram 
HOS – Statistika vyššího řádu 
LDA – Lineární diskriminační analýza 
ANN – Umělá neuronová síť 
SVM – Support vector machine 
 PCA – Analýza hlavních komponent  
DWT – Diskrétní vlnková transformace  
NN – Algoritmus nejbližší soused  
MOE – angl.. mixture-of-experts  
SOM – self-organizing map  
LSSVM – Least squares SVM  
KNN – Algoritmus k-nejbližších sousedů  
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