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Atmospheric CO2 is projected to increase for the foreseeable future. The amount of CO2
that remains in the atmosphere is regulated, in large part, by the ocean. As the long-term response
to the changing atmospheric pCO2 unfolds, the ocean sink will continue to be modified on
seasonal to decadal timescales by climate variability and change. The magnitude of this
variability is an active area of research. Accurately quantifying this variability is a challenge
given the paucity of direct in-situ observations. In order calculate the global air-sea CO2 sink,
ocean pCO2 needs to be known, or at least accurately estimated, at all locations at regular
intervals. Two approaches to estimate air-sea CO2 flux are, 1) from simulations of the Earth
system and 2) data gap-filling mapping techniques. The goals of this thesis are to 1) rigorously
quantify errors in a leading pCO2 and ocean CO2 sink mapping technique and 2) to evaluate the
efficacy of adding Earth system model based estimates of ocean pCO2 as a first guess into
machine learning based mapping techniques. To meet the first goal, we use a suite of Large
Ensemble model members as a testbed to evaluate a leading pCO2 gap-filling approach
(SOM-FFN). We find that the SOM-FFN performs well when sufficient data is available, but
overestimates Southern Ocean decadal variability by about 39%. To meet our second goal, we
incorporate Earth system model pCO2 output into machine learning techniques either by adding
the output as an additional feature or by post-processing the model output by learning the misfit
(misfit=observation-model) and correcting for it. We find that blending model output and
observations using machine learning marginally improves prediction accuracy. In addition, we
discuss the potential of the learned misfits as a new model diagnostic tool, which can be used to
visualize spatiotemporal pCO2 estimates. Taken together, this study has significant implications
in the development of carbon monitoring systems, in turn aiding policy making and improving
our understanding of the evolution of the air-sea CO2 sink.
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Chapter 1: Introduction and Background
In December 2015, at the Paris Conference of the Parties (COP21), the global community
agreed to limit global warming to 2°C above pre-industrial levels. To achieve this goal, humanity
will need to drastically reduce CO2 emissions. As we move towards carbon monitoring on a
national or subnational level (McKinley et al., 2015), it is imperative to accurately quantify changes
in ocean and terrestrial carbon sinks to assess the efficacy of emission reduction strategies. Policy
at the national level is necessary for the goals outlined in the agreement to become reality. In order
to inform this policy an accurate quantification of carbon fluxes across reservoirs is necessary.
The natural carbon cycle modulates atmospheric CO2 such that approximately half the CO2
emitted due to anthropogenic fossil fuel combustion, cement production, and land use change
remains in the atmosphere, with the remainder either increasing terrestrial biomass or getting ab-
sorbed by seawater. The complexity and coupled nature of the carbon reservoirs makes accurate
estimates of the magnitude of CO2 flux challenging. The global carbon cycle is broken down into
exchange of carbon between three reservoirs: the atmosphere, ocean, and terrestrial biosphere.
Annually, the land and ocean take up approximately 30% and 20% of CO2 emissions respectively;
the remainder staying in the atmosphere.
It is unfeasible to directly observe the flux across each reservoir at all spatiotemporal locations.
However, comprehensive estimates of these sinks requires global and temporally varying observa-
tions. Observations that inform the land and ocean carbon sink are sparse in space and time. On
land, eddy-covariance flux observations provide direct monitoring of surface carbon fluxes across
the globe with great detail, but only at a few locations (Baldocchi et al., 2001). FLUXNET2015
is the most recent compilation of eddy-covariance measurements which includes over 1500 site-
years of data at 30 minute intervals from 212 sites over the period 1989-2014; observations span
all continents (Pastorello et al., 2017). Some regions and ecosystem types are still underrepre-
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sented and high cost maintence hinders a more dense network of towers. In order to estimate the
global terrestrial carbon flux, the mean of 16 dynamic global vegetation models (DGVMs) is used
(Friedlingstein et al., 2019).
In-situ observations of ocean pCO2 (Bakker et al., 2016) inform the flux of carbon across the
air-sea interface. However, due to limited number of ships, routes, and the high cost maintenance,
this observation system data set cannot achieve round-the-clock monitoring at all spatial locations;
and thus end up being highly concentrated in the Northern Hemisphere. The carbon cycle com-
munity has relied on either coupled ocean-atmosphere models or gap-filling methods to bridge this
data sparsity and inform the ocean carbon cycle on a global scale.
In this dissertation, we focus on mapping the ocean pCO2 and the air-sea CO2 flux. In partic-
ular, we focus on: 1) assessing the fidelity of an existing pCO2 mapping technique; 2) developing
a hybrid pCO2 mapping technique that combines model-based estimates and direct observations;
and 3) highlighting a discrepancy between model-based and observation-based estimates of pCO2
and the CO2 sink.
1.1 Ocean pCO2 and the air-sea CO2 exchange
Over the global oceans, pCO2 in surface ocean water is known to vary geographically and
seasonally over a wide range between about 150 µatm and 500 µatm. pCO2 in the mixed layer, that
exchanges CO2 directly with the atmosphere, is affected by temperature, total CO2 concentration,
and alkalinity; physical processes control temperature and biological processes control the latter
two (Takahashi et al., 2009). The interactions of three major effects (i.e., temperature, upwelling,
and biological utilization of CO2) determine the ocean pCO2 (Sarmiento and Gruber, 2006).
The Surface Ocean CO2 ATlas (SOCAT) is an annually compiled database of surface ocean
fugacity of CO2 with over 25.7 million observations for 1957-2019 in the latest release. SOCAT
observations are binned to 1°x1° spatial resolution and averaged within each month covering 1.5%
of all possible observations, with the majority of observations in the Northern Hemisphere (Figure
1.1A, B, C). Observations are sparse in space and time, with large regions (e.g. South Pacific)
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never surveyed (Figure 1.1A). Observations in the Northern Hemisphere cover all seasons at many
locations, however observations in the Southern Hemisphere are generally limited to about three
months of any given year over the 30 year period between 1982 and 2016 (Figure 1.1D); making
accurate quantifications of the seasonal cycle particularly challenging in the Southern Hemisphere.
Figure 1.1: SOCAT database.
A) Long-term mean pCO2 at each 1°x1° pixel. B) Total number of months over 1982-2017 with observa-
tions. C) Time series of number of grid-cells with observations. Calculated separately for global, Northern
Hemisphere, and Southern Hemisphere. D) Number of unique months with observations.
A complementary database is the Lamont-Doherty Earth Observatory (LDEO) pCO2 database
(Takahashi et al., 2019), which currently contains 13.5 million observations, many overlapping
with SOCAT. This database is of particular importance because it was used to make the first
observation-based estimate of ocean pCO2 and air-sea CO2 flux for a single year at a 4°x5° spatial
resolution. Takahashi et al. (2009) used approximately 3 million observations from 1970-2007 to
calculate a climatological distribution of pCO2 for the year 2000. Deseasonalized surface water
pCO2 data in portions of the North Atlantic, Pacific, and Southern Ocean indicates that the surface
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water pCO2 over these areas has increased at a mean rate of 1.5 µatm/yr, with basin-specific rates
varying between 1.2 ± 0.5 and 2.1 ± 0.4 µatm/yr. Using this mean rate to correct observations made
in different years to reference year 2000, Takahashi et al. (2009) created monthly varying maps of
ocean pCO2. Pixels with no observations were filled using an interpolation equation based on the
2D diffusion-advection transport equation. Takahashi et al. (2009) then calculated net air-sea CO2
flux using the Wanninkhof (1992) parameterization.
These maps were used to quantify the CO2 sink or source in major ocean basins. These maps
revealed that oceans north of 14°N take up about 0.7 Pg-C/yr, equatorial oceans, 14°N–14°S, emit
0.7 Pg-C/yr to the atmosphere, and the Southern Ocean, south of 14°S to Antarctica, is the largest
CO2 sink taking up about 1.1 Pg-C/yr. The global anthropogenic CO2 flux is estimated to be 2.0 ±
1.0 Pg-C/yr in 2000; taking the pre-industrial steady state ocean source of 0.4 ± 0.2 Pg-C/yr into
account. The pre-industrial steady state source is due to respiration and the emission of riverine
carbon to the ocean. These estimates are very uncertain with the river outgassing being anywhere
from 0.45-0.78 Pg-C/yr (Resplandy et al., 2015).
While providing the first observation-based estimate of the ocean sink, the Takahashi et al.
(2009) maps could not inform the inter-annual variability (IAV) of the CO2 sink. IAV estimates are
essential to assess how the ocean uptake of anthropogenic is changing and to assess trends in air-
sea CO2 flux. This can be done with global ocean biogeochemical models (GOBMs) that represent
the physical, chemical, and biological processes that influence the surface ocean concentration of
CO2 and thus the air–sea CO2 flux. A collection of nine GOBMs (Friedlingstein et al., 2019) have
been used to estimate the ocean uptake of CO2 over time as part of the Global Carbon Budget. To
be included in the Global Carbon Budget, each model must capture the mean ocean CO2 sink of
2.2 ± 0.4 GtC/yr for the 1990s, as assessed in IPCC AR41 (Denman et al., 2007). In the decade
1990-1999, the average of these models suggests a sink of 2.0 ± 0.6 Pg-C/yr (Friedlingstein et al.,
2019), which is within the range calculated by Takahashi et al. (2009) and provides further support
for the model based estimate.
1IPCC AR4 is the Fourth Assessment Report of the United Nations Intergovernmental Panel on Climate Change.
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1.2 Gap filling techniques
A recent alternative to GOBMs are observation-based gap-filling techniques (Rödenbeck et al.,
2015), which fill in spatiotemporal gaps in the SOCAT database and then use the Wanninkhof
(1992) parameterization to estimate ocean CO2 sink 2. The averages of the nine GOBM estimates
and the average of three data-based estimates have a mutual correlation of 0.91 (Friedlingstein
et al., 2019). This correlation provides confidence that both methods produce a similar pattern.
The Surface Ocean pCO2 Mapping (SOCOM) intercomparison (Rödenbeck et al., 2015) was
an assessment of 14 "gap-filling" techniques: 8 regression techniques, 4 statistical interpolations,
and 2 model-based approaches. SOCOM assessed method performance according to their ability
to represent interannual variability (IAV), quantified as the 12-month running mean, relative to
climatological surface ocean pCO2 increasing at the rate of atmospheric CO2 (RI AV ). The average
error between the mapping product and SOCAT observations is calculated regionally for each
year. Then, the temporal standard deviation is used as a measure for the amplitude of mismatch,
denoted by M I AV . This mismatch is compared to a benchmark where the observed seasonal cycle is
added to an increasing atmospheric pCO2, calculated as the 12-month running mean of atmospheric
pCO2 minus the mean of the year 2005. The temporal standard deviation is calculated and denoted
M I AVbench. The relative IAV mismatch is then calculated as: R




. Compared to all methods,
the self-organising map feed-forward neural network (SOM-FFN) (Landschützer et al., 2014) and
Jena-MLS (mixed-layer scheme) (Rödenbeck et al., 2014) were the top performers based on low
RI AV scores. Between these two methods, SOM-FFN is more widely adopted in the literature
(Landschützer et al., 2014; Landschützer et al., 2015; Landschützer et al., 2016; Landschützer et
al., 2018; Ritter et al., 2017).
SOCOM intercomparison found agreement among gap-filling methods in regions with persis-
tent measurements, and less agreement in sparsely sampled regions such as the Southern Ocean.
Ritter et al. (2017) corroborates this finding by demonstrating modest agreement in the Southern
Ocean on seasonal timescales. However, on decadal time scales, there is agreement in the direction
2See Appendix A for more details on calculating air-sea CO2 exchange.
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of trends between gap-filling methods (Ritter et al., 2017).
The current landscape of products actively being updated (some of which developed after the
SOCOM intercomparison) include:
• Jena-MLS: a mixed-layer budget model (Rödenbeck et al., 2014)
• SOM-FFN: a clustering-regression based approach based on a self-organizing map and a
feed-forward neural network (Landschützer et al., 2014)
• LSCE-FFNN-v1: a two-step feed-forward neural network (Denvil-Sommer et al., 2019)
• JMA-MLR: a multi-linear regression approach with clustering (Iida et al., 2015)
• CSIR-ML6: an ensemble of six machine learning algorithms (Gregor et al., 2019)
Each method uses SOCAT observations as the target, which only cover about 2% of all possible
1°x1° observations in space and time. The ultimate goal of such a method is to estimate the air-sea
CO2 exchange and be used as part of a CO2 observing system. However, there currently is not a
detailed uncertainty assessment for each product and data product suggest larger IAV than GOBMs
(Gruber et al., 2019b). In chapter 2 we assess the fidelity of SOM-FFN. The fidelity of all the other
methods is yet to be tested.
1.3 Applications of machine learning
Supervised machine learning, that learns a function mapping an input to an output using a
labeled input-output training dataset, has shown tremendous advancement in different areas. Ar-
tificial intelligence algorithms have been trained to play the boardgame, Go, better than grand
masters (Silver et al., 2017), detect pneumonia in X-ray images more accurately than experienced
radiologists (Rajpurkar et al., 2017), and classify images more accurately than a human (He et al.,
2015).
Typical machine learning tasks can be related to an Earth science task; such as image classi-
fication and video prediction being analagous to classifying extreme weather patterns and short
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term weather predictions (Reichstein et al., 2019). Various machine learning algorithms including
neural-networks, random forest, and support vector regression have been used to gap-fill ocean
pCO2 observations (Rödenbeck et al., 2015; Gregor et al., 2017; Gregor et al., 2019) and terres-
trial gross primary production (Jung et al., 2011). Work by Karpatne et al. (2017) has shown that
including a knowledge-based first guess, such as model output, as an additional input improves
machine learning predictions. In chapter 3 we expand on this idea by using machine learning ap-
proaches to bias correct GOBM output to create hybrid algorithm. In this way, we take advantage
of both the information contained in the GOBM and the amazing capabilities of machine learning
algorithms.
1.4 On model validation
Model validation is when model output is evaluated against independent real-world observa-
tions to qualitatively and quantitatively assess the model’s correspondence with reality; for exam-
ple, satellite observations are typically used to assess the performance of ocean biogeochemical
models (Gregg et al., 2003) and prior estimates of anthropogenic CO2 flux is used to assess the
efficacy of GOBM estimates (Friedlingstein et al., 2019). Explaining biases is equally important
as showing that the model captures a desired behavior, as these biases can limit the utility of the
model (Li and Xie, 2012). In chapter 4 we demonstrate that model output of ocean pCO2 is biased
high compared to SOCAT observations, which can be explained by the omission of the saturation
vapor pressure in the calculation of atmospheric pCO2.
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Chapter 2: The Large Ensemble Testbed: An Evaluation of a CO2 Flux
Mapping Technique
(this chapter is in review as Gloege, L., McKinley, G., Landschützer, P., Fay, A., Frölicher, T.,
Fyfe, J., Ilyina, T., Jones, S., Lovenduski, N., Rödenbeck, C. and Rodger, K., 2020. Quantifying
errors in observationally-based estimates of ocean carbon sink variability.)
2.1 Introduction
The ocean significantly modulates atmospheric CO2, having absorbed about 39% of industrial-
age fossil carbon emissions (Friedlingstein et al., 2019). Under high emission scenarios, the ocean
sink is projected to grow and become the primary sink for anthropogenic carbon emissions over the
next several centuries (Randerson et al., 2015). Under low emission scenarios, such as those that
would limit global warming to 2°C, the ocean carbon sink will decline rapidly as the near-surface
waters that hold the bulk of anthropogenic carbon (Gruber et al., 2019a) come into equilibrium
with the atmosphere (Cox, 2019; Jones et al., 2016). As the long-term response to the changing
atmospheric pCO2 unfolds, the ocean sink will continue to be modified on seasonal to decadal
timescales by climate variability and change. Ultimately, our ability to accurately monitor the
fate of anthropogenic carbon in the Earth system requires a quantification of the spatially-resolved
variability of the ocean carbon sink on timescales from seasonal to multi-decadal. To achieve this
goal, global maps of surface ocean pCO2 are required, from which air-sea CO2 exchange can be
derived.
The direction of the air-sea CO2 flux is set by the gradient in pCO2 across the air-sea inter-
face with additional controls from the gas transfer velocity and CO2 solubility setting the magni-
tude. Satellites cannot directly measure surface ocean pCO2; therefore, hindcast simulations with
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ocean models (Friedlingstein et al., 2019) and observation-based gap-filling techniques (Röden-
beck et al., 2015) are integral to providing a global picture of the evolving ocean carbon sink.
Essential to these techniques are high quality in-situ pCO2 measurements, such as those annually
compiled in the Surface Ocean CO2 ATlas (SOCAT) (Bakker et al., 2016; Sabine et al., 2013).
However, these data are too sparse to directly constrain global air-sea CO2 exchange. The lat-
est SOCAT database release covers only 1.5% of all possible monthly 1°x1° points from 1982 to
2019, which poses challenges to an accurate global CO2 flux estimate. Current gap-filling tech-
niques, such as the self-organizing map feed-forward neural-network (SOM-FFN)(Landschützer et
al., 2016), provide continuous monthly mean estimates. However, these results lack a comprehen-
sive, spatially-resolved assessment of uncertainties. Understanding these uncertainties is important
for understanding the mechanisms of variability (Landschützer et al., 2015; Landschützer et al.,
2018), to compare model output to observation-based data products (Mongwe et al., 2018), to
benchmark Earth system model based prediction systems (Li et al., 2019), and to assess impacts
on the global carbon budget (Friedlingstein et al., 2019; Le Quéré et al., 2018). Here, we present a
comprehensive, spatially-resolved assessment of uncertainty in the SOM-FFN.
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Figure 2.1: The Large Ensemble Testbed.
A) Schematic of the testbed; oceanic pCO2 from each of the 100 members is sampled in space and time like
the SOCAT gridded product (Step 1). The sampled output is used with auxiliary model output variables
to reconstruct pCO2 in the same way as the real-world application of the SOM-FFN (Landschützer et al.,
2014) (Step 2). pCO2 is reconstructed everywhere using full-field auxiliary datasets (Step 3). Finally, CO2
flux is calculated for the model truth and reconstruction for each of the 100 ensemble members and then
statistically compared across seasonal to decadal time scales (Step 4). Maps in the schematic are pCO2.
B) Illustrated breakdown of CO2 flux time series at a single point into seasonal, decadal, and sub-decadal
variability.
Our Large Ensemble Testbed uses 100 members from four Large Ensemble Earth system mod-
els, 25 members each, to evaluate the performance of the SOM-FFN over 1982-2016 given real-
world pCO2 sampling (Figure 2.1A). For each ensemble member, the pCO2 reconstruction is per-
formed in the same manner as in the SOM-FFN application to SOCAT pCO2 data 1. We sample the
pCO2 field of each testbed ensemble member as the SOCATv5 database (step 1) and use co-located
driver data from the same ensemble member output to train, evaluate, and test the SOM-FFN (step
2). We then reconstruct full-field pCO2 from the full-field driver data (step 3). CO2 flux is then cal-
1See Section 2.2.1 for details on the SOM-FFN interpolation and the driver data.
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culated using the reconstructed and original climate model pCO2 field (step 4). This is repeated for
each ensemble member, providing a total of 100 unique reconstruction and model-truth pairs. To
assess the performance across various timescales, we deconstruct the flux into seasonal, decadal,
and sub-decadal components (Figure 2.1B) 2. Performance on decadal time scales is of particular
interest, since the reconstruction techniques indicate greater decadal variability than ocean mod-
els, especially in the Southern Ocean (DeVries et al., 2019; Gruber et al., 2019b; Keppler and
Landschützer, 2019; Ritter et al., 2017).
We emphasize that the goal of this work is not to provide an estimate of real-world air-sea CO2
exchange, but instead to assess the statistical fidelity of SOM-FFN given real-world sampling.
Fidelity is quantified by three metrics: the method’s ability to capture the long-term mean, and the
phase and amplitude of seasonal to decadal time-scale variability. Our approach allows assessment
of the reconstruction’s fidelity across a wide range of potential states of ocean internal variability
as estimated by 25 ensembles each from 4 independent Earth system models.
2.2 Methods
2.2.1 SOM-FFN pCO2 interpolation
Self-organizing map feed-forward neural-network (SOM-FFN) (Landschützer et al., 2015;
Landschützer et al., 2014; Landschützer et al., 2013) is a non-linear regression using a combi-
nation of self-organizing maps (SOM) and feed-forward neural-networks (FFN) to extrapolate
from sparse pCO2 observations to a global 1°x1° grid at a monthly resolution. To estimate pCO2
at each spatial location, SOM-FFN relies on auxiliary datasets with full, or approximately full,
global coverage: Sea Surface Temperature (SST) and Surface Chlorophyll-a (Chl-a) from satellite;
Sea Surface Salinity (SSS) from a compilation of in-situ data sources; Mixed layer depth (MLD)
climatology from argo floats; and atmospheric CO2 mixing ratio (xCO2). These variables serve as
proxies for known processes affecting pCO2. The long-term growth of pCO2 is driven by atmo-
spheric CO2 (xCO2). Solubility is set by SSS and SST. Biological uptake of dissolved inorganic
2See Section 2.2.3 for details on the temporal decomposition
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carbon (DIC) is indicated by Chl-a. Biological productivity and entrainment of DIC are influenced
by MLDs.
The first step uses a self-organizing map (SOM) to cluster the global ocean into 16 biogeochem-
ical provinces based on climatological variables (surface ocean pCO2 from Takahashi et al. (2009),
SST, SSS, MLD, and Chl-a). This allows for neural-network algorithms specific to each province
to be developed in the second step, taking advantage of regional coherence in the dominant drivers
of pCO2 variability (eg. SST in subtropics, DIC in subpolar).
The second step develops a non-linear regression to estimate pCO2 given the aforementioned
environmental driver variables (SST, SSS, MLD, Chl-a, xCO2). All driver variables are monthly
varying from 1982 through 2016, with the exception of climatological MLD. Any gaps in the driver
data are either replaced with climatology or removed from the estimation. Within each province,
a unique feed-forward neural-network (FFN) is developed to link the driver variables to pCO2
observations from SOCAT. This approach does not impose mechanistic relationships. Once the
FFN algorithm is trained, tested, and evaluated on SOCAT pCO2 in each province, the relationship
is applied to continuous fields of driver variables to estimate pCO2 at all 1°x1° locations and
all months from 1982-2016. Finally, air-sea CO2 exchange is calculated following Wanninkhof
(1992).
2.2.2 The Large Ensemble Testbed
Our 100-member Large Ensemble Testbed includes 25 randomly selected members from each
of four independent initial-condition ensemble models:
• CanESM2: Second Generation Canadian Earth-System Model (RCP8.5) (Fyfe et al., 2017)
• CESM-LENS: Community Earth System Model – Large Ensemble (RCP8.5) (Kay et al.,
2015)
• GFDL-ESM2M: Geophysical Fluid Dynamics Laboratory Earth-System Model (RCP8.5)
(Rodgers et al., 2015)
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• MPI-GE: Max Planck Institute for Meteorology Grand Ensemble (RCP8.5) (Maher et al.,
2019)
Each individual climate model is an imperfect representation of the actual Earth system, thus we
use multiple large ensembles to span across the different model structures and their representation
of internal variability. Each large ensemble member uses the same external forcing of historical
atmospheric CO2 before 2005 and Representative Concentration Pathway 8.5 (RCP8.5) afterwards.
Spread in the ensemble members is generated by perturbing the initial state of the Earth system
at the start of each simulation. This is accomplished either by changing the seed value that goes
into a random number generator as part of the cloud parameterization (CanESM2), perturbing the
initial air-temperature field with round-off level differences (CESM-LENS), or branching off from
snap-shots of the historical simulation (GFDL-ESM) or pre-industrial simulation (MPI-GE). These
initial perturbations cause each ensemble member to have a unique atmosphere and ocean state at
each point in time, i.e. a different state of internal variability. By using many ensemble members
it is possible to test the method’s ability to capture the full range of pCO2 variability potential in
the system under any possible climate state, not only that which occurred in the real ocean. As a
specific example, the real ocean experienced an El Niño in 1997-1998. In the testbed, ensembles
may have had a La Niña, El Niño or been neutral at this time. We expect only that Southern
Oscillation statistics be consistent with the real world in the climate model ensembles.
To create the testbed, we retrieve monthly averaged SST, SSS, Chl-a, MLD, xCO2, and pCO2
from each member. A bilinear interpolation scheme is used to transform each field to a 1°x1°
rectilinear grid, the same resolution as the SOCATv5 gridded product (Sabine et al., 2013). Each
member’s monthly varying ocean pCO2 is then sampled at the resolution of the SOCATv5 data
product, with the other variables remaining un-sampled. The sampled pCO2 field and co-located
driver data for each of the 100 members constitutes the Large Ensemble Testbed capable of eval-
uating pCO2 interpolation methods. The intention is to create fields that mimic the environmental
driver variables and SOCATv5 data used in the real-world application of the SOM-FFN interpola-




To evaluate the performance of the SOM-FFN on various time scales, an approach similar
to Cleveland et al. (1990) is used to temporally decompose the air-sea CO2 flux into additive
components at each grid point (see Figure 2.1B for an illustration).
We first eliminate the influence of increasing atmospheric CO2 by removing a linear-trend at
each 1°x1° grid cell from the reconstructed air-sea CO2 flux and the model truth. Then, a repeating
seasonal cycle is calculated from the detrended time series. After removing the seasonal com-
ponent, the decadal signal is isolated by applying a locally weighted regression (loess) smoother
(Cleveland and Devlin, 1988) with a 10-year window. Finally, the remaining signal, not explained
by a linear trend, seasonal cycle, or decadal trend, is here termed the sub-decadal component. This
decomposition was done for both the reconstructed and model truth air-sea CO2 flux for each of
the 100 ensemble members. Statistical metrics were applied across each time scale.
2.2.4 Air-sea CO2 exchange
Air-sea CO2 flux is calculated in mol-C/m2/yr for each month at each 1°x1° spatial location
using the Wanninkhof (1992) parameterization with the Sweeney et al. (2007) scale factor of 0.27.
High-frequency output is not available for all large ensemble members, thus to be consistent with
the flux calculation used in the real-world application of the SOM-FFN flux product, we use ERA-
interim 6-hourly global atmospheric reanalysis (Dee et al., 2011) as an estimate for the wind-speed
variance. We need to supplement the monthly mean wind speed that each member outputs with
an estimate of the wind speed variance: u2 = u¯2 + σ2u , where u¯
2 is the mean wind speed squared
and σ2u is the monthly averaged wind speed variance. Saturation vapor pressure is removed from
the total pressure when calculating the atmospheric partial pressure of CO2 (Weiss, 1974). See
Appendix A for more details.
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2.2.5 Statistical metrics
The fidelity of the reconstruction is based on a suite of statistical metrics (Stow et al., 2009). We
focus on bias, correlation, percent error in standard deviation, and average absolute error, chosen
to assess if the reconstruction captures the long-term mean, temporal phasing of the signal, and
variability observed in the model. Each ensemble member is treated as an equally likely climate
state, thus statistical metrics are averaged across the 100 ensemble members. Spread in each metric
across ensemble members is quantified by the standard deviation.
Bias is calculated as the long-term mean of the reconstruction (R) minus the model truth (M),
bias = R − M , with the overbar representing the mean over 1982-2016. Bias is a measure of the
systematic discrepancy between the reconstruction and model over the long term. It is important
to note that values near zero may be misleading as positive and negative discrepancies can cancel
out.
Pearson correlation coefficient, r , is defined as the covariance between the reconstruction and
the model divided by the product of their standard deviations, r = covR,MσRσM . Correlation is used to
quantify the synchrony between the reconstruction and model truth. Values are bounded between
−1≤r≤1, which quantifies the degree to which reconstruction captures the phasing observed in the
model. Values near 1 and -1 indicate that the reconstruction and model are perfectly in or out of
phase, respectively. Intermediate values indicate a phase shift between the two signals, with values
closer to zero indicating a larger phase shift between signals.





∗ 100) in the standard deviation quantifies the degree to
which the reconstruction correctly captures the amplitude of CO2 flux variability as observed in the
ensemble member. This metric indicates whether the reconstruction overestimates (%error > 0),
underestimates (%error < 0), or perfectly captures (%error = 0) the variability of the model
truth. This metric is sensitive to the model standard deviation.
Average Absolute Error (AAE) quantifies how well the magnitude of variability is recon-
structed in units of mol-C/m2/yr. It is defined as the absolute difference between the standard
deviation of the reconstruction and of the original model field averaged across all ensemble mem-
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bers (AAE = |σR − σM |).
2.3 Results
2.3.1 Reconstruction bias
Regionally, the 1982-2016 mean CO2 flux from SOM-FFN can be biased high or low by more
than 0.50 mol-C/m2/yr (Figure 2.2A), but these patches average out such that the global average
bias is small (-0.01 mol-C/m2/yr). Regional biases are smaller in the Northern Hemisphere where
data are more dense, and larger in the Indian Ocean and Southern Hemisphere where data are more
sparse (Figure 2.2B, C). The mean and interquartile range of biases in the Northern and Southern
Hemisphere is [0.01, -0.05:0.06] and [-0.04, -0.13:0.06] mol-C/m2/yr, respectively. Grid cells with
at least 48 months of data have a mean bias that does not exceed 0.14 mol-C/m2/yr 90% of the time
(Figure 2.2C).
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Figure 2.2: Reconstruction bias and sampling density.
A) Bias between reconstruction and model truth, averaged over the 100 ensemble members. Red and blue
shading indicates regions where the reconstruction is biased high or low, respectively. B) Number of months
with observations in each grid cell. C) Cross plot of bias with number of months with data, by 1°x1° grid
cell. Color indicates correlation between the reconstruction and model truth on the decadal time scale.
2.3.2 Reconstruction phasing
Temporal correlation of the reconstruction to the original model field for each ensemble mem-
ber indicates the ability of SOM-FFN to accurately capture phasing of variability at seasonal,
sub-decadal, and decadal time scales (Figure 2.3A-C). The standard deviation of the correlations
indicates the degree to which correlations are consistent across ensemble members (Figure 2.3D-
F). Spatial coincidence of low standard deviations and high correlations indicates that the recon-
struction performs well across all the climate states represented by the ensemble members.
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Figure 2.3: Phasing of SOM-FFN reconstructed variabilityon seasonal, sub-decadal and decadal, compared to original model.
Correlation between reconstruction and original model on A) seasonal, B) sub-decadal, and C) decadal
time scales, averaged across the 100 ensemble members. The global average is displayed atop each plot.
The standard deviation of the correlation across the 100 ensemble members is shown on D) seasonal, E)
sub-decadal, and F) decadal time scales. The pattern correlation between the mean and standard deviation
is displayed between each pair of maps, with values close to -1 signifying high correlations are consistent
across ensemble members. Note the reversed scale such that high mean correlation and low standard
deviation, together indicating a robust reconstruction, have the same coloration.
Reconstructed CO2 flux, for the seasonal cycle, has the highest correlation to its original model
field in the subtropics (Figure 2.3A). The large seasonal amplitude provides a prominent signal
that the neural-network can identify (Figure 2.4). Higher data density in the Northern Hemisphere
(Figure 2.2B) leads to a marginally better reconstruction which leads to better constraints on the
seasonal cycle here. The lack of a prominent seasonal cycle in the tropics (Schuster et al., 2012)
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leads to a limited signal for an SOM-FFN reconstruction. The ability of the SOM-FFN to capture
monthly variations is patchy in the Southern Ocean and Indian Ocean; two regions that have been
previously identified as having the largest mismatch towards observations and the expected sea-
sonal amplitude increase (Landschützer et al., 2018; Landschützer et al., 2014). Despite smaller
correlations around the equator and in the Southern Ocean and Indian Ocean, the global average
correlation is 0.89. Additionally, regions of high correlation have low spread across the ensemble
members (Figure 2.3D). The pattern correlation between the mean correlation (Figure 2.3A) and
the spread of the correlations (Figure 2.3D) is -0.88, indicating a tight consistency between the
mean result and the 100 ensemble members.
Figure 2.4: Average seasonal and decadal amplitude in Northern Hemisphere.
The average seasonal cycle (gray) and decadal component (black) is displayed across A) 35°N - 90°N and
B) 35°S - 35°N. Note the different y-axis scales.
The SOM-FFN methodology, when combined with the available observations, is less capable
of reconstructing variability at sub-decadal (Figure 2.3B) and decadal (Figure 2.3C) time-scales;
contrasting the seasonal signal. Global average correlation values are 0.75 and 0.58, respectively.
Correlations are lower on decadal timescales (Figure 2.3C) than on sub-decadal timescales (Figure
2.3B) in the subtropics. The decadal signal is best reconstructed in the Western Pacific warm pool.
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The pattern correlations between the mean and standard deviation across ensemble members are
moderate (r=-0.77 for sub-decadal, and r=-0.66 for decadal); indicating a wide spread of correla-
tions where the mean correlations are moderate. This suggests that in some ensemble members at
specific locations, even the very sparse sampling that occurred was sufficient to capture the domi-
nant modes of variation. However, this is not generally true across the ensemble, indicating a lack
of robustness to the particular realization of oceanic variability.
2.3.3 Reconstruction of the amplitude
Percent error of the standard deviation quantifies how well the reconstruction captures the true
amplitude of variability. SOM-FFN, for the global average, overestimates the amplitude of the sea-
sonal cycle by 7% (Figure 2.5A). Regionally, the reconstruction is accurate north of 35°N, but in
the tropics and Southern Hemisphere, the seasonal amplitude is overestimated by a median value
of 10% [3%:12%] (Figure 2.5A,D). The amplitude of sub-decadal variability is slightly underesti-
mated at most locations, with a global average of -1% (Figure 2.5B).
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Figure 2.5: Error of amplitude in SOM-FFN reconstructed variabilityon seasonal, sub-decadal and decadal.
Percent error of CO2 flux standard deviation on A) seasonal, B) sub-decadal, and C) decadal time scales,
averaged across the 100 ensemble members. Global average is shown in white text. Color indicates the
percentage by which the reconstruction over or under-estimates the variability. (D-F) Percent error as
shown in A-C, averaged within three regions delineated by latitude for each of the 100 ensemble members
and displayed as box plots on D) seasonal, E) sub-decadal, and F) decadal time scales. Boxes indicate
the interquartile range (IQR), the orange line indicates the median, and circles indicate points greater than
1.5*(IQR).
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On decadal timescales, SOM-FFN overestimates the amplitude of variability at most locations,
and for both the regional and global means. Globally, the overestimation is 21% (Figure 2.5C). In
the Southern Ocean (<35°S), the median is a 39% overestimation, with a large interquartile range
across ensemble members (Figure 2.5F).
The percent overestimation, by definition, is inversely proportional to the model standard de-
viation, and the four climate models of the large ensemble have different inherent amplitudes of
decadal variability (Figure 2.6A) (Resplandy et al., 2015). It is promising that the amplitude of
the reconstructed decadal variability is close to its appropriate original model, as indicated by the
small spread in average absolute error (AAE) (0.03-0.06 mol-C/m2/yr). AAE is defined as the
mean of the absolute difference between the standard deviation of the reconstruction and of the
original model field. Thus, SOM-FFN is skillful in capturing the broad range of decadal variabil-
ity simulated by the different climate models, even with the very sparse sampling. However, this
broad range of underlying decadal variability influences the percent error. MPI-GE has a large
decadal variability, and a low percent error (5%); conversely, GFDL-ESM2M has a small decadal
variability and thus a high percent error (84%). Since we do not know which of these models
best represent the true decadal variability of the Southern Ocean, the median across all four large
ensembles (39%) is our best estimate.
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Figure 2.6: Cross plot of decadal standard deviation in the Southern Ocean.
The reconstructed and ensemble member decadal standard deviation averaged across the Southern Ocean
(<35°S), separated by model. Colored text indicates average absolute error (AAE), and the percent error
averaged across members from each model with A) the SOCAT sampling and B) idealized sampling. Black
text indicates statistics averaged across all the ensemble members.
2.3.4 Influence of additional Southern Ocean sampling
In recent years, the sampling density in the Southern Ocean has substantially increased through
the launch of the fleet of drifters and Bio-Argo floats (Boutin et al., 2008; Riser et al., 2018).
To assess the future impact of this new data source on our results, we test the potential impact
that this additional Southern Ocean sampling would have on the reconstruction. We additionally
supplement the sampling in the Southern Ocean (Figure 2.7A) for a subset of ensemble members
within the Large Ensemble Testbed (Figure 2.1). Specifically, the historical sample locations of
all SOCCOM and CARIOCA measurements are collapsed to a monthly climatology, and then
assumed to have occurred at the same locations every year from 1982-2016. This adds 114,972
additional samples at 592 locations, equivalent to increasing data density from 1.4% with only
SOCAT to 2.1% with the artificially persistent floats.
23
Figure 2.7: Potential fidelity (phasing and amplitude) of SOM-FFN decadal reconstruction,had there been persistent drifters and floats in the Southern Ocean since 1982.
A) Number of months with data, with SOCAT plus idealized float sampling in the Southern Ocean; the
mean B) correlation and C) percent error of CO2 flux standard deviation on decadal time scales across
the 28 members using SOCAT plus idealized float sampling, similar to Figure 2.5C but with additional
sampling. Box plots of percent error indicate spread among members within three regions delineated by
latitude are shown on D) seasonal, E) sub-decadal, and F) decadal time scales
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This additional sampling substantially improves the fidelity of the Southern Ocean reconstruc-
tion on all timescales (Figure 2.7). Enhanced sampling in the Southern Ocean also improves the
reconstruction outside of the region because the biogeographic provinces of SOM-FFN are con-
strained by physical and biogeochemical properties; not by geography. Focusing on the Southern
Ocean, the phasing of the decadal variability is improved, as indicated by higher mean correlations
(Figure 2.7B vs. 2.3C). Error in the amplitude is much reduced at most locations (Figure 2.7C
vs. 2.5C). The simulated additional sampling also reduces the spread of amplitude error across
the ensemble members on seasonal (Figure 2.7D), sub-decadal (Figure 2.7E), and decadal time
scales (Figure 2.7F). The interquartile range, for the decadal time-scale, across the 28 member
subset is [-11.6%, 0.0%] with a median of -6.9%. If SOCAT sampling had been supplemented by
continuous drifters and floats in the Southern Ocean for the last 3 decades, even with only 2.1%
sampling coverage, we would now be able to reconstruct the amplitude of real-world decadal vari-
ations in the Southern Ocean carbon sink to within 20% (Figure 2.6B,2.7F) and globally to within
2% (Figure 2.7C). This provides evidence that Southern Ocean observations are key to improving
the reconstruction’s ability to capture decadal variability.
2.4 Discussion
These results offer the first spatially-resolved quantification of the uncertainty of observation-
based CO2 flux reconstruction on seasonal to decadal timescales. We address reconstruction fi-
delity for the ocean CO2 flux given real-world pCO2 data sparsity across a range of simulated re-
alizations of the ocean’s internal variability. We do not account for uncertainties in measurements,
in the representativity of one or small number of instantaneous pCO2 observations for a full month
and in a 1°x1° grid cell, nor in the full-field driver data. System lags beyond the instantaneous
non-linear response to changes in the driver fields are also ignored. Model output has previously
been used to assess performance of this or similar statistical approaches for pCO2 reconstruction
either using a single model (Gregor et al., 2017; Jones et al., 2015) or an ensemble of hindcast
models (Lebehot et al., 2019), and should continue to serve as a method benchmark (Reichstein
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et al., 2019). The advantage of the Large Ensemble Testbed is that it is much less dependent on
the particular model simulation used as “truth” and allows for a statistically robust assessment of
reconstruction performance across a range of climate states and model structures and representa-
tions. This testbed can be used to test other reconstruction approaches, for development of new
approaches, and for evaluating new sampling strategies (Gregor et al., 2017), and is now publicly
available. Here, we tested the ability of the SOM-FFN method to accurately reconstruct pCO2
across the global ocean. We illustrate that the reconstruction method itself can be fairly accurate
across timescales, but that data sparsity remains a fundamental limitation.
The SOM-FFN has previously been used as a reference field to assess the performance of
model simulations over the historical period (Mongwe et al., 2018; Le Quéré et al., 2018; Arruda
et al., 2015; Bourgeois et al., 2016; Frölicher et al., 2015; Kessler and Tjiputra, 2016). We find that
SOM-FFN provides a robust global estimate of the mean CO2 uptake by the ocean, but regionally
and locally, its performance is dependent on the location and the density of observations. If there
are at least 48 months of data for a 35 year timeframe, the mean bias in the long-term mean is
under 0.14 mol-C/m2/yr 90% of the time (Figure 2.2C). Mean bias can locally be much larger,
particularly in poorly sampled regions such as the Southern Hemisphere. Similarly, the ability
of the reconstruction to accurately capture the phase (Figure 2.3) and amplitude (Figure 2.5) of
variability on sub-decadal and decadal time scales varies regionally. To improve observation-based
reconstructions of the ocean carbon sink in the future, additional sampling will be critical (Figure
2.7).
When driven with real-world SOCAT observations and driver data, SOM-FFN indicates large
amplitude decadal variability in the Southern Ocean carbon sink, with a significant slowdown in
uptake over the 1990s, reaching a minimum in 2001, and then a recovery (Landschützer et al.,
2015; DeVries et al., 2019; Gruber et al., 2019b; Mongwe et al., submitted) until around 2011
(Keppler and Landschützer, 2019). Here, we demonstrate that the SOM-FFN method overesti-
mates the amplitude of the decadal variability in the Southern Ocean by a median of 39% across
all ensemble members. A reduction of the amplitude of decadal variability would bring SOM-FFN
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more in line with other observation-based products (Ritter et al., 2017), ocean circulation inverse
models (DeVries et al., 2019) and with ocean models (Le Quéré et al., 2018; Friedlingstein et al.,
2019; DeVries et al., 2019).
Though this work strongly indicates that SOM-FFN overestimates decadal variability of the
Southern Ocean and of the globe, it does not provide a clear basis for a direct rescaling of the
SOM-FFN for comparison to other estimates (Friedlingstein et al., 2019; Landschützer et al., 2015;
Gruber et al., 2019b; Mongwe et al., submitted). First, correlations indicate that decadal variability
(Figure 2.3C, F) is only reconstructed with moderate skill in terms of phasing. Second, with
respect to amplitude, one could note that the magnitude of Southern Ocean reconstructed variability
from real data using SOM-FFN is 0.17 mol-C/m2/yr and from Rödenbeck et al. (2014), 0.16 mol-
C/m2/yr (Gruber et al., 2019b). A re-scaling could be derived from the mean AAE, implying a
reduction of 0.04 mol-C/m2/yr to arrive at 0.12-0.13 mol-C/m2/yr. This would be a downscaling
of approximately 25%. However, a percent scaling has been shown to be strongly dependent on
the background variability of the real ocean (Figure 2.6), and we do not know which of the four
climate models best represents this. Directly from the median percent error, 39% would be the best
choice for a rescaling of Southern Ocean amplitude, leading to 0.06 mol-C/m2/yr. To restate, we
do not have a clear basis for a direct rescaling. One way to constrain this range in the future could
be to reconstruct pCO2 within a suite of hindcast models that have less spread in their underlying
variability due to their forcing with realistic meteorology.
We use large ensemble model output to provide the first detailed statistical assessment of the
uncertainty in a reconstruction of air-sea CO2 fluxes based on sparse in-situ ocean pCO2 data. Flux
bias is low for the global mean, and at most locations in the Northern Hemisphere. However, bias
can be regionally high in the data-poor Southern Hemisphere. The seasonal cycle is well-captured
in phase and amplitude outside of the tropics. Interannual phase and amplitude are better captured
in the Northern Hemisphere and the tropics than in the Southern Hemisphere. In the Southern
Ocean, insufficient sampling leads to a 39% [15%:58%] overestimation of decadal variability.
Globally averaged, the amplitude of decadal variability is overestimated by 21% [3%:34%]. To
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improve observation-based reconstructions of the ocean carbon sink, extension of sampling to
include the Southern Ocean and other data-poor regions is required.
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Chapter 3: Developing pCO2 Mapping Techniques
3.1 Introduction
Estimating the global and time based the ocean CO2 sink requires knowledge of ocean pCO2 ev-
erywhere. The community has historically relied on global ocean biogeochemical models (GOBMs)
(Friedlingstein et al., 2019) and observation-based data products (Rödenbeck et al., 2015) for
global estimates. The two approaches differ significantly in the way they estimate ocean pCO2.
GOBMs express physical processes and biology as a system of coupled differential equations.
The non-linear coupled nature makes the system challenging to solve analytically. In the Com-
munity Earth System Model (CESM), a biogeochemical elemental cycling model (BEC) is cou-
pled with a carbonate chemistry module allowing surface ocean pCO2 and air-sea CO2 flux to
be computed. The BEC ecosystem includes multiple phytoplankton functional types (diatoms,
diazotrophs, small phytoplankton, and coccolithophores), one zooplankton group, and multiple
growth limiting nutrients (nitrate, ammonium, phosphate, silicate, and iron). Organic matter either
goes into a dissolved form or a particulate form that sinks and is remineralized. Thus, a GOBM is
a complex system that parameterizes processes influencing ocean pCO2.
Observation-based products do not explicitly incorporate known physics, but instead attempt
to find a non-linear relationship between a set of auxiliary datasets and ocean pCO2. The auxiliary
data represents proxies for processes affecting ocean pCO2: Sea Surface Temperature (SST) and
Surface Chlorophyll-a (Chl-a) from satellite; Sea Surface Salinity (SSS) from a compilation of
in-situ data sources; Mixed layer depth (MLD) climatology from argo floats; and atmospheric CO2
mixing ratio (xCO2). Long-term growth of pCO2 is driven by atmospheric CO2 (xCO2). Solubility
is set by SSS and SST. Biological uptake of dissolved inorganic carbon (DIC) is is associated
with Chl-a. Biological productivity and entrainment of DIC are influenced by MLDs. Supervised
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machine learning algorithms1 are currently being used to map the auxiliary data to pCO2.
Each method has merits and pitfalls. Both GOBMs and observation-based data products cap-
ture the observed trend in ocean pCO2 (Tjiputra et al., 2014; Landschützer et al., 2014), however,
GOBMs are biased high when sub-sampled at observation locations (discussed in detail in Chapter
4 of this dissertation). Another pitfall of data products is the availability of high-quality observa-
tions, which is required to train the machine learning algorithms used for gap filling.
Here, we incorporate GOBMs into a data-based product to form a hybrid algorithm, and
demonstrate that it improves prediction accuracy. The hybrid modeling approach is a novel concept
that merges physical knowledge with machine learning (Karpatne et al., 2017; Reichstein et al.,
2019). The original approach termed hybrid physics data (HPD), uses knowledge-based models
as inputs into a machine learning algorithm (Karpatne et al., 2017). Here, we use output from six
GOBMs part of Le Quéré et al. (2018) as our knowledge-based model and apply two versions of
the HPD approach. The first is the original approach that uses the output as features, here termed
HPDfeatures and the second uses the output as the target, which we term HPDtarget. In the HPDtarget
approach a machine learning algorithm is used as a post-processing step to correct the errors of the
physical model; considered a bias correction step. The idea behind this strategy is that the model
has skill in terms of predicting the dynamics of the system, yet the magnitude of these dynamics
can be biased - and can be corrected using a machine learning algorithm as a post-processing tool.
In this chapter we train, evaluate, and test three machine learning regression algorithms (neural-
networks, gradient boosting, and random forest) to learn a relationship between auxillary datasets
and ocean pCO2 in the SOCAT database. Then, using the best performing algorithm, we use six
GOBMs to apply HPDfeatures and HPDtarget algorithms and find that incorporating models as prior
guess has a marginal improvement on predicting ocean pCO2. In addition, we compare these two
HPD approaches to existing gap-filling methods against independent datasets. We find that, based
on a suite of regression metrics, the HPD algorithms perform just as well, or marginally better than
the existing products in some datasets.
1Supervised machine learning learns a function that maps an input to an output. The function is inferred from
labeled input-output training data.
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3.2 Methods
We first evaluate the performance of three machine learning algorithms, previously used to
gap-fill ocean pCO2: Feed-forward neural network (NN), random forest regression (RFR), and
extreme gradient boosting (XGB). Each method is trained to learn a relationship between a suite
of input features and surface ocean pCO2. The performance of each algorithm is evaluated against
a withheld test set. We explore the impact of incorporating the six GOBMs in the HPDfeatures and
HPDtarget algorithms. HPDfeatures uses the output as features. In the HPDtarget approach a machine
learning algorithm is used as a post-processing step to correct the errors of the physical model.
3.2.1 Knowledge-based models
As a first guess for ocean pCO2, we use output from six GOBMs which participated in the
Global Carbon Budget project (Le Quéré et al., 2018). See Table 3.1 for the name and reference
of each GOBM. Meteorological reanalysis and atmospheric CO2 are used to force each model.
Each GOBM represents the physical, chemical, and biological processes influencing surface ocean
pCO2. To be consistent with SOCAT observations, model output is bi-linearly interpolated from
the native model grid to a 1°x1° monthly resolution. Le Quéré et al. (2018) and references therein
provide a detailed description of each model.
Each GOBM is an imperfect representation of the Earth system. There is substantial variability
among the models and the degree to which they capture observations. These models capture trends
in pCO2 estimated at two time series sites, BATS and HOT (detailed in chapter 4). However, when
compared to SOCAT observations, the pCO2 in each GOBM is biased high at most locations.
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Table 3.1: Knowledge based models
Reference for each knowledge based model. These models participated in the in the Global Carbon Budget
2018 (Le Quéré et al., 2018). ———————————————————————————
Model Reference
CCSM-BEC Doney et al. (2009)
MICOM-HAMOCC (NorESM-OC) Schwinger et al. (2016)
MITgcm-REcoM2 Hauck et al. (2016)
MPIOM-HAMOCC Mauritsen et al. (2019)
NEMO-PISCES (CNRM) Berthet et al. (2018)
NEMO-PlankTOM5 Buitenhuis et al. (2010)
3.2.2 Machine learning gap-filling algorithms
We consider three machine learning algorithms: feed-forward neural network (NN), extreme
gradient boosting (XGB), and random forest regression (RFR). Each algorithm forms a non-linear
regression to extrapolate from sparse pCO2 observations to a global 1°x1° grid at a monthly resolu-
tion. To estimate pCO2 at each spatial location, the algorithms rely on auxiliary datasets with full,
or approximately full, global coverage: Sea Surface Temperature (SST) and Surface Chlorophyll-a
(Chl-a) from satellite; Sea Surface Salinity (SSS) from a compilation of in-situ data sources; Mixed
layer depth (MLD) climatology from argo floats; and atmospheric CO2 mixing ratio (xCO2). These
variables serve as proxies for known processes affecting pCO2. The long-term growth of pCO2 is
driven by atmospheric CO2 (xCO2). Solubility is set by SSS and SST. Biological uptake of dis-
solved inorganic carbon (DIC) is indicated by Chl-a. Biological productivity and entrainment of
DIC are influenced by MLDs. Additional features are derived for SST and Chl-a by subtracting
the annual mean from each year, leaving the annual mean anomalies. These features help the
algorithm learn more complex relationships and capture intra-annual variability. In addition to
processing specific datasets, n-vector transformation (Gade, 2010; Sasse et al., 2013; Gregor et al.,
2017) of latitude (λ) and longitude (µ) is included to help the algorithm learn spatial relationships.
Time transformation of the day of year constrains seasonality (Gregor et al., 2017). After estimat-
ing pCO2 at all spatial locations for each month, we use ERAinterm 6-hourly winds (Dee et al.,
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2011) and a Wanninkhof (1992) parameterization to calculate air-sea CO2 exchange. Table 3.2
displays data sources and transformations applied to each variable.
Table 3.2: Feature and target datasets
Summary of the products, variables, and data processing steps used for feature and target variables. Data
processing is described in the text. Symbol next to each product identifies the source. ————————
———————————————————
Group: product Varible Abbreviation Processing
SOCATv2019∗ Fugacity of ocean CO2 fCO2 -
NOAA:OISSTv2† Sea Surface Temperature SST -
SST seasonal anomaly SST ′ SST - annual average
Sea Ice Fraction ICE -
Met Office:EN4‡ Sea Surface Salinity SSS -
NOAA:GLOBALVIEW§ Atmospheric CO2 mixing ratio xCO2 -
DeBoyer:Mixed Layer Depth| Mixed Layer Depth MLD log10(MLD)
ESA:GlobColour¶ Chlorophyll-a Chl a log10(Chla)
Chl a seasonal anomaly Chl a′ chl a - annual average
ECMWF:ERA-interim2# u wind u -
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Following standard machine learning practice, we shuffle the data, which include input feature
and the target, so observations are in a random order and then split the data into a training (49%),
validation (21%), and testing (30%) set. Training set is used optimize model hyperparameters and
parameters; validation set is used to optimize architecture and check for overfitting during training;
and the test set is used to evaluate the final model. The test set is withheld until the very end to
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evaluate performance on a completely independent dataset.
The "hyperparameters" define the algorithms’ architecture and need to be "tuned" to find the
optimal set. Hyperparameters cannot be "learned" from the data and therefore need to be defined
before training. Grid search is typically used for hyperparameter tuning. It is a brute force tech-
nique where many combinations of the algorithm’s parameters are evaluated. Each combination
is tested individually and the best is returned. K-fold cross validation (CV) is used to make sure
the parameter choice is robust. In K-Fold CV, we further split our training set into K number of
subsets, called folds. We then iteratively fit the algorithm K times, each time training the data
on K-1 of the folds and evaluating on the Kth fold (called the validation data). As an example,
consider fitting a model with K = 3. The first time we train on the first two folds and evaluate
on the third. The second time we train on the first and third fold and evaluate on the second. We
repeat this procedure one more time, using the first fold for evaluation. At the very end of training,
we average the performance on each of the folds and come up with final validation metrics for the
model. We then compare all the settings and determine the best ones. The best settings are used to
train using the full training set and evaluate performance on the testing set. A detailed description
of each algorithm is explained in the following three sections.
3.2.3 Random Forest
A random forest is an ensemble method that uses the average of many decision trees to make
a final decision (Breiman, 2001). Decision trees, analogous to flowcharts, form the basic building
block of a random forest. They are a cascading set of splits that break the data into smaller and
smaller subsets. When data is presented, a decision is made and the data is branched into two bins.
These branches are formed on a particular variable, and repeated until the algorithm encounters a
stop criterion. The CART (Classification and Regression Trees) algorithm (Breiman et al., 1984)
is used to construct suitable binary trees by selecting the input feature and threshold that yield
the largest information gain at each node. This is chosen using a greedy algorithm to minimize
a mean squared errors cost function. Tree construction ends using either a predefined stopping
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level, or minimum number of training instances assigned to each leaf node, or when CART detects
no further gain can be made. Each branch of the tree ends in a terminal node. Each observation
falls into one and exactly one terminal node, and each terminal node is uniquely defined by a set
of rules. The trees used in a random forest are typically deep and thus have a high variance and
low bias. By averaging many decision trees we reduce the variance and strike a balance in the
bias-variance tradeoff.
To train a random forest, a bootstrap sample equal to the number of training examples is drawn
with replacement. Thus, some samples are represented multiple times, whereas others are absent.
After each sample is drawn, a decision tree is created. In the most commonly used random forest
implementation, a collection of n fully-grown or unpruned decision trees are created (Breiman,
2001). This collection of models is known as bootstrap aggregation or bagging (Breiman, 1996),
commonly applied to high-variance and low-bias learners such as trees (Breiman, 1996). Since
individual trees are more prone to over-fitting than a collection of trees, an ensemble method
has a significant advantage (Hastie et al., 2009; Breiman, 1996); however, this is limited by the
correlation between the trees and can be mitigated by choosing a number of m randomly selected
input variables at each split of the tree. Of this subset of randomly selected variables, the one
that forms the best split is selected (Segal, 2004) on the basis of maximizing total gain in purity.
Several empirical studies have shown the benefit of aggregating multiple trees to create a strong
learner (Bauer and Kohavi, 1999).
Our Random Forest algorithm uses 300 unique decision trees. During training, a random sam-
ple of observations is drawn from the training sets with replacement. The sample size is equal to
the number of observations in the training data set. Each split uses at most
√
n features, where n
is the total number of features in a dataset. Randomizing the observations and features used to
make each tree ensure each tree is uncorrelated. Splitting stops when either 30 levels are reached
or when when the node contains a single observation, and thus no more splits can be made.
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3.2.4 Gradient Boosting
As in the RFR algorithm, gradient boosting uses decision trees as their base algorithm. "Boost-
ing" is an ensemble technique where new trees are created and added sequentially to correct (or
"boost") the errors made by the sum of the existing trees, until either a predefined number of trees is
met or if adding an additional tree results in no further improvement. The final prediction is made
by adding all the created trees. The trees created here are typically shallower than the ones created
by the RFR algorithm. Instead of minimizing the variance, as is done in RFR, boosting methods
reduce the bias. It uses a gradient descent algorithm to minimize loss when adding new models,
thus warranting its name. We use a simple mean-squared-error (MSE) as our loss function. The
primary difference between RFR and GBM is that RFR builds independent trees, while GBM adds
a new tree to complement already built ones. We use the GBM framework by Friedman (2001) as
implemented in the extreme gradient boosting (XGB) package (Chen and Guestrin, 2016). XGB
is used for supervised learning problems, where we use the training data with multiple features, X ,
to predict a target variable y.
Our XGB algorithm uses 500 decision trees each with a max depth of 9 levels or until the node
is pure (i.e. no further splits to the samples in that node are possible). Each new tree uses 80% of
the features and a random subsample of observations with replacement, each tree is weighted by
20%. No regularization was necessary to control overfitting. Loss is measured using mean-squared
error.
3.2.5 Neural Networks
Neural Networks (NN) learn a non-linear relationship between the output and the input features
and is often considered a universal approximator (Hornik, 1991). NNs can be viewed as general-
ization of linear models that perform multiple stages of processing to come to a decision. The
building block of a NN is the perceptron, where the inputs are multiplied by a set of weights and
finally multiplied by a non-linear "activation function". Without the activation function, we are left
with linear regression. A NN consists of layers of perceptrons stacked together. A NN learns by
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updating the weights in the network to minimize the loss between the predictions and the training
examples. Training stops once the network begins to perform worse on a validation dataset (i.e.
overfit).
Our network consists of two fully connected hidden layers with 2048 rectified linear unit
(ReLU) activation nodes each. Larochelle et al. (2009) found in a comparative study that using
the same size for each layer worked generally better or the same as differing sizes of each layer,
but this may be data-dependent. Neural weights are updated using the Adam optimizer (Kingma
and Ba, 2014) to reduce the mean squared error between the predictions and target. Training exam-
ples are grouped into batches and used to make single update to the parameter weights. In theory,
this batch size should only impact training time and have little impact on the performance on a test
set (Bengio, 2012). NN works best for homogenous data (Müller and Guido, 2016), thus we nor-
malize each batch of observations (Ioffe and Szegedy, 2015), which also helps control over-fitting.
Batch Normalization normalizes each batch by both mean and variance reference.
Dropout (Srivastava et al., 2014), temporarily removing hidden nodes in a neural network along
with all its incoming and outgoing connections, at a rate of 50% is used to control overfitting,
making the model more robust. It provides a way of approximately and efficiently combining,
exponentially, many different neural network architectures. At test time, a single neural network is
used without dropout. The weights of this network are scaled-down versions of the trained weights,
scaled by the dropout rate. Dropout makes the training process noisy, forcing nodes within a layer
to probabilistically take on more or less responsibility for the inputs.
3.2.6 Hybrid physics data (HPD) algorithms
We explore the influence of incorporating prior guesses from GOBMs into machine learning
techniques. First, we choose the base machine learning algorithm (RFR, XGB, or NN) that per-
forms the best on a withheld test set for a set of regression metrics. We then apply HPDfeatures
and HPDtarget algorithms using the same hyperparameters as the base algorithm. In the HPDfeatures
approach we use the pCO2 output from the six GOBMs as features. We either use all six GOBMs
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as features and retrain the algorithm or we incorporate each GOBM as a feature independently and
retrain the algorithm; resulting in six predictions. In the latter system, the final result is the average
of all six predictions. HPDtarget is a post-processing system, where the misfit between SOCAT
pCO2 and each GOBM is used as the new target variable. We retrain the random forest regres-
sion using the same hyperparameters as the base model. Then, the spatiotemporal predictions of
the misfit are added back to the GOBM as our final prediction. In HPDtarget, the post-processing
step is applied separately to each GOBM, resulting in six predictions. The final result is then the
average of all six predictions. A schematic of HPDfeatures and HPDtarget is shown in Figure 3.1.
Figure 3.1: HPD schematics.
Schematic for (A) HPDfeatures and (B) HPDtarget approach. pCO2 model output (pCOmodel2 ) is included as
an additional feature in HPDfeatures. In HPDtarget, spatiotemporal errors between the model and observations
uncovered by the random forest are added back to the model pCO2 as a correction step. This process is
repeated for each of the 6 models, all 6 predictions are averaged to create the final product.
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3.2.7 Independent datasets
Observations not included in the SOCAT database are used to validate the method. These
datasets include the Lamont-Doherty Earth Observatory (LDEO) database, with SOCAT data re-
moved; GLobal Ocean Data Analysis Project version 2 (GLODAPv2), Southern Ocean Carbon
and Climate Observations and Modeling (SOCCOM), and CARbon Interface OCean Atmosphere
(CARIOCA) drifting buoy data, as well as two time series sites: Bermuda Atlantic Time-series
Study (BATS) and Hawaii Ocean Time-series (HOT). In these datasets, pCO2 is either directly
measured or inferred from observations as part of the carbonate system: dissolved inorganic car-
bon (DIC), total alkalinity (TA), and pH. We use the CBSys package (Hain et al., 2015) to estimate
pCO2 from other aforementioned measured quantities. It is important to note that SOCCOM floats
use empirically calculated TA values via the locally interpolated alkalinity regression (LIAR) al-
gorithm (Carter et al., 2016) leading to substantial uncertainty (Williams et al., 2017).
The uncertainty in derived pCO2 is dependent on the accuracy of the input measurements. The
constants used in CBSys (Lueker et al., 2000) result in a 1.9% standard deviation when DIC and TA
uncertainties are 2.0 and 4.0 µmol/kg, respectively. For GLODAP, Bockmon and Dickson (2015)
suggest an uncertainty of 10 µmol/kg for DIC and TA, thus suggesting an uncertainty greater
than 1.9%. Gregor et al. (2019) estimate the uncertainty of GLODAP pCO2 to be >12 µatm at
400 µatm. Although the measurements have high uncertainty, given the sparsity of the SOCAT
database, including GLODAP as a validation dataset outweighs its omission. The uncertainty for
SOCCOM is estimated to be 2.7% or 11 µatm at 400 µatm (Williams et al., 2017). The pCO2
sensor used by CARIOCA has an uncertainty of 3 µatm (Boutin et al., 2008). LDEO pCO2 has an
average uncertainty of 2.5 µatm (Takahashi et al., 2019). At BATS the uncertainty is about 4 µatm
(Bates, 2007) while at HOT it is about 7.6 µatm (Dore et al., 2009).
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Figure 3.2: Validation data.
Locations of independent datasets. BATS and HOT are time series, while the rest are spatially varying.
Datasets with a black outline signifies direct pCO2 estimates, while the others are estimated from the
carbonate system.
Table 3.3: Validation datasets
Variables measured (DIC=Dissolved Inorganic Carbon, TA=Total Alkalinity) and accuracy of pCO2 is
shown. The latter includes the propogated uncertainty in the conversion from DIC and TA to pCO2. The total
number of 1°x1° grid points is shown. ———————————————————————————
Project Measured variable Accuracy (µatm) Grid points
LDEO pCO2 equilibrator ±2.5 µatm 16161
GLODAPv2 DIC,TA > 12 µatm at 400 µatm 5976
CARIOCA pCO2 colourimetry ±3 µatm 613
SOCCOM pH,TA(LIAR) 11 µatm at 400 µatm 1037
BATS DIC,TA 4 µatm at 400 µatm 246
HOT DIC,TA < 7.6 µatm at 400 µatm 214
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3.2.8 Regression metrics
Each method is evaluated using a suite of regression metrics (Stow et al., 2009) which compare
the predictions (P) to the observations (O). Metrics considered include correlation (r), bias, root
mean squared error (RMSE), and average absolute error (AAE). Multiple metrics are considered
in order to provide a thorough appraisal of each method.
Pearson correlation coefficient (r) measures the tendency of the predicted and observations to
vary together, bounded between −1≤r≤1, with values near 1 indicating that they vary together
and -1 indicating an inverse relationship. Correlation is also a measure of how well phase is
captured. Values near 1 and -1 indicate that the predictions and observations are perfectly in or
out of phase, respectively. Intermediate values indicate a phase shift between the two signals, with
values closer to zero indicating a larger phase shift between signals. The squared correlation r2,
or coefficient of determination, represents the variance explained by the regression. Correlation
is defined as the covariance between predictions and observations divided by the product of their
standard deviations, r = covP,OσPσO , σP and σO represent the standard deviation of the predictions and
observations, respectively.
Bias, RMSE, and AAE, each measure the size of discrepancies, with values near zero indicat-
ing a close match between predictions and observations. Bias is calculated as the long-term mean
difference between predictions and observations (bias = P − O), overbars represent the tempo-
ral mean. Positive and negative bias values indicate predictions that are generally overestimated
and underestimated respectively. Thus, bias provides a measure of the direction of discrepancy.
However, one must be aware that bias values falling close to zero can be misleading; for example,
positive offsets at the beginning of a time series may cancel out the negative offsets at the end of a
time series, or vice versa, leading to a bias close to zero. RMSE and AAE are measures of the mag-
nitude of discrepancy. RMSE is calculated by RMSE =
√
(P −O)2, where the overbar represents
the temporal mean. Squaring the misfit (mis f it = P − O) makes RMSE sensitive to outliers. On
the other hand, AAE (AAE = |P −O |) is a similar metric to RMSE, but less sensitive to outliers.
We report both metrics since each one provides a different insight into the goodness-of-fit.
41
The modeling efficiency (Nash and Sutcliffe, 1970; Stow et al., 2009) is related to the RMSE
through the following relationship: ME = 1 − RMSE2
σ2
O
where σ2O is the observed variance. It is a
measure of how good model predictions are relative to average of observations (ME = 1; good per-
formance, ME = 0; model predictions equivalent to observational average, ME < 0; observational
average better than model output).
RMSE can be decomposed into bias and variance terms. Centered RMSE (cRMSE =
(P −O) − bias), also called the unbiased RMSE, measures the degree to which the variance is
captured by the regression model. cRMSE and bias are related through the following Pythagorean
relationship: RMSE2 = bias2 + cRMSE2, known as the bias-variance tradeoff. This relationship
is used to construct target summary diagrams (Jolliff et al., 2009), where bias is displayed on the
y-axis, cRMSE is displayed on the x-axis, and distance from the center is RMSE2. The ME = 0
boundary can be displayed on these diagrams, thus demonstrating the method performance against
the observation average.
Another summary diagram commonly used is the Taylor diagram (Taylor, 2001), which ex-
ploits a law of cosines relationship between cRMSE, correlation, σP, and σO: cRMSE2 =
σ2P + σ
2
O − 2σRσOr . The law of cosines is c2 = a2 + b2 − 2ab cos(φ). Thus, in the Taylor diagram,
correlation is displayed as cosine of the azimuthal angle. Taylor diagrams have a reference point
(indicated in this study by a red star on the X axis) at the observed standard deviation (σO) and a
correlation of 1. Thus, the point closest to this reference is considered the best performer. cRMSE
is displayed, in the diagram, as concentric circles around this reference point. Such diagrams allow
concise, simultaneous visualization, and comparisons of multiple metrics and regression models.
Both diagrams are considered here because each one provides a different insight into method per-
formance.
3.2.9 Synthetic dataset
We evaluate the performance of the algorithms using synthetic data from the Community Earth
System Model (CESM) hindcast model (Yeager et al., 2018). Monthly output of pCO2, xCO2, chl-
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a, SST, SSS, and MLD is extracted and bi-linearly interpolated to a 1°x1° spatial resolution. Input
features are calculated from the model output in the same manner as real-world data (Table 3.2).
pCO2 is sampled in space and time akin to the SOCAT database. Each HPD method is applied
using synthetic data from the CESM as features (xCO2, chl-a, SST, SSS, and MLD) and the target
(pCO2). The intention is to evaluate the robustness of the method by having a known true value
at all locations and times. This differs from the withheld SOCAT test set, which is sparse. The
robustness of each method is evaluated using the regression metrics described above.
Figure 3.3: Schematic of synthetic data experiment.
The CESM model output is first sampled in space and time like SOCAT observations (Step 1). Then,
HPDfeatures and HPDtarget is applied using CESM output as input features and the sampled pCO2 as the
target (Step 2). pCO2 is either directly predicted, as in HPDfeatures, or GOBM misfits from it are calculated,
as in HPDtarget. We then make spatiotemporal predictions (Step 3). Finally, predictions are compared back
to the unsampled CESM model (Step 4).
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3.3 Results
3.3.1 Comparing base and HPD algorithms
Three machine learning algorithms (NN, XGB, and RFR) are trained to learn a relationship
between a suite of inputs and pCO2 from the SOCAT database. When evaluated against a test set
withheld from the SOCAT database, using regression metrics (bias, RMSE, r2, and AAE), we find
that tree based methods (XGB and RFR) perform better than neural-networks (NN) (Figure 3.4,
Table 3.4). Specifically we find that NN perform poorly in all four metrics, with a significantly
higher bias (-4.70 µatm), a higher RMSE (19.07 µatm), a lower r2 (0.73), and an almost double
AAE (13.21 µatm) compared to tree based methods (Table 3.4). This same result is recapitulated
visually in the Taylor diagram where black symbols represent base regression models. We clearly
see that the tree based methods (square and triangle) perform better on this test set compared to
the neural network represented by the circle. Although variability is underestimated in all the
algorithms, the underestimation is reduced in the tree based methods. It is unclear why tree-based
methods perform marginally better than the neural network. This could be due to an influence
of outliers in the training data (Khamis et al., 2005) or that the hyperparameters used is not the
ultimate set.
Comparing the two tree based methods, RFR performs marginally better than XGB against the
suite of regression metrics considered (Figure 3.4 and Table 3.4). Thus, we choose RFR for our
HPD techniques. The HPD techniques include global biogeochemical models either as additional
input features (HPDfeatures) or by predicting the misfit (misfit=model - data), which is then added
back to the model as a post-processing step (HPDtarget). We find that HPD algorithms perform
marginally better than base algorithms that are driven only by observations (Figure 3.4). When
using each model individually as a feature or by post-processing, we find a marginal spread when
predictions are made on the SOCAT test set; however, the average of all six predictions is always
superior to each individual prediction (Figure 3.5). Moreover, the HPDtarget algorithm always
captures variability better than base algorithms, regardless of the model used for post-processing.
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Given that the average outperforms any individual estimate, from here forward, HPDtarget and
HPDfeatures will be defined as the average of all six predictions.
Figure 3.4: Summary diagram base versus HPD.
Summary Taylor diagram of predictions from base algorithms and hybrid physics data (HPD) algorithms
against SOCAT test set. Algorithm is differentiated by shape, and color indicates either base algorithm or
HPD algorithm where knowledge-based models are used as features or part of the target.
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Figure 3.5: Summary diagram - comparing HPD algorithms.
Left: Summary Taylor diagram of predictions from HPDfeatures using each model individually is shown in
red Right: Taylor diagram of predictions from HPDtarget for each model is shown in blue. The green triangle
is the average of all six predictions.
Table 3.4: Base and HPD regression metrics
Regression metrics (bias, RMSE r2, AAE) against a withheld testset from the SOCAT database for each
base algorithm (NN, RFR, and XGB) as well as the two HPD algorithm (HPDfeatures and HPDtarget) that use
RFR. Bolded metrics indicate the best performing algorithm. ——————————————————
—————————
Type Algorithm Bias RMSE r2 AAE
Base NN -4.70 19.07 0.73 13.21
RFR 0.28 13.40 0.87 8.03
XGB 0.11 13.87 0.86 8.74
HPD HPDfeatures 0.22 9.99 0.93 5.85
HPDtarget 0.19 10.70 0.91 6.47
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3.3.2 Method robustness
The robustness of the HPD target method was evaluated using synthetic data from the CESM
hindcast model. The model was sampled like the SOCAT database (see Methods) and each HPD
algorithm was applied in the same way as using real-world data. Instead of satellite observations,
input features (SST, SSS, chl-a, MLD, and xCO2) were replaced with the respective CESM output.
The same six GOBMs were used as previously described and the average of the six predictions
were used for evaluation.
We find low average bias (Figure 3.6A, B); low AAE in most regions (Figure 3.6C, D), except
in under-sampled regions such as Baffin bay and Sea of Okhotsk; and less spread in bias in regions
with more data (Figure 3.6E, F).
Bias varies regionally using HPDfeatures and HPDtarget. However, less spread is observed in
HPDtarget (Figure 3.6B, F) compared to HPDfeatures (Figure 3.6A, E), suggesting HPDtarget may be
better at reducing bias. HPDtarget outperforms HPDfeatures on the trend (Figure 3.6G, H).
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Figure 3.6: Method robustness.
Bias between CESM and A) HPDfeatures and B) HPDtarget. AAE between CESM and C) HPDfeatures and
D) HPDtarget. Average bias and AAE are displayed in each figure. Cross plots of bias and the number of
months with data for E) HPDfeatures and F) HPDtarget. Color displays AAE. Comparison of global average
pCO2 between CESM hindcast truth and G) HPDfeatures or H) HPDtarget.
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3.3.3 Evaluation
The performance of the HPD algorithms is compared to existing pCO2 gap-filling methods
against independent datasets. Regression metrics are shown in Table 3.5. Taylor diagrams (Figure
3.7) and target diagrams (Figure 3.8) are used to simultaneously visualize and compare all the
methods. Broadly, all the methods tend to underestimate variability in all of these datasets (Figure
3.7), except HOT, where the JMA-MLR and the HPD methods overestimate variability. However,
HPDtarget consistently captures variability, quantified by standard deviation, equally as well, or
better than other methods within most datasets (Figure 3.7). All methods perform well on global
data sets (GLODAP and LDEO) and the BATS time series. When evaluated on the LDEO database,
AAE is significantly less than RMSE (Table 3.5), suggesting that outliers are inflating the RMSE
values (Chai and Draxler, 2014). Bias is low within these datasets and each method performs better
than merely using the observed average as a prediction (Figure 3.8). However, this varies when
evaluating predictions against Southern Ocean datasets (CARIOCA and SOCCOM). There is a
low bias within SOCCOM and all methods except HPDtarget are biased high at CARIOCA (Figure
3.8 and Table 3.5). All methods are near the ME=0 boundary, which indicates that performance is
similar to forecasting using the observation average.
We find that HPDtarget consistently captures variability slightly better than HPDfeatures.
HPDtarget performs better, relative to other methods, across more datasets for each metric. The
number in parenthesis next to the method in Table 3.5 is the number of datasets in which that
method performs the best for a given metric; for instance, in terms of RMSE, HPDtarget performs
the best on 3 datasets while CSIR-ML6 and JMA-MLR perform the best on 2 and 1 dataset(s),
respectively. Some datasets have marginal differences; for instance, each model has similar per-
formance on the LDEO dataset; visualized in the Taylor diagram (Figure 3.7) and target diagram
(Figure 3.8), where all the points cluster around the same region. However, there are a couple of
substantial differences on some metrics; for instance, when evaluating on the CARIOCA dataset
the bias is -0.48 µatm using HPDtarget, while each of the other methods has a bias greater than 2
µatm; this is also visualized in Figure 3.8 where HPDtarget is offset from the other methods. Figure
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3.8 suggests that the RMSE is high for HPDtarget, when evaluated on CARIOCA data, because
it underestimates the variability (quantified by uRMSD) and not because of a bias. While other
methods have a high RMSE due to a combination of underestimating variability and being biased
high.
Table 3.5: Evaluation metrics
Regression metrics calculated against 4 databases (LDEO, GLODAP, CARIOCA and SOCCOM) and 2
time series (BATS and HOT). Bolded metrics indicate the model that performed the best. The number in
parenthesis next to the method is the number of datasets in which that method performs the best for a given
metric. ———————————————————————————
metric Method LDEO GLODAPv2 SOCCOM CARIOCA BATS HOT
RMSE HPDtarget (3) 41.87 18.42 25.37 15.65 12.80 9.41
HPDfeatures (0) 41.46 18.54 26.66 16.04 13.96 9.00
CSIR-ML6 (2) 53.07 28.11 25.64 14.39 15.17 8.43
SOMFFN (0) 43.99 21.29 26.48 14.54 15.22 9.09
JMA-MLR (1) 41.11 24.26 25.74 16.82 15.43 11.27
LSCE-FFNN (0) 41.99 21.46 28.71 15.74 13.95 9.52
bias HPDtarget (2) -8.50 0.75 -9.10 -0.48 -2.82 4.59
HPDfeatures (1) -7.60 1.75 -12.58 5.81 0.45 4.12
CSIR-ML6 (0) -7.84 -0.12 -13.06 3.99 -0.62 1.67
SOMFFN (1) -7.14 2.18 -15.01 4.38 -1.31 -0.04
JMA-MLR (1) -6.70 1.48 -7.72 2.50 -5.15 1.45
LSCE-FFNN (1) -6.50 2.78 -8.77 4.17 -2.19 3.50
correlation HPDtarget (4) 0.64 0.87 0.61 0.46 0.93 0.92
HPDfeatures (4) 0.63 0.87 0.63 0.45 0.93 0.92
CSIR-ML6 (2) 0.57 0.74 0.61 0.53 0.93 0.91
SOMFFN (1) 0.60 0.81 0.54 0.53 0.92 0.89
JMA-MLR (1) 0.59 0.74 0.56 0.42 0.93 0.88
LSCE-FFNN (2) 0.64 0.82 0.54 0.49 0.93 0.90
AAE HPDtarget (2) 19.81 12.51 19.29 12.06 9.33 7.18
HPDfeatures (1) 19.40 12.37 20.58 12.81 10.43 7.00
CSIR-ML6 (2) 23.20 16.52 19.56 11.05 11.44 6.74
SOMFFN (0) 20.85 14.61 19.82 11.09 11.27 7.10
JMA-MLR (0) 20.90 17.21 19.40 12.35 11.22 8.85
LSCE-FFNN (1) 19.28 14.18 21.42 11.22 10.39 7.46
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Figure 3.7: Taylor diagram - validation data.
Taylor diagrams display the performance of published gap-filling techniques shown by circles, each of
which is still actively being developed. Red and blue triangles show statistical metrics from HPDfeatures
(red) and HPDtarget (blue)
.
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Figure 3.8: Target diagram - validation data.
Target diagrams display the performance of published gap-filling techniques shown by circles, each of
which is still actively being developed. Red and blue triangles show statistical metrics from HPDfeatures
(red) and HPDtarget (blue). Gray circle depicts where the modeling efficiency (ME) equals 1. Points that fall
within the the circle are considered better than assuming the average of the observations.
3.3.4 Air-sea CO2 exchange
The air-sea CO2 exchange was calculated for each HPD technique using a Wanninkhof (1992)
parameterization (see Chapter 1 for details). HPDtarget has a greater man flux but lesser trend
compared to other products and is less variable than other products (Figure 3.9). In addition,
HPDtarget shows a stronger ocean flux than other products before about 2005. After which, the
flux is more inline with existing products. HPDfeatures shows a pronounced trend toward a stronger
ocean with time, with a rebound in the early 2000s.
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Figure 3.9: Air-sea CO2 exchange.
Annual average air-sea CO2 exchange is shown for each product as each HPD technique. A Wanninkhof
(1992) parameterization was used to calculate flux. Positive is to the atmosphere. The area coverage is the
same in each product.
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3.4 Discussion
These results suggest that incorporating models into machine learning algorithms results in a
marginal improvement in prediction over using base machine learning algorithms. One drawback
of the HPD approach is its dependence on a prior guess. We use output from GOBMs as a prior
guess because these models incorporate physical processes and thus allow the algorithm to pickup
on signals not captured by auxillary data sets. The drawback to this approach is that the robustness
of method cannot be tested across climate states using the Large Ensemble Testbed described in
Chapter 2. This is because the prior guess will be in a different climate state than the testbed
ensembles. However, additional hindcast simulations can be used to evaluate robustness (Jones
et al., 2015); an approach we take here. We find HPDtarget is better able to reconstruct model truth
than HPDfeatures approach. This may suggest HPDfeatures learns an incorrect trend from the hindcast
features. Understanding why HPDtarget is better at reconstructing model truth than HPDfeatures
warrants further study. For now it is suffice to say that HPDtarget is a better hybrid approach.
Both HPD approaches provide marginal improvement of base algorithms, suggesting models
add knowledge to the base algorithms. The models are known to be biased (see Chapter 4); thus
this suggests that the prior guess does not need to be perfect in order to add additional information.
We show HPDfeatures performs slightly better based on bias, RMSE, r , and AAE. However, the dif-
ference is marginal and the reconstruction on a hindcast model suggests HPDtarget is more capable
at capturing the observed trend.
There is a greater spread in the flux among the products in the early period, especially between
the two HPD approaches. The spread among the different products is likely due to limited data in
this period and the relationship found using each algorithm. The difference in the two HPD meth-
ods is more likely an artifact of the random forest algorithm, which is robust to outliers (Breiman,
2001). Thus, when observed pCO2 is predicted the early period will look like outliers to the al-
gorithm, the same argument holds for the the recent period. Using synthetic data we show that
the algorithm tends to not capture pCO2 very well at the start and end of the period (Figure 3.6G).
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However, HPDtarget likely captures the trend better because it is predicting the misfit; a time series
of the misfit is more stationary than a time series of pCO2 and thus outliers are not concentrated in
the early and late period.
These results corroborate Gregor et al. (2019), in that we are close to the limit of what we can
achieve with gap-filling sparse pCO2 observations. The scientific community is in a place where
we should consider revisiting an intercomparison of different approaches. Since the SOCOM
(Rödenbeck et al., 2015) intercomparison, new methods have started to be developed and some
methods in the original intercomparison are no longer being updated. Results here suggest broad
agreement in the methods with no clear "best method". However, spatial differences were not
considered.
In closing, we demonstrate that our HPD approaches provide marginal improvements over a
subset of base machine learning algorithms. Method uncertainty is limited by data availability. As
more data becomes available and modern methods improve, so will our gap-filling methods.
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Chapter 4: Discrepancies in Models
4.1 Model pCO2 bias
GOBMs capture the general spatial pattern in the long term mean pCO2 at observation locations
(Figure 4.1A, B); however, the average of the six models is biased high with a global average of
about 7 µatm (Figure 4.1C), and regional values larger than 30 µatm. Large negative and positive
biases may cancel out producing a low global average bias. We also see that regions with a high
AAE (Figure 4.1D) are also regions with a large positive or negative bias. The global AAE is
23 µatm, suggesting that, on average, model pCO2 misfit is in the order of 20 µatm. The model
agrees very well with observations at the BATS time series site (Figure 4.1E), but is biased high at
the HOT time series site (Figure 4.1F). Although the pCO2 is biased, good agreement between the
simulated and observed pCO2 trends is found here and in other studies (Tjiputra et al., 2014). In
this chapter we discuss the use of data products, specifically HPDtarget, described in Chapter 3, as
a diagnostic tool.
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Figure 4.1: Comparing models to SOCAT.
The long-term mean pCO2 is shown for A) SOCAT and B) the average of six global biogeochemical models
(GOBMs).C) and D) display maps of the bias and average absolute error (AAE) between SOCAT and
GOBM. Global average values are displayed in white. A comparison at two time series sites E) BATS and
F) HOT is displayed with the observations shown in gray and the GOBM mean shown in the blue.
By design, the HPDtarget approach provides time-varying maps of the model-data misfit. When
used to make predictions, these learned misfits are used to correct the model toward the data. We
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can do this at all points in space and time, not just where observations physically exist. This thus
allows broader perspective as we show here. Here, we suggest that learned errors could be used as
a model diagnostic tool to determine regional spatiotemporal model errors. By analyzing model
misfit in this way we gain insight into regions where the model has high and low prediction skill.
In Chapter 3 we applied this HPDtarget method to each GOBM and demonstrated that these learned
errors were able to accurately correct the model pCO2 field and thus improve prediction accuracy.
Here we propose that the learned misfits provide insight into the model skill.
4.2 Explaining the bias
GOBMs are used by the global carbon project (Friedlingstein et al., 2019) to estimate the air-
sea CO2 exchange. This exchange is related to the gradient in pCO2 across the air-sea interface:
∆pCO2 = pCO2,ocn − pCO2,atm, where pCO2,ocn and pCO2,atm are ocean and atmospheric values.
pCO2 measured in dried air must be reduced to account for the increased CO2 concentration result-
ing from the removal of the water vapor (Dickson et al., 2007). Thus, pCO2,atm is calculated by:
pCO2,atm = xCO2(Patm − pH2O), where xCO2 is the molar concentration of CO2 in atmosphere,
expressed in parts per million; Patm is the total atmospheric pressure in units of atm; and pH2O
is the saturation vapor pressure in units of atm. ∆pCO2 is then used to estimate the air-sea CO2
exchange1.
However, not all GOBMs apply this water vapor correction. The CESM omits the water vapor
correction when calculating atmospheric pCO2. The omission of this factor causes the atmospheric
pCO2, which is used in the gas exchange calculation, to be 7 µatm too high (Figure 4.2A). This
bias is of the same order of magnitude as ocean pCO2 bias (Figure 4.2B). When the water vapor is
accounted for in the ocean pCO2, the global bias is reduced and regional bias is reduced, especially
in subtropics (Figure 4.2C). Thus, simulated atmospheric and ocean pCO2 are biased by a similar
magnitude; these biases cancel each other when calculating ∆pCO2. Therefore, although ocean
pCO2 is biased high ∆pCO2, and hence flux, is not necessarily biased.
1See Appendix A for more details
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Figure 4.2: Bias in atmospheric and oceanic pCO2.
A) Atmospheric pCO2 calculated with and without the saturation vapor pressure (pH2O) correction, calcu-
lated using output from CESM. B) Bias in simulated ocean pCO2 from SOCAT observations. C) Bias in
simulated ocean pCO2 from SOCAT observations, with pH2O correction applied to simulated ocean pCO2.
Global average bias is displayed in each figure.
4.3 Seasonal misfits
Not all the errors in the ocean pCO2 fields are due to the omission of the water vapor correction.
Some of the misfit from observations could result from some processes, such as algal blooms,
not being fully resolved, or the magnitude of the bloom being inaccurate. Seasonal averages of
the learned misfit for each model is displayed in (Figure 4.3). From these maps, we see that
the misfit is not static, but has a seasonal relationship. A clear seasonal cycle is prominent in
CNRM and MPI, especially in the Southern Ocean. During austral summer (DJF), CNRM tends to
overestimate, while MPI significantly underestimates pCO2. As we move into austral winter (JJA),
errors in CNRM are significantly diminished in the Southern Ocean. The patterns are reversed
in MPI, with significant underestimation during austral summer and overestimation during austral
winter. Another example comes from the North Atlantic in CNRM, where we transition from
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underestimation in DJF to overestimation in JJA. However, some errors persist through the season.
For example, in the east equatorial Pacific, CNRM persistently underestimates while in MPI the
east equatorial Pacific tends to overestimate. Another example comes from underestimation of the
model in the south Atlantic.
As another example of how this could be used, we consider zonally averaged seasonal dif-
ferences in the CNRM and MPI. In figure 4.4 we see the model is biased low in high northern
latitudes in DJF and biased high in JJA. From this we cannot determine the cause of the misfit,
but this highlights regions where model performance could be improved. For example, maybe the
chlorophyll bloom is too strong in in DJF and it is drawing down pCO2, while in JJA it is too weak
and not taking up as much CO2. Another example comes from MPI, where negative misfits in DJF
and positive misfits in JJA are observed in the Southern Ocean. These errors could potentially be
explained by an inadequate representation of the circulation or deep water formation in the model.
This is a diagnostic tool which can be used my modeling groups to assess model model model per-
formance. We use machine learning to idenity large-scale patterns of model bias. This approach
does not explain why there is a bias, but goes beyond a direct comparison at a few locations or
differencing the model from an existing data product.
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Figure 4.3: Maps of pCO2 seasonal model error - HPD approach.
Seasonal misfit (model-observations) learned from HPDtarget algorithm for each model. Seasons are the
average over December, January, and February (DJF); March, April, and May (MAM); June, July, and
August (JJA); and September, October, and November (SON). Rows indicate each model. Red indicates
regions where the model overestimates and blues indicates regions where the model underestimates pCO2.
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Figure 4.4: Zonally averaged model error in pCO2.
Zonally average errors in the A) CNRM and B) MPI models calculated from HPDtarget. Blue shows the




5.1 Implications for observing systems
Work presented in this thesis has implications for the development of pCO2 observing systems.
For instance, Bender et al. (2002) outline a plan for a large scale CO2 observing system that calls
for, in the order of, 10 measurements per year within a spatial resolution of 200–1500 km (this
is about 2°-20° longitude resolution). This resolution is meant to achieve an uncertainty of ±0.1
Pg-C/yr in the mean annual net sea-air CO2 flux. To reduce the burden, one recommendation made
by Bender et al. (2002) is to do subjective sampling, or sample more frequently along gradients in
space and time and less frequently when gradients are weak. Assuming measurements are taken
every 10° 10 samples taken each year, and 70% of the globe is ocean, implies that about 4500
measurements would need to be made each year to achieve this level of accuracy. Although current
SOCAT sampling is over triple this amount (Figure 1.1C), most measurments are in the Northern
Hemisphere and most locations have sampled less than 3 unique months during the observational
record (Figure 1.1D). Thus, current sampling is not as homogenous as that outlined in Bender et al.
(2002).
Work presented in Chapter 2 suggests that the Bender et al. (2002) sampling scheme is not
necessary to improve the fidelity of pCO2 reconstructions. We demonstrate that increasing the
sampling across space and time from 1.5% to 2% in the Southern Ocean has significant improve-
ment in capturing the magnitude of long-term variability. This is a first assessment that shows the
utility of machine learning techniques. For example, although spatiotemporal coverage is sparse,
there is enough data for machine learning techniques to recosntruct the phase and amlitude of the
seasonal cycle, especially in the Northern Hemisphere. A combination of targeted sampling in
data-poor regions and gap-filling techniques has the potential to achieve the desired uncertainty in
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the mean annual net sea-air CO2 flux.
5.2 Implications for model development
In chapter 3 we describe a technique to learn model-data misfits. This technique, as we demon-
strate in Chapter 4, can be used as a model diagnostic tool. Data products provide spatiotemporal
estimates of the misfit, which can be compared to model output to highlight regions where skill
could be improved. This tool only highlights regional errors and it is up to the model developer to
discern what may be causing the discrepancy. Although regional biases are likely in these products,
which we highlight in Chapter 2, the spatiotemporal estimates can be a useful indicator of regional
misfit, especially during times of the year when satellite observations are obscured by cloud cover.
5.3 Large ensembles in earth science
Large ensembles are a powerful new tool that allow one to view variability across climate states,
with the ability to separate natural and forced variability - for example, forcing from increasing at-
mospheric CO2. The intention of large ensembles is to advance understanding of internal climate
variability and climate change. Each ensemble represents a different climate realization and the
average across the ensemble is the forced signal. The spread across the members represents the
range of natural variability within the climate system. For example, due to increasing atmospheric
CO2, the global temperature is increasing, yet the exact amount of warming we will experience in
the coming years has some level of uncertainty due to natural variability (Kay et al., 2015). Two
recent use cases of large ensembles include development of a decadal prediction system (Loven-
duski et al., 2019) and assessing the time of emergence of anthropogenic signals (Lehner et al.,
2017).
In chapter 2 we present a technique to robustly evaluate a pCO2 gap-filling method. We demon-
strate that the performance of this gap-filling technique is dependent on data availability. In regions
with less data there is large spread across climate states in the method’s ability to capture decadal
variability. In addition, we show that increased sampling reduces this spread. This provides insight
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into how this method performs in different climate states and how additional sampling strategies
influence the fidelity of the reconstruction. This type of analysis has widespread applicability
across Earth science and we suggest the use of large ensembles as a testbed is an excellent tool for
this application.
5.4 On using machine learning in earth sciences
Machine learning is a common thread that runs throughout this dissertation. Most of the pCO2
gap-filling techniques actively being developed use some form of supervised machine learning.
In chapter 2 we robustly evaluate one such method and in chapter 3 we develop a new hybrid
technique. The algorithms used in this thesis only scratch the surface of how machine learning
can be applied in the Earth sciences. Reichstein et al. (2019) highlights various applications to
geosciences and how they relate to canonical tasks: object classification is similar to identifying
extreme weather patterns; video prediction is similar to weather forecasting; and language transla-
tion is analogous to time series modeling. Recent use cases include development of sub-grid scale
parameterization for ocean and atmosphere physics (Bolton and Zanna, 2019; Rasp et al., 2018;
Gentine et al., 2018).
In addition, these techniques can be used to make new discoveries. Landschützer et al. (2015)
used a gap-filling technique to highlight strong decadal variability in Southern Ocean CO2 flux and
Weber et al. (2019) used machine learning to gap-fill ocean methane data, which pointed out for
the first time that the coastal ocean is a source of methane to the atmosphere. These results are
exciting in their own right, however the techniques used lack interpretability of what the method
is actually learning. This is a problem when using machine learning in Earth sciences. Toms et al.
(2019) used a neural network trained to learn the phase of ENSO (i.e. El Nino, La Nina, or neutral)
in SST patterns. The authors then use "deep Taylor decomposition" (Montavon et al., 2017) to
identify regions used to make the prediction and show the method is able to recover canonical
signatures of ENSO. This is a first step towards interpretable neural networks, when combined
with novel scientific hypotheses, can elucidate deeper understanding in geosciences.
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One critique of machine learning techniques is their lack of integration with physical laws. The
task of supervised machine learning is to reduce the "loss" between predictions and a set of training
examples. For regression tasks, loss is commonly defined as the mean-squared error. Whether or
not the predictions are consistent with physics is not part of the traditional framework. Karpatne
et al. (2017) provide two techniques to add physics to traditional machine learning: (1) using a
knowledge-based first guess as a new input feature (2) adding a "physical inconsistency" term to
the loss function. The new loss term penalized predictions that do not obey some physical law.
As an example, Karpatne et al. (2017) predicts the temperature profile in a lake and uses density
stratification as the physical law. Beucler et al. (2019) extend this idea to a suite of conservation
law constraints: energy, mass and radiation. This represents an important advance in physically
consistent machine learning models. As machine learning models become interpretable, and obey
physical laws, they can become appropriate and powerful tools with the ability to make discoveries
in Earth science.
5.5 Next steps
Next steps include: (1) expanding the number published methods evaluated using the Large
Ensemble Testbed, (2) understanding how the various base machine learning methods assessed
in chapter 3 perform under different climate states, and (3) adding physical consistency to base
machine learning techniques. Gregor et al. (2019) suggest that for ocean pCO2 we are reaching a
limit in our ability to progress by leaps-and-bounds in prediction accuracy given the data available.
We suggest the time is right to think about re-doing, and expanding on, the Rödenbeck et al. (2015)
intercomparison of pCO2 interpolation techniques. The next step would be to evaluate each method
within the large ensemble testbed to assess performance across climate states and to expand the
independent test-sets to pCO2 estimated from the carbonate system. Independent testsets are used
in chapter 3 as well as by Gregor et al. (2019) to assess method performance. This intercomparison
is to evaluate methods actively under-development to provide an assessment of each method to the
community. Additional analyzes could include a frequency analysis of the reconstruction and the
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model truth.
A different comparison using the testbed could be to assess the performance of base machine
learning algorithms across different climate states. In chapter 2 we demonstrate that the SOM-FFN
underestimates decadal variability. However, it is unclear whether this feature is intrinsic to neural-
network or common across all approaches (random forest, gradient boosting, etc.). One downside
of the hybrid approach developed in chapter 3 is the inability to assess performance across climate
states using the Large Ensemble Testbed, since the hybrid approach relies on a first-guess that
comes from an ocean model simluation forced with realistic historical meteorology.
Finally, attempts should be made to add physical consistency to gap-filling pCO2 methods. In
the current paradigm, this involves adding an additional loss term that describes physical consis-
tency. Deciding on the physical law to use for carbon cycle research is a challenge. Aside from
conservation of mass, there is no concrete physical law. That said, incorporating physical incon-
sistency based on pCO2 temperature dependence (Takahashi et al., 2009) may improve accuracy.
Since temperature does not fully explain pCO2 variability, this term could be down-weighted to not
be the dominant influence on the loss. In addition, climate indices could be included as additional
features, which may help the algorithm reconstruct low-frequency variabilty.
All the methods developed and described in the literature converge on the single limitation
i.e. a lack of data (Gregor et al., 2019). However, there hasn’t been significant progress in the
development of a robust assessment method across climate states. The study presented in this
dissertation develops one such robust assessment that can evaluate gap filling approaches, even in
regions where observations are not currently present. With directly providing a new assessment
method, this method also indirectly aids in addressing our limitations in data sparse regions. Given
its versatility, the method described here can be adapted to all the carbon reservoirs, providing a
holistic picture of the carbon cycle, and improving our confidence in quantifying the carbon sink.
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Appendix A: Calculating air-sea CO2 exchange
Air-sea CO2 flux (FCO2) is typically calculated in mol-C/m
2/yr using the Wanninkhof (1992)
parameterization (Equation A.1),
FCO2 = kwSCO2(1 − fice)(pCOatm−moist2 − pCOocean2 ) (A.1)
which parameterizes FCO2 as a function of the gas transfer velocity (kw), CO2 solubility (SCO2),
ice fraction ( fice), and partial pressure of CO2 in moist air (pCOatm−moist2 ) and surface ocean
(pCOocean2 ). We use the Wanninkhof (1992) gas transfer velocity with the Sweeney et al. (2007)







Solubility is calculated following Weiss (1974) with the Wanninkhof (1992) Schmidt number
(Sc). Partial pressure of moist air (pCOatm−moist2 ) is calculated following equation A.3,
pCOatm−moist2 = xCO2(Patm − pH2O) (A.3)
where xCO2 is the dry air mixing ratio of atmospheric CO2, Patm is the total atmospheric pressure,
and pH2O is the saturation vapor pressure (Dickson et al., 2007).
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