Abstract. The main results in this paper provide upper bounds of the second order Dehn functions of three-dimensional groups Nil and Sol. These upper bounds are obtained by using the Varopoulos transport argument on dual graphs. The first step is to start with reduced handlebody diagrams of the three-dimensional balls either immersed or embedded in the universal covers of each group and then define dual graphs using the 0-handles as vertices, 1-handles as edges. The idea is to reduce the original isoperimetric problem involving volume of three-dimensional balls and areas of their boundary spheres to a problem involving Varopoulos' notion of volume and boundary of finite domains in dual graphs.
1. Introduction
History of Filling Functions.
. The origin of the quest to find a link between topology and combinatorial group theory can be traced back to Belgian physicist Plateau's (1873, [26] ) classical question whether every rectifiable Jordan loop in every 3-dimensional Euclidean space bounds a disc of minimal area. Since then geometers and topologists have been investigating various ways to obtain efficient fillings of spheres by minimal volume balls. Thanks to the efforts of Dehn [13] and Gromov [16] we now know that there is an intimate connection between this classical geometric problem and group theory. Various other results on Dehn functions can be found in papers by McCammond [21] , Ol'shanskiȋ [25] and Rips [27] . The most significant development in this area has been Gromov's introduction of word hyperbolic groups. Important results in the area of Dehn functions using different techniques also appear in the pair of following papers, the first in 1997 (published in 2002) by Sapir, Birget and Rips ([29] ) and the second in 2002 by Birget, Ol'shanskiȋ, Yu, Rips and Sapir, ( [4] ). They showed that there exists a close connection between Dehn functions and complexity functions of Turing machines. One of their main results said that the Dehn function of a finitely presented group is equivalent to the time function of a two-tape Turing machine. More of this history and background on isoperimetric inequalities can be found in the paper by Bridson in [10] .
Since the 1990's topologists have been interested in Dehn functions in higher dimensions. Gromov [17] , Epstein et al. [14] , first introduced the higher order Dehn functions and Alonso et al. [2] and Bridson [8] produced the first few results in the context of these functions.
This paper would not have been possible without the support and guidance of my advisor, Dr. Noel Brady of the University of Oklahoma.
Goal of this research.
. The main theorems of this paper provide upper bounds of the second order Dehn functions for 3-dimensional groups Nil and Sol. Theorem 1.2.1 (A. Mukherjee). The upper bound of the second order Dehn function (denoted by δ (2) ) of the lattices in the Nil geometry is given by δ (2) (n) n 4 3 . In other words, the upper bound of the second order Dehn function of the groups Z 2 φ Z, where φ has eigenvalues ±1 and has infinite order, is given by, δ (2) (n) n 4 3 .
Theorem 1.2.2 (A. Mukherjee).
The upper bound of the second order Dehn function (denoted by δ (2) ) of the lattices of the 3-dimensional geometry Sol is given by δ (2) (n) n ln(n). In other words, that the second order Dehn functions for the groups Z 2 φ Z, where the eigenvalues of φ are not ±1, δ (2) (n) n ln(n).
Overview of proof of the main theorems
. The main goal of this research is to obtain upper bounds of second order Dehn function of the groups mentioned in the theorems above. In order to obtain upper bounds, we start with a reduced, transverse diagram f : (D 3 , S 2 ) → K, where D 3 is a 3-ball, S 2 is its boundary sphere and K is the 3-dimensional ambient space. We then define a dual Cayley graph Γ in the ambient space K where each vertex of Γ is a 3-cell in K and each edge is a 2-cell common to two adjacent 3-cells. Now, we consider a finite subset of vertices D of Γ corresponding to the 0-handles of the diagram mapped into K and we define an integer-valued function Finally, we show that ||φ D || ||∇φ D || 4 3 for the lattices in the 3-dimensional geometry Nil and ||φ D || ||∇φ D || ln(||∇φ D ||) for the lattices in the 3-dimensional geometry Sol using a variation the Varopoulos transport argument.
2.1. Organization of the paper. . This paper is organized as follows, in the third section we introduce ordinary Dehn functions as well as higher order Dehn functions and discuss results involving higher order Dehn functions.
In the fourth section we give a survey of generalized handle body diagrams in 2 and 3-dimensions which can be thought of as higher dimensional analogs of van Kampen diagrams. We use transverse maps for this and the main result here is to show that a reduced diagram can be obtained from an unreduced diagram without changing the map on the boundary. Reduced diagrams are a key to obtaining upper bounds for second order Dehn function.
The fifth section introduces the structure of the 3-manifolds which are torus bundles over the circle. We then describe the cell decomposition of the torus bundles and introduce the notion of dual graphs in the cell decomposition. Finally we focus on the main examples of this paper which are lattices in the 3-dimensional geometries Nil and Sol.
The main result in the sixth section is that the isoperimetric inequality involving V ol 3 (D 3 ) and V ol 2 (S 2 ) reduces to an inequality between ||φ D || and ||∇φ D ||. We do this by defining a dual graph in the ambient space.
In the last section we use the Varopoulos transport argument to obtain the upper bounds of second order Dehn functions in case of both Nil and Sol.
Basic Notions on Dehn Functions
In this section we introduce some basic definitions on ordinary and higher dimensional Dehn functions. We also present a short survey of results involving higher dimensional later in the section. The definitions were primarily taken from [10] and [5] .
Dehn Functions.
Definition 3.1.1. (Dehn function). Let P = A | R be the finite presentation of a group G, where A denotes the set of generators and R denotes the set of all relators. We can define the Dehn function of P in the following way: ( [10] ) Given a word w = 1 in generators A ±1 ,
i ; x i ∈ F (A) and r i ∈ R},
here F (A) denotes the free group on the generating set A. The Dehn function of P is δ P (n) = max{Area(w) : |w| n}.
are said to be ∼ equivalent if f g and g f , where f g means that there exists a constant C > 0 such that f (x) Cg(Cx) + Cx, for all x 0, (and modulo this equivalence relation it therefore makes sense to talk of "the" Dehn function of a finitely presented group). This equivalence is called coarse Lipschitz equivalence.
Definition 3.1.3. (Isoperimetric Function of a Group). A function f : N → N is an isoperimetric function for a group G if the Dehn function δ P f for some (and hence any) finite presentation P of G.
Given a smooth, closed, Riemannian manifold M , in the rest of this section we shall describe the isoperimetric function of M and discuss its relationship with the Dehn function of the fundamental group π 1 (M ) of M .
Let c : S 1 → M be a null-homotopic, rectifiable loop and define F Area(c) to be the infimum of the areas of all Lipschitz maps g : D 2 → X such that g| ∂D 2 is a reparametrization of c. Note that the notion of area used here is the same as that of area in spaces introduced by Alexandrov [1] . The basic idea is to define the area of a surface (or area of a map g : D 2 → X) to be the limiting area of approximating polyhedral surfaces built out of Euclidean triangles. 
The Filling Theorem provides an equivalence between Dehn function and the Filling function defined above. (1) The Dehn function of the fundamental group of a compact 2-manifold is linear except for the torus and the Klein bottle when it is quadratic. (2) The groups that interest us are fundamental groups of 3-manifolds and the Dehn functions of these groups can be characterized using the following theorem by Epstein and Thurston. Let M be a compact 3-manifold such that it satisfies Thurston's geometrisation conjecture ( [31] Intuitively, the k-dimensional Dehn function, k 1 , is the function δ (k) : N → N defined for any group G which is of type F k+1 and δ (k) (n) measures the number of (k + 1)-cells that is needed to fill any singular k-sphere in the classifying space K(G, 1), comprised of at most n k-cells. Up to equivalence the higher dimensional Dehn functions of groups are quasi-isometry invariants.
The following part of this section is devoted to the technical definition of higher dimensional Dehn function given by Brady et al., ([5] ). Notation 3.3.3. Henceforth we will denote an n-dimensional disc (or ball) by D n and an n-dimensional sphere by S n .
Definition 3.3.4. (Admissible maps) Let W be a compact k-dimensional manifold and X a CW complex, an admissible map is a continuous map f : Given a group G of type F k+1 , fix an aspherical CW complex X with fundamental group G and finite (k + 1)-skeleton. Let X be the universal cover of X. If f : S k → X is an admissible map, define the filling volume of f to be the minimal volume of an extension of f to D k+1 in the following way, FVol(f ) = min{V ol k+1 (g) | g :
Here are a few observations about higher dimensional Dehn functions, (1) Up to equivalence, δ (k) (n) is a quasi-isometry invariant. (2) In the above definitions it is possible to use X in place of X since f :
and their lifts to X have the same volume.
All the groups discussed in this paper is at most 3-dimensional so we will restrict k in the above definitions such that k 2.
The following are examples of second order Dehn functions. H is linear and so is the direct product of H with any finitely generated free group, both these results were established by Alonso et al. in [3] . (3) The second order Dehn function of any finitely generated abelian group with torsion-free rank greater that two is ∼ n 3/2 , e.g,
Transverse Maps, Handle Decompositions and Reduced Diagrams
In this section we will discuss generalized handle decompositions which will help us compute upper bounds of higher dimensional Dehn functions in specific cases later in the paper.
Background on Handle Decompositions.
. Any compact, smooth or piecewise linear manifold, admits a handle decomposition ( [23] , [28] ), also each handle decomposition can be made proper (see details in [28] ). In 1961 S. Smale [30] , established the existence of exact handle decompositions of simply connected and cobordisms of dimensionality n 6.
In this paper we will be using the generalized handle decomposition of manifolds, mainly due to Buoncristiano, Rourke, Sanderson, [11] . This reference by Buoncristiano, Rourke, Sanderson ( [11] ) is a lecture series on a geometric approach to homology theory.
Here they introduce the concept of transverse CW complexes. These complexes have all the same properties of ordinary cell complexes. The result from this article which we will be using in this paper is known as the Transversality Theorem, and using this theorem any continuous map may be homotoped to a transverse map (Definition 4.2.4). Here is the statement of the Transversality theorem, this theorem is used to show the maps from the handle decompositions we construct to the ambient space are transverse.
Theorem 4.1.1 (Buoncristiano, Rourke and Sanderson, [11] ). Suppose X is a transverse CW complex (a CW complex is transverse if each attaching map is transverse to the skeleton to which it is mapped), and f : M → X is a map where M is a compact piecewise linear manifold. Suppose f | ∂M is transverse, then there is a homotopy of f rel ∂M to a transverse map.
In fact, if M is a generalized handle decomposition i.e, it is constructed from another manifold with boundary M 0 , by attaching finite number of generalized handles, then the map f itself is homotopic to a transverse map.
Handlebody Diagrams.
. The following definitions and statement of Transversality theorem were taken from the lecture notes of a course [15] taught by Max Forester at the University of Oklahoma.
Note: The boundary of a i-handle is
Given an n-manifold M 0 with boundary and an i-handle H i , let φ :
i a new manifold with boundary obtained from M 0 by attaching an i-handle in the following way,
by attaching finitely many i-handles.
Remark 4.2.3. In case M is a compact n-manifold with boundary denoted by, ∂M , then the generalized handle decomposition of M is:
• A generalized handle decomposition of ∂M , namely: 
is a projection map to the second coordinate and φ is the characteristic map of an (n − i)-cell of X. We will refer to the generalized handle decomposition of M as a handle body diagram or just a diagram.
Definition 4.2.5. ("good" CW complex ) A CW complex is "good" if and only if, each attaching map is transverse to the skeleton to which it is mapped.
Next we have a version of the Transversality theorem which we will refer to later in this paper. Theorem 4.2.6 (Transversality Theorem [11] ). If X is an n-dimensional, "good" CW complex and M is a generalized handle decomposition of a compact n-manifold, then every continuous map f : M → X is homotopic to a transverse map g. Moreover, if f | ∂M is transverse, then there is a homotopy of f rel ∂M to a transverse map. Lemma 4.2.7. Every cell-complex is homotopy equivalent to a "good" cell-complex. joined together by a 1-handle such that,
) is an orientation reversing map. Otherwise, the diagram is said to be reduced.
In other words, a diagram is unreduced if there exists another diagram with the same boundary length or area (in case of 2 or 3-dimensional cases respectively) but strictly smaller filling area or volume for 2 or 3-dimensional cases respectively. Under these circumstances we will eliminate these 0-handles along with the 1-handle connecting them but keeping the boundary of the diagram same and ensuring that we still have a disc. Hence, our intention is to get a reduced diagram from an unreduced one.
Next we will discuss how to obtain a reduced diagram from an unreduced one. This argument was given by Brady and Forester ([6] ). 
We first consider the curve α along with a tubular neighborhood around it and collapse it to a point to get part (ii) of ). Now f • g is an admissible map (D n , S n−1 ) → K with two fewer 0-handles. The map can be then be made transverse with the rest of the 0-handles unchanged. Figure 4 .1 illustrates the method pictorially.
The connection between Linear Algebra and Cell Decomposition of Mapping Tori
In this section we discuss the structure of the 3-dimensional manifolds that have the lattices of the Nil and Sol geometries as fundamental groups.
The 3-manifolds considered here are the mapping tori where the attaching maps corresponds to matrices in SL 2 (Z). In other words, given a group of the form Z 2 ψ A Z, where ψ A ∈ Aut(Z 2 ) and A ∈ SL 2 (Z), the geometric realization of these groups are mapping tori where the attaching maps are the automorphisms of Z 2 . For example if ψ A is the identity map then, the corresponding space is Z 3 ⊂ R 3 . Other specific examples we are interested in are the lattices in the 3-dimensional geometries Nil and Sol. In particular we will be looking at lattices corresponding to the matrix 1 1 0 1 
5.1. Cell Decomposition of the Mapping Torus A T .
. We know that the mapping torus A T consists of two copies of the torus attached via the map ψ A . Here we will demonstrate an effective way of triangulating the 2-cell spanned by the generators of the group Γ and hence obtain a model space for Γ. We subdivide the 2-cells of both copies of the torus in A T into either a number of triangular faces or a combination of triangular and quadrilateral faces. The following example illustrates this process in details. This triangulation of the mapping tori below, ( Figure 5.4) shows that the top has been divided into four triangular faces each of which can be mapped via ψ B to their exact replicas in base. This 3-cell serves as the fundamental domain for the action of S on the corresponding universal cover.
Upper Bounds-Reduction to Varopoulos Isoperimetric Inequality
Sections 6 and 7 are devoted to obtaining upper bounds for the second order Dehn functions of H and S using a variation of Varopoulos Transport argument.
In section 6 we reduce the original isoperimetric problem involving volume of 3-balls and areas of their boundary 2-spheres to a problem involving Varopoulos' notion of volume and boundary of finite domains in dual graphs.
6.1. Definitions. Since we will use barycentric subdivisions to obtain the dual graph, we will start this section with the following definitions. (These definitions and notations have been taken from [10] .) Definition 6.1.1. (Barycentric Subdivision of a convex polyhedral cell ) Let C be a polyhedral cell in an n-dimensional polyhedral complex K. The barycentric subdivision of C denoted by C is the simplicial complex defined as follows: There is one geodesic simplex in C corresponding to each strictly ascending sequence of faces F 0 ⊂ F 1 ⊂ .... ⊂ F n of C; the simplex is the convex hull of barycenters of F i . Note that the intersection in C of two such simplices is again such a simplex. The natural map from the disjoint union of these geodesic simplices to C imposes on C the structure of a simplicial complex -this is C .
λ C λ → K (where C λ are the polyhedral cells of K), be a projection. For each cell C λ we index the simplices of the barycentric subdivision C λ by a set I λ ; so C λ is the simplicial complex associated to I λ S i → C λ where S i denotes the simplices of C λ . Let λ = λ I λ . By composing the natural maps I λ S i → C λ and p : λ C λ → K we get a projection p : i∈λ S i → K. Let K be the quotient of i∈λ S i by the equivalence relation [x ∼ y iff p (x) = p (y)]. K is the barycentric subdivision of K.
Note Given any complex, there is a poset P on the cells of the complex ordered by inclusion. Therefore for any ascending chain in P there is a simplex in the barycentric subdivision of the complex.
Dual Graphs.
. The examples in the previous section gives us an idea of the cell decomposition of the spaces under consideration. The groups considered here are all finitely generated, so the groups act properly and cocompactly by isometries on their respective universal covers. In fact, the translates of the fundamental domain covers the universal cover X in each case.
It is essential to mention here that the only groups we are interested in are the 3-dimensional groups H and S from Section 5 and we will use the letter G to refer to them in general.
Next, we define the dual graph Γ using Definition 6.3.1. The vertex set of Γ, V Γ = {σ : σ is a 3-cell of X} while the edge set is, E Γ = {τ : τ is a codimension one face (2-cells) shared by two adjacent 3-cells of K}.
Lemma 6.2.1. There is a map that embeds the graph Γ in K.
Proof. Consider the barycentric subdivision of both the graph Γ and the universal cover X, we denote these barycentric subdivisions by Γ and X respectively. Next we map the vertices in V Γ to the barycenters of the 3-cells while we map the barycenter of an edge τ , labeled by τ m in E Γ to the barycenter of the codimension one face shared by the two 3-cells in V Γ , serving as the initial and terminal vertices of τ . Finally, if τ is an edge with initial and terminal vertices σ 1 and σ 2 respectively, then, the left half-edge of τ is mapped to the simplex in K corresponding to the ascending chain τ ⊂ σ 1 in the poset P while, the right half-edge maps to the simplex in K corresponding to the ascending chain τ ⊂ σ 2 in P.
As there is a natural bijection between the barycentric subdivision of a space and the geometric realization of the space itself so, there is a map that embeds Γ in K.
So, now we have a dual graph in X which is also a Cayley graph (with the same name Γ), with respect to a finite generating set which we will define subsequently. The aim of the remaining part of this section is to show that Γ is quasi-isometric to X using the following lemma. Lemma 6.2.2. (Švarc − M ilnor Lemma, [10] ) Given a length space X. If a group G acts properly and cocompactly by isometries on X, then G is finitely generated and for any choice of basepoint x 0 ∈ X, the map f : G → X, defined by g → g.x 0 is a quasi-isometry.
Let C be the fundamental domain of X ( a compact subset of X such that its translates covers all of X). We then define the generating set of the group G in the following way, A = {g ∈ G | gC ∩ C = codimension − one f ace}.
In case of H the valence of a vertex is eight, while in the case of S the valence is twelve. Hence, the generating sets in these cases will contain four and six elements respectively. We will define the generating sets in detail for specific examples i.e, for the groups H and S in the following lemma.
Note: In the following lemma, we shall denote the triangular faces of the cell decomposition obtained in the previous section as XY Z, where X, Y, Z are the labels of vertices in the cell decomposition forming a triangle. Proof. (of (1)) We consider Figure 5 .2 for this part of the proof. The vertex A is chosen as the base point of universal cover X. The paths that take the base point to its images in copies of the fundamental domain (which are 3-cells sharing codimension one faces with the fundamental domain) represent the isometries that take the domain to its copies and hence they are the generators of the group with respect to the Cayley graph Γ. In case of H, there are eight other 3-cells sharing codimension one faces with the fundamental domain or in other words, due to the cell decomposition shown in section 5, any 3-cell in the universal cover shares a codimension one face with eight other 3-cells.
In the following lines we give a list of isometries and hence the words which generate translates of the fundamental domain that share a codimension one face with the domain.
The path from A to D represents the isometry b taking the domain to the 3-cell to its right; path from A to H represents the word c takes the domain to the cell behind itself; A to B, the word t takes the domain to the 3-cell on the face BCG; path from A to G, the word tb takes the domain to the 3-cell on the face GF C. The isometries that take the domain to the rest of the neighboring 3-cells, are inverses of the words already mentioned above. For example the isometry taking the domain to the 3-cell sharing the face ADE is t −1 , while the one taking it to the 3-cell associated with the face AHE is b −1 t −1 etc. So it is clear that A 0 = {b, c, t, tb} is a finite generating set for H and A 0 (2)) This can be shown in a similar way as above. In this case, the fundamental domain shares codimension one faces with twelve other 3-cells, (four cells each above and below, two on each side and the remaining two at the front and back). As before the translates d and t generate copies to the right and vertically above (and sharing the face BF M 1 ) the fundamental domain respectively. The translate td −1 generates the copy sharing the face BGM 1 , while tc 1 }. Also, it is easy to check that
Proposition 6.2.4. Cay(G, A 0 ), the Cayley graph of the group G with respect to the generating sets A 0 defined in Lemma 6.2.3 is quasi-isometric to X .
Proof. Milnor's Lemma says that the group G is finitely generated and quasi-isometric to the ambient space X. But the Cayley graph Cay(G, A) with respect to any finite generating set A of the group G, is quasi-isometric to the group itself, this quasiisometry can be seen as the natural inclusion G → Cay(G, A), defined by g → g.1 for all g ∈ G. This last quasi-isometry is also a simple illustration of Milnor's Lemma. Finally, two Cayley graphs associated to the same group but with different generating sets are quasi-isometric, this implies Cay(G, A 0 ) is quasi-isometric to X.
Definitions and Notations.
. We start with the definition of a dual graph (Section 6.2). Definition 6.3.1. Given an ambient n-dimensional space K, we define a graph Γ with vertex set V Γ = {σ : σ is a n-cell of K} and edge set E Γ = {τ : τ is a (n − 1)-cell and τ is a face of exactly 2 n-cells of K}.
Given a finitely presented group G, let X be the corresponding n-dimensional cellcomplex and let X be its universal cover. Let f : (D n , S n−1 ) → X be a reduced diagram (defined in Section 4.2) where D n and its boundary sphere S n−1 are either embedded or immersed in X. Note that the map f considered here is transverse and hence admissible, so each i-handle in the diagram maps to an (n − i)-cell in X. Next, we consider a finite subset D of the vertex V Γ such that, D = {σ : σ is an n-cell in X such that σ ∈ Im(f )}. Associated with D is a function analogous to a characteristic map, given by, φ D : V Γ → N ∪ {0} defined by, φ D (σ) = number of pre-images of σ under f . 
Notation: The Varopoulos boundary will be denoted by, ∂ V D.
Next we define ∇φ
, where i and t have the same definition as before. The cardinality of the Varopoulos boundary |∂ V D|, in this case can be given by,
6.4. Reducing to Varopoulos Isoperimetric Inequality.
. In this section we show that our problem to obtain an upper bound for the second order Dehn functions can be reduced to finding an inequality between volume and boundary notions according to Varopoulos in case of H and S. We start with the following lemma which works in general for dimensions 1 or more.
Lemma 6.4.1. ∇φ D |∂D n |, where |∂D n | is the area or volume of the boundary sphere of the diagram (D n , S n−1 ) for n > 1.
Proof. Let us consider the n-dimensional reduced diagram g : (D n , S n−1 ) → X (Definition 4.2.8). Let τ ∈ X be the (n − 1)-cell such that i(τ ) = σ 1 and t(τ ) = σ 2 , for σ 1 , σ 2 ∈ D. In terms of poset P, τ ⊂ σ 1 and τ ⊂ σ 2 where σ 1 , σ 2 are n-cells in X such that
By the definition of φ D , there are φ D (σ 1 ) 0-handles in (D n , S n−1 ) that map onto σ 1 via g and similarly there are φ D (σ 2 ) 0-handles in (D n , S n−1 ) that map onto σ 2 via g. Next, since we have φ D (σ 1 ) = φ D (σ 2 ), this implies τ is one of the (n − 1)-cells
forming the boundary (n − 1)-sphere, i.e, τ ∈ ∂ V D and as both n-cells have more than one pre-images, thus, τ too has one or more pre-images in (D n , S n−1 ) associated with pre-images of both σ 1 and σ 2 . The pre-images of σ 1 and σ 2 are either in the interior of (D n , S n−1 ) with pre-images of τ or they are at the boundary with τ as a boundary (n − 1)-cell in some instances. If all the pre-images of σ 1 and σ 2 are in the interior of (D n , S n−1 ) with all preimages of τ in the interior, then this implies φ D (σ 1 ) = φ D (σ 2 ), which is against our assumption. Without loss of generality let us assume that φ D (σ 1 ) > φ D (σ 2 ). In this case if at most φ D (σ 2 ) of the pre-images are in the interior of (D n , S n−1 ), then as we are considering handle decomposition of n-balls which are manifolds, the only way a preimage of σ 2 appears in the interior is if it is accompanied with a pre-image of σ 1 and they share a pre-image of τ which is a 1-handle. Figures 6.1 and 6 .2 are illustrations of this in two and three dimensions respectively, where τ i denotes a pre-image of τ while σ i k etc. denotes the pre-images of σ k for k = 1, 2. In these figures, one pre-image of τ , a 1-handle, is in the interior of (D n , S n−1 ) between pre-images of σ 1 and σ 2 , while the other is at the boundary adjoined to the 0-handle which is another pre-image of σ 1 . This implies that at least ( τ ) ) of the pre-images of σ 1 are at the boundary of (D n , S n−1 ) with τ as a boundary (n − 1)-cell. Thus,
Note: At this point, the problem involving the volume of the balls V ol n (D n ) and the area or volume of the boundary sphere |∂D n−1 |, has reduced to one involving ||φ D || and ||∇φ D ||. In the next section we are going to use Varopoulos transport argument to prove the isoperimetric inequality involving ||φ D || and ||∇φ D ||. In case of the group H we will show that ||φ D || const.||∇φ D || 4 3 and in the case of S, we will show that ||φ D || const.||∇φ D || ln(||∇φ D ||). These inequalities automatically provide upper bounds for the second order Dehn functions in both cases.
Upper Bounds-Varopoulos Transport Argument
. In this section we are going to use Varopoulos transport to obtain isoperimetric inequalities in case of groups H and S. We are going to consider reduced diagrams, since in case they are unreduced we can always use Proposition 4.2.8 from Section 4.2 to obtain a reduced diagram. As before, we will denote the volume of an n-ball by |D n | and the volume of its boundary by |∂D n |, for any dimension n. The Varopoulos isoperimetric inequality and Dehn functions have very little in common with each other. The only cases where they appear likely to agree are when the groups are fundamental groups of manifolds and also we are considering only top dimensional Dehn functions. So, in the cases we have here we can apply Varopoulos transport to obtain the isoperimetric inequality and hence the upper bounds of second order Dehn functions.
Intuition behind the Varopoulos argument.
. In this section, we present the intuition behind the notion of transportation of mass from a finite-volume subset of a space. It is important to note here that all our examples are finitely presented groups and the space under consideration will be the universal covers associated to the groups.
The following argument is originally due to Varopoulos [32] . It was used by Gromov in [19] to demonstrate the transportation of mass (volume) in R n and also that of a finite subset of group. This notion of transport was first described by Varopoulos in [32] , where he described transport in association with random walks. The same argument was further discussed by Gromov in [19] . Gromov also used this argument in his paper on Carnot-Carathéodory spaces [18] . The lemma here is appropriately called "Measure Moving lemma" and helps in the proof of isoperimetric inequalities of hypersurfaces in Carnot-Carathéodory manifolds. Before going into the technical details of the argument in Section 7.2, we will sketch the idea behind the argument and the reason it works, in this section.
Given a graph Γ let D be a finite subset of the vertices of the graph transported by a path γ, then the amount of mass transported through the boundary of D is obviously bounded above by (|γ|vol(∂D)). But we have to find a particular γ to bound vol(D) by vol(∂D), for this we compute average transport. Transport of D corresponding to some γ is defined as the mass of D that is moved out of D by the action of γ. In other words it is the number of vertices in the set (Dγ \ D), where Next for the lower bound for the transport we have to show that it is possible to move a percentage of the set D off it. It is always possible to choose the path γ such that l γ is large enough that almost all of D is transported off itself, but the key is to find a γ in the graph such that it is small enough and moves at least half of D off itself. Since the shape of D maybe very unpredictable Figure 7 .2, therefore transport via a path α maybe very small compared to the mass of D again for another path γ the transport maybe very large. In order to solve this problem we bound the length of the path by considering a ball of radius R in Γ, denoted by B(R) such that |B(R)| ≈ 2|D| and taking the average transport over all γ ∈ B(R). Once we show that the average transport is at least half of D, we know that there is at least one path γ 0 such that the transport of D via γ 0 is at least half of the mass of D. This inequality in turn leads to the respective isoperimetric inequalities of the groups we discuss in this context. . Given a finitely presented group G, let the Γ be the dual Cayley graph (defined in Section 6.3) corresponding to the universal cover of n-complex X corresponding to G. This graph is infinite but it is locally finite. The edges are directed and labeled, also there is only one outgoing (incoming) edge with a given label at any vertex. Γ is a Cayley graph with respect to the presentation of the groups defined in Section 6.2. Also the graph is endowed with the path metric and each edge is isomorphic to the unit interval [0, 1].
As defined in the previous section, in the following discussion the vertex set of Γ will be denoted by V Γ and edge set by E Γ . Next, consider the subset D in V Γ corresponding to the n-cells in the image of f : (D n , S n−1 ) → X. Let us consider the case when f is an embedding. Then we denote the map φ D by the characteristic function χ D : V Γ → {0, 1} defined by χ D (σ) = 1 when σ ∈ D, otherwise χ D (σ) = 0. In this case ||χ D || = |D|, where |D| denotes the number of vertices in D.
Next, ∇χ D : ∂ V D → {0, 1} is defined in the following way,
, where i, t : E Γ → V Γ gives the initial and terminal vertices respectively of any edge in E Γ .
Therefore,
Let γ ∈ B(r) ⊂ Γ, where B(r) represents a ball of radius r in the graph. We choose r large enough such that |B(r)| 2|D| > |B(r − 1)|.
The following is a variation of an argument given by Varopoulos, [32] .
, where B σ (r) is a ball of radius r at vertex σ.
But since we assumed that |B(r)| > 2|D|, so we have,
Next we obtain an upper bound for the transport T Proof. The path corresponding to the word γ can be expressed as a sequence of the generators in Γ, namely, a 1 a 2 a 3 ....a lγ where a i = α ±1 or = β ±1 for 1 i l γ .
Notation: Let a 1 a 2 ...a k = α k for 1 k l γ and α 0 is the identity of the group.
The Varopoulos Transport as defined before is,
Now using the sequence and notation defined above, we can write,
So in the inner sum, in the expression above, the terms have value either 0 or 1, the terms which have value 1, represent boundary edges.
In order to establish the upper bound for the transport of D by γ ∈ Γ, we will show that each of the boundary edge mentioned above appears at most l γ times in the sum. So, we start with the transport of a vertex σ i ∈ D via the path γ. Let us denote the edge between the vertices σ i α j−1 and σ i α j by τ where 1 j l γ . Now let us express the path γ as the sequence γ 1 τ γ 2 ; where γ 1 , γ 2 are two sub-paths of γ such that the initial vertex of γ 1 is σ i while the terminal vertex of γ 2 is σ i γ, and τ is the label of the j th edge of γ. Then, by uniqueness of path liftings in a Cayley graph, it is known that γ 1 and γ 2 are both unique with respect to initial vertex σ i . In other words, the paths corresponding to γ originating from vertices of D other than σ i , do not have τ as the j th edge. So if the path γ originating from vertex σ j ∈ D, (where σ j = σ i ), can be expressed as γ 3 τ γ 4 , then, here τ is the label for say the k th , (k = j) edge of this path while γ 3 and γ 4 are both unique sub-paths with respect to σ j . So a particular edge in path γ can appear at most l γ times.
Next we will consider f : (D n , S n−1 ) → X to be an immersion, and so instead of a characteristic function we consider a non-negative, integer-valued function φ D (Section 6.3) and show that the Varopoulos argument works in this case too. Assume as before, that γ ∈ B 1 (r) ⊂ G, where B 1 (r) represents a ball of radius r centered at the identity in the graph. We choose r large enough such that
Note: The definitions of ||φ D ||, ||∇φ D || used below can be found as Remark 6.3.2 and Definition 6.3.4 respectively in Section 6.3.
The following result is a variation of an argument given by Coulhon and SaloffCoste, [12] . , and that implies, Proof. We will use the same argument as in proof of Lemma 7.2.2 to show this. The path corresponding to the word γ can be expressed as before by a sequence of the generators in Γ, namely, a 1 a 2 a 3 ....a lγ where a i = α ±1 or = β ±1 for 1 i l γ .
Notation: Let a 1 a 2 ...a k = α k for 1 k l γ and α 0 is the identity of the group. The terms in the inner sum are either zero or a natural number. In the case when they are non-zero, they represent boundary edges in the Varopoulos sense.
So as in the proof of Lemma 7.2.2, each of these afore-mentioned boundary edges appear in the sum at most l γ times. Therefore, T . Here we will discuss the 2-dimensional example Z 2 . Let us consider the presentation a, b | [a, b] for Z 2 . Let X be the universal cover of the 2-complex X corresponding to the presentation given above for Z 2 . As before let us denote a ball of radius r centered at the identity in X by B 1 (r).
Let us choose r such that |B 1 (r)| 2||φ D || > |B 1 (r − 1)|. Also, |B 1 (r)| ∼ O(r 2 ). From the propositions above, we already know that: (2) , if x is the maximum number of 3-cells in the boundary spheres then δ (2) (x) x ln(x).
