Hilbert's projective metric on a Lorentz cone (forward light cone) is explicitly described in terms of the Lorentz form and the classical Birkhoff contraction formula for a semigroup of linear compressions of a Lorentz cone is presented in an explicit form.
Introduction
Hilbert's projective metric on a convex cone of Banach space and the Birkhoff (least contraction coefficient) formula for positive linear maps
are well known with many applications in analysis [2, 3, [5] [6] [7] 9, [11] [12] [13] ; see [14] [15] [16] and the references therein. It has also found applications in control theory (filtering theory), see e.g. [1, 4] . The main purpose of this paper is to describe explicitly Hilbert's projective metric on Lorentz cones in the context of Lorentzian geometry and to study eigenvalue problems for the semigroup of Lorentzian compressions. Let V = R × Y, where (Y, ·|· ) is a real Hilbert space with dim(Y ) 2. Let (z|w) = st − x|y , z = (s, y), w = (t, x) ∈ V be the Lorentz form on V and let = {(s, y) ∈ V : s > y } be the corresponding Lorenz cone (forward light cone). The space V equipped with the complete norm (s, y) = |s| + y is known as a spin factor [10, Chapter 6] , which arose in the study of anticommutation relations in physics, under the Jordan product z • w = (st + y|x , sx + ty). The corresponding symmetric cone of invertible squares is the Lorentz cone .
In this paper we show that Hilbert's projective metric on coincides with the log-ratio of two positive roots of a quadratic equation determined by the Lorentz form and the determinant functional: d(z, w) = log α β , where α β are roots of x 2 − 2(z|w)x + det(z)det(w) = 0 and det(z) = s 2 − y 2 . It is shown that Hilbert's projective metric is (up to scaling) the usual hyperbolic distance
on the hyperboloid H = {z ∈ : det(z) = 1}. This result is applied to derive an explicit form of the Birkhoff contraction constant for the semigroup of Lorentzian compressions of the form g = a 0 0
As an application we have that if g 1 , g 2 ∈ G( ), the linear automorphism group of the Lorentz cone , and if a > A , then g 1 • g • g 2 has a unique eigen-ray in . Finally we find a class of Lorentzian compressions with no eigen-rays in but with exactly two antipodal eigen-rays in its boundary. These linear compressions are appeared as a family of inverses of the Jordan algebra multiplicative linear operators varying over the Lorentz cone and have played a crucial role in developing polynomial-time primal-dual algorithms for infinite-dimensional second-order cone programming [8, Theorem 2].
Hilbert's projective metric on Lorentz cones
Let V = R × Y, where (Y, ·|· ) is a real Hilbert space with dim(Y ) 2. Let (z|w) = st − x|y , z = (s, y), w = (t, x) ∈ V be the Lorentz form on V and let be the corresponding Lorenz cone (forward light cone) defined by
The closed convex cone = {(s, y) ∈ V : s y } gives rise to a natural partial order on V ; w z if and only if z − w ∈ . The determinant of z = (s, y) is defined by det(z) := s 2 − y 2 . The associated hyperbolic subspace is denoted by
In the following we consider the vector space V = R × Y as a Banach space equipped with the complete norm (s, y) = |s| + y . 
Then st > x · y and by the Cauchy-Schwarz inequality (z|w) = st − x|y st − x · y > 0. The arithmetic-geometric mean inequality implies 2st x · y t 2 y 2 + s 2 x 2 and therefore
Equality occurs exactly when x and y are linearly dependent and t y = s x , which is the case that z is a positive scalar multiple of (t, ±x).
(5) By Cauchy-Schwarz inequality and by t = x ,
From st + x|y st − x · y = st − t y = t (s − y ) 0, we have st + x|y sx + ty . Equality holds only when x and y are linearly dependent, say x = αy.
If x and y are non-zero vectors, then
We note that α, β are symmetric functions from × to positive reals R + and are roots of the quadratic equation
To prove (2.2), it suffices to show that f (t/s), f (s/t) 0. The arithmetic-geometric mean inequality and the Cauchy-Schwarz inequality imply that 2st x|y
Definition 2.4. Hilbert's projective metric on is defined by
where M(z, w) = inf{λ > 0 : z λw} and m(z, w) = sup{λ > 0 : λw z}. It is a pseudo metric on and is a complete metric on the unit sphere := {z ∈ : z = 1} from the normality of the cone, Proposition 2.1 (2) (cf. Theorem 1.2, Remark 1.1 of [14] ). 
The second part is equivalent to f (λ) = λ 2 − 2(z|w)λ + 1 0. It then follows by Proposition 2.3 that
Similarly m(z, w) = sup{λ > 0 : λw x} = sup{λ > 0 : λ 
Linear compressions and Birkhoff formula
The linear compression semigroup of the Lorentz cone is defined by
where GL(V ) denotes the Banach Lie group of invertible bounded linear operators of V . We denote G( ) = {g ∈ GL(V ) : g( ) = } by the linear automorphism group of . By continuity, g( ) ⊆ for each g ∈ . We are particularly interested in compressions g ∈ such that g( ) ⊆ .
We state the Birkhoff theorem for the linear compression semigroup (cf. [2, 5, 14] ).
Theorem 3.1 (G. Birkhoff). Each member g ∈ is contracted by the Hilbert projective metric d. The least contraction coefficient of g is given by
where (g) = sup{d(g(z), g(w)) : z, w ∈ } denotes the diameter of g( ). In particular, if g has finite diameter (equivalently N(g) < 1) then there exists a unique eigenvector of g in = {z ∈ : z = 1}. , x) ∈ . This implies that g ∈ . The algebraic and topological closedness of S is immediate.
Lemma 3.2. Let A ∈ GL(Y ) and let a ∈ R. Then
Let S • = a 0 0 A ∈ GL(V ) : A < a ⊂ S and let G( )S • G( ) = {g 1 • g • g 2 : g ∈ S • , g 1 , g 2 ∈ G( )}.
Lemma 3.3. We have G( )S
• G( ) ∩ G( ) = ∅.
Proof. By group property, it is enough to show that S
Since each member of G( ) carries the boundary ∂ := \ onto itself, g(1/a, x/a) = (1, Ax/a) ∈ ∂ for any x = 1. But, 1 = 1 a Ax for all x = 1 implies that a = A which gives a contradiction to g ∈ S
• .
Our main result of this section is the following:
In particular, the Lipschitz constant function N :
we have
By Theorem 2.5
Since x varies the open unit ball of Y we conclude that
3) and hence
hence the theorem holds. Suppose that a > A . Let z = (s, y), w = (t, x) ∈ . Then g(z) = (as, Ay), g(w) = (at, Ax) and by Proposition 2.1(3)
By Theorem 2.5 we have that
where the second inequality follows from x < t, y < s and the third inequality follows from the Cauchy-Schwarz inequality. Combining this with (3.3) we have that (g) = log
and therefore then (t, x) ∈ with Ax = ax is an eigenvector of g.
Proof. Since each element g ∈ G( ) preserves the partial order , g acts as an isometry with respect to the Hilbert's projective metric. Therefore, 2 has a unique eigenvector in (Theorem 3.1).
We consider the Jordan algebra product (spin factor) on V defined by 
From t + x = 1, t = x = 1/2 and therefore w = (t, x) ∈ \ . From νx = y, |ν| = y x = 2 y and ν = ±2 y . Thus
which are the unique eigenvectors of L(z) −1 in . Since y 1 ) , . . . , z n = (s n , y n ) ∈ with linearly independent y i , y j for some 1 i / = j n. Then (L(z 1 ) • · · · • L(z n )) −1 carries into . It would be interesting to know that such a linear operator has a (unique) eigenvector in or lies in G( )S
• G( ).
