Abstract. We study in this paper three aspects of Mean Field Games. The first one is the case when the dynamics of each player depend on the strategies of the other players. The second one concerns the modeling of "noise" in discrete space models and the formulation of the Master Equation in this case. Finally, we show how Mean Field Games reduce to agent based models when the intertemporal preference rate goes to infinity, i.e. when the anticipation of the players vanishes.
Introduction
This paper presents some results on three topics in the theory of Mean Field Games (MFG). It is divided in three parts, independent of each other for the most part. We present first some results on the uniqueness of solutions for MFG in the case of coupled dynamics. Then, we introduce MFG models with noise in the discrete state space case. We give some conditions for the problem to be well-posed. Finally we discuss the limit of MFG models as the intertemporal preference rate of the players goes to infinity. Those three subjects are described in details later on in each section. We briefly recall now a few well known facts on MFG.
MFG have been introduced by the last two authors in [22, 23, 24] and the field has known a tremendous development in the past ten years. MFG models address differential games involving an infinite number of indistinguishable players. In the absence of a common noise, to find a Nash equilibrium of the game reduces to solve a system of forward backward partial differential equations (PDE). This system consists in a backward Hamilton-Jacobi-Bellman equation, which is solved by the value function of the differential game a generic player is facing, and a forward Fokker-Planck equation which models the evolution of the population. Namely in the case of a game set on the d dimensional torus T d with a time horizon T , the MFG reduces to systems of the following kind where H is the Hamiltonian of the optimal control problem for the players, G the terminal cost of this problem and m 0 the initial distribution of players. The function u represents here the value function for a generic player and m is the density of players. Uniqueness (under suitable monotonicity conditions) and existence have been proved for this system in [24, 25] . Numerical methods are being developed, let us cite [1, 5] for examples of this growing literature. Let us also mention the questions of long time average [9, 8] or learning [6] . In some very particular cases (the so-called "potential case") solutions of the MFG system can be obtain from a PDE optimal control problem [2] . This approach is particularly successful to find weak solutions of (1) [11] . This particular class of MFG is also somewhat similar to the optimal transport theory. Moreover a major axis of development of MFG is the probabilistic interpretation of such differential games. We refer to [14, 21] for examples of such a point of view and to [12, 13] for a complete presentation of this probabilistic approach. Let us also recall that MFG are not limited to continuous control problem and that other setting have been studied like optimal stopping [3, 26, 16] or impulse control [4] for instance. Moreover we insist that in the presence of a common noise, the reduction of the MFG to the system (1) collapses and the study of the master equation is crucial for the understanding of the MFG. We refer the reader to [10, 25] for a detailed study of the master equation and to [8, 19] for examples of applications.
1. Uniqueness in strongly coupled Mean Field Games 1.1. Formulation of the problem. In this section, we are interested in MFG in the case when the coupling between the players depend on their strategies. We refer to [25] for details on this question. In the case without common noise, the study of this strong coupling is the study of MFG system in which the Hamiltonian of the problem now depends on the measure associated to the distribution of the strategies of the players. We work here on the d dimensional torus T d and the system we are interested in is :
where
→ R denotes the Hamiltonian associated with the optimal control problem the players are facing. It is assumed to be smooth and D p H stands for the derivative with respect to its second variable. We denote by u the value function of the players, m the measure which describes their distribution in the state space T d and µ the measure associated to the controls of the players. Let us remark that because µ is the measure of the optimal controls used by the players, it satisfies the following relation :
where G # m stands for the image measure of m by the measurable application G. Existence of solutions of such a system was proven for particular Hamiltonians in [20] ; we refer to [7] for a more general result of existence for (2) and to [15, 12] for the study of such a coupling in a probabilistic setup. In general, uniqueness of such solutions is not known. Before presenting the main result of this part, we make some preliminaries observations. More precisely, we state that the quantity
is conserved in time under the assumption that the Hamiltonian H is of the form : H(∇u, m)(x) =H(∇u(x)) − f (m(x)). This result is quite simple but we believe it is worth mentioning as it does not seem to appear in the literature. And it shows that there may be properties enjoyed by the solutions which may play a role in uniqueness properties. Moreover, it will be useful for the study of the example we give at the end of this part. Lemma 1. Assume that H does not depend on the space variable x and that it is of the form H(∇u, m)(x) =H(∇u(x)) − f (m(x)), then for any solution (u, m) of (1) the quantity
Proof. We only prove the statement in the case of a smooth solution (u, m) as it easily extends to weaker notions of solutions. Multiplying by ∂ x i m the equation satisfied by u and integrating the PDE satisfied by u on (0, t) × T d , we obtain
We then deduce by integrating by parts all the terms of the last line :
Remark 1. We thus see that the invariance by translation of the Hamiltonian implies that (5) is independent of time. Such a quantity is closely related to the average control of the players. Hence such a lemma leads us to think that one can obtain information on the average control using assumptions on the space dependence of the Hamiltonian.
As we are led to distinguish local and global dependence of the Hamiltonian in ∇u, we introduce the following notation :
• We note G(f ) when the dependence of the function G in the function f is local, i.e. G(f )(x) = G(f (x)).
• We note G(f (·)) for a general dependence of the function G in the function f . We shall only use this notation in the case when there might be an ambiguity. 1.2. A uniqueness result. We present here a uniqueness result for the system :
Such a system models a MFG in which the players are "pushed" by the mean field control of the other players. We recall the usual conditions under which we expect uniqueness to hold for solutions of (6) when G = 0:
• The hamitlonian H is convex.
• The terminal cost φ is monotone.
• There exist α and β such that (g, f ) + (αm, βu) is monotone in (u, m).
• Either H is strictly convex, (g, f )+(αm, βu) is strictly monotone in (u, m), φ is strictly monotone or (g, f ) is local in (u, m).
We say that the hypothesis (H1) is satisfied if those four requirements are satisfied. We also recall the notion of monotonicity for the sake of completeness. To define this notion properly one usually needs to make precise the functions spaces on which f and g are defined and take their values. To fix ideas, we recall the notion of monotonicity in the case of maps of L 2 : a map F from L 2 (Ω) into itself is said to be (resp. strictly) monotone if for any
We define by T the group of transformation :
We are now able to state the following result : Theorem 1. Let us assume that G and φ are invariant by translations, i.e. that they do not depend on the space variable x and that G is invariant under the group of transformation T . Then under the usual condition that (H1) is satisfied, there exists at most one solution (u, m) of (6).
Proof. We denote by (u 1 , m 1 ) and (u 2 , m 2 ) two solutions of the system (6). For i ∈ {1, 2} we define (ũ i ,m i ) by
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Because G and φ are invariant by translations, we deduce that for i ∈ {1, 2}, (ũ i ,m i ) is a solution of the MFG system :
Let us note that the assumption that H does not depend explicitly on the space variable is crucial. Because the assumption (H1) holds, there is a unique solution of this system and (ũ 1 ,m 1 ) = (ũ 2 ,m 2 ). Now let us remark that because G is invariant by the transformation which sends (u, m) on (ũ,m) we obtain that
Thus, (u 1 , m 1 ) = (u 2 , m 2 ) and there is a unique solution of (6).
1.3.
A simple example. The previous proof relies strongly on the form of the Hamiltonian and on the invariance by translations of the problem. We now discuss to what extent those assumptions are needed. First, it is very natural to allow the measure of controls µ in (2) to appear in the Hamiltonian only through terms like G(∇u, m) because we are interested in a mean field interaction with the control of the other players. Thus terms of the form
seem to be quite general for applications. See the example studied in [7] for example. Moreover such a term satisfies the assumption of theorem 1. However it is true that the assumption that this term is linear in the "p" variable for the Hamiltonian is rather strong (i.e. that G appears in the Hamiltonian only through G(∇u, m) · ∇u).
Concerning the question of the invariance by translation, the following example shows that this assumption can be extended in some cases. But it also shows that there is a complex interaction between the uniqueness and the type of dependence of the Hamiltonian in the control of the other players. Let us introduce the following system which satisfies all the assumptions of the theorem 1 except for the fact that the terminal cost φ now depends on the space variable.
Even though this section is not particularly concerned with the question of existence, let us mention that a solution of such a system exists as soon as φ is a Lipschitz function. The following lemma gives a general property satisfied by the 6 solutions of (7). Proposition 1 details a precise example of a function φ which yields uniqueness even though it is not constant :
Lemma 2. Let us denote by (u, m) a solution of (7), we define A = T d ∇um and we denote by u 0 the solution of the HJB equation
Then the following holds
Proof. Let us remark that the proof of lemma 1 applies also for (7), hence (u, m) satisfies :
Thus A is well defined. Now let us remark that a simple change of variable yields:
Hence, evaluating T d ∇um at t = 0 we obtain that
Each solution A of this equation produces a solution for the system (7). Hence if φ and m 0 are such that the previous equation admits a unique solution then we have proved uniqueness. Such a situation is possible if we obtain a precise bound on ∇u 0 for instance. We give now an example of such a situation :
Id holds for some c > 0 in the sense of distributions, then uniqueness in (7) holds if
Proof. Under those assumptions, in view of classical semi-concavity estimates for HJB equations, the Hessian matrix D 2 u 0 of u 0 also satisfies in the sense of distributions for any 0 ≤ t ≤ T :
Id.
Hence the equation (8) satisfied by A admits a unique fixed point if :
Remark 2. It is clear from (8) that without an assumption on φ, uniqueness may not hold. Moreover such a proof can be adapted to a case in which we add a dependence f (m) in the HJB equation.
Remark 3. Let us note that the condition in this proposition can be interpreted as the bigger c is (i.e. the more the system depends on the space variable x), the more the effect of the average strategy (the parameter λ) needs to be small. Also, if λ < 1, then the condition is satisfied independently of c, thus the condition λ < 1 yields uniqueness even in the case c = +∞, that is for general φ.
Common noise in discrete state space MFG
The addition of a common noise in the MFG setting remains one of the most important questions in the MFG theory. Even though [10, 25] provide a detailed study of the so-called master equation, several problems remain open. We can cite for example wether or not there exist weaker regularity assumptions than the one needed in [10] , or the possibility to give an extended sense of solutions which yields existence results in the non-monotone case. We present here a discrete state space master equation which models the presence of a common noise in the MFG. We first recall some facts on the master equation without common noise before explaining what we mean by common noise in the discrete state space. We then prove the well-posedness of such an equation as well as some limit equations which can be obtained from our model.
2.1.
The master equation for a discrete state space. In a discrete state space, without a common noise, the infinite dimensional master equation reduces to a first order non conservative hyperbolic system of the following form (see [25] for instance) :
Let us recall that in such a system, U is a map from (0,
The time t f is the final time (fixed in (0, ∞)) and the initial condition is U 0 . We also recall that the system has to be understood as follows : for all 1 ≤ i ≤ d, the ith component U i of U satisfies :
The MFG interpretation of (9) is that x represents the number of players in the d possible states, meaning that x 1 is the number of players in the first state, x 2 the number of players in the second and so on. The interpretation of the map U is that the ith component U i (t, x) of U(t, x) is the value of the optimal control problem for a generic player in the state i, with the repartition of other players being x at the time t. Let us note that contrary to the classical MFG system (1) or to the master equation presented in [10] , the equation is written here forward in time, instead of backward (i.e. we reversed time with t → T − t).
We also recall that there exists a system of characteristics for (9) . It is defined for any
Using the previous characteristics, we can define a solution U of (9) by :
One can show ( [25] ) that it is possible to define a solution of (9) using the characteristics under a monotonicity assumptions. The system (10) is the analogous of the usual MFG system (1) in a discrete state space. Thus, many results on (9) can be proven using this system of characteristics (10) . However, addressing the regularity and the well-posedness of (9) without using (10) leads to techniques and proofs which are adaptable to the addition of a common noise, whereas the use of the system (10) collapses in the presence of a common noise.
As the notion of monotonicity is crucial in all the results we present in this section, we define here what we mean by monotone. A map V from R d into itself is said to be monotone if
The map V is said to be α monotone if
Here, < x, y >= x · y denotes the usual scalar product between x and y.
2.2.
The master equation in the presence of noise. We propose here a master equation in finite dimension with additional terms which model jumps which can occur in the population. Those jumps can be random and thus can be assimilated to noise in the MFG. The jumps are described by an application T . We give two examples of such maps T to fix ideas, and explain how the jumps have to interpreted, depending on the nature of the noises.
• If the map T is defined by :
then the map T models jumps which only concerns players in the first or second state. The players in the first state are sent to the second one and vice versa. If all the players face this jump at the same time, then all the players in the first state and the ones in the second one are exchanged. If only a proportion 0 ≤ θ ≤ 1 of the players in each states jump simultaneously, then the state of the population after the jump is given by θT (x) + (1 − θ)x, if x is the state of the population before.
where δ > 0 is fixed, then if a player is in the first state, it has a probability one half to jump to the second state. This jump is naturally associated with a structure of noise, independently of the randomness that may exist concerning the players this jump affects or the time at which it occurs. If a proportion 0 ≤ θ ≤ 1 of the players in all states are simultaneously affected by this jump, then a fraction
of the players in the first state jump in the second one and an amount of players corresponding to θδ is added to the game in the first state.
The noise structures modeled by this kind of terms are numerous. Indeed with this second example, we show that there can be randomness in the fact that a player will jump or not, just as there can be randomness on the state in which it is going to jump. There can also be randomness on the times at which those jumps occur. The correlations between those times can be quite general as we shall now see through some examples of master equations.
We now make precise how jumps are taken into account in the master equation, depending on the correlations of the jumps. We give three examples of master equation which models jumps occurring at deterministic times, or when the times of the jumps are random but common to every players and finally when they are random and independent identically distributed (iid) for the players. In those examples, T is a differentiable map from R d to itself.
If there is only one jump characterized by T which occurs at the deterministic time t 1 ∈ (0, t f ), then the master equation is :
where t f > 0 is the time horizon and (DT ) * stands for the adjoint of the differential of the map T .
If at random times given by an exponential law of parameter λ, all the players jump according to T , then the master equation is :
where λ is the parameter of the Poisson process which describes the jumps. In (12), the term
is understood as the players anticipating the noise. The proper derivation of such a term is technical and we do not enter in such calculations here. We refer to [17, 18] for a proper derivation of this term in a different setting, when T is a linear map.
If all the players jump according to T at times given by iid Poisson processes of paramter λ, then the master equation is given by :
In this equation, the drift term λ((Id − T (x))x · ∇)U is interpreted as the effect of the flow of players which are jumping. Indeed, because the jumps are independent and there is an infinity of players, there is always a constant proportion of players which are jumping. This phenomenon induces a dynamic in the population which is taken into account in this drift term.
Remark 4.
Let us remark that a master equation can be written in a similar way if some of the above three phenomena happen together in the MFG.
2.3.
Propagation of monotonicity and regularity. In this section, we shall show that under some assumptions on the form of T , the solutions of (11), (12) and (13) have some monotonicity properties. We then show how we can establish regularity properties from the propagation of the monotonicity.
Proposition 2. Assume that T is affine. Let U be a classical solution of (11), (12) or (13) . If (G, F ) (seen as a map from R 2d into itself ) is monotone and U 0 is monotone, then U is monotone for all time.
Proof. The proof of this result follows the arguments in [25] . We write the affine map as T = S + e where e ∈ R d and S is a linear map.
The case of (11) :
Let U be a classical solution of (11), we denote by V another classical solution of (11) and we define W by
Let us note that W satisfies the following equation in ((0, t 1 ) ∪ (t 1 , t f )) × R d :
Let us now take V = U. Because U 0 is monotone, we deduce that W (t, x, y) ≥ 0 for all x, y ∈ R d . We also deduce from the monotonicity of (G, F ) that the right hand side of the previous equation is positive everywhere. Thus we deduce form the maximum principle (lemma 3 in the appendix) that U is monotone (W is positive) in (0, t 1 ). Now let us remark that the relation satisfied by U at t 1 yields for W :
Thus W is positive at t + 1 and thus W is positive for all time t ∈ (0, t f ), by repeating the same argument.
The case of (12): Let U be a classical solution of (12), we denote by V another classical solution of (12) and we define again W by W (t, x, y) =< U(t, x) − V (t, y), x − y > .
Let us note that W satisfies the following equation :
which can be rewritten in :
By the maximum principle (lemma 3 in the appendix), we deduce that U is monotone for all time. This is a straightforward consequence of the monotonicity of (G, F ) and U 0 , taking V = U in W .
The case of (13) : Let U be a classical solution of (13), we denote by V another classical solution of (13) and we define once again W by W (t, x, y) =< U(t, x) − V (t, y), x − y > .
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The appliccation W satisfies the following equation :
Thus W satisfies :
Once again, by the maximum principle (lemma 3 in the appendix), we deduce that U is monotone for all time by taking V = U and using the monotonicity of U 0 and (G, F ).
Remark 5. Let us note that in particular, under the assumptions of proposition 2, there exists at most one classical solution of (11), (12) and (13) . Indeed uniqueness follows readily from the positivity of W (see [25] ).
As we can see in the proof of the previous statement, the propagation of the monotonicity of U is really a "strong" property of (11), (12) and (13), in the sense that it does not depend on λ, t 1 or on T . The different terms in each system only reinforce the propagation of monotonicity.
We now prove that under stronger assumptions on U 0 and (G, F ), we can deduce from the propagation of monotonicity, some regularity for the system (12) . Similar results can be obtain for (11) and (13) by similar arguments. Theorem 2. Assume that the map T is affine and that U 0 , F and G are Lipschitz continuous. Let U be a solution of (12) . If both U 0 and (G, F ) are monotone and either U 0 and G are α monotone or F is α monotone (for some α > 0), then U is Lipschitz in space, uniformly on (0, t f ), for all t f > 0.
Proof. We here only prove the result in the case in which both U 0 and (G, F ) are α monotone. The proof of the complete statement is given in the appendix. This proof also follows the argument in [25] . Once again we note the affine map T = S + e with S linear and e ∈ R d constant. We define W and Z β by
We now write the PDE satisfied by Z β :
For the sake of clarity, we do not detail the calculation which leads to the previous equation, which easily follows from the chain rule. Let us remark that the following holds :
Because (G, F ) and U 0 are α monotone, we deduce that :
Hence, if β satisfies the inequality (15) , then Z β is positive for all time (by lemma 3 in appendix).
From the fact that Z β is positive for all time, we deduce that :
Hence U is β −1 Lipschitz, uniformly in time.
Remark 6. Let us notice that the constant β involved in the proof only depends on α, t f , λ(||DT || 2 − 1) + and on the Lipschitz constants of U 0 , F and G. Thus if the application S is non-expansive, then the constant β can be chosen independently of λ and T , thus we can expect that the sequence of solutions (U λ ) λ>0 has a limit as λ goes to infinity, extracting a subsequence if necessary.
This result emphasis the fact that the monotonicity of the system "implies" the regularity of the solution. Indeed the Lipschitz regularity is enough to prove higher order regularity see [25] for instance. Finally we end this discussion on the well-posedness of this system of conservation laws with this straightforward application :
Theorem 3. Let X be a compact set of affine functions and µ a measure on X . Then, under the assumptions of theorem 2, there exists a unique smooth monotone solution U of :
Asymptotic differential operators.
In this section, we present how we can derive, from a common noise term, higher order terms in (12)(first order and second order terms) which conserve the monotonicity property, and thus the wellposedness of this equation. In the previous section we showed that adding the term (T is assumed to be linear in all the rest of this section) :
does not alter the propagation of monotonicity. Formally, if we set λ = ǫ −1 and T = Id + ǫS, then
Also if we define λ = ǫ −2 ; T + = Id+ǫS and T − = Id−ǫS, then once again formally :
Thus the propagation of monotonicity shall hold for these two equations :
To avoid going into technical difficulties we do not address here the question of the regularity of (16) and (17) . We restrict ourselves to the proof of the fact that the monotonicity indeed propagates, as it is expected. The following result presents this fact.
Theorem 4. Assume that U 0 and (G, F ) are monotone and let U be a solution of either (16) or (17), then U is monotone for all time.
Proof. We begin with the case of (16). We consider U and V two solutions of (16). As we did in the proof of 2, we define W by
Let us remark that W satisfies :
Hence, concluding as we did in proposition 2, if W is positive at the initial time, it stays positive for all time and thus the propagation of monotonicity is proved. If U and V are solutions of (17), then W satisfies :
Once again, we can conclude with lemma 3 (in appendix) that if W is positive at the initial time it remains positive for all time.
From MFG to agent based models
In this last part, we investigate to which extent MFG models can approach agent based models (ABM). The terminology ABM is often used in Economics and other sciences to refer to a model in which macroscopic phenomena are captured by aggregating individual actions. The main difference with MFG models is that in the ABM, the agents do not anticipate on the behavior of the other agents, hence they are not entirely rational but obey a given "mechanical" rule. For this reason, ABM are purely forward models. The main idea of this section is that one can measure the weight of anticipation for a given agent in a MFG model through the inter temporal preference parameter, thus taking this parameter to infinity should allow to recover an agent-based model from a MFG model. Indeed the players will no longer anticipate as they have no interest in the future. In the following MFG system the inter temporal preference parameter is always denoted by λ (which has nothing to do with the parameter λ in the part on the common noise) :
In this system, H(x, p, m) still denotes the Hamiltonian of the optimal control problem faced by the players. As λ increases, the players are more and more interested in the present over the future. The main idea of this section is that letting λ go to infinity, one expects that u goes to 0 and that (18) reduces to
In the first section we work in a particular case and show how we can establish such a convergence. In the second section, we indicate some extensions of this model without giving proofs. Because this remark on MFG is quite general, we prefer to explain the approach on a simple example rather than trying to obtain the most general results.
3.
1. An example of convergence results. We here give some assumptions we make on the Hamiltonian for this section :
• H is Lipschitz in x, t and p, uniformly in m.
• H : m → ((t, x, p) → H(t, x, p, m)) is continuous from C((0, T ), P) to the set of Lipschitz functions. The following result captures the idea that MFG models approach ABM.
Theorem 5. For any λ > 0, we denote by (u λ , m λ ) ∈ C 1,2,α × C((0, T ), P) a solution of (18) (with 0 < α < 1). This sequence is bounded and any limit point m * of the sequence (m λ ) λ>0 is a weak solution of :
Proof. From classical estimates on Hamilton-Jacobi-Bellman equations and on Fokker-Planck equations, we know that solutions of (18) exist for all λ > 0, as a consequence of Schauder's fixed point theorem. For any sequence (u λ , m λ ) λ of solutions of (18), (u λ ) λ>0 is bounded in L 2 (H 2 ). Indeed, if we multiply the equation satisfied by u λ by −∆u λ and we integrate, we obtain (20)
we then deduce
We obtain from the growth assumption on
λ is a bounded sequence of C((0, T ), P) where we have equipped P with the Monge-Kantorovich distance. Hence, by passing to the limit in the weak formulation of the equation satisfied by m λ , we deduce that any limit point of this sequence is a weak solution of the Fokker-Planck equation (19) .
We now show that an ABM can be approximated by a MFG system. The result we present here is that, if it is regular enough, there is always at least one solution of the agent based model which is the limit of a MFG. Indeed let us take an ABM defined by a smooth vector field B such that :
The corresponding so called agent-based model is then :
Let us take any δ > 0 and define by H the following hamiltonian :
Proposition 3. For any sequence of solutions (u λ , m λ ) λ of :
any accumulating point of the bounded sequence (m λ ) λ is a solution of the ABM (21).
Proof. In view of theorem 5, the sequence of solutions of the MFG system (22) is compact and its accumulating points are solutions of the agent-based model(21).
3.2.
More general models. In this section we give examples of how one can apply the previous remark to more general models. The first one is a MFG, where a part of the running cost has a proportion of the total cost, which varies with the parameter λ. The second one is a higher order approximation of the limit model. We conclude with cases in which a common noise can occur.
3.2.1. Relative running cost. We here present the limit as λ goes to infinity of the following MFG system :
where ψ is a smooth function of m. The interpretation of such a system, in particular of such an HJB equation, is that ψ(m) stands for a cost which has an increasing importance for the players as λ goes to infinity. This cost should be interpreted as a cost the players anticipate with the same weight, whatever the length of the game is. The ABM limit of (23) is the following :
Let us remark that from the results on uniqueness in MFG ( [24, 25] ), the usual conditions under which (23) has a unique solution, implies in particular that ψ is monotone in m and H is convex in p. On the other hand, the higher order term in the first line of (24) is (in the case of a local ψ to simplify notation):
xx m); where tr stands for the trace operator. Hence, if the Hamiltonian H is convex in p and ψ is monotone in m, we deduce that (24) is a non-linear parabolic equation. This remark makes an obvious link between the well-posedness of the two models and the monotonicity of ψ.
3.2.2.
Higher order approximation. We present here a higher order approximation of the Fokker-Planck equation in (18) in the limit λ goes to infinity. Let us observe that, at least formally, we have the following in (0, T ) × T d :
Thus if we neglect terms of order λ −2 , the resulting Fokker-Planck equation is :
As we did for the relative running cost, we show that under the usual condition of uniqueness for (18) , the equation (25) is parabolic. The higher order term in m in (25) is, when H is local in m :
where tr still stands for the trace operator and D z H for the derivative of H with respect to its third variable. We recall here the usual conditions under which (18) has a unique solution ( [25] ) : for any (
Thus, as in the previous case, the uniqueness of solutions of (18) implies the wellposedness of (25) . This strongly suggests that the previous assumption on the derivative of H is close from being necessary for the uniqueness in (18).
3.2.3.
The case of common noise : discrete state space. We now explain why, formally, the addition of a common noise should not alter the property that, in the limit λ goes to ∞, a MFG converges toward an ABM. We present first a discrete state space case (cf section 2), and next a continuous state space case with the notations of [10] .
For the discrete state space case, we work with a common noise described by an intensity of jump β > 0 and a linear map T . The map T is assumed to be linear for the sake of clarity of the derivation of the equation (28), but this result apply to more general maps T . We introduce the solution U of (26) ∂ t U(t, x) + (F (x, U) · ∇)U + λU + β(U − T * U(t, T x)) = G(x, U) in (0, t f ) × R d ;
We fix a probability space (Ω, A, P). We denote by (τ i ) i∈N a sequence of independent random variables of exponential law of parameter β. We define the sequence (t i ) i∈N by
We define for any t > 0, x 0 ∈ R d the couple (V s , Y s ) 0≤s≤t by the following : Thus formallyŨ = U. Hence, the process (Y s ) s≥0 should represent a realization of the evolution of a population of player facing the MFG modeled by (26) and starting from the configuration x 0 . Formally, in the limit λ goes to infinity, we obtain that that U goes to 0 uniformly in x, and thus the evolution of the process ; where the sequence (t i ) i∈N has the same law as in (27). Hence, the "model" (29) is the limit ABM one should obtain in the limit λ goes to infinity for (26).
3.2.4. The case of common noise : the infinite dimensional case. Assume now that the MFG is in infinite dimension and that the master equation is given by :
In this setting H is the hamiltonian of the optimal control problem faced by the players, F the running cost and G the terminal cost. We refer to [10] for a precise description of the MFG this master equation models and for definitions of the derivatives in the space of measures. We just recall here that β is positive parameter which describes the intensity of the common noise ; that F and G satisfies some strong regularity assumptions and that H is smooth, globally Lipschitz and coercive in its second argument. We denote by (Ω, A, P) a probability space. In the context modeled by (30), the forward-backward system (1) takes the form :
The process (W t ) 0≤t≤T is a standard d dimensional bronwnian motion under the probability space (Ω, A, P). The unknown are the three random functions (u t , m t , v t ) 0≤t≤T and (v t ) 0≤t≤T is a term which forces u t to be measurable with respect to the filtration generated by (W t ) 0≤t . Formally as λ goes to infinity, the solution U of (30) goes to 0 and thus (31) reduces to :
This nonlinear stochastic Fokker-Planck equation is the limit ABM.
