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STABILIZATION OF DISPERSION-GENERALIZED
BENJAMIN-ONO
CYNTHIA FLORES, SEUNGLY OH, DEREK L. SMITH
Abstract. In this article, we examine L2 well-posedness and stabilization
property of the dispersion-generalized Benjamin-Ono equation with periodic
boundary conditions. The main ingredient of our proof is a development of
dissipation-normalized Bourgain space, which gains smoothing properties si-
multaneously from dissipation and dispersion within the equation. We will
establish a bilinear estimate for the derivative nonlinearity using this space
and prove the linear observability inequality leading to small-data stabiliza-
tion.
1. Introduction
We study dispersion generalized Benjamin-Ono (DGBO) equations with periodic
boundary conditions given by
(1.1) ∂tu+D
α∂xu+ u∂xu = 0, t ∈ R, x ∈ T,
where α ∈ (1, 2) and T = [−π, π] is a torus. The endpoint α = 1 corresponds to the
periodic Benjamin-Ono equation, and α = 2 corresponds to the well-known periodic
Korteweg-de Vries equation. In this sense, (1.1) defines a continuum of equations
of dispersive strength intermediate to two celebrated models. The classical KdV
and BO equations arise as models in one-dimensional wave propagation; the former
modeling surface waves in a shallow, narrow canal and the second modeling the
propagation of internal waves in a stratified fluid of infinite depth.
One difficulty with DGBO models is the strength of the nonlinearity relative to
dispersion. This hinders bilinear Strichartz estimates, which are used to establish
local well-posedness via contraction. In case of α = 2 [2, 12] or α > 2 [16], dispersion
is sufficient to establish the bilinear Strichartz estimates, but the analogue fails
for any α < 2. In fact, for DGBO (1.1) on R, Molinet, Saut and Tzvetkov [23]
showed that the solution map fails to be C2, indicating that perturbative methods
of directly establishing local well-posedness via bilinear estimates would fail.
Extensive work has been completed on the DGBO on R. To work around the
problem of lack of bilinear estimates, energy methods or modifications of initial
function spaces have been used in the following. Ginibre and Velo [4] proved the
existence of global weak solutions. Colliander, Kenig and Steffilani [3] proved a
well-posedness statement using weighted spaces; and Herr [7] showed a local well-
posedness in a Sobolev space by imposing a low-frequency restriction and using the
contraction principle. Kenig, Ponce and Vega [11] used energy method to show that
(1.1) is locally well-posed on Hs(R) for s ≥ 34 (3− α). Guo [6] improved this range
to s > 2−α; and Herr, Ionescu, Kenig and Koch [8] improved this to s ≥ 0 using a
para-differential renormalization technique. This last result naturally extended to
the global well-posedness since L2 norm is conserved during DGBO evolution.
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The well-posedness theory on the periodic domain is not as complete. Molinet
and Vento [24] worked with equations where Dα∂x in (1.1) is replaced by a general
class of dispersive symbols. The authors proved that these class of equations are
locally well-posed in Hs for s ≥ 1− α2 both on the real line and the torus.
We are interested in stabilization of the periodic DGBO equations as well as well-
posedness properties. For the periodic KdV equation, stabilization was first proved
by Komornik, Russell and Zhang [13]. Russell, Zhang [25, 26]; Laurent, Rosier
and Zhang [15] extended this result and also proved controllability of the equation.
For the Benjamin-Ono equation, stabilization is more difficult due to a lack of the
bilinear Strichartz estimate. In [17], Linares and Rosier proved a local stabilization
in Hs(T) for s > 12 and semi-global stabilization in L
2(T) inserting dissipation into
the control term and utilizing propagation of regularity to obtain a smoothing effect
on the whole domain. In [14], Laurent, Linares and Rosier extended this result to
a global L2 stabilization without dissipation by using Tao’s gauge transform [29]
and bilinear estimates proved by Molinet and Pilod [19].
In this article, we investigate the stabilization of a locally-damped variant of
(1.1) given by
(1.2)
{
∂tv +D
α∂xv +GD
βGv = ∂x(v
2), x ∈ T, t > 0,
v|t=0 = v0 ∈ Hs(T)
where α ∈ (1, 2], β ∈ (2 − α, α). The definition
(1.3) (Gh)(x, t) := g(x)
(
h(x, t)−
∫
T
g(y)h(y, t)dy
)
ensures that the equation conserves volume. We consider the fixed function g ∈
C∞(T), which is nonnegative and satisfies 2π[g] =
∫
T
g(x)dx = 1, to be a localizing
function supported on an arbitrary interval on T. Note that ∂t
∫
T
v dx = 0 for any
smooth solution v of (1.2). Further, from the self-adjoint property of G, L2 norm
of any smooth solution is non-increasing due to the identy
∂t‖v‖
2
L2x(T)
= −
∫
T
∣∣∣D β2 Gv∣∣∣2 dx.
To place our work in context, we closely examine two previously mentioned
works on KdV [15] and Benjamin-Ono [17] equations. Although a better result
for Benjamin-Ono exists in [14], we do not relate our article to this result due
to the difficulty in applying gauge transformation in DGBO contexts. In both
articles, stabilization arguments heavily relied on the recovery of one-derivative in
the nonlinearity v2. For the Benjamin-Ono equation, this was achieved by adding
a dissipative derivative GDG within the localized damping term. This dissipative
derivative was used to recover one derivative in the nonlinearity. On the other
hand, a bilinear Strichartz estimate in Bourgain space [2] was sufficient to recover
one derivative for KdV.
For the intermediate range 1 < α < 2, it would be possible to obtain the local
results of [17] with the dissipative GDG control term by adapting the smoothing
property from [4] to the periodic setting. However, our approach applies to L2
solutions, as well as bridges the transition between the Benjamin-Ono and the
KdV results in the sense that the dissipative derivative is reduced to zero as α ↑ 2.
To this end, we develop a functional space with a Bourgain-type weight, yet with
a normalized dissipative derivative built in.
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Earlier, Molinet and Ribaud [20, 21, 22] developed a dissipative Bourgain norm
to handle multilinear estimates for semilinear equations with mixed dispersion and
dissipation. Here, the authors introduced complex factors to the Bourgain weight to
account for dissipative smoothing. Our approach to defining the dissipative Bour-
gain weight will go through a normalization, which appears to be very effective in
this case. Also, our setting is distinct from earlier cited references because the dis-
sipation in (1.2) is localized, making a Fourier-analytic approach more challenging.
We will prove the bilinear estimate in Section 5. In doing so, we will establish
the global well-posedness of (1.2) in L2 with mean-zero condition with intermediate
dissipation GDβG with β > 2− α.
Theorem 1. Let α ∈ (1, 2] and 2 − α < β < α. Then (1.2) is locally and globally
well-posed for initial data v0 ∈ L2 given
∫
T
v0 = 0. More specifically, given any
T > 0, there exists a unique solution v ∈ Z
1
2
+
T →֒ C
0
t ([0, T ];L
2(T)). Further, the
solution map v0 ∈ L2(T) 7→ v(t) ∈ C0t ([0, T ];L
2(T)) is uniformly continuous within
a bounded set in L2.
Remark: Above well-posedness result is established via a contraction in Zb,
which will be defined in Section 2. For this article, we restrict our attention to the
class of initial values satisfying the mean-zero property, but these statements can
be easily extended via the transformation: v(t, x) 7→ v(t, x− ct) for an appropriate
constant c.
Further, we have a small-data stabilization theorem in the following:
Theorem 2. Let α ∈ (1, 2] and 2 − α < β < α. Then there exists 0 < δ ≪ 1 and
λ > 0 such that, if v0 ∈ L2 with
∫
T
v0 = 0 and ‖v0‖L2 < δ, then the solution v of
(1.2) satisfies
‖v(t)‖L2x ≤ e
−λt‖v0‖L2x .
Remark: The proof of this theorem follows from stabilization of the associated
linear equation combined with the contraction principle. An application of Ingham’s
inequality yields a linear unique continuation property (Proposition 7), which yields
linear stabilization via an observability argument. The existence if an observability
inequality for the nonlinear equation would remove the small-data condition above.
Our discussion is organized as follows. In Section 2, we will define necessary
notations and the functional space to be used. In Section 3, we will prove key
estimates for the new functional space. Sections 4 and 5 focus on proving necessary
linear and bilinear estimates to control the right side of the equation. In Section 6,
we will prove Theorem 1. Section 7 will deal with linear stabilization by proving
the key observability inequality, and Section 8 will provide the proof of Theorem 2.
Lastly, Appendix A contains a brief discussion of Ap weight theories, which is used
in Section 3 within proofs.
2. Preliminaries
2.1. Notations. We adopt the standard notation in approximate inequalities as
follows: By A . B, we mean that there exists an absolute constant C > 0 with
A ≤ CB. A≪ B means that the implicit constant is taken to be a sufficiently large
positive number. For any number of quantities α1, . . . , αk, A .α1,...,αk B means
that the implicit constant depends only on α1, . . . , αk. Finally, by A ∼ B, we mean
A . B and B . A.
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We indicate by η a smooth time cut-off function which is supported on [−2, 2]
and equals 1 on [−1, 1]. Notations here will be relaxed, since the exact expression
of η will not influence the outcome.
For any normed space Y, we denote the quantity ‖ · ‖YT by the expression
‖u‖YT = inf{‖v‖Y : v(t) ≡ u(t), for t ∈ [0, T ]}.
Fourier coefficients, Fourier transforms and their inverses are denoted as follows:
F [f ]k = fk :=
∫
T
f(x)e−ikx dx, û(τ) =
∫
R
u(t)e−itτ dt.
Also, we define 〈k〉 := (1 + |k|2)
1
2 and denote L20(T) := {u ∈ L
2(T) :
∫
T
u = 0}.
2.2. Functional Space. In this section, we develop a new type of Fourier-restriction
space denoted Zb. This space is largely motivated by the class of functional space
developed by Bourgain [1, 2]. Conventionally, Bourgain space is used to gain
smoothing via dispersion. On the other hand, the space introduced in this sec-
tion contains a factor of normalized dissipation so that smoothing can be gained
from both dissipation and dispersion simultaneously. This is the main novelty of
our method.
Given a linear dispersive symbol Lk, define the norm
‖u‖Zb :=

∥∥∥∥∥∥〈k〉bβ
〈
τ − Lk
〈k〉β
〉b
ûk(τ)
∥∥∥∥∥∥
L2τ l
2
k(R×Z
∗)
if b ∈
(
− 12 ,
1
2
)
,
∥∥∥∥∥∥〈k〉sgn(b) β2
〈
τ − Lk
〈k〉β
〉b
ûk(τ)
∥∥∥∥∥∥
L2τ l
2
k(R×Z
∗)
otherwise.
where Z∗ = Z \ {0}. In context of DGBO, the symbol Lk is k|k|α.
By construction, the dual of this space is given as (Zb)∗ = Z−b if Lk is odd in
k. Otherwise, (Zb)∗ = Z−b.
2.3. Equation set-up. We begin our set-up by examining the localized damping
GDβG. Simple computations show
GDβGv = g
(
DβGv −
∫
T
g(y)DβGv(y) dy
)
=
(
g Dβ(g v)−
∫
g Dβ(g v)
)
+R[v]
where R is a bounded operator in L2(T). Now, we examine the main dissipative
term g Dβ[g v]. For k 6= 0,
F [g(x)Dβ [g(x)v(x)]]k =
∑
m,n
|m|β gk−m gm−n vn
=
∑
m
|m|β gk−mgm−k vk +
∑
m
∑
n6=k
|m|β gk−m gm−n vn
=: ckvk +N1[v]k.
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From the expression above, the main dissipation occurs when n = k, i.e. the
diagonal frequency. All off-diagonal frequencies (n 6= k) will be treated as a per-
turbation and estimated on the RHS of the equation. In that spirit, we will denote
the second term on the RHS above by N1.
In the following, we derive a very useful property of ck.
Claim 1. For k 6= 0, ck ∼g,β 〈k〉
β
.
Proof. We will use the fact that g0 =
∫
T
g 6= 0 and also that g is a real-valued
non-constant function.
Note gk−m = gm−k since g is real-valued. Thus ck =
∑
m |m|
β |gm−k|2. First,
by picking m = k, we can show the lower bound ck ≥ |k|
β|g0|
2 which is non-zero
because g0 = [g] 6= 0.
To prove the upper bound,
ck ≤
∑
m
(|m− k|β + |k|β)|gm−k|
2 ∼ ‖g‖2Hβ + |k|
β‖g‖2L2 .
This proves the claim. 
To summarize, we can write
GDβGv = D˜βv +N1[v] +R[v]
where D˜β is defined via the multiplication of Fourier coefficients by ck. In light of
Claim 1, this approximately acts as a derivative of order β.
Thus, we can re-write (1.2) as
∂tv +D
α∂xv + D˜βv = −N1[v]− ∂x(v
2)−R[v].
Taking Fourier-coefficients of the equation above, we can reformulate (1.2) using
the variation of parameters,
vk(t) =e
−(ik|k|α+ck)t(v0)k
−
∫ t
0
e−(ik|k|
α+ck)(t−s)
(
N1[v]k(s) + (∂x(v
2))k(s) +R[v]k(s)
)
ds.
To prevent a backward parabolic propagation, we place absolute values around
time variables associated with the dissipative coefficients ck.
vk(t) =e
−ik|k|αt−ck|t|(v0)k(2.1)
−
∫ t
0
e−ik|k|
α(t−s)−ck|t−s|
(
N1[v]k(s) + (∂x(v
2))k(s) +R[v]k(s)
)
ds.
3. Bourgain space estimates
In this section, we establish key linear estimates for Zb.
Proposition 1. We have following continuous embedding properties:
Zb →֒ Zb
′
for ∀b ≥ b′,(3.1)
Zb →֒ C0(R;L20(T)) ∩ L
2(R;H
β
2
0 (T)) if b >
1
2
.(3.2)
Remark: Using definition, (3.2) can be rephased as ZbT →֒ C
0([0, T ];L20(T)) ∩
L2([0, T ];H
β
2
0 (T)) for any b >
1
2 .
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Proof. First, (3.1) follows from definition of the norm.
Consider, (3.2). The first embedding Zb →֒ L2tH
β
2
x directly follows from defini-
tion. To see Zb →֒ C0t L
2
x for b >
1
2 , note
‖v‖C0tL2x ≤ ‖v̂k‖l2kL1τ
≤ sup
k
∥∥∥∥∥∥〈k〉− β2
〈
τ − Lk
〈k〉β
〉−b∥∥∥∥∥∥
L2τ
∥∥∥∥∥∥〈k〉 β2
〈
τ − Lk
〈k〉β
〉b
v̂k
∥∥∥∥∥∥
L2τ l
2
k
.
The second expression on RHS is ‖v‖Zb . So it suffices so show that the first
norm is finite. We have
(3.3)
∥∥∥∥∥∥〈k〉− β2
〈
τ − Lk
〈k〉β
〉−b∥∥∥∥∥∥
2
L2τ
= 〈k〉−β
∫
R
〈
τ − Lk
〈k〉β
〉−2b
dτ =
∫
R
〈τ〉−2b dτ,
which is finite if b > 12 . This completes the proof. 
The next lemma asserts that the free solution is bounded in Zb. To alleviate
notations, introduce the semigroup S(t) defined for any f ∈ L2 via
F [S(t)f ]k = e
−iLkt−ck|t|fk.
Proposition 2. For b < 32 ,
‖S(t)f‖Zb .b ‖f‖L2x .
Remark: In purely dispersive settings, a smooth time-cutoff function η(t) must be
multiplied to the LHS above in order to establish the inequality (c.f. [30, Lemma
2.8]). However, the built-in dissipation in the free-solution in this case makes it
square integrable as long as b is not too large. This upper restriction in b can be
removed by imposing a smooth time-cutoff function.
Proof. It suffices to prove this statement for b ∈ (12 ,
3
2 ) by the embedding (3.1).
Denote ϕk to be the time Fourier transform of e
−ck|t|:
(3.4) ϕk(τ) = 2
∫ ∞
0
e−ckt cos(τt) dt = Re
[
1
ck + iτ
]
=
ck
c2k + τ
2
=
1
ck
1
1 +
(
τ
ck
)2 .
Using Claim 1,
Ft[e
−iLkt−ck|t|](τ) = ϕk(τ − Lk) =
1
ck
〈
τ − Lk
ck
〉−2
∼ 〈k〉−β
〈
τ − Lk
〈k〉β
〉−2
.
Then for b > 12 , we can write
‖S(t)f‖Zb ∼
∥∥∥∥∥∥〈k〉−β2
〈
τ − Lk
〈k〉β
〉b−2
fk
∥∥∥∥∥∥
L2τ l
2
k
= sup
k
∥∥∥∥∥∥〈k〉−β2
〈
τ − Lk
〈k〉β
〉b−2∥∥∥∥∥∥
L2τ
‖fk‖l2k
.
The second term is ‖f‖L2x . The computation (3.3), where −b is replaced with
b − 2, shows that the first term on the RHS above is finite if and only if 2b − 4 <
−1 ⇐⇒ b < 32 . This proves the claim. 
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The next proposition shows that the Zb space defined here inherits a special
property for dispersive Bourgain spaces which is used to derive a contraction factor
of T ε. It is not immediately obvious that this property should carry through in case
of the newly defined space Zb. Thus, we will carefully prove these results here. In
the process, we will need a few items from theories of Ap weights which are listed
in Appedix A.
Proposition 3. Let η ∈ St. Then for any b ∈ R,
(3.5) ‖η(t)u‖Zb .η,b ‖u‖Zb .
Also, for same η, given T > 0 and − 12 < b
′ ≤ b < 12 , we have
(3.6) ‖η(t/T )u‖Zb′ .η,b,b′ T
b−b′‖u‖Zb .
Proof. First, consider (3.5).
‖η(t)u‖Zb =
∥∥∥∥∥∥〈k〉sgn(b)βmin( 12 ,|b|)
〈
τ − Lk
〈k〉β
〉b ∫
R
η̂(τ − σ)ûk(σ) dσ
∥∥∥∥∥∥
L2τ l
2
k
.
Using the algebraic identity 〈α+ β〉b . 〈α〉|b| 〈β〉b, we have〈
τ − Lk
〈k〉β
〉b
.
〈
τ − σ
〈k〉β
〉|b|〈
σ − Lk
〈k〉β
〉b
.c 〈τ − σ〉
|b|
〈
σ − Lk
〈k〉β
〉b
.
Now ‖η(t)u‖Zb is bounded by∥∥∥∥∥∥
∫
R
〈τ − σ〉|b| |η̂| (τ − σ)
〈k〉sgn(b)βmin( 12 ,|b|)〈σ − Lk
〈k〉β
〉b
|ûk| (σ)
 dσ
∥∥∥∥∥∥
L2τ l
2
k
.
Using Young’s inequality, above is bounded
∥∥∥〈·〉|b| η̂∥∥∥
L1τ
‖u‖Zb . This proves (3.5).
Next, consider (3.6). Say that 0 ≤ b′ ≤ b < 12 , then the negative range will follow
from duality. This can be seen as follows. Say that − 12 < b
′ < b < 0, then
‖ϕ(t/T )u‖Zb′ = sup
‖v‖
Z−b
′=1
∣∣∣∣∫
R
ϕ(t/T )uv dt dx
∣∣∣∣
. sup
‖v‖
Z−b
′=1
‖u‖Zb‖ϕ(t/T )v‖Z−b
.b,b′,ϕ sup
‖v‖
Z−b
′=1
‖u‖ZbT
−b′+b‖v‖Z−b′ = T
b−b′‖u‖Zb .
Also, if − 12 < b
′ < 0 < b < 12 , use ϕ(t/T ) = ϕ(t/T )ϕ(t/2T ) to write
‖ϕ(t/T )u‖Zb′ = ‖ϕ(t/T )ϕ(t/2T )u‖Z0,b′ . T
−b′‖ϕ(t/2T )u‖Z0 . T
b−b′‖u‖Zb .
By above arguments, it suffices to assume 0 ≤ b′ ≤ b < 12 . Given b <
1
2 , we will
show (3.6) by interpolating the following two inequalities:
‖η(t/T )v‖Zb . ‖v‖Zb ,(3.7)
‖η(t/T )v‖Z0 . T
b‖v‖Zb .(3.8)
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First, (3.7) is proved using Ap weights from Appendix A. By definition of the
maximal function defined in Appendix A, note∥∥∥∥∥∥〈k〉βb
〈
τ − Lk
〈k〉β
〉b
(T η̂(T ·) ∗ ûk) (τ)
∥∥∥∥∥∥
l2kL
2
τ
≤
∥∥∥∥∥∥〈k〉βb
〈
τ − Lk
〈k〉β
〉b
(Mûk) (τ)
∥∥∥∥∥∥
l2kL
2
τ
.
Writing out this expression, note that we need to bound M in L2(W ) where W =
W (τ) =
〈
τ − Lk
〈k〉β
〉2b
. By Lemma 6,we have
〈τ − Lk
〈k〉β
〉2b
A2
=
[
〈τ〉2b
]
A2
,
where Claim 8 gives that this expression is finite when b ∈ (− 12 ,
1
2 ). Finally,
Lemma 8 gives∥∥∥∥∥∥〈k〉βb
〈
τ − Lk
〈k〉β
〉b
(Mûk) (τ)
∥∥∥∥∥∥
l2kL
2
τ
.
∥∥∥∥∥∥〈k〉βb
〈
τ − Lk
〈k〉β
〉b
|ûk| (τ)
∥∥∥∥∥∥
l2kL
2
τ
,
which leads to (3.7).
To prove (3.8), we follow as decomposition of Fourier support similar to the proof
given in [30, Lemma 2.11]. Let v = v1 + v2 so that the Fourier transform of v1
is supported in the region 〈k〉β
〈
τ − Lk
〈k〉β
〉
≥
1
T
. Then the estimate (3.8) for v1
directly follows. To obtain (3.8) for v2, note∥∥η(t/T )v2∥∥
Z0
= ‖η(t/T )‖L2t
∥∥v2∥∥
L∞t L
2
x
. T
1
2
∥∥∥v̂2k(τ)∥∥∥
l2kl
1
τ
.
We now estimate
∥∥∥v̂2k(τ)∥∥∥
l2kl
1
τ
. Denote A to be the support of v̂2, we have
∥∥∥v̂2∥∥∥
l2kL
1
τ
. sup
k
∫
A
〈k〉−β
〈
τ − Lk
〈k〉β
〉−2b
dτ
 12 ‖v̂‖Zb .
Note 〈k〉β
〈
τ − Lk
〈k〉β
〉
≥ |τ − Lk|, so we have
A =
{
τ : 〈k〉β
〈
τ − Lk
〈k〉β
〉
≤
1
T
}
⊂
{
τ : |τ − Lk| ≤
1
T
}
.
Thus,∫
A
〈k〉−β
〈
τ − Lk
〈k〉β
〉−2b
dτ ≤
∫
τ :|τ−Lk|<
1
T
1
|τ − Lk|2b
dτ = 2
(
1
T
)1−2b
= 2T 2b−1
as long as 1 − 2b > 0 ⇐⇒ b < 12 . Plugging this into the previous computations,
we have ∥∥η(t/T )v2∥∥
Z0
. T
1
2
+ 1
2
(2b−1)‖v‖Zb ,
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which leads to (3.8). This completes the proof. 
The next proposition is the main tool used to establish smoothing of the nonlinear
term. Here, we can see an effect of dissipative smoothing that takes place in Zb,
which is unique to our case.
Proposition 4. Let f be smooth and rapidly decaying. For any b ∈
(
1
2 ,
3
2
)
,∥∥∥∥∫ t
0
S(t− s)f(s) ds
∥∥∥∥
Zb
.
∥∥∥D−β(b− 12 )f∥∥∥
Zb−1
.
Remark: If we consider b ≈ 12 , then the norm on the RHS above is approximately
‖f‖
Z−
1
2
. By definition of this norm, it carries ‖f‖
Z−
1
2
. ‖f‖
L2tH
−
β
2
x
. Thus, this
proposition shows a smoothing of order β/2. We remark that this is analogous to
the 12 derivative gain [17, Proposition 2.16] achieved for the proof of stabilization of
Benjamin-Ono equation using the operator GD1G. However, the method used in
[17] cannot take advantage of dispersive estimates which we will establish for our
case. Thus, we are able to use a smaller dissipation β < 1 and still acquire enough
smoothing to overcome the full nonlinear derivative ∂x(v
2) in (1.2).
Proof. First, note the identity χ(0,t)(s) =
1
2 (sgn(s) + sgn(t − s)) for any t > 0 and
s ∈ R. Then, we can write the integral on the LHS of the statement as
(3.9)
∫
R
e−i(t−s)Lk−ck|t−s|sgn(s)fk(s) ds+
∫
R
sgn(t− s)e−i(t−s)Lk−ck|t−s|fk(s) ds
where we have omitted the factor of 12 . Note that both integrals are convolutions.
We establish the following claim.
Claim 2. The following hold,
ϕk(τ) := Ft[e
−ck|t|](τ) =
1
ck
〈
τ
ck
〉−2
∼ 〈k〉−β
〈
τ
〈k〉β
〉−2
,(3.10)
ϕak(τ) := Ft[sgn[t]e
−ck|t|](τ) =
1
ck
τ
ck
〈
τ
ck
〉−2
. 〈k〉−β
〈
τ
〈k〉β
〉−1
.(3.11)
Proof. First, recall that (3.10) was computed (3.4). To compute (3.11), note
ϕak(τ) = 2
∫ ∞
0
e−ckt sin(τt) dt = Im
[
1
ck − iτ
]
=
τ
c2k + τ
2
=
1
ck
τ
ck
1 +
(
τ
ck
)2 .
Using Claim 1, this leads to (3.11). 
Using the same notations as in Claim 2, the Fourier transform in time of (3.9)
can be written as
−iϕk(τ − Lk)Ĥτfk(τ) + ϕ
a
k(τ − Lk)f̂k(τ),
whereHτ is the Hilbert transform in τ . Using Claim 2, the Zb norm of the Duhamel
term is bounded by
(3.12)
∥∥∥∥∥∥〈k〉−β2
〈
τ − Lk
〈k〉β
〉b−1
Ĥτfk
∥∥∥∥∥∥
L2τ l
2
k
+
∥∥∥∥∥∥〈k〉− β2
〈
τ − Lk
〈k〉β
〉b−1
f̂k
∥∥∥∥∥∥
L2τ l
2
k
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where we have given up one power of
〈
τ−Lk
〈k〉β
〉
in the first norm. The second term
in (3.12) is more than sufficiently bounded, so we need to prove the bound for the
first term. Here again, we use properties of Ap weights.
We need to show that Hτ is bounded in L2(W ) where W =
〈
τ − Lk
〈k〉β
〉2b−2
. As
before, we use properties given in Lemma 6 and Claim 8 to conclude that W ∈ A2
if 2b− 2 ∈ (−1, 1) ⇐⇒ b ∈ (12 ,
3
2 ). Finally, we use Lemma 7 to conclude that Hτ
is bounded in L2(W ) uniformly in k.
Then (3.12) .
∥∥∥∥∥∥〈k〉− β2
〈
τ − Lk
〈k〉β
〉b−1
f̂k
∥∥∥∥∥∥
L2τ,k
. Noting −β2 = β(b− 1)− β(b−
1
2 ),
we obtain the claim. 
4. Estimate of linear terms
In this section, we establish that N1 and R from (2.1) are bounded. Estimating
R is very simple, but N1 will be dealt with more carefully. We begin with estimate
of N1.
Lemma 1. Let α > β be fixed. Given 0 < T ≪ 1 and b ∈
(
1
2 ,
α
α+β
)
, there exists
ε > 0 such that ∥∥∥D−β(b− 12 )N1[v]∥∥∥
Zb−1T
.ε,b T
ε‖v‖ZbT
.
Proof. Let u ∈ Zb such that u(t) ≡ v(t) on [0, T ], and ‖u‖Zb ≤ 2‖v‖ZbT
. Then the
LHS of the desired estimate is bounded by
∥∥∥D−β(b− 12 )η(t/T )N1[u]∥∥∥
Zb−1
.
Denote ε > 0 to be a constant to be chosen later. Note that b − 1 ∈ (− 12 ,
1
2 ).
Then, by Proposition 3,∥∥∥D−β(b− 12 )η(t/T )N1[u]∥∥∥
Zb−1
.η,b,ε T
ε
∥∥∥D−β(b− 12 )N1[u]∥∥∥
Zb−1+ε
.
The norm on the RHS above can be written as
(4.1)
∥∥∥∥∥∥|k|−β2
〈
τ − Lk
〈k〉β
〉b−1+ε∑
m
∑
n6=k
|m|βgk−mgm−nûn(τ)
∥∥∥∥∥∥
L2τ l
2
k
.
Denote fn(τ) := 〈n〉
β
2
〈
τ − Ln
〈n〉β
〉b
|ûn| (τ). Then
(4.1) .
∥∥∥∥∥∥
∑
m,n6=k
|gk−m| |gm−n| [Mn,m,k(τ)] fn(τ)
∥∥∥∥∥∥
L2τ l
2
k
where
M =Mn,m,k(τ) := |m|
β |k|−
β
2 〈n〉−
β
2
+ε
〈
τ − Lk
〈k〉β
〉b−1+ε〈
τ − Ln
〈n〉β
〉−b
.
We focus on this term M. Our goal here is to deal with the β derivative in
m frequency, and also to assure that it is summable in m,n.
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First, note that if k 6∼ m, then we can use the decay in |gk−m| to produce weights
|k −m|−N . max(|k|, |m|)−N . Same goes for the case when n 6∼ m since we have
|gm−n|. Thus, we only need to deal with the case when k ∼ m ∼ n. In this case,
(4.2) |m|β |k|−
β
2 〈n〉−
β
2
+ε ∼ 〈k〉ε ,
so we must recover ε derivatives from the remaining terms.
Claim 3. Let α > 0. For all n 6= k,
max
(〈
τ − k|k|α
〈k〉β
〉
,
〈
τ − n|n|α
〈n〉β
〉)
& max(〈n〉 , 〈k〉)α−β .
Proof. Without loss of generality, assume |n| ≥ |k|,(
τ − k|k|α
〈k〉β
)
−
(
τ − n|n|α
〈n〉β
)
= (τ − k|k|α)
(
1
〈k〉β
−
1
〈n〉β
)
+
n|n|α − k|k|α
〈n〉β
Since 〈k〉−β ≥ 〈n〉−β, the first term is at most size of 2
〈
τ − k|k|α
〈k〉β
〉
.
Next, consider the second term above. This expression is apparently larger when
n and k have different signs. Also, if |n| ≫ |k|, this expression has order 〈n〉α+1−β ,
which is more than sufficient for our desired estimate. So it suffices to bound this
expression from below when n ∼ k. Thus,∣∣∣∣∣n|n|α − k|k|α〈n〉β
∣∣∣∣∣ = |n|α+1 − |k|α+1〈n〉β = (α+ 1)|k
∗|α |n− k|
〈n〉β
,
where k∗ ∈ (k, n). Since |n−k| ≥ 1 and n ∼ k, the RHS above has the size 〈n〉α−β.
This gives our claim. 
Using Claim 3, we have
(4.3)
〈
τ − Lk
〈k〉β
〉b−1+ε〈
τ − Ln
〈n〉β
〉−b
. 〈k〉(α−β)(b−1+ε) .
Collecting estimates (4.2) and (4.3), we have
M . 〈k〉ε+(α−β)(b−1+ε)
when k ∼ m ∼ n. To make this exponent non-positive, we need
0 < ε <
(α− β)(1 − b)
α− β + 1
.
Now, with this condition satisfied, we apply Young’s inequality to bound (4.1)
by∥∥∥∥∥∥
∑
m
∑
n6=k
|gNk−m||g
N
m−n|M fn(τ)
∥∥∥∥∥∥
L2τ l
2
k
≤ ‖gk‖
2
l1k
‖f‖L2τ,k
.g ‖u‖Zb ≤ 2‖v‖ZbT
where gNk := 〈k〉
−N
gk for some N ≫ 1. 
The next lemma deals with the bounded operator R.
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Lemma 2. Let b ∈ (12 , 1). Then, for some 0 < ε≪ 1,∥∥∥D−β(b− 12 )R[v]∥∥∥
Zb−1T
.ε T
3
2
−b−ε‖v‖ZbT
.
Proof. Let u ∈ Zb such that u(t) ≡ v(t) on [0, T ], and ‖u‖Zb ≤ 2‖v‖ZbT
. Then LHS
of the desired estimate is bounded by ‖η(t/T )R[u]‖Zb−1 . Then using Propostion 3,
(3.1) and the fact that R is bounded in L2x,∥∥∥∥η( tT
)
R[u]
∥∥∥∥
Zb−1
. T 1−b
∥∥∥∥η( t2T
)
R[u]
∥∥∥∥
L2tL
2
x
. T 1−b
∥∥∥∥η( t2T
)
u
∥∥∥∥
L2tL
2
x
.ε T
1−b+ 1
2
−ε‖u‖
Z
1
2
−ε . T
3
2
−b−ε‖u‖Zb .
Recalling ‖u‖Zb ≤ 2‖v‖ZbT
, we complete the proof. 
5. Bilinear estimate
In this section, we perform the bilinear estimate necessary for our argument.
This is the key estimate that orchestrates the whole proof. In Proposition 4, we
saw a dissipative smoothing effect of order β/2. In the following lemma, we observe
a dispersive gain which compensates for the remaining nonlinear derivative ∂x(v
2).
Lemma 3. Let α > 1 and 2−α < β ≤ 1. Given 0 < T ≪ 1 and s ≥ 0, there exists
ε > 0 and b > 12 such that∥∥∥D−β(b− 12 )∂x(uv)∥∥∥
Zb−1T
.ε,b T
ε‖u‖ZbT
‖v‖ZbT
.
Remark: From [12, Lemma 6.1], it was widely known that such dispersive bilinear
estimate for KdV (i.e. α = 2) cannot be established for b > 12 . On the other
hand, by adding a slight localized dissipation (β > 0), this bilinear estimate can be
established even for the periodic KdV.
Proof. Denote ε > 0 be a small number to be chosen later. Note that, b− 1 > − 12 ,
so using (3.1) and (3.6), we write∥∥∥D−β(b− 12 )∂x(uv)∥∥∥
Zb−1T
.b T
ε
∥∥∥D−β(b− 12 )∂x(uv)∥∥∥
Zb−1+ε
.
Now we estimate the norm on the RHS above. Note the dual of (Zb−1+ε)∗ =
Z1−b−ε. Using duality, the norm on the LHS can be written as
sup
‖w‖
Z1−b−ε
=1
∣∣∣∣∫
R
∫
T
u(t, x)v(t, x)D−β(b−
1
2
)∂xw(t, x) dx dt
∣∣∣∣ .
Using Plancherel and neglecting the complex conjugate on w (due to the fact
Zb = Zb in our case), we can write the integral as
(5.1)
∑
k1+k2+k3=0
∫
τ1+τ2+τ3=0
ûk1(τ1) v̂k2 (τ2) k3|k3|
−β(b− 1
2
)ŵk3 (τ3) dσ,
where dσ is the inherited measure on the plane τ1 + τ2 + τ3 = 0.
For simplification, we introduce a few notations developed by Tao [28]:
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For j = 1, 2, 3, denote Nj and Lj to be dyadic indices such that |kj | ∼ Nj
and
〈
τj − Lkj
〈kj〉
β
〉
∼ Lj . Denote Nmax := max{N1, N2, N3}, and analogously for
notations Nmed, Nmin, Lmax, Lmed, Lmin.
Following are key algebraic lemmas, which will be used to prove our desired
estimate.
Claim 4. Let k1 + k2 + k3 = 0 and k1k2k3 6= 0. Then, for α ≥ 1,∣∣∣∣∣∣
3∑
j=1
kj |kj |
α
∣∣∣∣∣∣ & NαmaxNmin.
Remark: Similar arithmetic estimates are shown in [16, 24].
Proof. Without loss of generality, assume |k1| ≥ |k2| ≥ |k3|. Note that the restric-
tion k1 + k2 + k3 = 0 forces the identity that both k2 and k3 share a sign that is
opposite to k1. Further, this leads to the identity: |k1| − |k2| = |k3|. We will use
this in our computation in the following.
We can split into two cases. First is when |k1| ∼ |k2| ≫ |k3|, and the second is
when |k1| ∼ |k2| ∼ |k3|.
In the first case, the third term k3|k3|α can be ignored. Then, since k1 and k2
have opposite signs,
3∑
j=1
kj |kj |
α ∼ |k1|
α+1 − |k2|
α+1 = (|k1| − |k2|)(α + 1)|k
∗|α
for some k∗ ∈ (|k2|, |k1|) ∼ Nmax. Finally, note that |k1| − |k2| = |k3| ∼ Nmin. This
proves the claim for the case N1 ∼ N2 ≫ N3.
Next, consider the second case. By writing k2 = −(k1 + k3), we can write
3∑
j=1
kj |kj |
α = k1(|k1|
α − |k2|
α)− k3(|k2|
α − |k3|
α).
Since k1 and k3 have opposite signs and both parenthesized terms are positive, it
suffices to take the first term to estimate the sum. Again, using MVT,
3∑
j=1
kj |kj |
α ∼ k1(|k1|
α − |k2|
α) = k1(|k1| − |k2|)α|k
∗|α−1
for some k∗ ∈ (|k2|, |k1|) ∼ Nmax. Again, using |k1| − |k2| = |k3|, we conclude the
proof. 
The following claim will give us the dispersive gain via our new Bourgain space.
Claim 5. Let τ1 + τ2 + τ3 = 0, k1 + k2 + k3 = 0, and k1k2k3 6= 0. Then
Lmax & N
α−β
max Nmin.
Further, consider the special case when Lmax occurs at the same index as Nmin:
Let j0 ∈ {1, 2, 3} satisfy Nj0 = Nmin. If Lj0 = Lmax, then Lmax & N
α
maxN
1−β
min .
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Proof. Again, we assume without loss of generality that |k1| ≥ |k2| ≥ |k3|. Then
note
τ1 + k1|k1|α
〈k1〉
β
+
τ2 + k2|k2|α
〈k1〉
β
+
τ3 + kj |k3|α
〈k1〉
β
=
∑3
j=1 kj |kj |
α
〈k1〉
β
.
Since N1 ∼ N2, three terms on the LHS above are respectively of order L1, L2,
L3N
β
minN
−β
max. By Claim 4, the RHS is of order N
α−β
max Nmin. So it must be the case
that
max
(
L1, L2, L3N
β
3 N
−β
1
)
& Nα−βmax Nmin.
Noting Nβ3 N
−β
1 ≤ 1, we obtain Lmax & N
α−β
max Nmin. Also, the special case in the
claim directly follows from the expression above. This proves our claim. 
We return our attention now to the estimate of (5.1). First, we will localize
spatial and modulational frequencies by Nj and Lj using partition of unity and
write
(5.2)
∑
Nj ,Lj≥1
∫
Γ
ûk1(τ1)v̂k2(τ2)k3|k3|
−β(b− 1
2
)ŵk3 (τ3) dσ,
where Γ := {(τ1, τ2, τ3; k1, k2, k3) : τ1 + τ2 + τ3 = 0, k1 + k2 + k3 = 0}. Now, note
that the integrand can be written as
N
1− β
2
+εβ
3
N
β
2
1 N
β
2
2 L
b
1L
b
2 L
1−b−ε
3
(
N
β
2
1 L
b
1ûk1(τ1)
)(
N
β
2
2 L
b
2v̂k2(τ2)
) (
N1−b−ε3 L
1−b−ε
3 ŵk3(τ3)
)
.
Denote the parenthesized functions above repectively by fk1(τ1), gk2(τ2), hk3(τ3).
To estimate this expression, we need the following main claim:
Claim 6. Let α + β > 2. Then there exists ε > 0 and b > 12 and j1 ∈ {1, 2, 3}
satisfying
N
1−β
2
+εβ
3
N
β
2
1 N
β
2
2 L
b
1 L
b
2L
1−b−ε
3
. L−εmaxN
− 1
2
−ε
min N
− β
2
j1
L−bj1 .
Proof. First, note that max(N1, N2) ∼ Nmax. So
N
1− β
2
+εβ
3
N
β
2
1 N
β
2
2 L
b
1L
b
2 L
1−b−ε
3
.
N1−β+εβmax
N
β
2
minL
1−b−ε
max LbmedL
b
min
.
First, we will show the estimate using Lmax & N
α−β
max Nmin from Claim 5. This
will cover all cases except the special case mentioned in Claim 5 Consider
(5.3)
N1−β+εβmax
N
β
2
minL
1−b−ε
max LbmedL
b
min
.
N
1−β+εβ−(α−β)(1−b−2ε)
max
N
β
2
+(1−b−2ε)
min L
ε
maxL
b
medL
b
min
.
First, we need to ensure that the exponent of Nmax is negative. For this, it is
sufficient to establish is (1−β) < (1−b)(α−β) =⇒
α− 1
α− β
> b. In order to ensure
that this is compatible with b > 12 , we need
α− 1
α− β
>
1
2
⇐⇒ α+ β > 2 assuming α > β.
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Next, we need to make the exponent ofNmin in the denominator to equal
β
2+
1
2+ε.
For this, we need a contribution of N
−(b− 1
2
+3ε)
min , which will come from the left-over
gain of Nmax. To ensure that this is possible, we need to establish
(1 − β)− (α− β)(1 − b) +
(
b−
1
2
)
< 0 =⇒
α− 12
α− β + 1
> b.
But again, simple calculations show that
α+ β > 2 ⇐⇒
α− 12
α− β + 1
>
1
2
.
To conclude the numerology, given α > β satisfying α+ β > 2, we can choose b to
satisfy
1
2
< b < min
(
α− 1
α− β
,
α− 12
α− β + 1
)
and we can choose ε > 0 so that
N
1−β+εβ−(α−β)(1−b−2ε)
max
N
β
2
+(1−b−2ε)
min L
ε
maxL
b
medL
b
min
.
1
N
β
2
+( 12+ε)
min L
ε
maxL
b
medL
b
min
.
Note that this gives the desired statement except when we are in the special
case mentioned in Claim 5. Now, consider the special case when Nj0 = Nmin and
Lmax = Lj0 . In that case, the estimate for (5.3) is slightly modified as follows.
Since Lmax & N
α
maxNmin, instead of (5.3), we get
N1−β+εβmax
N
β
2
minL
1−b−ε
max LbmedL
b
min
.
N
1−β+εβ−α(1−b−2ε)
max
N
β
2
+(1−β)(1−b−2ε)
min L
ε
maxL
b
medL
b
min
.
Let j1 ∈ {1, 2, 3} \ {j0}. Since Lj1 6= Lmax, either Lj1 = Lmed or Lmin. We
borrow β/2 power of Nmax to write
N
1−β+εβ−α(1−b−2ε)
max
N
β
2
+(1−β)(1−b−2ε)
min L
ε
maxL
b
medL
b
min
≤
N
1− β
2
+εβ−α(1−b−2ε)
max
N
β
2
+(1−β)(1−b−2ε)
min L
ε
maxN
β
2
j1
Lbj1
.
We proceed as before: First, to ensure that the exponent of Nmax is negative,
1−
β
2
− α(1 − b) < 0 ⇐⇒ 1−
1− β/2
α
> b.
This is compatible with b > 12 if and only if α+ β > 2.
Next, to ensure that we can borrow enough remaining derivative from Nmax to
contribute to Nmin, we need
1−
β
2
− α(1− b)−
β
2
− (1 − β)(1 − b) < −
1
2
⇐⇒ 1−
3
2 − β
α− β + 1
> b
which is compatible with b > 12 if and only of α+ β > 2.
Thus, to conclude the special case, given α > β with α + β > 2, we can choose
b satisfying
1
2
< b < min
(
1−
1− β/2
α
, 1−
3
2 − β
α− β + 1
)
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and we can choose ε > 0 so that
N
1−β
2
+εβ−α(1−b−2ε)
max
N
β
2
+(1−β)(1−b−2ε)
min L
ε
maxN
β
2
j1
Lbj1
.
1
LεmaxN
1
2
+ε
min N
β
2
j1
Lbj1
.
This proves the claim. 
Now we return to the proof of the Lemma 3. It follows from Claim 6 that
(5.2) .
∑
Nj ,Lj≥1
L−εmaxN
− 1
2
−ε
min N
−β
2
j1
L−bj1
∫
Γ
fk1(τ1)gk2(τ2)hk3(τ3) dσ,
where j1 ∈ {1, 2, 3}. To close this estimate, we will need a following, very rough,
multilinear L2 convolution-type estimates:
Claim 7. The following holds
N
− 1
2
−ε
min N
− β
2
j1
L−bj1
∫
Γ
fk1(τ1)gk2(τ2)hk3(τ3) dσ . ‖f‖L2τ,k
‖g‖L2τ,k
‖h‖L2τ,k
.
Proof. Without loss of generality, assume that N1 = Nmin and j1 = 2. The case
j0 = j1 will be simpler, so we omit this case. The LHS of the claim is bounded by∫
Γ
(
〈k1〉
− 1
2
−ε fk1(τ1)
)〈k2〉− β2 〈τ2 − Lk2
〈k2〉
β
〉−b
gk2
 (τ2)hk3(τ3) dσ.
We estimate the above integral via Cauchy-Schwarz and Young’s inequality in
l1kL
2
τ × l
2
kL
1
τ × L
2
τ,k,
(5.4)
∥∥∥〈k〉− 12−ε fk(τ)∥∥∥
l1kL
2
τ
∥∥∥∥∥∥〈k〉−β2
〈
τ − Lk
〈k〉β
〉−b
gk(τ)
∥∥∥∥∥∥
l2kL
1
τ
‖h‖L2τ l2k
.
The first term in (5.4) is bounded by Cauchy-Schwarz in k:∥∥∥〈k〉− 12−ε fk(τ)∥∥∥
l1
k
L2τ
=
∥∥∥〈k〉− 12−ε ‖fk(τ)‖L2τ∥∥∥l1
k
≤
∥∥∥〈k〉− 12−ε∥∥∥
l2
k
‖fk(τ)‖L2τ l2k
which is bounded as long as ε > 0. The second term in (5.4) is bounded by Cauchy-
Swartz in τ :∥∥∥∥∥∥〈k〉−β2
〈
τ − Lk
〈k〉β
〉−b
gk(τ)
∥∥∥∥∥∥
l2kL
1
τ
≤ sup
k
∥∥∥∥∥∥〈k〉− β2
〈
τ − Lk
〈k〉β
〉−b∥∥∥∥∥∥
L2τ
‖g‖L2τ l2k
.
The first term on the RHS above is bounded by (3.3) if and only if b > 12 . This
concludes the proof. 
Using this claim, we have
(5.2) .
∑
Nj,Lj≥1
L−εmax‖f‖L2‖g‖L2‖h‖L2 .
Recalling the definition of f, g, h
‖f‖L2‖g‖L2‖h‖L2 ∼ ‖u‖Zb‖v‖Zb‖w‖Z1−b−ε .
Finally, since we are summing over dyadic indices and Lmax dominates all other
dyadic index, the factor of L−εmax makes the summations converge.
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This proves the desired bilinear estimate.

6. Proof of Theorem 1
In this section, we will prove Theorem 1 using contraction in Zb. We construct
a contraction argument in ZbT for some b >
1
2 which satisfies Lemma 1 and 3.
Let 0 < T ≪ 1 be a constant to be determined later. We want to prove that, for
T > 0 sufficiently small, the operator defined on the RHS of (2.1) is a contraction
in a ball in ZbT centered at the free solution S(t)v0. Define
Γ1(v) :=
∫ t
0
S(t− s)N1[v](s) ds,
Γ2(v) :=
∫ t
0
S(t− s)R[v](s)ds,
Γ3(u, v) :=
∫ t
0
S(t− s)∂x(u v) ds.
Our claim is that, given v0 ∈ L20, we can find T > 0 sufficiently small such that
Γ(v) := S(t)v0 +Γ1(v) + Γ2(v) + Γ3(v, v) is a contraction in Z
b
T norm for all v in a
ball of radius R (to be determined) centered at the free solution. We need to prove
two statements: given BR := {u : ‖u− S(t)v0‖ZbT
≤ R},
‖Γ(v)− S(t)v0‖ZbT
≤ R for ∀v ∈ BR,(6.1)
‖Γ(u)− Γ(v)‖ZbT
≤ (1 − δ)‖u− v‖ZbT
for ∀u, v ∈ BR and some δ > 0.(6.2)
We select R ≪ ‖S(t)v0‖ZbT
.b ‖v0‖L2x so that ‖v‖ZbT
∼ ‖S(t)v0‖ZbT
for any
v ∈ BR. By Proposition 2, if v ∈ BR, then
‖v‖ZbT
∼ ‖S(t)v0‖ZbT
.b ‖v0‖L2x .
To show (6.1), we use Proposition 4 and Lemma 1, 2 and 3 to write
‖Γ1(v)‖ZbT
+ ‖Γ2(v)‖ZbT
+ ‖Γ3(v, v)‖ZbT
.ε,b T
ε
(
‖v‖ZbT
+ ‖v‖2ZbT
)
.b T
ε
(
‖v0‖L2x + ‖v0‖
2
L2x
)
.
So, we will have (6.1) as long as T satisfies
T ε <
R
‖v0‖L2x + ‖v0‖
2
L2x
≪
1
1 + ‖v0‖L2x
.
Next, we prove (6.2). Let u, v ∈ BR ⊂ ZbT be arbitrary functions. By triangular
inequality, suffices to show that ‖Γj(u)− Γj(v)‖ZbT
≤ 14‖u− v‖ZbT
for j = 1, 2 and
‖Γ3(u, u)− Γ3(v, v)‖ZbT
≤ 14‖u− v‖ZbT
.
Using Proposition 4, Lemma 1, 2 and linearity of Γ1, we can induce for j = 1, 2,
‖Γj(u)− Γj(v)‖ZbT
.b,ε T
ε‖u− v‖ZbT
18 CYNTHIA FLORES, SEUNGLY OH, DEREK L. SMITH
For Γ3, we use Proposition 4 and Lemma 3. Adding and subtracting by Γ3(u, v)
and using bilinearity of Γ3,
‖Γ3(u, u)− Γ3(v, v)‖ZbT
= ‖Γ3(u + v, u− v)‖ZbT
.b,ε T
ε‖u+ v‖ZbT
‖u− v‖ZbT
≤ T ε
(
‖u‖ZbT
+ ‖v‖ZbT
)
‖u− v‖ZbT
.b T
ε‖v0‖L2x‖u− v‖ZbT
.
Thus, (6.2) can be satisfied as long as
T ε ≪
1
1 + ‖v0‖Hsx
.
This shows that Γ : BR → BR is a contraction map for T sufficiently small
with respect to the initial data, which proves the local well-posedness statement of
Theorem 1. Further, using the energy estimate ‖v(t)‖L2x ≤ ‖v0‖L2x for any solution
v of (1.2), we can patch the uniform-size local time intervals to prove global well-
posedness.
To show uniform continuity, let u0 and v0 be mean-zero initial data for (1.2) and
u, v be the respective solutions. Then by (3.2),
‖u− v‖C0THsx
. ‖u− v‖ZbT
≤ ‖S(t)u0 − S(t)v0‖ZbT
+ ‖Γ(u)− Γ(v)‖ZbT
.
Then by (6.2) and Proposition 2, we obtain
‖u− v‖ZbT
.b ‖S(t)u0 − S(t)v0‖ZbT
. ‖u0 − v0‖L2x
This proves the uniform continuity.
7. Linear stabilization
In this section we establish the linear stabilization which is needed to prove
Theorem 2. Consider the equation
(7.1) ∂tv +D
α∂xv +GD
βGv = 0, x ∈ T, t ≥ 0,
with α > 0 and β ≥ 0. Note that since the operator GDβG is positive definite
in L2(T), the operator A = −(Dα∂x + GDG) is a dissipative perturbation of a
dispersive operator. Therefore, A generates a C0 semigroup on L2(T) for any
α, β ≥ 0. We denote the semigroup generated by A to be
W (t) := e−(D
α∂x+GD
βG)t.
Remark: If we want this semigroup to act in Hs(T) for s 6= 0, then we would
need an additional restriction β ≤ 1. See for instance [17, Claim 1]. Since we only
work in L2(T) where GDβG is positive-definite, we do not impose this additional
restriction.
We state the main result of this section:
Proposition 5. Let α > 1 and β ≥ 0. Then there exists λ > 0 and C > 0 such
that for any v0 ∈ L20(T), the associated solution W (t)v0 to (7.1) satisfies
(7.2) ‖W (t)v0‖L2x(T) ≤ Ce
−λt‖v0‖L2x(T) t ≥ 0.
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Note that scaling (7.1) by the solution v results in
(7.3) ∂t
∫
T
|v|2(t)dx = −
∫
T
∣∣∣D β2 Gv(t)∣∣∣2 dx.
To prove Proposition 5, it would suffice to have the observability inequality:
(7.4) ‖v0‖
2
L2(T) .
∫
T
∣∣∣D β2 Gv(t)∣∣∣2 dx.
Proof of this observability relies on a unique continuation property which will
be given in Proposition 7. First, we introduce a classical tool that will be used
to prove the unique continuation result. The following is known as a generalized
Ingham’s lemma.
Proposition 6. [10, 18] Let {λk}k∈Z be a sequence of real numbers. If there exists
γ > 0, γ∞ > 0 and a positive integer N such that
λn+1 − λn ≥ γ > 0 for any n ∈ Z, and
λn+1 − λn ≥ γ∞ > 0 whenever |n| > N ,
then the sequence {eiλkt} is a Riesz-Fischer sequence in L2[0, T ] for any T > piγ∞ .
More specifically, there exists a sequence of functions {qj}j∈Z ∈ L2[0, T ] such that
qj is orthogonal to e
iλkt if and only if j 6= k.
The following unique continuation principle leads to the linear stabilization re-
sults for (7.1).
Proposition 7. Let α > 0. If, for some T > 0 and a < b, v ∈ C0t L
2
x satisfy
∂tv +D
α∂xv = 0, v = 0 a.e. in [0, T ]× [a, b].
Then v ≡ 0 a.e. on [0, T ]× T.
Remark: Above Proposition also works when α = 0 using the same technique,
but with an additional restriction that T must be sufficiently large. This is natural
considering that α = 0 gives finite speed of propagation where α > 0 corresponds
to infinite speed of propagation.
Proof. Let v(0, x) =: f(x) ∈ L2x(T). Then we can write
v(t, x) =
∑
k∈Z
eitk|k|
α+ikxfk where fk =
1
2π
∫
T
f(x)e−ikx dx.
Note that the sequence {λk} = {k|k|α} satisfies the conditions of Proposition 6
with γ∞ sufficiently large as long as α > 0. This means that we can use this
statement with T > 0 as small as desired. Using Ingham’s Lemma, select a sequence
{qj}j∈Z which is biorthogonal to {eitj|j|
α
}j∈Z. Then, for each j ∈ Z,
〈v(·, x), qj〉L2T
=
∫ t
0
∑
k∈Z
eitk|k|
α+ikxfk qj(t) dt = e
ijxfj .
But notice that for almost every x ∈ [a, b], the LHS of above is equal to zero. That
implies that for at least one x0 ∈ [a, b] (which may depend on j), eijx0fj = 0. This
implies fj = 0 for each j ∈ Z. This implies v ≡ 0 for a.e. (t, x) ∈ [0, T ]× [a, b].

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Given this unique continuation property, observability (7.4) can be proved via
compactness arguments similar to [17]. Proof in this case is a little different because
we do not have the smoothing statement as given in [17, Proposition 2.16], but we
can overcome this via the smoothing given by the following lemma.
Lemma 4. For any f ∈ L20 and T > 0,
‖W (t)f‖ZbT
.b,T ‖f‖L2(T)
Proof. As in the nonlinear equation, we can see that W (t)f satisfies
W (t)f = S(t)f −
∫ t
0
S(t− s) (N1[W (·)f ](s) +R[W (·)f ](s)) ds.
Using Lemma 1, Lemma 2 and Proposition 2 for some 0 < T0 ≪ 1,
‖W (t)f‖ZbT0
.T0 ‖S(t)f‖ZbT0
≤b ‖f‖L2(T).
Note that this time T0 does not depend on size of the initial data but is an absolute
constant. Iterating the time T0 gives the claim for an arbitrary T > 0. 
In the following, we prove the linear observability.
Proof of observability (7.4). We prove observability via contradiction. Assume to
the contrary that there exists a sequence of non-zero functions {vn0 }n∈Z+ ⊂ L
2
0(T)
and corresponding solutions {vn} of (7.1) such that, after rescaling,
(7.5) 1 = ‖vn0 ‖
2 > n
∫ T
0
‖Dβ/2(Gvn)‖2 dτ,
with vn = W (t)vn0 denoting solutions to (7.1) corresponding to initial data v
n
0 . The
smoothing effect of Zb and Lemma 4 will demonstrate that the limit of the vn exists
and satisfies the hypothesis of Proposition 7.
Setting γ∗ = β/2− (1 + α), observe
‖Dα∂xv
n‖L2(0,T ;Hγ∗ (T)) ≤ ‖v
n‖L2(0,T ;Hβ/2(T)).
By (3.2) and Lemma 4
‖vn‖L2(0,T ;Hβ/2(T)) = ‖W (t)v
n
0 ‖L2(0,T ;Hβ/2(T)) . ‖W (t)v
n
0 ‖ZbT
.b,T ‖v
n
0 ‖L2x = 1.
So these are uniformly bounded. Using commutator estimate, Sobolev embedding
and the fact that G is bounded on Hs0 (T),
‖Dγ
∗
GDβGvn‖ ≤ ‖GDγ
∗+βGvn‖+ ‖[Dγ
∗
, G]DβGvn‖
. (‖Gvn‖γ∗+β + ‖Gv
n‖γ∗+β−1)
. ‖Gvn‖β/2.
Combining this with the energy identity (7.3) applied to vn, we find
‖GDβGvn‖2L2(0,T ;Hγ∗ (T)) .
∫ T
0
‖Dβ/2(Gvn)‖2 dt . ‖vn0 ‖
2,
which is uniformly bounded. Using the equation implies
‖∂tv
n‖L2(0,T ;Hγ∗ (T)) ≤ ‖D
α∂xv
n +GDβGvn‖L2(0,T ;Hγ∗ (T)) ≤ C
for some C indepdent of n. Additionally, recall from above that the sequence
{vn}n∈Z+ is uniformly bounded in L
2(0, T ;Hβ/2(T)). Applying the Banach-Alaoglu
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theorem and the Aubin-Lions lemma, we extract a subsequence with the following
properties:
vn → v in L2(0, T ;Hγ(T)) ∀γ < β/2
vn → v in L2(0, T ;Hβ/2(T)) weak
vn → v in L∞(0, T ;L2(T)) weak∗
for some v ∈ L2(0, T ;Hγ0 (T)) ∩ L
∞(0, T ;L2(T)). Taking γ = 0 implies
(vn)2 → v2 in L1(T× (0, T )).
Next, we verify that {vn0 }n∈Z is Cauchy in L
2
0(T) as a consequence of the choice
γ = 0 above. Scaling the equation (7.1) by (T − t)v yields
T
2
‖v0‖
2 +
1
2
∫ T
0
‖v(t)‖2 dt+
∫ T
0
(T − t)‖Dβ/2(Gv)‖2 dt = 0.
Applying this to the difference of two solutions produces
‖vn0 − v
m
0 ‖ ≤
1
T
∫ T
0
‖vn − vm‖2 dt+ 2
∫ T
0
‖Dβ/2G(vn − vm)‖2 dt
≤
1
T
∫ T
0
‖vn − vm‖2 dt+ 4
(
1
n
+
1
m
)
after using (7.5). Thus vn0 converges strongly to some v0 in L
2
0(T) and it follows
that the solution of (7.1) associated to v0 agrees with the limit v of the sequence
{vn}n∈Z. Thus v ∈ C([0, T ];L20(T)) and v0 = v(0).
Letting n→∞ in (7.5) we find that∫ T
0
‖Dβ/2(Gv)‖2 dt = 0.
Hence Gv = 0 a.e. T× (0, T ) and using (1.3) we may write
v(x, t) =
∫
T
g(y)v(y, t) dy := c(t) for all (x, t) ∈ ω × (0, T ),
where ω = {x ∈ T : g(x) > 0} and c ∈ L∞(0, T ). Thus ∂xv satisfies the hypothesis
of Proposition 7 implying that ∂xv ≡ v ≡ 0 (since v has mean value zero). This
leads to a contradiction with the fact that ‖v(0)‖ = ‖vn0 ‖ = 1. 
8. Proof of Theorem 2
Using semigroup W (t), the solution v ∈ C0t L
2
x of (1.2) satisfies
(8.1) v(t) =W (t)v0 +
∫ t
0
W (t− s)∂x(v
2)(s) ds.
Given a bilinear estimate in Lemma 3 and semigroup estimate for W (t) in
Lemma 4, we can extend the bilinear estimate to the semigroup. Together with
linear stabilization given in Proposition 5, this leads directly to the proof of The-
orem 2. In the following lemma, we prove the following extension of the bilinear
estimate, following the proof scheme given in [15, Lemma 4.4].
Lemma 5. Let b > 12 and v ∈ Z
b be the solution of (1.2). Given any T > 0,∥∥∥∥∫ t
0
W (t− s)∂x(v
2)(s) ds
∥∥∥∥
ZbT
.T ‖v‖
2
ZbT
.
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Proof. Here, we justify the second inequality more carefully. Combining (2.1) with
(8.1), we can write
v(t) = S(t)v0 +
∫ t
0
S(t− s)N1[W (t)v0](s) ds
+
∫ t
0
S(t− s)N1
[∫ s
0
W (s− s′)∂x(v
2)(s′) ds′
]
(s) ds+
∫ t
0
S(t− s)∂x(v
2)(s) ds.
Here, we have intentionally omitted the third term involving R to simplify the
resulting expression, but it will be evident from the argument that R does not
impose any additional difficulty. Replacing v(t) on the LHS above by (8.1),∫ t
0
W (t− s)∂x(v
2)(s) ds = S(t)v0 −W (t)v0 +
∫ t
0
S(t− s)N1[W (t)v0](s) ds
+
∫ t
0
S(t− s)N1
[∫ s
0
W (s− s′)∂x(v
2)(s′) ds′
]
(s) ds+
∫ t
0
S(t− s)∂x(v
2)(s) ds.
Noting W (t)v0 = S(t)v0 +
∫ t
0
S(t− s)N1[W (t)v0](s) ds, above simplifies to∫ t
0
W (t− s)∂x(v
2)(s) ds
=
∫ t
0
S(t− s)N1
[∫ s
0
W (s− s′)∂x(v
2)(s′) ds′
]
(s) ds+
∫ t
0
S(t− s)∂x(v
2)(s) ds.
Taking ZbT0 norm of both sides for some 0 < T0 ≪ 1 and using Lemma 1 and
Lemma 3, we obtain∥∥∥∥∫ t
0
W (t− s)∂x(v
2)(s) ds
∥∥∥∥
ZbT0
.T0
∥∥∥∥∫ t
0
S(t− s)∂x(v
2)(s) ds
∥∥∥∥
ZbT0
.b ‖v‖
2
ZbT0
.
Since T0 is again an absolute constant as in the proof of Lemma 4, we can iterate
this to any arbitrary T > 0 to obtain the desired statement. 
We have acquired all tools needed to prove Theorem 2, so we conclude with the
following proof of local nonlinear stabilization of (1.2).
Proof of Theorem 2. Using Proposition 5, we can fix a T ≫ 1 and 0 < λ′ ≪ λ such
that
‖W (T )v0‖L2x(T) ≤
1
2
e−λ
′T ‖v0‖L2x(T) for any v0 ∈ L
2
0(T).
Standard contraction arguments give a contraction map of (8.1) on a sufficiently
small closed ball BM in Z
b
T centered around the linear solution W (t)v0. Further-
more, as long as M ≪ ‖W (t)v0‖ZbT
, we can have that ‖v‖ZbT
∼ ‖W (t)v0‖ZbT
.T
‖v0‖L2x . Then, using (8.1), we obtain
‖v(T )‖L2x ≤ ‖W (T )v0‖L2x + Cb,T
∥∥∥∥∥
∫ T
0
W (T − s)∂x(v
2)(s) ds
∥∥∥∥∥
ZbT
≤
1
2
e−λ
′T ‖v0‖L2x + Cb,T ‖v‖
2
ZbT
≤
1
2
e−λ
′T ‖v0‖L2x + Cb,T ‖v0‖
2
L2x
.
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Thus, if we choose δ > 0 such that Cb,T δ <
1
2e
−λ′T , we have
‖v(T )‖L2x ≤ e
−λ′T ‖v0‖L2x
for v0 ∈ L20 satisfying ‖v0‖L2x < δ. This proves Theorem 2. 
Appendix A. Theory of Ap weights
We will briefly introduce Ap weights, which will be used to simplify the proofs of
Propositions 3 and 4. Our aim is to show that
〈
τ−Lk
〈k〉β
〉α
∈ A2 for a certain range
of α and then incur widely-known properties A2 weights to aid with technical
estimates. In particular, we will use that, if W is an A2 weight, then Maximal
functions and Hilbert transform are bounded in L2(W ).
We begin with a few basic definitions. Given a positive weight, we introduce the
weighted norm Lp(W ) as follows:
‖v‖Lpτ(W ) :=
(∫
R
|v|p(τ)W (τ) dτ
) 1
p
.
A non-negative function W = W (τ) belongs to Ap class if and only if
(A.1) sup
I
(
1
|I|
∫
I
W (τ) dτ
)(
1
|I|
∫
I
W−
1
p−1 (τ) dτ
)p−1
<∞
where I is an arbitrary connected interval on R. For W ∈ A2, the LHS of (A.1)
is denoted [W ]Ap . We are only interested in the case p = 2. The following lemma
gives convenient properties of this quantity:
Lemma 6. [5, Proposition 9.1.5]
[W (λ ·)]Ap = [W (·)]Ap for λ > 0, [W (· − z)]Ap = [W (·)]Ap for z ∈ R.
In addition, for p = 2, [W−1]A2 = [W ]A2 .
In view of above, note that
[〈
τ−Lk
〈k〉β
〉2(b−1)]
A2
= [〈τ〉2(b−1)]A2 .
Following are two of the celebrated results in the theory of Ap weights.
Lemma 7. [9] Let p ∈ (1,∞) and W be non-negative. Then
H : Lp(W )→ Lp(W ) ⇐⇒ W ∈ Ap,
where H denotes the Hilbert transform.
Lemma 8. [27, Theorem V.3.1] Let p ∈ (1,∞) and W ∈ Ap. Then∫
R
|Mf |p (τ)W (τ) dτ .[W ]Ap
∫
R
|f |p (τ)W (τ) dτ
where (Mf)(x) := supT>0 Tη(T ·) ∗ |f |.
Now it remains to show the following claim:
Claim 8. 〈τ〉α ∈ A2 if α ∈ (−1, 1).
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Proof. Due to Lemma 6, it suffices to show the claim for α ∈ [0, 1). More specifi-
cally, we must show(
1
|I|
∫
I
W (τ) dτ
)(
1
|I|
∫
I
W (τ)−1 dτ
)
=
1
|I|2
∫
I×I
〈τ〉−α 〈σ〉α dτ dσ < C
where C is independent of the choice of interval I. Given an interval I, denote
M = sup{|x| : x ∈ I}.
First, note that the inequality is harmless when |I| ≤ 1. So we can assume that
|I| ∼ 〈|I|〉 for harmful cases. We split into two cases.
Case 1: {−M2 ,
M
2 } 6∈ I. Note that in this case m := inf{|x| : x ∈ I} ≥
M
2 .
Then, for any τ, σ ∈ I, 〈τ〉−α 〈σ〉α . 1. Then
1
|I|2
∫
I×I
〈τ〉−α 〈σ〉α dτ dσ .
1
|I|2
∫
I×I
1 dτ dσ ≤ 1
as long as α ≥ 0.
Case 2: {−M2 ,
M
2 } ∈ I. In this case, note that
M
2 ≤ |I| ≤ 2M , so |I| ∼M . We
can write
1
|I|2
∫
I×I
〈τ〉−α 〈σ〉α dτ dσ .
1
|I|2
∫
I×I
〈τ〉−α 〈M〉α dτ dσ =
Mα
|I|
∫
I
〈τ〉−α dτ.
It remains to estimate the integral above. Note that, I ⊆ [−M,M ]. So∫
I
〈τ〉−α dτ ≤ 2
∫ M
0
τ−α dτ =
2
−α+ 1
M−α+1 ∼ |I|−α+1
as long as −α > −1 =⇒ α < 1. Combined with above computations and that
|I| ∼M , this proves the claim. 
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