Abstract An investigation is made of the Lg waves from 15 nuclear tests at the Nevada Test Site (NTS) and 25 shallow western United States earthquakes to obtain a scheme for discriminating between possible source mechanisms. The data were recorded at four broadband stations, operated by Lawrence Livermore National Laboratory (LLNL), which encircle the NTS. The Lg wave spectra are modeled through a genetic algorithm search to find optimal values for (1) the seismic moment (M o ), (2) the corner frequency of the amplitude spectrum (f c ), (3) 
Introduction
There is current interest in being able to identify smallyield nuclear tests. This creates a significant seismological challenge because of the large number of small earthquakes that occur daily. A large amount of broadband and shortperiod array digital seismic data, collected by the International Monitoring System (IMS) of the Comprehensive Nuclear Test Ban Treaty (CTBT), needs to be examined in near real-time. Fortunately, the source spectra of explosions and earthquakes have enough differences that they may make such distinctions possible. This article quantifies the differences manifested in one particular phase, the Lg wave, with the aim of establishing a fast and accurate seismic source discriminant.
The differences between the earthquake and explosion Lg waveforms are largely due to the differences in the characteristics of their source-time function and spatial source dimensions (Woods and Helmberger, 1997) . Explosions are *Present address: Department of Geosciences, University of Arizona, Tuscon, Arizona. compact impulsive sources, and compared to earthquakes with a similar release of low-frequency energy, generate greater amounts of high-frequency energy (Walter et al., 1995) . In addition, while Lg energy is primarily from direct shear waves, the Lg energy from explosions is formed by P-SV mode conversions and scattering. Therefore, for a given source moment and focal depth, it is anticipated that earthquakes will generate larger Lg amplitudes than explosions (Sereno et al., 1988) . One way that this is evident is in the relationship between the seismic moment, M o , and the body wave magnitude, m b . Because the m b magnitude is obtained from short-period waves, it differs less between earthquakes and explosions than the moment does. The Lg waves provide a convenient means of obtaining the moment, and combined with an m b value obtained from first arrivals, they can provide a source discriminant.
Because the estimates of both M o and f c are affected by the regional path attenuation, Q Lg , it is necessary to account for the attenuation in analyses of Lg spectra. We demonstrate a method of simultaneously extracting estimates of M o , f c , Q o (Q Lg obtained at a frequency of 1 Hz) and g (the frequency dependence of Q Lg ). These values are found through a standard parameterization of the Lg spectra and a genetic algorithm optimization to obtain the parameters. Little a priori information such as regional velocity and Q structures is needed, allowing for near real-time applications. The Lg wave is the most prominent phase in shortperiod and broadband regional seismograms. As has long been observed, the phase is robust and stable in its transmission through continental crust (Press and Ewing, 1952; Ewing et al., 1957) . Lg can be thought of both as a superposition of multiply reflected shear waves entirely confined within the crust (Bouchon, 1982; Kennett, 1986) , or as a summation of higher-mode surface waves that travel with an average group velocity of 3.5 km/sec (Knopoff et al., 1973; Herrmann and Kijko, 1983; Wang and Herrmann, 1988; Zhang and Lay, 1995) . The stability of the Lg wave amplitudes makes them a good measure of both the magnitude of the seismic source and the anelastic crustal structure along the wave path (Street et al., 1975; Dwyer et al., 1983; Shin and Herrmann, 1987) . Fortunately, the source size and path attenuation can be simultaneously extracted from the Lg amplitudes (Nuttli, 1973 (Nuttli, , 1986 Sereno et al., 1988; Xie, 1993) . Many aspects of the Lg wave have been studied, including its generation, the formation of its coda of scattered energy, its propagation, and its use as a regional discriminant of seismic source types (Aki, 1969 (Aki, , 1980 Herrmann, 1980; Bouchon, 1982; Singh and Herrmann, 1983; Raoof and Nuttli, 1985; Kennett, 1986; Campillo, 1987; Campillo, 1990; Bennett and Murphy, 1986; Taylor et al., 1988; Jin and Aki, 1988; Nuttli, 1988; Xie and Nuttli, 1988; Xie and Mitchell, 1990a, b; Ou and Herrmann, 1990; Mitchell, 1995; Zhang and Lay, 1995; Walter et al., 1995; Patton and Taylor, 1995) .
For this study we examine 15 nuclear explosions from the Nevada Test Site (NTS) and 25 western United States (WUS) earthquakes, all recorded at four stations operated by the Lawrence Livermore National Laboratory (LLNL) ( Table  1) . We model the events to find the best-fitting values of M o and f c , and then examine the relationships between M o , f c , and the body-wave magnitude (m b ) for use as a seismic source discriminant.
Spectral Representation of Lg Waves
Following the parameterization of Street et al. (1975) , we define the Lg amplitude spectrum for the ith seismogram as
where f is frequency, D i is the distance (in km) to the station, S(f ) is the source function, G (D i ) is the geometrical spreading term, s i is the travel time, and Q i (f ) is the Lg path attenuation.
The geometrical spreading term,
, where D o is an arbitrary reference distance that is chosen here to be 100 km (Street et al., 1975) . This makes . The attenuation
pressed as a function of frequency by
where Q o is the attenuation at 1 Hz, and g expresses the frequency dependence. While Q is often assumed to be essentially constant at longer periods, this is not the case at the high frequencies that comprise Lg, and g is therefore a nonzero positive number. Both Q o and g are free parameters in our inversion. The source function, S(f ), contains the other two free parameters, M o and f c . We used the Sereno et al. (1988) formulation of a Mueller and Murphy (1971) explosive source model to define the explosive source term as
where B estimates the overshoot effect and is formulated by Mueller and Murphy (1971) as ␣ 2 /4b 2 , where ␣ and b are the average compressional and shear wave velocities, and q is the average rock density in the source region. The earthquake source term, appropriate for a double couple, is also from Meuller and Murphy (1971) via Sereno et al. (1988) , but with the overshoot, B, set equal to zero. This is given as
At low frequencies both sources approach S(f ) ‫ס‬ M o / (4pqb 3 ) but they behave differently when frequencies approach and exceed the corner frequency, f c . Since the corner frequency is related to the rupture duration (Savage, 1972) , we expect lower values of f c for larger events, which tend to have longer source durations. For both the explosion and earthquake sources, the amplitudes fall off as f ‫2מ‬ at frequencies higher than the single corner frequency. The theoretical Lg spectral model, as represented by equations (1)-(4), has the advantage of being a function of a limited number of parameters (M o , f c , Q o , g), which can be simultaneously solved for by a genetic algorithm.
For our inversion, we use q ‫ס‬ 2.7 gm/cm 3 , and b ‫ס‬ 3.5 km/sec. The overshoot value is set at 0.75, which is the same value used by Xie (1993) . As in Xie (1993) , we also assume that site effects are minimal on Lg, and that the Lg wave radiation patterns vary only modestly with azimuthal variation (Alexander, 1985) .
Inversion of Lg Spectra
Since our goal is to provide a general, near real-time estimate of source properties based on the spectra of Lg waves, we wish to rely upon as little a priori information as possible. By using a global search method, in this case, a genetic algorithm (GA), we can easily include the attenuation structure as an unknown, avoiding the need of a preexisting regional Q model. Use of a genetic algorithm also avoids the requirement of linearizing an inherently nonlinear problem. The forward calculation of Lg spectra depends upon a small number of parameters and is computationally fast, so the inverse problem is well-suited for a global search method.
Genetic algorithms search a bounded model space using operators based upon evolutionary principles, gradually improving an initially random population of candidate models (Goldberg, 1989; Stoffa and Sen, 1991) . Versions of this GA have been previously used in applications of waveform modeling for focal mechanism determination (Koper et al., 1999) , surface wave inversion for lithospheric structure (Aleqabi et al., 1997) , and determining a radial core structure using PKP arrival times (Wysession and Koper, 1996) . Further details of this GA can be found in Koper (1998) . The improvement of the models is quantified by evaluating an objective function, which assigns a scalar value (r), generally referred to as the cost, to each vector of model parameters. The models consist of the values of M o and f c for each source, as well as Q o and g for each source-receiver path. As a result, the number of parameters varies within 4-10, based upon the number of stations reporting data for a given event (1-4). The bounds for these parameters are listed in Table 2 . The cost of the models is expressed as the sum of the differences between the observed and computed amplitude spectra
where N is the number of station used (1, 2, 3, or 4) , is obs A i the observed data spectrum, is the computed synthetic comp A i spectrum, f min and f max are the range of frequencies, and D is the epicentral distance.
For each earthquake and explosion we use a population of 100 models, expressed as the linear concatenation of the binary representations of the model parameters. The models are initially chosen at random from within the parameter ranges shown in Table 2 , but are allowed to evolve during the optimization. Limiting the possible bounds on the parameters is a process similar to the application of damping in a least-squares inversion: it prevents noise in the data from being mapped into unrealistic individual parameter values. These bounds need to be chosen with care, as with the application of damping within inversions. For instance, the upper limit of 350 for possible Q o values is in keeping with previous Lg studies of Basin and Range attenuation, which show values of 300 or less (Singh and Herrmann, 1983; Peseckis and Pomeroy, 1984; Chavez and Priestlay, 1986; Nuttli, 1986; Rogers et al., 1987; and Baqer and Mitchell, 1998; Xie and Mitchell, 1990b) .
Models are first ranked according to their cost. A process of selection occurs by assigning a fitness value to each model, based upon the cost, that determines the likelihood of the model's survival. A Roulette wheel selection is used, where the models' fitnesses are used to assign them pieces of a unit interval: the best model (lowest cost) receives the largest slot, and the worst model receives the smallest slot. A new set of 100 models is chosen at random from the existing models, using the roulette wheel assignments. In general, multiple copies of the best models survive, but none for the worst models. The best model is always kept, to ensure that an exceptional model is not lost by chance.
The surviving models are then paired off in order of their original costs and reproduce to create the next generation of models. Reproduction occurs by swapping the back halves of the binary strings representing the two models of a pair. The probability of this cross-over occurring is set at 0.9. When crossover occurs, there is a chance that the offspring will be subject to mutation. This is achieved by randomly flipping bits of the model strings with a probability of 0.025. Once a new generation is attained, the process begins again, starting with a ranking of the new models according to their costs. The process is repeated for 100 iterations (generations), although the population of models usually converges to optimal values much sooner. Because GAs are stochastic processes that operate on a finite set of models, the results of a particular search depend upon the specific initial population of models, though usually to a very small degree if the GA parameters are well chosen. In testing the GA process, the full inversion was run in its entirety multiple times using different random number seeds, in order to assess the stability of our solutions. In all cases, the final solutions for the multiple runs were nearly identical, signifying that we were very close to the actual global minimum in cost reduction.
Data
The locations of the four LLNL stations used to record our seismograms are given in Table 1 . They surround the NTS explosions at distances of 199-412 km, and were 190-1006 km away from the 25 WUS earthquakes analyzed (Fig.  1 ). The LLNL instruments have a velocity response that is flat in the range of 0.07-5.0 Hz (Taylor, 1993) , which contains the frequencies we use here. The 15 explosions had magnitudes of 4.4 Յ m b Յ 5.7, and the 25 earthquakes had 4.8 Յ m b Յ 6.0 (Table 3 ). The depths of the earthquakes ranged from 0 to 21 km.
The Lg waves were taken from the digital vertical components and were isolated in a manner similar to Chael (1987) and Atkinson and Mereu (1992) to obtain stable estimates of the Lg spectra. Future availability of three-component data would allow this kind of analysis to incorporate the horizontal components, which may be more appropriate for the Lg phase. A time window was selected that corresponds to Lg arrivals with group velocities between roughly 2.9 and 3.7 km/sec (the exact upper and lower bounds depended upon the quality of the seismic record). As a result, the window length increased with the earthquake-station distance to account for the dispersion of Lg. The length of the window ranged from 45.3 sec long (for an epicentral distance of 1011.7 km), to 12.7 sec long (for an epicentral distance of 195.7 km). This window was then divided into many smaller segments, each having a 50% overlap with adjacent segments and 5% cosine tapers at the ends. The segment lengths, from 4 to 10 sec, varied with event size, epicentral distance, and sampling rate.
The spectrum of each segment d i (f ) was computed separately, and the multiple spectra were then summed according to Atkinson and Mereu (1992) , represented by
where A(f ) is the summed spectrum, T the duration of the total Lg window, n the number of data segments, and t the duration of the window segments. The summed spectrum A(f ) was then smoothed across frequencies using a moving average with a window of constant logarithmic frequency (B. Herrmann, personal commun.). This smoothed spectrum Ā (f i ) is computed at a discrete set of frequencies, f i ‫ס‬ 10. ‫5.0מ(‬ ‫ם‬ 0.05i) , where i ‫ס‬ 0, 30. The smoothing at each frequency f i is carried out as
where df is the discrete frequency interval of the summed spectrum A(f ), and j up (i) and j low (i) are the upper and lower indices that determine the moving spectral window for smoothing. The length of the smoothed spectral window used for further analysis varied with the length of the usable individual data segment spectra, which were functions of the length of the original Lg time window. For each Lg window, a noise spectrum was obtained from a single segment that preceded the P wave. This noise spectrum was processed in a fashion similar to the signal segments, normalized to the same duration as the signal, and then subtracted from the signal power. The noise was subtracted in the same manner as Atkinson and Mereu (1992) , through
where
and AЈ(x i ) are the spectra of the noise, smoothed data, and the noise-corrected data signals, respectively. Using a pre-P window for determining the noise spectrum, as opposed to the pre-Lg window, is commonly done with Lg studies (Sereno et al., 1988; Xie, 1993; Cong et al., 1996) . A pre-Lg window contains the S n coda, and it therefore produces an overestimation of the noise present throughout the Lg signal, and the use of a preLg noise window may overestimate the high-frequency part of the Lg spectrum due to the persistence of the P coda throughout the signal (Boore and Atkinson, 1992) .
The result of the multisegment technique is an Lg amplitude spectrum that is more stable than the spectrum obtained from a simple Fourier transform of the whole Lg window. By stable, we mean that the spectrum amplitudes are less variable over small changes in frequency and, therefore, more similar to the theoretical spectra to which they will be compared. Part of this stability is due to the windowing technique, where summing several spectra smooths out the spectral peaks that result from a single window, and some of the stability comes from the spectral smoothing done with the constant-logarithmic-window moving average. We get stable Lg amplitudes between 0.316 Hz at the lower end and 5 to 10 Hz at the higher end for both earthquakes and explosions. It is important that we have good Lg signals at frequencies that are low enough to be able to constrain the low-frequency moment and corner frequency estimates. Examples of the multisegment technique are shown for an earthquake and an explosion in Figures 2 and 3 . These two (7)] are smoothed spectral amplitudes computed at discrete frequencies. The noise window is labeled as nw, and its amplitude is shown with the dashed line. events were selected because both have comparable epicentral distances to the station ELK of LLNL. The seismogram are shown, displaying the times of the multiple signal segments as well as the noise segment. The multiple thin lines are the spectra of the separate segments, the solid line is the summed spectrum (equation 6) of the individual spectra. The squares show the smoothed Lg spectrum (equation 7), and the dashed line shows the noise spectrum. Note that none of the individual spectra (thin lines) dominates the final smoothed spectrum (squares).
Results
The GA inversion finds the set of parameters (M o , f c , Q o , g) that best fits the spectral amplitude curves just dis- Tables  4 and 5 and in the following figures. The values for the earthquake-station path attenuation were very internally consistent. They suggest a gradual transition from lower attenuation (Q o ‫ס‬ 300-320) at the northeastern part of our region of study (northeastern Nevada), to greater attenuation (Q o Յ 260) at the southwestern part of our study area (southern California). These results will be presented in a subsequent publication. Figure 6 shows the log-log plot of the observed moments versus corner frequencies for the set of 25 WUS earthquakes processed using a theoretical earthquake source (double-couple). Events of larger moment usually have lower corner frequencies, and the two are expected to related by a scaling law that takes the form of
o c where x is a negative constant that is often in the range of ‫2מ‬ to ‫3מ‬ (Aki, 1967; Nuttli, 1983) . According to equation Figure 4 . Examples of fits between observed (plus signs) and predicted (solid line) Lg source spectra for the Eureka Valley, California, earthquake depicted in Figure 2 , shown at the two recording stations. The predicted source spectrum is calculated using the optimal source model parameters, M o and f c (Table 4) , and path attenuation parameters, Q o and g, found through a genetic algorithm search and shown inside each panel. The observed Lg source spectra (plus signs) are obtained by correcting for the instrument response, geometrical spreading, and path attenuation, and by using the method described in Figure 2 of smoothing a summed set of individual Lg subsection spectra. (9), the log values in Figure 6 should lie along a straight line, whose slope is the scaling constant x. The slope of the line that best fits the log-log values in Figure 6 is computed using a least-squares linear regression through the points, minimizing only the log M o values. This is done to provide a comparison with previous studies, which have used the same method. The result is log M ‫ס‬ ‫)45.0ע(70.61‬ ‫מ‬ ‫)58.0ע(39.2‬ log f , (10) o c and the correlation coefficient is R ‫ס‬ ‫.85.0מ‬ The uncertainties given are 1 r standard deviations in the slope and intercept. The scaling relation of ‫39.2מ‬ is different than the value of ‫79.1מ‬ obtained by Mitchell et al. (1997) for the eastern United States from 31 earthquakes, but is closer to that obtained by Cong et al. (1996) for 51 earthquakes in central Asia ‫.)65.3מ(‬ Figure 7 shows a log-log plot of the GA-obtained M o values compared with the m b values, also for the set of WUS earthquakes using an earthquake source. The linear regression yields log M ‫ס‬ ‫)48.0ע(27.9‬ ‫ם‬ 1.37(‫)51.0ע‬m , (11) o b and the correlation coefficient is R ‫ס‬ 0.88. Dreger and Helmberger (1993) . †Moments from Ritsema and Lay (1995) . Zhao and Helmberger (1996) . †From Woods et al. (1993) . Figures 8 and 9 show results equivalent to 6 and 7, but for the 15 NTS nuclear explosions. Modeling is done using values computed for explosion sources. For the log-log relationship between M o and f c , the linear regression gives log M ‫ס‬ ‫)04.0ע(84.51‬ ‫מ‬ ‫)22.1ע(89.2‬ log f , (12) o c with a correlation coefficient of ‫.65.0מ‬ The scaling parameter of ‫89.2מ‬ does not differ significantly from the ‫38.3מ‬ value obtained by Xie et al. (1996) for 20 nuclear explosions in central Asia (also computed with an explosion source). if the aim is to determine whether a source is an earthquake or an explosion: we do not know a priori whether to use an explosion or earthquake source. As there are many more global earthquakes than nuclear tests, we shall assume an earthquake source for all events to see if the two populations separate. While we can expect to do a less satisfactory job of fitting the explosion data if we use an earthquake source, what we gain is much more important: the ability to use the analysis as a straight-forward discriminant between earthquake and explosion data. Using earthquake sources for the computation of the explosions (Fig. 10) , the linear regression between the logM o and logf c values yields log M ‫ס‬ ‫)83.0ע(78.51‬ ‫)11.1ע(67.2מ‬ log f , (14) o c with a correlation coefficient of ‫65.0מ‬ (essentially unchanged from the value of ‫85.0מ‬ obtained with the explosion source). The important difference between using the earthquake and explosion sources for computing the explosion parameters is that the earthquake source provides larger M o and f c values.
The log M o vs. log f c slope of the explosions with an explosion source hardly differed from that of the earthquakes ‫89.2מ(‬ compared to ‫,)39.2מ‬ and this is also true for the explosion parameters computed using an earthquake source ‫)67.2מ(‬ (Fig. 11 ). This analysis reveals no systematic difference between the populations of earthquakes and explosions: the moments scale continuously across the two populations with respect to the corner frequencies. Any single explosion could easily be considered part of the earthquake population.
A method of source discrimination can be found, however, by comparing moments and body-wave magnitudes. When the 15 NTS explosions are analyzed with earthquake sources, the resulting linear regression gives log M ‫ס‬ ‫)16.0ע(07.01‬ ‫ם‬ 0.99(‫)11.0ע‬m , (15) o b with a high correlation coefficient of R ‫ס‬ 0.93. Plotting the Lg-derived log M o and m b values for both earthquakes and explosions together (Fig. 12) , it is clear that a strong means of discrimination exists. The fields for the earthquake and explosion populations separate into two distinct groups. We define a line that is nearly half-way between the two lines for earthquakes and explosions: log M ‫ס‬ 10.20 ‫ם‬ 1.16m , (16) Woods et al. (1993) and Patton and Walter (1993) . Woods et al. (1993) compiled moment values for 299 earthquakes and 178 explosions and plotted them versus the local magnitude, M L , values. They found two well-separated populations with respect to source type. This separation is attributed to the different frequencies of the measurements, as M L is measured at 1 Hz and the moments are determined at longer periods. The impulsive source of the explosions is less efficient at generating low-frequency waves. Patton and Walter (1993) developed relations between M o and m b for P n waves taken from NTS explosions and U.S. earthquakes. They found the log M o vs. m b (P n ) slope of the earthquakes (1.12) to be higher than that of the explosions (1.02), while the intercept of the earthquakes (9.55) was lower than that of the explosions (11.27). We observe similar differences in our study. Patton and Walter (1993) preassumed the source type (using explosion sources for explosions) and found an excellent separation between the earthquake and explosion populations, attributing this separation to the combined contributions from different radiation patterns, material properties, and apparent source stress drops. Other studies have also found separations of earthquake and explosion populations in plots of M s and m b (i.e., Sykes and Evernden, 1982; Taylor et al., 1986) .
Reliability Tests
The separation of the earthquakes and explosions on a plot of log M o (Lg) vs. m b , shown in Figure 12 , is significant, but it is important to examine the robustness of this result. We are not so concerned with obtaining the most accurate measurements of the moments of the sources, as this would be better found using an analysis that incorporated other seismic phases to use as much of the full seismogram as possible. Rather, we want to make sure that the Lg wave provides a strong discriminant between explosive and double-couple mechanisms.
One possible source of bias is our attempt to extract signal from noise by subtracting out the power of a sample pre-P-wave noise segment. To check this, we carried out the analysis for the earthquakes and explosions (with earthquake sources) without the noise reduction. We found that for the earthquakes, omitting the noise reduction changed the log M o vs. f c slope from ‫39.2מ‬ to ‫93.2מ‬ and intercept from 16.07 to 16.26, and the log M o vs. m b slope from 1.37 to 1.24 and intercept from 9.72 to 10.35. For the explosions (with the assumed earthquake source mechanisms), omitting the noise reduction changed the log M o vs. f c slope from ‫67.2מ‬ to ‫00.3מ‬ and intercept from 15.87 to 15.94, and the log M o vs. m b slope from 0.99 to 0.97 and intercept from 10.70 to 10.83. There was no systematic change to the moment values through the removal of the noise correction, as seen in Tables 4 and 5 . Because spectral noise levels were typically one to two orders of magnitude smaller than the signal spectra, the application of the noise correction in equation 8, involving the difference of the squares of the signal and noise amplitudes, was not significant. The moment values changed slightly when the inversions were run without the noise corrections, but these changes were due to trade-offs with the other free parameters. For example, whenever the moment increased, there was almost always a corresponding decrease in the corner frequency. These variations are an indication of the expected deviations of the GA-derived moment values.
More importantly, omitting the incorporation of the noise reduction does not alter the separation of the earthquakes and explosions on a log M o (Lg) vs. m b plot. There is still a clear separation between the earthquake and explosion fields. The same line (equation 16), is still viable as a source delimiter between the earthquakes and explosions.
Another concern is that there might be a systematic trade-off between the seismic moment and attenuation constant. To investigate this trade-off between Q o and M o , we carried out a test for examples of an earthquake (7 November 1992, Garlock Fault) and an explosion (7 July 1988, Alamo). The f c and g values from the best solutions were held constant, and the inversion was rerun for a range of Q o values. Figure 13a shows the range of M o values (crosses) that result when Q o is constrained at values from 100 to 700. The circle shows the original best solution for the two seismograms available (they both have the same Q o value: 330). Figure  13c (Fig. 13a) , but the cost rises dramatically at this range (Figure 13c ), so this is not likely. The cost rises more slowly for increasing values of Q o , but the trade-off with M o is less significant for high Q o . The result is that unrealistic values of Q o are needed to significantly affect our M o values, and the high cost of these solutions prevents them from influencing our results. Figures 13b and 13d show the same analysis for the Alamo nuclear test. In this case there are three recording stations, shown at their optimal individual earthquake-station path Q o values as circles. Because we constrain all three paths to have the same Q o values for our trade-off tests, shown as crosses, the cost values are always higher than the optimal solution. However, the result is the same as for the Garlock earthquake. Large changes in Q o are 
Conclusions
With further testing, Lg waves may be used to provide a reliable real-time discriminant between earthquake and explosion sources. If continental paths are available and m b values are obtained, then the inversion of the Lg amplitude spectra provides estimates of the seismic moment, which aids in the source discrimination of an individual seismic event.
We have developed a method of analysis where the event Lg amplitude spectrum is a function of a small number of independent variables: the seismic moment (M o ) and corner frequency (f c ) of the seismic event, and the average path attenuation at 1 Hz (Q o ) and attenuation frequency dependence (g) for all of the source-station paths. Because these four parameters interact in a very nonlinear way, a genetic algorithm is used to search efficiently the multiparameter space to obtain optimum models. The inversion simultaneously obtains the average Q properties for the Lg wave paths, so little a priori regional information is required. The M o estimates are subject to trade-offs with Q o , but this effect is too small to invalidate the Lg moment as a means of source discrimination.
We have applied this method of analysis to 25 shallow western U.S. earthquakes and 15 nuclear tests at the NTS. All seismic records used are from four identical seismometers operated by the Lawrence Livermore National Laboratory in order to help reduce receiver site and instrument biases. As populations, there are no significant systematic differences between the trends of f c versus M o plots for the earthquakes and explosions. A linear fit to the distribution of earthquake log M o and log f c has a slope of ‫.39.2מ‬ The linear fit to the same distribution of explosion values has a slope of ‫.67.2מ‬ If an appropriate explosive source is used in the Lg source description for the population of explosions, then the linear slope of the log M o vs. f c values becomes ‫.89.2מ‬ None of these slopes are significantly different than the others. The source type of a distinct regional population of events could not be determined using this discriminant.
If the m b value is available, however, then a means of discriminating earthquakes from explosions is provided by the Lg-derived seismic moments (M o ). A plot of the moments and the m b values results in a distinct separation of the earthquake and explosion populations. This separation can be quantified by a line, equation (16), that is nearly halfway between the best-fit lines that model the earthquake and explosion data separately. For a given m b , the earthquake moments are about an order of magnitude larger than the explosion moments.
