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Abstract
This paper presents new results on the Edgeworth expansion for high frequency
functionals of continuous diffusion processes. We derive asymptotic expansions for
weighted functionals of the Brownian motion and apply them to provide the second or-
der Edgeworth expansion for power variation of diffusion processes. Our methodology
relies on martingale embedding, Malliavin calculus and stable central limit theorems
for semimartingales. Finally, we demonstrate the density expansion for studentized
statistics of power variations.
Keywords: diffusion processes, Edgeworth expansion, high frequency observations,
power variation.
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1 Introduction
Edgeworth expansions have been widely investigated by probabilists and statisticians in
various settings. Nowadays, there exists a vast amount of literature on Edgeworth expan-
sions in the case of independent and identically distributed (i.i.d.) random variables (cf.
[9]), weakly dependent variables (cf. [8]) or in the framework of martingales (cf. [19, 23]).
We refer to classical books [9, 17] for a comprehensive theory of asymptotic expansions.
We remark that the authors mainly deal with Edgeworth expansions associated with a
normal limit.
In the framework of high frequency data (or infill asymptotics), which refers to the
sampling scheme in which the time step between two consecutive observations converges
to zero while the time span remains fixed, a mixed normal limit appears as a typical
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asymptotic distribution. In the last years a lot of research have been devoted to limit
theorems for high frequency observations of diffusion processes or Itoˆ semimartingales, see
e.g. [4, 10, 11, 14] among many others. Such limit theorems find manifold applications
in parametric and semiparametric inference for diffusion models, estimation of quadratic
variation and related objects (see e.g. [5, 18]), testing approaches for semimartingales (see
e.g. [2, 7]) or numerical analysis (see e.g. [12]). While asymptotic mixed normality of
high frequency functionals has been proved in various settings, the Edgeworth expansions
associated with mixed normal limits have not been considered.
In this paper we present the asymptotic expansion for high frequency statistics of con-
tinuous diffusion processes. More precisely, we study the second order Edgeworth expan-
sion of weighted functionals of Brownian motion, where the weight arises from a continuous
SDE, and apply the asymptotic results to power variations of continuous SDE’s. Finally,
we will obtain the density expansion for a studentized version of the power variation.
Our approach is based on the recent work of Yoshida [26], who uses a martingale
embedding method to obtain the asymptotic expansion of the characteristic function as-
sociated with a mixed normal limit. In a second step the asymptotic density expansion is
achieved via the Fourier inversion. Let us briefly sketch the main concepts of [26]. We are
given a functional Zn, which admits the decomposition
Zn =Mn + rnNn,
where Mn is a leading term, rn is a deterministic sequence with rn → 0 and Nn is some
tight sequence of random variables. Here Mn is a terminal value of a continuous martin-
gale (Mnt )t∈[0,1], which converges to a mixed normal limit in the functional sense. Under
various technical conditions, including Malliavin differentiability of the involved objects,
joint stable convergence of (Mn, Nn) and estimates of the tail behaviour of the character-
istic function, the paper [26] demonstrates the second order Edgeworth expansion for the
density of Zn (and, more generally, for the density of the pair (Zn, Fn), where Fn is an-
other functional usually used for studentization). The asymptotic theory has been applied
to quadratic functionals Mn in [26, 27]. We would also like to refer to a related work of
[23], where a martingale expansion in the case of normal limits has been presented. It was
applied to the Edgeworth expansion for an ergodic diffusion process and an estimator of
the volatility parameter (cf. [6]).
Although the paper [26] presents the general theory, its particular application to typ-
ical functionals of continuous diffusion processes is by for not straightforward. When
dealing with commonly used high frequency statistics, such as e.g. power variations, we
are confronted with several levels of complications, which we list below:
(i) The computation of the second order term Nn in the decomposition of Zn appears to
be rather involved (cf. Theorem 4.3). This stochastic second order expansion requires a
very precise treatment of the functional Zn.
(ii) The joint asymptotic mixed normality of the vector (Mn, Nn, Fn, C
n), where Cn is
the quadratic variation process associated with the martingale Mn and Fn is an external
functional mentioned above, is required for the Edgeworth expansion (cf. Theorem 5.1).
The proof of such results relies on stable limit theorems for semimartingales (cf. Theorems
8.1, 8.2 and 4.4).
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(iii) Another ingredients of Edgeworth expansion are the adaptive random symbol σ and
the anticipative random symbol σ (see [25, 26] or Section 2 for the definition of random
symbols). While the adaptive random symbol σ is given explicitly using the results of
(ii), the anticipative random symbol σ is defined in an implicit way. We will show how
this symbol can be determined in Sections 3.3 and 3.4. For this purpose we will apply the
Wiener chaos expansion and the duality between the kth Malliavin derivative Dk and its
adjoint δk.
(iv) Checking the technical conditions presented in Section 2.3 is another difficult task.
In particular, we need to show the existence of densities and to analyze the tail behaviour
of the characteristic function. This part involves many elements of Malliavin calculus (cf.
Section 3.5 and 3.6).
We see that the derivation of the Edgeworth expansion relies on a combination of various
fields of stochastic calculus, such as limit theorems for semimartingales, Malliavin calcu-
lus and martingale methods. We may learn a lot about the treatment of (iv) from the
quadratic case presented in [27], but the steps (i)-(iii) require a completely new treatment
in the power variation case.
The paper is organised as follows. In Section 2 we recall the theoretical results of [26]
and demonstrate an application to simple quadratic functionals. Section 3 is devoted to
functionals of Brownian motion with random weights. We will deal with the treatment of
the steps (i)-(iv), although the second order term Nn remains absent. In section 4 we show
the asymptotic theory for the class of generalized power variations of continuous SDE’s.
In particular, we will determine the asymptotic behaviour of the second order term Nn.
Section 5 combines the results of Sections 3 and 4, and we obtain an Edgeworth expansion
for the power variation case. In Section 6 we deduce the formula for the asymptotic density
associated with a studentized version of power variation, which is probably most useful for
applications. Section 7 is devoted to the derivation of the second order term Nn. Finally,
Appendix collects the proofs of limit theorems for semimartingales, which are suitable for
functionals considered in this paper.
2 Asymptotic expansion associated with mixed normal limit
As we are applying various techniques from Malliavin calculus and stable central limit
theorems for semimartingales, we start by introducing some notation.
(a) Throughout the paper ∆n denotes a sequence of positive real numbers with ∆n → 0
and such that 1/∆n is an integer. For the observation times i∆n, i ∈ N, we use a shorthand
notation ti := i∆n. For any function f : R → R we denote by f (k) its kth derivative; for
a function f : R2 → R and α = (α1, α2) ∈ N20 the operator dα is defined via dα = dα1x1 dα2x2 ,
where dkxif , i = 1, 2, denotes the kth partial derivative of f . The set C
k
p (R) (resp. C
k
b (R))
denotes the space of k times differentiable functions f : R → R such that all derivatives
up to order k have polynomial growth (resp. are bounded). Finally, i :=
√−1.
(b) The set Lq denotes the space of random variables with finite qth moment; the cor-
responding Lq-norms are denoted by ‖ · ‖Lq . The notation Yn dst−→ Y (resp. Yn P−→ Y ,
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Yn
d−→ Y ) stands for stable convergence (resp. convergence in probability, convergence in
law).
(c) We now introduce some notions of Malliavin calculus (we refer to the books of Ikeda
and Watanabe [22] and Nualart [20] for a detailed exposition of Malliavin calculus). Set
H = L2([0, 1], dx) and let 〈·, ·〉H denote the usual scalar product on H. We denote by
Dk the kth Malliavin derivative operator and by δk its unbounded adjoint (also called
Skrokhod integral of order k). The space Dk,q is the completion of the set of smooth
random variables with respect to the norm
‖Y ‖k,q := E[|Y |q]1/q +
k∑
m=1
E[‖DmY ‖q
H⊗m
]1/q.
For any d-dimensional random variable Y the Malliavin matrix is defined via σY :=
(〈DYi,DYj〉H)1≤i,j≤d. We sometimes write ∆Y := det σY for the determinant of the
Malliavin matrix. Finally, we set Dk,∞ = ∩q≥2Dk,q.
We start this section by reviewing the theoretical results from [25], which concern the
second order Edgeworth expansion associated with a mixed normal limit. On a filtered
Wiener space (Ω,F , (Ft)t∈[0,1],P) we consider a one-dimensional functional Zn, which ad-
mits the decomposition
Zn =Mn + rnNn, (2.1)
where rn is a deterministic sequence with rn → 0 and Nn is some tight sequence of random
variables (in this paper we will have rn = ∆
1/2
n ). We assume that the leading term Mn
is a terminal value of some continuous (Ft)-martingale (Mnt )t∈[0,1], i.e. Mn = Mn1 . In
this paper we are interested in cases, where Mn (and so Zn) converges stably in law to
a mixed normal variable M (stable convergence has been originally introduced in [21]).
This means:
Mn
dst−→M, (2.2)
where the random variableM is defined on an extension (Ω,F ,P) of the original probability
space (Ω,F ,P) and, conditionally on F , M has a normal law with mean 0 and conditional
variance C. In this case we use the notation
M ∼MN(0, C).
We recall that a sequence of random variables (Yn)n∈N defined on (Ω,F ,P) with values
in a metric space E is said to converge stably with limit Y , written Yn
dst−→ Y , where
Y is defined on an extension (Ω,F ,P) of the original probability space (Ω,F ,P), iff for
any bounded, continuous function g and any bounded F-measurable random variable X
it holds that
E[g(Yn)X]→ E[g(Y )X], n→∞. (2.3)
For statistical applications it is not sufficient to consider the Edgeworth expansion of the
law of Zn. It is much more adequate to study the asymptotic expansion for the pair
(Zn, Fn), where Fn is another functional which converges in probability:
Fn
P−→ F.
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When Fn is a consistent estimator of the conditional variance C (i.e. F = C), which is
the most important application, we would obtain by the properties of stable convergence:
Zn√
Fn
d−→ N (0, 1).
In this case the asymptotic expansion of the law of (Zn, Fn) would imply the Edgeworth
expansion for the studentized statistic Zn/
√
Fn.
We consider the stochastic processes (Mt)t∈[0,1] and (Cnt )t∈[0,1] with
M =M1, Ct = 〈M〉t, Cnt = 〈Mn〉t, Cn = 〈Mn〉1. (2.4)
Here the process (Mt)t∈[0,1], defined on (Ω,F ,P), represents the stable limit of the contin-
uous (Ft)-martingale (Mnt )t∈[0,1], while Cn denotes the quadratic variation process asso-
ciated with Mn. Now, let us set
Ĉn = r
−1
n (Cn − C), (2.5)
F̂n = r
−1
n (Fn − F ). (2.6)
Apart from various technical conditions, presented in the Section 2.3, our main assumption
will be the following:
(A1) (i) (Mn· , Nn, Ĉn, F̂n)
dst−→ (M·, N, Ĉ, F̂ ).
(ii) Mt ∼MN(0, Ct).
In order to present a second order Edgeworth expansion for the pair (Zn, Fn) we need to
define two random symbols σ and σ, which play a crucial role in what follows. We call σ
the adaptive (or classical) random symbol and σ the anticipative random symbol.
2.1 The classical random symbol σ
Let F˜ = F ∨ σ(M). We define the random variable
C˜(M) = E[Ĉ|F˜ ]. (2.7)
In the same way we define the variables F˜ (z) and N˜(z) such that
F˜ (M) = E[F̂ |F˜ ], N˜(M) = E[N |F˜ ].
Remark 2.1. Due to Assumption (A1) (i) we have the pointwise stable convergence
(Mn, Nn, Ĉn, F̂n)
dst−→ (M,N, Ĉ, F̂ ). Usually, the limit (M,N, Ĉ, F̂ ) is jointly mixed normal
with expectation µ ∈ R4 (and µ1 = 0) and conditional covariance matrix Σ ∈ R4×4. We
deduce, for instance, that
N˜(M) = µ2 +
Σ12
Σ11
M.
Consequently, we have N˜(z) = µ2 +
Σ12
Σ11
z. The quantities C˜(z) and F˜ (z) are computed
similarly.
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Now, the adaptive random symbol σ is defined by
σ(z, iu, iv) =
(iu)2
2
C˜(z) + iuN˜(z) + ivF˜ (z). (2.8)
Notice that σ is a second order polynomial in (iu, iv). The random symbol σ(z, iu, iv)
is called classical, because it appears already in the martingale expansion in the central
limit theorem ([23, 24]), i.e. in the case where C is a deterministic constant. In contrast,
the anticipative random symbol σ, which will be defined in the next subsection, is due to
the mixed normality of the limit. In fact, it disappears if C is non-random.
2.2 The anticipative random symbol σ
The second random symbol σ is given in an implicit way. Let α = (α1, α2) ∈ N20 with
|α| = α1 + α2. Set
∂α = i−|α|dα.
We define the quantity Φn by
Φn(u, v) = E
[
exp
(
− u
2
2
C + ivF
)(
E(iuMn)1 − 1
)
ψn
]
,
where E(H)t denotes the exponential martingale associated with a continuous martingale
H, i.e.
E(H)t = exp
(
Ht − 1
2
〈H〉t
)
= 1 +
∫ t
0
E(H)sdHs,
and the random variable ψn plays a role of a threshold that ensures the integrability of
the above expression, whose precise definition is given in Section 2.3 below. In particular,
ψn converges to 1 in probability.
Remark 2.2. Recalling the definition of the exponential martingale E(iuMn), we observe
that Φn(u, v) is closely related to the joint characteristic function of (Mn, F ). Condition
(A5) of Section 2.3 specifies the tail behaviour of Φn(u, v). When C = F is deterministic,
i.e. we are in the framework of a standard central limit theorem, the truncation ψn can
be dropped and we obtain that Φn(u, v) = 0, since (E(iuMn)t − 1)t∈[0,1] is a martingale
with mean 0.
Now, we assume that the limit Φα(u, v) := limn→∞ r−1n ∂αΦn(u, v) (if it exists) admits
the representation
Φα(u, v) = ∂αE
[
exp
(
− u
2
2
C + ivF
)
σ(iu, iv)
]
, (u, v) ∈ R2, (2.9)
where the random symbol σ(iu, iv) has the form
σ(iu, iv) =
∑
j
cj(iu)
mj (iv)nj (finite sum) (2.10)
with cj ∈ ∩p>1Lp (cf. assumption (A4) in Section 2.3). We remark that σ(iu, iv) is a
polynomial with random coefficients.
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2.3 Assumptions and truncation functionals
In this subsection we state the conditions (A2)ℓ, (A3), (A4)ℓ,n, (A5) required in Theo-
rem 2.3 below.1 Localization techniques will be essential to carry out the computations
rigorously. We introduce a functional sn for this purpose.
(A2)ℓ (i) F ∈ Dℓ+1,∞ and C ∈ Dℓ,∞.
(ii) Mn ∈ Dℓ+1,∞, Fn ∈ Dℓ+1,∞, Cn ∈ Dℓ,∞, Nn ∈ Dℓ+1,∞ and sn ∈ Dℓ,∞. More-
over,
sup
{
‖Mn‖ℓ+1,p + ‖Ĉn‖ℓ,p + ‖F̂n‖ℓ+1,p + ‖Nn‖ℓ+1,p + ‖sn‖ℓ,p
}
<∞.
for every p ≥ 2.
(A3) (i) P
[
∆(Mn,F ) < sn
]
= O(r1+κn ) for some positive constant κ.
(ii) For every p ≥ 2,
lim sup
n→∞
E
[
s−pn
]
<∞,
for some κ > 0, and moreover C−1 ∈ L∞−. Here ∆R denotes the determinant
of the Malliavin matrix of R ∈ Rd.
(A4)ℓ,n (i) The random coefficients of the random polynomials C˜(z), N˜(z) and F˜ (z)
are in D4,∞−.
(ii) The random symbol σ admits a representation
σ(iu, iv) =
∑
j
cj(iu)
mj (iv)nj (finite sum),
where the numbers nj ∈ N satisfy nj ≤ n and c¯j ∈ Dℓ,∞−.
(A5) For some q ∈ (1/3, 1/2),
sup
n
sup
(u,v)∈Λ0n(2,q)
|(u, v)|3∆−1/2n |Φαn(u, v)| < ∞
for every α ∈ Z2+, where Λ0n(2, q) = {(u, v) ∈ R2; |(u, v)| ≤ ∆q/2n }.
Truncation techniques will play an essential role in derivation of the asymptotic ex-
pansion. We shall construct a truncation functional ψn, which has been introduced in
the definition of Φn(u, v), below so that it gives uniform convergence of C
n
t and the non-
degeneracy of (Zn, Fn). Let ψ ∈ C∞([0, 1]) be a real-valued function with ψ(x) = 1 for
1These conditions are the same as or slightly stronger than [B2′], [B3′], [B4] and (12) in [26].
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|x| ≤ 1/2 and ψ(x) = 0 for |x| ≥ 1. Recalling that C1 = C, we define a random variable
ξn by
ξn = 10
−1∆−cn (C
n
1 − C)2 + 2
[
1 + 4∆(Mn1 ,C)s
−1
n
]−1
+∆c1n C
2 (2.11)
+ L∗
∫
[0,1]2
(
∆−qn |Cnt − Ct − Cns + Cs|
|t− s|3/8
)8
dtds,
where L∗ is a sufficiently large constant, c1 > 0, c satisfies 2q < c < 1 and the constant q
is defined in (A5). Define the 2× 2 random matrix R′n by
R′n = σ
−1
Qn
(
rn〈DQn,DRn〉H + rn〈DRn,DQn〉H + r2n〈DRn,DRn〉H
)
,
where Qn = (Mn, F ) and Rn = (Nn, F̂n). Obviously
σ(Zn,Fn) = σQn(I2 +R
′
n), (2.12)
where I2 is the 2× 2 identity matrix. Let ξ′n = r−1n |R′n|2. We define ψn by
ψn = ψ(ξn)ψ(ξ
′
n). (2.13)
2.4 The asymptotic expansion of the density of (Zn, Fn)
We set
σ = σ + σ. (2.14)
We remark that due to the definition of σ and σ the random symbol σ admits the repre-
sentation
σ(z, iu, iv) =
∑
j
cj(z)(iu)
mj (iv)nj (finite sum) (2.15)
for some cj(z) ∈ ∩p>1Lp. The approximative density of (Zn, Fn) is defined as
pn(z, x) = E[φ(z; 0, C)|F = x]pF (x) (2.16)
+ rn
∑
j
(−dz)mj (−dx)nj
(
E [cj(z)φ(z; 0, C)|F = x] pF (x)
)
,
where pF denotes the density of F and φ(·; a, b2) is the density of N (a, b2)-distribution.
Obviously, we will require certain regularity conditions in terms of Malliavin calculus in
order to validate the existence of the density pF and the derivatives in (2.16) as well as to
validate the estimate of the approximation error.
For any integrable function h : R2 → R we set
∆n(h) =
∣∣∣∣E[h(Zn, Fn)]− ∫ h(z, x)pn(z, x)dzdx∣∣∣∣ . (2.17)
The next theorem has been proven in [26].
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Theorem 2.3. Let ℓ = 5 ∨ 2[(n + 3)/2] with n = maxj nj, where the integers nj are
defined at (2.15). Define the set E(K, γ) = {h : R2 → R| h is measurable and |h(z, x)| ≤
K(|z|+ |x|)γ} for some K, γ > 0. Under the assumptions (A1), (A2)ℓ, (A3), (A4)ℓ,n and
(A5), we have that
sup
h∈E(K,γ)
∆n(h) = o(rn). (2.18)
In the following subsection we will explain how this result applies to weighted quadratic
functionals of a Brownian motion.
2.5 A useful example
We start by applying the result of Theorem 2.3 to a simple example, which however gives
a first intuition how the main quantities are computed. Let (Wt)t∈[0,1] be a standard
one-dimensional Brownian motion and consider the weighted functional
Mn = ∆
−1/2
n
1/∆n∑
i=1
a(Wti−1)
(
|∆ni W |2 −∆n
)
, ∆ni W =Wti −Wti−1 , (2.19)
where a ∈ C∞p (R) and ∆n → 0 (recall that 1/∆n is an integer). In this section we demon-
strate how the second order Edgeworth expansion is computed for Mn. Such quadratic
functionals have been already discussed in details in [26] and [27]. For this reason we will
dispense with the exact derivation at certain steps of the proof; in particular, we will not
show conditions (A2)ℓ-(A5) at this stage. We start with the asymptotic properties of the
quadratic variation process Cn.
2.5.1 Asymptotic properties of Cn
The Itoˆ formula implies the identity
|∆ni W |2 −∆n = 2
∫ ti
ti−1
(Ws −Wti−1)dWs,
and we conclude that Mn is a terminal value of the continuous (Ft)-martingale
Mnt = 2∆
−1/2
n
∑
i≥1
a(Wti−1)
∫ ti∧t
ti−1∧t
(Ws −Wti−1)dWs, (2.20)
i.e. Mn =M
n
1 . We also remark that
Mnt =
∫ t
0
bns dWs, b
n
s = 2∆
−1/2
n a(W∆n[s/∆n])(Ws −W∆n[s/∆n]), (2.21)
and thus
Cnt = 〈Mn〉t = 4∆−1n
∫ t
0
a2(W∆n[s/∆n])(Ws −W∆n[s/∆n])2ds. (2.22)
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Theorem 8.1 of Appendix implies that
Cnt
P−→ Ct = 2
∫ t
0
a2(Ws)ds.
Remark 2.4. Notice that Theorems 8.1 and 8.2 of Appendix are formulated for bounded
weight functions a. However, as demonstrated in Section 3 of [4], all ingredients involved
in our analysis (in particular, the function a in this case) can be assumed to be bounded
w.l.o.g by a localization technique when proving Theorems 8.1 and 8.2.
In this example we will consider
Fn = 2∆n
1/∆n∑
i=1
a2(Wti−1), (2.23)
which is a Riemann sum approximation of C = C1. We clearly have the convergence in
probability
Fn
P−→ C = 2
∫ 1
0
a2(Ws)ds.
Here and throughout the paper the functional stable convergence (Mn· , Nn, Ĉn, F̂n)
dst−→
(M·, N, Ĉ, F̂ ) follows directly from the general result of Theorem 8.2 in Appendix, so
the assumption (A1) will be always satisfied. However, for the computation of the ran-
dom symbol σ we only require the pointwise stable convergence (Mn, Nn, Ĉn, F̂n)
dst−→
(M,N, Ĉ, F̂ ), which we will present from now on. The first convergence of the following
proposition is a straightforward consequence of [4, Section 8].
Proposition 2.5. It holds that
∆−1/2n (Fn − C) P−→ 0.
Furthermore, we obtain the stable convergence
(Mn, Ĉn)
dst−→ (M, Ĉ) ∼MN(0,Σ) with Σ =
∫ 1
0
Σsds,
where the matrix Σs is defined by
Σ11s = 2a
2(Ws), Σ
22
s =
16
3
a4(Ws), Σ
12
s = Σ
21
s =
8
3
a3(Ws).
2.5.2 Computation of σ and σ
Now, we start with the computation of the random symbol σ. We remark that the following
computations are rather typical. The adaptive random symbol σ is given by
σ(z, iu, iv) =
2z(iu)2
∫ 1
0 a
3(Ws)ds
3
∫ 1
0 a
2(Ws)ds
=: z(iu)2C1 (2.24)
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due to Remark 2.1 and N˜(z) = F˜ (z) = 0.
We turn our attention to σ. We will not give a rigorous proof, as the details can
be found in [26, 27]. Instead we are aiming to present the most important steps of the
derivation (in Section 3 we will treat a more general type of functionals in a detailed
manner). Recall that in our case it holds that F = C. We set
ent (u) = E(iuMn)t, Ψ(u, v) = exp
(
(−u
2
2
+ iv)C
)
(2.25)
As ent (u) is a continuous exponential martingale we have that
Φn(u, v) = E
[
Ψ(u, v)
∫ 1
0
ent (u)d(iuM
n
t )ψn
]
,
for the truncation functional ξn defined in Section 2.3. The variable ∆
−1/2
n Φn(u, v) has
the decomposition:
∆−1/2n Φn(u, v) = Aˇn(u, v) + Aˆn(u, v)
with
Aˇn(u, v) = ∆
−1/2
n
1/∆n∑
i=1
E
[
Ψ(u, v)
∫ ti
ti−1
enti−1(u)d(iuM
n
t )ψn
]
,
Aˆn(u, v) = ∆
−1/2
n
1/∆n∑
i=1
E
[
Ψ(u, v)
∫ ti
ti−1
(ent (u)− enti−1(u))d(iuMnt )ψn
]
.
We will see that Aˇn(u, v) is the dominating term, while Aˆn(u, v) turns out to be negligible.
Setting for simplicity at := a(Wt), we obtain
Aˇn(u, v) = iu∆
−1
n
1/∆n∑
i=1
E
[
δ2(1⊗2Ini )×Ψ(u, v)ati−1ψne
n
ti−1(u)
]
,
where Ini = 1(ti−1 ,ti] and δ
2 denotes the Skorokhod integral of order two. Now, we recall the
integration by parts (or duality) formula (see e.g. [20]): For any k ∈ N and w ∈ Dom δk
and any smooth random variable Y ∈ Dk,2, it holds that
E[δk(w)Y ] = E[〈w,DkY 〉H⊗k ]. (2.26)
Applying the duality formula (2.26) we conclude that
Aˇn(u, v)
= iu∆−1n
1/∆n∑
i=1
E
[∫ 1
0
∫ 1
0
1⊗2Ini (s1, s2)Ds1,s2
(
Ψ(u, v)ati−1ψne
n
ti−1(u)
)
ds1ds2
]
= iu∆−1n
1/∆n∑
i=1
∫ ti
ti−1
∫ ti
ti−1
ds1ds2 E
[
ati−1e
n
ti−1(u)Ds1,s2
(
Ψ(u, v)ψn
)]
= iu∆−1n
1/∆n∑
i=1
∫ ti
ti−1
∫ ti
ti−1
ds1ds2 E
[
ati−1e
n
ti−1(u)ψnDs1,s2
(
Ψ(u, v)
)]
+ o(1),
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where the term o(1) is explained by the fact that Dψn → 0 since ψn → 1. Recalling again
that ψn
P−→ 1, we obtain
lim
n→∞ Aˇn(u, v) =
∫ 1
0
E [iuatet(u)Dt,tΨ(u, v)] dt
by the functional stable convergence Mn
dst−→M entailing
ent (u)
dst−→ et(u) = exp
(
iuMt +
u2
2
Ct
)
.
The process et(u) is again an exponential martingale and we have
E[et(u)|F ] = 1
for all t ≥ 0, u ∈ R. Hence,
lim
n→∞ Aˇn(u, v) =
∫ 1
0
E [iuases(u)Ds,sΨ(u, v)] ds
= E
[
Ψ(u, v) iu(4l2C2 + 2lC3)
]
with l = −u22 + iv and
C2 =
∫ 1
0
a(Ws)
(∫ 1
s
(a2)′(Wx)dx
)2
ds
C3 =
∫ 1
0
a(Ws)
(∫ 1
s
(a2)′′(Wx)dx
)
ds
In a similar way, we obtain the representation
Aˆn(u, v) = 2iu∆
−1
n
1/∆n∑
i=1
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2
×E
[
Ds2
(
Ds1
{
Ψ(u, v)ψnati−1 × (ens1(u)− enti−1(u))
})]
→ 0
as n → ∞ for every (u, v) by using Lp-continuity of the densities of the derivatives of
ens1(u)− enti−1(u). Putting things together we found that
lim
n→∞∆
−1/2
n Φn(u, v) =
∫ 1
0
E [iuases(u)Ds,sΨ(u, v)] ds
= E
[
Ψ(u, v) iu(4l2C2 + 2lC3)
]
.
The corresponding identity for higher order derivatives of Φn(u, v) is proved similarly.
Thus, the anticipative random symbol is given by
σ(iu, iv) = iu(−u2 + 2iv)2C2 + iu(−u2 + 2iv)C3.
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Remark 2.6. Recall that the statistic Mn depends on H2(∆
n
i W/
√
∆n), where H2 is
the second Hermite polynomial. In this case the anticipative random symbol σ is non-
degenerate as we have just proved. In Section 3 we will show the following fact: Elements
of higher order chaos, i.e. Hm(∆
n
i W/
√
∆n) with m ≥ 3, lead to σ = 0. In other words, for
the computation of the anticipative random symbol σ of a weighted functional Mn based
on f(∆ni W/
√
∆n), where f is a measurable function with Hermite rank at least 2, only
the projection of f(∆ni W/
√
∆n) onto the second order Wiener chaos matters.
Now, the full random symbol is
σ(z, iu, iv) = z(iu)2C1 + iu(−u2 + 2iv)2C2 + iu(−u2 + 2iv)C3.
Therefore the approximative density pn(z, x) of (Mn, Fn) is given as (recall that F = C)
pn(z, x) = φ(z; 0, x)p
C (x) + ∆1/2n
(
d2z{zφ(z; 0, x)}pC (x)E[C1|C = x]
−dz(d2z − 2dx)2{E[C2φ(z; 0, x)|C = x]pC(x)}
−dz(d2z − 2dx){E[C3φ(z; 0, x)|C = x]pC(x)}
)
.
3 Functionals of Brownian motion with random weights
In this section we go one step further by considering general weighted functionals of a
Brownian motion with weights depending on a given stochastic differential equation, and
we shall derive an expansion formula. Here the stochastic second order term Nn is still
absent. In later sections, we will meet an expansion with non-vanishing Nn when con-
sidering the power variations of diffusion processes. However, we will solve two essential
problems in this general but concrete situation, that is, identification of the anticipative
random symbol in this model, and proof of the nondegeneracy of the functionals.
On a given Wiener space (Ω,F , (Ft)t∈[0,1],P) we consider a 1-dimensional stochastic
differential equation of the form
dXt = b
[1](Xt)dWt + b
[2](Xt)dt, (3.1)
where X0 is a bounded random variable, b
[1], b[2] : R→ R are two deterministic functions
and W is a standard Brownian motion. Sometimes we will use the notation
b
[1]
t = b
[1](Xt), b
[2]
t = b
[2](Xt).
The somewhat unusual notation b[1], b[2] refers to the fact that the diffusion term b[1]
dominates the drift term b[2] in all asymptotic expansions (so b[1] is the first order term
and b[2] is the second order term). Under standard smoothness conditions the processes
b
[k]
t , k = 1, 2, also satisfy a SDE of the type (3.1) by Itoˆ formula; in this case we denote
by b
[k.1]
t (resp. b
[k.2]
t ) the diffusion term (resp. the drift term) of b
[k]
t . In the same manner
Edgeworth expansion for functionals of continuous diffusion processes 14
we introduce the processes b
[k1...kd]
t , k1, . . . , kd = 1, 2, recursively. We will assume that b
[1]
and b[2] are in C∞b,1(R).
2
In this section we consider weighted functionals of the Brownian motion of the type
Mn = ∆
1/2
n
1/∆n∑
i=1
a(Xti−1)f
(∆ni W√
∆n
)
, (3.2)
where a ∈ C∞p (R) and f ∈ C11p (R). Since f has polynomial growth, it holds that
E[f2(Z)] <∞ with Z ∼ N (0, 1). Consequently, the function f exhibits a Hermite expan-
sion. We assume that the function f has the form
f(x) =
∞∑
k=2
λkHk(x) in L
2(R;φ(x; 0, 1)dx) (3.3)
with
λk =
E[f(Z)Hk(Z)]
k!
, Z ∼ N (0, 1),
where Hk is the kth Hermite polynomial, i.e. H0(x) = 1 and
Hk(x) = (−1)ke
x2
2
dk
dxk
(e−
x2
2 ), k ≥ 1.
In particular, the Hermite rank of the function f is at least 2 and E[f(Z)] = 0 for Z ∼
N (0, 1). We will see later that the Hermite rank 1 would not lead to the asymptotic mixed
normal distribution with conditional mean 0. In this section, we will consider
Fn = ∆nVar[f(Z)]
1/∆n∑
i=1
a2(Xti−1), (3.4)
which is a Riemann sum approximation of C = 〈M〉1, as the reference variable. It is easy
to see the following properties (cf. Proposition 2.5).
Proposition 3.1. It holds that
Fn
P−→ C = Var[f(Z)]
∫ 1
0
a2(Xs)ds
and
∆−1/2n (Fn − C) P−→ 0
as n→∞.
2The set of smooth functions such that each derivative of positive order is bounded.
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3.1 A limit theorem for (Mn, Ĉn) and the adaptive random symbol
First, we note that for H = f
(
∆ni W√
∆n
)
it holds
H =
∫ 1
0
E[DsH|Fs]dWs,
which is the Clark-Ocone formula. Consequently, we deduce the identity
f
(∆niW√
∆n
)
= ∆−1/2n
∫ ti
ti−1
E
[
f ′
(∆ni W√
∆n
)
|Fs
]
dWs.
Thus, we naturally have a continuous square-integrable (Ft)-martingale Mn = (Mnt )t∈[0,1]
given by
Mnt =
∫ t
0
bns dWs, b
n
s = a(X∆n[s/∆n])E
[
f ′
(W∆n[s/∆n]+∆n −W∆n[s/∆n]√
∆n
)
|Fs
]
(3.5)
and we deduce that
Cnt = 〈Mn〉t =
∫ t
0
a2(X∆n[s/∆n])E
2
[
f ′
(W∆n[s/∆n]+∆n −W∆n[s/∆n]√
∆n
)
|Fs
]
ds. (3.6)
From this identity we obtain the convergence (see Theorem 8.1 in Appendix)
Cnt
P−→ Ct = Var[f(Z)]
∫ t
0
a2(Xs)ds.
By Theorem 8.2 of Appendix we deduce the following result.
Proposition 3.2. It holds that
(Mn, Ĉn)
dst−→ (M, Ĉ) ∼MN(0,Σ) with Σ =
∫ 1
0
Σsds,
where the matrix Σs is defined by
Σ11s = Var[f(Z)] a
2(Xs), Σ
22
s = Γ1a
4(Xs), Σ
12
s = Σ
21
s = Γ2a
3(Xs),
with
Γ1 = Var
[∫ 1
0
E
2[f ′(W1)|Fs]ds
]
,
Γ2 = Cov
[
f(W1),
∫ 1
0
E
2[f ′(W1)|Fs]ds
]
.
Notice that the stable convergence in the above proposition does not hold if f has
Hermite rank 1, since in this case the process (vs)s≥0 defined in Theorem 8.2 is not
identically 0. As in the previous section we immediately obtain the adaptive random
symbol
σ(z, iu, iv) =
4z(iu)2
∫ 1
0 a
3(Xs)ds
3Var[f(Z)]
∫ 1
0 a
2(Xs)ds
=: z(iu)2C1. (3.7)
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3.2 Setting sn
We need to define the functionals sn (and consequently ξn) to go further. We set β(x) :=
V ar[(f(Z))]a(x)2 with Z ∼ N (0, 1) and at := a(Xt). Let
σ22(t) =
∫ t
0
[ ∫ 1
r
β′sDrXsds
]2
dr.
Define a matrix σ˜(n, t) by
σ˜(n, t) =
[
σ˜11(n, t) σ˜12(n, t)
σ˜12(n, t) σ22(t)
]
with
σ˜11(n, t) = ∆n
∑
i:ti≤t
[
ati−1f
′(∆−1/2n ∆
n
i W )
]2
+
∑
i:ti≤t
∫ ti
ti−1
[
∆1/2n
n∑
k=i+1
a′tk−1f(∆
−1/2
n ∆
n
kW )1{tk≤t}DrXtk−1
]2
dr
and
σ˜12(n, t) =
∑
i:ti≤t
∫ ti
ti−1
([
∆1/2n
n∑
k=i+1
a′tk−1f(∆
−1/2
n ∆
n
kW )1{tk≤t}DrXtk−1
] ∫ 1
r
β′sDrXsds
)
dr
for t ∈ Πn. Define sn by
sn =
1
2
det
[
σ˜
(
n,
1
2
)
+ ψ
(
mn
2c1
)
I2
]
,
where I2 is the 2× 2 unit matrix, ψ : R → [0, 1] is a smooth function such that ψ(x) = 1
if |x| ≤ 1/2 and ψ(x) = 0 if |x| ≥ 1, c1 is a positive number, and
mn = ∆n
1/∆n∑
i=1
[
f ′(∆−1/2n ∆
n
i W )
]2
.
We will later show that the random variable sn satisfies assumption (A3). We define ξn
using sn as in Section 2.3.
3.3 Decompositions of the torsion
In this subsection we present some preparatory decompositions for the computation of
σ. Recall that f ∈ C11p (R) and it admits the Hermite expansion f(x) =
∑∞
k=2 λkHk(x).
Consequently, it holds that
∑∞
k=2 k!k
11λ2k <∞.
The martingale Mn = (Mt)t∈[0,1] admits the local chaos expansion
Mnt = ∆
1/2
n
∑
i≥1
ati−1
∞∑
k=2
k!λk∆
−k/2
n
∫ ti∧t
ti−1∧t
∫ s1
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs2dWs1 (3.8)
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Obviously, each infinite sum in (3.8) is well defined as an L2-limit when k →∞. Since
Hk(∆
−1/2
n ∆
n
i W ) = k!∆
−k/2
n
∫ ti
ti−1
∫ s1
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs2dWs1 ,
we find (3.2) again. We recall that for each (n, u), the random variable supt∈[0,1] |en(u)| is
bounded uniformly in ω under the truncation by ψn. Thus, one can identify e
n
t (u) with
a stopped enτn∧t(u) by some stopping time τn = τn(u) that makes the stopped process
bounded uniformly in ω for every n (but not uniformly in n). This remark ensures that
variables are in the domain of the Skorokhod integral. 3
Since the infinite sums in k of (3.8) are also limits of L2-martingales, we can validate
the exchange of the limit and the sum, and then use the duality between the Skorokhod
integral and the derivative operator D (cf. (2.26)) to carry out
1/∆n∑
i=1
E
[ ∫ ti
ti−1
ent (u)dM
n
t Ψ(u, v)ψn
]
= ∆1/2n
1/∆n∑
i=1
∞∑
k=2
k!λk∆
−k/2
n E
[ ∫ ti
ti−1
ens1(u)
(∫ s1
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs2
)
dWs1 Ψ(u, v)ψnati−1
]
= ∆1/2n
1/∆n∑
i=1
∞∑
k=2
k!λk∆
−k/2
n
×E
[∫ 1
0
ens1(u)
(∫ s1
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs2
)
1In
i
(s1)Ds1(Ψ(u, v)ψnati−1)ds1
]
= ∆1/2n
1/∆n∑
i=1
∞∑
k=2
k!λk∆
−k/2
n
∫ ti
ti−1
ds1
×E
[∫ s1
ti−1
(∫ s2
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs3
)
dWs2e
n
s1(u)Ds1(Ψ(u, v)ψnati−1)
]
= ∆1/2n
1/∆n∑
i=1
∞∑
k=2
k!λk∆
−k/2
n
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2
×E
[∫ s2
ti−1
(∫ s3
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs4
)
dWs3Ds2
(
ens1(u)Ds1(Ψ(u, v)ψnati−1)
)]
. (3.9)
3A smooth truncation is possible to construct so as to make irregularity of the stopping time disappear
completely on the remaining event. On the other hand, it is also true that one can go without introducing
such τn explicitly thanks to ψn if the functional Ds2(e
n
s2
Ds1(Ψ(u, v)ψn · · · )) in the following expressions
is expanded and interpreted naturally as ens2Ψ(u, v) × · · · . This is always possible because, for every n,
by some smooth truncation that causes Cn1 ≤ A locally, the duality operation becomes valid and then the
limit A→∞ gives the formula in expanded form.
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Applying the duality once again, we obtain the decomposition
An(u, v) := ∆
−1/2
n
1/∆n∑
i=1
E
[∫ ti
ti−1
ent (u)dM
n
t Ψ(u, v)ψn
]
= 2
1/∆n∑
i=1
λ2∆
−1
n
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2E
[
Ds2
(
ens1(u)Ds1(Ψ(u, v)ψnati−1)
)]
+
1/∆n∑
i=1
∞∑
k=3
k!λk∆
−k/2
n
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2
∫ s2
ti−1
ds3
×E
[∫ s3
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs4 ×Ds3
{
Ds2
(
ens1(u)Ds1(Ψ(u, v)ψnati−1)
)}]
= A¨n(u, v) +
...
An(u, v),
where
A¨n(u, v) = 2
1/∆n∑
i=1
λ2∆
−1
n
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2E
[
Ds2
(
ens1(u)Ds1(Ψ(u, v)ψnati−1)
)]
,
...
An(u, v) =
1/∆n∑
i=1
∆−3/2n
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2
∫ s2
ti−1
ds3
× E
[( ∞∑
k=3
k!λk∆
−(k−3)/2
n
∫ s3
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs4
)
×Ds3
{
Ds2
(
ens1(u)Ds1(Ψ(u, v)ψnati−1)
)}]
.
Here we used three times Malliavin differentiability of the objects. We remark that the first
term A¨n(u, v), which is associated with the second order Wiener chaos, is a dominating
quantity, while
...
An(u, v) will turn out to be negligible (cf. Remark 2.6).
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3.4 Identification of the anticipative random symbol
We shall specify the limit of An(u, v). First,
|...An(u, v)| ≤
1/∆n∑
i=1
∆−3/2n
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2
∫ s2
ti−1
ds3
×
∥∥∥∥ ∞∑
k=3
k!λk∆
−(k−3)/2
n
∫ s3
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs4
∥∥∥∥
L2
×
∥∥∥∥Ds3{Ds2(ens1(u)Ds1(Ψ(u, v)ψnati−1))}∥∥∥∥
L2
≤ ∆1/2n
√√√√ ∞∑
k=3
k!k3λ2k × sup
n∈N, s1,s2,s3∈[0,1]
ti−1<s3<s2<s1≤ti
∥∥∥∥Ds3{Ds2(ens1(u)Ds1(Ψ(u, v)ψnati−1))}∥∥∥∥
L2
→ 0
as n→∞ for every (u, v), since the above supremum is bounded due to assumption (A2)8,
and product and chain rule for the Malliavin derivative. Next, we will treat A¨n(u, v)
essentially as in Section 2 (see also [25]). We deform it as A¨n(u, v) = Aˇn(u, v) + Aˆn(u, v)
with
Aˇn(u, v) = 2
1/∆n∑
i=1
λ2∆
−1
n
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2E
[
ati−1e
n
ti−1(u)Ds2
(
Ds1(Ψ(u, v)ψn)
)]
,
thanks to Dsati−1 = 0 and Dse
n
ti−1(u) = 0 for s > ti−1, and
Aˆn(u, v) = 2
1/∆n∑
i=1
λ2∆
−1
n
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2E
[
Ds2
(
ens1(u)− enti−1(u)
) ×Ds1(Ψ(u, v)ψnati−1)].
Then by continuity of en· (u) in D1,p (see again (A2)), we conclude Aˆn(u, v) → 0 as n →
∞ for every (u, v). Since ens1Ψ(u, v) is bounded under truncation by ψn or even by its
derivative, the Lp-continuity of the objects yields
Aˇn(u, v) → λ2E
[ ∫ 1
0
at exp
(
iuMt +
1
2
u2Ct
)
DtDtΨ(u, v)dt
]
, (3.10)
where DtDtΨ(u, v) = lims↑tDsDtΨ(u, v). It should be noted that the integrability and
this limiting procedure are valid becauseDtDtΨ(u, v) = Ψ(u, v)At with a sum At of regular
variables, and
ess supω sup
t∈[0,1]
(Cnt − C1)1{|ξn|<1} ≤ ∆c/2n ≤ 1 <∞
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for all n, due to Cnt ≤ Cn1 and the construction of the quantity ξn in Section 2.3. Further-
more,
λ2E
[∫ 1
0
at exp
(
iuMt +
1
2
u2Ct
)
DtDtΨ(u, v)dt
]
= λ2E
[∫ 1
0
atE
[
exp
(
iuMt
)|F]{ exp (1
2
u2Ct
)×Ψ(u, v)}Atdt]
= λ2E
[∫ 1
0
atDtDtΨ(u, v)dt
]
.
Consequently, for
Φαn(u, v) = i
−|α|dα(u,v)E
[
Ln1 (u)Ψ(u, v)ψn
]
= E
[
iu
∫ 1
0
ent (u)dM
n
t Ψ(u, v)ψn
]
,
where Lnt (u) = e
n
t (u)− 1, we obtain
Φ˜α(u, v) = lim
n→∞∆
−1/2
n Φ
α
n(u, v)
= lim
n→∞ i
−|α|dα(u,v)
(
iuAn(u, v)
)
= λ2i
−|α|dα(u,v)E
[ ∫ 1
0
iuatDtDtΨ(u, v)dt
]
= λ2E
[
Ψ(u, v) ·
∫ 1
0
iuat
(
(−u
2
2
+ iu)2(DtC)
2 + (−u
2
2
+ iu)DtDtC
)
dt
]
Therefore,
σ(iu, iv) = λ2
∫ 1
0
iuat
(
(−u
2
2
+ iu)2(DtC)
2 + (−u
2
2
+ iu)DtDtC
)
dt. (3.11)
We recall that the process DXt is given as the solution of the SDE
DsXt = b
[1](Xs) +
∫ t
s
(b[2])′(Xu)DsXudu+
∫ t
s
(b[1])′(Xu)DsXudWu
for s ≤ t (and 0 when s > t), and
DrDsXt = (b
[1])′(Xs)DrXs +
∫ t
x
(b[2])′′(Xu)DrXuDsXudu+
∫ t
s
(b[2])′(Xu)DrDsXudu
+
∫ t
s
(b[1])′′(Xu)DrXuDsXudWu +
∫ t
s
(b[1])′(Xu)DrDsXudWu
for r < s ≤ t. Then (3.11) implies the identity.
σ(iu, iv) = iuλ2
(
(−u
2
2
+ iv)2Var2[f(Z)]C2 + (−u
2
2
+ iv)Var[f(Z)](C3 + C4)
)
(3.12)
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with
C2 =
∫ 1
0
a(Xs)
( ∫ 1
s
(a2)′(Xu)DsXudu
)2
ds
C3 =
∫ 1
0
a(Xs)
( ∫ 1
s
(a2)′′(Xu)(DsXu)2du
)
ds
C4 =
∫ 1
0
a(Xs)
( ∫ 1
s
(a2)′(Xu)DsDsXudu
)
ds.
Now, having obtained the full random symbol σ = σ+σ and hence the density pn(z, x) for
σ, we can formulate the following statement, which generalizes the results of [26, Theorem
6] and [27, Theorem 1] on the quadratic form to the weighted power variation of Brownian
motion.
Theorem 3.3. Let b[1], b[2] ∈ C∞b,1(R), a ∈ C∞p (R) and f ∈ C11p (R). Let the functional Fn
be given by (3.4). Define β(x) = Var[f(Z)] a(x)2 for a standard normal random variable
Z. Assume that the following conditions are satisfied:
(C1) inf
x
|b[1](x)| > 0 and inf
x
|a(x)| > 0.
(C2)
∑∞
k=1 |β(k)(X0)| > 0.
Then for any positive numbers K and γ, it holds that
sup
h∈E(K,γ)
∣∣E[f(Mn, Fn)]− ∫ h(z, x)pn(z, x)dzdx∣∣ = o(√∆n )
as n→∞, where the set E(K, γ) was defined in Theorem 2.3.
In the rest of this section, we will prove Theorem 3.3. We will verify conditions (A1),
(A2)ℓ, (A3), (A4)ℓ,n and (A5) of Theorem 2.3 for ℓ = 10. The conditions of Theorem 3.3
trivially imply (A1) and (A2)ℓ. We already have (A4)ℓ,n. In the following subsections we
concentrate on proving (A3) and (A5).
3.5 Estimate of the characteristic functions
We shall now show condition (A5) of Section 2.3 under the assumptions of Theorem 3.3,
namely
sup
n
sup
(u,v)∈E0n(2,q)
|(u, v)|3∆−1/2n |Φαn(u, v)| < ∞ (3.13)
for
Φαn(u, v) = i
−|α|dα(u,v)E[L
n
1 (u)Ψ(u, v)ψn], L
n
t (u) = e
n
t (u)− 1.
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We shall take a similar way as that was done in the proof of [25, Theorem 4]. Though
only the quadratic form was treated there, the same method works in our situation. The
idea is to apply the duality formula twice and use nondegeneracy of the Malliavin matrix
of (Mnt , F ) together with that of C − Ct, in the expression
Φαn(u, v) = i
−|α|dα(u,v)E
[ ∫ 1
0
ent (u)d(iuM
n
t ) Ψ(u, v)ψn
]
.
For this purpose, the representation (3.9) is useful. By the L2-convergence, we see that
1/∆n∑
i=1
E
[ ∫ ti
ti−1
ent (u)dM
n
t Ψ(u, v)ψn
]
= ∆1/2n
1/∆n∑
i=1
∞∑
k=2
k!λk∆
−k/2
n
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2
×E
[∫ s2
ti−1
∫ s3
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs4dWs3 ati−1Ds2
(
ens1(u)Ds1(Ψ(u, v)ψn)
)]
= ∆−1/2n
1/∆n∑
i=1
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2
×E
[ ∞∑
k=2
k!λk∆
−(k−2)/2
n
∫ s2
ti−1
∫ s3
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs4dWs3 ati−1Ds2
(
ens1(u)Ds1(Ψ(u, v)ψn)
)]
= ∆−1/2n
1/∆n∑
i=1
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2 E
[
f †n,i,s2 ati−1Ds2
(
ens1(u)Ds1(Ψ(u, v)ψn)
)]
,
where
f †n,i,s2 =
∞∑
k=2
k!λk∆
−(k−2)/2
n
∫ s2
ti−1
∫ s3
ti−1
· · ·
∫ sk−1
ti−1
dWsk · · · dWs4dWs3 ,
and consequently reach the representation
iu
1/∆n∑
i=1
E
[ ∫ ti
ti−1
ent (u)dM
n
t Ψ(u, v)ψn
]
= ∆−1/2n
1/∆n∑
i=1
∫ ti
ti−1
ds1
∫ s1
ti−1
ds2 E
n
i (u, v)s1,s2(3.14)
where
Eni (u, v)s1,s2 = iu E
[
f †n,i,s2 ati−1Ds2
(
ens1(u)Ds1(Ψ(u, v)ψn)
)]
. (3.15)
Let
E
n
s (u, v) = e
n
s (u)Ψ(u, v).
Then Es(u, v) has the FGH-decomposition (cf. [26, page 22]):
E
n
s (u, v) = F
n
s (u, v)Gs(u)H
n
s (u)
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with
F
n
s (u, v) = exp
(
iuMns + ivC1
)
, C1 = C,
Gs(u) = exp
(
− 1
2
u2(C1 − Cs)
)
,
H
n
s (u) = exp
(
1
2
u2(Cns −Cs)
)
.
From (3.15) and the FGH-decomposition,
Eni (u, v)s1,s2 = E
[
F
n
s1(u, v)Gs1(u)H
n
s1(u)ψ
n
s1,s2(u, v)f
†
n,i ati−1
]
, (3.16)
where
ψns1,s2(u, v) = iu
(
ens1(u)Ψ(u, v)
)−1
Ds2
(
ens1(u)Ds1(Ψ(u, v)ψn)
)
=
{
ψn
(− u2
2
+ iv
)
Ds1C1 +Ds1ψn
}
iu
(
iuDs2M
n
s1 +
u2
2
Ds2C
n
s1
)
+ψniu
(− u2
2
+ iv
)2
(Ds2C1)(Ds1C1)
+2(Ds2ψn)iu
(− u2
2
+ iv
)
Ds1C1 +Ds2Ds1ψn iu.
Suppose that the following condition, which we will prove in the next subsection, is satisfied
for ℓ = 10:
(C2♭) The variables sn (n ∈ N) satisfy the following conditions.
(i) sup
t≥ 1
2
P
[
detσ(Mnt ,C1) < sn
]
= O(∆4/3+εn ) as n→∞ for some ε > 0.
(ii) lim sup
n→∞
E[s−pn ] <∞ for every p > 1.
(iii) lim sup
n→∞
‖sn‖ℓ,p <∞ for every p ≥ 2.
Note that condition (C2♭) immediately implies (A3). Now following the (a)-(h) procedure
of [26, page 22] and the argument of the proof of Theorem 4 therein, we can obtain
sup
n
sup
i=1,...,n
sup
s1,s2:ti−1<s1<s2≤ti
sup
(u,v)∈Λ0n(2,q)
|(u, v)|3∣∣Eni (u, v)s1,s2∣∣ < ∞ (3.17)
by applying the integration-by-parts formula at most 8 times. More precisely, we intro-
ducing a new truncation
ψn,s1 = ψ
(
2
[
1 + 4∆(Mns1 ,C)
s−1n
]−1)
,
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which will be used when the integration-by-parts formula for (Mns1 , C) is applied for s1 ≥
1/2. We have the decomposition of Eni (u, v)s1,s2 expressed by (3.16):
Eni (u, v)s1,s2
= E
[
F
n
s1(u, v)Gs1(u)H
n
s1(u)ψ
n
s1,s2(u, v)ψ
n
s1f
†
n,i ati−1
]
+Rn,s1,s2(u, v)
with
|Rn,s1,s2(u, v)| ≤ K∆−5q/2n sup
s′
‖1− ψns′‖Lp
for all n, s1 and restricted (u, v), where K a constant. The right-hand side can be shown
to be of order o(∆
3q/2
n ) for sufficiently small numbers q > 1/3 (cf. assumption (A5)) and
p > 1. Then, as already noticed, we can follow the (a)-(h) procedure of [25], by using the
FGH-decomposition, but with ψ(ξn)ψn,s1 for truncation, to obtain (3.17).
Finally, we obtain (3.13) for α = 0 from (3.17). When α 6= 0, the argument of the
proof is essentially the same as above. As a conclusion, (3.13) (and consequently (A5))
holds for every α under the assumptions (C1) and (C2♭).
Obviously, condition (A3) is valid under (C1) and (C2♭). In particular, the non-
degeneracy of C simply follows from infx |a(x)| > 0. Thus, we are left to proving condition
(C2♭).
3.6 Proof of (C2♭)
We shall now prove that condition (C2♭) holds under the assumptions of Theorem 3.3.
Recall that
Mnt = ∆
1/2
n
∑
i:ti≤t
a(Xti−1)f(∆
−1/2
n ∆
n
iW )
for t ∈ Πn = {ti}. We deduce that
DrM
n
t =
∑
i:ti≤t
ati−1f
′(∆−1/2n ∆
n
i W )1(ti−1,ti](r)
+∆1/2n
∑
i:ti≤t
a′ti−1DrXti−1f(∆
−1/2
n ∆
n
i W )1{r≤ti−1}
=
∑
i:ti≤t
[
ati−1f
′(∆−1/2n ∆
n
i W )
+∆1/2n
n∑
k=i+1
a′tk−1f(∆
−1/2
n ∆
n
kW )1{tk≤t}DrXtk−1
]
1(ti−1,ti](r)
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for t ∈ Πn, where ∑nk=n+1 · · · = 0. Hence
σ11(n, t) := σMnt
=
∑
i:ti≤t
∫ ti
ti−1
[
ati−1f
′(∆−1/2n ∆
n
i W )
+∆1/2n
n∑
k=i+1
a′tk−1f(∆
−1/2
n ∆
n
kW )1{tk≤t}DrXtk−1
]2
dr
for t ∈ Πn. We have Ct =
∫ t
0 β(Xs)ds. Since
DrCt =
∫ t
r
β′sDrXsds, t ∈ [0, 1],
we obtain
σ12(n, t) := 〈DMn,DC〉H
=
∑
i:ti≤t
∫ ti
ti−1
([
ati−1f
′(∆−1/2n ∆
n
i W )
+∆1/2n
n∑
k=i+1
a′tk−1f(∆
−1/2
n ∆
n
kW )1{tk≤t}DrXtk−1
] ∫ 1
r
β′sDrXsds
)
dr
for t ∈ Πn. The Malliavin matrix of (Mnt , C) is
σ(Mnt ,C) =
[
σ11(n, t) σ12(n, t)
σ12(n, t) σ22(1)
]
for t ∈ Πn. Let
σ(n, t) =
[
σ11(n, t) σ12(n, t)
σ12(n, t) σ22(t)
]
.
By the Clark-Ocone representation formula, we have
f ′(∆−1/2n ∆
n
i W ) = ∆
−1/2
n
∫ ti
ti−1
an,i(s)dWs
with
an,i(s) = ∆
1/2
n E
[
Ds
(
f ′(∆−1/2n ∆
n
i W )
) ∣∣ Fs],
and moreover
an,i(s) = E
[
f ′′(∆−1/2n ∆
n
i W ) | Fs
]
1(ti−1,ti](s)
= gs
(
∆−1/2n (Ws −Wti−1)
)
1(ti−1,ti](s)
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with
gr(z) =
∫
f ′′
(
z +
√
ti − r
∆n
x
)
φ(x; 0, 1)dx
for r ∈ (ti−1, ti]. Then obviously,
sup
s∈(ti−1,ti]
i=1,...,n
n∈N
‖an,i(s)‖9,p <∞
for every p > 1. In the same way, we see that
f(∆−1/2n ∆
n
i W ) = ∆
−1/2
n
∫ ti
ti−1
αn,i(s)dWs
with some predictable processes αn,i(s) satisfying
sup
s∈(ti−1,ti]
i=1,...,n
n∈N
‖αn,i(s)‖10,p <∞
for every p > 1. By Lemma 5 of [26],∥∥∥∥ ∑
i:ti≤t
∫ ti
ti−1
ati−1f
′(∆−1/2n ∆
n
i W )∆
1/2
n
n∑
k=i+1
a′tk−1f(∆
−1/2
n ∆
n
kW )1{tk≤t}DrXtk−1dr
∥∥∥∥
L9
=
∥∥∥∥∆n ∑
i:ti≤t
[
ati−1
(
∆−1/2n
∫ ti
ti−1
an,i(s1)dWs1
)
×
(
∆1/2n
n∑
k=i+1
{∫ ti
ti−1
a′tk−11{tk≤t}∆
−1
n DrXtk−1dr
}
∆−1/2n
∫ tk
tk−1
αn,i(s)dWs
)]∥∥∥∥
L9
= O(∆1/2n )
for t ∈ Πn. Hence
sup
n∈N
sup
t∈Πn
‖σ11(n, t)− σ˜11(n, t)‖L9 = O(∆1/2n )
as n→∞. Furthermore, by the same lemma, we have
sup
t∈Πn
∥∥∥∥ ∑
i:ti≤t
∫ ti
ti−1
(
ati−1f
′(∆−1/2n ∆
n
i W )
∫ 1
r
β′sDrXsds
)
dr
∥∥∥∥
L10
= sup
t∈Πn
∥∥∥∥∆n ∑
i:ti≤t
ati−1
(
∆−1/2n
∫ ti
ti−1
an,i(s1)dWs1
)(
∆−1n
∫ ti
ti−1
(∫ 1
r
β′sDrXsds
)
dr
)∥∥∥∥
L9
= O(∆1/2n ).
Therefore
sup
t∈Πn
‖σ12(n, t)− σ˜12(n, t)‖L9 = O(∆1/2n ).
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From these estimates,
sup
t∈Πn
‖σ(n, t)− σ˜(n, t)‖L9 = O(∆1/2n ).
One has
det σ˜(n, t) = σ˜11(n, t)σ22(t)− σ˜12(n, t)2
≥ ∆n
∑
i:ti≤t
[
ati−1f
′(∆−1/2n ∆
n
i W )
]2 × σ22(t)
≥ inf
x
|a(x)|2 mn σ22(t) (3.18)
for t ∈ Πn, where the random variable mn is defined in Section 3.2.
Now, we shall verify (C2♭). Checking (C2♭) (iii) is not difficult if one estimates the
H
⊗m-norms of Dr1,....,rm-derivative of the objects, in part with the aid of the Burkholder
inequality.
For (C2♭) (ii), it suffices to show
lim sup
n→∞
E[1{mn≥c1}(det σ˜(n, 1/2))
−p] < ∞ (3.19)
for every p > 1 since sn ≥ 1/2 when mn < c1. Consider the two-dimensional stochas-
tic process X¯t = (X
(1)
t ,X
(2)
t ) defined by the stochastic integral equations with smooth
coefficients
X¯t = X¯0 +
∫ t
0
V1(X¯s) ◦ dWs +
∫ t
0
V0(X¯s)ds, (3.20)
for t ∈ [0, 1], where the first integral is given in the Stratonovich sense and
V1(x) =
[
b[1](x1)
0
]
, V0(x) =
[
b˜[2](x1)
β(x1)
]
for x = (x1, x2), b˜[2] = b[2] − 2−1b[1](b[1])′. Under (C2), the system (3.20) satisfies the
Ho¨rmander condition
Lie[V0;V1](x
1, 0) = R2 (∀x1 ∈ suppL{X0}),
the Lie algebra generated by V1 and V0, and as a result, for any t ∈ (0, 1] and p > 1, there
exists a constant Kp such that
sup
v∈R2:|v|=1
P
[
v⋆
∫ t
0
Y¯ −1s V (X¯s)V (X¯s)
⋆(Y¯ −1s )
⋆ds v ≤ ε
]
≤ Kpεp
for all ε ∈ (0, 1). Here Y¯t denotes a unique solution of the variational equation correspond-
ing to (3.20). See Kusuoka and Stroock [15, 16], Ikeda and Watanabe [22], Nualart [20]
for the nondegeneracy argument. Since both Y¯1 and Y¯
−1
1 are bounded in ∩p>1Lp, we have
sup
v∈R2:|v|=1
P
[
v⋆
∫ t
0
Y¯1Y¯
−1
s V (X¯s)V (X¯s)
⋆(Y¯ −1s )
⋆Y¯ ⋆1 ds v ≤ ε
]
≤ K ′pεp
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form some constant K ′p > 0, and in particular this implies
P
[
σ22(t) ≤ ε
] ≤ K ′pεp
for all ε ∈ (0, 1]. This inequality gives
σ22(t)
−1 ∈
⋂
p>1
L
p
for every t ∈ (0, 1], and consequently, in view of (3.18), we obtained (3.19) and hence (C2♭)
(ii) for arbitrary c1 > 0.
Finally,
sup
t≥ 1
2
P[detσ(Mnt ,C1) < sn]
≤ sup
t≥ 1
2
P[detσ(n, t) < sn]
≤ sup
t∈Πn:t≥ 1
2
P[det σ(n, t) < 1.5sn] + sup
s,t:|t−s|≤∆n
P
[
|det σ(n, t)− detσ(n, s)| > 0.5sn
]
≤ P[detσ(n, 1/2) < 1.5sn] +O(∆1.35n )
≤ P[det σ˜(n, 1/2) < 2sn] + P[|det σ(n, 1/2) − det σ˜(n, 1/2)| > 0.5sn] +O(∆1.35n )
≤ P[mn > 2c1, det σ˜(n, 1/2) < 2sn] + P[mn ≤ 2c1]
+∆−3/19n E[|detσ(n, 1/2) − det σ˜(n, 1/2)|3] + 25×19/3∆5/3n E[s−5×19/3n ] +O(∆1.35n )
= O(∆51/38n )
as n →∞ if we take c1 < E[f ′(Z)2]/2. Thus we have verified (C2♭) (i), which completes
the proof.
4 Stochastic expansion of generalized power variation of dif-
fusions
Hereafter we will concentrate on the stochastic expansion of the type (2.1) for the class of
generalized power variation. The results of this section are necessary for the derivation of
the second order Edgeworth expansion for power variation, which is presented in Section
5, but they might be also useful for other expansion problems in high frequency frame-
work. We again consider a one-dimensional diffusion process X = (Xt)t∈[0,1] satisfying the
stochastic differential equation
dXt = b
[1](Xt)dWt + b
[2](Xt)dt.
Our aim is to study the stochastic expansion of generalized power variations of the form
Vn(f) = ∆n
1/∆n∑
i=1
f
(∆ni X√
∆n
)
, ∆niX = Xti −Xti−1 , (4.1)
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where f : R → R is a given even function, i.e. f(x) = f(−x) for all x ∈ R. This type of
functionals play a very important role in mathematical finance, where they are used for
various estimation and testing procedures; see e.g. [4], [5], [7] and [11] among many others.
The most classical subclass of statistics (4.1) are power variations, which correspond to
functions of the form f(x) = |x|p; we will concentrate on Edgeworth expansion of power
variations in the next section. We introduce the notation
ρx(f) = E[f(xZ)], x ∈ R, Z ∼ N (0, 1) (4.2)
whenever the latter is finite. Now, let us recall the law of large numbers and the central
limit theorem for the functional Vn(f) derived in [4].
Theorem 4.1. (i) Assume that b[1], b[2] ∈ C(R) and f ∈ Cp(R). Then it holds that
Vn(f)
P−→ V (f) =
∫ 1
0
ρ
b
[1]
s
(f)ds. (4.3)
(ii) If moreover b[1] ∈ C2(R) and f ∈ C1p(R) we obtain the stable convergence
∆−1/2n
(
Vn(f)− V (f)
)
dst−→M ∼MN
(
0,
∫ 1
0
ρ
b
[1]
s
(f2)− ρ2
b
[1]
s
(f)ds
)
. (4.4)
Remark 4.2. Recall that due to the Itoˆ formula the assumption b[1] ∈ C2(R) implies
that the process b
[1]
t satisfies a SDE of the form (3.1). Thus, b
[1]
t is an Itoˆ semimartingale,
which is usually required for proving (4.4) (see e.g. [4]).
Now, we derive the second order stochastic expansion associated with the central limit
theorem (4.4). Let us introduce the notation
αni = ∆
−1/2
n b
[1]
ti−1
∆ni W, (4.5)
which serves as an approximation of the increment ∆ni X/
√
∆n. One of the main results of
this section is the following theorem. We remark that this result might be of independent
interest for other expansion problems in probability and statistics.
Theorem 4.3. Assume that b[2] ∈ C2(R), b[1] ∈ C4(R) and f ∈ C2p(R). Then we obtain
the stochastic expansion
V˜n(f) := ∆
−1/2
n
(
Vn(f)− V (f)
)
=Mn +∆
1/2
n Nn + oP(∆
1/2
n ) (4.6)
with
Mn = ∆
1/2
n
1/∆n∑
i=1
(
f(αni )− ρb[1]ti−1
)
, (4.7)
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and Nn =
∑5
k=1Nn,k
Nn,1 = ∆
1/2
n
1/∆n∑
i=1
f ′(αni )
(
b
[2]
ti−1
+
1
2
b
[1.1]
ti−1
H2(∆
n
i W/
√
∆n)
)
,
Nn,2 = ∆
−1/2
n
1/∆n∑
i=1
f ′(αni )
(
b
[2.1]
ti−1
∫ ti
ti−1
(Ws −Wti−1)ds
+ b
[1.2]
ti−1
∫ ti
ti−1
{s− ti−1}dWs +
∆
3/2
n b
[1.1.1]
ti−1
6
H3(∆
n
i W/
√
∆n)
)
,
Nn,3 =
∆n
2
1/∆n∑
i=1
f ′′(αni )
(
b
[2]
ti−1
+
1
2
b
[1.1]
ti−1
H2(∆
n
i W/
√
∆n)
)2
,
Nn,4 =
1
2∆n
1/∆n∑
i=1
(
− ρ′′
b
[1]
ti−1
(f)|b[1.1]ti−1 |2
∫ ti
ti−1
(Ws −Wti−1)2ds
− ∆2nρ′b[1]ti−1
(f)b
[1.2]
ti−1
)
,
Nn,5 = −∆−1n
1/∆n∑
i=1
ρ′
b
[1]
ti−1
(f)b
[1.1]
ti−1
∫ ti
ti−1
(Ws −Wti−1)ds, (4.8)
where (Hk)k≥0 denote the Hermite polynomials and the processes b
[k1...kd]
t were defined in
Section 3.
Proof. See Section 7.
To describe the limits of the quantities Nn,k, 1 ≤ k ≤ 5, we need to introduce some
further notation.
Notation. We introduce the functions gk : R
6 → R, 1 ≤ k ≤ 5, as follows:
g1(x1, . . . , x6) = E
[
Uf ′(x2U)
(
x1 +
1
2
x5H2(U)
)
− ρ′x2(f)x5UV
]
g2(x1, . . . , x6) = E
[
f ′(x2U)
(
(x3 + x4)V +
1
6
x6H3(U)
)]
g3(x1, . . . , x6) =
1
2
E
[
f ′′(x2U)
(
x1 +
1
2
x5H2(U)
)2]
g4(x1, . . . , x6) = −1
4
ρ′′x2(f)x
2
5 −
1
2
ρ′x2(f)x4
g5(x1, . . . , x6) = E
[{
f ′(x2U)
(
x1 +
1
2
x5H2(U)
)
− ρ′x2(f)x5V
}2]
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with
(U, V ) ∼ N2
(
0,
( 1 1/2
1/2 1/3
))
.
Remark 4.4. Theorem 8.1 implies the convergence in probability
Nn,k
P−→ Nk =
∫ 1
0
gk(b
[2]
s , b
[1]
s , b
[2.1]
s , b
[1.2]
s , b
[1.1]
s , b
[1.1.1]
s )ds, k = 2, 3, 4 (4.9)
under the assumptions of Theorem 4.3. The terms Nn,1 and Nn,5 converge stably in law
due to Theorem 8.2; their asymptotic distributions will be specified later.
Remark 4.5. The fact that we consider the drift and volatility processes of the type
b
[k]
s = b[k](Xs) is not essential for developing the stochastic expansion of Theorem 4.3.
In general the processes b
[k1...kl]
s that appear in Theorem 4.3 may depend on different
Brownian motions, which are not perfectly correlated with W that drives the process
X. In this case a similar stochastic expansion can be deduced; however, it will contain
additional terms, which are due to new Brownian motions.
In the next section we will require a consistent estimator of the asymptotic variance
of Mn, i.e.
C =
∫ 1
0
ρ
b
[1]
s
(f2)− ρ2
b
[1]
s
(f)ds.
A rather natural one is given by
Fn = ∆n
1/∆n∑
i=1
f2
(∆niX√
∆n
)
− f
(∆niX√
∆n
)
f
(∆ni+1X√
∆n
)
(4.10)
We remark that Fn is a feasible statistic in contrast to the Riemann sum approximation
defined at (2.23). The next theorem, which follows from the combination of central limit
theorems presented in [4] and Theorem 8.2, describes the joint asymptotic distribution
of (Mn, Fn, Nn). This result is crucial for the derivation of the second order Edgeworth
expansion.
Theorem 4.6. Assume that conditions of Theorem 4.3 are satisfied. Then we obtain the
stable convergence(
Mn,∆
−1/2
n (Fn − C), Nn
)
dst−→ (M, F̂ ,N) ∼MN
(
µ,
∫ 1
0
Ξsds
)
,
where the matrix Ξs is given as
Ξ11s = ρb[1]s
(f2)− ρ2
b
[1]
s
(f)
Ξ12s = Ξ
21
s = ρb[1]s
(f3)− 3ρ
b
[1]
s
(f2)ρ
b
[1]
s
(f) + 2ρ3
b
[1]
s
(f)
Ξ22s = ρb[1]s
(f4)− 4ρ
b
[1]
s
(f3)ρ
b
[1]
s
(f) + 6ρ
b
[1]
s
(f2)ρ2
b
[1]
s
(f)− 3ρ4
b
[1]
s
(f),
Ξ33s = (g5 − g21)(b[2]s , b[1]s , b[2.1]s , b[1.2]s , b[1.1]s , b[1.1.1]s ),
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and Ξ13s = Ξ
23
s = 0, and µ1 = µ2 = 0,
µ3 =
∫ 1
0
g1(b
[2]
s , b
[1]
s , b
[2.1]
s , b
[1.2]
s , b
[1.1]
s , b
[1.1.1]
s )dWs +
4∑
k=2
Nk.
5 Asymptotic expansion for the power variation
Now we have all instruments at hand to obtain the Edgeworth expansion for the case of
power variation Vn(fp) with
fp(x) = |x|p,
which is our leading example. As we mentioned in Section 4, this would be the most
important class of functionals in mathematical finance. In order to obtain the Edgeworth
expansion for power variation, we will combine the results of Sections 3 and 4. Applying
Theorem 4.3 to the function fp we see that the martingale part Mn is given as
Mn = ∆
1/2
n
1/∆n∑
i=1
|b[1](Xti−1)|p
(∣∣∣∆ni W√
∆n
∣∣∣p −mp)
withmp = E[|N (0, 1)|p]. In particular,Mn is a weighted power variation studied in Section
3. Consequently, we can apply the results of Section 3 with
a(x) = |b[1](x)|p, f(x) = fp(x)−mp and p ∈ 2N ∪ (11,∞).
Now, we will compute all quantities from previous sections required for the Edgeworth
expansion. First, we obtain the Hermite expansion
f(x) =
∞∑
k=2
λkHk(x)
with λk = 0 if k is odd (because f is an even function), and
λ2 =
mp+2 −mp
2
.
We start with the computation of the random symbol σ. Here we mainly need to determine
the functions g1, . . . , g5 defined in Section 4. We observe that, for any k ≥ 0 with k < p,
f (k)p (x) = sgn(x)
kp(p− 1) · · · (p− k + 1)|x|p−k, ρx(fp) = mp|x|p.
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Now, a straightforward calculation gives the identities
g1(x1, . . . , x6) = p sgn(x2)|x2|p−1
(
x1mp +
1
2
x5(mp+2 − 2mp)
)
g2(x1, . . . , x6) = p sgn(x2)|x2|p−1
(1
2
(x3 + x4)mp +
1
6
x6(mp+2 −mp)
)
g3(x1, . . . , x6) =
p(p− 1)
2
|x2|p−2
(
x21mp−2 + x1x5(mp −mp−2) +
x25
4
(mp+2 − 2mp +mp−2)
)
g4(x1, . . . , x6) =
p
4
mp
(
− (p− 1)|x2|p−2x25 − 2x4 sgn(x2)|x2|p−1
)
g5(x1, . . . , x6) = p
2|x2|2p−2
(
x21m2p−2 + x1x5(m2p −m2p−2) +
x25
4
(m2p+2 − 2m2p +m2p−2)
+
x25
3
m2p − x5mp(x1mp +
x5
2
[mp+2 −mp])
)
As in the previous section we consider the quantity
Fn = ∆n
1/∆n∑
i=1
f2p
(∆niX√
∆n
)
− fp
(∆niX√
∆n
)
fp
(∆ni+1X√
∆n
)
as a consistent estimator of C. We obtain the following result, which again follows from
Theorem 8.2.
Theorem 5.1. Assume that conditions of Theorem 4.3 are satisfied. Then we obtain the
stable convergence(
Mn,∆
−1/2
n (Fn − C), Nn,∆−1/2n (Cn − C)
)
dst−→ (M, F̂ ,N, Ĉ) ∼MN
(
µ,
∫ 1
0
Ξsds
)
,
where the entries Ξijs , 1 ≤ i, j ≤ 3, of the matrix Ξs ∈ R4×4 and µj, 1 ≤ j ≤ 3 of the
vector µ ∈ R4 are given in Theorem 4.6, and µ4 = Ξ34s = 0,
Ξ14s = Ξ
41
s = Γ2 |b[1](Xs)|3p,
Ξ24s = Ξ
42
s = Γ |b[1](Xs)|4p,
Ξ44s = Γ1 |b[1](Xs)|4p,
where the constants Γ1,Γ2 are given in Proposition 3.2 and Γ is defined as
Γ = Cov
[
f2p(W1),
∫ 1
0
E
2[f ′p(W1)|Fs]ds
]
−2Cov
[
fp(W1)fp(W2 −W1),
∫ 1
0
E
2[f ′p(W1)|Fs]ds
]
.
As a consequence of Theorem 5.1 and Remark 2.1 we conclude that
σ(z, iu, iv) = (iu)2H1(z) + iuH2 + ivH3(z) (5.1)
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with
H1(z) = z
∫ 1
0 Ξ
14
s ds
2
∫ 1
0 Ξ
11
s ds
, H2 = µ3, H3(z) = z
∫ 1
0 Ξ
12
s ds∫ 1
0 Ξ
11
s ds
.
It should be noted that σ of (5.1) is essentially the same but different from σ of (3.7) since
the reference functional Fn is now defined by (4.10) not by (3.4) while the limits of both
coincide each other and the ways of derivation of two adaptive random symbols are the
same except for F̂ . Using the results of Section 3 we immediately obtain the anticipative
random symbol
σ(iu, iv) = iu
(
iv − u
2
2
)2H4 + iu(iv − u2
2
)
H5 (5.2)
with
H4 = λ2(m2p −m2p)2C2, H5 = λ2(m2p −m2p)(C3 + C4),
where
C2 =
∫ 1
0
|b[1](Xs)|p
(∫ 1
s
(
|b[1]|2p
)′
(Xu)DsXudu
)2
ds,
C3 =
∫ 1
0
|b[1](Xs)|p
(∫ 1
s
(
|b[1]|2p
)′′
(Xu)(DsXu)
2du
)
ds,
C4 =
∫ 1
0
|b[1](Xs)|p
(∫ 1
s
(
|b[1]|2p
)′
(Xu)DsDsXudu
)
ds.
In the power variation case, a(x) = |b[1](x)|p and we assumed in (C1) that a(x) is bounded
away from zero. So, in our situation, a(x) is smooth in a neighborhood of X0. By a certain
large deviation argument, we may assume that a(x) is smooth and even having bounded
derivatives, from the beginning, at least in the proof of asymptotic nondegeneracy.
From the above argument, we obtain an asymptotic expansion for the power variation.
Recall V˜n(f) = ∆
−1/2
n
(
Vn(f)− V (f)
)
.
Theorem 5.2. Let b[1], b[2] ∈ C∞b,1(R) and fp(x) = |x|p with p ∈ 2N ∪ (13,∞). Assume
that infx |b[1](x)| > 0,
∑∞
k=1 |(b[1])(k)(X0)| > 0 and let the functional Fn be given by (3.4).
Then for the density pn(z, x) corresponding to the random symbol σ determined by (5.1)
and (5.2), it holds that
sup
h∈E(K,γ)
∣∣∣∣E[f(V˜n(fp), Fn)]− ∫ h(z, x)pn(z, x)dzdx∣∣∣∣ = o(√∆n )
as n→∞, for any positive numbers K and γ.
Theorem 5.2 is proved by applying Theorems 3.3 and 5.1. In the present situation,
Nn involves f
′′ and that is the reason why the number 13 appears. However, it would be
possible to reduce it to 11 if the estimations related with Nn-part is refined, though we do
not pursue this point in this article.
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Theorem 5.2 and the corresponding Edgeworth expansion for the studentized statistics
at (6.1) are the main results of this paper. In particular, these asymptotic expansions can
be applied to distribution analysis of various statistics in financial mathematics as power
variation type estimators are frequently used in this field. Another potential area of
application is Euler approximation of continuous SDE’s of the form (3.1). As is well-
known from [12], the Euler approximation scheme is asymptotically mixed normal and
its limit depends on the asymptotic theory for quadratic variation. Thus, our Edgeworth
expansion results can be potentially applied to numerical analysis of SDE’s to obtain a
more precise formula for the error distribution.
Remark 5.3. As we mentioned above, we can combine the results of Sections 3 and 4,
because we consider the power function fp(x) = |x|p. In this case the dominating part
Mn is a weighted power variation in the sense of Section 3. The case of a general even
function f is more complicated. The results of 4 still apply, but the computations of the
random symbol σ is more involved. Let us shortly sketch the idea how σ can be obtained.
Recall that in the general case the term Mn is given as
Mn = ∆
1/2
n
1/∆n∑
i=1
(
f(αni )− ρb[1]ti−1
)
(see Theorem 4.3). As in Section 3 we therefore need to compute the projection onto the
second order Wiener chaos of the quantity
f
(
∆−1/2n b
[1]
ti−1
∆ni W
)
− ρ
b
[1]
ti−1
.
For this purpose we use the following multiplication formula (see [3])
Hk(γx) =
[k/2]∑
i=0
2−iγk−2i(γ2 − 1)i
(
k
2i
)
(2i)!
i!
Hk−2i(x), γ ∈ R.
Under the assumptions of Section 4, the function f admits the Hermite expansion f(x) =∑∞
k=0 λ2kH2k(x) (since f is even). Hence, we deduce that
f(γx) =
∞∑
k=0
λ2k
(
k∑
i=0
2−iγ2k−2i(γ2 − 1)i
(
2k
2i
)
(2i)!
i!
H2k−2i(x)
)
.
We conclude that the projection of f(αni ) − ρb[1]ti−1 onto the second order Wiener chaos is
given by
∞∑
k=1
2−k+1λ2k|b[1]ti−1 |2(|b
[1]
ti−1
|2 − 1)k−1
(
2k
2
)
(2(k − 1))!
(k − 1)! H2(∆
−1/2
n ∆
n
i W ).
Using this identity one can compute σ as in Section 3. However, we dispense with the
exact exposition.
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6 Studentization
As we mentioned in the beginning, we are mainly interested in the second order Edgeworth
expansion connected with standard central limit theorem
Zn√
Fn
d−→ N (0, 1).
where Fn is a consistent estimator of C defined in (4.10). In the following we present such
an Edgeworth expansion for the case of power variation discussed in the previous section.
First of all, we remark that the random symbol σ(z, iu, iv) is given as
σ(z, iu, iv) =
8∑
j=1
cj(z)(iu)
mj (iv)nj ,
where
m1 = 1, n1 = 0, c1(z) = H2, m2 = 0, n2 = 1, c2(z) = H3(z)
m3 = 2, n3 = 0, c3(z) = H1(z), m4 = 1, n4 = 1, c4(z) = H5
m5 = 3, n5 = 0, c5(z) =
1
2
H5, m6 = 1, n6 = 2, c6(z) = H4
m7 = 3, n7 = 1, c7(z) = H4, m8 = 5, n8 = 0, c8(z) = 1
4
H4.
As a consequence, we obtain the following decomposition for the density pn(z, x) of
(Zn, Fn):
pn(z, x) = φ(z; 0, x)p
C (x) + ∆1/2n
8∑
j=1
pj(z, x)
with
pj(z, x) = (−dz)mj (−dx)nj
(
φ(z; 0, x)pC (x)E [cj(z)|C = x]
)
, 1 ≤ j ≤ 8.
We start with the following observation. Let Π be a finite measure on R with density π,
such that all moments of Π are finite. Then it trivially holds that
lim
x→∞ |x|
kπ(x) = 0, lim
x→−∞ |x|
kπ(x) = 0 k ≥ 0.
Given that the density π is a Ck function and g is a polynomial, we also have∫
R
g(k)(x)π(x)dx = (−1)k
∫
R
g(x)π(k)(x)dx
by induction. Let g be an arbitrary polynomial and κ(x) = E[H|C = x]pC(x) for an
integrable random variable H, and note that∫
R
m(x)κ(x)dx = E[m(C)H],
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whenever the integral makes sense. We define the polynomials qβ,v(z, x) via
dβxg(z/
√
x) =
∑
v≤β
qβ,v(z/
√
x, 1/
√
x)g(v)(z/
√
x),
where g(v) denotes the vth derivative of g. Let (α, β) ∈ N20. Then it holds that
∫
R2
g
( z√
x
)
dαz d
β
x
[
φ(z; 0, x)κ(x)
]
dzdx = (−1)β
∫
R2
dβxg
( z√
x
)
dαzφ(z; 0, x)κ(x)dzdx
= (−1)β
∫
R2
∑
v≤β
qβ,v
( z√
x
,
1√
x
)
g(v)
( z√
x
)
dαz φ(z; 0, x)κ(x)dzdx
= (−1)β
∫
R2
∑
v≤β
qβ,v
(
y,
1√
x
)
g(v)(y)x−α/2dαyφ(y; 0, 1)κ(x)dydx
= (−1)β
∫
R
g(y)
∑
v≤β
(−1)vdvy
{
dαyφ(y; 0, 1)
∫
R
qβ,v
(
y,
1√
x
)
x−α/2κ(x)dx
}
dy
=
∫
R
g(y)
∑
v≤β
(−1)β+vdvy
{
dαyφ(y; 0, 1)E
[
HC−α/2qβ,v(y,C−1/2)
]}
dy.
Clearly, the above identity will enable us to compute the Edgeworth expansion for the
studentized statistic Zn/
√
Fn. We need to determine the polynomials qβ,v for β = 0, 1, 2:
q0,0(a, b) = 1,
q1,0(a, b) = 0, q1,1(a, b) = −1
2
ab2,
q2,0(a, b) = 0, q2,1(a, b) =
3
4
ab4, q2,2(a, b) =
1
4
a2b4.
Recall the identity dαyφ(y; 0, 1) = (−1)αHα(y)φ(y; 0, 1) and
H1(x) = x, H3(x) = x
3 − 3x, H5(x) = x5 − 10x3 + 15x.
A straightforward computation shows that∫
R2
g
( z√
x
)
p1(z, x)dzdx = E[H2C−1/2]
∫
R
g(y)yφ(y; 0, 1)dy,
∫
R2
g
( z√
x
) 5∑
j=4
pj(z, x)dzdx = −1
2
E[H5C−3/2]
∫
R
g(y)yφ(y; 0, 1)dy,
∫
R2
g
( z√
x
) 8∑
j=6
pj(z, x)dzdx =
3
4
E[H4C−5/2]
∫
R
g(y)yφ(y; 0, 1)dy.
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The corresponding computation for the terms p2(z, x) and p3(z, x) has to be performed
separately, since the random variables c2 and c3 depend on z. Recall that the quantities
H1(z) and H3(z) are linear in z, i.e. H1(z) = zH˜1, H3(z) = zH˜3. We deduce as above
(here κ(x) = E[H˜3|C = x]pC(x))∫
R2
g
( z√
x
)
p2(z, x)dzdx = −
∫
R2
zg
( z√
x
)
dx
[
φ(z; 0, x)κ(x)
]
dzdx
=
∫
R
g(y)dy
{
yφ(y; 0, 1)E
[
H˜3q1,1(y,C−1/2)C1/2
]}
dy
=
1
2
E[H˜3C−1/2]
∫
R
g(y)φ(y; 0, 1)(2y − y3)dy.
Finally, we obtain that (here κ(x) = E[H˜1|C = x]pC(x))∫
R2
g
( z√
x
)
p3(z, x)dzdx =
∫
R2
g
( z√
x
)
d2z
[
zφ(z; 0, x)κ(x)
]
dzdx
=
∫
R2
x−1g′′(y)yφ(y; 0, 1)κ(x)dydx
= E[H˜1C−1/2]
∫
R
g(y)d2y [yφ(y; 0, 1)]dy = E[H˜1C−1/2]
∫
R
g(y)H3(y)φ(y; 0, 1)dy.
Combining the above results, we deduce the second order Edgeworth expansion for the
density of Zn/
√
Fn
pZn/
√
Fn(y) = φ(y; 0, 1) + ∆1/2n φ(y; 0, 1)
(
y
{
E[H2C−1/2]− 1
2
E[H5C−3/2] (6.1)
+
3
4
E[H4C−5/2] + E[H˜3C−1/2]− 3E[H˜1C−1/2]
}
+ y3
{
E[H˜1C−1/2]− 1
2
E[H˜3C−1/2]
})
,
which is one of the main statements of the paper.
Remark 6.1. In practice the application of the asymptotic expansion at (6.1) requires
the knowledge of the coefficients of the type b[k1...kd] (cf. (4.9)). While the volatility
related processes b[1], b[1.1], b[1.1.1] can be estimated from high frequency data Xti , the
drift related processes b[2], b[2.1], b[1.2] can’t be consistently estimated on a fixed time span.
Thus, the applicability of the Edgeworth expansion at (6.1) relies on the knowledge of the
drift related coefficients or their estimation on an infinite time span.
Example 6.2. (Classical Edgeworth expansion) In this example we compare the classical
Edgeworth expansion with the result derived in (6.1). Let (Yi)i≥1 be a sequence of i.i.d.
random variables with mean µ and variance σ2. Define Sn = n
−1/2∑n
i=1 σ
−1(Yi − µ).
Then the second order Edgeworth expansion of the density of Sn is given as
φ(y; 0, 1) +
κ3
6σ3
√
n
φ(y; 0, 1)H3(y),
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where κ3 denotes the third cumulant of the law of Y1. Let us now consider the quantity
Mn from (3.2) with a ≡ 1 and ∆n = n−1, i.e.
Mn = n
−1/2
n∑
i=1
f(
√
n∆ni W ) with E[f(W1)] = 0.
Due to self-similarity of the Brownian motion, we are in the classical setting of i.i.d.
observations. In this case C = σ2 = E[f2(W1)], and if we set Fn ≡ C, we obtain from
(6.1):
φ(y; 0, 1) +
1√
n
φ(y; 0, 1)H3(y)H˜1C−1/2
as the approximative density, since all quantities in (6.1) are 0 except C and H˜1. We now
show that the quantities H˜1C−1/2 and κ36σ3 are indeed equal. Recall from the previous
section that
H˜1 =
∫ 1
0 Ξ
14
s ds
2
∫ 1
0 Ξ
11
s ds
,
∫ 1
0
Ξ11s ds = C,
∫ 1
0
Ξ14s ds = E
[
f(W1)
∫ 1
0
E
2[f ′(W1)|Fs]ds
]
.
Hence, we just need to prove the identity
κ3 = 3E
[
f(W1)
∫ 1
0
E
2[f ′(W1)|Fs]ds
]
.
But κ3 = E[f
3(W1)] and Itoˆ formula implies that
3E
[
f(W1)
∫ 1
0
E
2[f ′(W1)|Fs]ds
]
= 3E
[∫ 1
0
E[f(W1)|Fs]E2[f ′(W1)|Fs]ds
]
= E[f3(W1)]
due to the identity f(W1) =
∫ 1
0 E[f
′(W1)|Fs]dWs.
7 Proofs
7.1 A stochastic expansion
Below, we denote by K a generic positive constant, which may change from line to line.
We also write Kp if the constant depends on an external parameter p.
Proof of Theorem 4.3: First, we remark that all processes of the type (b
[k1...km]
s )s≥0
(kj ∈ {1, 2}), which we consider below, are continuous and so locally bounded. Ap-
plying the localization technique described in Section 3 of [4] we can assume w.l.o.g. that
these processes are bounded in (ω, s), which we do from now on. We decompose
∆−1/2n
(
Vn(f)− V (f)
)
=Mn +R
(1)
n +R
(2)
n
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with
R(1)n = ∆
−1/2
n
(
Vn(f)−∆n
1/∆n∑
i=1
f(αni )
)
,
R(2)n = ∆
−1/2
n
(
∆n
1/∆n∑
i=1
ρ
b
[1]
ti−1
− V (f)
)
.
We start with the asymptotic expansion of the quantity R
(2)
n . Due to Burkholder inequality
any process Y of the form (3.1) with bounded coefficients b[1], b[2] satisfies the inequality
E[|Yt − Ys|p] ≤ Cp|t− s|p/2 (7.1)
for any p ≥ 0. In particular, this inequality holds for the processes b[1], b[2], b[2.2], b[2.1],
b[1.2], b[1.1] as they are diffusion processes (due to Itoˆ formula). Applying (7.1) and the
Taylor expansion we deduce that
R(2)n = ∆
−1/2
n
1/∆n∑
i=1
∫ ti
ti−1
{ρ
b
[1]
ti−1
− ρ
b
[1]
s
}ds
= ∆−1/2n
1/∆n∑
i=1
∫ ti
ti−1
{ρ′
b
[1]
ti−1
(b
[1]
ti−1
− b[1]s )−
1
2
ρ′′
b
[1]
ti−1
(b
[1]
ti−1
− b[1]s )2}ds
+ oP(∆
1/2
n )
=: R(2.1)n +R
(2.2)
n + oP(∆
1/2
n ).
Recall that
b
[1]
t = b
[1]
0 +
∫ t
0
b[1.2]s ds +
∫ t
0
b[1.1]s dWs.
We conclude the identity
R(2.2)n = −
∆
−1/2
n
2
1/∆n∑
i=1
ρ′′
b
[1]
ti−1
∫ ti
ti−1
(b
[1]
ti−1
− b[1]s )2ds
= −∆
−1/2
n
2
1/∆n∑
i=1
ρ′′
b
[1]
ti−1
|b[1.1]ti−1 |2
∫ ti
ti−1
(Wti−1 −Ws)2ds+ oP(∆1/2n )
=: ∆1/2n (N
(1)
n,4 + oP(1)).
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For the term R
(2.1)
n we obtain the decomposition
R(2.1)n = −∆−1/2n
1/∆n∑
i=1
ρ′
b
[1]
ti−1
∫ ti
ti−1
(∫ s
ti−1
b[1.2]u du+
∫ s
ti−1
b[1.1]u dWu
)
ds
= −∆−1/2n
1/∆n∑
i=1
ρ′
b
[1]
ti−1
(∆2n
2
b
[1.2]
ti−1
+ b
[1.1]
ti−1
∫ ti
ti−1
(Ws −Wti−1)ds
)
+ oP(∆
1/2
n )
=: ∆1/2n (N
(2)
n,4 +Nn,5 + oP(1)).
We remark that
Nn,4 = N
(1)
n,4 +N
(2)
n,4.
The treatment of the quantity R
(1)
n is a bit more involved. We apply again (7.1) and
Taylor expansion:
R(1)n = ∆
1/2
n
1/∆n∑
i=1
(
f ′(αni ){
∆ni X√
∆n
− αni }+
1
2
f ′′(αni ){
∆ni X√
∆n
− αni }2
)
+ oP(∆
1/2
n )
=: R(1.1)n +R
(1.2)
n + oP(∆
1/2
n ).
For the term R
(1.2)
n we obtain the decomposition
R(1.2)n =
∆
−1/2
n
2
1/∆n∑
i=1
f ′′(αni )
( ∫ ti
ti−1
b[2]s ds+
∫ ti
ti−1
b[1]s − b[1]ti−1dWs
)2
=
∆
−1/2
n
2
1/∆n∑
i=1
f ′′(αni )
(
∆nb
[2]
ti−1
+ b
[1.1]
ti−1
∫ ti
ti−1
(Ws −Wti−1)dWs
)2
+ oP(∆
1/2
n )
=
∆
3/2
n
2
1/∆n∑
i=1
f ′′(αni )
(
b
[2]
ti−1
+
1
2
b
[1.1]
ti−1
H2
(∆niW√
∆n
))2
+ oP(∆
1/2
n )
= ∆1/2n (Nn,3 + oP(1)).
The quantity R
(1.1)
n is decomposed as
R(1.1)n =
1/∆n∑
i=1
f ′(αni )
( ∫ ti
ti−1
b[2]s ds+
∫ ti
ti−1
{b[1]s − b[1]ti−1}dWs
)
= R(1.1.1)n +R
(1.1.2)
n
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with
R(1.1.1)n = ∆n
1/∆n∑
i=1
f ′(αni )
(
b
[2]
ti−1
ds+
1
2
b
[1.1]
ti−1
H2
(∆ni W√
∆n
))
,
R(1.1.2)n =
1/∆n∑
i=1
f ′(αni )
( ∫ ti
ti−1
{b[2]s − b[2]ti−1}ds
+
∫ ti
ti−1
( ∫ s
ti−1
b[1.2]u du+
∫ s
ti−1
{b[1.1]u − b[1.1]ti−1}dWu
)
dWs
)
.
We remark that
R(1.1.1)n = ∆
1/2
n Nn,1.
Since f ′ is an odd function (because f is even) we deduce that
R(1.1.2)n =
1/∆n∑
i=1
f ′(αni )
(
b
[2.1]
ti−1
∫ ti
ti−1
(Ws −Wti−1)ds+
∆
3/2
n b
[1.1.1]
ti−1
6
H3
(∆niW√
∆n
)
+ b
[1.2]
ti−1
∫ ti
ti−1
(s − ti−1)dWs
)
+ oP(∆
1/2
n ).
As
R(1.1.2)n = ∆
1/2
n (Nn,2 + oP(1)),
we are done.
8 Appendix
In this subsection we present a law of large numbers and a multivariate functional stable
convergence theorem, which is frequently used in this paper. For any k = 1, . . . , d, let
gk : C([0, 1])→ R be a measurable function with polynomial growth, i.e.
|gk(x)| ≤ K(1 + ‖x‖p∞),
for some K > 0, p > 0 and ‖x‖∞ = supz∈[0,1] |x(z)|. In most cases gk will be a function of
x(1); the path-dependent version is only required to account for the asymptotic behaviour
of the functional Cn. Let (as)s≥0 be an Rd-valued, (Fs)-adapted, continuous and bounded
stochastic process. Our first result is the following theorem.
Theorem 8.1. Let g : Rd×C([0, 1])→ R be a measurable function with polynomial growth
in the last variable and a = (a1, . . . , ad). Then it holds that
∆n
1/∆n∑
i=1
g
(
ati−1 ,∆
−1/2
n {Wti−1+s∆n −Wti−1}0≤s≤1
)
P−→
∫ 1
0
ρ(as, g)ds
with
ρ(z, g) := E[g(z, {Ws}0≤s≤1)], z ∈ Rd.
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Proof of Theorem 8.1: Since ∆
−1/2
n {Wti−1+s∆n−Wti−1}0≤s≤1 d= {Ws}0≤s≤1. we obtain
that
∆n
1/∆n∑
i=1
E
[
g
(
ati−1 ,∆
−1/2
n {Wti−1+s∆n −Wti−1}0≤s≤1
)
|Fti−1
]
= ∆n
1/∆n∑
i=1
ρ(ati−1 , g)
P−→
∫ 1
0
ρ(as, g)ds.
On the other hand, we deduce that
∆n
1/∆n∑
i=1
g
(
ati−1 ,∆
−1/2
n {Wti−1+s∆n −Wti−1}0≤s≤1
)
−∆n
1/∆n∑
i=1
E
[
g
(
ati−1 ,∆
−1/2
n {Wti−1+s∆n −Wti−1}0≤s≤1
)
|Fti−1
]
P−→ 0,
because
∆2n
1/∆n∑
i=1
E
[
g2
(
ati−1 ,∆
−1/2
n {Wti−1+s∆n −Wti−1}0≤s≤1
)
|Fti−1
]
P−→ 0.
This completes the proof.
Next, we consider a sequence of d-dimensional processes Y nt = (Y
n
1,t, . . . , Y
n
d,t) defined
via
Y nk,t = ∆
1/2
n
[t/∆n]∑
i=1
akti−1
[
gk
(
∆−1/2n {Wti−1+s∆n −Wti−1}0≤s≤1
)
− Egk
(
∆−1/2n {Wti−1+s∆n −Wti−1}0≤s≤1
)]
, k = 1, . . . , d.
The stable convergence of Y n is as follows.
Theorem 8.2. It holds that
Y nt
dst−→ Yt =
∫ t
0
vsdWs +
∫ t
0
(ws − vsv⋆s)1/2dW ′s,
where the functional convergence is stable in law, W ′ is a d-dimensional Brownian motion
independent of F , and the processes (vs)s≥0 in Rd and (ws)s≥0 in Rd×d are defined as
vks = a
k
sE
[
gk({Ws}0≤s≤1)W1
]
,
wkls = a
k
sa
l
scov
[
gk({Ws}0≤s≤1), gl({Ws}0≤s≤1)
]
,
with 1 ≤ k, l ≤ d. In particular, it holds that ∫ t0 w1/2s dW ′s ∼MN (0, ∫ t0 wsds).
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Proof of Theorem 8.2: We write Y nt =
∑[t/∆n]
i=1 χ
n
i with
χni,k = ∆
1/2
n a
k
ti−1
[
gk
(
∆−1/2n {Wti−1+s∆n −Wti−1}0≤s≤1
)
− Egk
(
∆−1/2n {Wti−1+s∆n −Wti−1}0≤s≤1
)]
, k = 1, . . . , d.
According to Theorem IX.7.28 of [13] we need to show that
[t/∆n]∑
i=1
E[χni,kχ
n
i,l|Fti−1 ] P−→
∫ t
0
wkls ds, (8.1)
[t/∆n]∑
i=1
E[χni,k∆
n
i W |Fti−1 ] P−→
∫ t
0
vksds, (8.2)
[t/∆n]∑
i=1
E[|χni,k|21{|χni,k|>ǫ}|Fti−1 ]
P−→ 0 ∀ǫ > 0, (8.3)
[t/∆n]∑
i=1
E[χni,k∆
n
i Q|Fti−1 ] P−→ 0, (8.4)
where 1 ≤ k, l ≤ d and the last condition must hold for all bounded continuous martingales
Q with [W,Q] = 0. Conditions (8.1) and (8.2) are obvious since
∆−1/2n {Wti−1+s∆n −Wti−1}0≤s≤1 d= {Ws}0≤s≤1.
Condition (8.3) follows from
[t/∆n]∑
i=1
E[|χni,k|21{|χni,k|>ǫ}|Fti−1 ] ≤ ǫ
−2
[t/∆n]∑
i=1
E[|χni,k|4|Fti−1 ] ≤ K∆n → 0,
which holds since the process a is bounded and gk is of polynomial growth. In order to
prove the last condition, we use the Itoˆ-Clark representation theorem
gk
(
∆−1/2n {Wti−1+s∆n −Wti−1}0≤s≤1
)
−Egk
(
∆−1/2n {Wti−1+s∆n −Wti−1}0≤s≤1
)
=
∫ ti
ti−1
ηnk,sdWs
for some predictable process ηnk . Itoˆ isometry implies the identity
E[χni,k∆
n
i Q|Fti−1 ] = ∆1/2n akti−1E
[∫ ti
ti−1
ηnk,sd[W,Q]s|Fti−1
]
= 0.
This completes the proof of Theorem 8.2.
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