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Abstract
We consider the inverse limit space (I, f ) of a unimodal bonding map f as fixed bonding map. If
f has a periodic turning point, then (I, f ) has a finite non-empty set of asymptotic arc-components.
We show how asymptotic arc-components can be determined from the kneading sequence of f . This
gives an alternative to the substitution tiling space approach taken by Barge and Diamond [Ergodic
Theory Dynamical Systems 21 (2001) 1333].
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1. Introduction
Inverse limit spaces of endomorphisms appear as the global attractors of many dynam-
ical systems [21]. For instance, the relevant example for this paper is the global attractor
of Hénon maps, cf. [5]. We will study inverse limit spaces for which a unimodal map of
the interval is the (fixed) bonding map. Since two conjugate maps gives rise to homeo-
morphic inverse limit spaces, it suffices to consider quadratic maps f (x) = 1 − ax2 with
a ∈ [0,2]. Then f has a unique critical point c = 0 and maps the interval I := [1 − a,1]
onto itself. Write X := (I, f ) for the inverse limit space with f as single bonding map.
For values of a below the Feigenbaum parameter (a  a−Feig ≈ 1.40115 . . .), the structure
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which, for simplicity, is not shown in the picture.
of the inverse limit space X is relatively simple, see [6]. For a > aFeig, the known results
are largely restricted to parameters for which the critical orbit is finite. In this case, X con-
sists of uncountably many arc-components which (assuming f is non-renormalizable) lie
dense in X. If c is periodic of period N , then X contains N endpoints, cf. [7], and the
arc-component of these endpoints are continuous images of the half-line [0,∞). All other
arc-components are continuous images of R. If c is strictly preperiodic, no endpoints exists
[8]; instead there are turnlink points at which X is not homogeneous, [10]. Each point that
is neither endpoint nor turnlink point has a neighborhood homeomorphic to the product of
a Cantor set and an interval.
There are still more inhomogeneities. In [1], Barge and Diamond point out the existence
of asymptotic arc-components. Two arc-components C and C˜ are asymptotic if there exists
parametrizations ϕ, ϕ˜ :R → C, C˜ such that limt→∞ d(ϕ(t), ϕ˜(t)) = 0. Here d is a metric
on X compatible with the topology. In this paper we use symbolic dynamics to describe the
asymptotic arc-components. Depending on the kneading sequence, we can algorithmically
determine the pattern of asymptotic arc-components. They appear in k-fans (i.e., k arc-
components which are all asymptotic in one direction), or k-cycles (i.e., k arc-components
each of which is asymptotic in either direction to a neighboring arc-component), or more
complicated combinations of these two, see Fig. 1.
The induced homeomorphism permutes the asymptotic arc-components and from the
structure of this permutation, the pattern of the asymptotic arc-components can be fur-
ther analyzed. The pattern gives some visualization of why inverse limit spaces of non-
conjugate “periodic” unimodal maps are non-homeomorphic, contributing to the partial
results on the classification in [3,11,19,15]. For example, it seems that for any given period
N  6, the four N -periodic kneading sequences appearing last in the parity-lexicographical
order, all lead to non-homeomorphic inverse limit spaces, cf. [19, Theorem 5.1]. However,
our results provide no complete classification, and hence cannot replace the claim of [16,
18] that all “periodic” inverse limit spaces are non-homeomorphic.
The paper is organized as follows. The next section gives preliminaries on inverse limit
spaces of unimodal maps and how to track their arc-components using kneading theory.
In Section 3, we determine when two arc-components are asymptotic. Section 4 presents
the results for the unimodal maps with periodic critical point up to period 8, and gives the
theorems that led to this classification. The proofs are given in the final section.
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Let f (x) = 1 − ax2 be a quadratic map on the interval I := [1 − a,1]. The critical
point is c = 0, and we write ci = f i(c) for the ith image of c. Therefore the interval
[1 − a,0] = [c2, c1] is the core of the map; throughout this paper, we will always restrict
unimodal maps to their cores. The inverse limit space is
X := (I, f ) = {(. . . , x−3, x−2, x−1); xi = f (xi−1) ∈ I for all i < 0}.
Endow X with product topology and metric d(x, y) =∑i<0 2i |xi − yi |. Let πi(x) = xi be
the projection on the ith coordinate for i < 0 and π(x) := f (x−1) for the projection on the
0th coordinate. The induced homeomorphism is
fˆ ((. . . , x−3, x−2, x−1)) =
(
. . . , x−3, x−2, x−1, f (x−1)
)
,
with the right-shift as inverse fˆ−1.
We use the standard symbolic dynamics known as kneading theory for f . Given x ∈ I ,
the itinerary of x is the sequence e(x) = e0e1e2 . . . , with
ei =

1 if f i(x) > c,
 if f i(x) = c,
0 if f i(x) < c.
The itinerary of the critical value c1 is called the kneading sequence and will be denoted as
ν = ν1ν2ν3 . . . . Let ϑ(e1 . . . en) denote the number of ones in e1 . . . en. We use the short-
hand ϑ(n) = ϑ(ν1 . . . νn). If c is periodic, say of period N , then let by convention
νN ∈ {0,1} be such that ϑ(N) is even. (1)
We need the parity-lexicographical ordering : if e = e1e2e3 . . . and e˜ = e˜1e˜2e˜3 . . . are
finite or infinite words of the symbols 0, , 1 and their first difference is at entry k, then
e ≺ e˜ if
{
ek < e˜k and ϑ(e1 . . . ek−1) is even, or
ek > e˜k and ϑ(e1 . . . ek−1) is odd,
where 0 <  < 1. Assuming that ei =  implies that ei+1ei+2 . . . = ν1ν2 . . . , this is a total
ordering on the set of 0  1-words. A kneading sequence ν ∈ {0,1}N with ν1 = 1 is called
admissible if there exists a unimodal map with ν as kneading sequence. Admissible se-
quences can be characterized by the fact that they are shift-maximal with respect to the
left-shift σ and the parity-lexicographical ordering:
σν  σnν  ν for all n 0.
Equivalent admissibility conditions for kneading sequences are given in Section 5. Given
a kneading sequence ν, we say that a 0  1-word A is admissible (cf. [12, Chapter 1.18]), if
σν  Bν  ν for all subwords B of A.
Note that a finite subword B corresponds to an interval in I whose itinerary starts with B .
We extend the symbolic dynamics to the inverse limit space, by giving x ∈ X the backward
itinerary e(x) = . . . e−3e−2e−1, where
ei =

1 if xi > c,
 if xi = c,
0 if xi < c.
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x ∈ X if and only if
(1) if e−k = , then e−k+1 . . . e−1 = ν1 . . . νk−1;
(2) σν  Bν  ν for all subwords B of . . . e−3e−2e−1.
Lemma 2. Let f have a periodic critical point. Let p, p˜ ∈ X have backward itineraries e,
e˜. Then p and p˜ belong to the same arc-component if and only if e and e˜ have the same
tail, i.e., e−i = e˜−i for all i sufficiently large.
Proof. This is contained [8]. In fact, assuming that f is long-branched (or equivalently,
its kneading map if bounded, see Lemma 4 is sufficient for this result. In general, the “if”
direction is true: if backward itineraries e and e˜ agree from entry −N onwards, then the
arc-component can be parametrized by the −N th coordinate. The “only if” direction fails,
however. There can be arcs whose endpoint(s) have backward itineraries with different
tails than the backward itineraries of the rest of the arc, cf. the endpoint characterizations
in [10]. 
To describe the folding pattern of an arc-component, we define
τR(e) = sup
{
n 1; e−(n−1) . . . e−1 = ν1 . . . νn−1, ϑ(n− 1) is even
}
and
τL(e) = sup
{
n 1; e−(n−1) . . . e−1 = ν1 . . . νn−1, ϑ(n− 1) is odd
}
.
It was shown in [10] (cf. [8]), that the set of points x ∈ X with given sequence e as itinerary
is an arc A which projects to
π
(
A
)= [cτL(e), cτR(e)]. (2)
(Here we assume that τL and τR both are finite; for examples otherwise, see [10].) More-
over, if A and A˜ are two such adjacent arcs in the same arc-component of X, then for
the corresponding backward itineraries e and e˜, ei = e˜i , except for a single i < 0 which
is either i = τL(e) = τL(e˜) or i = τR(e) = τR(e˜). This gives an algorithm to compute the
folding pattern of an arc-component.
Define {an}n∈Z\{0}, αn = αn(e) ∈ Z as follows.
α1(e) = τR(e) and α−1(e) = τL(e).
The coordinate α0 remains undefined. Next define Re by
(Re)i =
{
ei if i = τR(e), i.e., i = α1(e),
1 − ei if i = τR(e), i.e., i = α1(e).
Similarly, R−1e is defined as(
R−1e
)
i
=
{
ei if i = τL(e), i.e., i = α−1(e),
1 − ei if i = τL(e), i.e., i = α−1(e).
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denote adjacent arcs A with constant backward itinerary. To the left, at the same horizontal line, these backward
itineraries are given, and the projection π(A) according to Eq. (2).
We continue to define α2(e) = τL(Re), α3(e) = τR(R2e), etc., and for negative subscripts
α−2(e) = τR(R−1e), α−3(e) = τL(R−2e), etc.1 In other words, the numbers α1, α2, . . .
record at which entries the backward itineraries change as we follow the arc-component
through x to the right, while α−1, α−2, . . . record changes as we follow the arc-component
through x to the left. Fig. 2 gives a suggestive embedding into the plane of the arc-
component through the fixed point p (with backward itinerary . . .111) of the induced
homeomorphism for ν = 101.
If p = p˜ ∈ X lie on the same arc-component C (and hence their backward itineraries e
and e˜ have the same tail), then we say that p  p˜ if p˜ is reached from p by following C to
the right. This means that{
π(p) < π(p˜) if e = e˜,
e˜ = Rke for some k > 0 if e = e˜.
By abuse of notation, we say that e  e˜ in this case. Note that  is not a transitive order
relation: Since e and Re meet at their ‘right’ endpoints (and hence both e Re and Re  e
are true), what is to the right of Re turns out to be to the left of e. We use this repeatedly
in the following form:
Re Rme implies e /Rme and hence m < 0. (3)
Define the last discrepancy of e and e˜ as
d = d(e, e˜) = sup{i; e−i = e˜−i}.
Obviously, d = ∞ if e and e˜ have different tails.
1 Note that (Rn)n∈Z fails the usual group property of dynamical systems, since Rn+m(e) = (Rn(Rm(e)) if m
is odd, see (3).
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i=1 e−i is even.
Proof. Assume that p, p˜ ∈ X have backward itineraries e and e˜. Without loss of generality,
πi(p),π(p˜) = c for all i. Let B be the arc connecting p and p˜. It is easy to see that
πd¯ :B → I is a homeomorphism, and that the critical point lies between p−d¯ = π−d¯ (p)
and p˜−d¯ = π−d¯ (p˜).
Assume p−d¯ < c < p˜−d¯ . Take q in the interior of B such that q and p have the same
itinerary. Then π(p) < π(q) if and only if f d¯ preserves orientation on (p−d¯ , q−d¯ ) if and
only if
∑d¯−1
i=1 e−i is even. In this case we have indeed p˜ > p.
The other case p˜−d¯ < c < p−d¯ is treated in the same way. 
Corollary 1. Suppose two backward itineraries e and Rne coincide on the rightmost k
entries: e−k . . . e−1 = (Rne)−k . . . (Rne)−1. Then there exists m < n such that αm(e) > k.
3. Asymptotic arc-components
Definition 1. Two arc-components C and C˜ of X are asymptotic if there exists parame-
trizations ϕ, ϕ˜ of C, C˜ such that limt→∞ d(ϕ(t), ϕ˜(t)) = 0.
Given two itineraries e and e˜, let
d0 := d(e, e˜) := min{n; e−n = e˜−n}
be the first discrepancy. Similarly, dn = d(Rn(e),Rn(e˜)).
Proposition 1. Let C and C˜ be two arc-components, containing points with backward
itineraries e and e˜. Then C and C˜ are asymptotic if and only if the following holds:
(1) There exists k, k˜ ∈ Z such that dn(Rk(e),Rk˜(e˜)) → ∞ as n → ∞.
(2) Let α and α˜ be the folding patterns of Rk(e) and Rk˜(e˜), respectively. Then |cαn −
cα˜n | → 0 as n → ∞.
Proof. We carry out the proof for the case that c is periodic of period N . This means that
Condition (2) is equivalent to cαn = cα˜n for all n sufficiently large.
Let ε = 18 {|ci − cj |; 0 < i < j N}. If C and C˜ are indeed asymptotic, then they have
parametrizations ϕ and ϕ˜ such that d(ϕ(t), ϕ˜(t)) → 0 as t → ∞. Take t0 so large that
d(ϕ(t), ϕ˜(t))  4|π ◦ ϕ(t) − π ◦ ϕ˜(t)| < ε for all t  t0. Then the right folding patterns
of ϕ(t0) and ϕ˜(t0) must be the same modulo N . For any backward itinerary e one can
find k ∈ Z such that the backward itinerary of ϕ(t0) coincides with Rk(e). The analogous
statement holds for e˜. Condition (2) follow immediately. Suppose by contradiction that
dn(R
k(e),Rk˜(e˜)) = K < ∞ infinitely often. For each such n, the middle points on the arcs
corresponding to Rk+n(e) and Rk˜+n(e˜) are some definite distance away. This contradicts
that d(ϕ(t), ϕ˜(t)) → 0.
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n−1e α˜n ϑ(α˜n) Rn−1e˜
1 4 2 . . .11111101 1 0 . . .11111010
2 2 1 . . .11110101 5 3 . . .11111011
3 1 0 . . .11110111 1 0 . . .11101011
4 6 3 . . .11110110 3 1 . . .11101010
5 1 0 . . .11010110 1 0 . . .11101110
6 2 1 . . .11010111 2 1 . . .11101111
7 4 2 . . .11010101 7 4 . . .11101101
8 2 1 . . .11011101 2 1 . . .10101101
9 1 0 . . .11011111 1 0 . . .10101111
.
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Fig. 3. Folding pattern of the asymptotic arc-components for ν = 101. Note that 3 divides αn − α˜n for all n 0.
Conversely, if the folding patterns of Rk(e) and Rk˜(e˜) are the same modulo N , then
there are parametrizations ϕ of C and ϕ˜ of C˜ such that ϕ(0) has backward itinerary e, ϕ˜(0)
has backward itinerary e˜, and π ◦ ϕ(t) = π ◦ ϕ˜(t) for all t  0. Condition (1) implies that
also d(ϕ(t), ϕ˜(t)) → 0.
The proof for when c is not periodic is similar. 
Example 1. Let ν = 101. The arc-component C through the fixed point p of fˆ is shown
Fig. 2, whereas Fig. 3 shows its folding pattern; more precisely, points x with backward
itinerary e = . . .11111101 and x˜ with backward itinerary e˜ = . . .11111010 are compared.
(If π(x) < c, then we could even take x˜ = fˆ (x), which lies in the same arc-component
because fˆ (C) = C.) The table shows that the two components of C \ {p} are asymptotic to
each other. For this reason, we want to call the arc-component C self-asymptotic. (This is
stronger than C and C being asymptotic. In the sense of Definition 1, every arc-component
is trivially asymptotic to itself.) To prove that C is self-asymptotic, observe that ϑ(αn) −
ϑ(α˜n) is always a multiple of 3 and dn(e, e˜) → ∞. Note that R2e = e11 and R2e˜ = e˜11
(and R9e = e1111, R9e˜ = e˜1111, and also Re = e˜1, Re˜ = e1 and R6e = e˜111, R6e˜ =
e111. This similarity is used to prove the above statements, see case I in Section 5.
Corollary 2. If f has a strictly preperiodic critical point, then X has no asymptotic pair
of arc-components.
Proof. Let f have period N and preperiod M . Suppose that C = C˜ are asymptotic. Choose
corresponding itineraries e and e˜ such that for the folding patterns |cαn − cα˜n | → 0 as
n → ∞. Hence for some n0 > 0, N divides αn − α˜n for all n n0. At the same time, the
discrepancies dn → ∞. Fix some n1  n0 such that dn1 
 N + M . Let n2  n1 be the
smallest integer such that αn2 = dn1 < α˜n2 . (The case a˜n2 = dn1 < αn2 can be treated by
the same argument.) Note that such n2 must exists, because otherwise the discrepancy dn1
is never resolved, contradicting that dn → ∞.
Now we have α˜n2 − αn1 = iN for some i  1. Let η = Rn2(e) and η˜ = Rn2(e˜). Then
η−αn . . . η−1 = η˜−αn . . . η˜−1 = ν1 . . . ναn −1.2 2 2
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η˜−α˜n2 . . . η˜−1 = ν1 . . . να˜n2−1 = ν1 . . . νiNν1 . . . ναn2−1.
This contradicts that ν is preperiodic. 
A similar proof shows that X has no asymptotic arc-components when f has a non-
recurrent critical point.
4. Periodic kneading sequences
Let from now on c be periodic with period N . Recall that by convention we write
ν = ν1 . . . νN , where νN ∈ {0,1} is such that ϑ(N) is even. In Fig. 4, we list the admissible
periodic kneading sequences up to period 8, the tails of their asymptotic arc-components
and the pattern these arc-components make. The kneading sequences for a < aFeig are left
out, because their inverse limit spaces possess no asymptotic arc-components, see [6].
Suspensions of substitution shifts (also called substitution tilings spaces) have fre-
quently been studied in the 20th century, see, e.g., monographs of Hedlund and Gottschalk
[13], and Queffelec [17]. It is in this context that asymptotic arc-components (their exis-
tence and finiteness) were noticed first, cf. [17, Theorem V.21], Since such spaces appear
as orientable 2-to-1 coverings of unimodal inverse limit spaces, one can conclude that the
collection A of asymptotic arc-components is non-empty and finite. In [4, Proposition 4],
it is shown (after subtracting the N arc-components with endpoints), that the cardinality
#A 2(N − 2). As fˆ permutes the asymptotic arc-components, they can be viewed as the
unstable manifolds of periodic points of fˆ , and their backward itineraries have periodic
tails. The maximal (in parity-lexicographical order) shifts of these tails are shown in the
fourth column. Let us write s ∼ t if the tails s and t are tails of asymptotic arc-components.
If only one tail t is given, it means that t ∼ σnt for some n  1: the tail is asymptotic to
a shift of itself. For instance, in line 2, all three shifts of t = 101 arc simultaneously as-
ymptotic, see case I of Theorem 1. This leads to a 3-fan of asymptotic arc-components (cf.
Fig. 1).
In line 4, the shift of the same tail t = 101 are only pairwise asymptotic: t ∼ σ t , σ t ∼
σ 2t and σ 2t ∼ t . The resulting arrangement of asymptotic arc-components is called a 3-
cycle, see Fig. 1.
In line 12, the tail t = 1000100011 is asymptotic to its fifth shift: t ∼ σ 5t , and similarly
σ t ∼ σ 6t , σ 2t ∼ σ 7t , σ 3t ∼ σ 8t and σ 4t ∼ σ 9t . Hence we see five 2-fans, and fˆ permutes
all of the 10 strands in one cycle. In line 15, we see two tails t = 10010 and s = 10111.
Here t ∼ s, σ t ∼ σs, etc., so again we see five 2-fans, but this time fˆ permutes them in
two separate cycles. We do not know if all homeomorphisms of X into itself arc homotopic
to iterates of fˆ , but if this is true, it would follow that the inverse limit spaces of line 12
and line 15 are non-homeomorphic.2 In any case, a homeomorphism between these spaces
cannot commute with the induced homeomorphisms.
2 Swanson and Volkmer [19] showed that these inverse limit spaces are indeed non-homeomorphic, but for a
different reason.
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1 101 1-cycle 1 2 I
2 1001 3-fan 101 3 I
3 10001 4-fan 1001 4 I
4 10010 3-cycle 101 3 II
5 10111 three 2-fans 101110 3 III
6 100001 5-fan 10001 5 I
7 100010 4-cycle 1001 4 II
8 100111 four 2-fans 10010011 4 III
9 101110 two linked 3-fansa 10, 1 4 II, IV
10 1000001 6-fan 100001 6 I
11 1000010 5-cycle 10001 5 II
12 1000111 five 2-fans 1000100011 5 III
13 1000100 four 2-fans (l.i.p.) 10, 1001 4 II
14 1001101 four 2-fans 10011010 4 III
15 1001110 five 2-fans 10010, 10111 5 II
16 1001011 five 2-fans 1001011011 5 III
17 1011010 5-cycle 10111 5 II
18 1011111 five 2-fans 1011111110 5 III
19 10000001 7-fan 1000001 7 I
20 10000010 6-cycle 100001 6 II
21 10000111 six 2-fans 100001110000 6 III
22 10000100 five 2-fans 10001, 10010 5 II
23 10001101 five 2-fans 1000110100 5 III
24 10001110 six 2-fans 100010, 100111 6 II
25 10001011 six 2-fans 100010110011 6 III
26 10011010 six 2-fans (l.i.p.) 101, 100111 6 II
27 10011111 six 2-fans 100111110110 6 III
28 10011100 five 2-fans 10010, 10111 5 II
29 10010101 five 2-fans 1001010111 5 III
30 10010110 six 2-fans (l.i.p.) 100, 101110 6 II
31 10110111 three 3-cycles 101101110 3 III
32 10111110 two linked 4-fans 101110, 1 5 II, IV
a The strands of each fan that is not asymptotic to the other fan belong to
one arc-component, and hence are self-asymptotic.
Fig. 4. Periodic kneading sequences and corresponding asymptotic arc-components. (l.i.p. = linked in pairs.)
In line 13, we find two different tails t = 10 and s = 1001. Since t ∼ s, σ t ∼ σs and
also t = σ 2t ∼ σ 2s, σ t = σ 3t ∼ σ 3s, we find that the four resulting 2-fans must actually
be linked in pairs. The pattern consists of two copies of a linked pair, see Fig. 1.
In line 31, we have t = 101101110 which is asymptotic to σ 3t . Moreover, it turns out
that σ 3 ∼ σ 6 and σ 6t ∼ t . The same happens for σ t ∼ σ 4t , σ 4t ∼ σ 7t , σ 7t ∼ σ t and
σ 2t ∼ σ 5t , σ 5t ∼ σ 8t , σ 8t ∼ σ 2t . This gives three copies of 3-cycles.
The following theorem predicts the asymptotic arc-components and their tails. We write
ρ :N → N,
ρ(n) = min{k > n; νk = νk−n}.
and we use the notation a′ := 1 − a for a ∈ {0,1}.
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structure (i.e., f is not renormalizable, see below),
Case I: ν = 10N−2. Then{
e = 10N−3110N−21
e˜ = 10N−3110N−210l for l = 1, . . . ,N − 2
are asymptotic to the right.
Assume that k < N is such that ρ(k)N .
Case II: ϑ(k) is odd. Then{
e = ν1 . . . ν′kν1 . . . νN
e˜ = ν1 . . . ν′N−kνN−k+1 . . . νkν1 . . . ν′N−kνN−k+1 . . . ν′N
are asymptotic to the right (if admissible).
Case III: ϑ(k) is even and N = ak + r for 0 r < N . Then{
e = νr+1 . . . ν′kν1 . . . νN
e˜ = νr+1 . . . ν′kν1 . . . νNνN−k+1 . . . ν′N
are asymptotic to the right (if admissible).
The resulting basic pattern of asymptotic arc-components is a (k − 1)-fan in case I, k
2-fans in cases II and III, provided a = 1. However, if the backward itineraries e and e˜ have
same additional symmetry, a more complicated pattern may arise.
Theorem 1 does not predict, for cases II and III, whether the backward itineraries e and
e˜ are admissible. Corollary 3 shows that in each case, only one value of k is possible. For
most lines in Fig. 4, the choice k = min{i < N; ρ(i)  N} works, and other choices of
k give non-admissible backward itineraries. An exception is line 17. Here k = 5 is taken,
whereas the minimal value k = 3 leads to a non-admissible backward itinerary.
Cases I–III are mutually exclusive, see Proposition 2 in Section 5. Note that, if an N -
periodic kneading sequence ν satisfies case I, then it also satisfies case II, which leads to
one more asymptotic arc-component with tail . . .0000. However, this tail is only admissible
if we enlarge the interval I on which f is defined to [q,1], where q = 12a (−1 −
√
4a + 1 )
is the orientation preserving fixed point of f . The arc-component with tail . . .000 is the
arc-component of (. . . , q, q, q), which coils into (I, f ) in such a way that it is asymptotic
to the (N − 1)-fan.
A unimodal map is renormalizable if there exists a closed neighborhood J  c and
an integer m > 1 such that J,f (J ), . . . , f m−1(J ) have pairwise disjoint interiors, while
f m(J ) ⊂ J . Let µ = µ1 . . .µm be the itinerary of f (J ), where µm ∈ {0,1}, using the same
convention as (1). Also let µ˜ be the kneading sequence of fm|J . The kneading sequence
of ν can be written as ∗-product ν = µ ∗ µ˜, defined as
νi =

µi mod m if i mod m = 0,
µm if i mod m = 0, and ϑ(µ1 . . .µm−1) is even,
′µm if i mod m = 0, and ϑ(µ1 . . .µm−1) is odd.
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Theorem 2. Let ν be a periodic kneading sequence.
Case IV: ν = µ∗ µ˜ has ∗-product structure, where µ has period m. Then X has m subcon-
tinua, each of them homeomorphic to the inverse limit space of the unimodal map
with kneading sequence µ˜, having corresponding asymptotic arc-components.
Proof. This is standard. Since f is renormalizable, the set{
x; x−im+j ∈ f j (J ) for all i  1 and j = 0,1, . . . ,m− 1
}
forms a subcontinuum H homeomorphic to (J, f m|J ). The subcontinua H, fˆ (H), . . . ,
fˆ m−1(H) are pairwise disjoint, and connected to each other by additional arc-components,
see [2]. Each H has the same asymptotic arc-components as (J, f m|J ). 
As an example, in line 32 from Fig. 4, ν = 11 ∗ 1001. The corresponding inverse limit
space has two copies of the inverse limit space of line 2 as subcontinua, and hence two
3-fans. In addition, there is the arc-component with tail . . .1111, which turns out to en-
twine in the these subcontinua asymptotically to the two 3-fans, rendering them two linked
4-fans. The same mechanism in line 9 gives two linked 3-fans where the non-linking
strands of each 3-fan are in fact asymptotic to themselves.
We think that Theorems 1 and 2 give the complete picture of asymptotic arc-
components. They lead to at most 2(N − 2) asymptotic arc-components (obtained in
cases II and III, when k = N −2 and no additional symmetries in the asymptotic backward
itineraries arc present), which confirms the bound from [4].
Conjecture 1. Given a periodic kneading sequence, let A be the collection of asymptotic
arc-components of the corresponding inverse limit space. If C, C˜ ∈A, then C is asymptotic
to, or coincides with, fˆ nC˜ for some n ∈ Z.
5. Proofs
In this section we give the proof of Theorem 1. Case I expresses the scheme of the proof
in its simplest form. For the other cases, several more technical arguments are necessary to
verify the basic steps. This involves a discussion of admissible words for a given kneading
sequence, and of the structure of cutting and co-cutting times.
Proof. Case I: We have{
e = 10N−3110N−21,
e˜ = 10N−3110N−210l ,
so α1(e) = N + 1 and α1(e˜) = 1. Consequently,{
Re = 10N−3110N−210N−21,
N−3 N−2 l−1Re˜ = 10 110 10 1,
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that
αm(e),αm(e˜) l + 1 for m < n.
Indeed, if αm(e) > l + 1 for the first time, then αm = N + 1 and Rme = . . .10N−21 ends
in the same way as Re. By Corollary 1 this cannot happen. If, on the other hand, αm(e˜) >
l + 1, then αm(e˜) = N + l + 1 and Rme˜ = 10l−1. But then also Rme = . . .10l−1 and
αm(e) = l + 1. This proves the claim, and we find αn(e) = l + 1 and αn(e˜) = N + l + 1.
Therefore{
Rn+1e = 10N−3110N−210N−l−210l−1 = e0N−l−2110l−1,
Rn+1e˜ = 10N−3110N−210N−2110l−1 = e˜0N−l−2110l−1,
which are left-shifted copies of the original backward itineraries. Since e and Rn+1e differ
by an even number of entries, n+1 is even. Therefore, we can repeat the argument and find
that dn(e, e˜) → ∞ while αn(e)− αn(e˜) is always a multiple of N . This proves case I. 
Define the cutting times (Sk)k0 and co-cutting times (Tl)l0 of a kneading sequence ν
as:
S0 = 1, Sk = ρ(Sk−1)
and
T0 = min{i > 1; νi = 1}, Tl = ρ(Tl−1).
We list some facts of (co-)cutting times and admissibility from [9,14,20].
Lemma 4. The following statements are equivalent:
• A kneading sequence, ν is admissible.
• σν  σnν  ν for all n 0.
• ρ(n)− n is a cutting time for each n 1.
• ρ(n) − n is a cutting time for each cutting or co-cutting time n, and (Sk)k0 and
(Tl)l0 are disjoint sequences.
• Sk − Sk−1 = SQ(k) for some Q :N → N ∪ {0} (this map Q is culled the kneading map
of ν) and{
Q(k + j)}
j1 lex Q
{
Q2(k)+ j}
j1 (4)
for all k (lex is lexicographical order).
The (co-)cutting times serve as natural dividers of the kneading sequence, and they
determine which subwords of ν are admissible. We list some of these properties more
precisely, writing S(n) = min{Sk; Sk > n} and T (n) = min{Tl; Tl > n}.
Lemma 5.
(a) ϑ(Sk) is odd for all k and ϑ(Tl) is even for all l.
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odd.
(c) The word ν1 . . . νn−1ν′n is admissible if and only if n is a cutting time.
(d) If ν is N -periodic (with convention (1)), then N is a co-cutting time and no cutting
time is a multiple of N .
Proof. (a) This follows by induction and the fact that ρ(n)− n is a cutting time.
(b) We prove the following statement by induction
ρ(k) >S(k)
ρ(k) =S(k)
}
implies
{
ϑ(k) is even.
ϑ(k) is odd.
ρ(k) > T (k)
ρ(k) = T (k)
}
implies
{
ϑ(k) is odd.
ϑ(k) is even.
(5)
This is obviously true for k min{i > 1; νi = 1}. Suppose (5) is true for all integers less
than k. Assume ρ(k) > S(k) and S(k) = Si , so Si−1  k < S(k) < ρ(k). Then k > Si−1
because otherwise ρ(k) = Si . It follows that ρ(k − Si−1) = Si − Si−1 is a cutting time,
and by induction, ϑ(k −Si−1) is odd. Therefore ϑ(k) = ϑ(Si−1)+ϑ(k −Si−1) is even, as
asserted. The remaining three statements of (5) are proven in the same way. Now statement
(b) follows immediately from statement (a).
(c) The points in I with itinerary starting with ν1 . . . νn or ν1 . . . ν′n form a one-sided
neighborhood Un of c1; this is the largest neighborhood in I on which f n−1 is monotone.
Both ν1 . . . νn and ν1 . . . ν′n are admissible if and only if f n−1(Un)  c if and only if n is a
cutting time.
(d) If f is a quadratic map with an N -periodic critical point, then varying the parameter
a shows that both ν1 . . . νN−10 and ν1 . . . νN−11 can be realized as kneading sequences.
The sequences of cutting and co-cutting times are disjoint (see Lemma 4); therefore using
convention (1), we conclude that N is a co-cutting time. Since ϑ(ν1 . . . νiN ) is even for all
i  1, iN is never a cutting time. 
Corollary 3. The only possible admissible choices of k are in case II: k = min{i < N;
ρ(i) > N}, and in case III: k = min{i < N; ρ(i) = N}.
Proof. In case II, the minimal k such that ρ(k) > N is the last cutting time before N .
If k′ > k is taken such that ρ(k′) > N , then ϑ(k′) is odd, so k′ is neither cutting nor co-
cutting time. Then, for the backward itinerary e based on k′, the subword ν1 . . . ν′k′ is not
admissible.
In case III, if k′ > k is such that ρ(k′) = N and hence ϑ(k′) is even, then also
ϑ(νk+1 . . . νk′) is even. If the backward itinerary e were based on k′, then it contains
νk+1 . . . ν′k′ as a subword, but νk+1 . . . ν
′
k′ = ν1 . . . ν′k′−k  ν1 . . . νk′−k , so it is not admis-
sible with respect to ν. 
Now we continue the proof of Theorem 1.
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fore N . If k > Si , then by Lemma 5(c), the word ν1 . . . ν′k is not admissible, so k = Si . It
follows that
ν1 . . . νkν1 . . . νN−k = ν1 . . . νN
and N − k is a cutting time too. In addition, k > N/2 because otherwise either Si+1 − Si
is not a cutting time, or ν is k-periodic, contradicting Lemma 5(d). We have the backward
itineraries{
e = ν1 . . . ν′kν1 . . . νN ,
e˜ = ν1 . . . ν′N−kνN−k+1 . . . νkν1 . . . ν′N−kνN−k+1 . . . ν′N.
Since N is the minimal period of ν, we find α1(e) = N + 1. Now for e˜, let α := α1(e˜) =
τR(e˜), so ϑ(α) is even. If 1 < α  k, then
ν1 . . . νN−ανN−α+1 . . . ν′N = ν1 . . . νN−αν1 . . . να,
and by Lemma 5(b), ϑ(N −α) is even. Therefore ϑ(ν1 . . . ν′N) = ϑ(α)+ϑ(N −α) is both
even and odd, a contradiction. If k < α N , then
ν1 . . . νN−ανN−α+1 . . . ν′N−kνN−k+1 . . . ν′N = ν1 . . . νN−αν1 . . . να.
Since N − k is a cutting time, and ρ(N − α) = N − k, we have by Lemma 5(b)
that ϑ(N − α) is odd. Therefore ϑ(ν1 . . . νN−αν1 . . . να) is odd. But at the same time
ϑ(ν1 . . . ν
′
N−kνN−k+1 . . . ν′N) = ϑ(ν1 . . . νN) is even, again a contradiction. Obviously α =
N + 1, and if α = iN + β for some i  0, 1 < β N + 1, then e˜ ends with ν1 . . . νβ and
ϑ(β) is even, which was excluded by the above arguments.
This shows that α1(e˜) = 1, and hence
Re = ν1 . . . ν′kν1 . . . νkν1 . . . νN
= ν1 . . . ν′kν1 . . . νNνN−k+1 . . . νN ,
Re˜ = ν1 . . . ν′N−kνN−k+1 . . . νkν1 . . . ν′N−kνN−k+1 . . . νN
= ν1 . . . ν′N−kνN−k+1 . . . νk
ν1 . . . ν
′
N−kνN−k+1 . . . ν′NνN−k+1 . . . νN .
As a result, d1(e, e˜) = k + 1. Let n 1 be minimal such that Rne˜ ends with ν1 . . . νk . We
claim:
There is no 1 < m < n such that
αm(e) k + 1 or αm(e˜) k + 1.
Let us start with e˜. Take 1m n minimal such that α := αm(e˜) k + 1. If k < α < 2k,
then by Lemma 5(b) applied to co-cutting time N , ϑ(νN+k−α+1 . . . ν′N) is odd. Because
N −k is a cutting time, ϑ(νN−k+1 . . . νN) is odd. Hence ϑ(νN+k−α+1 . . . ν′NνN−k+1 . . . νN)
is even. Comparing Re˜ and R˜m+1e˜ using Lemma 3 gives that Re˜  Rm+1e˜, but
by (3), we find that e˜ /Rm+1e˜, a contradiction. If 2k < α < N + k, then Lemma 5(b)
applied to cutting time N − k shows that ϑ(νN+k−α+1 . . . ν′ ) is odd. ThereforeN−k
196 H. Bruin / Topology and its Applications 152 (2005) 182–200ϑ(νN+k−α+1 . . . ν′N−kνN−k+1 . . . ν′NνN−k+1 . . . νN) is even. The above argument shows
that e˜ /Rm+1e˜, so again we get a contradiction.
Since k is the last cutting time before N , ρ(k) > N , and νk+1 . . . νN = ν1 . . . νN−k .
Hence νN−k = νN and ϑ(ν1 . . . ν′N−kνN−k+1 . . . ν′N) = ν(N)±2. Since ϑ(νi+1 . . . νN+i ) =
ϑ(N) for all i  0, also α > N + k is not possible. This proves the first half of the claim.
We use similar arguments for e: Suppose that m > 0 is minimal such that α := αm(e)
k+1. If k < α N+k, then by Lemma 5(b), ϑ(νN+k−α+1 . . . νN) is odd. We already know
that ϑ(νN−k+1 . . . νN) is odd, so ϑ(νN+k−α+1 . . . νNνN−k+1 . . . νN) is even. By Lemma 3,
we find Re  Rm+1e, so again by (3), e /Rm+1e. The case α = N + k + 1 is possible, but
then Rme ends with ν1 . . . νk , so m = n. Finally, α > N + k + 1 is impossible, since N
is the smallest period of ν and ν1 . . . ν′k = νN−k+1 . . . νN (they have different parity). This
proves the claim, and hence αm(e) = αm(e˜) for all 1 < m < n. We find
Re = ν1 . . . ν′kν1 . . . νkν1 . . . νN−kν1 . . . νk
= ν1 . . . ν′kν1 . . . νNν1 . . . νk,
Re˜ = ν1 . . . ν′N−kνN−k+1 . . . νkν1 . . . ν′N−kν1 . . . νk.
By assumption, ϑ(k) is odd, while ϑ(νN−k+1 . . . ν′N) is even as we saw before. Therefore e˜
and Rne˜ differ at an odd number of entries, and hence n is odd. Using the same arguments
as for α1 above, we find αn(e) = τL(Rne) = N + k + 1 and αn(e˜) = τL(Rne˜) = k + 1,
giving a difference of N . Taking one more iterate, we obtain
Rn+1e = ν1 . . . ν′kν1 . . . νkν1 . . . νNν1 . . . νk
= ν1 . . . ν′kν1 . . . νNνN−k+1 . . . νNν1 . . . νk
= eνN−k+1 . . . νNν1 . . . νk
and
Rn+1e˜ = ν1 . . . ν′N−kνN−k+1 . . . νkν1 . . . νN−kν1 . . . νk
= ν1 . . . ν′N−kνN−k+1 . . . νkν1 . . . ν′N−kνN−k+1 . . . νNν1 . . . νk
= ν1 . . . ν′N−kνN−k+1 . . . νk
ν1 . . . ν
′
N−kνN−k+1 . . . νkν1 . . . ν′N−kνN−k+1 . . . νNν1 . . . νk
= ν1 . . . ν′N−kνN−k+1 . . . νk
ν1 . . . ν
′
N−kνN−k+1 . . . ν′NνN−k+1 . . . νNν1 . . . νk
= e˜νN−k+1 . . . νNν1 . . . νk.
Hence Rn+1e and Rn+1e˜ are left-shifted copies of e and e˜. Since n + 1 is even, we can
repeat the argument and find that dn(e, e˜) → ∞ while αn(e) − αn(e˜) is always a multiple
of N . This proves case II.
Case III: We will use the same arguments as for case II. Since r = ρ(ak) − ak, r is a
cutting time and hence ϑ(r) is odd. We started with{
e = νr+1 . . . ν′kν1 . . . νN ,
e˜ = ν . . . ν′ ν . . . ν ν . . . ν′ .r+1 k 1 N N−k+1 N
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ν1 . . . νNνr+1 . . . ν′kν1 . . . νN = ν1 . . . νk−rν1 . . . νNν1 . . . νN , so ρ(k − r) > N . Note that
ϑ(k − r) = ϑ(k) − ϑ(r) is odd. Obviously, k − r < N/2 and there is always a cutting
time S between N/2 and N . By Lemma 5(b), ρ(k − r) S, giving a contradiction. There-
fore α1(e) = N + 1.
Now for e˜, let α := α1(e˜) = τR(e˜), so ϑ(α − 1) is even. We have
ϑ(νN−k+1 . . . ν′N)
= ϑ(ν1 . . . ν′N)− ϑ(N − k)
= ϑ(N)± 1 − (a − 1)ϑ(k)− ϑ(r) is even.
If α = k+1, then νN−k+1 . . . ν′N = ν1 . . . νk . Therefore ρ(N − k) = N whence ρ(N − k)−
(N − k) = k is a cutting time by Lemma 4. But ϑ(k) = ϑ(α − 1) cannot be both odd
and even. If 1 < α  k, then since νN−α+1 . . . ν′N = ν1 . . . να and ϑ(α) is even, ϑ(N − α)
is also even. But then ϑ(N) = ϑ(N − α) + ϑ(νN−α+1 . . . ν′N) is odd, contradicting our
convention (1).
If k + 1 < α  k + N , then by Lemma 5 applied to co-cutting time N ,
ϑ(νN+k−α+1 . . . νN) is odd. Hence ϑ(νN+k−α+1 . . . νNνN−k+1 . . . ν′N) =
ϑ(νN+k−α+1 . . . νN) + ϑ(νN−k+1 . . . ν′N) is odd, and α = τR(e˜). If α > k + N , then we
repeat the above arguments on β = α − iN such that k + 1 β  k +N .
The remaining possibility is α1(e˜) = 1, so
Re = νr+1 . . . ν′kν1 . . . νNνr+1 . . . νkν1 . . . νN
= νr+1 . . . ν′kν1 . . . νNνr+1 . . . ν′NνN−k+1 . . . νN ,
Re˜ = νr+1 . . . ν′kν1 . . . νNνN−k+1 . . . νN .
Take n minimal such that Rne ends with ν1 . . . νk . We claim:
There is no 1 < m < n such that
αm(e) k + 1 or αm(e˜) k + 1.
First take m is minimal such that α := αm(e) > k. If α = k + 1, then m = n by defini-
tion of n. If k + 1 < α  N + k − r , then by Lemma 5(b) applied to co-cutting time N ,
ϑ(νN+k−α+1 . . . ν′N) is odd. From this it follows that ϑ(νN+k−α+1 . . . ν′NνN−k+1 . . . νN) is
even, and by Lemma 3, Re Rm+1e. Therefore (3) shows that e /Rm+1e, a contradiction.
If N + k − r < α  2N + k − r , then by Lemma 5(b) applied to co-cutting time
N we get ϑ(ν2N+k−r−α+1 . . . νN) is odd. Since ϑ(r) is odd, also ϑ(νr+1 . . . ν′N) =
ϑ(N) ± 1 − ϑ(r) is even and as shown before, ϑ(νN−k+1 . . . νN) is odd. Therefore
ϑ(ν2N+k−r−α+1 . . . νNνr+1 . . . ν′NνN−k+1 . . . νN) is even, and we apply Lemma 3 to con-
clude that Re  Rm+1e and hence e /Rm+1e. Finally, if α > 2N + k − r , then α = iN +
k − r + 1 for some i  2. However, since r is a cutting time, say r = Si < N/2, and since
there is a next cutting time Sj+1 < N , we obtain that νSj+1 . . . νSj+1 = ν1 . . . ν′Sj+1−Sj =
ν1 . . . νSj+1−Sj . This shows that α = iN + k − r + 1, so α > 2N + k − r is also impossible.
Now for e˜, assume that m is minimal such that α := αm(e˜) > k. If α = k + 1, then Rme˜
and Rme both end with ν1 . . . νk , so m = n. If k + 1 < α  k +N , then the above argument
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then α = iN + k + 1 for some i  1. But then Rme˜ should end with ν1 . . . νk , so m = n.
This proves the claim.
Therefore αm(e) = αm(e˜) for 1 < m n and{
Rne = νr+1 . . . ν′kν1 . . . νNνr+1 . . . νkν1 . . . νN−kν1 . . . νk,
Rne˜ = νr+1 . . . ν′kν1 . . . νNν1 . . . νk.
Recall that ϑ(νN−k+1 . . . νN) is odd, and ϑ(k) is even. Therefore Re˜ and Rne˜ differ
at an odd number of entries, so n is even. Since Rne ends with νk+1 . . . ν′Nν1 . . . νk
and ϑ(νk+1 . . . ν′Nν1 . . . νk) is odd, αn(e)  N . If αn(e) > k + 1, then by Lemma 5(b),
ϑ(νN−α+1 . . . ν′N) is odd, so ϑ(νN−α+1 . . . ν′Nν1 . . . νk) is also odd. This would imply that
αn(e) = τR(Rne). Therefore αn(e) = τR(Rne) = k+1. The check that αn(e˜) = τR(Rne˜) =
N + k + 1 relies on the same arguments showing hat α1(e) = N + 1. This gives
Rn+1e = νr+1 . . . ν′kν1 . . . νNνr+1 . . . νkν1 . . . ν′N−kν1 . . . νk
= νr+1 . . . ν′kν1 . . . νNνr+1 . . . νNν1 . . . νk
= eνr+1 . . . νNν1 . . . νk
and
Rn+1e˜ = νr+1 . . . ν′kν1 . . . νNνr+1 . . . νkν1 . . . νNν1 . . . νk
= νr+1 . . . ν′kν1 . . . νNνr+1 . . . νkν1 . . . νrνr+1 . . . νNν1 . . . νK
= νr+1 . . . ν′kν1 . . . νNνr+1 . . . ν′Nνr+1 . . . νNν1 . . . νk
= e˜νr+1 . . . νNν1 . . . νk.
Hence Rn+1e and Rn+1e˜ are left-shifted copies of e and e˜. Since n + 1 is odd and
ϑ(νr+1 . . . νNν1 . . . νk) is odd, we can repeat the argument and find that dn(e, e˜) → ∞
while αn(e) − αn(e˜) is always a multiple of N . This proves case III. 
Proposition 2. Cases II and III of Theorem 1 are mutually exclusive.
Proof. The idea of the proof is to find subwords of e˜ for case II and e for case III that
cannot be simultaneously majorized, in the parity-lexicographical order, by ν. Hence at
most one of cases II and III is admissible.
Let k be as in case II, i.e., k = Sb is the last cutting time before N and N − k =: Si is
again a cutting time. Let l serve the role of k in case III. Then r = N − al is also a cutting
time, say r =: Sj . We distinguish two cases.
(1) First assume that k < l, so j < i. If in case II,
ν1 . . . ν
′
N−kνN−k+1 . . . νkν1 . . . ν
′
N−kνN−k+1 . . . ν′N
is admissible, then
νN−k−r+1 . . . ν′N−kνN−k+1 . . . νkν1 . . . ν′N−k
= ν1 . . . νrνSi+1 . . . νSbν1 . . . ν′S  ν. (6)i
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νN−k+1 . . . νNνr+1 . . . νl = ν1 . . . νSi νr+1 . . . νl  ν. (7)
Recall the kneading map Q :N → N ∪ {0} from Lemma 4. By construction Q(k) < k for
each k. Condition (4) is in fact a way to express the paritylexicographic order. If ν and ν˜
are two 01-words (or kneading sequences) starting with 1, then for both cutting times and
kneading maps Q respectively Q˜ can be denned. By induction, it is not hard to show that
ν  ν˜ if and only if {Q(t)}t1 lex {Q˜(t)}t1. Applying this to (6) and (7), we obtain{
Q(t)
}b
t=i+1 lex
{
Q(t)
}b+j−i
t=j+1 and
{
Q(t)
}b
t=j+1 lex
{
Q(t)
}b+i−j
t=i+1 . (8)
Therefore Q(i + t) = Q(j + t) for t = 1, . . . , b − i, which is still possible, but it implies
that Q(t) < i for t  b. A closer look at (6) shows that to fulfill the second condition of (8),
we also need N − Sb = Si = SQ(b+j−i), but this is impossible.
(2) Assume that l < k. Recall that N = al+ r and r = Sj . Let Sb˜ be the last cutting time
before l. Thus Si, Sj  Sb˜ < l < k = Sb . If, in case II
ν1 . . . ν
′
N−kνN−k+1 . . . νkν1 . . . ν
′
N−kνN−k+1 . . . ν′N
is admissible, then since νl+1 . . . νkν1 . . . ν′N−k = νl+1 . . . νkνk+1 . . . ν′N and νal+1 . . . ν′N =
ν1 . . . νr we find the subword
νal+1 . . . ν′NνN−k+1 . . . νk = ν1 . . . νSj νSi+1 . . . νSb  ν. (9)
If in case III: νr+1 . . . ν′l ν1 . . . νN , is admissible, then
νN−k+1 . . . νNνR+1 . . . ν′l = ν1 . . . νSi νSj+1 . . . ν′l  ν. (10)
Combining (9) and (10) gives{
Q(t)
}b
t=i+1 lex
{
Q(t)
}b+j−i
t=j+1 and
{
Q(t)
}b˜
t=j+1 lex
{
Q(t)
}b˜+i−j
t=i+1 . (11)
Therefore Q(i + t) = Q(j + t) for t = 1, . . . , b˜ − j . Combining (10) with the second part
of (11), we get that S
Q(b˜+1) > l −Sb˜  SQ(b˜+i−j+1). The first part of (11), however, yields
Q(i + b˜ − j + 1)Q(b˜ + 1). This contradiction completes the proof. 
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