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I. INTRODUCTION 
One of the many useful ways of studying transport phenomena is to decompose 
the reflected and transmitted intensities into a series, each term of which re- 
presents the flux of particles scattered a specific number of times. This approach 
has been coupled to the method of invariant imbedding to determine the 
reflected and transmitted intensities for time-independent scattering processes 
by Rechard [l], Mingle [2], and Bellman et al. [3]. 
The major part of this paper will be devoted to the study of particles reflected 
from a one-dimensional rod of scattering cross section cr, constant in space 
and time, and of length L, due to an incident delta function pulse at time zero. 
We first discuss this problem by the method of invariant imbedding, and then 
by an integral approach that naturally arises in following a particle along its 
path. We then generalize both methods to cover inhomogeneous rods and 
examine the situations in which each approach is particularly convenient. 
Finally, we apply these formal results to the semi-infinite rod and to the finite 
rod in which low orders of scattering predominate. 
II. INVARIANT IMB~DINO: 
PHYSICAL MODEL AND DERIVATION OF EQUATIONS 
Consider a one-dimensional rod extending from x = 0 to the right a distance x. 
This rod is characterized by a scattering cross section (J. As a result of each 
scattering there are f particles that travel in the same direction as the incident 
particle, and b particles that travel in the opposite direction. The quantities o, 
b, and f are taken to be constant throughout the rod and for all time. We will 
consider the problem in which a particle is injected into the right end of the rod 
at time 7, and will determine the functional equations for the reflection functions. 
To emerge from the right end of the rod, a particle must be backscattered an 
odd number of times. The number of forward scatterings is not important for 
reflection. 
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We define the quantities with which we will deal to be 
U(2N + 1; x, t, T) = the expected number of particles, which have been 
backscattered exactly 2N + I times, emergent from the right end of our one- 
dimensional rod of length x up to time t due to the injection of one particle 
into the right end at time 7. 
We note that N =. 0, 1, 2,... and U(2N + 1; x, t, T) = 0 for t < 7. Also, 
U(2N + 1; 0, t, V-) = 0 for all values of t and 7. 
X X’A X X*A 
(a) (b) 
FIG. 1. Particle processes for reflection functions. 
First consider the somewhat special case N = 0, that is, the single back- 
scattering case. The allowed scattering in the small interval (x, x + A) that is 
added to the rod of length x is shown in Fig. la. The solid circles represent a 
back-scatter, while the dotted circles represent a possible forward scatter. 
If c is the particle speed this leads to the relation 
U(l; x + 0, t + A/c, 7 - A/c) = abA + (1 - 2uA) U(1; X, t, T) 
+ 2af- U(1; x, t, 7) + O(A), (1) 
where O(A) represents terms such that 0(0)/A goes to zero in the limit as A 
goes to zero. This relation leads in the usual way to 
x, t, T) = ab + 2a(f - 1) U(1; x, t, T) (2) 
subject to the side conditions 
U(1; X, t, T) = 0 for t<3- and U(1; 0, t, T) = 0. (3) 
We use the same reasoning to find similar relations for the higher orders. 
With Fig. lb as a guide, we write for N = 1, 2, 3 ,... 
U(2N+l;x+A,t+A/c,~-A/c) 
= (1 - 2uA) U(2N + 1; X, t, T) + 2ufAU(/N + 1; X, t, T) 
+ &A j”’ c T& U(2k + I ; x, t’, T) U(2(N - k) - 1; x, t, t’) dt’ + O(A). 
7 2 (4) 
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Unless otherwise stated, all sums run from K = 0 to k = N - 1. Equation (4) 
leads to 
(;++g-;$-) U(2N-t l;x,t,7) 
=2a(f-l)U(2N+l;x,t,~) (9 
+ ab 1 j-’ U(2(N - k) - 1; x, t, t’) ; U(2k + I ; x, t’, T) dt’ 
T 
subject to 
U(2N + 1; x, t, T) = 0 for t < 7 and U(2N + 1; 0, t, T) = 0. (6) 
Now by the invariance of the rod itself, the time dependence of the U’s is 
only a function of the difference t - 7. Then 
U(2N + 1; x, t, 7) = U(2N + I; x, t - T) = U(2N $- 1; x, 0, 
where the identification f  = t - 7 is obvious. Equations (2) and (5) become 
( 
a 
5 
and 
+ ?p$) w; x, 5) = ob + 24 f- 1) w ; x, f) 
(; + ; 2) U(2N + 1; x, 6) 
= 2u(f - 1) U(2N + 1; x, 0 
+ubxj-‘U(2(N-k)- 1; 
a 
0 
x, t - 5') w U(2k + 1; x, t’) dt’ 
subject to 
U(2N+l;x,5)=0 for [ < 0 and U(2N + 1; 0, [) = 0 
for N = 0, 1, 2 ,... . 
III. SOLUTIONS 
(7) 
09 
(9) 
In view of the convolution integrals in (S), we approach the problem by 
using Laplace transforms. We first define 
u(2N + 1; x, E) = (apt) U(2N + I ; x, 6) 
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so that the derivative of (8) with respect to 5 gives us 
+ ob c I’ u(2k + 1; x, 6’) u(~(N - k) - 1; X, 5 - E’) @‘. 
0 
Also from (8) we have u(2N + 1; x, 0) = 0 for N = 1, 2, 3,..., whereas (7) 
tells us U( 1; X, 0) = cab/2 since (9) yields u(2N + 1; 0, 6) = 0. We apply the 
Laplace transform operator jr (.)eesB dl to (10) to obtain 
(& + 4, u*(2N + 1; X, s) 
= 2o(f - 1) u*(2N + 1; X, s) (11) 
+ ob C u*(2k + 1; X, s) u*(2(iV - k) - 1; X, s), 
where U* is the Laplace transform of U. Since u(2N + 1; 0, 5) = 0, u*(2N + 1; 
0, s) = 0 also, and we obtain from (11) 
U*(2N + 1; X, s) 
= exp((2u(f - 1) - 2s:~) X) ub joz expf-(2u(f - 1) - 2s/c) x’) (12) 
x c u*(2k + 1; x’, s) u*(2(N - K) - 1; x’, s) dx’. 
For the N = 0 case we apply the transform to the time derivative of (7), which 
yields 
((i+Yx) + 2s/c) u*( I ; x, s) = ub + 2u(f - I) u*( 1; X, s). (13) 
We solve the system of equations (13) and (12) order by order, and find the u’s 
by taking the inverse transform of the u*‘s. Straightforward but somewhat tedious 
calculation leads to 
~(1; x, 5) -= ubc/2 exp(2u(f - 1) c5/2) 8(2x/c - 0 0(t), 
~(3; x, 6) = (ubc/2)3/2 exp(u(f - 1) c[)(&J({) 0(2x/c - [) 
+ (t - 4X/c)2 q5 - 2x/c) 0(4x/c - 5‘)), 
~(5; x, 6) = 2(0bc/2)~/4! exp(cr(f - 1) cg)(g40(g) 0(2x/c - 4) 
+ (5” + (g - 2x/c)2 ((g - 10x/q - soxs/cs)/2) 
x e(g - 2x/c) &4x/c - g) 
+ (E - 6x/~)~/2 e(g ~ 4x/c) 0(6x/c - g)), 
(14) 
(15) 
(16) 
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where 
We may integrate (14)-(16) to obtain the corresponding U functions. 
It is possible to continue this process to higher orders of backscattering, 
although the increasing complexity and amount of calculation required tend to 
diminish the value of so doing. For the semi-infinite rod, however, it is relatively 
easy to find an explicit solution for all orders. We examine the transforms for the 
finite rod and notice that the only parts of the u that do not vanish for 5 < 2x/c 
(which is equivalent to the semi-infinite rod) are those with no exponential 
terms in u*. I f  we label this part of u*(2N + 1) by u**(2N + I), we have 
u**(2N + 1) = (abc/2)2N+1 (s - (T(f - I) C))@N+i) 
(17) 
c u**(2K + 1) u**(2(N - k) - 1) 
with u**(l) = 1. The corresponding terms for u(2N f  I) with 6 < 2x/c are 
simply 
u(2N + 1; ‘;o, 5) = (~bc/2)~~~~~~~/(2N)! exp(g(f - 1) c[) K(2N). (18) 
Now K(0) = 1 and by (17) we find 
K(2N) = c K(2k) K(2(N - k - 1)). (19) 
The u(2N + 1) and K(2N) for the semi-infinite rod will be discussed further in 
Section VII. 
IV. INTEGRAL METHOD: 
GENERAL DESCRIPTION AND PHYSICAL MODEL 
In the preceding sections we used the standard particle-counting approach 
to derive the differential equations of the invariant imbedding method. This 
was done by considering the processes that occur in a small addition to the 
scattering medium. It is also possible to follow a particle along its path through 
the medium and to take into account the probability for each process that occurs. 
We thus integrate along the path and find the reflection functions in terms of 
quadratures. 
For various other approaches see [49]. 
We again consider a uniform one-dimensional rod extending from the origin 
to the right a distance L. We now use L instead of x to emphasize that the rod 
length is to be kept constant. This rod has the same scattering properties used 
in Section II. For convenience we consider a particle to be injected into the left 
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end of the rod at time 7. As we wish to determine the reflection functions, to 
which only odd orders of backscattered particles contribute, it will be convenient 
to take into account all forward scatterings at once. Consider the single back- 
scattering case. The particle enters the medium, is forward-scattered any 
number of times, is backscattered once at some depth, and is then forward- 
scattered any number of times on its journey out of the medium. In light of this, 
we want to know the probability of a particle undergoing only forward scatterings 
between two positions in the one-dimensional rod. Hence, we begin the deriva- 
tion of the integral relations by finding this probability as the first step in the 
next section. 
V. DERIVATION AND SOLUTION OF EQUATIONS 
Consider a one-dimensional rod with constant scattering properties. \+‘e wish 
to find the probability of a particle undergoing exactly N forward scatterings 
in traveling from position x, to position x, , with no backscatterings. Figure 2a 
shows such an allowed path, while Fig. 2b shows examples of forbidden paths. 
The latter include paths in which the scattered particle passes through x,? before 
ending its journey, or suffers a backscatter internal to x, and X, . 
. . 6 XS 
x, 5 . 
(a) (b) 
FIG. 2. Allowed and forbidden particle paths. 
In view of this, define 
T(N; x,. , x,) = the probability of a particle undergoing exactly N forward 
scatterings in traveling from x, to x,? along an allowed path. 
Since the scattering medium is homogeneous, we may write 
WY x, , x,) = T(N; x, - x,). 
Evidently, if we let X, - x, go over to x we have 
T(0; x + 0) = (I - 00) T(0; x) + O(d) (20) 
and 
T(N;x + A) = (1 - d) T(N;x)+ c&i T(N- l;x)+ O(d) (21) 
which lead to 
(d/dx) T(0; x) = --aT(O; x) (22) 
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and 
(d/dx) T(N; x) = --oT(N, x) + uf T(N - 1; X) (23) 
subject to 
T(N; 0) = 6(N, 0), N = 0, 1, 2, 3 ,... . 
The f appears in these relations because a particle must be forward scattered 
for it to follow an allowed path. Equations (22) and (23) are solved in a straight- 
forward manner to yield 
T(N, x) = e-OS (ufx)N/N!, N = 0, 1, 2 ,..., (24) 
where we take x to be an inherently positive quantity. 
The probability of getting from X, to X, along an allowed path with any 
number of forward scatterings is simply the sum over N of the T(N; x). We 
call this P(xl , x,J, and it is easily seen to be 
WG , 4 = expb(f - l)(xs - 4) = P(xs - ~4, (25) 
where x, - x, is again positive. 
We may now concentrate on backscattering only, and use (25) to account for 
forward scattering. In the diagrams used to find the different orders of scattering, 
this summation over forward scattering between any backscattering will be 
represented by a rectangle as in Fig. 3. Each heavy dot in the figure is a forward 
scattering, and the series on the right side is infinite. A backscatter will be 
represented by a circle. It is most convenient to use the same quantities 
u(2N + 1; L, f) except they now refer to particles emergent from the left end 
of our one-dimensional rod due to the injection of one particle into the left end. 
e= --t-+-+-t 
FIG. 3. Summation of all possible forward scatterings. 
I 
0 i, L 
FIG. 4. Particle path for single backscatter. 
We now examine the case of single backscattering, which is represented 
schematically in Fig. 4. A particle enters the rod at x = 0, is forward scattered 
any number of times, is backscattered at x1 , is again forward scattered, and 
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finally emerges from the rod at x = 0. The farthest the particle can travel into 
the medium is to x = L; hence, it can remain in the rod at most a time 2L/c. 
For E > 2L/c then, ~(1; L, 0 vanishes and U(1; L, 5) = U( 1; L, 2L/c). If 
[ < 2L/c the particle must travel a distance c5/2 into the rod. We are thus able 
to write an expression for the process described in Fig. 4. We have 
u( 1; L, 4) = P(0, x1) abc/2 P(0, x1) 
(26) 
= abc/2 exp(o(f - 1) co t?(t) 8(2L/c - 5). 
The factor c/2 appears because u is a rate which is being described in terms of 
distances. 
0 x2 Xl x3 L 
FIG. 5. Particle path for triple backscatter. 
The processes involved in the case of three backscatterings are shown in 
Fig. 5. We immediately write 
~(3; L, 6) = ij- P(0, x1) ab dx,P(x, , x2) ob dx,P(x, , x2) abcj2 P(0, x3), (27) 
where we must now determine the limits of integration. The total path length 
in the medium must be cf. But this is just the sum of path segments between 
the backscatters. Hence, 
or 
x3 = c5/2 - x1 + x2 (28) 
so that there are only two independent variables. We divide the problem into 
two time domains, viz., 0 < E < 2L./c, which is so early that no particles have 
enough time to travel to the far end of the rod and to return to tell us about it, 
and 2L./c < [ < 4L/c, which is the remaining time a particle can be backscattered 
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three times and remain in the rod. For 6 > 4L/c, u(3) vanishes identically. 
By (28), (27) becomes 
~(3; L, [) = (~b)~ c/2 exp(o(f - 1) co J” dx, 1 dx, . (29) 
For~<2Llc,O<x,<c~/2andO<x,<x,, so the integral in (29) is (cf/2)s/2. 
EF X (a) lmin 
FIG. 6. Various limits on third-order paths. 
For 2L/c < 6 < 4L/c we use Fig. 6 to help find the proper limits. The first 
backscatter cannot occur arbitrarily close to the zero end of the rod, but must 
have some minimum value xrM . Likewise, the second backscattering must occur 
at a position smaller than some maximum value xZM . From Fig. 6a 
and from 6b 
Xl&f = c&y2 -L (30) 
X 2.h.f = L - 42 + Xl (31) 
so the integral becomes ((~5/2)~ - 4L(cf/2 - L))/2. The values of these integrals 
give us, by (29), 
u(3;L, 0 = (ab~/2)~ exp(o(f- l)cO/2(PW) &WC - 0 
+ (5” - (6 - 2Llc) 8Llc) e(t - 2Llc) &4L/c - 5)) (32) 
which agrees with (15), just as (26) agrees with (14). 
The cases for ~(1) and u(3) are rather simple, so we have treated them in detail 
to illustrate the method. We now look at the more general u(2N + 1). We still 
have the constraint 
c4 =x1+ (Xl -4 + (x3 - 4 + ... + (%v+1- %N) + %v+1 (33) 
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which allows us to eliminate zcZN+r . By generalizing (27) we have 
u(2N + 1; L, 5) = (uby+l c/2 exp(u(f - 1) ce) 1 dx, j dx, ... j dx,, . (34) 
First look at the case in which 0 < 5 < 2L/c. We have 
0 < Xl < ct/2, 0 < x2 < x1 
x2 < XQ < cg2 - x1 + x2 , 0 < x* < x3 
x4 < x5 < d/2 - x1 + x2 - x3 + x4 , 0 < x3 < x5 (35) 
. . . . . 
XZN+1-C~/2-X1+X2-+~..-X2N-~+X2N. 
That these are indeed the correct limits may be seen by the following argument. 
The total path length available is ct. If x1 = c5/2 - Z(l), the path length 
available to the remaining scatterings is 2Z( 1). We repeat the argument with 
path length 2E( 1) instead of 2(&/2), and start at x2 instead of 0 with the variable 
xs - x2 instead of x1 . If xQ - .‘~a = Z( 1) - Z(3), the path length for the remaining 
scatterings is 
22(3) = 2(Z(l) - (x3 - x2)) = 2(c[/2 - x1 + x2 - x3). (36) 
The argument follows the same form for each higher backscattering. Since the 
particle must go into the medium and return the same distance, we have a 
factor of two in front of all the equations. Hence, the variables themselves are 
restricted by the limits given in (35). The integrals appearing in (34) have these 
limits; call them 
1(2N;y)== jdxl jdx2- jdx2,, (37) 
where we will set y = c5/2 after evaluating the integrals. Now Z(2N;y) and 
its first (2N - 1) d erivatives with respect to y vanish at y = 0; the only non- 
vanishing derivative is the 2Nth one. By repeated differentiation of (37) we find 
that the (2N - I)st derivative of 1(2N, y) contains K(2N) terms, each of which 
is simply the integral from 0 to y of dx. Then the 2Nth derivative is K(2N); 
we may immediately integrate this to obtain 
1(2N; y) = K(2N) y2N/(2N)!. (38) 
In a straightforward manner we find these K(2N) are in fact equal to those 
defined by (19). Then (34) becomes 
u(2N + 1; L, 6) = (ubc/2) 2N+1 exp(u(f - 1) c[)[“” K(2N)/(2N)! (39) 
for O‘< 5 < 2L/c, which is identical to (18). 
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It is also easy to find u(2N + 1; L, 0 for the time interval 2NL/c < 5 < 
2(N + l)L/c. We have srM = ~$12 - NL, so c[/2 - NL < xa <: L. Likewise 
xZM = xl - (c[/2 - NL) and 0 < x2 < x1 - (ct/2 - NL). For xa we have 
~4 = 2(N - W + x3.v + (xm - 4 + (xl - ~2) + x1 
which leads to c5/2 - (N - 2)L - x1 + x2 < xa <L. More generally, 
2k-2 
C5/2 - (N- k + l)L + 1 (--l)iXi <&J&l <L 
i=l 
and 
2k-1 
0 < x2k < 1 (--l)i Xi - (C5/2 - (N- k + 1)L). 
i=l 
(40) 
The values of K run from 1 to N. If we let 
J(2N; Y) = j a% j 4 *** j dx,, (41) 
have the limits (40) with y = c5/2, J(2N, y) vanishes for y = (N + l)L. 
If we differentiate (41) with respect toy, we remove the last integral and multiply 
the remainder by (- 1). If we continue this process the 2Nth derivative of 
J(2N; y) is one. All the other (lower) derivatives vanish at y == (N + l)L as 
does J(2N; y) itself. We immediately integrate back to the original integral to 
obtain 
J(2N; [) = ((N + 1)L - ~[/2)~“‘/(2N)! (42) 
for 2NL/c < .$ < 2(N + l)L/c. Hence the tail end of u(2N + 1; L, 6) is given by 
u(2N + 1; L, t) = (~7bc/2)~~+~ exp(u(f- l)c6)(2(N + 1)W - t)2Nl(2N)l (43) 
What about intermediate values of time E? The first of these occurs for 
~(5; L, E) in the time interval 2L/c < 5 < 4Llc. The integral can most easily 
be written down if we break up the range of x1 into two regions according to the 
subsequent limits on x2, x3, and so on. We have 
u(5; L, 5) = (~b)~ c/2 exp(a(f - 1) ~4) 
x u 
ce’2-L dx, i’ dx, [:,,-,_,,,,, dx, jozl-“-““““‘-” dx, 
0 
+ j-r,,, dx, jzz’,,,,,_,, dx, jr1 dx, jo-+““‘“‘“-” dx, 
(4.9 
1 
+ [;,2eL dx, jox1-‘c”2-L’ dx, j;z”2-x1+x’ dx, j: dx4] 
409/63/2-x5 
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for 2L/c < 5 < 4L/c. The higher-order terms in this time range will have the 
same splitting of x1 as well as divisions in the subsequent backscattering positions. 
There will be an integral like that in (44) f or each 2L/c between the initial and 
final regions. 
In this section we have found explicit expressions for all orders of scattering 
at the beginning and end of their existence, and have outlined how to obtain 
values at intermediate times. The time dependence of the input has been reduced 
to the limits on multiple integrals. Although this method does not appear too 
useful for finite rods, it does have advantages for time-varying rods. 
VI. INHOMOGENEOUS RODS 
So far we have discussed only rods with constant scattering properties, which. 
do not vary in time. It is possible to derive more general relations that take into 
account both spatial and temporal inhomogeneities, of which there are three 
types. First, there is the rod with position-dependent scattering properties that 
are constant in time. This problem can be attacked by either of the two methods 
presented here. Second, there is the time-dependent scattering medium with 
arbitrary position dependence. Finally, there are rods whose end points move as 
a function of time. The invariant imbedding method can still be used for these 
last two problems, but the Laplace transform technique is no longer applicable. 
The integral approach is still useful, however. 
We start by discussing the rod with fixed boundaries but both spatial and 
temporal inhomogeneities, that is, we let o = u(x, t) be a known function. 
We wish to find the reflection functions for the various scattering orders. For 
convenience we consider the semi-infinite rod. The development follows closely 
that of Section V if we generalize the time-independent T of that section to 
include traveling from position X, at time t, to position x,~ at time t,9 = t, + 
(xs - xr)/c along an allowed path. Call this function S(N; x, , t, ; x,? , ts). By the 
same analysis as in that section, we find for t, = t, + (xs - x,)/c and N = 
0, 1, 2,... that 
S(N; x r , t,; xs > ?J 
= (jJzr a(x, t, + (x - x,)/c) ~x)~/N! exp (- 0 u(x, t, + (x - x,)/c) d”) . 
(45) 
The probability of getting from X, at t, to X, at t, along an allowed path with 
any number of forward scatterings is Q(xr , t, ; X, , ts), the sum over the S(N) 
for all N, which is 
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We have for a delta function input at time t, the semi-infinite reflection 
function at time t, 
u(l ; a, t, 7 ts) = Q(O, t, ; c(ts - t,)P, t, + (t, - tm 
x u(c(t, - t,)P, t, + (6 - t,)P) w 
x Q(c(ts - 4.)/Z t, + (t.7 - 4N2; 0, ts) 
which becomes by (46) and a slight rearrangement of terms 
(47) 
u(l; a, t, , t,) 
= u(c(t, - t,)/2, (t+ + t,)P) w2 
X exp ((f - 1) /Oca.U’2 u(x, t, + x/c) dx) 
X exp ((f - 1) ~c’+‘“‘2 a(c(t, - t,)P - x, (ts + Q/2 + x/c) d”) . (48) 
A similar expression for ~(3; co, t, , 9 t ) may be written down; with the aid of 
(46) it becomes 
u(3; a, t, 3 ts> 
= (d/2)3 /“cifr+ri’2 dx, 1; dx,o(x, , t, + XJC) 
x U(% , t, + (2% - 4/c> u(& - t,)i2 - x1 + 33 > 
(ts + trY2 + (Xl - x2)/4 
x exp ((f - 1) i’ dx+“, t, + .+)) 
x exp ((j- 1) ~z’-z’ dx+, - x, t, + (Xl + 44) 
X exp ((j - 1) JOz”+ dm(x2 + x3 t, + (Xl + (Xl - x2) + x,/c,) 
x exp ((f - 1) Lx3 dx+, - x, t, + (x1 + (x1 - x2> + (x3 -- x2) + x)/c)) . 
(49) 
The relations for the higher-order terms follow a similar pattern. Since the u is 
as yet arbitrary, the expressions are not reducible as they were in the constant 
cross-section case; given an explicit form for u, we may set about computing 
the integrals to obtain the reflection functions. 
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We now look at some special cases. Suppose u = u(x) but is independent 
of time. Then (48) and (49) reduce to the simpler forms 
~(1; co, S) = a(c[/2) bc/2 exp (2(f - 1) /a”” &o(x)) 
and 
243; co, 5) = (d/2)3 Joce’z dx, joZ’ dx,a(x,) u(x2) a(42 - x1 + x2) 
x exp ((f - 1) [J+az’ dx+) + /az’P” do+, - X) 
(50) 
xl ) 1) 
(51) 
where we have set E = t, - t,. and x3 = ~$12 - xi + x2 . 
As a second example, consider a spatially homogeneous rod that varies in 
time according to some prescription u = u(t). In view of this time variation, 
it is more convenient to describe the path of a particle by a time rather than 
a space parameter, so (48) and (49) become 
~(1; co, t,. , ts) = cb/2u((t, + tJ2) exp ic(f - 1) I,: dtu(t)) (52) 
and 
u(3; a, t, 3 s t ) = (~b/2)~ exp tc(f - 1) S,l’ dtu(t)) 
t,+(t,-Q/2 
X 
.c 
4 
1, s 
tl+(tl-t,) 
dt,u(t,) u(t2) u((ts f t,),:2 - t, 2 t2). 
t1 
(53) 
Similar expressions may be written for the higher-order terms by inspection 
of the time-independent rod. 
The last type of inhomogeneity is the rod with varying boundaries (Wing [lo], 
Bellman et al. [Ill, Kaplan et ~2. [12]). S ince the integral method throws the 
weight of the problem onto the limits of integrals, i.e., onto the boundaries, 
it would seem particularly appropriate for dealing with moving boundaries. 
We illustrate the method with a simple case. Let a pulse of particles traveling 
at velocity c be incident on a homogeneous semi-infinite rod whose left end moves 
to the right with velocity V(V < c), and let this boundary be at the origin at time 
.$ = 0 when the pulse impinges upon it. We denote u(2N + 1; co, 5) in such 
a case by w(2N + 1; V, 4). 
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For w( 1; o, 5) we have the condition ct = x1 + (x1 - ~5) or x1 r (c + V) t/2, 
so that 
~(1; ZI, 5) = obc/2 P(xJ P(x, - vf) 
= ubc/2 exp(u(f - 1) ct). 
More generally, we have as before 
w(2N + 1; ZI, 5) = 1 P(xJ ub dx, 1 P(x, - x2) ob dx, 
s ... +2,+1 - xm) ub d&%N+1- d)> 
(55) 
where we must find the limits of integration. Now 
Consider the lower limit on xzr , k < IV. Evidently 
or 
(Xl + (Xl - x2) + ... + (X2*-1 - X2kM))IC = X2kMb 
X2kM = (Xl - x2 + x3 - + ... + X2!+1) 2+ + c). (57) 
We also have XskMAx = ~s~-r . From (56) we find 
XZlc+lM=(C+ZI)5/2--X1+X2-+...+X2k. (58) 
We also find xZk+rMIN = xzk . Thus, the limits of integration for (55) are 
0 < Xl -=c (c + v> m, 47Jl(c + v> < x2 < Xl , 
x2 -=c x3 < (c + u) t/2 - Xl + x2 7 (Xl - x2 + x3)27Jl(c + v) <x4 <x3, (59) 
. . . 
and (55) becomes 
w(2N + 1; V, 5) = (ub)2N+1 c/2 exp(u(f - 1) ct) s dx, / dx, ..* 1 dx,, 
z (ub)zN+l 42 exp(df - 1) 4 ff(2W 4 Y), 
(60) 
where the quantity H(2N; A, y) is defined by (60) and we let y  = (c + V) t/2 
and A = 2~/(c + v). We use the same technique as before to evaluate the integrals, 
and find 
Then 
H(2N; A, y) = (1 - h)N yzNK(2N)/(2N)!. 
w(2N + 1; v, 6) = (ubc/2)(ub(c + ~42)~ (c - v)/(c + v))” 
x K(2N)~2N exp(u(f - 1) @/(2N)! (61) 
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and we have 
w(2N + 1; w, 5)/w(2AT+ 1; 0, g == (1 ~ zJ2/c2)N. (62) 
In view of (62) and the series expansion of Bessel functions [I 3, p. 3721, we 
obtain 
f w(2N j- l;w, 5) 
N=O 
== exp(o(f - 1) co Ir(abc(l - ZJ~/C~)~/~ ()/((I - z~2/c2)1i2 0, (63) 
where 1, is the modified Bessel function of the first kind. Because the exponential 
factor is unchanged, this is not a simple scaling of the a = 0 case. 
It is possible to treat inhomogeneous rods with varying ends by combining the 
methods used in this section. The inhomogeneity is accounted for by the 
integrands, while the varying boundary is taken into consideration by the limits 
of the integrals. 
We now wish to see what results the invariant imbedding-Laplace transform 
approach will yield for inhomogeneous rods. The arguments of Section II still 
apply for both x and t dependence up to Eq. (6). It is only when we set 
U(2N + 1; x, t, T) to U(2N + 1; X, t - T) that a time-dependent u becomes 
unacceptable. Even if we forego reducing the problem to two variables, however, 
there is still a difficulty. When we apply the time derivative to (2) and (5), 
we cannot remove all the U, since the derivative will also be applied to u(t). 
Consequently, the Laplace transform will not lead to a resolution of our problem. 
If (T is time-independent, we obtain an equation amenable to the Laplace 
transform approach and recover (50) and (51). 
VII. THE SEMI-INFINITE ROD 
In previous sections we have found analytic forms for the time-dependent 
reflection functions for a one-dimensional rod in at least the lowest orders of 
scattering. In discussing inhomogeneous rods we took a semi-infinite rod for 
convenience, and in the general discussion we were able to find explicit forms 
for the semi-infinite rod because of its simplicity. We now wish to investigate 
more closely the properties of the reflection functions for such a rod. 
Suppose our rod extends from x = 0 to the right without end. Then L is 
infinite and 5 < 2L/c for all times. Physically, this means particles of any 
scattering order can remain inside the rod for an arbitrarily long time, so the 
u(2N + 1; 03, 6) never vanish. More explicitly, from the work of Sections III 
or V, we know that 
u(2N + 1; CL), 5) = (abc/2)2~fl exp(u(f - 1) 4 WOF@N)!, (64) 
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where 
K(2N) = c K(2K) K(2(N - k - l)), K(O) = 1, (65) 
for a delta function input at time 5 = 0 into a semi-infinite rod of constant 
scattering cross section CT. Let the sum over all N in (64) be r(t); this series is 
just the expansion of 
r(5) = exp(a(f - 1) ct) ~l(aWE 
so we have another representation for the K(2N), 
(66) 
K(2N) = (Iv + 1)(2N)!/((N + 1)!)2. (67) 
This closed form solution (66) g a rees with previously found results [8, Eq. (44)]. 
Evidently, a series expansion of the closed form solution in the time C$ yields 
an order of scattering solution; by keeping the exponential dependence explicit, 
we have the order of backscattering solution. 
By the usual differentiation we are able to find the times 4* at which the 
maximum values u(2N + 1; co, t*) occur, as well as the values themselves. 
From (64) we find 
(*(2N + 1) = %N/(ca(l - f)) (68) 
at which times the reflection function values are 
u(2N + 1; co, E”) = (&/2)(bN/(l - f))“” K(2N)CZN/(2N)!. (69) 
By (67) the limit of K(2N + 2)/K(2N) as N g oes to infinity is 4, so the limit of 
the maximum values u(2N + 3; CO, 5*)/u(2N + 1; 03, [*) is (b/(1 -f))“. 
Another useful quantity is R(2N + l), the total number of particles reflected 
in each order of scattering, which is found by integrating (64) over all times 
greater than zero. This gives 
R(2N + 1) = K(2N)(b/(2(1 -f)))““” = U(2N + 1; oc), co) (70) 
so the limit as iV goes to infinity of R(2N + 3)/R(2N + 1) is again (b/( 1 - f ))“. 
For particles in a nonmultiplying medium, f + b + a = 1 where a is the single 
scattering absorption, For conservative scattering a = 0, and the ratio of U’S 
and of R’s for successive orders approaches unity for large A? 
We now look at some specific plots of the lower orders of u(2N + 1; co, E) 
as functions of time 5‘. In Fig. 7 we plot the first five u(2N + 1; co, 0 for 
isotropic scattering and no absorption, that is, for f = b = 1,/Z and a = 0, as 
well as the exact solution. We choose our units of space and time such that 
c = u = 1. This particular case serves as an upper limit for all the absorption 
cases (a # 0) in two senses: first, each u(2N + 1; co, 5) decreases as a increases; 
second, the lower orders of scattering are more highly favored as a increases. 
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FIG. 7. The five lowest-order reflection functions u(2N + 1; 5) for a semi-infinite rod. 
I f  R(2N + 1; a = 0) is the reflection in the (2N + l)st order for no 
absorption, the reflection in the same order for a # 0 is given by 
where 
R(2N + 1; a) = (1 - u)sN+r R(2N + 1; O), (71) 
from (70). 
R(2N + 1; 0) = K(2N)/2sN+r (72) 
For large N, R(2N + 3; a)/R(2N + 1; a) goes as (1 - u)~; that is, the series 
becomes geometric. By finding the term of the pure scattering case that just 
exceeds its predecessor by this factor, we can tell the order of scattering for 
which absorption becomes dominant over geometry. 
Suppose we now allow forward scattering to occur. Each such scattering will 
remove the fraction a from the particle flux, so we expect the number of particles 
reflected in each order to be smaller and to fall off faster as a function of back- 
scattering order. By (68) as f  increases the time of maximum reflection in a 
particular order occurs later and later. Also, by (69), asfincreases at the expense 
of b the maximum value decreases like (1 - u/( 1 - f))“” (1 - f - u). 
We may easily find R(2N + 1) for f # 0; from (70) we set 
R(2N + 1) = (1 - u/(1 -f )y+l K(2N)/2sN+r 
EE (1 - u*)sN+r K(2N)/2sN+r, 
(73) 
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where a* is an “equivalent absorption” in thef = 0 case. Then a* = u/( 1 - f) 
runs over the values from a, when f = 0, to 1, when f = 1 - a, which is the 
b = 0 case in which all U and u vanish. Thus a knowledge off = 0 for various a 
immediately tells us the values for f # 0. We can combine this with (71) to 
obtain 
R(2N+1;u,b,f)=R(2N+l;u,1-u-f,f) 
= R(2N + 1; u/(1 -f), 1 - u/(1 -f), 0) (74) 
= (1 - a/(1 - f))““” R(2N + 1; 0, 1, 0). 
The last function is the same as (72), but we now explicitly display the dependence 
on a, 6, and f. 
The situation for the u(2N + 1; co, E) is not so simple, since f appears with a 
different functional form in the exponent. We may still find a relation similar 
to (74), however. If we display the a, b, and f dependence of u(2N + 1; co, [), 
(64) yields 
42N + 1; a, b,f; 0 
= K(2N) [2N(1 - a -f)2N+1 exp((f - 1) [)/(22N+1(2iV)!) 
= K(2N) pJ( 1 - u/( 1 - f )yN+l(l - f) e-‘/(2sN+r(2N)!) 
= (1 -f) u(2N + 1; a*, 1 - a*, 0; <), 
(75) 
where we have set 5 = (1 - f)e and a* = a/(1 - f) as before. Hence, if we 
change the time scale from 8 to (1 - f)t and use the equivalent absorption 
u/(1 - f), all we do is multiply by (1 - f) to obtain the u(2N + 1) for f # 0 
from the f = 0 case. 
VIII. FINITE LIFETIME OF SCATTERING 
The results we have obtained so far have been found under the assumption 
that a scattering occurs instantaneously. We may extend the methods used to 
include a finite lifetime of scattering. Such problems have been considered by 
Sobolev [14, Chap. 91; more specifically invariant imbedding has been used by 
Bellman et al. [15]. H ere we discuss the integral approach. 
If a particle is absorbed at time t = 0, the probability that it is emitted in the 
time interval (t, t + dt) is taken to be exp(-t/t,) dt/t, [14, p. 2411. For 
convenience we take u to be constant. Using the definition of S(N; x, , t, ; X, , ts) 
from Section VI, we see that 
S(O; x, , t, ; x, , tJ = exp(--a(x, - 4) W, - tr> - (xs - xr>/4 (76) 
If we let t, be the time available to be spent in absorption, 
tf = t, - t, - (xs - XJC > 0, (77) 
544 J. R. SWANDIC 
and we have the general formula for N 3 1 
= jx; dx, jpr dx, jz; 4*.- jzle2 %,-I jzIel 4 
x jot’ dtl,ta Jb”-” dt,,t, ... f-t1-t2-“‘-tN-2 dtN& 
x S(O; x, , 44 x1 , tl) ufexp(--tl/ta) WA x1 , hi x2 , t2> ufexp(-t21t,) 
..a S(0; xNpl , t,-,; xN , tN) cf exp( -(tf - t, - t, - *a* - tN-&) 
x qo; XN , t,; x, 3 ts) 
= (~-f)~ exp(-u(x, - x,) - t&J (xS - X,)N (tr/tJN-l/(N!(N - l)!). 
Now Q(xr t t, ; x, , ts) is just the sum over all N of (78), so 
(78) 
Q(XT Y 4.; x, > ts) 
= exd--a@, - 4) Vf) 
+ exp(-u(x, - x,) - tJta) f (uf(xS - x,))~ (t&$+‘/(N!(X - l)!). 
N=l (79) 
But the infinite sum is equal to 
(uf(xs - 4 411tfY’z W(d(xs - 4 t,lW2) 
so (79) becomes in closed form 
8(x7 , t, ; x, , t,) = exp(--a@, - 4) WA + exp(-tflt,) 
x (uf(xs - 4 471tf)1’z wms - 4 tf/tP”)l. (80) 
When there is finite time spent in scattering we have 
u( 1; co, 5) = lc”2 dx, ~o’-2z1’c dtJt, ~o’-2z1’c-t1 dt2/ta 
x Q(0, 0; x1 , xl/c + tl) exp(-t2/ta) ub Q(0, xl!c + tl + t2; x1 ,O 
(81) 
If we use (76) to find ~(1; co, 6) with no forward scattering, we obtain 
~(1; 00, 8) = (exp(--t/b) - exP(-OMt, - 1) 
u=c=b=l (82) 
which is plotted in Fig. 8 for several values of t, . Expressions similar to (81) 
may be used to find the higher order functions. 
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FIG. 8. Single backscatter reflection functions for various scattering lifetimes. 
IX. THE FINITE ROD 
Suppose our rod extends from x = 0 to x = L. Expressions for the general- 
order reflection functions have been derived in previous sections. We now apply 
these to two special cases, that of an optically thin rod and that of a strongly 
forward-scattering rod. In both instances the lowest orders of backscattering 
contribute most of the reflected particles. The condition for thinness is OL < I. 
For the strongly forward-scattering rod the condition is abL < 1. 
We primarily consider how fast the reflection functions for a finite rod 
approach those for the semi-infinite rod. We again take c = (T = 1 and consider 
u(2N + 1; L, 5) for various rod lengths L for the first three orders of back- 
scattering. For ease in comparison with the semi-infinite rod plots, we take 
a = 0 and b = f = l/2, that is, isotropic scattering with no absorption. For 
~(1; L, 0 the reflected intensity falls off exponentially until twice the transit 
time for particles to cross the rod, at which time it instantly drops to zero. The 
behavior of the higher orders is more interesting. Figure 9 shows the third-order 
reflected intensities for L = 4, 1,2,4, and infinity; the intensity drops off 
rather precipitately at twice the transit time. This trend continues in the higher 
orders, as Fig. 10 shows. Here curves are plotted for L = 1, 2,4,6, and infinity 
for the fifth order of backscattering. Even short rods show no discontinuities 
in the slope of the reflected intensity. The interesting effect here is that the 
reflected intensity from the shorter rods continues to increase after the finite 
rod length first makes itself felt, whereas for the longer rods the intensity 
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FIG. 9. Third-order reflection functions for various length rods. 
E 
FIG. 10. Fifth-order reflection functions for various length rods. 
immediately begins to decrease. For fifth-order scattering, there is a second 
time when the rod length manifests itself, namely, at four transit times. In all 
cases shown, this point is not distinguished from the general run of the curves 
by any change in slope. 
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We may integrate the various u(2N + 1; L, 5) with respect to time for all 
times greater than zero to find the total number of particles reflected in each 
order for a given rod, just as was done in Sections VI and VII for the semi- 
infinite rod. This will be valid for a general U(X, t). I f  (5 is independent of time, 
we can use the invariant imbedding approach to find the total number of 
particles in each order; in such a case, it is also possible to simplify the integral 
approach. \Ve now want to include all paths through the rod, not just those of a 
certain length. Hence, we may write 
for the (2N + 1)st reflected order for a rod of length L. These functions also 
give the orders of scattering for a constant input. 
X. CONCLUDING REMARKS 
In this paper we have used the order-of-scattering approach to find the time- 
dependent reflection functions for a one-dimensional rod. These functions were 
found by two means, invariant imbedding, and an integral method. The former 
method is useful in numerical calculations in that we must solve an initial value 
differential equation, whereas the integral method leads to the computation 
of multiple integrals, which are not suited to numerical evaluation. On the other 
hand, the invariant imbedding approach relies on the use of Laplace transforms 
for much of its utility; nonstationary rods are not easily handled by such 
techniques, whereas the integral method is still useful. 
Both methods have been applied to the problem of reflection in a one-dimen- 
sional nonmultiplying medium. If we let f  + b > 1 in our equations, we may 
study neutron scattering in a fissionable material. This allows us to consider 
critical systems. If  we include the energy of the particles as an additional para- 
meter, it is possible to study line formation for photons and multigroup problems 
for neutrons. Three-dimensional problems may also be treated. It is no longer 
possible, however, to sum over forward scatterings, and accounting for other 
than the simplest geometries becomes difficult. For a semi-infinite atmosphere, 
the reflection function is found in the form of an infinite series by Matsumoto 
[16]. Nagirner [17] reviews the literature on time-dependent transfer and its 
astrophysical applications; in general, the advantages and disadvantages of an 
order-of-scattering approach carry over to time-dependent problems. 
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