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ABSTRACT
We quantify the stellar abundances of neutron-rich r-process nuclei in cosmological
zoom-in simulations of a Milky Way-mass galaxy from the Feedback In Realistic En-
vironments project. The galaxy is enriched with r-process elements by binary neutron
star (NS) mergers and with iron and other metals by supernovae. These calculations
include key hydrodynamic mixing processes not present in standard semi-analytic
chemical evolution models, such as galactic winds and hydrodynamic flows associ-
ated with structure formation. We explore a range of models for the rate and delay
time of NS mergers, intended to roughly bracket the wide range of models consis-
tent with current observational constraints. We show that NS mergers can produce
[r-process/Fe] abundance ratios and scatter that appear reasonably consistent with
observational constraints. At low metallicity, [Fe/H] . −2, we predict there is a wide
range of stellar r-process abundance ratios, with both supersolar and subsolar abun-
dances. Low-metallicity stars or stars that are outliers in their r-process abundance
ratios are, on average, formed at high redshift and located at large galactocentric ra-
dius. Because NS mergers are rare, our results are not fully converged with respect to
resolution, particularly at low metallicity. However, the uncertain rate and delay time
distribution of NS mergers introduces an uncertainty in the r-process abundances com-
parable to that due to finite numerical resolution. Overall, our results are consistent
with NS mergers being the source of most of the r-process nuclei in the Universe.
Key words: nuclear reactions, nucleosynthesis, abundances – stars: neutron – stars:
abundances – Galaxy: abundances – Galaxy: evolution – methods: numerical
1 INTRODUCTION
The astrophysical site that produces elements heavier than
iron by rapid neutron capture reactions (r-process) remains
poorly understood. This is particularly true for the third
peak in the abundance of r-process elements near atomic
mass ≈ 195. The need for a high flux of free neutrons for
rapid neutron capture reactions requires an astrophysical
source with an abundance of free neutrons (Burbidge et al.
1957). Given this, the two astrophysical sites most com-
monly considered for the origin of r-process elements are
⋆ E-mail: freeke@berkeley.edu
core-collapse supernovae and binary neutron star (NS) (or
neutron star–black hole) mergers.
The neutrino-driven wind produced after a success-
ful core-collapse supernova explosion was originally viewed
as a promising site for the production of r-process nu-
clei (e.g. Meyer et al. 1992). However, increasingly sophis-
ticated treatments of the dynamics and neutrino transport
in neutrino-driven winds have systematically failed to pro-
duce the thermodynamic conditions necessary for produc-
ing third-peak r-process nuclides (e.g. Qian & Woosley 1996;
Thompson et al. 2001). This is even more true of many
modern core-collapse simulations, which find that the neu-
trino driven wind has a proton-rich rather than neutron-rich
composition (e.g. Hu¨depohl et al. 2010). Despite this gen-
© 2014 RAS
2 F. van de Voort et al.
eral failure of core-collapse supernova models to produce
r-process nuclei, there are sufficient remaining uncertain-
ties that this conclusion is not yet definitive. In addition
to uncertainties in neutrino physics and the core-collapse
explosion mechanism, strong magnetic fields and rapid ro-
tation change the thermodynamic conditions in neutrino-
driven winds, making the conditions more favourable for the
production of r-process nuclei (e.g. Metzger et al. 2007).
In contrast to core-collapse supernovae, NS mergers
can robustly produce third peak r-process nuclei. In par-
ticular, the decompression of neutron-rich matter from nu-
clear densities produces rapid neutron capture nucleosyn-
thesis and a distribution of elements that is reasonably
consistent with observations of the Sun and other stars
(e.g. Lattimer et al. 1977; Freiburghaus et al. 1999). Un-
bound, neutron-rich matter is produced dynamically dur-
ing NS mergers, in e.g. tidal tails, and in winds from the
rotationally-supported accretion disk left after the merger
(e.g. Lattimer & Schramm 1974; Metzger et al. 2009).
NS mergers are very likely to be the first source of grav-
itational waves directly detected by the ground-based in-
terferometers Advanced LIGO and VIRGO (Abbott et al.
2009; Accadia et al. 2012). In this context, there is renewed
motivation for assessing NS mergers as the source of r-
process nuclei. In particular, the decay of heavy elements
produced during r-process nucleosynthesis powers isotropic
electromagnetic emission that is predicted to be one of the
most promising sources of electromagnetic emission coinci-
dent with a gravitational-wave detection (e.g. Metzger et al.
2010; Barnes & Kasen 2013). Constraints on r-process pro-
duction during NS mergers thus directly constrains the prop-
erties of electromagnetic sources powered by r-process nucle-
osynthesis and, at least in principle, the rate of NS mergers
themselves.
Given that NS mergers, unlike supernovae, robustly
produce third peak r-process nuclei, a natural hypothesis is
that the majority of the r-process elements in nature are pro-
duced by NS mergers. The observed abundances of r-process
elements in galactic stars provide some of the most direct
constraints on this hypothesis. Such observations show that
even very metal poor stars have a solar r-process abundance
pattern and that there is only modest scatter in the r-process
to iron abundances of stars (e.g. Sneden et al. 2008). In sim-
ple models of galactic chemical enrichment, these observa-
tions are difficult to reproduce (e.g. Qian 2000; Argast et al.
2004; Matteucci et al. 2014). This is because NS mergers
are relatively rare compared to supernovae, which increases
the scatter in the abundance of r-process elements and de-
creases the likelihood that early generations of stars (i.e.
low-metallicity stars) are enriched by r-process nucleosyn-
thesis.
However, existing quantitative models of galactic r-
process enrichment rely on simplified chemical evolution cal-
culations that do not capture the full complexity of how
galaxies form. In particular, stellar feedback during galaxy
formation drives powerful winds which redistribute heavy el-
ements far from their birth locations (Veilleux et al. 2005).
This mixing is not present in idealized chemical evolution
calculations, which thus likely overestimate the star-to-star
scatter in heavy-element abundances.
Motivated by these potential deficiencies of existing
models of galactic r-process enrichment, this paper studies
the abundances of r-process elements using state-of-the-art
galaxy formation simulations, which include galactic winds
and hydrodynamic flows associated with structure forma-
tion (thus alleviating some of the problems that plague sim-
ple semi-analytical chemical evolution models). We explore
a large range of parameters values in a simple model for r-
process enrichment due to NS mergers, finding stellar abun-
dance ratios in broad agreement with observations.
In Section 2 we describe the simulation we used; the
details of the different r-process element enrichment models
can be found in Section 2.1. In Section 3 we show the abun-
dances for these models and how they correlate with stellar
age and galactocentric distance. We discuss and summarize
our results and their convergence in Section 4.
2 METHOD
We use a newly developed version of TreeSPH (P-SPH)
which adopts the Lagrangian ‘pressure-entropy’ formulation
of the smoothed particle hydrodynamics (SPH) equations
(Hopkins 2013). The gravity solver is a heavily modified ver-
sion of gadget-2 (last described in Springel 2005). P-SPH
also includes substantial improvements in the artificial vis-
cosity, entropy diffusion, adaptive timestepping, smoothing
kernel, and gravitational softening algorithm.
This work is part of the Feedback in Realistic Environ-
ments (FIRE) project1 (Hopkins et al. 2013b), which con-
sists of several cosmological ‘zoom-in’ simulations. Here we
make use of galaxy m12i, a galaxy with mass similar to the
Milky Way at z = 0. Its initial conditions are taken from
the AGORA project (Kim et al. 2014). The simulation is
described in Hopkins et al. (2013b) and references therein
and we will only summarize its main properties here.
This cosmological simulation assumes a ΛCDM cosmol-
ogy with parameters consistent with the 9-yr Wilkinson Mi-
crowave Anisotropy Probe (WMAP) results (Hinshaw et al.
2013), Ωm = 1 − ΩΛ = 0.272, Ωb = 0.0455, h = 0.702,
σ8 = 0.807 and n = 0.961.
Because of the expansion of the Universe and the col-
lapse of structure, the volume of the zoom-in region depends
on redshift, but is always much larger than the virial radius.
It is about a Mpc in radius at z = 0. The (initial) particle
masses for baryons and dark matter are 5.7 × 104 M⊙ and
2.8 × 105 M⊙, respectively, for our fiducial resolution. We
also consider simulations with eight (two) times lower and
higher mass (spatial) resolution. Particle masses and mini-
mum physical softening lengths for all the simulations used
in this work are listed in Table 1, as well as the final redshift
of each simulation and the number of star particles included
in our analysis, i.e. all star particles within 50 kpc of the
centre of the galaxy. The minimum physical baryonic force
softening length for our fiducial resolution is 14 h−1pc. We
adopt a quintic spline kernel with an adaptive size, keeping
the mass within the kernel approximately equal. The aver-
age number of neighbours in the smoothing kernel is 62.
Star formation takes place in molecular, self-gravitating
gas above a hydrogen number density of n⋆H > 10 cm
−3,
where the molecular fraction is calculated following
1 http://fire.northwestern.edu/
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Table 1. Simulation parameters: simulation resolution identifier, initial mass of gas particles (mbaryon), mass of dark matter particles
(mDM), minimum baryonic force softening (ǫbaryon), minimum dark matter force softening (ǫDM), final simulation redshift (zfinal),
number of star particles within 50 proper kpc of the galaxy centre at zfinal (Nstar).
resolution mbaryon (M⊙) mDM (M⊙) ǫbaryon (h
−1pc) ǫDM (h
−1pc) zfinal Nstar
low 4.5× 105 2.3× 106 30 250 0 117,901
fiducial 5.7× 104 2.8× 105 14 100 0 611,995
high 7.1× 103 3.5× 104 14 100 2.4 410,995
Krumholz & Gnedin (2011) and the self-gravitating crite-
rion following Hopkins et al. (2013a). Stars are formed at
the rate ρ˙⋆ = ρmolecular/tff , where tff is the free-fall time.
The star formation parameters are kept fixed when we vary
the resolution. Star particles inherit their metal abundances
from their progenitor gas particle.
We assume an initial stellar mass function (IMF) from
Kroupa (2002). Radiative cooling and heating are computed
in the presence of the cosmic microwave background (CMB)
radiation and the ultraviolet (UV)/X-ray background from
Faucher-Gigue`re et al. (2009). Self-shielding is accounted for
with a local Sobolev/Jeans length approximation. A temper-
ature floor of 10 K or the CMB temperature is imposed.
The primordial abundances are X = 0.76 and Y = 0.24,
where X and Y are the mass fractions of hydrogen and he-
lium, respectively. The simulation has a metallicity floor at
Z = 10−4 Z⊙, because yields are very uncertain at lower
metallicities. The abundances of 11 elements (H, He, C,
N, O, Ne, Mg, Si, S, Ca and Fe) produced by massive
and intermediate-mass stars (through Type Ia supernovae,
Type II supernovae, and stellar winds) are computed follow-
ing Iwamoto et al. (1999), Woosley & Weaver (1995), and
Izzard et al. (2004). There is no sub-resolution metal dif-
fusion in our simulation. Supernovae and stellar winds are
modelled by having a fraction of the mass ejected by a star
particle transferred to its neighbouring gas particle j as fol-
lows:
fj =
mj
ρj
W (rj, hsml)
Σi
mi
ρi
W (ri, hsml)
, (1)
where hsml is the smoothing length of the star particle (de-
termined in the same manner as for gas particles), ri is the
distance from the star particle to neighbour i,W is the quin-
tic SPH kernel, and the summation is over all SPH neigh-
bours of the star particle, i.e. 62 on average.
The FIRE simulations include an implementation of
stellar feedback by supernovae, radiation pressure, stellar
winds, and photo-ionization and photo-electric heating (see
Hopkins et al. 2013b and references therein for details). For
the purposes of the present paper, we emphasize that these
simulations produce galaxies with stellar masses reasonably
consistent with observations over a wide range of dark mat-
ter halo masses. This is a consequence of galactic winds
driven by stellar feedback. The same winds also redistribute
the heavy elements created in stars, both into the surround-
ing circum-galactic medium (CGM) and elsewhere in the
galactic disk via a ‘galactic fountain.’ This feedback-induced
mixing is important for the chemical evolution of the galaxy.
The galaxy in our fiducial simulation is an isolated, star-
forming, bulge-dominated galaxy. It builds up a disc com-
ponent at low redshift (z < 0.5), which kinematically com-
prises of about a third of the stars in the galaxy. Since these
stars are young, however, their contribution to the total stel-
lar light (or light-weighted kinematics) is larger. Measured
within the central 20 kpc at z = 0, the star formation rate is
about 3 M⊙yr
−1, the stellar mass is 3× 1010 M⊙, the total
gas mass is 9 × 109 M⊙, and the mass of the star-forming
gas is 9× 108 M⊙. We have repeated our analysis for more
disc-dominated as well as for more bulge-dominated galaxies
within the FIRE sample (Hopkins et al. 2013b) and found
our results for the r-process abundances to be very similar.
2.1 r-process models
R-process elements are implemented as tracers and have
no effect on the simulation. As a result, we are able to
implement multiple models of r-process enrichment in the
same hydrodynamic simulation, saving considerable compu-
tational time.
We assume that NS mergers are responsible for all of the
r-process enrichment. However, the rates of NS mergers are
quite uncertain so we consider a variety of models to bracket
this uncertainty. Using the known population of binary neu-
tron stars in the Milky Way, Abadie et al. (2010) estimate
that the merger rate is ∼ 10−4 yr−1, but that the rate could
range from 10−6 − 10−3 yr−1 under extreme assumptions.
For the purposes of understanding the enrichment of low-
metallicity stars, it is also important to know the delay time
distribution that characterizes the merger rate as a function
of time after a burst of star formation. Population synthesis
calculations suggest a rate ∝ t−1 once lower mass core col-
lapse supernovae have exploded, i.e., after a delay of ∼ 107
yrs (e.g., Belczynski et al. 2006). Given these constraints,
we take the rate of NS mergers (RNS) to be
RNS =
AMstar
t
for t > tmin (2)
and RNS = 0 otherwise, where A is the number of NS merg-
ers per unit of stellar mass, Mstar is the stellar mass under
consideration, t is time since the formation of the star par-
ticle, and tmin is the minimum time needed for a NS merger
to take place. In the simulations the rate of NS mergers is
implemented stochastically, since we do not resolve individ-
ual stars. We take fiducial values of A = 10−5 M−1⊙ and
tmin = 3× 10
7 yr. The stellar mass of our Milky Way model
at z = 0 is about 3× 1010 M⊙, with half of the stars having
formed by z ≈ 1. Thus our fiducial choice of A corresponds
to a present day merger rate of ∼ 10−4 yr−1, similar to that
suggested by observations. Given the significant uncertain-
© 2014 RAS, MNRAS 000, 1–10
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ties in the NS merger rate, however, we explore a range of
models with tmin ranging from 3 × 10
6 to 3 × 108 yr and
A ranging from 3 × 10−6 to 3 × 10−5 M−1⊙ (see Table 2).
Although we focus on model 0, with A = 10−5 M−1⊙ and
tmin = 3 × 10
7 yr, we stress that all of the models that we
consider are plausible and so provide an estimate of the sys-
tematic uncertainty in the chemical evolution of r-process
elements implied by the uncertainty in the NS merger rate
and delay time distribution.
Our calculations do not include NS kicks, though it
would clearly be of interest to do so in future work. The me-
dian offset of short-duration gamma-ray bursts is modest,
about 4.5 kpc, though ∼ 25 per cent of events have offsets
greater than 10 kpc (Fong & Berger 2013). We discuss this
uncertainty further in Section 4.
The amount of r-process elements ejected per NS
merger is uncertain. However, an ejecta mass ∼ 10−2M⊙
per merger together with a merger rate ∼ 10−4 yr−1 in the
Milky Way is sufficient to produce the total mass of r-process
nuclei in the Galaxy, which is ∼ 104M⊙ assuming all stars
have roughly solar abundances. Since in our simulation the
r-process elements act only as tracer particles, we choose
to simply normalize our six models to solar metallicity, i.e.
to set [r-process/Fe]=0 when [Fe/H]=0. This should be a
reasonable approximation unless there is a significant sys-
tematic variation in the r-process yields per NS merger with
redshift or stellar population age.
Another important parameter characterizing r-process
enrichment is the mass of the ambient interstellar medium
(ISM) that is initially enriched with r-process elements.
Treating the ejecta from NS mergers as an expanding rem-
nant analogous to a supernova remnant, the final momentum
of the remnant during the momentum conserving phase is
(Cioffi et al. 1988)
Mv|final ≈ 6× 10
4E
13/14
50 n
−1/7
0 M⊙ kms
−1, (3)
where n0 is the ambient density in cm
−3 and we have scaled
the initial energy of the remnant, E50, to correspond to an
ejecta mass of 0.01 M⊙ moving at v = 0.1 c, i.e. 10
50 ergs
(Piran et al. 2013). Equation 3 is for solar metallicity, but
the final momentum is only about twice as large for a pri-
mordial composition. The total swept-up mass when the
neutron-rich ejecta comes into approximate pressure equi-
librium with the ambient medium is set by evaluating Equa-
tion 3 given a final velocity comparable to the sound speed
or turbulent velocity of the ambient medium. This suggests
that the neutron-rich ejecta is initially incorporated into
Mswept ∼ 10
3.5−4 M⊙ of the ambient ISM, depending on
the exact ambient density and turbulent velocity.
In simple chemical evolution calculations, the neutron-
rich ejecta are typically taken to mix with only a mass
Mswept (e.g. Qian 2000; Argast et al. 2004). It is unlikely,
however, that this is correct, given the vigorous turbulent
mixing induced by stellar feedback, galactic winds, galactic
fountains, galaxy mergers, instabilities in the differentially
rotating galactic disc, etc. (as also argued by Piran et al.
2014). To address this, one would ideally like to have a hy-
drodynamic simulation with a mass resolution comparable
to Mswept since the simulation would (at least in princi-
ple) self-consistently resolve additional mixing produced by
galaxy-scale turbulence and winds. This is somewhat pro-
hibitive, however. Our fiducial simulation has a baryonic
Table 2. Parameters of r-process enrichment models: model num-
ber, number of NS mergers perM⊙ of stars (see Eq. 2), minimum
time needed for the first NS merger (see Eq. 2), NS merger rate
at z = 0. For each model we vary only one parameter, indicated
in bold.
model A [M−1
⊙
] tmin [yr] RNS(z = 0) [yr
−1]
0 10−5 3× 107 1.5× 10−4
1 10−5 3× 106 2.1× 10−4
2 10−5 107 1.8× 10−4
3 10−5 108 1.1× 10−4
4 3× 10−6 3× 107 4.4× 10−5
5 3× 10−5 3× 107 4.4× 10−4
particle mass of 5.7 × 104M⊙ while our highest resolution
simulation discussed in Section 3.1 has a baryonic particle
mass of 7×103 M⊙. However, the mass in the kernel – which
is the mass to which the metal enrichment is applied – is
roughly 62 times larger. In Section 4 we show and discuss
the dependence of our results on resolution. It is important
to bear in mind that in all of our simulations the r-process
enrichment initially occurs in a mass somewhat larger than
the initial mass swept-up by a NS merger remnant. As we
show below, the uncertainties in r-process enrichment asso-
ciated with uncertainties in the NS merger rate are compa-
rable to those due to the finite numerical resolution of our
simulations.
3 RESULTS
Throughout the paper we express abundance ratios of a star
compared to those of the Sun as
[A/B] = log10
(
NA
NB
)
star
− log10
(
NA
NB
)
⊙
, (4)
where A and B are different elements, NA and NB are num-
ber densities. Given that our simulations use a metallicity
floor at Z = 10−4 Z⊙ for all metal species, except tracer
species, [Fe/H]> −4 and [Mg/H]> −4. We therefore have to
be careful interpreting our results at low metallicity. Results
are shown for [Fe/H]> −3.5, a factor three above the metal-
licity floor, where our results are not strongly affected by the
choice of metallicity floor. The initial conditions, however,
do not include a metallicity floor for r-process elements, so
particles can have [r-process /Fe] = −∞. We take those par-
ticles into account as well when we calculate the median and
percentiles below.
Figure 1 shows the z = 0 abundance ratios of Mg (top
panel) and r-process elements (bottom panel) to Fe as a
function of metallicity for our fiducial resolution simulation.
We include all star particles at radii R < 50 kpc from the
centre of the galaxy, but our results do not depend on this
choice. Black curves show the median (solid curves) and 16th
and 84th percentiles (dashed curves). As described in Sec-
tion 2.1, [r-process/Fe] has been normalized so that its me-
dian is zero at [Fe/H] = 0. [Mg/Fe] is computed directly from
the heavy element yields used in the simulation and is not
normalized. The bottom panel of Figure 1 also shows obser-
vational data points for [Eu/Fe], where plusses show detec-
© 2014 RAS, MNRAS 000, 1–10
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Figure 1. [Mg/Fe] (top panel) and [r-process/Fe] (bottom panel)
as a function of [Fe/H] at z = 0 for our fiducial resolution sim-
ulation. The colour coding indicates the logarithm of the stellar
mass per pixel and both images are 200 by 200 pixels. Black
curves show the median (solid curves) and 16th and 84th per-
centiles (dashed curves). [r-process/Fe] has been normalized so
that its median is zero at [Fe/H] = 0. [Mg/Fe] is not nor-
malized but is set by the supernova yields. Black plusses and
downward arrows are observed [Eu/Fe] detections and upper lim-
its, respectively (Suda et al. 2008). The median [Mg/Fe] and [r-
process/Fe] are both fairly constant with metallicity, although
they decrease slightly at [Fe/H] > 0. [r-process/Fe] decreases
strongly at [Fe/H] < −3. The scatter in [Mg/Fe] is small at all
metallicities, but the scatter in [r-process/Fe] increases signifi-
cantly towards lower metallicity.
tions and downward arrows show upper limits (Suda et al.
2008).2 Eu is an ideal tracer of r-process enrichment, because
it is almost solely produced in r-process events (Burris et al.
2000). It is not possible to compare our models and the ob-
servations in detail, because of unknown selection effects in
the heterogeneous observational sample. Global trends are
likely robust.
Mg is the α element most easily observed and therefore
most useful for comparison with observations. It is thought
to be primarily produced in Type II supernovae. Consis-
tent with observations of the Milky Way (e.g. Cayrel et al.
2004; Arnone et al. 2005), we find very little scatter in
[Mg/Fe] for both metal-poor and metal-rich stars, little
variation in the median at [Fe/H] < −1 and a small de-
crease at high metallicity, due to the increasing impor-
tance of Type Ia supernovae, which mainly produce iron-
peak elements. The median [Mg/Fe] in our simulation is,
however, lower by about 0.3 dex as compared to obser-
2 We exclude carbon-enhanced metal-poor stars, since their ori-
gin is not well understood.
vations. This discrepancy is well-known and is due to the
Woosley & Weaver (1995) yields for Mg being too low by a
factor of a few (e.g. Timmes et al. 1995; Thomas et al. 1998;
Portinari et al. 1998; Lia et al. 2002). Because Mg is not a
dominant coolant in our simulation, this discrepancy in Mg
abundance has no effect on the evolution of the galaxy and
could be straightforwardly fixed by adopting better yields
in future simulations or by increasing the Mg abundance
in post-processing. We choose to leave the Mg abundances
as is in Figure 1 to accurately reflect the actual results in
our simulation. Moreover, the trends in Mg abundance with
metallicity and the scatter in Figure 1 are robust, since Mg
is almost purely produced in Type II supernovae. In future
work, we plan to compare the abundance ratios of the vari-
ous metal species, the mass-metallicity relation, and metal-
licity gradients in our different galaxies to observations. We
include the Mg results in the present paper primarily to
highlight the different scatter relative to the r-process ele-
ments.
As is the case for Mg, the decrease of [r-process/Fe]
at [Fe/H] > 0 in Figure 1 is due to Fe production by
Type Ia supernovae, which become relatively more impor-
tant at late times. This is also consistent with observa-
tions, although there the decrease sets in at somewhat lower
metallicities. This could be due to selection biases in the
observations or to the absense of certain mixing processes
in our simulation. See Section 4 for more discussion on
the latter possibility. The median [r-process/Fe] is approx-
imately flat at [Fe/H] < 0 in the simulation at our fidu-
cial resolution, whereas the data show a small increase to
[r-process /Fe] ≈ 0.5. In both the observations and simula-
tion the scatter increases substantially towards low metal-
licity. Note that many of the low-metallicity observations
are upper limits (shown as downward arrows). Overall, our
simulation is in reasonable agreement with observations, es-
pecially taking into account the uncertainties in the metal
yields as well as the unknown selection effects in the data.
As mentioned before, the NS merger rate is highly un-
certain and we therefore explore different NS merger mod-
els. Figure 2 shows the median [r-process/Fe] (top panel)
and scatter in [r-process/Fe] (bottom panel) as a function
of [Fe/H] for the six different models listed in Table 2. The
solid, black curve is identical to the one in Figure 1. The
scatter is calculated by subtracting the 16th percentile from
the 84th percentile (dashed curves in Figure 1) and divid-
ing by two. Dotted curves show variations of tmin. Dashed
curves show variations of A, as indicated in the legend. We
reiterate that given the uncertainties in the NS merger rate,
all of these models are plausible.
The different models span a range of median [r-
process/Fe] values of only 0.4 dex at [Fe/H] = −2, but differ
significantly at lower metallicity. With higher tmin, i.e. a
larger delay time before the first NS merger takes place, or
lower A, i.e. fewer NS mergers per unit of stellar mass, the
median [r-process/Fe] decreases at low metallicity, the drop
in r-process element abundances moves to higher metallic-
ity, and the scatter in [r-process/Fe] increases. This is due
to NS mergers becoming more rare, which increases the
stochasticity. Vice versa, when we decrease tmin or increase
A, [r-process/Fe] increases, the low-metallicity drop moves
to lower metallicities, and the scatter decreases. For all our
models, the median and scatter are large enough that an ap-
© 2014 RAS, MNRAS 000, 1–10
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Figure 2.Median [r-process/Fe] (top panel) and scatter (σ) in [r-
process/Fe] (bottom panel) as a function of [Fe/H] at z = 0 for the
six different models listed in Table 2 and indicated in the legend.
The black, solid curve is for model 0, also shown in Figure 1. The
thin, black, dot-dashed curve is model 0 for a low resolution sim-
ulation, described in Section 3.1. Dotted curves show variations
of tmin. Dashed curves show variations of A. As tmin increases
or A decreases, [r-process/Fe] decreases and the scatter increases,
especially at lower metallicities.
preciable fraction of low-metallicity stars has high r-process
abundance ratios. The 84th percentile of the distribution
has [r-process /Fe] > 0 for all models.
Lower-metallicity stars and stars with [r-process/Fe]
more different from solar are, on average, older and located
at larger distances from the centre of the galaxy. This is
quantified in Figure 3, where the median galactocentric ra-
dius (〈R〉, top panel) and the median formation redshift
(〈zform〉, bottom panel) of stars are shown as a function of
[r-process/Fe]. The iron abundance increases for the differ-
ent curves from top to bottom as indicated by the legend.
The star particles have been selected in the same way as for
Figs. 1 and 2, i.e. within 50 kpc of the centre of the galaxy.
Stars with supersolar metallicities are found close to
the centre and have been formed very recently, with 〈R〉 =
0.7 kpc and 〈zform〉 = 0.1. Radius and formation redshift in-
crease with decreasing stellar metallicity. Stars with −3.5 <
[Fe/H] < −3 have 〈R〉 = 16 kpc and 〈zform〉 = 2.9. This
is quantitatively consistent with observations of the Milky
Way, where halo stars are found to be older and more metal
poor than disc stars. Note that most of our low-metallicity
stars were not accreted, but formed in situ at high redshift
and moved to larger radii through dynamical effects.
At high metallicity, stars with [r-process /Fe] ≈ 0
have the smallest R and zform. This minimum moves to
Figure 3. Median galactocentric radius at z = 0 (top panel) and
median redshift at which the stars were formed (bottom panel) as
a function of [r-process/Fe] for different [Fe/H] bins as indicated
in the legend. As the metallicity increases, the distance from the
galaxy centre and the stellar age decrease. At fixed metallicity,
distance and age are lowest for stars with [r-process /Fe] ≈ 0 −
0.5 and increase as the absolute value of [r-process/Fe] increases.
This shows that the stars responsible for the large scatter in [r-
process/Fe] are, on average, old and currently in the halo of the
galaxy.
[r-process /Fe] ≈ 0.6 for −3 < [Fe/H] < −2. Outliers in
[r-process/Fe] are found at larger radii and are older, on
average. For example, for [Fe/H] ≈ −1, 〈R〉 = 2 kpc and
〈zform〉 = 0.3 at [r-process /Fe] ≈ 0, but at [r-process /Fe] ≈
−1, 〈R〉 = 8 kpc and 〈zform〉 = 2.1. This indicates that the
scatter is driven by inhomogeneous chemical evolution at
high redshift. Stars formed at high redshift are moved to
larger radii through dynamical effects. The dependence of
〈R〉 and 〈zform〉 on [r-process/Fe] disappears for stars with
[Fe/H] < −3.
3.1 Resolution test
As discussed in Section 2.1, the mass of the ISM initially
enriched by r-process nuclei is one of the key parameters set-
ting the chemical evolution of neutron-rich nuclei. Typically
it is assumed that the r-process elements mix only with the
initial swept-up mass in the NS merger remnant (e.g. Qian
2000; Argast et al. 2004). Given the many sources of turbu-
lent mixing in galaxies, however, it is by no means clear that
this physical picture is correct. It is, however, the case that
due to limited resolution, the r-process nuclei in our simula-
tions initially enrich an ISMmass larger than the ejecta mass
swept up prior to the NS merger remnant reaching pressure
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equilibrium with its surroundings (see Eq. 3 and associated
discussion). In particular, we reiterate that in our SPH for-
mulation all gas particles inside the kernel of a given star
particle are enriched, i.e. 62 on average, weighted accord-
ing to their SPH weights. Therefore, the enriched mass, i.e.
about 3.5 × 106 M⊙, is approximately 62 times larger than
the particle mass for our fiducial resolution, although it is
not enriched uniformly. To test the sensitivity of our results
to the mass resolution, we ran a simulation with 8 (2) times
lower mass (spatial) resolution down to z = 0 and repeated
our analysis. We checked that the galoctocentric distances
and formation redshifts of stars shown in Figure 3 are similar
to the ones at low resolution. The Mg abundances and scat-
ter are also very similar in both simulations. We conclude
that these properties are converged.
The lower resolution results for model 0 are shown as
thin, dot-dashed curves in Figure 2. Comparing to the fidu-
cial resolution, we see that our r-process abundances are not
completely converged. At low resolution, [r-process/Fe] de-
creases slightly towards [Fe/H] = 0 and there is no drop at
low metallicity.3 The scatter is lower at [Fe/H] < −1, but
still appreciable. This is not surprising, because lower reso-
lution simulations mix the r-process elements into a larger
initial mass, i.e. the smoothing kernel, reducing the disper-
sion in [r-process/Fe]. We note, however, that the lower res-
olution results are similar to some of our physically plausible
variants at the fiducial resolution, in particular the models
with more NS mergers per M⊙ of stars (model 5) or shorter
delay times (models 1 and 2).
We also ran a high resolution simulation with 8 (2) times
higher mass (spatial) resolution, but only down to z = 2.4,
since it is more computationally expensive. Figure 3 shows
that the low-metallicity stars are formed at high redshift
and thus the abundance ratios at the low-metallicity end
are already in place at z = 2.4. Figure 4 shows the median
[r-process/Fe] and scatter for our high-resolution simulation
at z = 2.4. We normalized [r-process/Fe] at [Fe/H] = −1
due to the low number of stars at higher metallicities. The
lack of sufficiently many stars also causes the results to be
somewhat noisy at high metallicity. The black, dot-dashed
curve in Figure 4 is model 0 for our fiducial resolution at
z = 2.4. Comparing it to the solid line in Figure 2 shows that
there is indeed not much evolution in the r-process element
abundances at low metallicity from z = 2.4 to z = 0.
Figure 4 shows that at higher resolution, the drop in
median [r-process/Fe] moves to higher metallicity ([Fe/H] ≈
−2) and becomes less abrupt. The scatter increases at
[Fe/H] > −3. However, the 84th percentile of the distribu-
tion remains supersolar at all metallicities. Moreover, models
1, 2, and 5 at high resolution are reasonably similar to the
fiducial resolution model 0, with the median [r-process/Fe]
only decreasing at [Fe/H] < −2.5, perhaps more consistent
with the observations shown in Figure 1.
The resolution tests shown here demonstrate that sim-
ulated r-process element abundance ratios are sensitive to
the resolution of the simulation at [Fe/H] . −2 (for the res-
olutions we were able to explore). The qualitative change
3 We do see a drop at this resolution for model 4, at −3.5 <
[Fe/H] < −3, i.e. at lower metallicity than for our fiducial resolu-
tion simulation.
Figure 4. Same as Figure 2, but for a high resolution simula-
tion at z = 2.4. The black, dot-dashed curve is model 0 for our
fiducial resolution at z = 2.4. We normalized [r-process/Fe] at
[Fe/H] = −1 due to the low number of stars at higher metal-
licities. At higher resolution, the drop in median [r-process/Fe]
moves to higher metallicity and becomes less pronounced; the
scatter in [r-process/Fe] also increases. Our different models for
the NS merger rate show significant variations for the median
[r-process/Fe] at low metallicity, as well as for scatter in [r-
process/Fe] at [Fe/H] > −3. Models 1, 2, and 5 at high resolution
are reasonably similar to the fiducial resolution model 0.
in our results with resolution is similar to what one would
expect on physical grounds, namely that higher mass resolu-
tion generally leads to somewhat larger scatter and a lower
median r-process abundance at low metallicity. Comparing
to the observational data shown in Figure 1, Figure 4 shows
that our higher resolution simulations seem to match the ob-
served median slope of [r-process/Fe] as a function of metal-
licity less well. This could be an indication of extra mixing
processes these simulations are not capturing; see Section 4
for a discussion. Again, the observations are very heteroge-
neous with unknown selection effects, so a direct comparison
is non-trivial. This sensitivity to resolution is, however, spe-
cific to NS merger models and is not present in our [Mg/Fe]
or [Fe/H] abundance ratios, which are produced by super-
novae. The difference, of course, is that NS mergers are much
rarer. Another key result of our resolution tests is that the
uncertainty in the NS merger rate and the delay time distri-
bution produces an uncertainty in the r-process enrichment
that is comparable to the differences between our fiducial
and high-resolution simulations.
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4 DISCUSSION AND CONCLUSIONS
We have quantified the abundance pattern of neutron-rich
r-process nuclei in cosmological zoom-in simulations of a
Milky Way-mass galaxy enriched by simplified implemen-
tations of binary neutron star (NS) mergers. We have com-
pared the r-process nucleosynthesis to that of Mg and Fe,
which are predominantly produced by Type II and Ia super-
novae, respectively. We have explored a range of models for
the rate and delay time of NS mergers, intended to roughly
bracket the wide range of models consistent with the known
binary NS population and population synthesis calculations
of merger rates (see § 2.1). The r-process elements are pas-
sive tracers that do not affect the simulation dynamics in
any way. Our primary conclusions are:
• Neutron star (NS) mergers can produce [r-process/Fe]
abundance ratios and scatter that are broadly consistent
with observations for stars with −2 . [Fe/H] . 0.
• The uncertain rate and delay time distribution of NS
mergers results in a large uncertainty in the r-process abun-
dances. Some of our assumed NS merger models resemble
available observations better than others.
• The results for the r-process abundance ratios are
not fully converged, particularly at low metallicity, i.e. at
[Fe/H] . −2. This is physical and is due to the low rate of
NS mergers and the difficulty resolving mixing on scales of
the ISM of galaxies even in our highest resolution cosmolog-
ical zoom-in simulations.
• At low metallicity, the scatter in [r-process/Fe] is large
enough to explain the r-process abundances of observed low-
metallicity stars. However, we also predict a large popula-
tion of stars with significantly subsolar [r-process/Fe], which
have not yet been observed. The existence of this population
depends sensitively on the rate of turbulent mixing in the
ISM. It is very likely that our simulations do not capture
all of the key mixing processes and so may overestimate the
number of low-metallicity stars with subsolar [r-process/Fe].
• The low-metallicity stars in our simulations are, on av-
erage, formed at high redshift (z = 2 − 3) and large galac-
tocentric radius (〈R〉 = 10− 20 kpc).
• The scatter in [r-process/Fe] at fixed metallicity is
driven by old stars at large distances from the centre of
the galaxy.
The motivation for studying chemical enrichment with
simulations of galaxy formation is that the simulations in-
clude a wide variety of mixing processes not present in phe-
nomenological chemical evolution models. In particular, our
galaxy formation simulation includes physically motivated
(but still subgrid on scales smaller than giant molecular
clouds) treatments of stellar feedback that lead to stellar
masses of galaxies comparable to those observed over a wide
range of dark matter halo masses (Hopkins et al. 2013b).
This consistency is a consequence of galactic winds effi-
ciently redistributing gas (and with it heavy elements) from
the scale of the galaxy to much larger radii in the halo.
Our simulations are also based on a formulation of SPH,
called P-SPH, that resolves the historical problems of SPH
in capturing hydrodynamic instabilities that are important
for mixing, in particular the Kelvin-Helmholtz and Rayleigh-
Taylor instabilities (Hopkins 2013).
We suspect that the two most important mixing pro-
cesses in our simulations for the purposes of stellar abun-
dance patterns are galactic winds and subsequent re-
accretion of previously enriched gas from the surrounding
halo and galactic fountains redistributing mass throughout
the galaxy. Instabilities within the differentially rotating
galactic disc, galaxy mergers, and gas accretion can also
contribute to the mixing of the ISM. In addition, there is
turbulent mixing within the galaxy itself, although this is
not well-resolved in fully cosmological simulations like those
we have carried out here. As we discuss below, our results
differ from previous analyses of r-process enrichment (e.g.,
Argast et al. 2004), suggesting that these additional mixing
processes are indeed important. Despite the enhanced mix-
ing introduced by stellar feedback, there is an important
sense in which our calculations underestimate the mixing of
heavy elements: metals in our simulation are stuck to gas
particles and do not diffuse to neighbouring gas particles.
Material unbound during NS mergers is the only
known astrophysical site with conditions that robustly pro-
duce r-process nuclei. In particular, current models of nu-
cleosynthesis in core-collapse supernovae fail to produce
the requisite conditions, although the uncertainties remain
large (e.g. Qian & Woosley 1996; Thompson et al. 2001;
Hu¨depohl et al. 2010). The primary objections to NS merg-
ers as the source of r-process nuclides have been on nu-
cleosynthetic grounds. First, observations of stars with a
range of metallicities find that heavy r-process nuclei are
also accompanied by elements with atomic masses of 90-120
(Sneden et al. 2008; Qian & Wasserburg 2007). This does
not occur in the very low electron fraction conditions typ-
ically considered in NS merger ejecta, which do not pro-
duce nuclei with atomic mass 90-120. However, recent work
has shown that accretion disc outflows produced from the
disc left after a NS merger have higher electron fractions
than the tidal tail unbound during the dynamical phase
of the merger (e.g. Metzger et al. 2008; Just et al. 2014).
These two sources of nucleosynthesis during NS mergers can
thus satisfy the observational requirements on the source
of neutron-rich heavy elements. The second nucleosynthetic
objection to NS mergers as the origin of the r-process ele-
ments is that the rarity of NS mergers would lead to too
much scatter in the star-to-star r-process abundances and
the absence of low-metallicity stars with solar r-process
abundances (e.g., Argast et al. 2004). Our calculations sig-
nificantly alleviate this objection, although with some re-
maining caveats discussed below.
One of our primary conclusions is that NS mergers can
produce [r-process/Fe] abundance ratios and scatter that ap-
pear reasonably consistent with observations for stars with
−2 . [Fe/H] . 0 (see Fig. 1). This suggests that NS mergers
may indeed account for most of the r-process nuclei in the
Universe. In addition, the scatter in [r-process/Fe] increases
with decreasing [Fe/H] in our calculations, as is also ob-
served. In many of our models, there is a decrease in the me-
dian stellar [r-process/Fe] ratio at [Fe/H] . −2 (see Fig. 2).
Even so, there are still many stars with high abundance
ratios of r-process elements at all subsolar metallicities we
can probe. In particular, for all of our models the 84th per-
centile in the [r-process/Fe] distribution is supersolar at all
metallicities. This is in contrast to the simplified chemical
evolution models of Argast et al. (2004), which find a very
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sharp drop in [r-process/Fe] at [Fe/H] ≈ −2 and no stars at
[Fe/H] . −3 that are enriched with r-process elements.
A more quantitative comparison to observations will re-
quire understanding the observational selection effects that
enter into existing samples of r-process element abundance
measurements. For example, we find that stars of metallicity
−2 < [Fe/H] < 0 show a clear trend in increasing galacto-
centric radius with decreasing [r-process/Fe] abundance (see
Fig. 3), so that any kinematic selection effects for halo stars
would bias the inferred median [r-process/Fe] ratios. In the
future, quantifying these effects using a direct comparison
between our simulations and observations is likely to be a
fruitful way of testing the NS merger origin of r-process nu-
clei. A specific test of our models would be additional ob-
servations of low-metallicity stars ([Fe/H] . −2). All of our
calculations show that there should be some low-metallicity
stars with [r-process /Fe] < −1 (see e.g. Fig. 1). If such stars
are in fact completely lacking observationally, this would
rule out the models described in this paper and point to
either a different origin for r-process elements in the low-
est metallicity stars or to physical processes not included in
our simulation, such as additional turbulent diffusion. Tur-
bulent diffusion results in fewer low-metallicity stars and a
reduction of the scatter in both [Mg/Fe] and [r-process/Fe].
The primary uncertainty in our conclusions is that
our results for the stellar r-process abundance patterns are
not fully converged, particularly at low metallicity, i.e. at
[Fe/H] . −2. This is not surprising and is a consequence of
the rarity of NS mergers as a source of heavy elements. By
contrast, the abundance ratios of Mg to Fe are numerically
converged. At our highest resolution, the gas particle mass
is 7× 103M⊙ so that the total mass of gas (within the SPH
kernel) that is enriched per ‘merger’ is on average about
4 × 105 M⊙. This is significantly larger than the mass of
the ISM swept-up by the ejecta created during a NS merger
(see Sec. 2.1). It is not at all clear, however, that the lat-
ter is a reasonable model for the mass of the ISM that the
r-process material is mixed into, given the many additional
sources of mixing in the ISM (e.g. Yang & Krumholz 2012)
and the fact that mixing on scales smaller than the scale
height of the galactic disk is not well resolved in our simula-
tions. Thus, it may in fact be the case that our simulations
describe a reasonable ‘initial’ mass of the ISM enriched by
r-process nuclei. Ultimately, however, it will be necessary
to carry out even higher-resolution simulations, particularly
for understanding the r-process abundances at low metallic-
ity. Moreover, either grid-based calculations or SPH simula-
tions with explicit metal diffusion at the scale of the kernel
would be useful for determining the extent to which small-
scale mixing modifies the convergence of the abundances at
low metallicity. In the absence of such mixing the results
cannot converge at the lowest metallicity in an SPH simu-
lation in which metals are locked into gas particles. In addi-
tion, high resolution simulations of individual neutron star
merger remnants mixing into a turbulent ISM would also
be valuable. Larger turbulent velocities decrease the mass
of the ISM swept up prior to the NS merger remnant reach-
ing pressure equilibrium with its surroundings (Eq. 3) but
increase the resulting turbulent mixing of the r-process en-
riched material with the surrounding ISM.
We find that the variations in [r-process/Fe] abundances
introduced by considering a range of plausible NS merger
rates and delay times is comparable to or larger than the
changes introduced by numerical resolution. Specifically, if
the delay time for a significant fraction of NS mergers is
. 107 years or if the NS merger rate is at the higher end
of the allowed values, the decrease in median [r-process/Fe]
is relatively modest until [Fe/H] . −2.5 in our highest res-
olution simulation (see Fig. 4). Moreover, these constraints
need only apply at z & 3 when most of the low-metallicity
stars form (see Fig. 3).
A second uncertainty in our analysis is that we have
not implemented NS kicks, which may also contribute to re-
distributing r-process nuclei relative to heavy elements pro-
duced in supernovae. In this respect, our calculations may
also underestimate the mixing of r-process nuclei. Based on
the modest offsets of most short-duration GRBs relative to
their host galaxies (Fong & Berger 2013) we suspect that NS
kicks are not likely to be important for the majority of r-
process nuclei produced in NS mergers. However, they may
be important for enriching low metallicity halo gas. This
clearly needs to be explored in detail in future work.
In summary, we have explored a range of values for the
NS merger rate per unit stellar mass and the delay time
for the first NS mergers to take place, all reasonably consis-
tent with current observational constraints. Our results for
the r-process abundance ratios are broadly consistent with
available observations. The abundance ratios of r-process
elements are not fully converged with the resolution of the
simulation, especially at low metallicity. However, variations
with resolution are of similar magnitude as variations be-
tween different allowed models for the NS merger rate. Con-
sidering this as well as the additional uncertainties discussed
above, we conclude that NS mergers could well be the source
of the majority of the r-process elements in nature.
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