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Resumen
En el capítulo 2 estudiaremos la existencia de solución débil para el siguiente pro-
blema elíptico no lineal
 −div(a(x, u)∇u) = f en Ωu = 0 sobre ∂Ω (1)
y en el capítulo 3 estudiaremos la existencia y unicidad de solución débil para el pro-
blema anisotrópico del siguiente tipo
 −∂xi(ai(x, u)|∂xiu|
pi−2∂xiu) + b(x, u) = f en Ω
u = 0 sobre ∂Ω
(2)
Para resolver (1) usaremos la teoría de las funciones semicontinuas , aplicaremos el
teorema de Lax - Milgram y el teorema del punto fijo de Schauder. Para resolver (2)
aplicaremos el teorema de Minty-Browder y el teorema del punto fijo de Schauder.
Palabras Claves: Función semicontinua , solución débil , ecuación anisotrópica ,
teorema de Browder-Minty , teorema del punto fijo de Schauder.
IV
Summary
In chapter 2 we will study the existence of a weak solution for the following non
linear problem
 −div(a(x, u)∇u) = f in Ωu = 0 on ∂Ω (1)
and chapter 3 we will study the existence and uniqueness of the weak solution for the
anisotropic problem of the following type
 −∂xi(ai(x, u)|∂xiu|
pi−2∂xiu) + b(x, u) = f in Ω
u = 0 on ∂Ω
(2)
To solve (1) we will use the theory of semicontinuos functions , we will apply the Lax-
Milgram theorem and the Schauder fixed point theorem. To solve (2) we will apply
Browder-Minty theorem and Schaudr fixed point theorem .
Key words: Semicontinuos function , weak solution , anisotropic equations , Browder-
Minty theorem , Schauder fixed point theorem.
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Introducción
Los teoremas del punto fijo constituyen una importante herramienta para probar
existencia de soluciones para ecuaciones, en el presente trabajo aplicaremos el teorema
del punto fijo de Schauder (1930) que se puede considerar como una generalización
del teorema de Brouwer (1912) a dimensiones infinitas es el resultado fundamental
que utilizaremos para resolver el problema de existencia de solución débil para los
problemas no lineales
 −div(a(x, u)∇u) = f in Ωu = 0 on ∂Ω (1)
y 
 −∂xi(ai(x, u)|∂xiu|
pi−2∂xiu) + b(x, u) = f in Ω
u = 0 on ∂Ω
(2)
En el capítulo 1 recordamos algunos resultados que son importantes para el desarrollo
de los siguientes capítulos, como son los resultados sobre funciones semicontinuas, el
teorema generalizado de Weiersstras y el teorema del punto fijo de Schauder. En el
capítulol 2 seguimos las ideas de [8], [9],[29] y [30], para demostrar la existencia de
solución débil de (1) , inicialmente resolvemos (1) para f ∈ L2∗(Ω) , y v ∈ L2(Ω) fijo
con lo cual el problema se vuelve lineal y por el teorema de Lax - Milgram obtenemos
la existencia de solución débil u ∈ H10 (Ω) , esto permite definir la aplicación
S : L2(Ω) −→ L2(Ω)
v −→ S(v) = u
probamos que S es continuo y compacto, además verificamos todas las condiciones
requeridas y aplicamos el teorema del punto fijo de Schauder(1.18) con cual probamos
la existencia de solucion débil para (1). En el capítulo 3 para probar la existencia de
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3solución débil para (2) nos basamos en [25],[26],[27] y [28] , inicialmente definimos
el espacio de Sobolev Anisotrópico, luego de considerar algunas hipótesis previas ,
procedemos a probar el teorema central de este capitulo , fijando la función v ∈ Lpn(Ω)
definimos el operador T : W 1,
−→p
0 (Ω) −→ W
−1,−→p ′
0 (Ω) . Probamos que T es compacto,
continua, y coerciva entonces por el teorema de Browder-Minty [4], existe una solución
débil u de la ecuación Au = f . Esto permite definir
Φ : Lpn(Ω) −→ Lpn(Ω)
v −→ Φ(v) = u
probamos que Φ es monotóna, continua y además verificamos las condiciones necesa-
rias y aplicamos el teorema del punto fijo de Schauder(1.18) por lo cual existe solución
débil del problema (2). En el Capítulo 4, asumiendo algunas condiciones adicionales
probamos la unicidad de la solucion débil para el problema (2)
Capítulo 1
Preliminares
En este capítulo recordaremos algunos conceptos y resultados que seran de mucha
utilidad para el desarrollo de los capitulos 2 y 3. El contenido de esta sección está
basado en [2],[4],[6],[10] y [12].
1.1. Función Semicontinua Inferior
Antes de dar la definición formal recordemos que una función f : R −→ R es
continua en x0 ∈ R si
∀ǫ > 0, ∃δ > 0/∀x ∈ B(x0, δ) −→ |f(x)− f(x0| < ǫ
es decir , una función f es continua en x0 si y solo si
∀ǫ > 0, ∃δ > 0/f(x0)− ǫ < f(x) y f(x) < f(x0) + ǫ, ∀x ∈ B(x0, δ),
esto es
B(x0, δ) ⊂ [f > f(x0)− ǫ] ∩ [f < f(x0) + ǫ]
donde [f > λ] = {x ∈ R/f(x) > λ}.
Esto motiva a definir que una función f es semicontinua inferior en x0 si
∀ǫ > 0, ∃δ > 0/f(x0)− ǫ < f(x), ∀x ∈ B(x0, δ)
o en forma equivalente f es semicontinua inferior en x0, si ∀ǫ > 0, ∃δ > 0 tal que
B(x0, δ) ⊂ [f > f(x0)− ǫ]
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5En general podemos definir la semicontinuidad inferior como sigue
Definición 1.1. (Función Semicontinua Inferior)
Sea (X, τ) un espacio topológico y J : X −→ R una función con u0 ∈ X , diremos
que J es semicontinua inferior en u0 si y solo si
∀ǫ > 0, ∃V (u0)/J(u0)− ǫ < J(u), ∀u ∈ V (u0)
Definición 1.2. Sea (X, τ) un espacio topológico y J : X −→ R una función , J es
semicontinua inferior en X , si es semicontinua inferior en cada u0 ∈ X
Observación: Una función J : X −→ R ∪ {+∞} es semicontinua inferior en
u0 ∈ X si para todo r < J(u0) existe una vecindad V (u0) tal que u ∈ V implica
r < J(u).
Definición 1.3. Sea (X, d) un espacio métrico , J : X −→ R ∪ {+∞} una función
y u0 ∈ X , el límite inferior de J cuando u tiende a u0 denotado por l´ım inf
u→u0
J(u) se
define como
l´ım inf
u→u0
J(u) = sup
δ>0
ı´nf
u∈B(u0,δ)
J(u)
Nota: Un Espacio Métrico es un par (X, d) en el que X es un conjunto no vacio y
d es una métrica sobre X
Teorema 1.1. Sea (X, d) un espacio métrico , J : X −→ R ∪ {+∞} un función y
u0 ∈ X , entonces son equivalentes
(a) J es semicontinua inferior en u0
(b) J(u0) ≤ l´ım inf
u→u0
J(u)
Demostración. (a)−→ (b)
Como J es semicontinua inferior en u0 por definición tenemos ∀ǫ > 0, ∃δǫ > 0 tal que
J(u0)− ǫ < J(u), ∀u ∈ B(u0, δǫ)
de aquí
J(u0) < ǫ+ J(u), ∀u ∈ B(u0, δǫ)
tomando ínfimo en B(u0, δǫ)
6J(u0) 6 ǫ+ ı´nf
u∈B(u0,δǫ)
J(u)
ahora tomamos supremo según δǫ > 0
J(u0) 6 ǫ+ sup
δǫ>0
ı´nf
u∈B(u0,δǫ)
J(u)
como es válido ∀ǫ > 0, obtenemos
J(u0) 6 l´ım inf
u→u0
J(u)
(b)−→ (a)
Supongamos que J no es semicontinua inferior en u0, entonces de la definición se tiene
que ∃ǫ0 > 0/∀r > 0, ∃ur ∈ B(u0, r) tal que
J(u0) > ǫ0 + J(ur)
entonces
J(u0)− ǫ0 > J(ur) > ı´nf
u∈B(u0,r)
J(u)
Tomando supremo según r positivo
J(u0)− ǫ0 > sup
r>0
ı´nf
u∈B(u0,r)
J(u) = l´ım inf
u→u0
J(u)
Además por hipótesis se tiene que
l´ım inf
u→u0
J(u) ≥ J(u0)
Luego combinando estas desigualdades , obtenemos
J(u0)− ǫ0 > J(u0)
Lo cual es una contradicción. Por lo tanto J es semicontinua inferior.
Teorema 1.2. Sea (X, τ) un espacio topológico y J : X −→ R ∪ {+∞} un función ,
son equivalentes
(a) J es semicontinua inferior
(b) J−1(]−∞, λ]) es cerrado ∀λ ∈ R
(c) J−1(]λ,+∞[) es abierto ∀λ ∈ R
7Demostración. (a)−→ (b)
Supongamos que J es semicontinua inferior en X y sea λ ∈ R , para probar que
Eλ = J
−1(]−∞, λ])
es cerrado, consideramos una sucesión (un) ⊂ Eλ que converge a un punto u0 en
X , debemos probar que u0 pertenece a Eλ o en forma equivalente que J(u0) ≤ λ.
En efecto como J es semicontinua inferior en u0 y un −→ u0, por Teorema (1.1)
obtenemos en particula para un que
J(u0) ≤ l´ım inf
un→u0
J(un)
y ya que
J(un) ≤ λ, ∀n ∈ N
obtenemos
J(u0) ≤ λ
Es decir u0 ∈ Eλ.
(b)−→ (a)
Supongamos ahora queEλ es cerrado cualquiera que sea λ ∈ R .Consideremos u0 ∈ X
y una sucesión (un) que converge a u0 , sea L = l´ım inf
n→+∞
J(un), por definición de límite
inferior existe una subsucesión (unk) de (un), tal que l´ım infn→+∞
J(unk) = L. Por lo tanto
∀ǫ > 0, existira k0 tal que J(unk) ≤ L+ ǫ, ∀k ≥ k0 lo que significa que unk pertenece
a EL+ǫ, ∀k ≥ k0 teniendo en cuenta que (unk) converge a u0 y que EL+ǫ es cerrado se
tiene entonces que u0 pertenece a EL+ǫ, es decir tenemos que J(u0) ≤ L + ǫ, ∀ǫ > 0
y en consecuencia J(u0) ≤ L.
(b)←→ (c) es inmediato
Teorema 1.3. Sea (X, d) un espacio métrico , J : X −→ R ∪ {+∞} una función y
u0 ∈ X , entonces son equivalentes
(a) J es semicontinua inferior en u0
(b) J es secuencialmente semicontinua inferior en u0 es decir
un −→ u0 =⇒ J(u0) ≤ l´ım inf
n→∞
J(un)
8Demostración. (a)−→ (b)
Por hipótesis tenemos que J es semicontinua inferior y un −→ u0, entonces si
λ < J(u0) por teorema (1.2) J
−1(]λ,∞[) es abierto. Puesto que u0 ∈ J
−1(]λ,∞[) y
un −→ u0 existe Nλ tal que si n > Nλ entonces un ∈ J
−1(]λ,∞[) es decir tenemos
que λ < J(un) de donde obtenemos l´ım inf
n→∞
J(un) > λ lo cual es válido para todo
λ < J(u0) , Por lo tanto
J(u0) ≤ l´ım inf
n→∞
J(un)
(b)−→ (a)
Tenemos como hipótesis que un −→ u0 y que J(u0) ≤ l´ım inf
n→∞
J(un). Sea λ ∈ R y
U = J−1(]−∞, λ])
Si u0 ∈ U existe una sucesión (un) ∈ U tal que un −→ u0 y como J(u0) ≤
l´ım inf
n→∞
J(un) entonces por la definición de U tenemos J(un) ≤ λ para todo n ∈ N por
lo cual tenemos J(u0) ≤ λ , esto significa que u0 ∈ U y entonces U = U por teorema
(1.2) J es semicontinua inferior
1.2. Teorema de Weiersstras Generalizado
Teorema 1.4. (Teorema de Weiersstras Generalizado) Sea (X, τ) un espacio topoló-
gico compacto y J : X −→ R un función semicontinua inferior, entonces J es acotado
inferiormente y existe u0 ∈ X tal que J(u0) = ı´nf
u∈X
J(u)
Demostración. :
(1) Veamos que
X =
+∞⊔
n=1
J−1(]−n,+∞[)
(⊂) Si u ∈ X se tiene que J(u) ∈ R entonces −J(u) ∈ R y por propiedad de
los numeros naturales existe n ∈ N tal que −J(u) < n −→ J(u) > −n, luego
u ∈ J−1(]−n,+∞[) y por lo tanto
X ⊂
+∞⊔
n=1
J−1(]−n,+∞[)
9(⊃) También si u ∈
+∞⊔
n=1
J−1(]−n,+∞[), existe k ∈ N tal que
u ∈ J−1(]−k,+∞[)
y como u ∈ J−1(]−k,+∞[) ⊂ X , se tiene
u ∈
+∞⊔
n=1
J−1(]−n,+∞[) ⊂ X
por lo tanto de ambos contenidos obtenemos
X =
+∞⊔
n=1
J−1(]−n,+∞[)
(2) Desde que In = ]−n,+∞[ es abierto para todo n ∈ N y además ya que J es
semicontinua inferior, por teorema (1.2) J−1(]−n,+∞[) es abierto para todo
n , luego {J−1(]−n,+∞[)}n>1 es un cubrimiento abierto de X y por ser X
compacto existen n1, n2, n3, ..., nk ∈ N de modo que
X =
k⊔
i=1
J−1(]−ni,+∞[)
sea n0 = max{ni/1 6 i 6 k} entonces n0 > ni, ∀i = 1, 2, 3..., k por lo cual , si
u ∈ X −→ u ∈ J−1(]−ni,+∞[)
para algún 1 6 i 6 k se cumple −ni < J(u) entonces − n0 < J(u) esto
significa que J es acotado inferiormente.
(3) Supongamos que no existe u0 ∈ X tal que J(u0) = ı´nf
u∈X
J(u)
y sea
c = ı´nf
u∈X
J(u)
entonces
c ≤ J(u), ∀u ∈ X
como
X =
+∞⊔
n=1
J−1(
]
c+
1
n
,+∞
[
)
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y X es compacto existen n1, n2, n3, ..., nj ∈ N tal que
X =
j⊔
n=1
J−1(
]
c+
1
ni
,+∞
[
)
luego si u ∈ X −→ u ∈ J−1(
]
c+ 1
ni
,+∞
[
), para algún 1 ≤ i ≤ j entonces
J(u) > c+
1
ni
si n0 = ma´x
1≤i≤j
{ni}
n0 ≥ ni −→
1
ni
≥ 1
n0
−→ c + 1
ni
≥ c + 1
n0
−→ J(u) ≥ c + 1
n0
para algún
n0 ∈ N , tomando ínfimo obtenemos c+
1
n0
≤ ı´nf
u∈X
J(u) −→ c+
1
n0
≤ c, lo cual
es una contradicción. Por lo tanto existe u0 ∈ X tal que J(u0) = ı´nf
u∈X
J(u)
Definición 1.4. Un funcional J : X −→ R , sobre el espacio vectorial X es
1. Convexa: si para todo u, v ∈ X y cada t ∈ [0, 1] se tiene
J(tu+ (1− t)v) ≤ tJ(u) + (1− t)J(v)
2. Estrictamente convexa: si para todo u, v ∈ X, u 6= v y cada t ∈ (0, 1) se tiene
J(tu+ (1− t)v) < tJ(u) + (1− t)J(v)
Definición 1.5. Un espacio de Banach es un espacio vectorial normado que es un
espacio métrico completo respecto a la métrica derivada de su norma.
Definición 1.6. Un funcional J : X −→ R , definido sobre el espacio de Banach X ,
es débilmente semicontinua inferior si
un ⇀ u =⇒ J(u) ≤ l´ım inf
n−→+∞
J(un)
Definición 1.7. Un funcional J : X −→ R , sobre el espacio de BanachX es coerciva
si
l´ım
‖u‖X→+∞
J(u) = +∞
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Teorema 1.5. Sea C un subconjunto convexo de un espacio de Banach X . Entonces
son equivalentes
(a) C es débilmente cerrado
(b) C es fuertemente cerrado
Demostración. .
(a)−→ (b)
Si C es débilmente cerrado entonces C es fuertemente cerrado, esto es consecuencia
de la relación de las topologías.
(b)−→(c)
Probemos que si C es fuertemente cerrado , C es débilmente cerrado, para esto veamos
que el complemento de C es débilmente abierto . Sea x0 ∈ ∁C, por Teorema de Hahn-
Banach existe un hiperplano estrictamente cerrado separando x0 y C, esto es existe
algún f ∈ X ′ y algún α ∈ R tal que
〈f, x0〉 < α < 〈f, y〉 ∀y ∈ C
sea
V = {x ∈ X : 〈f, x〉 < α}
Tenemos x0 ∈ V y V ∩ C = ∅ , es decir V ⊂ ∁C y V es débilmente abierto.Por lo
tanto C es débilmente cerrado.
Teorema 1.6. Sea J : X −→ R una funcional convexa y semicontinua inferior sobre
el espacio de BanachX , entonces J es débilmente semicontinua inferior. En particular,
para toda sucesión (un)n∈N ⊂ X que converge débilmente para u ∈ X , tenemos
J(u) ≤ l´ım inf
n−→+∞
J(un)
Demostración. Para todo λ ∈ R el conjunto
A = {x ∈ X : J(x) ≤ λ}
es convexo y fuertemente cerrado, y entonces por Teorema (1.5) es también débilmente
cerrado esto es J es débilmente semicontinua inferior.
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Observación 1.6.1. Notemos que el teorema se puede aplicar también de la siguiente
forma
ϕ convexo y continua =⇒ ϕ es débilmente semicontinua inferior.
Observación 1.6.2. La función ϕ(x) = ‖x‖ es convexa y continua , entonces por el
teorema probado es débilmente semicontinua inferior.
Teorema 1.7. Sea X un espacio de Banach reflexivo, y sea J : X −→ R un funcional
coercivo y débilmente semicontinuo inferior (no identicamente igual a +∞), entonces
J tiene un mínimo sobre X
Demostración. Sea
m = ı´nf
v∈X
J(v) < +∞
y sea (vn)n∈N ⊂ X tal que
l´ım
n−→+∞
J(vn) = m
probemos que (vn)n∈N es acotada.Para lo cual, supongamos que no lo es, entonces
existe una subsucesión (vnk)k∈N tal que
l´ım
k−→+∞
‖vnk‖ = +∞
como J es coercivo , tenemos
m = l´ım
n−→+∞
J(vn) = l´ım
n−→+∞
J(vnk) = +∞
lo cual es una contradicción. Por lo tanto (vn)n∈N es acotada en X y como X es
reflexivo, existe una subsucesión (vnk) y un elemento v ∈ X tal que vnk ⇀ v si
k −→ +∞. Luego ya que J es débilmente semicontinua inferior ,tenemos
m ≤ J(v) ≤ l´ım inf
k−→+∞
J(vnk) = l´ımn−→+∞
J(vn) = m
por lo tanto
J(v) = m
esto prueba que J tiene un mínimo sobre X .
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Teorema 1.8. La norma en todo espacio de Banach X es débilmente semicontinua
inferior
Demostración. Ver [16] observación (5,5,1) o [6]
Dos elementos u y v en un espacio con producto escalar H , son ortogonales si
(u, v) = 0 y dado un subconjuntoM del espacio con producto escalar H , denotamos
porM⊥ el conjunto de elementos ortogonales a todo elemento deM
Teorema 1.9. (El Teorema de la Proyección) Sea M un subespacio cerrrado de un
espacio de Hilbert H entonces para todo u ∈ H , tenemos que u = v + w donde
v ∈M y w ∈M⊥
Demostración. Ver [11] Teorema (5.6)
Teorema 1.10. Sea H un espacio de Hilbert y C un suconjunto cerrado,convexo y no
vacio de H , y h ∈ H entonces existe un único punto u0 ∈ C tal que
‖h− u0‖ = dist(h, C) = inf{‖h− u‖ : u ∈ C}
Demostración. Ver [6] Teorema (5.2)
Como consecuencia importante del teorema de la proyección ortogonal vamos a
recordar el dual de un espacio de Hilbert, concluyendo que se puede identificar con el
propio espacio.
1.3. Espacio Dual
Definición 1.8. SeaX un espacio vectorial normado , denotaremos porX ′ el conjunto
de las funcionales T : X −→ R lineales y continuas, esto es
X ′ = {T : X −→ R/T es lineal y continua}
el conjunto X ′ se llama el espacio dual de X
Teorema 1.11. T ∈ X ′ es continua si y solo si T es acotada.
Demostración. Ver [17] paginas 186 y 187.
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Definición 1.9. Para T ∈ X ′ se define
‖T‖X′ = sup{|T (u)| : ‖u‖X ≤ 1} = sup
‖u‖X≤1
{|T (u)|}
El número real ‖T‖X′ es llamado la norma de T .
Teorema 1.12. Si X un espacio vectorial normado , entonces X ′ es completo.
Demostración. Ver [17] Teorema (1) pagina 195
1.4. Teorema de Representación de Riesz
Este teorema provee una útil caracterización de las funcionales lineales acotadas
sobre un espacio de Hilbert .
Nota : Si u, v ∈ H , con (v|u) denotaremos el producto interno en un espacio de
Hilbert H
Teorema 1.13. (Teorema De Representación De Riesz) Para cada funcional lineal
acotada T sobre un espacio de Hilbert H , existe un único elemento v ∈ H tal que
T (u) = (v|u), ∀u ∈ H y ‖T‖ = ‖v‖ .
Demostración. Sea
N = {u ∈ H/T (u) = 0}.
Si N = H basta tomar v = 0 y se cumple la afirmación.
Si N 6= H ya que N es un subespacio cerrado de H por el teorema de la proyección
existe un elemento z ∈ H, z 6= 0 tal que (u|z) = 0, ∀u ∈ N luego z ∈ N⊥ y z no
pertenece a N por lo tanto T (z) 6= 0, además para cualquier u ∈ H tenemos
T (u−
T (u)
T (z)
z) = T (u)−
T (u)
T (z)
T (z) = 0
esto significa que
u−
T (u)
T (z)
z ∈ N
y ya que z ∈ N⊥ tenemos
(u−
T (u)
T (z)
z|z) = 0
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efectuando
(u|z) =
T (u)
T (z)
‖z‖2
de donde al despejar T (u) obtenemos
T (u) =
(u|z)
‖z‖2
T (z)
si consideramos v =
zT (z)
‖z‖2
se cumple que T (u) = (v|u).
Unicidad de v
Supongamos que
T (u) = (v|u) y T (u) = (v1|u), ∀u ∈ H
entonces
(v|u) = (v1|u), ∀u ∈ H
y como v − v1 ∈ H
(v − v1|v − v1) = (v|v − v1)− (v1|v − v1) = 0
luego
‖v − v1‖
2 = 0 −→ v = v1
Por lo tanto v es único.
Ahora probemos que ‖T‖ = ‖v‖
como
‖T‖ = sup
u 6=0
(v|u)
‖u‖
≤ sup
u 6=0
‖u‖‖v‖
‖u‖
= ‖v‖
además , ya que T es acotada tenemos
‖v‖2 = (v|v) = T (v) ≤ ‖T‖‖v‖
‖v‖ ≤ ‖T‖
por lo tanto
‖T‖ = ‖v‖.
Nota:El elemento v ∈ H , puede ser denotado como vT para indicar la relación de
dependencia que tiene con T .
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1.5. Formas Bilineales
Definición 1.10. Sea H un espacio de Hilbert. Una aplicación B : H ×H −→ R es
una forma bilineal si satisface:
B(λx+ βy, z) = λB(x+ βy, z) + βB(βy, z)
B(z, λx+ βy) = λB(z, x) + βa(z, y)
para todo x, y, z ∈ H y λ, β ∈ R
Definición 1.11. La forma bilineal B es Continua si existe β ≥ 0 tal que
|B(x, y)| ≤ β‖x‖‖y‖, ∀x, y ∈ H; β ∈ R.
Definición 1.12. La forma bilineal B es Coerciva si existe α > 0 tal que
|B(x, x)| ≥ α‖x‖2, ∀x ∈ H;α ∈ R.
Teorema 1.14. Sea B : H × H −→ R una forma bilineal continua, entonces existe
una aplicación lineal y continua A : H −→ H tal que
B(x, y) = (A(x)|y), ∀x, y ∈ H
Demostración. Como B es lineal y continua en la segunda coordenada , para cada
x ∈ H fijo, la aplicación G : H −→ R definida por G(y) = B(x, y) es lineal y
continua , esto es G ∈ H ′. Por teorema de Riesz existe un unico vector vx ∈ H tal que
G(y) = (vx|y), ∀x, y ∈ H es decirB(x, y) = (vx|y), ∀x, y ∈ H de este modo tenemos
la aplicación A : H −→ H definida por A(x) = vx.
Probemos que A es lineal y continuo
i) Como A(x+ y) = vx+y
(vx+y|z) = B(x + y, z) = B(x, z) + B(y, z) = (vx|z) + (vy|z) = (vx + vy|z) =
(A(x) + A(y)|z)
luego A(x+ y) = A(x) + A(y)
ii) Ya que ‖A(x)‖2 = (A(x)|A(x)) = (vx, A(x)) = a(x,A(x)) ≤ β‖x‖‖A(x)‖
tenemos ‖A(x)‖ ≤ β‖x‖ , es decir A es continuo
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Definición 1.13. Sean X , Y espacios de Banach, y T : X −→ Y una aplicación ,
toda solución x ∈ X de la ecuación
Tx = x
es llamado punto fijo de T
Definición 1.14. Sean (X, d) y (Y ; d′) dos espacios métricos, y T : X −→ Y . La
aplicación T es una contracción si existe un número θ , 0 ≤ θ < 1, tal que
d′(T (x), T (y)) ≤ d(x, y), ∀x, y ∈ X
Teorema 1.15. (Teorema del punto fijo de Banach)
Sea (X,d) un espacio métrico completo y sea T : X −→ X una aplicación contracción,
entonces existe un único x ∈ X tal que
T (x) = x
Demostración. .
Existencia:
Sea x0 ∈ X fijado y definimos
x1 = T (x0)
x2 = T (x1)
x3 = T (x2)
...
xn = T (xn−1)
ya que T es una aplicación contracción tenemos que
d(xn+1, xn) = d(T (xn), T (xn−1)) ≤ θd(xn, xn−1)
de aquí en forma similar obtenemos
d(xn, xn−1) ≤ θd(xn−1, xn−2)
d(xn−1, xn−2) ≤ θd(xn−2, xn−3)
...
d(x2, x1) ≤ θd(x1, x0)
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por lo tanto :
d(xn+1, xn) ≤ θ
nd(x1, x0)
considerando la desigualdad triangular ym ≤ n
d(xn, xm) ≤
n−1∑
k=m
d(xk+1, xk) ≤
n−1∑
k=m
θkd(x1, x0) = d(x1, x0)
θm − θn
1− θ
como θ ∈ [0, 1) entonces {θk} es una sucesión de Cauchy en R, que converge para
cero , esto implica que la sucesión {xn} es una sucesión de Cauchy en (X, d), y como
este espacio es completo la sucesión {xn}, es convergente y existe x ∈ X , tal que
xn −→ x
ya que T es continuo tenemos que
T (xn) −→ T (x)
también se tiene que T (xn) = xn+1 −→ x, como el límite es único T (x) = x.
Unicidad:
Supongamos que existen x, y tales que T (x) = x y T (y) = y , ya que T es una
aplicación contracción
d(x, y) = d(T (x), T (y)) ≤ θd(x, y)
si d(x, y) 6= 0, se tiene que 1 ≤ θ, lo cual es una contradicción ya que θ ∈ [0, 1). Por
lo tanto d(x, y) = 0 entonces x = y
1.6. Teorema de Lax- Milgram
Teorema 1.16. (Teorema de Lax-Milgram) Sea B : H×H −→ R una forma bilineal
continua y coerciva , sea T un elemento deH ′, entonces existe un único x ∈ H tal que
B(x, z) = 〈T, z〉, ∀z ∈ H
donde 〈T, z〉 denota la evaluación T (z)
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Demostración. Por hipótesis tenemos que B es una forma bilineal continua entonces
por teorema (1.14) existe una aplicación lineal y continua A : H −→ H tal que
B(x, z) = (A(x)|z), ∀x, z ∈ H
además T ∈ H ′ entonces por 1.13 teorema de representación de Riesz , existe un único
y ∈ H tal que
〈T, z〉 = (y|z), ∀z ∈ H
por lo tanto resolver la ecuación
B(x, z) = 〈T, z〉, ∀z ∈ H
es equivalente a resolver la ecuación
(A(x)|z) = (y|z), ∀z ∈ H
es decir
A(x) = y
Dado λ > 0, esta ecuación es equivalente a
x = x− λA(x) + λy
El cual es un problema de punto fijo para la función
S(x) = x− λA(x) + λy
debido a la linealidad de A obtenemos
S(x1)− S(x2) = x1 − λA(x1) + λy − x2 + λA(x2)− λy = x1 − x2 − λA(x1 − x2)
para probar que S es una aplicación contracción debemos probar que existe λ > 0 tal
que ‖x− λA(x)‖ ≤ θ‖x‖ para algún θ < 1 y para todo x ∈ H , teneniendo en cuenta
que
‖x− λA(x)‖2 = (x− λA(x)|x− λA(x)) = ‖x‖2− 2λ(A(x)|x) + λ2‖A(x)‖2 (1.1)
como B(x, y) = (A(x)|y) entonces
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‖A(x)‖2 = (A(x)|A(x)) = B(x,A(x)) ≤ β‖x‖‖A(x)‖
de donde obtenemos
‖A(x)‖ ≤ β‖x‖ (1.2)
y ya que B es coercivo:
B(x, x) = (A(x)|x) ≥ α‖x‖2 (1.3)
teniendo en cuenta (1.2)y (1.3) en (1.1) obtenemos
‖x− λA(x)‖2 = ‖x‖2 − 2λ(A(x)|x) + λ2‖A(x)‖2
≤ ‖x‖2 − 2λα‖x‖2 + λ2β2‖x‖2
= (1 + λ2β2 − 2λα)‖x‖2
si
λ2β2 − 2λα < 0 −→ 1 + λ2β2 − 2λα < 1
luego, para
0 < λ <
2α
β2
se tiene θ < 1 donde
θ = 1 + λ2β2 − 2λα
en consecuencia S es una aplicación contracción y por teorema (1.15), existe un único
x ∈ H tal que S(x) = x.
Teorema 1.17. (Teorema Del Punto Fijo de Brouwer)
Sea D = {x ∈ Rn : ‖x‖ ≤ 1} un disco unitario cerrado, y T : D −→ D una
aplicación continua , entonces T tiene un punto fijo.
Demostración. Ver [16] Teorema (5.2.3) o [24]
Corolario 1.17.1. SeaM un subconjunto no vacio, convexo y compacto de Rn donde
n ≥ 1 y que T : M −→M es una función continua, entonces T tiene un punto fijo.
Demostración. SeaD ⊂ Rn un disco unitario cerrado, que contiene aM , dado u ∈ D
por teorema 1.10 existe un único punto v ∈ M tal que dist(u, v) = dist(u,M) esto
21
permite definir F : D −→ M del siguiente modo , para u ∈ D tomamos v a menor
distancia de u y definimos F (u) = vM , donde vM es el único punto deM que satisface
‖u− vM‖ = dist(u,M)
luego tenemos definida la aplicación continua F : D −→ M ⊂ D, que cumple
F (u) = u, ∀u ∈M . Además T ◦ F : D −→M ⊂ D es continua , por (1.17) teorema
del punto fijo de Brouwer existe un punto fijo u = (T ◦F )(u) y como (T ◦F )(D) ⊂M
se tiene que u ∈M por lo tanto
u = T (F (u)) = T (u)
1.7. Teorema del punto fijo de Schauder
Aplicación de Schauder: Sea K un subconjunto de un espacio de Banach X ,
supongamos que para ǫ > 0 fijo , existe A = {a1, a2, ..., an} ⊂ X tal que
K ⊂
n⋃
i=1
Bǫ(ai).
Para x ∈ X , definimos Fi : K −→ R como
Fi(x) =

 0 si ‖x− ai‖ ≥ ǫ,ǫ− ‖x− ai‖ si ‖x− ai‖ ≤ ǫ.
dado x ∈ K , existirá un i0 ∈ {1, 2, ..., n} tal que
‖x− ai0‖ < ǫ
por lo cual podemos afirmar que
n∑
i=1
Fi(x) > 0 esto permite definir la aplicación
GA : K −→ K0 = K ∩ 〈A〉
como
GA(x) =
n∑
i=1
Fi(x)ai
n∑
i=1
Fi(x)
Nota: 〈A〉 denota el espacio generado por A
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Lema 1.1. GA : K −→ K0 es continua y ‖GA(x)− x‖ < ǫ
Demostración. Probemos que cada Fi es continua para cada ai ∈ A
Sean x1 ∈ Bǫ(ai) y x2 ∈ K − Bǫ(ai) con ‖x2 − x1‖ < δ .
Para ǫ′ > 0 consideramos , 0 < δ ≤ ǫ′ entonces
|Fi(x1)− Fi(x2)| = |ǫ− ‖x1 − ai‖| ≤ |‖x2 − ai‖ − ‖x1 − ai‖| ≤ ‖x2 − x1‖ < δ ≤ ǫ
′
por lo tanto Fi es continua, esto implica que GA es continua en K . Además se tiene
que
‖x−GA(x)‖ = ‖
n∑
i=1
Fi(x)(ai − x)
n∑
i=1
Fi(x)
‖
teniendo en cuenta que, si ‖x− ai‖ ≥ ǫ entonces Fi(x) = 0 obtenemos
‖x−GA(x)‖ ≤
∑
i:‖x−ai‖<ǫ
Fi(x)‖ai − x‖
∑
i:‖x−ai‖<ǫ
Fi(x)
≤ ǫ
Teorema 1.18. (Teorema del punto fijo de Schauder) SeaK un subconjunto convexo,
cerrado y acotado de un espacio de Banach X y sea T : K −→ K una función
continua tal que T (K) es compacto, entonces T tiene al menos un punto fijo.
Demostración. Sea K0 = T (K).
Para cada n tomamos An ⊂ K0 finito, tal que K0 ⊂ ∪a∈AnB 1
n
(a) , consideramos
también GAn como en el lema (1.1). Como GAn es una combinación convexa de los
elementos de An se tiene que GAn(K0) ⊂ K , entonces definimos
Tn = GAn ◦ T : K −→ K
luego por lema (1.1) obtenemos
‖Tn(x)− T (x)‖ <
1
n
, ∀x ∈ K (1.4)
además consideramos
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Xn = 〈An〉 y Kn = K ∩Xn
entoncesKn es compacto y convexo , además Tn : Kn −→ Kn es continua , comoXn
es de dimensión finita aplicamos 1.17.1 corolario del teorema de Brouwer , por lo cual
existe xn ∈ Kn tal que Tn(xn) = xn . Como {T (xn)} ⊂ K0 , existe una subsucesión
convergente a un punto deK0, por serK0 compacto, esto es T (xnk) −→ x0 y por (1.4)
tenemos
‖xnk − x0‖ ≤ ‖Tnk(xnk)− T (xnk)‖+ ‖T (xnk)− x0‖ −→ 0
además como T es continua T (xnk) −→ T (x0) y se tenia T (xnk) −→ x0 por lo tanto
obtenemos T (x0) = x0
1.8. Convergencia Débil
Definición 1.15. Una sucesión {xn}n∈N de elementos de un espacio de Banach X ,
converge débil a x ∈ X si y solamente si T (xn) converge a T (x) para todo T ∈ X
′
Observación 1.13.1 En forma simbólica la definición anterior se expresa del si-
guiente modo:
xn ⇀ x en X⇐⇒ T (xn) −→ T (x), ∀T ∈ X
′
donde xn ⇀ x denota la convergencia débil de xn a x en X .
Observación 1.13.2 La convergencia fuerte implica la convergenci débil
En efecto: Sea {xn}n∈N ⊂ X que converge fuerte a x ∈ X , es decir xn −→ x en X ,
entonces para toda función continua T se tiene
T (xn) −→ T (x)
en particular para las funciones lineales y continuas se cumple esta convergencia. Por
lo tanto si xn −→ x entonces
T (xn) −→ T (x), ∀T ∈ X
′
Observación 1.13.3 Si xn ⇀ x no es cierto en general que xn −→ x, la afirmación
reciproca de la observación (1.13.2) se cumple en dimensión finita, es decir,siX es un
espacio normado de dimensión finita , entonces la convergencia débil y la convergencia
fuerte son equivalentes.
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1.9. Espacios Reflexivos
Asi como se construye el espacio dual de un espacio vectorial también se puede
construir el espacio dual del dual esto es:
X ′′ = (X ′)′ = {S : X ′ −→ R, S es lineal y continua}
El espacio X ′′ es también un espacio normado y completo, la norma de este espacio
está dada por
‖S‖ = sup
T∈X′,‖T‖≤1
|〈S, T 〉|
Podemos relacionarX yX ′′ definiendo la aplicación J : X −→ X ′′ , para cada x ∈ X
del siguiente modo
〈J(x), T 〉 = 〈T, x〉, ∀T ∈ X ′
La aplicación J asi definida es lineal, continua y una isométria.
Nota: Con 〈J(x), T 〉 denotamos la evaluación de J(x) en T
Definición 1.16. Sea X un espacio de Banach , diremos que X es reflexivo cuando la
aplicación J : X −→ X ′′ definida por
〈J(x), T 〉 = T (x), x ∈ X, T ∈ X ′
Es sobreyectiva.
Teorema 1.19. Todo subespacio cerrado de un espacio reflexivo es reflexivo
Demostración. Ver [6] Proposición (3.20)
Teorema 1.20. Sea X un espacio reflexivo y separable , entonces el disco D unitario
cerrado de X , es un conjunto compacto respecto a la topología débil.
Demostración. Ver [6] Teorema (3.17)
Teorema 1.21. X es un espacio reflexivo si y solamente si toda sucesión acotada posee
una subsucesión débilmente convergente.
Demostración. Ver [6] Teoremas (3.18) y (3.19)
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1.10. Resultados de Integración
En esta sección recordaremos algunos resultados importantes acerca de integración
la demostración de estos resultados se puede ver por ejemplo en [14] sección (4.2).
Con Ω denotaremos un subconjunto abierto de Rn, dotado de la medida de Lebesgue
dx. Denotamos con L1(Ω) el espacio de las funciones integrables sobre Ω con valores
en R. Se escribe
‖f‖L1(Ω) = ‖f‖1 =
∫
Ω
|f(x)|dx
Como es habitual se identifican dos funciones de L1(Ω) que coinciden en casi todo
punto (c.t.p)
Teorema 1.22. (Teorema de la Convergencia Monótona)
Sea {fn}n∈N una sucesión de funciones de L
1(Ω) que satisface
(a) f1 ≤ f1 ≤ f2 ≤ ... ≤ fn ≤ fn+1 ≤ ... c.t.p x ∈ Ω
(b) sup
n
∫
Ω
fn(x)dx < +∞
Entonces fn(x) converge en c.t.p en Ω hacia un límite finito , denotado por f(x); la
función f pertenece a L1(Ω) y ‖fn − f‖1 −→ 0.
Lema 1.2. (Lema de Fatou)
Si {fn}n∈N es una sucesión de funciones de L
1(Ω) que satisface
(a) Para todo n,fn(x) ≥ 0 en c.t.p x ∈ Ω
(b) sup
n
∫
Ω
fn(x)dx < +∞
para casi todo x ∈ Ω, denotamos f(x) = l´ım inf
n−→+∞
fn(x) ≤ ∞ entonces f ∈ L
1(Ω) y
∫
Ω
l´ım inf
n−→+∞
fn(x)dx ≤ l´ım inf
n−→+∞
∫
Ω
fn(x)dx
Teorema 1.23. (Teorema de la Convergencia Dominada)
Sea {fn}n∈N una sucesión de fuciones de L
1(Ω) que satisface
(a)fn(x) −→ f(x) c.t.p en Ω
(b)) Existe una función g ∈ L1(Ω) tal que para cada n ,|fn(x)| ≤ g(x),c.t.p en Ω
Entonces f pertenece a L1(Ω) y ‖fn − f‖1 −→ 0, es decir
l´ım
n−→+∞
∫
Ω
fn(x)dx =
∫
Ω
f(x)dx
26
1.11. Espacios Lp
Definición 1.17. Sea p ∈ R con 1 ≤ p < +∞, definimos el espacio
Lp(Ω) = {f : Ω −→ R,f medible y|f |p ∈ L1(Ω)}
con la norma
‖f‖Lp(Ω) = ‖f‖p = (
∫
Ω
|f(x)|pdx)
1
p
Definición 1.18. Definimos el espacio
L∞(Ω) = {f : Ω −→ R,f medible y existe C tal que |f(x)| ≤ C c.t.p x ∈ Ω}
con la norma
‖f‖L∞(Ω) = ‖f‖∞ = inf{C : |f(x)| ≤ C, c.t.p x ∈ Ω}
Notación:
Sea 1 ≤ p ≤ ∞ denotaremos por p′ el exponente conjugado de p , es decir
1
p
+
1
p′
= 1
Teorema 1.24. (Teorema de la Desigualdad de Young) indicamos las dos formas
usuales de esta desigualdad
(a) Sea 1 < p <∞ entonces ab ≤ a
p
p
+ b
p′
p′
, a, b ≥ 0
(b) Sea 1 < p <∞ entonces ab ≤ δap + (δp)
−
p′
p
p′
bp
′
, a, b ≥ 0
Demostración. Ver [20]
Teorema 1.25. (Teorema de la Desigualdad de Holder)
Sean f ∈ Lp(Ω) y g ∈ Lp
′
(Ω) con 1 ≤ p ≤ +∞
entonces
fg ∈ L1(Ω) y ‖fg‖1 ≤ ‖f‖p‖g‖p′
Demostración. Ver [6],[20]
El siguiente teorema generaliza este resultado
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Teorema 1.26. Si para pi ≥ 1, i = 1, 2, 3, ...,m se tiene
m∑
i=1
pi = 1y fi ∈ L
pi(Ω) para i = 1, 2, 3, ...,m
entonces
m∏
i=1
fi ∈ L
p(Ω) y
∫
Ω
|
m∏
i=1
fi|dx ≤
m∏
i=1
{
∫
Ω
|fi(x)|
pidx}
1
pi
es decir
‖f1f2...fm‖1 ≤ ‖f1‖p1‖f2‖p2 ...‖fm‖pm .
Demostración. Ver [5],[6]o [20]
Teorema 1.27. (Desigualdad de Interpolación)
Si f ∈ Lp(Ω)
⋂
Lp
′
(Ω) donde 1 ≤ p ≤ p′ ≤ +∞
entonces
f ∈ Lr(Ω), para todo p ≤ r ≤ p′ y ‖f‖r ≤ ‖f‖
α
p‖f‖
1−α
p′
donde
1
r
=
α
p
+
1− α
p′
Demostración. Ver [5] o [6]
Teorema 1.28. Lp(Ω) es un espacio de Banach para todo 1 ≤ p ≤ +∞
Observaciones
1. Sim(Ω) < +∞ y 1 < p < q < +∞ entonces
L∞(Ω) ⊂ Lq(Ω) ⊂ Lp(Ω) ⊂ L1(Ω)
En efecto,sea r =
q
p
> 1 entonces
∫
Ω
|f(x)|pdx ≤ (
∫
Ω
|f(x)|prdx)
1
r (
∫
Ω
1r
′
dx)
1
r′ = ‖f‖pqm(Ω)
1
r′ ,para
1
r
+
1
r′
= 1
de donde obtenemos
‖f‖pp ≤ ‖f‖
p
qm(Ω)
1
r′
‖f‖p ≤ ‖f‖qm(Ω)
1
p
− 1
q
en forma similar
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‖f‖q ≤ ‖f‖∞m(Ω)
1
q
2. Sea f un funcional lineal y continua, definida en Lp(Ω) , entonces existe una
función
u ∈ Lp(Ω) satisfaciendo∫
Ω
|u(x)|dx = 1 y f(u) = ‖f‖(Lp(Ω))′
Teorema 1.29. (Teorema de Representación de Riesz)
Sea Ω un abierto de R y denotemos por T un operador lineal y acotado definido sobre
Lp(Ω), entonces existe una función f ∈ Lq(Ω), 1
p
+ 1
q
= 1 satisfaciendo
T (v) =
∫
Ω
f(x)v(x)dx, ∀v ∈ Lp(Ω)
Demostración. Ver [6], [20]
Teorema 1.30. Toda sucesión acotada en Lp(Ω) con p > 1, posee una subsucesión
que converge débil en Lp(Ω)
Demostración. Ver [6]
Teorema 1.31. Si {uν}ν∈N converge fuerte para u en Lp(Ω) y {uν}ν∈N converge débil
para v ∈ Lq(Ω) con 1
p
+ 1
q
= 1 entonces l´ım
k−→+∞
∫
Ω
uνvνdx =
∫
Ω
uvdx
Demostración. Ver [6],[9]
El siguiente teorema es una generalización del Teorema de la Convergencia Dominada
Teorema 1.32. Sean {fn}n∈N y {gn}n∈N sucesiones de funciones de Lp(Ω) y que sa-
tisfacen
(a)fn(x) −→ f(x) c.t.p en Ω
(b) Existe una función g ∈ Lp(Ω) tal que gn(x) −→ g(x) c.t.p x ∈ Ω y para cada n,
|fn(x)| ≤ gn(x) c.t.p x ∈ Ω
entonces
f ∈ Lp(Ω) y ‖fn − f‖p −→ 0
Demostración. Ver [6],[24]
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1.12. Espacio de las Funciones de Prueba y Distribu-
ciones
Definición 1.19. Una sucesión {ϕν}ν∈N ∈ C+∞0 (Ω) es convergente para ϕ ∈ C
+∞
0 (Ω)
cuando se cumplen las siguientes condiciones
1. Los soportes de todas las funciones de prueba ϕν de la sucesión dada pertenecen
a un compacto fijo de Ω, es decir:
ϕν converge a ϕ⇐⇒ existe K compacto , K ⊂ Ω tal que sop(ϕν − ϕ) ⊂ K
2. Para cada α ∈ Nn , la sucesión {Dαϕν}ν∈N converge para {D
αϕ} uniforme-
mente en Ω. Es decir :
Dαϕν −→ D
αϕ uniformemente en
K ⇐⇒ ma´x
x∈K,ν−→∞
|Dαϕν(x)−D
αϕ(x)| −→ 0
El espacio vectorial C+∞0 (Ω) con esta noción de convergencia se llama espacio de
funciones de prueba y se denota por (C+∞0 (Ω),−→) ≡ D(Ω)
Distribuciones
Definición 1.20. Sea Ω un subconjunto abierto de Rn, una distribución sobre Ω es
toda función T : D(Ω) −→ R lineal y continua .El conjunto de distribuciones sobre
Ω se denota por D′(Ω), es decir
D′(Ω) = {T : D(Ω) −→ R,lineal y continua}
Ejemplos
1. Sea u ∈ L1loc(Ω) definimos Tu : D(Ω) −→ R por
〈Tu, ϕ〉 =
∫
Ω
u(x)ϕ(x)dx
(a) Tu está bien definida
|〈Tu, ϕ〉| ≤
∫
Ω
|u(x)||ϕ(x)|dx =
∫
sop(ϕ)=K
|u(x)||ϕ(x)|dx
≤ ma´x
x∈K
|ϕ(x)|
∫
K
|u(x)|dx
= ma´x
x∈K
|ϕ(x)|C(K).
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(b) Tu es lineal
〈Tu, ϕ+ ψ〉 =
∫
Ω
u(x)(ϕ(x) + ψ(x))dx
=
∫
Ω
u(x)ϕ(x)dx+
∫
Ω
u(x)ψ(x)dx
= 〈Tu, ϕ〉+ 〈Tu, ψ〉
(c) Tu es continua
Sea {ϕν}ν∈N ⊂ D(Ω),ϕ ∈ D(Ω) tal que ϕν −→ ϕ en D(Ω) esto significa
que :
(1) Existe un compactoK ⊂ Ω tal que sop(ϕν − ϕ) ⊂ K, ∀ν
(2) Dαϕν −→ D
αϕ uniformemente enK, ∀α ∈ Nn
En particular para α = (0, 0, ..., 0), ma´x
x∈K
|ϕν −→ ϕ| −→ 0 si ν −→ +∞,
tenemos que
|〈Tu, ϕν〉 − 〈Tu, ϕ〉| = |〈Tu, ϕν − ϕ〉|
= |
∫
Ω
u(x)(ϕν(x)− ϕ(x))dx|
≤
∫
K
|u(x)||ϕν(x)− ϕ(x)|dx
≤ ma´x
x∈K
|ϕν(x)− ϕ(x)|C(k) −→ 0
Luego 〈Tu, ϕν〉 −→ 〈Tu, ϕ〉 , en R
2. La aplicación Φ : L1loc(Ω) −→ D
′(Ω) definida por Φ = Tu es lineal, continua e
inyectiva.
(a) Φ es lineal
Tenemos que Φ(u+ v) = Tu+v entonces
〈Tu+v, ϕ〉 =
∫
Ω
(u(x) + v(x))ϕ(x)dx
=
∫
Ω
u(x)ϕ(x)dx+
∫
Ω
v(x)ϕ(x)dx
= 〈Tu, ϕ〉+ 〈Tv, ϕ〉
= 〈Tu + Tv, ϕ〉
de donde se tiene Tu+v = Tu + Tv por lo tanto Φ(u+ v) = Φ(u) + Φ(v)
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(b) Φ es inyectiva
Sean u, v ∈ L1loc(Ω) tal que Φ(u) = Φ(v) entonces
Tu = Tv
〈Tu, ϕ〉 = 〈Tv, ϕ〉∫
Ω
u(x)ϕ(x)dx =
∫
Ω
v(x)ϕ(x)dx∫
Ω
(u(x)− v(x))ϕ(x)dx = 0, ∀ϕ ∈ D(Ω)
De aquí obtenemos u(x) = v(x) en c.t.p x ∈ Ω por lo tanto u = v
(c) Φ es continua
Sea {uν}ν∈N ⊂ L
1
loc(Ω), u ∈ L
1
loc(Ω) tal que uν −→ u en L
1
loc(Ω), entonces
|〈Tuν , ϕ〉 − 〈Tu, ϕ〉| = |
∫
Ω
uν(x)ϕ(x)dx−
∫
Ω
u(x)ϕ(x)dx|
≤
∫
Ω
|uν(x)− u(x)||ϕ(x)|dx,K = sop(ϕ)
≤ ma´x
x∈K
|ϕ(x)|
∫
K
|uν − u(x)|dx
= Cϕ‖uν − u‖L1
loc
−→ 0
entonces
Tuν −→ Tu en D
′(Ω)
esto es
Φ(uν) −→ Φ(u) en D
′(Ω)
es decir Φ es continua. En conclusión se tiene la inmersión continua
L1loc(Ω) →֒ D
′(Ω)
.
3. Se tiene las siguientes inmersiones continuas
D(Ω) →֒ Lp(Ω) →֒ L1loc(Ω) →֒ D
′(Ω)
4. Cada distribución Tu para u ∈ L
1
loc(Ω) se identifica con u es decir :
〈Tu, ϕ〉 = 〈u, ϕ〉 =
∫
Ω
u(x)ϕ(x)dx, ∀ϕ ∈ D(Ω)
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1.13. Derivada de una Distribución
Definición 1.21. Sea T ∈ D′(Ω), la derivada de orden α denotada por DαT , con
α ∈ Nn está dada por :
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉, ∀ϕ ∈ D(Ω)
Se prueba sin dificultad que DαT ∈ D′(Ω)
1.14. Espacios de Sobolev
Definición 1.22. Sea Ω ⊆ Rn un subconjunto abierto y 1 ≤ p < +∞. Si m es un
entero no negativo, u ∈ Lp(Ω) y existe la derivada distribucionalDαu para cualquier
α con |α| ≤ m tal que Dαu ∈ Lp(Ω), ∀|α| ≤ m, entonces diremos que u ∈ Wm,p(Ω),
es decir
Wm,p(Ω) = {u ∈ Lp(Ω)/Dαu(en sentido de las distribuciones)∈ Lp(Ω), ∀|α| ≤ m}
Wm,p(Ω) = {u ∈ Lp(Ω)/∃uα ∈ L
p(Ω) :
∫
Ω
uDαϕdx = (−1)|α|
∫
Ω
uαϕdx, ∀|α| ≤
m}
denotamos uα = D
αu
Wm,p(Ω) es llamado Espacio de Sobolev sobre Ω y está dotado de la norma
‖u‖Wm,p(Ω) = ‖u‖m,p = (
∑
|α|≤m
‖Dαu‖pp)
1
p , 1 ≤ p < +∞
Cuando p = 2 estos espacios son denotados por Hm(Ω), es decir
Hm(Ω) = Wm,2(Ω)
El espacio Hm(Ω) tiene un producto interno natural definido por
(u, v)Hm(Ω) =
∑
|α|≤m
(Dαu,Dαv)L2(Ω)
y Hm(Ω) es un espacio de Hilbert
Teorema 1.33. Wm,p(Ω) es un espacio de Banach
Demostración. Ver [6],[16]
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Teorema 1.34. Sean α ∈ Nn, {un}n∈N ∈ Lp(Ω) y u, vα ∈ Lp(Ω) tal que
l´ım
n−→+∞
un = u y l´ım
n−→+∞
Dαun = vα en L
p(Ω)
entonces
vα = D
αu
Demostración. Ver [1],[6],[7]
Teorema 1.35. Sea Ω un conjunto abierto no vacio de Rn,m ≥ 1 un entero y 1 ≤ p <
∞. Se tiene
(a) Wm,p(Ω) es un espacio reflexivo si 1 < p < +∞
(b) Wm,p(Ω) es un espacio separable si 1 ≤ p < +∞
Demostración. Ver [6],[16]
Definición 1.23. Sea m ≥ 1 un entero y 1 ≤ p ≤ +∞. Definimos Wm,p0 (Ω) como la
cerradura de D(Ω) enWm,p(Ω) es decir
Wm,p0 (Ω) = D(Ω)
‖.‖m,p
en el caso particularsi p = 2 usaremos la notación
Hm0 = W
m,2
0 (Ω)
Observaciones
(1) Wm,p0 (Ω) es un subespacio vectorial cerrado deW
m,p(Ω) con la norma ‖.‖m,p y
es un espacio de Banach que hereda las propiedades de reflexividad y separabi-
lidad deWm,p(Ω).
(2) En el caso p = 2 al igual que Hm(Ω) , Hm0 es un espacio de Hilbert con el
producto
(u, v)Hm(Ω) =
∑
|α|≤m
(Dαu,Dαv)L2(Ω)
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(3) Decir que u ∈ Wm,p0 (Ω) es equivalente a decir que existe una sucesión
(ϕn)n≥1 ⊂ D(Ω)
tal que
ϕn −→ u en W
m,p(Ω)
es decir
Dαϕn −→ D
αu en Lp(Ω), ∀|α| ≤ m
Teorema 1.36. (Desigualdad de Poincaré ) Sea p ≥ 1, Ω acotado, entonces existe una
constante C dependiendo de Ω, n y p tal que
‖u‖Lp(Ω) ≤ C‖∇u‖Lp(Ω), ∀u ∈ W
m,p
0 (Ω)
Demostración. .
(1) Sea Ω = (−a, a)n, a > 0 y u ∈ D(Ω),
si x = (x′, xn) tenemos
u(x′, xn)− u(x
′,−a) =
∫ xn
−a
∂u
∂xn
(x′, t)dt
como u(x′,−a) = 0 ya que u ∈ W 1,p0 (Ω) obtenemos
u(x′, xn) =
∫ xn
−a
∂u
∂xn
(x′, t)dt
de donde
|u(x′, xn)| ≤
∫ xn
−a
|
∂u
∂xn
(x′, t)dt|
por desigualdad de Holder
|u(x′, xn)| ≤ (
∫ xn
−a
|
∂u
∂xn
(x′, t)dt|p)
1
p (
∫ xn
−a
1qdt)
1
q
|u(x)|p ≤ |xn + a|
p
q
∫ a
−a
|
∂u
∂xn
(x′, t)|pdt∫
Ω
|u(x)|pdx′ ≤ (2a)
p
q
∫
Ω
|
∂u
∂xn
(x′, t)|pdt
integrando obtenemos
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∫
Ω
|u(x)|pdx ≤ (2a)
p
q
+1
∫
Ω
|
∂u
∂xn
(x′, t)|pdt
de manera similar se tiene para las otras coordenadas
∫
Ω
|u(x)|pdx ≤ (2a)
p
q
+1
∫
Ω
|
∂u
∂xi
(x)|pdx , i = 1, 2, 3, ..., n
de donde obtenemos
∫
Ω
|u(x)|pdx ≤
(2a)
p
q
+1
n
n∑
i=1
∫
Ω
|
∂u
∂xi
(x)|pdx
por lo tanto
‖u‖Lp(Ω) ≤ C(Ω, n, p)‖∇u‖Lp(Ω)
como D(Ω) es denso enWm,p0 (Ω) la desigualdad vale para todo u ∈ W
1,p
0 (Ω)
(2) Si Ω no es un cubo n -dimensional , por ser acotado existe Ω˜ = (−a, a)n que lo
contiene y extendiendo con cero a u ∈ W 1,p0 (Ω) es decir
u˜(x) =

 u(x) si x ∈ Ω,0 si x ∈ Ω˜− Ω.
y aplicando a u˜ ∈ W 1,p(Ω˜) el caso (i) que es válido para Ω˜ obtenemos la de-
sigualdad buscada.
Observaciones
1. En particular como consecuencia de la desigualdad de Poincaré la expresión
‖u‖ = (
∫
Ω
|∇u|p)
1
p = ‖∇u‖p
define una norma sobreW 1,p0 (Ω) equivalente a la norma sobreW
1,p(Ω), si Ω ⊂
R
n es acotada.En efecto, de la definición tenemos
‖u‖ ≤ ‖u‖W 1,p(Ω), ∀u ∈ W
1,p
0 (Ω) (1.5)
y como
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‖u‖W 1,p(Ω) = ‖u‖1,p = (
∑
|α|≤1
‖Dαu‖pp)
1
p = (‖u‖pp + ‖∇u‖
p
p)
1
p
entonces
‖u‖pW 1,p(Ω) ≤ C1(‖∇u‖
p
p + ‖∇u‖
p
p)
de aqui obtenemos
‖u‖W 1,p(Ω) ≤ C‖u‖ (1.6)
de (1.5) y (1.6) se tiene la equivalencia de las normas.
2. En particular, sobre H10 (Ω) el producto interno
(u, v) =
∫
Ω
∇u · ∇v
determina una norma ‖u‖ equivalente a la norma ‖u‖W 1,2(Ω).
Lema 1.3. Sean n ≥ 2, f1, f2, ..., fn ∈ Ln−1(Rn−1), para x ∈ Rn definimos
x̂i = (x1, x2, ..., xi−1, xi+1, ..., xn) ∈ R
n−1 , 1 ≤ i ≤ n y
f(x) = f1(x̂1)f2(x̂2)...fn(x̂n)
entonces
f ∈ L1(Rn) y
∫
Rn
n∏
i=1
|fi(x̂i)| ≤
n∏
i=1
‖fi‖Ln−1(Rn−1)
Demostración. Ver [6],[7],[16]
Teorema 1.37. (Desigualdad de Sobolev)
Sea 1 ≤ p < n y p∗ =
np
n− p
, entonces existe una constante C = C(n, p) > 0 tal
que
‖u‖Lp∗ (Rn) ≤ C‖u‖W 1,p(Rn), u ∈ W
1,p(Rn)
En particular tenemos la inclusión continua .
W 1,p(Rn) −→ Lp
∗
(Rn)
Demostración. .
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(1) Sea u ∈ D(Rn), entonces para 1 ≤ i ≤ n podemos escribir
|u(x)| ≤
∫ +∞
−∞
|
∂u
∂xi
(x1, ..., xi−1, t, xi+1, ..., xn)|dt = fi(x̂i)
de donde
|u(x)|n ≤
n∏
i=1
fi(x̂i)
|u(x)|
n
n−1 ≤
n∏
i=1
|fi(x̂i)|
1
n−1
Como u tiene soporte compacto ,
∂u
∂xi
es integrable , entonces
|fi(x̂i)|
1
n−1 ∈ Ln−1(Rn−1)
para todo 1 ≤ i ≤ n y por Lema (1.3) obtenemos
∫
Rn
|u(x)|
n
n−1dx ≤
n∏
i=1
‖fi‖
1
n−1
L1(Rn−1) =
n∏
i=1
‖
∂u
∂xi
‖
1
n−1
L1(Rn)
Como
n
n− 1
= 1∗
‖u‖L1∗ (Rn) ≤
n∏
i=1
‖
∂u
∂xi
‖
1
n−1
L1(Rn)
(2) Sea 1 ≤ p < n
Para u ∈ D(Rn) sea t ≥ 1 y consideremos la función |u|t−1u. Esta función tiene
soporte compacto y es continuamente diferenciable , ya que
∂
∂xi
(|u|t−1u) =
∂
∂xi
(|u|t−1)u+ |u|t−1
∂u
∂xi
= (t− 1)|u|t−2
u
|u|
∂u
∂xi
u+ |u|t−1
∂u
∂xi
= t|u|t−1
∂u
∂xi
Luego podemos aplicar la desigualdad obtenida en (1) para la función |u|t−1u
‖|u|t−1u‖L1∗ (Rn) ≤
n∏
i=1
‖t|u|t−1
∂u
∂xi
‖
1
n
L1(Rn)
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por Holder y teniendo en cuenta que 1
p
+ 1
p′
= 1
‖u‖t
L
tn
n−1 (Rn)
≤ t‖u‖n−1
Lp
′(t−1)(Rn)
n∏
i=1
‖
∂u
∂xi
‖
1
n
Lp(Rn) (1.7)
Eligiendo t tal que
tn
n− 1
= p′(t− 1) −→ t =
np− p
n− p
= (
n− 1
n
)p∗
que es mayor o igual a uno ya que n > p entonces por (1.7) tenemos:
‖u‖Lp∗ (Rn) ≤ (
n−1
n
)p∗
n∏
i=1
‖
∂u
∂xi
‖
1
n
Lp(Rn)
de donde obtenemos
‖u‖Lp∗ (Rn) ≤ (
n− 1
n
)p∗‖u‖W 1,p(Rn) (1.8)
(3) Sea u ∈ W 1,p(Rn) , entonces existe una sucesión (um) ⊂ D(R
n) tal que se tiene
um −→ u enW
1,p(Rn) , y por la desigualdad obtenida en (1.8) tenemos
‖um − ul‖Lp∗ (Rn) ≤ C(n, p)‖um − ul‖W 1,p(Rn) −→ 0 sim, l −→ +∞
Luego (um) es una sucesión de Cauchy en L
p∗(Rn). Como (um) ya converge a
u en Lp
∗
(Rn) debemos tener u ∈ Lp
∗
(Rn) y que um −→ u en L
p∗(Rn), de (1.8)
y por continuidad obtenemos
‖u‖Lp∗ (Rn) ≤ C‖u‖W 1,p(Rn , u ∈ W
1,p(Rn)
Corolario 1.37.1. Si 1 ≤ p < n, entonces se tiene la inclusión continua
W 1,p(Rn) −→ Lq(Rn) , ∀q ∈ [p, p∗]
Demostración. Ver [16]
Corolario 1.37.2. Si Ω ⊂ Rn un conjunto abierto y u ∈ W 1,p0 (Ω) entonces u ∈ L
q(Ω)
para q ∈ [p, p∗] y existe una constante Cp = C(n, p) tal que
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‖u‖Lp∗ (Ω) ≤ Cp‖u‖W 1,p(Ω) (1)
‖u‖Lq(Ω) ≤ Cp‖u‖W 1,p(Ω) (2)
Para todo u ∈ W 1,p0 (Ω).
Demostración. Ver [7],[13]
Teorema 1.38. (Teorema Fundamental de Inmersión)
Sea 1 ≤ p < +∞, p ∈ R, n ≥ 2,mp < n , entonces la inmersión de Wm,p(Rn) en
Lq(Rn) es continua y q satisface 1
q
= 1
p
− m
n
Demostración. Ver [16]
Teorema 1.39. ( Teorema de Rellich -Kondrachov)
Sea Ω un abierto acotado de Rn ,Ω de clase C1 y 1 ≤ p ≤ ∞ , entonces las siguientes
inmersiones son compactas
a)W 1,p0 (Ω) →֒ L
q(Ω), 1 ≤ q < p∗ si p < n
b)W 1,p0 (Ω) →֒ L
q(Ω), 1 ≤ q <∞ si p = n
c)W 1,p0 (Ω) →֒ C
0(Ω) si p > n
Demostración. Ver [6],[13],[16]
Espacio W−m,q(Ω)
Definición 1.24. Sea 1 ≤ p < +∞ y q > 1, tal que 1
p
+ 1
q
= 1 , denotamos con
W−m,q(Ω) el dual topológico deWm,p0 (Ω), es decir
W−m,q(Ω) = {T : Wm,p0 (Ω) −→ R , tal que T es lineal y continua }
El dual topológico de Hm0 (Ω) se denota por H
−m(Ω)
Capítulo 2
Existencia de Solución Débil para una
Ecuación Elíptica No Lineal
2.1. Motivación Física
Consideremos el dominio Ω ⊂ Rn,y para un volumen U ⊆ Ω arbitrario de material
se plantea como válida la siguiente relación del balance de la energía
d
dt
Q(U) = −Φ(∂U) + F (U)
Donde
Q(U) representa la energía contenida en U al tiempo t
Φ(∂U) es el flujo de energía saliente por unidad de tiempo a traves de la frontera ∂U
F (U) es la energía creada o gastada dentro de U por unidad de tiempo.
Asumiremos que estas cantidades vienen dadas por las relaciones
Q(U) =
∫
U
e(x, t)ρ(x, t)dx, Φ(∂U) =
∫
∂U
φ(x, t).−→n dS, F (U) =
∫
U
f(x, t)dx
Donde
e(x, t) representa la energía por unidad de masa , ρ(x, t) es la densidad de masa del
material, φ(x, t) es la tasa de flujo por unidad de superficie por unidad de tiempo, −→n
es el vector normal unitario exterior a U y f(x, t) es la densidad de energía creada por
unidad de tiempo.
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Asumiendo que el sistema está en equilibrio
d
dt
Q(U) = 0
tenemos
0 = −
∫
∂U
φ(x, t).ndS +
∫
U
f(x, t)dx
aplicando el teorema de la divergencia resulta∫
U
[−divφ(x, t) + f(x, t)] dx = 0, ∀U ⊂ Ω
de donde obtenemos la igualdad
[−divφ(x, t) + f(x, t)] = 0 en Ω
Llamada la Ecuación de la Continuidad. Para estudiar esta ecuación se utilizan las
Leyes Constitutivas . La más usual es la Ley de Fourier que establece que el flujo
viene dado por un múltiplo del gradiente de un cierto potencial u es decir
φ(x, t) = −k∇u
Donde k ≥ 0 es llamada la constante de difusividad térmica. La constante de difusi-
vidad k como la densidad de energía f pueden depender de la ubicación espacial x ,
del valor de la temperatura u(x) en ese punto y del valor de gradiente de temperatura
∇u(x), es decir que
k = k(x, u,∇u) y f = f(x, u,∇u) en Ω
por lo que hemos llegado a una ecuación de la forma
[div(k(x, u,∇u)∇u) + f(x, u,∇u)] = 0 en Ω
que es una ecuación diferencial de segundo orden elíptica cuasilineal en forma de
divergencia. En particular estamos interesados en la ecuación
 −div(a(x, u)∇u) = f en Ωu = 0 sobre ∂Ω (2.1)
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Para probar la existencia de la solución débil de la ecuación (2.1) consideraremos
que
a : Ω× R −→ R
es una función continua , tal que
α ≤ a(x, s) ≤ β, ∀x ∈ Ω, ∀s ∈ R, 0 < α ≤ β ∈ R
Con esta consideración y dada una función f ∈ L2∗(Ω) donde 2∗ =
2n
n− 2
, deseamos
determinar si existe una solución débil de la ecuación (2.1). Para esto procederemos a
aplicar las siguientes técnicas :
(1) Mediante Cambio de Variable
(2) Mediante la Minimización de un Funcional
(3) Mediante el Teorema del Punto Fijo de Schauder
Veremos que la existencia de la solución débil de (2.1), se obtiene al aplicar el Teorema
del punto fijo de Schauder y las otras dos técnicas fallan para esta ecuación
2.2. Mediante Cambio de Variable
Se presentan dos casos :
Caso 1: Si a no depende de x, definimos
A(s) =
∫ s
0
a(t)dt y v = A(u)
de la igualdad
v = A(u)
obtenemos
∇v = A′(u)∇u = a(u)∇u
reemplazando en (2.1)
−div(a(u)∇u) = f
−div(∇v) = f
−∆v = f
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luego u es solución de (2.1) si y solo si v es solución de
 −∆v = f en Ωv = 0 sobre ∂Ω (Problema deDirichlet)
Es decir en este caso (2.1) se convierte en un problema de Dirichlet el cual tiene so-
lución única. En efecto , v ∈ H10 (Ω) es solución débil del problema de Dirichlet si
satisface ∫
Ω
∇v∇w =
∫
Ω
fw, ∀w ∈ H10 (Ω)
a partir de esta igualdad, definimos
B : H10 (Ω)×H
1
0 (Ω) −→ R
(v, w) −→ B(v, w) =
∫
Ω
∇v · ∇w
De la definición es inmediato ver que B es bilineal , probemos que B es continua y
coerciva
(1) Por Cauchy−Schwartz, obtenemos
|B(v, w)| ≤
∫
Ω
|∇v · ∇w| ≤ C‖v‖H10‖w‖H10 (Ω)
es decir, B es continua
(2) Como consecuencia de la desigualdad de Poincaré
|B(v, v)| =
∫
Ω
|∇v|2 ≥ C‖v‖2H10 (Ω)
es decir, B es coerciva
Por lo tanto por el Teorema de Lax -Milgram , existe un único v ∈ H10 (Ω) solución del
problema de Dirichlet, para probar que esta solución determina una solución de (2.1),
procedemos del siguiente modo , de
A(s) =
∫ s
0
a(t)dt
obtenemos
A′(s) = a(s) ≥ α > 0
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Por lo tanto A es estrictamente creciente , entonces tiene inversa , y ya que
v = A(u)←→ u = A−1(v)
u es solución de (2.1).
Caso 2: Si a depende de x, definimos
v(x) =
∫ u(x)
0
a(x, t)dt
de donde obtenemos
∇v = a(x, u(x))∇u+
∫ u(x)
0
∇a(x, t)dt
observamos que es necesario que a ∈ C1(Ω) situación que no se tiene en general. Por
lo cual en este caso no obtenemos la solución buscada. Ahora apliquemos la técnica de
minimización de un funcional
2.3. Mediante Minimización de un Funcional
En este caso consideramos el funcional
J(v) =
1
2
∫
Ω
a(x, v)|∇v|2 −
∫
Ω
fv , ∀v ∈ H10 (Ω)
la idea es aplicar el Teorema 1.7, para esto verifiquemos que el funcional J es coerciva
y débilmente semicontinua inferior
(1) J es coerciva
Como a(x, s) ≥ α > 0 tenemos
J(v) =
1
2
∫
Ω
a(x, v)|∇v|2 −
∫
Ω
fv ≥
α
2
∫
Ω
|∇v|2 −
∫
Ω
fv
aplicando la desigualdad de Holder
≥
α
2
∫
Ω
|∇v|2 − ‖f‖L2∗‖v‖L2∗
≥
αC
2
‖v‖2H10 (Ω)
− ‖f‖L2∗‖v‖L2
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por Corolario (1.37.2) parte (1)
≥
αC
2
‖v‖2H10 (Ω)
− ‖f‖L2∗S2‖v‖H10 (Ω)
= ‖v‖2H10 (Ω)
{
αC
2
−
S2‖f‖L2∗
‖v‖H10 (Ω)
}
de donde , si ‖v‖H10 (Ω) −→ +∞ obtenemos J −→ +∞
por lo tanto J es coerciva.
(2) J es débilmente semicontinua inferior en H10 (Ω)
Para esto consideremos una sucesión (vn) de funciones débilmente convergente
a alguna función v ∈ H10 (Ω) , es decir
vn ⇀ v en H
1
0 (Ω)
entonces
vn ⇀ v en L
2∗(Ω)
y como f ∈ L2∗(Ω) = (L2
∗
(Ω))′
〈f, vn〉 −→ 〈f, v〉
es decir ∫
Ω
fvn −→
∫
Ω
fv
luego
l´ım
n−→+∞
∫
Ω
fvn =
∫
Ω
fv
como
J(v) =
1
2
∫
Ω
a(x, v)|∇v|2 −
∫
Ω
fv
entonces la semicontinuidad débil inferior de J depende de la semicontinuidad
débil inferior de
K(v) =
1
2
∫
Ω
a(x, v)|∇v|2
probemos queK es débilmente semicontinua inferior
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Sea (uν) ⊆ H
1
0 (Ω) tal que
uν ⇀ u en H
1
0 (Ω)
como la inmersión H10 (Ω) →֒ L
2(Ω) es compacta , existe una subsucesión que
lo denotaremos igual (uν) tal que
uν(x) −→ u(x) c.t.p en Ω
como a es continua se tiene
a(x, uν(x)) −→ a(x, u(x)) c.t.p en Ω
por lo cual
1
2
a(x, uν(x))|∇uν |
2 −→
1
2
a(x, u(x))|∇u|2 c.t.p enΩ (2.2)
además
1
2
a(x, uν(x))|∇uν |
2 ≤
β
2
|∇uν |
2 (2.3)
de (2.2),(2.3) y el teorema generalizado de la convergencia dominada obtenemos
l´ım
ν−→+∞
∫
Ω
1
2
a(x, uν(x))|∇uν(x)|
2 =
1
2
∫
Ω
a(x, u(x))|∇u(x)|2 (2.4)
es decir
l´ım inf
ν−→+∞
∫
Ω
1
2
a(x, uν(x))|∇uν(x)|
2 =
1
2
∫
Ω
a(x, u(x))|∇u(x)|2
por otro lado luego de desarrollar
0 ≤
∫
Ω
(∇uν −∇u) · (∇uν −∇u)
multiplicando por a(x, u) ≥ 0 tenemos
0 ≤
∫
Ω
a(x, uν)|∇uν |
2dx− 2
∫
Ω
a(x, uν)∇uν · ∇udx+
∫
Ω
a(x, uν)|∇u|
2dx
(2.5)
Por (2.4) y (2.5) obtenemos
l´ım inf
ν−→+∞
∫
Ω
1
2
a(x, uν(x))|∇uν(x)|
2 ≥
1
2
∫
Ω
a(x, u(x))|∇u(x)|2
l´ım inf
ν−→+∞
K(uν) ≥ K(u)
Con lo cual se tiene queK es débilmente semicontinua inferior.
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Por lo tanto el funcional J es coerciva y débilmente semicontinua inferior , y aplicando
el Teorema (1.7) existe una función u ∈ H10 (Ω) donde J tiene un valor mínimo . Es
decir
J(u) ≤ J(u+ tv), ∀t ∈ R y ∀v ∈ H10 (Ω)
Determinemos la ecuación asociada a J , de la definición del funcional tenemos
1
2
∫
Ω
a(x, u)|∇u|2 −
∫
Ω
fu ≤
1
2
∫
Ω
a(x, u+ tv)|∇(u+ tv)|2 −
∫
Ω
f(u+ tv)
simplificando y desarrollando
1
2
∫
Ω
a(x, u)|∇u|2 ≤
1
2
∫
Ω
a(x, u+ tv){|∇u|2 + 2t∇u · ∇v + t2|∇v|2} −
∫
Ω
ftv
obtenemos
0 ≤
1
2
∫
Ω
{a(x, u+ tv)− a(x, u)}|∇u|2 + t
∫
Ω
a(x, u+ tv)∇u · ∇v
+
t2
2
∫
Ω
a(x, u+ tv)|∇v|2 − t
∫
Ω
fv
dividiendo por t > 0
0 ≤
1
2
∫
Ω
{a(x, u+ tv)− a(x, u)}
tv
|∇u|2v +
∫
Ω
a(x, u+ tv)∇u · ∇v
+
t
2
∫
Ω
a(x, u+ tv)|∇v|2 −
∫
Ω
fv
si t −→ 0 y teniendo en cuenta que a es continua obtenemos
0 ≤
1
2
∫
Ω
a′(x, u)|∇u|2v +
∫
Ω
a(x, u)∇u · ∇v −
∫
Ω
fv
En forma similar dividiendo por t < 0 y que t −→ 0
1
2
∫
Ω
a′(x, u)|∇u|2v +
∫
Ω
a(x, u)∇u · ∇v −
∫
Ω
fv ≤ 0
por lo tanto obtenemos la igualdad
1
2
∫
Ω
a′(x, u)|∇u|2v +
∫
Ω
a(x, u)∇u · ∇v =
∫
Ω
fv, ∀v ∈ H10 (Ω) (2.6)
para u , función donde J tiene mínimo.
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Observaciones
1. Como la función a es solo continua , a′ puede no existir , esto se puede superar
considerando a ∈ C1(Ω)
2. Para que la integral
∫
Ω
a′(x, u)|∇u|2v este bien definido , podemos considerar
que v ∈ H10 (Ω) ∩ L
+∞(Ω) y que a′ es acotada.
3. Con estas consideraciones cualquier función u mínimo de J que satisface
1
2
∫
Ω
a′(x, u)|∇u|2v +
∫
Ω
a(x, u)∇u · ∇v =
∫
Ω
fv, ∀v ∈ H10 (Ω)
es solución débil de la ecuación
 −div(a(x, u)∇u) +
1
2
a′(x, u)|∇u|2 = f en Ω
u = 0 sobre ∂Ω
.
lamentablemente esta ecuación no es el problema (2.1).
Como las tecnicas de Cambio de Variable y Minimización de un Funcional no nos con-
ducen al resultado deseado, para resolver el problema de existencia de solución débil
para el problema (2.1), aplicaremos el Teorema del Punto Fijo de Schauder. Previa-
mente probaremos caso particular del problema (2.1), fijando la función v logramos
que el problema, se vuelva lineal,luego aplicando el Teorema de Lax -Milgram, para
cada v fijo, probaremos que existe una solución u, y de este modo podemos definir
una aplicación S : v −→ u, que resulta compacto y cumple las hipótesis del Teorema
Del punto fijo de Schauder y concluir de este modo que para el problema (2.1) existe
solución.
2.4. Mediante el Teorema del punto fijo de Schauder
Comenzamos probando un caso particula de la ecuación (2.1)
Lema 2.1. Sea a : Ω× R −→ R una función continua , tal que
α ≤ a(x, s) ≤ β, ∀x ∈ Ω, ∀s ∈ R, 0 < α ≤ β en R
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Si f ∈ L2∗(Ω) , y v ∈ L2(Ω) fijo, entonces existe una única solución débil u ∈ H10 (Ω)
de 
 −div(a(x, v)∇u) = f en Ωu = 0 sobre ∂Ω (2.7)
Demostración. .
1. Formulación débil de (2.7)
Multiplicamos la primera igualdad de (2.7) por una función regular w
−div(a(x, v)∇u)w = fw
como
div(a(x, v)∇uw) = div(a(x, u)∇u)w + a(x, u)∇u · ∇w
entonces
a(x, v)∇u · ∇w − div(a(x, v)∇uw) = fw
integrando sobre Ω
∫
Ω
a(x, v)∇u · ∇w −
∫
Ω
div(a(x, v)∇uw) =
∫
Ω
fw
por teorema de la divergencia
∫
Ω
div(a(x, v)∇uw) =
∫
∂Ω
a(x, v)∇u · ν w
obtenemos
∫
Ω
a(x, v)∇u · ∇w −
∫
∂Ω
a(x, v)∇u · ν w =
∫
Ω
fw
considerando w ∈ H10 (Ω) obtenemos la formulación débil de (2.7)∫
Ω
a(x, v)∇u · ∇w =
∫
Ω
fw
50
2. Dado que α ≤ a(x, s) ≤ β, ∀x ∈ Ω, ∀s ∈ R , la función a es acotada y pertenece
a L+∞(Ω), además para u, w ∈ H10 (Ω) la integral∫
Ω
a(x, v)∇u · ∇w
está bien definida. Por lo tanto determinar una solución débil de (2.7) es hallar
u ∈ H10 (Ω) tal que∫
Ω
a(x, v)∇u · ∇w =
∫
Ω
fw, ∀w ∈ H10 (Ω) (2.8)
para hallar la solución débil de (2.8) aplicaremos el Teorema de Lax- Milgram
Con este objetivo para cada v ∈ L2(Ω) fijo definimos
av : H
1
0 (Ω)×H
1
0 (Ω) −→ R
(u, w) −→ av(u, w) =
∫
Ω
a(x, v)∇u · ∇w
Probemos que la aplicación av satisface las hipótesis del Teorema de Lax -
Milgram
(1) av es bilineal : Esto es inmediato de la definición de la aplicación av
(2) av es continua: En efecto, por la desigualdad de Holder
|av(u, w)| = |
∫
Ω
a(x, v)∇u · ∇w|
≤ β
∫
Ω
|∇u · ∇w|
≤ C‖u‖H10 (Ω)‖w‖H10 (Ω)
esto prueba la continuidad de av
(3) av es coerciva:
Aplicando el Teorema 1.36 la Desigualdad de Poincaré.
|av(u, u)| = |
∫
Ω
a(x, v)∇u · ∇u|
≥ α|
∫
Ω
∇u · ∇u|
= α‖∇u‖2L2(Ω) ≥ C‖u‖
2
H10 (Ω)
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En conclusión av satisface las hipótesis del Teorema de Lax -Milgram, entonces
(2.7) tiene una única solución débil u ∈ H10 (Ω) para cada v ∈ L
2(Ω) fijo.
Probemos ahora el teorema central de este capítulo
Teorema 2.1. Sea a : Ω× R −→ R una función continua , tal que
α ≤ a(x, s) ≤ β, ∀x ∈ Ω, ∀s ∈ R, 0 < α ≤ β en R
y una función f ∈ L2∗(Ω) , entonces existe una solución u ∈ H10 (Ω) de (2.1)
 −div(a(x, u)∇u) = f en Ωu = 0 sobre ∂Ω
Demostración. .
Por Lema (2.1) para cada v ∈ L2(Ω) fijo, ya que a es acotado y estrictamente positivo
existe una única solución u ∈ H10 (Ω) del problema (2.7). De este modo podemos
definir la función
S : L2(Ω) −→ H10 (Ω)
v −→ S(v) = u
además ya que H10 (Ω) está inmerso en L
2(Ω), podemos considerar que S es una fun-
ción de L2(Ω) en L2(Ω)
S : L2(Ω) −→ L2(Ω)
v −→ S(v) = u
observamos que la solución de (2.1) es un punto fijo para S, ya que si v = u, como
S(v) = u obtenemos
S(u) = u.
Probaremos la existencia de un punto fijo de S, aplicando el Teorema del punto fijo de
Schauder. Como
div(a(x, v)∇uϕ) = div(a(x, v)∇u)ϕ+ a(x, v)∇u · ∇ϕ
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despejando
−div(a(x, v)∇u)ϕ = a(x, v)∇u · ∇ϕ− div(a(x, v)∇uϕ)
integramos∫
Ω
−div(a(x, v)∇u)ϕ =
∫
Ω
a(x, v)∇u · ∇ϕ−
∫
Ω
div(a(x, v)∇uϕ)
por Teorema de la divergencia∫
Ω
fϕ =
∫
Ω
a(x, v)∇u · ∇ϕ−
∫
∂Ω
a(x, v)∇u · νϕ
considerando ϕ ∈ H10 (Ω) obtenemos∫
Ω
a(x, v)∇u · ∇ϕ =
∫
Ω
f ϕ , ∀ϕ ∈ H10 (Ω) (2.9)
en particular si ϕ = u = S(v)∫
Ω
a(x, v)∇u · ∇u =
∫
Ω
f u
∫
Ω
a(x, v)|∇u|2 =
∫
Ω
f u
teniendo en cuenta que α ≤ a(x, s) ≤ β
α
∫
Ω
|∇u|2 ≤
∫
Ω
a(x, v)|∇u|2 =
∫
Ω
f u
por la desigualdad de Holder
α
∫
Ω
|∇u|2 ≤
∫
Ω
f u ≤ ‖f‖L2∗ (Ω)‖u‖L2∗ (Ω)
luego por (1.37.2) corolario de la desigualdad de Sobolev y luego la equivalencia de
normas
α‖∇u‖2L2(Ω) ≤ S2‖f‖L2∗ (Ω)‖u‖H10 (Ω) ≤ C1S2‖f‖L2∗ (Ω)‖∇u‖L2(Ω)
α‖∇u‖L2(Ω) ≤ C1S2‖f‖L2∗ (Ω) (2.10)
aplicando la desigualdad de Poincaré ‖u‖L2(Ω) ≤ C‖∇u‖L2(Ω) con Ω acotado
α‖∇u‖L2(Ω) ≥
α
C
‖u‖L2(Ω) (2.11)
considerando (2.11) en (2.10) obtenemos para C ′ = CC1S2
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‖u‖L2(Ω) ≤
C ′
α
‖f‖L2∗ (Ω)
de aquí, si R =
C ′
α
‖f‖L2∗ (Ω)
‖u‖L2(Ω) ≤ R (2.12)
es decir, existe R > 0 tal que
‖S(v)‖L2(Ω) ≤ R, ∀v ∈ L
2(Ω)
ahora consideremos la bola
BR(0) = {u ∈ L
2(Ω) : ‖u‖L2(Ω) ≤ R}
la cual es convexa,cerrada y acotada en L2(Ω) y además por la última desigualdad
obtenida se tiene que S(BR(0)) ⊂ BR(0).
(1) Probemos que S es continua:
Sea (vn) una sucesión que converge fuerte a v en L
2(Ω). En la desigualdad
(2.10)obtenida anteriormente
α
∫
Ω
|∇u|2 ≤
∫
Ω
a(x, v)|∇u|2 =
∫
Ω
f u ≤ S2‖f‖L2∗ (Ω)‖u‖L2(Ω)
consideremos un = S(vn) solución de (2.9), notemos que por el lema (2.1)
un ∈ H
1
0 (Ω)
α
∫
Ω
|∇un|
2 ≤ S2‖f‖L2∗ (Ω)‖un‖L2(Ω)
y por (2.12)
α‖∇un‖
2
L2(Ω) ≤ RS2‖f‖L2∗ (Ω)
aplicando teorema 1.36 de Poincaré , obtenemos
‖un‖L2(Ω) ≤ K‖f‖L2∗ (Ω)
por lo tanto (un) es acotada en H
1
0 (Ω) , y como H
1
0 (Ω) es reflexivo , existe una
subsucesión de (un) que lo denotaremos igual por un, que converge débil a algún
u∞ ∈ H
1
0 (Ω) , esto es
un ⇀ u∞ en H
1
0 (Ω), un −→ u∞ en L
2(Ω)
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además , salvo una subsucesión podemos asumir en casi todo punto x ∈ Ω
vn −→ v
esto implica que
a(x, vn) −→ a(x, v) c.t.p x ∈ Ω
por teorema de la convergencia dominada de Lebesgue
a(x, vn)∇ϕ −→ a(x, vn)∇ϕ en L
2(Ω)
estamos en condiciones de tomar límite en la ecuación∫
Ω
a(x, vn)∇un · ∇ϕ =
∫
Ω
f ϕ , ∀ϕ ∈ H10 (Ω) (2.13)
ya que ∇un −→ ∇u∞ en L
2(Ω) , obtenemos por (2.13)∫
Ω
a(x, v)∇u∞ · ∇ϕ =
∫
Ω
f ϕ ∀ϕ ∈ H10 (Ω)
es decir u∞ = u = S(v), u es solución de (2.9). Ya que el posible límite de la
sucesión un está determinado de manera única , la sucesión un converge hacia u
en L2(Ω).
un = S(vn) −→ u = S(v) en L
2(Ω)
concluimos que S es continua.
(2) Probemos que S(BR(0)) es compacto
Por (2.12) tenemos que
‖u‖L2(Ω) ≤ R
y como
H10 (Ω) ⊂ L
2(Ω)
entonces la desigualdad vale para
u ∈ H10 (Ω)
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es decir
‖u‖H10 (Ω) ≤ R
por lo tanto
‖S(v)‖H10 (Ω) ≤ R
Esto significa que S(BR(0)) ⊂ BR(0) y por el teorema 1.39 de Rellich-Kondrachov
H10 (Ω) tiene inmersión compacta en L
2(Ω), entonces la clausura de S(BR(0)) es com-
pacto en BR(0). por lo tanto por el Teorema del Punto Fijo de Schauder , existe al
menos una solución u del problema (2.1).
Capítulo 3
Existencia de Solución Débil para una
Ecuación Elíptica Anisotrópica
En esta sección estudiaremos la existencia de soluciones para el problema
 −∂xi(ai(x, u)|∂xiu|
pi−2∂xiu) + b(x, u) = f en Ω
u = 0 sobre ∂Ω
(3.1)
Para ello aplicaremos el Teorema del Punto Fijo de Schauder , diremos que una función
u ∈ W 1,
−→p
0 (Ω) es solución débil para la ecuación (3.1), si u satisface∫
Ω
ai(x, u)|∂xiu|
pi−2∂xiu∂xiv + b(x, u)v = 〈f, v〉, ∀v ∈ W
1,−→p
0 (Ω) (3.2)
3.1. Consideraciones Generales
1. Las componentes del vector constante −→p = (p1, p2, p3, ..., pn) satisfacen
1 < p1 ≤ p2 ≤ ... ≤ pn <∞ (3.3)
Definición 3.1. Definimos el espacio
W 1,
−→p
0 (Ω) = {u ∈ W
1,p1
0 (Ω) : ∂xiu ∈ L
pi(Ω), i = 1, 2, ..., n}
y dotamos a este espacio con la norma
‖u‖
W 1,
−→p
0 (Ω)
=
n∑
i=1
‖∂xiu‖Lpi (Ω)
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Definición 3.2. PorW−1,
−→p ′
0 (Ω) denotaremos el espacio dual deW
1,−→p
0 (Ω)
2. Las funciones
ai, b : Ω× R −→ R (3.4)
son funciones de Carathéodory , esto significa que :
(a) Para cada fijo u ∈ R, ai(., u) y x −→ b(., u) son funciones medibles en Ω
(b) Para c.t.p fijo x ∈ Ω, ai(x, .) y b(x, .) de R −→ R son funciones continuas
3. Además consideramos
0 < λ ≤ λi ≤ ai(x, u) ≤ Λ <∞, ∀i, c.t.p x ∈ Ω, ∀u ∈ R (3.5)
|b(x, u)| ≤ C0|u|
β−1 + h(x), 0 ≤ h(x) ∈ L
β
β−1 (Ω), 1 ≤ β ≤ pn (3.6)
b es una función no decreciente (3.7)
f(x) ∈ W−1,
−→p ′
0 (Ω) (3.8)
4. También
n∑
i=1
1
pi
> 1 (3.9)
p∗ =
n
n∑
i=1
1
pi
− 1
(3.10)
p∞ = max{pn, p
∗} = p∗ (3.11)
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3.2. Teorema de Browder-Minty
Definición 3.3. Sea X un espacio de Banach
(a) Un operador T : X −→ X ′ es monótono si satisface
〈Tu− Tv, u− v〉 ≥ 0, para todo u, v ∈ X
(b) Un operador T : X −→ X ′ es coercivo si satisface
l´ım
‖u‖−→+∞
〈Tu, u〉
‖u‖
= +∞
Teorema 3.1. (Teorema de Browder-Minty)
Sean X un espacio de Banach reflexivo y T : X −→ X ′ un operador continuo ,
monótono y coercivo, entonces T es suryectivo.
Demostración. Ver[4] Teorema (7.2.3).
3.3. Teorema de Existencia
Teorema 3.2. Bajo las condiciones (3.3)− (3.8) el problema (3.1) tiene al menos una
solución débil u ∈ W 1,
−→p
0 (Ω)
Demostración. Como en el teorema ( 2.1) , comenzamos fijando v(x) una función
cualquiera tal que v(x) ∈ Lpn(Ω) y definimos las funciones Ai por
Ai(x) = ai(x, v(x)), ∀i
y consideramos el operador T : W 1,
−→p
0 (Ω) −→ W
−1,−→p ′
0 (Ω)
〈Tu, ϕ〉 =
∫
Ω
Ai(x)|∂xiu|
pi−2∂xiu∂xiϕ+ b(x, u)ϕ (3.12)
Probemos que el operador T : W 1,
−→p
0 (Ω) −→ W
−1,−→p ′
0 (Ω) es continua, monótona y
coerciva
(1) T es continua
Sean (uk)k∈N y u ∈ W
1,−→p
0 (Ω) tal que uk −→ u enW
1,−→p
0 (Ω)
de la definicíon del espacioW 1,
−→p
0 (Ω) tenemos
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uk ∈ W
1,p1
0 (Ω) y u ∈ W
1,p1
0 (Ω)
∂xiuk ∈ L
pi(Ω) y ∂xiu ∈ L
pi(Ω), i = 1, 2, ..., n
ya que uk −→ u se tiene
|∂xiuk|
pi−2∂xiuk −→ |∂xiu|
pi−2∂xiu en L
p′i(Ω) (3.13)
además como b es función de Carathéodory
b(x, uk(x)) −→ b(x, u(x)) (3.14)
de
〈Tuk, ϕ〉 =
∫
Ω
Ai(x)|∂xiuk|
pi−2∂xiuk∂xiϕ+ b(x, uk)ϕ
〈Tu, ϕ〉 =
∫
Ω
Ai(x)|∂xiu|
pi−2∂xiu∂xiϕ+ b(x, u)ϕ
obtenemos
|〈Tuk, ϕ〉 − 〈Tu, ϕ〉| = |
∫
Ω
Ai(x){|∂xiuk|
pi−2∂xiuk − |∂xiu|
pi−2∂xiu}∂xiϕ
+
∫
Ω
{b(x, uk)− b(x, u)}ϕ|
por (3.5)
≤ Λ
∫
Ω
||∂xiuk|
pi−2∂xiuk − |∂xiu|
pi−2∂xiu||∂xiϕ|
+
∫
Ω
|b(x, uk)− b(x, u)||ϕ|
aplicando la desigualdad de Holder obtenemos
≤ Λ(
∫
Ω
|∂xiuk|
pi−2∂xiuk − |∂xiu|
pi−2∂xiu|
p′i)
1
p′
i (
∫
Ω
|∂xiϕ|
pi)
1
pi
+
∫
Ω
|b(x, uk)− b(x, u)||ϕ|
= Λ‖|∂xiuk|
pi−2∂xiuk − |∂xiuk|
pi−2∂xiuk‖Lp′i (Ω)‖∂xiϕ‖Lpi (Ω)
+ ‖b(x, uk)− b(x, u)‖Lp′1 (Ω)‖ϕ‖Lp1 (Ω)
≤ Λ‖|∂xiuk|
pi−2∂xiuk − |∂xiuk|
pi−2∂xiuk‖Lp′i (Ω)‖ϕ‖W 1,
−→p
0 (Ω)
+ ‖b(x, uk)− b(x, u)‖Lp′1 (Ω)‖ϕ‖W 1,
−→p
0 (Ω)
de aqui por (3.10) y (3.11), si k −→∞ ambos sumandos tienden a cero y ya que
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‖Tuk − Tu‖W−1,
−→p ′
0 (Ω)
= sup
‖ϕ‖≤1
〈Tuk − Tu, ϕ〉 −→ 0
concluimos que T es continua.
(2) T es monótona
Debemos mostrar que para u, w ∈ W 1,
−→p
0 (Ω) se tiene
〈Tu− Tw, u− w〉 ≥ 0
En efecto
〈Tu− Tw, u− w〉 =
∫
Ω
Ai(x){|∂xiu|
pi−2∂xiu− |∂xiw|
pi−2∂xiw}(∂xiu− ∂xiw)
+
∫
Ω
(b(x, u)− b(x, w))(u− w)
entonces efectuando
=
∫
Ω
Ai(x){|∂xiu|
pi − |∂xiu|
pi−2∂xiw∂xiu− |∂xiw|
pi−2∂xiw∂xiu+ |∂xiw|
pi}
+
∫
Ω
(b(x, u)− b(x, w))(u− w)
por (3.5) obtenemos
≥ λi
∫
Ω
{|∂xiu|
pi − |∂xiu|
pi−1|∂xiw| − |∂xiw|
pi−1|∂xiu|+ |∂xiw|
pi}
+
∫
Ω
(b(x, u)− b(x, w))(u− w)
por lo tanto
= λi
∫
Ω
{|∂xiu|
pi−1 − |∂xiw|
pi−1}(|∂xiu| − |∂xiw|)
+
∫
Ω
(b(x, u)− b(x, w))(u− w)
de (3.7) y como el primer sumando es no negativo , obtenemos
〈Tu− Tw, u− w〉 ≥ 0
por lo tanto T es Monótona.
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(3) T es coerciva
como
〈Tu, u〉 =
∫
Ω
Ai(x)|∂xiu|
pi−2∂xiu∂xiu+b(x, u)u =
∫
Ω
Ai(x)|∂xiu|
pi +b(x, u)u
usando (3.5) y multiplicando (3.6) por |u| y despejando b(x, u)u obtenemos
〈Tu, u〉 ≥ λ
n∑
i=1
∫
Ω
|∂xiu|
pi −
∫
Ω
(C0|u|
β + h|u|) (3.15)
aplicando 1.24 la desigualdad de Young parte (b)
∫
Ω
(C0|u|
β + h|u|) ≤
∫
Ω
(C0|u|
β + δ|u|p +
(pδ)−
p′
p
p′
hp
′
)
tomando δ = 1
p
, p = β , p′ = β
β−1
y C1 como el máximo de los coeficientes
obtenemos
≤ C1
∫
Ω
(|u|β + h
β
β−1 )
aplicando 1.25 la desigualdad de Holder con p =
pn
β
, p′ =
pn
pn − β
y conside-
rando nuevamente una constante conveniente como antes obtenemos
≤ C2((
∫
Ω
|u|pn)
β
pn +
∫
Ω
h
β
β−1 )
aplicando 1.36 la desigualdad de Poincaré
≤ C3((
∫
Ω
|∂xiu|
pn)
β
pn +
∫
Ω
h
β
β−1 )
aplicando nuevamente 1.24 la desigualdad de Young parte (b) con p = pn
β
y
p′ = pn
pn−β
≤ δ
∫
Ω
|∂xiu|
pn + C4{1 +
∫
Ω
h
β
β−1}
es decir ∫
Ω
(C0|u|
β + h|u|) ≤ δ
∫
Ω
|∂xiu|
pn + C4{1 +
∫
Ω
h
β
β−1} (3.16)
combinando (3.12) y (3.13) con λ = 2δ obtenemos
〈Tu, u〉 ≥ λ
n∑
i=1
∫
Ω
|∂xiu|
pi −
λ
2
∫
Ω
|∂xiu|
pi − C4{1 +
∫
Ω
h
β
β−1}
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por lo tanto
〈Tu, u〉 ≥
λ
2
n∑
i=1
∫
Ω
|∂xiu|
pi − C{1 +
∫
Ω
h
β
β−1}
=
λ
2
n∑
i=1
‖∂xiu‖
pi
Lpi − C{1 +
∫
Ω
h
β
β−1} (3.17)
ahora considerando
‖∂xku‖Lpk = ma´x{‖∂xiu‖Lpi : i = 1, 2, 3, ..., n}
‖∂xju‖
pj
Lpj
= ma´x{‖∂xiu‖
pi
Lpi : i = 1, 2, 3, ..., n}
tenemos que
‖∂xiu‖Lpi ≤ ‖∂xku‖Lpk ≤ ‖u‖W 1,
−→p
0
≤ n‖∂xku‖Lpk ≤ n‖∂xju‖
pj/pk
Lpj
por lo cual obtenemos
‖∂xju‖
pj
Lpj
≥
1
npk
‖u‖pk
W 1,
−→p
0
considerando esta desigualdad en (3.14) obtenemos
〈Tu, u〉 ≥
λ
2npk
‖u‖pk
W 1,
−→p
0
− C{1 +
∫
Ω
h
β
β−1}
por lo tanto T es coerciva. Entonces T es monótona, continua , coerciva y como el
espacioW 1,
−→p
0 (Ω) es reflexivo por el teorema de Browder-Minty , la ecuación
Tu = f (3.18)
tiene al menos una solución débil u ∈ W 1,
−→p
0 (Ω) para todo f ∈ W
−1,−→p ′
0 (Ω)
por lo tanto podemos definir la aplicación
Φ : Lpn(Ω) −→ Lpn(Ω)
v −→ Φ(v) = u
además , si u es solución de (3.18) por (3.14) tenemos
λ
2
n∑
i=1
‖∂xiu‖
pi
Lpi (Ω) ≤ C{1 +
∫
Ω
h
β
β−1}+ 〈f, u〉
≤ C{1 +
∫
Ω
h
β
β−1}+ ‖f‖
W−1,
−→p ′
0 (Ω)
n∑
i=1
‖∂xiu‖Lpi (Ω)
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como
‖f‖
W−1,
−→p ′
0 (Ω)
n∑
i=1
‖∂xiu‖Lpi (Ω) = ‖f‖W−1,
−→p ′
0 (Ω)
(‖∂x1u‖Lp1 (Ω) + ...+ ‖∂xnu‖Lpn (Ω))
aplicamos la desigualdad de Young para cada sumando
≤ C{1 +
∫
Ω
h
β
β−1}+ δ
n∑
i=1
‖∂xiu‖
pi
Lpi (Ω)
+
(piδ)
−
p′i
pi
p′i
‖f‖
p′i
W−1,
−→p ′
0 (Ω)
(3.19)
tomando δ = λ
4
deducimos que si u es solución para (3.18)
λ
4
n∑
i=1
‖∂xiu‖
pi
Lpi (Ω) ≤ C(h, f)
entonces obtenemos
n∑
i=1
‖∂xiu‖Lpi (Ω) ≤ C(λ, h, f)
debido a la desigualdad de Poincaré
‖u‖Lpn (Ω) ≤ C1‖∂xnu‖Lpn (Ω)
obtenemos para alguna nueva constante
‖u‖Lpn (Ω) ≤ C
′(λ, h, f) = R (3.20)
Sea
BR(0) = {u ∈ L
pn(Ω) : ‖u‖Lpn (Ω) ≤ R)}
probemos que Φ es continua y compacto
(1) Φ es continua
Sea (vn)n∈N una sucesión que converge fuerte a v en L
pn(Ω) y un = Φ(vn)
solución de (3.15). Aplicamos la estimativa obtenida en (3.17) a un , ya que es
independiente de v, por lo cual tenemos
‖u
n
‖Lpn (Ω) ≤ C
′(λ, h, f) = R
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luego (un) es una sucesión acotada en W
1,−→p
0 (Ω) independiente de n, entonces
existe una subsucesión que lo denotaremos igual por (un) , que converge débil a
u enW 1,
−→p
0 (Ω) es decir
un ⇀ u enW
1,−→p
0 (Ω)
es decir
Φ(vn) ⇀ u enW
1,−→p
0 (Ω)
podemos asumir, si es necesario para una subsucesión en c.t.p x ∈ Ω
vn −→ v
como ai es Carathéodory tenemos
ai(x, vn) −→ ai(x, v) c.t.p en Ω
y por el Teorema de la convergencia dominada
|∂xiun|
pi−2∂xiun −→ |∂xiu|
pi−2∂xiu en L
p′i(Ω)
en (3.15) consideramos la subsucesión (un)∫
Ω
ai(x, vn)|∂xiun|
pi−2∂xiun∂xiϕ+b(x, un)ϕ =
∫
Ω
fϕ, ∀ϕ ∈ W 1,
−→p
0 (Ω) (3.21)
ya que |∂xiun|
pi −→ |∂xiu|
pi en Lpi(Ω) , podemos tomar límite , si n −→ ∞,
teniendo en cuenta que ai y b son funciones de Carathéodory obtenemos∫
Ω
ai(x, v)|∂xiu|
pi−2∂xiu∂xiϕ+ b(x, u)ϕ =
∫
Ω
fϕ, ∀ϕ ∈ W 1,
−→p
0 (Ω) (3.22)
es decir u = Φ(v) es solución de (3.15) ,y como no depende de la subsucesión
tomada, por unicidad del límite tenemos que
Φ(vn) = un −→ u = Φ(v)
por lo tanto Φ es continua.
(2) Φ es Compacto
Teniendo en cuenta (3.9),(3.10) ,(3.11)y Teorema (1) de [30] la inmersión de
W 1,
−→p
0 (Ω) en L
pn es compacta. Por lo tanto por (1.18) Teorema del punto fijo de
Schauder , existe al menos una solución débil u del problema (3.1)
Capítulo 4
Unicidad de la Solución Débil
4.1. Unicidad Cuando al Menos un pi ≤ 2
Consideremos el problema de Dirichlet
 −∂xi(ai(x, u)|∂xiu|
pi−2∂xiu) = f en Ω
u = 0 sobre Γ = ∂Ω
(4.1)
en un dominio acotado Ω ⊂ Rn con borde Lipschitz continuo Γ = ∂Ω.
Una solución débil u ∈ W 1,
−→p
0 (Ω) del problema 4.1 es una función u tal que∫
Ω
ai(x, u)|∂xiu|
pi−2∂xiu∂xiv = 〈f, v〉, ∀v ∈ W
1,−→p
0 (Ω) (4.2)
Consideraciones Previas
0 < λ ≤ λi ≤ ai(x, u) ≤ Λ <∞, ∀i, c.t.p x ∈ Ω, ∀u ∈ R (4.3)
|ai(x, u)− ai(x, v)| ≤ ω(|u− v|), ∀i, c.t.p x ∈ Ω, ∀u, v ∈ R (4.4)
donde ∫
0+
ds
ω(s)
= +∞ (4.5)
La demostración de la desigualdad siguiente se puede ver en [8]
γ|ξi − ηi|
2+σ{|ξi|+ |η|}
pi−2−σ ≤ {|ξi|
pi−2ξi − |η|
pi−2ηi} · (ξi − ηi) (4.6)
vale para γ > 0 , σ constante nonegativa y para cada ξi,ηi, i = 1, 2, 3, ..., n
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Teorema 4.1. .
Mediante las condiciones (4.3),(4.4), cualquier solución débil u ∈ W 1,
−→p
0 (Ω) para
(4.1) o (4.2) es único si al menos un pi ≤ 2
Demostración. Definimos
Fǫ(x) =


∫ x
ǫ
ds
ω2(s)
si x ≥ ǫ
0 si x ≤ ǫ
(4.7)
sean u, v dos soluciones para (4.2) y consideramos w = u−v. Tomamos como función
de prueba en (4.2) a Fǫ(w) para u, v entonces∫
Ω
ai(x, u)|∂xiu|
pi−2∂xiu∂xiFǫ(w) =
∫
Ω
fFǫ(w)
∫
Ω
ai(x, v)|∂xiv|
pi−2∂xiv∂xiFǫ(w) =
∫
Ω
fFǫ(w)
de aquí tenemos∫
Ωǫ
{ai(x, u)|∂xiu|
pi−2∂xiu− ai(x, v)|∂xiv|
pi−2∂xiv}
∂xiw
ω2
= 0
sumando y restando la integral∫
Ω
ai(x, u)|∂xiv|
pi−2∂xiv
∂xiw
ω2
y agrupando convenientemente obtenemos∫
Ωǫ
ai(x, u){|∂xiu|
pi−2∂xiu− |∂xiv|
pi−2∂xiv}
∂xiw
ω2
=
∫
Ωǫ
{ai(x, v)− ai(x, u)}|∂xiv|
pi−2∂xiv
∂xiw
ω2
(4.8)
donde Ωǫ = {x ∈ Ω : w(x) > ǫ}
Utilizando (4.3), (4.4),y (4.6) con
σ = 0, ξi = ∂xiu, ηi = ∂xiv
tenemos
ξi − ηi = ∂xiw
en la igualdad (4.8), obtenemos con sumatoria en i, para µ = γλ
µ
∫
Ωǫ
|
∂xiw
ω
|2(|∂xiu|+ |∂xiv|)
pi−2 ≤
∫
Ωǫ
|∂xiv|
pi−1|
∂xiw
ω
| (4.9)
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Supongamos que pi ≥ 2
Entonces para todo δ > 0 por desigualdad de Young con p = 2
Ii =
∫
Ωǫ
|∂xiv|
pi−1|
∂xiw
ω
| ≤ δ
∫
Ωǫ
|
∂xiw
ω
|2|∂xiv|
pi−2 + C(δ, pi)
∫
Ωǫ
|∂xiv|
pi
≤ δ
∫
Ωǫ
|
∂xiw
ω
|2(|∂xiu|+ |∂xiv|)
pi−2) + C(δ, pi)
∫
Ωǫ
|∂xiv|
pi (4.10)
Supongamos que pi ≤ 2
para δ > 0 y por desigualdad de Young con p = pi, obtenemos
Ii =
∫
Ωǫ
|∂xiv|
pi−1|
∂xiw
ω
| ≤ δ
∫
Ωǫ
|
∂xiw
ω
|pi + C(δ, pi)
∫
Ωǫ
|∂xiv|
pi (4.11)
además para cualquier δ > 0,por desigualdad de Young con p = 2/pi∫
Ωǫ
|
∂xiw
ω
|pi =
∫
Ωǫ
|
∂xiw
ω
|pi(|∂xiu|+ |∂xiv|)
pi−2
2
pi(|∂xiu|+ |∂xiv|)
−
pi−2
2
pi
≤ δ
∫
Ωǫ
|
∂xiw
ω
|2(|∂xiu|+ |∂xiv|)
pi−2 + C(δ, pi)
∫
Ωǫ
(|∂xiu|+ |∂xiv|)
pi (4.12)
combinando (4.11) y (4.12) obtenemos una estimativa similar a la obtenida para pi ≥ 2
Ii ≤ δ
∫
Ωǫ
|
∂xiw
ω
|2(|∂xiu|+ |∂xiv|)
pi−2 + C(δ, pi)
∫
Ωǫ
(|∂xiu|+ |∂xiv|)
pi (4.13)
finalmente obtenemos para cada i y para δ > 0
Ii ≤ δ
∫
Ωǫ
|
∂xiw
ω
|2(|∂xiu|+ |∂xiv|)
pi−2 + C(δ, pi)
∫
Ωǫ
(|∂xiu|+ |∂xiv|)
pi (4.14)
teniendo en cuenta (4.9)-(4.13) para un adecuado valor de δ > 0 obtenemos∫
Ωǫ
|
∂xiw
ω
|2(|∂xiu|+ |∂xiv|)
pi−2 ≤
1
µ
∫
Ωǫ
|∂xiv|
pi−1|
∂xiw
ω
|
=
1
µ
{δ
∫
Ωǫ
|
∂xiw
ω
|2(|∂xiu|+ |∂xiv|)
pi−2 + C(δ, pi)
∫
Ωǫ
(|∂xiu|+ |∂xiv|)
pi}
despejando la integral del lado izquierdo y para alguna constante C ′ = C ′(δ, pi) inde-
pendiente de ǫ∫
Ωǫ
|
∂xiw
ω
|2(|∂xiu|+ |∂xiv|)
pi−2 ≤ C
∫
Ωǫ
(|∂xiu|+ |∂xiv|)
pi ≤ C ′ (4.15)
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si existe algún pi, por ejemplo si pk < 2 , aplicamos la desigualdad de Holder conside-
rando p = 2/pk, p
′ = 2/(2− pk) , y obtenemos∫
Ωǫ
|
∂xkw
ω
|pk =
∫
Ωǫ
|
∂xkw
ω
|pk(|∂xku|+ |∂xkv|)
pk−2
2
pk(|∂xku|+ |∂xkv|)
2−pk
2
pk
≤ (
∫
Ωǫ
|
∂xkw
ω
|2(|∂xku|+ |∂xkv|)
pk−2)
pk
2 (
∫
Ωǫ
(|∂xku|+ |∂xkv|)
pk)
2−pk
2 (4.16)
por (4.15) y (4.16) deducimos∫
Ωǫ
|
∂xkw
ω
|pk ≤ (C ′)
pk
2 (C ′)
2−pk
2 = C ′
consideremos la función Gǫ definida por
Gǫ(x) =


∫ x
ǫ
ds
ω(s)
si x > ǫ
0 si x ≤ ǫ
que satisface ∫
Ωǫ
|∂xkGǫ(w)|
pk ≤ C ′
aplicando(1.36) la desigualdad de Poincaré∫
Ωǫ
|Gǫ(w)|
pk ≤ C ′′ (4.17)
si el conjunto {w = u − v > ǫ} tiene medida positiva, cuando ǫ −→ 0, ya que por
(4.5) ∫
0+
ds
ω(s)
= +∞
obtenemos ∫
Ω
|Gǫ(w)|
pk −→∞
que contradice (4.17). Por lo tanto tenemos que u ≤ v. De manera similar intercam-
biando u con v obtenemos v ≥ u, es decir u = v, por lo tanto la solución es única
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4.2. Unicidad cuando existe un termino de orden infe-
rior y pi > 2, ∀i
Consideremos el problema
 −∂xi(ai(x, u)|∂xiu|
pi−2∂xiu+ b(x, u) = f en Ω
u = 0 sobre Γ = ∂Ω
(4.18)
diremos que u ∈ W 1,
−→p
0 (Ω) es solución débil de (4.18) en el sentido que∫
Ω
ai(x, u)|∂xiu|
pi−2∂xiu∂xiv + b(x, u)v = 〈f, v〉, ∀v ∈ W
1,−→p
0 (Ω) (4.19)
Consideraciones Previas
(1) Denotamos por m(t) el modulo de la continuidad uniforme de los ai(x, u) es
decir
m(t) = ma´x
i
sup
x∈Ω,|u−v|≤t
|ai(x, u)− ai(x, v)| (4.20)
(2) Si las funciones ai(x, u), son funciones de Carathéodory uniformemente conti-
nuos con respecto a x , tenemos
m(t) −→ 0 cuando t −→ 0 (4.21)
ademásm(t) no decreciente en t es decir
t0 < t1 −→ m(t0) ≤ m(t1)
(3) Denotaremos por ω la función
ω(t) = mı´n(m(t), 1)
(4) Asumimos que es válido
0 < λ ≤ λi ≤ ai(x, u) ≤ Λ <∞, ∀i , c.t.p x ∈ Ω, ∀u ∈ R (4.22)
y ya que ai(x, u) es acotada , para alguna constante C, tenemos
|ai(x, u)− ai(x, v)| ≤ Cω(|u− v|) ∀i c.t.p x ∈ Ω, ∀u, v ∈ R (4.23)
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(5) Suponemos que existe α tal que∫
0+
ds
ωα(s)
= +∞, 1 < α ≤
pn
pn − 1
≤
pi
pi − 1
, ∀i. (4.24)
entonces, para cada ǫ > 0 existe δ(ǫ) tal que∫ ǫ
δ(ǫ)
ds
ωα(s)
= 1 (4.25)
por lo cual definimos Fǫ(x)
Fǫ(x) =


0 si x ≤ δ(ǫ),∫ x
δ(ǫ)
ds
ωα(s)
si δ(ǫ) ≤ x ≤ ǫ,
1 si ǫ ≤ x.
(4.26)
claramente esta función es Lipschitz continua, ya que tiene derivada acotada.
(6) Asumimos también que
u −→ b(x, u) es creciente (4.27)
Teorema 4.2. Mediante las consideraciones indicadas en (4.22), (4.23),(4.24),(4.28)
la solución débil u ∈ W 1,
−→p
0 (Ω) para (4.19) es única.
Demostración. Sean u, v soluciones para (4.18). Considerando w = u− v , tomamos
Fǫ(w) como función de prueba en (4.19)∫
Ω
ai(x, u)|∂xiu|
pi−2∂xiu∂xiFǫ(w) + b(x, u)Fǫ(w) = 〈f, Fǫ(w)〉∫
Ω
ai(x, v)|∂xiv|
pi−2∂xiv∂xiFǫ(w) + b(x, v)Fǫ(w) = 〈f, Fǫ(w)〉 (4.28)
de aquí obtenemos∫
Ωǫ
{ai(x, u)|∂xiu|
pi−2∂xiu− ai(x, v)|∂xiv|
pi−2∂xiv}∂xiFǫ(w)
+
∫
Ω
{b(x, u)− b(x, v)}Fǫ(w) = 0 (4.29)
como
∂xiFǫ(w) = ∂xiwF
′
ǫ(w)
además considerando ∫
Ωǫ
ai(x, u)|∂xiv|
pi−2∂xiv∂xiwF
′
ǫ(w)
en (3.50) y luego agrupando adecuadamente obtenemos
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∫
Ωǫ
ai(x, u){|∂xiu|
pi−2∂xiu−|∂xiv|
pi−2∂xiv}∂xiwF
′
ǫ(w)+
∫
Ω
{b(x, u)−b(x, v)}Fǫ(w)
=
∫
Ωǫ
{ai(x, v)− ai(x, u)}|∂xiv|
pi−2∂xiv∂xiwF
′
ǫ(w)
la integración en la integral conteniendo F ′ǫ(w) se toma solo sobre el conjunto
Ωǫ = {x : δ(ǫ) < w(x) < ǫ} (4.30)
acotemos la primera integral del lado izquierdo
(1) Considerando en la desigualdad (4.6)
σ = 0, ξi = ∂xiu, ηi = ∂xiv
(2) Como w = u− v tenemos que se cumple
|∂xiw|
pi−2 ≤ (|∂xiu|+ |∂xiv|)
pi−2
(3) De la definición se tiene
F ′ǫ(w) =
1
ωα
luego por (1),(2) y (3) tenemos∫
Ωǫ
ai(x, u){|∂xiu|
pi−2∂xiu− |∂xiv|
pi−2∂xiv}∂xiwF
′
ǫ(w)
≥
∫
Ωǫ
λ|∂xiw|
2|∂xiw|
pi−2
1
ωα
=
∫
Ωǫ
λ|∂xiw|
pi
ωα
volviendo a la igualdad , usando (4.22),(4.23) y procediendo de manera similar que
en el caso de unicidad anterior, obtenemos para alguna constante µ > 0 en el primer
sumando del lado izquierdo
µ
∑
i
∫
Ωǫ
|∂xiw|
pi
ωα
dx+
∫
Ω
{b(x, u)− b(x, v)}Fǫ(w)
≤
∑
i
∫
Ωǫ
|ai(x, v)− ai(x, u)|∂xiv|
pi−1
|∂xiw|
ωα
≤ C
∑
i
∫
Ωǫ
|∂xiw|
ω(α−1)
|∂xiv|
pi−1.
72
usando la desigualdad de Young con p = pi en el lado derecho obtenemos
≤ δ
∑
i
∫
Ωǫ
|∂xiw|
pi
ω(α−1)pi
+ C
∑
i
∫
Ωǫ
|∂xiv|
pi . (4.31)
para cualquier δ > 0 y para alguna constante C = C(δ, pi).Por las consideraciones
previas, sabemos que ω ≤ 1 por lo cual tenemos
ω(α−1)pi ≥ ωα (4.32)
ya que
α ≥ (α− 1)pi ⇐⇒ α ≤
pi
pi − 1
(4.33)
por lo tanto
≤ δ
∑
i
∫
Ωǫ
|∂xiw|
pi
ωα
+ C
∑
i
∫
Ωǫ
|∂xiv|
pi .
eligiendo δ tal que δ < µ, ahora δ es fijo. Obtenemos∫
Ω
{b(x, u)− b(x, v)}Fǫ(w) ≤ C
′
∑
i
∫
Ωǫ
|∂xiv|
pi (4.34)
para alguna constante C ′.
Además χΩǫ −→ 0 en c.t.p , y Fǫ(w) −→ 1 sobre w > 0.
tomando el límite en (4.34) obtenemos∫
u−v>0
{b(x, u)− b(x, v)} ≤ 0
por lo tanto u− v ≤ 0 , si b es monótona creciente en u. Intercambiando el papel de u
y v , obtenemos u = v siempre que α se elija tal que α ≤
pi
pi − 1
, ∀i.
Capítulo 5
Conclusiones
(1) De lo estudiado en el Capítulo 2 se concluye que para probar la existencia de
solución débil de la ecuación (2.1) a diferencia de las otras técnicas analizadas ,
el teorema del punto fijo de Schauder que esta fuertemente relacionada con los
resultados sobre operadores compactos nos permite probar que para (2.1) existe
solución débil
(2) Las ecuaciones (2.1) y (3.1) estudiados en los Capítulos 2 y 3 modelan diversos
fenomenos físicos , por lo cual es importante probar que para tales ecuaciones
existe solución. En este trabajo probamos la existencia de solución débil de am-
bas ecuaciones aplicando el teorema del punto fijo de Schauder.
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