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ON SUMMATORY ARITHMETIC FUNCTIONS AND A
VOLTERRA INTEGRAL EQUATION
ALEXANDER E PATKOWSKI
Abstract. We obtain asymptotic results for well known summatory arith-
metic functions, such as ψ(x), and establish connections to new summatory
functions. A new Volterra integral equation is offered, which is solved by sum-
matory arithmetic functions. We conclude with some further integral formulas
and provide number theoretic formulas as applications.
1. Introduction and asymptotic formulas
A summatory arithmetic function is, generally speaking, of the form
∑
n≤x a(n),
where a(n) is an arithmetic function a(n) : N → C. In studying summatory arith-
metic functions , it is desired to obtain information on its behavior when x is large.
Several famous results on this topic have a central place in the analytic theory of
numbers, such as the Prime Number Theorem [6] (a(n) = Λ(n) the von Mangoldt
function), which states
(1.1)
∑
n≤x
Λ(n) ∼ x,
as x→∞. Here f(x) ∼ g(x) means that limx→∞ f(x)/g(x) = 1. Recall the defining
property of an asymptotic expansion [2, pg.355, Property(A)] of a function f(x) is
lim
x→∞
(
xN (f(x) − FN (x))
)
= 0,
where FN (x) =
∑
0≤n≤N bnx
−n. See also [5, pg.179] for relevant material on as-
ymptotic expansions by Mellin inversion.
The main purpose of this paper is to offer new results on summatory arithmetic
functions, including asymptotics. In particular, we will show
∑
n≤x a(n) solves a
particular Volterra integral equation.
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Theorem 1.1. Let Hw(n) =
∑
d|nΛ(d)d
−w, and put w ≥ 0. We have, as y →∞,
∑
n≤y
Λ(n)
nw
{ y
n
}[ y
n
]−
∑
n≤y
Hw(n) ∼ κ(w)
+
ζ′(w)
6ζ(w)
−yζ
′(1 + w)
2ζ(1 + w)
+
∑
ρ
yρ−w(2 + w − ρ)ζ(ρ− w − 1)
2(ρ− w)(ρ− w − 1) +
∑
n≥1
y−2n−w(2 + w + 2n)ζ(−2n− w − 1)
2(2n+ w)(2n+ w + 1)
,
where κ(0) = κ(1) = 0, and otherwise
κ(w) = − (1 + w)y
1−wζ(−w)
(w − 1)w .
Proof. First, [1, pg. 526, Lemma 9] tells us that for x > 1,
(1.2) {x}[x] = 1
2πi
∫
(r)
xs
s(s− 1) ((s− 1)ζ(s) + (2− s)ζ(s − 1)) ds,
where r > 1. Hence (putting x = yn in (1.2)),
(1.3)
∑
n≤y
a(n)
nw
{ y
n
}[ y
n
] =
1
2πi
∫
(r)
ysL(s+ w)
s(s− 1) ((s− 1)ζ(s) + (2− s)ζ(s − 1))ds
=
∑
n≤y
Gw(n) +
1
2πi
∫
(r)
ysL(s+ w)
s(s− 1) (2 − s)ζ(s− 1)ds
for w ≥ 0, where Gw(n) =
∑
d|n a(d)d
−w , since L(s + w)ζ(s) =
∑
n≥1Gw(n)n
−s.
Put a(n) = Λ(n). Then the integrand has a simple poles at s = 0, s = 1, s = 1−w
if w is not 0 or 1, s = ρ− w, and s = −2n− w. Note that
lim
s→1−w
(
(s+ w − 1) y
sζ′(s+ w)
s(s− 1)ζ(s+ w) (2− s)ζ(s− 1)
)
= − (1 + w)y
1−wζ(−w)
(w − 1)w .
lim
s→0
(
s
ysζ′(s+ w)
s(s− 1)ζ(s+ w) (2− s)ζ(s− 1)
)
=
ζ′(w)
6ζ(w)
.
lim
s→1
(
(s− 1) y
sζ′(s+ w)
s(s− 1)ζ(s+ w) (2− s)ζ(s− 1)
)
= −yζ
′(1 + w)
2ζ(1 + w)
.
lim
s→ρ−w
(
(s− ρ+ w) y
sζ′(s+ w)
s(s − 1)ζ(s+ w) (2 − s)ζ(s− 1)
)
=
yρ−w(2 + w − ρ)ζ(ρ− w − 1)
2(ρ− w)(ρ− w − 1) .
lim
s→−2n−w
(
(s+ 2n+ w)
ysζ′(s+ w)
s(s − 1)ζ(s+ w) (2 − s)ζ(s− 1)
)
=
y−2n−w(2 + w + 2n)ζ(−2n− w − 1)
2(2n+ w)(2n+ w + 1)
.
Collecting these residues gives the result. 
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Note that this result is only valid asymptotically, as the sums diverge, due to
the growth of the terms involving the negative real part of ζ(s). Possible uses of
Theorem 1 for approximation could be achieved by truncating the two divergent
sums. In the case w = 0, H0(n) = log(n), the left hand side is then
∑
n≤y
Λ(n){ y
n
}[ y
n
]− log(Γ(y + 1)).
The interested reader may further analyze the growth of sum on the left hand side
using Stirling’s formula for Γ(y).
Let pj(x) denote a polynomial of degree j. Since the sum over ρ contains the ratio
p1(ρ)/p2(ρ), we investigate the convergence of a similar sum involving p0(ρ)/p1(ρ).
This simplifies our arguments while still achieving our objective of showing diver-
gence.
Lemma 1.2. Assume the Riemann Hypothesis. Then the sum
∑
ρ
xρζ(ρ−M ′)
ρ
diverges for real numbers M ′ ≥ 1.
Proof. First we assume ℜ(ρ) = 12 . If σ < 0, then it is known through the functional
equation that [6, pg.95, eq.(5.1.1)] |t| 12−σ ≫ ζ(σ + it) ≫ |t| 12−σ. Hence |γ|M ′ ≫
ζ(ρ−M ′)≫ |γ|M ′ , for M ′ > 12 as γ →∞. To see this, note that if γk = ℑ(ρk) for
the kth zero, then [6, pg.214, eq.(9.4.4)]
γk ∼ 2πk
log(k)
,
as k→∞.
In particular, for any integer M ′ > 12 ,
|ζ(1
2
−M ′ + iγk)| < C1 (γk)M
′ ∼ C1
(
2πk
log(k)
)M ′
,
for a positive constant C1, as k →∞.
For M ′ > 12 ,
(1.4) y1/2
∑
0<γ≤T
|γ|M ′
γ
≪
∑
0<γ≤T
yρζ(ρ−M ′)
ρ
≪ y1/2
∑
0<γ≤T
|γ|M ′
γ
.
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By [6, Theorem 9.4], as T →∞,
(1.5) N(T ) :=
∑
0<γ≤T
1 ∼ 1
2π
T log(T ).
If M ′ = 1 then (4) is approximately
√
yN(T ), which by (5) tends to infinity when
T →∞. The result now follows for M ≥ 1 from the squeeze theorem. 
Comparing the sum over ρ in our theorem with Lemma 1, shows it is also
divergent. Recall [6, pg.96, eq.(5.1.6)] that the Lindelo¨f Hypothesis states that
|t| 12−σ ≫ ζ(σ + it) ≫ |t| 12−σ for σ < 12 . Note that if we assume the Lindelo¨f
Hypothesis, the sum in Lemma 1 diverges for M ′ > 0.
It is interesting to observe that we may further simplify the integral we used in
the following way.
(1.6)
∑
n≤x
a(n)
nw
{x
n
}[x
n
] =
1
2πi
∫
(r)
xsL(s+ w)
s(s− 1) ((s− 1)ζ(s) + (2− s)ζ(s− 1)) ds
=
∑
n≤x
Gw(n) +
1
2πi
∫
(r−1)
xs+1L(s+ 1 + w)
s(s+ 1)
(1− s)ζ(s)ds
=
∑
n≤x
Gw(n) +
∫ x
0

∑
n≤y
Gw+1(n)− y
2
2
L(2 + w)

 dy
+
1
2πi
∫
(r)
xsL(s+ w)
s
ζ(s − 1)ds
=
∑
n≤x
Gw(n) +
∫ x
0

∑
n≤y
Gw+1(n)− y
2
2
L(2 + w)

 dy
+

∑
n≤x
nGw+1(n)− x
2
2
L(2 + w)

 .
Theorem 1.3. Let µ(n) denote the Mo¨bius function. As y →∞
−
∑
n≤y
µ(n) log(n){ y
n
}[ y
n
]− ψ(y) ∼ y
2
+
∑
ρ
R¯ρ(y)y
ρ +
∑
n≥1
R¯−2n(y)y
−2n.
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Proof. If in (1.3) we choose a(n) = −µ(n) log(n), we have that
(1.7)
−
∑
n≤y
µ(n) log(n){ y
n
}[ y
n
] =
1
2πi
∫
(r)
ysζ′(s)
ζ2(s)s(s− 1) ((s− 1)ζ(s) + (2− s)ζ(s− 1))ds
=
∑
n≤y
Λ(n) +
1
2πi
∫
(r)
ysζ′(s)
ζ2(s)s(s− 1)(2− s)ζ(s − 1)ds
=
∑
n≤y
Λ(n) +
1
2πi
∫
(r−1)
ys+1ζ′(s+ 1)
ζ2(s+ 1)s(s+ 1)
(1− s)ζ(s)ds
This last integral has poles at s = 0, s = 1, s = ρ−1, and s = −2n−1.We compute
the residues as (and define a function R¯z(y))
lim
s→0
(
s
ys+1ζ′(s+ 1)
ζ2(s+ 1)s(s+ 1)
(1− s)ζ(s)
)
=
y
2
.
lim
s→1
(
(s− 1) y
s+1ζ′(s+ 1)
ζ2(s+ 1)s(s+ 1)
(1 − s)ζ(s)
)
= 0.
yρR¯ρ(y) := lim
s→ρ−1
d
ds
(
(s− (ρ− 1))2 y
s+1ζ′(s+ 1)
ζ2(s+ 1)s(s+ 1)
(1 − s)ζ(s)
)
=
− y
ρ
(ρ− 1)2ρ2ζ′(ρ)
(
ρ3ζ′(ρ− 1)− 3ρ2ζ′(ρ− 1) + 2ρζ′(ρ− 1)
−ρ2ζ(−1+ρ)+4ρζ(−1+ρ)−2ζ(−1+ρ)+log(y)ρ3ζ(−1+ρ)−3 log(y)ρ2ζ(−1+ρ)+2 log(y)ρζ(−1+ρ)
)
.
Combining these computations with Cauchy’s residue theorem gives the result. 
A direct consequence of this theorem is that
(1.8) −
∑
n≤y
µ(n) log(n){ y
n
}[ y
n
] ∼ 3y
2
,
as y →∞. This tells us that the growth order of the sum (1.8) is the same as ψ(y).
If we choose a(n) = µ(n), w = 0, in (1.3) and let φ(n) be the Euler totient
function, we have for x > 1,
(1.9)
∑
n≤x
µ(n){x
n
}[x
n
] = 1 +
∫ x
0

∑
n≤y
φ(n)
n
− 6y
2
2π2

 dy +

∑
n≤x
φ(n)− 6x
2
2π2

 .
The far right hand side of (1.9) may be recognized as the error term E(x) for the
summatory Euler totient function [3], which has been estimated in [7].
If we compute residue at s = 1, and s = 0 of (1.2), we get
(1.10) {y}[y] = y
2
− 1
3
+
1
2πi
∫
(r′)
ys
s(s− 1) ((s− 1)ζ(s) + (2− s)ζ(s− 1)) ds,
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for −1 < r′ < 0. This reduces to
(1.11) {y}[y] = y
2
− 1
3
+
1
2
− {y}+ 1
2πi
∫
(r′)
ys
s(s− 1)(2− s)ζ(s − 1)ds.
Using similar arguments it is possible to prove
(1.12)
{y}[y] = [y] + 1
2
+
1
2πi
∫
(r)
ys
s(s− 1)(2 − s)ζ(s− 1)ds
= [y] +
1
2
+
1
2πi
∫
(r−1)
ys+1
s(s+ 1)
(1 − s)ζ(s)ds
= [y] +
1
2
− 1
2
({y}2 + [y]) + 1
2πi
∫
(r−1)
ys+1
(s+ 1)
ζ(s)ds
= [y] +
1
2
− 1
2
({y}2 + [y]) + 1
2πi
∫
(r)
ys
s
ζ(s− 1)ds
We can get y = xn > 1
∑
n≤x
µ(n)
(
{x
n
}[x
n
]− [x
n
]− 1
2
+
1
2
({x
n
}2 + [x
n
])
)
=
∑
n≤x
φ(n)− 3x
2
π2
.
2. A Volterra Integral Equation
Recall that for a function f(y) ∈ C[q0, q1], the Volterra integral equation of the
second kind has the form [4, pg.41], y ∈ [q0, q1],
f(y) = g(y) +
∫ y
q0
K(y, x)f(x)dx.
It is known that the solutions to the Volterra integral equation of the second kind
are unique [4, pg.41, Theorem 3.10]. Furthermore, f(y) possesses a convergent
Neumann series representation [4, pg.196, Theorem 10.20] (see also [4, pg.193,
Theorem 10.15]).
Theorem 2.1. The Dirichlet polynomial Dw(y) :=
∑
n≤y a(n)/n
w, for w ≥ 1, is
a solution to the Volterra integral equation
Dw(y) = Fw(y) +
1
y
∫ y
0
Dw(y0)dy0,
where Fw(y) :=
∑
n≤y a(n){ny }/nw. Furthermore, we have the Neumann-type se-
ries,
Dw(y) = Fw(y)+
1
y
∫ y
0
Fw(y0)dy0+
∑
k≥1
1
y
∫ y
0
∫ y0
0
· · ·
∫ yk−1
0
Fw(yk)
y0y1 · · · yk−1 dy0 · · · dyk.
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Proof. From [6, pg.15]
∫ 1
0
(
1
2
− {x}
)
x−s−1dx =
1
s(s− 1) +
1
2s
,
for ℜ(s) < 0. This is equivalent to
(2.1)
(
1
2
− {x}
)
=
1
2πi
∫
(l)
(
1
s(s− 1) +
1
2s
)
xsds,
l < 0, for 0 < x < 1. Selecting x = ny in (2.1), and inverting the desired sum gives,
for y > 0,
∑
n<1/y
a(n)
n
(
1
2
− {ny}
)
=
1
2πi
∫
(l)
(
1
s(s− 1) +
1
2s
)
L(1− s)ysds.
Replacing s by 1− s we have
∑
n<1/y
a(n)
n
(
1
2
− {ny}
)
=
1
2πi
∫
(1−l)
(
1
s(s− 1) +
1
2(1− s)
)
L(s)y1−sds.
Replacing s by s + 1, and replace y by 1/y, we get (since −l > 0, and L(s + 1) is
analytic for ℜ(s) > 0)
∑
n≤y
a(n)
n
(
1
2
− {n
y
}
)
=
1
2πi
∫
(−l)
(
1
s(s+ 1)
− 1
2s
)
L(s+ 1)ysds
= −1
2
∑
n≤y
a(n)
n
+
1
y
∫ y
0

∑
n≤t
a(n)
n

 dt.
We have proven that,
∑
n≤y
a(n)
n
(
1− {n
y
}
)
=
1
y
∫ y
0

∑
n≤t
a(n)
n

 dt.
Giving the Volterra integral equation with f(y) =
∑
n≤y
a(n)
n ,
(2.2) f(y) = g(y) +
1
y
∫ y
0
f(y0)dy0,
and by [4, pg.196, Theorem 10.20], we get the convergent Neumann series,
f(y) = g(y) +
1
y
∫ y
0
g(y0)dy0 +
∑
k≥1
1
y
∫ y
0
∫ y0
0
· · ·
∫ yk−1
0
g(yk)
y0y1 · · · yk−1 dy0 · · · dyk.
Replacing a(n) by a(n)n−w+1 gives the theorem. 
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Note that the only solution to the homogeneous form of (2.2) is the constant
function. This may be seen by noting that if f(y) is a suitable analytic function,
then it possesses a Taylor series with coefficients bn, say. Subsequently, after equat-
ing coefficients, the homogenous form (g(y) = 0) implies that the coefficients of f(y)
satisfy bn = (n+ 1)bn. Therefore, bn = 0 for n > 0, and the solution is f(y) = b0.
A similar integral equation was found in [3], however our kernel differs since
K(x, t) = 1/x for 0 < t ≤ x, while theirs has K(x, t) = 1/t for 0 < t ≤ x. It is also
possible to recast our integral equation in the form of a Boundary value problem
with criteria for the Riemann Hypothesis. Namely, if w ≥ 1,
d
dx
(xDw(x)) +
d
dx
(xUw(x)) = Dw(x),
where Uw(x) =
∑
n≤x
µ(n)
nw {nx}. The solution being
∑
n≤x µ(n)n
−w, is equivalent to
the Riemann Hypothesis if we impose the ”boundary condition” that
∑
n≤x µ(n)n
−w =
O(x
1
2
−w+ǫ), for every ǫ > 0, as x→∞.
3. Further Integral formulas and applications
In this section we write down some observations we made concerning different
forms of integrals that may be evaluated. These integrals can be roughly categorized
as belonging to the family of integrals in [1].
Theorem 3.1. For −1 < ℜ(s) < 0,
∫ ∞
0
{x}2x−s−1
x2 − [x]2 − {x}[x]dx = −
ζ(s+ 1)
s+ 1
.
Proof. From [6, pg.14, eq.(2.1.5)], we have for 0 < ℜ(s) < 1,
(3.1)
ζ(s)
s
= −
∫ ∞
0
{x}x−s−1dx
= −
∑
k≥0
∫ 1
0
x
(x+ k)s+1
dx.
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A computation yields,
∫ ∞
0
{x}2x−s−1
x2 − [x]2 − {x}[x]dx =
∑
k≥0
∫ k+1
k
{x}2x−s−1
x2 − [x]2 − {x}[x]dx
=
∑
k≥0
∫ 1
0
x2
((x + k)2 − k2 − xk)(x + k)s+1 dx
=
∑
k≥0
∫ 1
0
x2
(x2 + xk)(x+ k)s+1
dx
=
∑
k≥0
∫ 1
0
x
(x+ k)s+2
dx = −ζ(s+ 1)
s+ 1
.
Here in the last line we have employed (3.1), and have take into account the valid
region for s. 
Using similar arguments, we can use (1.2) to obtain the following theorem.
Theorem 3.2. For ℜ(s) > 0, we have
∫ ∞
0
{x}2[x]x−s−1
x2 − [x]2 − {x}[x]dx =
1
s(s+ 1)
(sζ(s+ 1) + (1− s)ζ(s)) .
Next we consider a series identity as an application of Theorem 3.1.
Theorem 3.3. For x > 0, we have
−
∑
n≥1
Λ(n)
n
{nx}2
(nx )
2 − [nx ]2 − {nx}[nx ]
= 1−2γ−log(x)+
∑
ρ
ζ(2 − ρ)
(2− ρ) x
1−ρ+
∑
n≥1
ζ(2 + 2n)
(2 + 2n)
x1−2n.
Proof. From Theorem 4, we have for −1 < r′ < 0,
∑
n≥1
Λ(n)
n
{nx}2
(nx )
2 − [nx ]2 − {nx}[nx ]
= − 1
2πi
∫
(r′)
ζ′(1− s)ζ(s+ 1)
ζ(1 − s)(s+ 1) x
sds
= − 1
2πi
∫
(1−r′)
ζ′(s)ζ(2 − s)
ζ(s)(2 − s) x
1−sds.
The integrand has a double pole at s = 1, and simple poles at s = ρ, and s = −2n.
For the first residue, we compute
lim
s→1
(
d
ds
(s− 1)2 ζ
′(s)ζ(2 − s)
ζ(s)(2 − s) x
1−s
)
= 1− 2γ − log(x).
The remaining computations are standard and therefore omitted. 
Note that the sums on the right hand side of Theorem 3.3 are absolutely con-
vergent since ζ(s) ≪ 1, when σ > 1, and so the formula is exact rather than
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asymptotic.
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