Challenging design problems arise regularly in modern fault diagnosis systems. Unfortunately, classical analytical techniques often cannot provide acceptable solutions to such difficult tasks. This explains why soft computing techniques such as neural networks become more and more popular in industrial applications of fault diagnosis. Taking into account the two crucial aspects, i.e., the nonlinear behaviour of the system being diagnosed as well as the robustness of a fault diagnosis scheme with respect to modelling uncertainty, two different neural network based schemes are described and carefully discussed. The final part of the paper presents an illustrative example regarding the modelling and fault diagnosis of a DC motor, which shows the performance of the proposed strategy.
Introduction
One of the most well-known approaches to residual generation is the model based concept. In the general case, this concept can be realized using different kinds of models: analytical, knowledge based and data based ones (Blanke et al., 2003; Chen and Patton, 1999; Iserman, 2006; Korbicz et al., 2004; Korbicz et al., 2007; Witczak, 2007) . Unfortunately, the analytical model based approach is usually restricted to simpler systems described by linear models. When there are no mathematical models of the diagnosed system or the complexity of a dynamic system increases and the task of modelling is very difficult to solve, analytical models cannot be applied or cannot give satisfactory results. In these cases data based models, such as neural networks, fuzzy sets or their combination (neurofuzzy networks), can be considered (Rutkowski, 2004) .
In the framework of Fault Detection and Isolation (FDI), robustness plays an important role. Model based fault diagnosis is built on a number of idealized assumptions. One of them is that the model of the system is a faithful replica of plant dynamics. Another one is that disturbances and noise acting upon the system are known. This is, of course, not possible in engineering practice. The robustness problem in fault diagnosis can be defined as the maximization of the detectability and isolability of faults and simultaneously the minimization of uncontrolled effects such as disturbances, noise, changes in inputs and/or the state, etc. (Chen and Patton, 1999) . In the fault diagnosis area, robustness can be achieved in two ways (Chen and Patton, 1999; Puig et al., 2006): 1. active approaches -based on generating residuals insensitive to model uncertainty and simultaneously senstitive to faults, 2. passive approaches -enhancing the robustness of the fault diagnosis system to the decision making block.
Active approaches to fault diagnosis are frequently realized using, e.g., unknown input observers, robust parity equations or H ∞ . However, in the case of models with uncertainty located in the parameters, perfect decoupling of residuals from uncertainties is limited by the number of available measurements (Gertler, 1998 ). An alternative solution is to use passive approaches, which propagate uncertainty into residuals. Robustness is then achieved through the use of adaptive thresholds. The passive approach has an advantage over the active one because it can achieve the robustness of the diagnosis procedure in spite of uncertain parameters of the model and without any approximation based on simplifications of the underlying parameter representation. A shortcoming of passive approaches is that faults producing a residual deviation smaller than model uncertainty can be missed. Unfortunately, as can be observed in the literature (Blanke et al., 2003; Chen and Patton, 1999; Is-erman, 2006; Korbicz et al., 2004; Witczak, 2007; Rodrigues et al., 2007) , most of the existing approaches (both passive and active) were developed for linear systems. Since most industrial systems exhibit nonlinear behaviour, this may considerably limit their practical applications. Taking into account such a situation, the main objective of this paper is to describe two neural network based passive approaches that can be used for robust fault diagnosis of nonlinear systems.
The approaches presented in the literature try to obtain a neural model that is best suited to a particular data set. This may result in a model with a relatively large uncertainty. A degraded performance of fault diagnosis constitutes a direct consequence of using such models. To settle such a problem within the framework of this paper, it is proposed to use two different strategies:
Model error modelling: this approach makes it possible to obtain a description of an existing neural model, which then can be used for robust fault diagnosis;
Robust GMDH neural network: this approach makes it possible to obtain a model with a possibly small uncertainty as well as to estimate its uncertainty, which then can be used for robust fault diagnosis.
Taking into account the above discussion, the paper is organised as follows: Section 2 presents two alternative neural network based approaches to robust fault diagnosis. Subsequently, Section 3 presents an application of the model error modelling strategy for fault diagnosis of a DC motor. Finally, the last section concludes the paper.
Neural network based FDI
Artificial Neural Networks (ANNs) have been intensively studied during the last two decades and successfully applied to dynamic system modelling and fault diagnosis (Narendra and Parthasarathy, 1990; Frank and Köppen-Seliger, 1997; Köppen-Seliger and Frank, 1999; Korbicz et al., 2004; Korbicz, 2006; Witczak, 2006; Patan, 2007c) . Neural networks stand for an interesting and valuable alternative to the classical methods, because they can deal with very complex situations which are not sufficiently defined for deterministic algorithms. They are especially useful when there is no mathematical model of a process being considered. In such situations, the classical approaches, such as observers or parameter estimation methods, cannot be applied. Neural networks provide excellent mathematical tools for dealing with nonlinear problems (Haykin, 1999; Nelles, 2001; Norgard et al., 2000) . They have an important property owing to which any nonlinear function can be approximated with an arbitrary accuracy using a neural network with a suitable architecture and weight parameters. For continuous mappings, one hidden layer based ANN is sufficient, but in other cases, two hidden layers should be implemented. ANNs are parallel data processing tools capable of learning functional dependencies of the data. This feature is extremely useful for solving various pattern recognition problems. Another attractive property is the self-learning ability. A neural network can extract the system features from historical training data using a learning algorithm, requiring little or no a priori knowledge about the process. This makes ANNs nonlinear modelling tools of a great flexibility. Neural networks are also robust with respect to incorrect or missing data. Protective relaying based on ANNs is not affected by a change in the system operating conditions. Neural networks also have high computation rates, substantial input error tolerance and adaptive capability. These features allow applying neural networks effectively to the modelling and identification of complex nonlinear dynamic processes and fault diagnosis (Marcu et al., 1999; Patan and Parisini, 2005) .
Locally recurrent neural network.
Let us consider a discrete-time neural network with n inputs and m outputs. The network structure is composed of two processing layers with v 1 neurons with Infinite Impulse Response (IIR) filters in the first layer and v 2 neurons with Finite Impulse Response (FIR) filters in the second layer. Each neuron consists of a filter of order r. The state of such a network is represented as follows:
where
represents the states of the first layer and
represents the states of the second layer, A 1 ∈ R N1×N1 and A 1 ∈ R N2×N2 are the block diagonal state matrices of the first and second layers, respectively, W 1 ∈ R N1×n is the input weight matrix, W 2 ∈ R N2×v1 is the weight matrix between the first and second layers, W u ∈ R N2×n is the weight matrix between the input and the second layer, B 1 ∈ R v1×N1 is the block diagonal matrix of feedforward filter parameters of the first layer, D 1 ∈ R v1×n is the transfer matrix, g 1 1 denotes the vector of biases of the first layer, G 1 2 ∈ R v1×v1 is the diagonal matrix of the slope parameters of the first layer, and σ : R v1 → R v1 is a nonlinear vector-valued function. A detailed form of the network matrices can be found in (Patan, 2008) .
Neurons of the second layer receive excitation not only from the neurons of the previous layer, but also from the external inputs (Fig. 1) . The first layer includes neurons with IIR filters while the second one consists of neurons with FIR filters. In this case, the second layer of the network is not a hidden one, contrary to the original structure of locally recurrent networks (Patan and Parisini, 2005) . The following result presents approximation abbilities of the modified neural network: Theorem 1. (Patan, 2007a) 
with an initial state z(0) ∈ Z, for arbitrary > 0 and an integer 0 < I < +∞, there exist integers v 1 and v 2 as well as a neural network of the form (1) with an appropriate initial state x(0) such that for any bounded input
The network structure (1) is not a strict feedforward one, as it has a cascade structure. The introduction of an additional weight matrix W u renders it possible to obtain a system equivalent to the classical locally recurrent network with two hidden layers (Patan and Parisini, 2005) , but the main advantage of this representation is that the whole state vector is available from the neurons of the second layer of the network. This fact is of crucial importance taking into account the training of the neural network. If the output y(k) is
then weight matrices can be determined using a training process, which minimizes the error between the network output and measurable process states. Usually, in engineering practice, not all process states are directly available (measurable). In such cases, the dimension of the output vector is rather lower than the dimension of the state vector, and the network output can be produced in the following way:
In such cases, the cascade neural network contains an additional layer of static linear neurons playing the role of the output layer ( Fig. 1 ).
Robustness via model error modelling.
A robust identification procedure should deliver not only a model of a given process, but also a reliable estimate of the uncertainty associated with the model. Two main ideas exist to deal with the uncertainty associated with the model. The first group of approaches, the so-called set membership identification (Milanese, 2004; Duzinkiewicz, 2006) or bounded error approaches (Walter and Pronzato, 1997) , relies on the assumption that the identification error is unknown but bounded. In this framework, robustness is hardly integrated with the identification process.
A somewhat different approach is to identify the process without robustness deliberations first, and then consider robustness as an additional step. This usually leads to least squares estimation and prediction error methods. Model Error Modelling (MEM) employs prediction error methods to identify a model from input-output data (Reinelt et al., 2002) . After that, one can estimate the uncertainty of the model by analyzing residuals evaluated from the inputs. Uncertainty is a measure of unmodelled dynamics, noise and disturbances. The identification of residuals provides the so-called error model. In the original algorithm, a nominal model along with uncertainty is constructed in the frequency domain adding frequency by frequency the model error to the nominal model (Reinelt et al., 2002) . Below, an algorithm to form uncertainty bands in the time domain is proposed, intended for use in the fault diagnosis framework . The design procedure is described by the following steps:
1. Using a model of the process, compute the residual r = y − y m , where y and y m are desired and model outputs, respectively.
Collect the data {u
and identify an error model using these data. This model constitutes an estimate of the error due to undermodelling, and it is called the error model. The model error modelling scheme can be carried out by using neural networks of the dynamic type. Both the fundamental model of the process and the error model can be modelled utilizing such networks. Assuming that the fundamental model of the process has already been constructed, the next step is to design the error model. In this case, a neural network is used to model an "error" system with input u and output r. After training, the response of this model is used to form uncertainty bands, where the centre of the uncertainy region is obtained as a sum of the output of the system model and the output of the error model. Then, the upper band can be calculated as
and the lower band in the following way:
where y e is the output of the error model on the input u, t β is the N (0, 1) tabulated value assigned to a given confidence level, e.g, β = 0.05 or β = 0.01, v is the standard deviation of y e . It should be kept in mind that y e represents not only a residual but also structured uncertainty, disturbances, etc. Therefore, the uncertainty bands (6) and (7) should work well only assuming that the signal y e has a normal distribution. The centre of the uncertainty region is the signal y m + y e ≈ y. Now, observing the system output y, one may make a decision whether or not a fault occurred. If y is inside the uncertainty region, the system is healthy.
Robust GMDH neural networks.
Successful application of ANNs in system identification and fault diagnosis tasks (Witczak, 2006) depends on a proper selection of the neural network architecture. In the case of classical ANNs such as MLPs, the problem reduces to the selection of the number of layers and the number of neurons in a particular layer. If the obtained network does not satisfy prespecified requirements, then a new network structure is selected and the parameter estimation is repeated once again. The determination of the appropriate structure and parameters of the model in the presented way is a complex task. Furthermore, an arbitrary selection of the ANN structure can be a source of model uncertainty. Thus, it seems desirable to have a tool which can be employed for automatic selection of the ANN structure, based only on the measured data. To overcome this problem, GMDH neural networks (Ivakhnenko and Mueller, 1995; Witczak et al., 2006) have been proposed. The synthesis process of a GMDH model is based on iterative processing of a sequence of operations. This process leads to the evolution of the resulting model structure in such a way as to obtain the best quality approximation of the identified system. Thus, the task of designing a neural network is defined in such a way as to obtain a model with a small uncertainty. The idea of the GMDH approach rests on replacing the complex neural model by a set of hierarchically connected neurons. The behaviour of each neuron should reflect the behaviour of the modelled system. From the rule of the GMDH algorithm it follows that the parameters of each neuron are estimated in such a way that their output signals are the best approximation of the real system output. In this situation, the neuron should have an ability to represent the dynamics. One way out of this problem is to use dynamic neurons (Patan and Parisini, 2005) . Dynamics in this neuron are realized by introducing a linear dynamic system-an IIR filter. The process of GMDH network synthesis leads to the evolution of the resulting model structure in such a way as to obtain the best quality approximation of the real system. An outline of the GMDH algorithm can be as follows :
Step 1: Determine all neurons (estimate their parameter vectors p (l) n with the training data set T ) whose inputs consist of all possible couples of input variables, i.e., (r − 1)r/2 couples, where r is the dimension of the system input vector.
Step 2: Using a validation data set V, not employed during the parameter estimation phase, select several neurons which are best fitted in terms of the chosen criterion.
Step 3: If the termination condition is fulfilled (either the network fits the data with a desired accuracy, or the introduction of new neurons did not induce a significant increase in the approximation abilities of the neural network), then STOP. Otherwise, use the outputs of the best-fitted neurons (selected in
Step 2) to form the input vector for the next layer, and then go to Step 1.
To obtain the final structure of the network, all unnecessary neurons are removed, leaving only those which are relevant to the computation of the model output. The procedure of removing the unnecessary neurons is the last stage of the synthesis of the GMDH neural network. The appealing feature of the above algorithm is that the techniques for parameter estimation of linear-in-parameter models can be used during the realization of Step 1. This is possible under the standard invertibility assumption of the activation function of a network.
Confidence estimation of GMDH neural networks.
Even though the application of the GMDH approach to model structure selection can improve the quality of the model, the resulting structure is not the same as that of the system. It can be shown (Mrugalski, 2004) that the application of the classic evaluation criteria like the Akaike Information Criterion (AIC) and the Final Prediction Error (FPE) (Ivakhnenko and Mueller, 1995; Mueller and Lemke, 2000) can lead to the selection of inappropriate neurons and, consequently, to unnecessary structural errors.
Apart from the model structure selection stage, inaccuracy in parameter estimates also contributes to modelling uncertainty. Indeed, while applying the leastsquare method to parameter estimation of neurons, a set of restrictive assumptions has to be satisfied (see, e.g., for further explanations). An effective remedy to such a challenging problem is to use the so-called Bounded Error Approach (BEA) (Milanese et al., 1996; Witczak et al., 2006) . Let us consider the following system:
where r(k) stands for the regressor vector, p ∈ R np denotes the parameter vector, and ε(k) represents the difference between the original system and the model. The problem is to obtain a parameter estimate vectorp, as well as an associated parameter uncertainty required to design robust fault detection system. The knowledge regarding the set of admissible parameter values allows obtaining the confidence region of the model output which satisfies
whereỹ m (k) andỹ M (k) are respectively the minimum and maximum admissible values of the model output that are consistent with the input-output measurements of the system. It is assumed that ε(k) consists of a structural deterministic error caused by the model-reality mismatch, and the stochastic error caused by the measurement noise is bounded as follows:
where the bounds ε m (k) and ε M (k) (ε m (k) = ε M (k)) can be estimated . The idea underlying the bounded error approach is to obtain a feasible parameter set P (Milanese et al., 1996) that is consistent with the input-output measurements used for parameter estimation. The resulting P is described by a polytope defined by a set of vertices V. Thus, the problem of determining model output uncertainty can be solved as follows:
As has been mentioned, the neurons in the l-th (l > 1) layer are fed with the outputs of the neurons from the (l − 1)-th layer. In order to modify the above approach for the uncertain regressor case, let us express the unknown "true" value of the regressor r n (k) by a difference between a measured value of the regressor r(k) and the error in the regressor e(k):
where it is assumed that the error e(k) is bounded as
Using (8) and substituting (13) into (14), one can define the space containing the parameter estimates:
which makes it possible to adapt the above-described technique to the error-in-regressor case .
The proposed modification of the BEA makes it possible to estimate the parameter vectors of the neurons from the l-th layer, l > 1. Finally, it can be shown that the model output uncertainty has the following form:
In order to adapt the presented approach to the parameter estimation of nonlinear neurons with an activation function ξ(·), it is necessary to transform the relation
using ξ −1 (·), and hence
Knowing the model structure and possessing the knowledge regarding its uncertainty, it is possible to design a robust fault detection scheme with an adaptive threshold. The model output uncertainty interval, calculated with the application of the GMDH model, should contain the real system response in the fault-free mode. Therefore, the system output should satisfỹ
This means that robust fault detection boils down to checking if the output of the system satisfies (19). Thus, when (19) is violated, a fault symptom occurs.
Theoretical comparison.
The main objective of this section is to compare the design techniques and the resulting neural network fault diagnosis schemes presented in Section 2. In general, the design techniques described in Sections 2.1 and 2.3 lead to the same type of a neural network, i.e., a feedforward neural network with dynamic neuron models. The main difference is that the GMDH network structure (Secton 2.3) is selected automatically while the structure of a network described in Section 2.1 is arbitrarily selected. Another crucial difference is that the parameters of GMDH neurons are estimated independently while in the case of the network described in Section 2.1 this is realized simultaneously. This means that the parameter vector associated with a neuron is optimal for this particular neuron only. On the other hand, this parameter vector may not be optimal from the point of view of the entire network. Such circumstances rise the need for the retraining of the GMDH neural network after the automatic selection of the model structure. This leads directly to an obvious equivalence between the above-mentioned procedures, which makes their empirical comparison senseless. A similar line of reasoning can be realized for the adaptive threshold determination techniques described in Sections 2.2 and 2.3.1. In particular, in the first case a neural network is used to determine the interval containing the possible system response, while in the second case the output interval is determined with the knowledge about the parameter uncertainty of a neural model of the system. As can be shown (Witczak, 2007) , the performance of such techniques strongly depends on the experimental conditions employed during the design procedure. In other words, a direct answer regarding the superiority of one of these technique cannot be formulated, which makes their empirical comparison senseless. Thus, they should be perceived as two alternative design procedures.
Therefore, in the further part of the paper, the model error modelling procedure is applied to design the FDI system for a DC motor.
Neural network based fault diagnosis of a DC motor
Electrical motors play a very important role in safe and efficient work of modern industrial plants and processes. Early diagnosis of abnormal and faulty states renders it possible to perform important preventing actions, and it allows one to avoid heavy economic losses involved in stopped production, or the replacement of elements or parts (Chen and Patton, 1999) . To keep an electrical machine in the best condition, several techniques such as fault monitoring or diagnosis should be implemented. Conventional DC motors are very popular, because they are reasonably cheap and easy to control. Unfortunately, their main drawback is the mechanical collector, which has only a limited life span. In addition, brush sparking can destroy the rotor coil, generate electromagnetic compatibility problems and reduce insulation resistance to an unacceptable limit (Moseler and Isermann, 2000) . Moreover, in many cases, electrical motors operate in closed-loop control and small faults often remain hidden by the control loop. It is only if the whole device fails that the failure becomes visible. Therefore, there is a need to detect and isolate faults as early as possible. Recently, a great deal of attention has been paid to electrical motor fault diagnosis (Nandi et al., 2005; Li et al., 2004; Moseler and Isermann, 2000; Xiang-Qun and Zhang, 2000; Fuessel and Isermann, 2000) . In general, the elaborated solutions can be splitted into three categories: signal analysis methods, knowledge based methods and model based approaches (Xiang-Qun and Zhang, 2000; Korbicz et al., 2004) .
In this section, robust model based fault diagnosis of the AMIRA DR300 laboratory system is presented. The laboratory system shown in Fig. 2 is used to control the rotational speed of a DC motor with a changing load. The laboratory object considered consists of five main elements: a DC motor M1, a DC motor M2, two digital increamental encoders and a clutch K. The input signal of the engine M1 is an armature current and the output one is the angular velocity. The available sensors for the output are an analog tachometer on an optical sensor, which generates impulses that correspond to the rotations of the engine, and a digital incremental encoder. The shaft of the motor M1 is connected with the identical motor M2 by the clutch K. The second motor M2 operates in the generator mode and its input signal is an armature current. The available measuremets of the plant are as follows:
• motor current I m -the motor current of the DC motor M1,
• generator current I g -the motor current of the DC motor M2,
• tachometer signal T , and control signals include:
• motor control signal C m -the input of the motor M1,
• generator control signal C g -the input of the motor M2.
The separately excited DC motor is governed by two differential equations. The classical description of the electrical subsystem is given by the equation
where u(t) is the motor armature voltage, R is the armature coil resistance, i(t) is the motor armature current, L is the motor coil inductance, and e(t) is the induced electromotive force. The counter electromotive force is proportional to the angular velocity of the motor: Towards robustness in neural network based fault diagnosis
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where K e stands for the motor voltage constant and ω(t) is the angular velocity of the motor. In turn, the mechanical subsystem can be derived from a torque balance:
where J is the motor moment of inertia, T m is the motor torque, B m is the viscous friction torque coefficient, T l is the load torque, and T f (ω(t)) is the friction torque. The motor torque T m (t) is proportional to the armature current
where K m stands for the motor torque constant. The friction torque can be considered as a function of the angular velocity and it is assumed to be the sum of the Stribeck, Coulumb and viscous components. The viscous friction torque opposes motion and it is proportional to the angular velocity. The Coulomb friction torque is constant at any angular velocity. The Stribeck friction is a nonlinear component occuring at low angular velocities. Although the model (20)- (23) has a direct relation to the motor physical parameters, the true relation between them is nonlinear. There are many nonlinear factors in the motor, e.g., the nonlinearity of the magnetization characteristic of the material, the effect of material reaction, the effect caused by an eddy current in the magnet, residual magnetism, the commutator characteristic, mechanical frictions (XiangQun and Zhang, 2000) . These factors are not shown in the model (20)- (23). Summarizing, the DC motor is a nonlinear dynamic process, and to model it suitably nonlinear modelling, e.g., dynamic neural networks (Patan, 2007a) , should be employed. The motor described works in closed-loop control with the PI controller. It is assumed that the load of the motor is zero. The objective of system control is to keep the rotational speed at the constant value equal to 2000. Additionally, it is assumed that the reference value is corrupted by additive white noise.
Motor modelling. A separately excited DC motor was modelled by using the dynamic neural network (1) proposed in Section 2.1. The model of the motor was selected as follows:
The following input signal was used in the experiments:
The input signal (25) is persistantly exciting of order 6 (Ljung, 1999) . Using (25), a learning set containig 1000 samples was formed. The neural network model (1) and (5) had the following structure: one input, three IIR neurons with first order filters and hyperbolic tangent activation functions, six FIR neurons with first order filters and linear activation functions, and one linear output neuron (Patan, 2007b; Patan et al., 2007) . The neural model structure was selected using the "trial and error" method. The quality of each model was determined using the Akaike Information Criterion (AIC) (Ljung, 1999) . This criterion contains a penalty term and makes it possible to discard too complex models. The training process was carried out for 100 steps using the Adaptive Random Search (ARS) algorithm (Walter and Pronzato, 1997; Patan and Parisini, 2002) with the initial variance v 0 = 0.1.
Decision making.
To estimate the uncertainty associated with the neural model, the MEM technique, discussed in Section 2.2, is applied. To design the error model, the classical linear ARX model is utilized. In order to select a proper number of delays, several ARX models were examined and the best performing one was selected using the AIC. The parameters of the ARX model were the number of past outputs n a = 20 and the number of past outputs n b = 20. The sum of squared errors calculated for 3000 testing samples for the ARX model was equal to 0.0117. Using the procedure described in Section 2.2 and assuming the confidence level equal to β = 0.05, two bands were calculated. The results are presented in Fig. 3(b) . To evaluate the quality of the proposed solution, another decision making technique based on constant thresholds is also applied (Patan and Parisini, 2005) . Decision making using constant thresholds is illustrated in Fig. 3(a) . In both methods, a number of false alarms represented by the false detection rate r fd was monitored (Patan and Parisini, 2005) . The achieved indices are r fd = 0.012 in the case of adaptive thresholds and r fd = 0.098 in the case of constant ones.
Fault detection. Two types of faults were examined during the experiments:
• f 1 i -tachometer faults were simulated by increasing/decreasing rotational speed, in turn by ±20%, ±10% and ±5%,
• f 2 i -mechanical faults were simulated by increasing/decreasing motor torque, in turn by ±20%, ±10% and ±5%.
As a result, a total of 12 faulty situations were investigated. Each fault occurred at the t from = 4000 time step and lasted to the t on = 5000 time step. In order to perform a decision about the faults and to determine the detection time t dt , a time window with the length 0.25 s was used. The results of the fault detection are presented in Table 1 . All faults were reliably detected using model error modelling, contrary to the constant threshold technique. In the latter case, problems were encountered with the faults f . Due to the moving window with the length of 50, false alarms were not raised just before the 4000-th time step, but in practice from the 3968-th time step the residual exceeded the threshold, which means a false alarm. Summarizing, the MEM technique demonstrates more reliable behaviour than simple thresholding. The example of fault detection is illustrated in Fig. 4 for the case of adaptive thresholds.
Fault isolation. Fault isolation can be considered as a classification problem where a given residual value is assigned to one of the predefined classes of system behaviour. In the case considered here, there is only one residual signal and 12 different faulty scenarios. Firstly, it is required to check the distribution of the symptom signals in order to verify the separability of the faults. The symptom distribution is shown in Fig. 5 . Almost all classes are separable except the faults f }. To perform fault isolation, the well-known multilayer perceptron was used. The neural network had two inputs (the model input and the residual) and four outputs (each class of the system behaviour was coded using a 4-bit representation). The learning set was formed using 100 samples per each faulty situation, then the size of the learning set was equal to 1200. As the well-performing neural classifier, the network with 15 hyperbolic tangent neurons in the first hidden layer, ten hyperbolic tangent neurons in the second hidden layer, and four sigmoidal output neurons was selected. The neural classifier was trained for 200 steps using the LevenbergMarquardt method. Additionally, the real-valued response of the classifier was transformed to the binary one. A simple idea is to calculate the distance between the classifier output and each predefined class of system behaviour. As
