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THE POSITIVE SCALAR CURVATURE
COBORDISM CATEGORY
JOHANNES EBERT AND OSCAR RANDAL-WILLIAMS
Abstract. We prove that many spaces of positive scalar curvature metrics
have the homotopy type of infinite loop spaces. Our result in particular applies
to the path component of the round metric inside R+(Sd) if d ≥ 6.
To achieve that goal, we study the cobordism category of manifolds with
positive scalar curvature. Under suitable connectivity conditions, we can iden-
tify the homotopy fibre of the forgetful map from the psc cobordism category
to the ordinary cobordism category with a delooping of spaces of psc metrics.
This uses a version of Quillen’s Theorem B and instances of the Gromov–
Lawson surgery theorem.
We extend some of the surgery arguments by Galatius and the second
named author to the psc setting to pass between different connectivity condi-
tions. Segal’s theory of Γ-spaces is then used to construct the claimed infinite
loop space structures.
This perspective clarifies and generalises a result on the action of the dif-
feomorphism group on spaces of psc metrics, which was a crucial step in our
previous work with Botvinnik.
A delooped version of the Atiyah–Singer index theorem proved by the first
named author is used to moreover show that the secondary index invariant
to real K-theory is an infinite loop map and to give a new proof of the main
result of our previous work with Botvinnik.
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1. Introduction
For a closed manifold M , let R+(M) denote the space of Riemannian metrics of
positive scalar curvature (psc) on M . Using Chernysh’s improvement [Che04] of the
Gromov–Lawson surgery method [GL80], one can show that as long as dim(M) =
dim(N) ≥ 3 there is a connected sum map
R+(M)×R+(N) −→ R+(M]N),
well-defined up to homotopy. In particular, if M = N = Sd, one obtains a multi-
plication
µ : R+(Sd)×R+(Sd) −→ R+(Sd),
which can be shown to be homotopy unital (the round metric is a homotopy unit),
homotopy associative, and homotopy commutative.
Much more precisely, Walsh [Wal14] has shown that up to homotopy R+(Sd) ad-
mits an action of the little d-disc operad and hence is an Ed-space. The underlying
H-space structure of Walsh’s Ed-structure is given by the map µ. The existence of
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such an Ed-structure implies that the path component of R+(Sd) which contains
the unit is a d-fold loop space. Slightly better, if R+(Sd)st ⊂ R+(Sd) denotes the
subspace of those elements which are invertible up to homotopy (which is a union
of path components), then Walsh’s results imply that R+(Sd)st has the homotopy
type of a d-fold loop space. In this paper, we go beyond Walsh’s work and prove:
Theorem A. If d ≥ 6, the space R+(Sd)st has the homotopy type of an infinite
loop space.
We do not claim that the entire space R+(Sd) is an E∞-space: our techniques
will apply directly to the subspace R+(Sd)st. Walsh’s theorem is geometrically
quite plausible, especially after using Chernysh’s theorem to replace R+(Sd) with
the homotopy equivalent space R+(Dd)gd−1◦ of metrics on the d-disc which are
collared and agree with the round metric on the boundary. Our infinite loop space
structure is less geometrically clear, and is akin to Tillmann’s theorem [Til97] that
the plus-constructed stable mapping class group, which has a geometrically evident
double loop space structure, has an infinite loop space structure. As in the case of
Tillmann’s theorem, it is difficult to compare our infinite loop space structure with
Walsh’s d-fold loop space structure: we do not claim that ours extends his.
1.1. Stable metrics and a generalisation. Theorem A is a special case of a
more general result, which needs some further preliminaries to state. Firstly, let us
recall the stability conditions for psc metrics on cobordisms which we introduced in
[ERW19a]. For a cobordism W : M0  M1 and gi ∈ R+(Mi), we let R+(W )g0,g1
be the space of all psc metrics on W which are of the form dx2 + gi near Mi, with
respect to some (given) collars. For h ∈ R+(W )g0,g1 , there are composition maps
µ(h, ) : R+(V )g1,g2 −→ R+(W ∪ V )g0,g2
and
µ( , h) : R+(V ′)g−1,g0 −→ R+(V ′ ∪W )g−1,g1 ,
defined for cobordisms V ′ : M−1  M0 and V : M1  M2 and gi ∈ R+(Mi). We
say that h is right stable if µ(h, ) is a weak equivalence for all such cobordisms V ,
and left stable if µ( , h) is a weak equivalence for all such V ′, and stable if it is both
left and right stable. It turns out that a right stable metric on [0, 1] ×M is also
left stable, and cylinder metrics dx2 + g are right stable. The space
R+([0, 1]×M)stg,g ⊂ R+([0, 1]×M)g,g
of all stable psc metrics on [0, 1]×M is a union of path components of R+([0, 1]×
M)g,g. The above composition maps extend to a map
µ( , ) : R+([0, 1]×M)g,g×R+([0, 1]×M)g,g → R+([0, 2]×M)g,g ∼= R+([0, 1]×M)g,g
equipping R+([0, 1]×M)g,g with the structure of an H-space (and in fact of an E1-
space), and R+([0, 1]×M)stg,g is the subspace of those elements which are invertible
up to homotopy. With this vocabulary introduced, we can state the more general
version of Theorem A.
Theorem B. Let Md−1 be a closed manifold and g ∈ R+(M). Assume that
(i) d ≥ 6,
(ii) there is a cobordism W : ∅  M such that M → W is 2-connected and such
that
(iii) there is a right stable metric h ∈ R+(W )g.
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Then the space R+([0, 1] ×M)stg,g has the homotopy type of an infinite loop space,
with underlying E1-space structure given by µ.
Again, we do not claim that R+([0, 1]×M)g,g, without the stability condition, is
an E∞-space. Theorem B implies Theorem A: under via the homotopy equivalence
R+(Sd) ' R+([0, 1]× Sd−1)gd−1◦ ,gd−1◦
which follows from [Che04], the subspaces R+(Sd)st and R+([0, 1]×Sd−1)st
gd−1◦ ,g
d−1
◦
correspond.
1.2. Outline of the proof of Theorem B. The proof of Theorem B employs
the cobordism category of manifolds with positive scalar curvature metrics. The
definition involves the notion of a tangential structure, so let us fix a fibration θ :
B → BO(d), and denote by γθ := θ∗γd the pullback of the universal vector bundle
along θ. The (ordinary) cobordism category Cθ has as its objects the closed (d−1)-
dimensional θ-manifolds and as its morphisms the θ-cobordisms W : M0  M1.
Galatius, Madsen, Tillmann, and Weiss [GTMW09] have identified the homotopy
type of the classifying space BCθ as the infinite loop space Ω∞−1MTθ of the Thom
spectrum of the virtual vector bundle −γθ.
In their work [GRW14] on the homology of diffeomorphism groups of high-
dimensional manifolds, Galatius and the second named author introduced some
important subcategories of Cθ. The first is Cκθ ⊂ Cθ, which is the wide subcategory1
whose morphisms are the θ-cobordisms W : M0  M1 such that the inclusion map
M1 → W is κ-connected. A further subcategory is the full subcategory Cκ,lθ ⊂ Cκθ
on all objects whose structure maps M → B are (l + 1)-connected2. For suitable
values of κ and l, Theorems 3.1 and 4.1 of [GRW14] imply that the classifying
spaces of these categories are weakly equivalent. For us, the case (κ, l) = (2, 1) is
relevant, and in this case the maps
BC2,1θ −→ BC2θ −→ BCθ ' Ω∞−1MTθ (1.2.1)
are weak equivalences provided that d ≥ 6 and B is of type (F2) [Wal65]. The
latter condition is satisfied for example if B = BSpin(d)×BG when G is a finitely
presented group, or more generally if θ is the tangential 2-type of a compact mani-
fold.
The definition of the psc cobordism categories Pκ,lθ is straightforward: an object
consists of a pair (M, g) of an object M of Cκ,lθ and a psc metric g ∈ R+(M), and
a morphism (W,h) : (M0, g0) (M1, g1) consists of a morphism W : M0  M1 in
Cκ,lθ , together with a psc metric h ∈ R+(W )g0,g1 . There is a suitable topology on
Pκ,lθ , which we will not describe in this introduction. There are wide subcategories
Pκ,l,rstθ ⊂ Pκ,lθ whose morphisms are the pairs (W,h) where h is right stable. The
forgetful functor
F : Pθ −→ Cθ
restricts to functors Fκ, Fκ,l and Fκ,l,rst between the respective subcategories. The
first major step towards the proof of Theorem B is to identify the homotopy fibres of
(some of) those forgetful functors. To describe those homotopy fibres, we introduce
1A subcategory B ⊂ C is wide if B contains all objects of C.
2The definition is phrased in a slightly different way in [GRW14], and this is responsible for
the degree shift. In order to avoid confusion with the terminology of [GRW14], we chose to stick
to this somewhat unnatural convention.
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the concordance category Q(M) of psc metrics on a closed manifold. Roughly,
an object of Q(M) is a psc metric g ∈ R+(M), and a morphism g0  g1 is a
concordance, i.e. h ∈ R+([0, 1]×M)g0,g1 . There is a subcategory Q(M)rst of right
stable concordances.
Theorem C. Let M be an object of C2,1θ and assume that d ≥ 6. Then there are
weak homotopy equivalences
BQ(M) ' hofibM (BF 2,1 : BP2,1θ → BC2,1θ )
and
BQ(M)rst ' hofibM (BF 2,1,rst : BP2,1,rstθ → BC2,1θ ).
This is a special case of the more precise and general Theorem 4.1.4 below. The
ingredients for the proof are the existence results for right stable metrics (Theo-
rems E and D of [ERW19a]) and a version of Quillen’s Theorem B for topological
categories (Theorem 4.9 of [ERW19b]).
The relation of BQ(M)rst with actual spaces of psc metrics is described as fol-
lows. A standard delooping argument (given in Theorem 4.1.7) shows that the
tautological map
R+([0, 1]×M)stg,g = R+([0, 1]×M)rstg,g ∼−→ ΩgBQ(M)rst (1.2.2)
is a weak equivalence. By the equivalences (1.2.1) the target space of BF 2,1,rst is
equivalent to an infinite loop space. We would like to argue that BP2,1,rstθ is an
infinite loop space and that BF 2,1,rst is an infinite loop map and hence conclude
that BQ(M)rst is an infinite loop space, thereby proving Theorem B. The space
BCθ is a special Γ-space in the sense of Segal [Seg74]: the composition law is given
by disjoint union of the manifolds. Taking disjoint unions preserves the connectivity
of the inclusion maps M1 →W , so that BC2θ is a Γ-space as well. Similarly, BP2,rstθ
is a special Γ-space and BF 2,rst is a map of Γ-spaces. It follows that the base-point
component of the homotopy fibre hofib∅BF 2,rst is an infinite loop map. However,
BC2,1θ and BP2,1,rstθ are not Γ-spaces: taking disjoint union does not preserve the
connectivity of the structure maps. To overcome this problem, we carry over some
of the parametrised surgery methods of [GRW14] to the psc cobordism category.
More precisely, we shall prove:
Theorem D. If 2(l+ 1) < d, l ≤ κ, l ≤ d−κ− 2, d− l− 1 ≥ 3 and if B is of type
(Fl+1) in the sense of [Wal65], then the maps
BPκ,lθ −→ BPκθ and BPκ,l,rstθ −→ BPκ,rstθ
are weak homotopy equivalences.
In our case of interest (κ, l) = (2, 1), Theorem D holds as long as d ≥ 5. It
follows that the base-point component of hofib∅BF 2,1,rst is an infinite loop space,
and if M and g are chosen as in the hypothesis of Theorem B, we can identify the
homotopy fibres of BF 2,rst over M and over ∅, which finishes our outline of the
proof of Theorem B.
1.3. Diffeomorphism group actions. The cobordism category approach is also
useful to illuminate the action by diffeomorphisms on spaces of metrics of positive
scalar curvature (this was the underlying idea of our earlier works [BERW17] and
[ERW19a]). More specifically, let W d be a compact manifold with boundary M =
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∂W and assume that (W,M) is 2-connected. Let θ : B → BO(d) be the tangential
2-type of W . There is a natural map
α : BDiff∂(W ) −→ Ω∅,MBC2θ ' Ω∅,MBCθ ' Ω∞MTθ.
Let g ∈ R+(M) and consider the Borel construction
EDiff∂(W )×Diff∂(W ) R+(W )g −→ BDiff∂(W )
given by the pullback action of diffeomorphisms on psc metrics. We shall prove the
following result (a more general version is given in Theorem 7.1.1):
Theorem E. If W and θ are as stated and d ≥ 6, there exists a homotopy cartesian
diagram
EDiff∂(W )×Diff∂(W ) R+(W )g //

X

BDiff∂(W )
α // Ω∞MTθ.
for a certain space X .
The fibre transport of the left hand column at the base-point of BDiff∂(W ) is a
map
Diff∂(W ) ' ΩBDiff∂(W ) −→ hAut(R+(W )g)
to the homotopy automorphisms of R+(W )g, and it can of course be identified with
the action map. Since the diagram of Theorem E is homotopy cartesian, we can
conclude that this action map factors up to homotopy as
Diff∂(W ) −→ Ω∞+1MTθ −→ hAut(R+(W )g).
Since pi0(Ω
∞+1MTθ) is an abelian group, we may conclude for example that the
image of the group homomorphism pi0(Diff∂(W ))→ pi0(hAut(R+(W )g) is abelian.
In certain special cases, an analogue of Theorem E was implicitly proven in
[BERW17, §4] and [ERW19a, §4], for even-dimensional manifolds only, by ob-
struction theory. The key ingredient for the obstruction argument was to first
prove, by different means, that the image of the action map pi0(Diff∂(W )) →
pi0(hAut(R+(W )g) is abelian. In this paper, the logic is reversed.
Remark 1.3.1. There are two ways in which Theorem E is not expected to be the
optimal result in this direction. Firstly, one might get rid of the hypothesis that
M → W is 2-connected, but we did not succeed in doing so, using the techniques
of this paper. The methods developed by Perlmutter [Per17a] [Per17b] seem better
suited to this situation.
Secondly, the kernel of the action map pi0(Diff∂(W )) → pi0(hAut(R+(W )g)) is
in general larger than the kernel of pi0(Diff∂(W )) → pi1(MTθ). In fact, it contains
the kernel of the mapping torus map pi0(Diff∂(W ))→ Ωθd+1 to the cobordism group
of (d + 1)-dimensional θ-manifolds. This is shown in the forthcoming PhD thesis
by Georg Frenck, by a fairly direct Morse-theoretic argument.
1.4. Index-theoretic consequences. In the case where the manifolds have spin
structures, we also prove index-theoretic results. Let G be a finitely presented
group and consider θ : BSpin(d) × BG → BO(d). A θ-structure on a d-manifold
W is the same as a spin structure on W and a map W → BG. These ingredients
may be used to define the Rosenberg–Dirac operator on W , which is linear over
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the group C∗-algebra C∗(G) of G (everything applies to both, the reduced and the
maximal group version of C∗(G)). Like the usual spin Dirac operator, it satisfies
the Lichnerowicz–Schro¨dinger formula. If g0 ∈ R+(∂W ) and h0 ∈ R+(W )g0 , one
defines the secondary index invariant
inddiffh0 : R+(W )g0 −→ Ω∞+d+1KO(C∗(G))
as in [ERW19a, §5].
Theorem F. If (M, g0) are as in Theorem B, and in addition M is spin and has
fundamental group G, then the map
inddiffh0 : R+([0, 1]×M)rstg0,g0 −→ Ω∞+d+1KO(C∗(G))
is an infinite loop map, where the source space carries the infinite loop space struc-
ture from Theorem B.
To achieve the proof of Theorem F, we construct a “delooped version” of inddiffh0 .
In [Ebe19], the first named author constructed an index map
ind1 : BCθ −→ Ω∞+d−1KO(C∗(G))
given in operator-theoretic terms. It is a delooping of the family index of the
Rosenberg–Dirac operator on closed manifolds, in the following sense. When we
compose Ω ind1 with the tautological map τ : Cθ(∅, ∅) → ΩBCθ from the space of
closed d-dimensional θ-manifolds, we obtain the family index of the Rosenberg–
Dirac operator, interpreted as a map
ind0 : Cθ(∅, ∅) −→ Ω∞+dKO(C∗(G)).
The analytical description of ind1 enables us to construct a nullhomotopy of the
composition
ind1 ◦BF : BPθ −→ Ω∞+d−1KO(C∗(G)),
by an application of the Lichnerowicz–Schro¨dinger formula. This nullhomotopy
yields a map
hofibM (BF ) −→ Ω∞+dKO(C∗(G)),
whose homotopy class depends on the choice of g0 ∈ R+(M). Using the obvious
map BQ(M)→ hofibM BF , we obtain
B inddiffh0 : BQ(M) −→ Ω∞+dKO(C∗(G)),
the delooped index difference (here h0 = dx
2 + g0). It is not hard to show that the
restriction of B inddiffh0 to BQ(M)rst is an infinite loop map. An elementary, but
tedious computation (Theorem 8.3.9) proves that the composition
R+([0, 1]×M)rstg0,g0
∼−→ ΩBQ(M)rst ΩB inddiffh0−−−−−−−−→ Ω∞+d+1KO(C∗(G))
is homotopic to inddiffh0 , which concludes the proof of Theorem F. We moreover
prove (Theorem 8.3.10) that the composition
R+(M) −→ BQ(M) B inddiffh0−−−−−−−→ Ω∞+dKO(C∗(G))
is homotopic to inddiffg0 (the first map is the inclusion of 0-simplices). Another
application of the index-theoretic part of this paper is a new proof of the main
results of [ERW19a] and [BERW17] which also works for odd-dimensional manifolds
(Theorem 8.5.1).
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Outline of the paper. §2 is of preliminary nature; we mainly recall the stabil-
ity condition for psc metrics from [ERW19a] and prove some auxiliary elementary
lemmas about stable psc metrics which were not needed in [ERW19a]. In §3, we in-
troduce the psc cobordism categories. There are many ways to write down point-set
topological models for the cobordism categories, and the proofs in the subsequent
sections employ several of them. This slightly unfortunate fact makes §3 relatively
long. In §4, we prove Theorem C and the equivalence (1.2.2). In §5, we give the
parametrised surgery proof of Theorem D. The proof is written to be as parallel
as possible as the proofs in [GRW14, §4, §6], and this section is written with a
reader who is fully familiar with that paper in mind. While this result is crucial
for all our results, we have written the rest of the paper so that the reader can take
Theorem D as a black box. In §6, we put the strands from the previous sections
together and complete the proof of Theorem B, after giving a review of the theory
of Γ-spaces following Segal [Seg74]. In §7, we prove Theorem E, using the results
from §4, Theorem D and some basic semi-simplicial technique. The reader of the
index-theoretic part, §8, needs to know the theory of [Ebe19]. In the final chapter
§9, we explain how an affirmative solution of the concordance-implies-isotopy prob-
lem for psc metrics leads to a cleaner formulation of many of our main results. In
Appendix A, we prove a version of a crucial technical ingredient for the proofs in
[GRW14] in the context of sheaves, which is used in §5.
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2. Recollections on spaces of psc metrics
2.1. Spaces of psc metrics on manifolds with boundaries. For a closed mani-
fold M , we let R(M) be the space of all Riemannian metrics, equipped with the
usual Fre´chet topology and we let R+(M) ⊂ R(M) be the open subspace of all
Riemannian metrics with positive scalar curvature.
Let W be a compact manifold with boundary M . We assume that the boundary
of W comes equipped with a collar c : [0,∞) × M → W . The collar identifies
[0,∞)×M with an open subset of W and we usually use this identification without
further mentioning.
For  > 0, we denote by R+(W ) the space of all Riemannian metrics h on W
with positive scalar curvature such that c∗h = dx2 +g on [0, ]×M for some metric
g on M , with the usual Fre´chet topology. We let
R+(W ) := colim
→0
R+(W ).
Elements in R+(W ) are psc metrics h which are of the form dx2 + g near M , and
the scalar curvature of g is positive. Hence assigning to h the boundary value g
defines a continuous map
res : R+(W ) −→ R+(M).
We define
R+(W )g := res−1(g) ⊂ R+(W ).
Theorem 2.1.1 (Chernysh [Che06]). For a compact manifold W with collared
boundary M , the restriction map res : R+(W )→ R+(M) is a Serre fibration.
In [Che06] it is only shown that res is a quasifibration. The version as stated is
proven as Theorem 1.1 of [EF18].
2.2. The Gromov–Lawson–Chernysh theorem.
Definition 2.2.1. By gk−1◦ ∈ R(Sk−1), we denote the round metric on Sk−1, i.e.
the metric induced from the euclidean metric by the standard inclusion Sk−1 ⊂ Rk.
It has constant scalar curvature scal(gk−1◦ ) ≡ (k − 1)(k − 2). Let δ > 0. A δ-R-
torpedo metric gktor on Rk, k ≥ 3, is an O(k)-invariant metric such that scal(gktor) ≥
1
δ2 (k − 1)(k − 2) and such that
ϕ∗gktor = dr
2 + δgk−1◦
near [R,∞)×Sk−1, where ϕ : (0,∞)×Sk−1 → Rk \0 is the diffeomorphism defined
by (r, x) 7→ rx. For more details, see §2.3 of [Wal11].
Definition 2.2.2. Let d − k ≥ 3, let W d be a compact manifold with collared
boundary M , let V k be a compact manifold with collared boundary N and let
φ : V ×Rd−k →W be an embedding. Assume that φ−1([0,∞)×M) = [0,∞)×N
and such that inside the collar, φ is of the form id×ϕ for some embedding ϕ :
N × Rd−k →M .
Let hV be a Riemannian metric on V which is collared near the boundary, pick
δ > 0 such that scal(hV ) +
1
δ2 (k − 1)(k − 2) > 0 and fix a δ-1-torpedo metric gd−ktor
on Rd−k. By
R+(W,φ) ⊂ R+(W ),
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we denote the space of all h ∈ R+(W ) such that φ∗h = hV +gd−ktor near V ×Dd−k ⊂
V × Rd−k. Furthermore, we let
R+(W,φ)g := R+(W,φ) ∩R+(W )g ⊂ R+(W )g,
where g ∈ R+(M,ϕ) is a suitable boundary condition.
The following result due to Chernysh [Che04, Che06] is a sharpening of a classical
result by Gromov–Lawson [GL80], and is of crucial importance for this paper:
Theorem 2.2.3 (Chernysh). Assume that d− k ≥ 3. Then
(i) the inclusion
R+(W,φ) −→ R+(W )
is a weak homotopy equivalence, and
(ii) for each g ∈ R+(M,ϕ), the inclusion
R+(W,φ)g −→ R+(W )g
is a weak homotopy equivalence.
A complete and self-contained exposition of the proof (which also corrects some
minor flaws) appears in [EF18].
Definition 2.2.4. Let W be a compact d-dimensional manifold, possibly with
boundary M . A surgery datum (i.e. embedding) φ : Sk × Rd−k → int(W ) is
admissible if 2 ≤ k ≤ d − 3. Two compact d-manifolds W and W ′ with the same
boundary are admissibly cobordant if one can obtain W ′ from W by a sequence of
admissible surgeries in the interior.
Let
Wφ := (W \ φ(Sk ×Dd−k)) ∪Sk×Sd−k−1 (Dk+1 × Sd−k−1)
be the result of performing a surgery along φ. The following easy consequence of
Theorem 2.2.3 is Theorem 2.5 of [BERW17].
Corollary 2.2.5. An admissible surgery datum φ determines a preferred homotopy
class of weak homotopy equivalences
SEφ : R+(W )g ' R+(Wφ)g,
the surgery equivalence determined by φ.
We remark that SEφ is not explicitly given, but only a zig-zag of maps. This
is not a problem for our purposes: we only use SEφ to identify the sets of path
components of both spaces.
2.3. The stability condition. In our previous work [ERW19a], we proved a gene-
ralisation of Theorem 2.2.3, which is also a key ingredient in the present paper and
which is therefore recalled here. For composable sequences
M−1
V ′ M0 W M1 V M2
of cobordisms, gi ∈ R+(Mi) and h ∈ R+(W )g0,g1 , there are gluing maps
µ( , h) : R+(V ′)g−1,g0 −→ R+(V ′ ∪W )g−1,g1
and
µ(h, ) : R+(V )g1,g2 −→ R+(W ∪ V )g0,g2 .
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Definition 2.3.1. Let W : M0  M1 be a cobordism and let h ∈ R+(W )g0,g1 .
Then h is called left-stable if the map µ( , h) : R+(V )g−1,g0 → R+(V ∪W )g−1,g1 is
a weak equivalence for all cobordisms V : M−1  M0 and all boundary conditions
g−1. Dually, h is right-stable if the map µ(h, ) : R+(V )g1,g2 → R+(W ∪ V )g0,g2 is
a weak equivalence for all cobordisms V : M1  M2 and all boundary conditions
g2. Finally, h is stable if it is both left and right stable. By
R+(W )rst ⊂ R+(W ) and R+(W )rstg0,g1 ⊂ R+(W )g0,g1 ,
we denote the subspaces of right stable psc metrics, and defineR+(W )stg0,g1 similarly.
The following result encapsulate most instances of the Gromov–Lawson surgery
method that we shall use in this paper.
Theorem 2.3.2 (Theorem 3.1.2 of [ERW19a]). Let d ≥ 6 and let W : M0  M1
be a d-dimensional cobordism.
(i) If the pair (W,M1) is 2-connected then for each g0 ∈ R+(M0), there is g1 ∈
R+(M1) and a right stable h ∈ R+(W )g0,g1 .
(ii) If the pairs (W,M0) and (W,M1) are both 2-connected, then every right stable
h ∈ R+(W )g0,g1 is also left stable.
Let us collect some fairly straightforward but important facts about stable met-
rics. The following simple observation is immediate from the definitions and will
be used repeatedly.
Lemma 2.3.3 (Lemma 3.3.1 of [ERW19a]). Let (W,h) : (M0, g0) (M1, g1) and
(W ′, h′) : (M1, g1) (M2, g2) be psc cobordisms. Then
(i) If h and h′ are left-stable, then so is h ∪ h′.
(ii) If h and h′ are right-stable, then so is h ∪ h′.
(iii) If h′ and h ∪ h′ are left-stable, then so is h.
(iv) If h and h ∪ h′ are right-stable, then so is h′.
Lemma 2.3.4. The subspaces R+(W )rstg0,g1 ⊂ R+(W )g0,g1 and R+(W )rst ⊂ R+(W )
are unions of path components. The same holds for left stable metrics.
Proof. If h, h′ ∈ R+(W )g0,g1 lie in the same path component, then µ(h, ) and
µ(h′, ) are homotopic, which already shows the first claim. For the second claim,
let M0
W M1 V M2 be two cobordisms. Consider the commutative diagram
R+(W )×R+(M1) R+(V )
id×r2

µ( , )
// R+(W ∪ V )
(r0,r2)

R+(W )×R+(M2) r0×id // R+(M0)×R+(M2)
where ri denotes the suitable restriction map. For (h, g2) ∈ R+(W )×R+(M2), the
fibre map
(id×r2)−1(h, g2)→ (r0, r2)−1(h, g2)
is precisely the map µ(h, ) : R+(V )r1(h),g2 → R+(W ∪ V )r0(h),g2 . The vertical
maps are fibrations, by Theorem 2.1.1. Therefore, if h′ is in the same component
of R+(W ) as h, then the fibre map over (h, g2) is a weak equivalence if and only if
the fibre map over (h′, g2) is.
This proves the Lemma for right stable metrics, and the proof for left stable
metrics is completely analogous. 
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Lemma 2.3.4 has a generalisation where the underlying manifolds are allowed to
be varied continuously too, as follows.
Lemma 2.3.5. Let pi : E → B be a bundle of compact manifolds with boundary.
Assume that the boundary bundle ∂E is decomposed into two parts ∂0E and ∂1E
(so that E can be viewed as a bundle of cobordisms). Let Wx := pi
−1(x) and
Mi,x := Wx ∩ ∂iE (so that each Wx is a cobordism M0,x  M1,x). Let (hx)x∈B be
a continuous family of psc metrics on the fibres of pi.
Then if B is path-connected and if hy ∈ R+(Wy) is right stable for one y ∈ B,
then hx ∈ R+(Wx) is right stable for each other x ∈ B. The same holds for left
stability.
Proof. By pulling back the bundle along a path from y to x, we find that it is
enough to consider the case B = [0, 1], y = 0 and x = 1. But then the bundle pi
can be trivialised, so that E ∼= [0, 1]×W0. The family (hx) becomes a continuous
map [0, 1]→ R+(W0), and the claim follows immediately from Lemma 2.3.4. 
Lemma 2.3.6 (Lemma 3.3.3 of [ERW19a]). Let W d : M0  M1 be a cobordism
and let φ : Sk × Dd−k → int(W ) be an admissible surgery datum. Let [h] ∈
pi0(R+(W )g0,g1) and [h′] ∈ pi0(R+(Wφ)g0,g1) correspond under the weak equivalence
SEφ. Then h
′ is left stable (right stable) iff h is left stable (right stable).
Later on, we need a sharpening of Theorem 2.3.2 which involves tangential struc-
tures.
Definition 2.3.7. Let θ : B → BO(d) be a fibration and let γθ be the pullback of
the universal d-dimensional vector bundle along θ. A θ-structure on a d-dimensional
manifoldW is a bundle map ` : TW → γθ, and a θ-structure on a (d−1)-dimensional
manifold M is a bundle map ` : R ⊕ TM → γθ. A θ-structure ` on a cobordism
W : M0  M1 induces θ-structures on Mi, namely R⊕TMi ∼= TW |Mi `→ γθ, where
the first isomorphism is induced by the collar3 of W .
The fibration θ is once-stable if it is pulled back from a fibration θ′ over BO(d+1).
A θ-structure ` : TW → γθ covers a map W → B, sometimes referred to as the
structure map. Slightly abusing notation, we often denote the structure map also
by ` : W → B. This should not cause confusion.
Theorem 2.3.8. Let θ be once-stable. Let (W, `W ) : (M0, `M0)  (M1, `M1) be a
θ-cobordism with d ≥ 6. Assume that the inclusion i1 : M1 →W and the structure
maps `Mi : Mi → B are 2-connected. Then the following statements hold.
(i) A psc metric on W is left stable if and only if it is right stable.
(ii) For each g0 ∈ R+(M0), there exists g1 ∈ R+(M1) and a stable h ∈ R+(W )g0,g1 .
(iii) For each g1 ∈ R+(M1), there exists g0 ∈ R+(M0) and a stable h ∈ R+(W )g0,g1 .
For the proof, we need a result which is very similar to [Ros86, Theorem 2.2]
and to the result in [HJ13, Appendix III] (which were used for similar purposes in
those papers).
Lemma 2.3.9. Let θ be once-stable and let W : M0  M1 be a d-dimensional
θ-cobordism, d ≥ 6, such that the structure maps `M0 : M0 → B and `W : W → B
are both 2-connected. Then W is admissibly θ-cobordant (relative to its boundary)
3Here we need the collar around M0 to be of the form [0,∞) ×M0 → W and around M1 to
be of the form (−∞, 1]×M1 →W .
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to a cobordism W ′ : M0  M1 such that the inclusion M0 →W ′ is 2-connected. If
M1 →W was 2-connected, then so is M1 →W ′.
Proof. The maps M0
i0→ W `W→ B both induce isomorphisms on pi1, and we write
pi for the common fundamental group. The long exact homotopy sequence of the
pair (W,M0) and the maps to B induce a diagram with exact row
pi2(M0)
(`M0 )∗ $$ $$
(i0)∗
// pi2(W )
(`W )∗

q∗ // pi2(W,M0) // 0
pi2(B).
As the inclusion i0 : M0 → W induces an isomorphism on fundamental groups,
the Z[pi]-module pi2(W,M0) is finitely generated by [Wal65, §1]. Hence we can
pick elements y1, . . . , yr ∈ pi2(W ) such that {q∗(yi)}i≤r generate pi2(W,M0). By
a diagram chase, we can moreover pick these yi so that (`W )∗(yi) = 0 ∈ pi2(B).
Since dimW ≥ 5, we can represent each yi by an embedded 2-sphere, and since the
image in pi2(B) is zero, the normal bundle of this sphere is trivial, and hence we
find embeddings φi : S
2×Dd−2 → int(W ) representing the yi. Doing θ-surgeries on
all these spheres yields a new θ-cobordism W ′. Since the surgery on an embedded
S2 ×Dd−2 as well as the opposite surgery on Sd−3 ×D3 is in codimension at least
3, W ′ is admissibly θ-cobordant to W . If d ≥ 6, then the initial 2-connectivity of
M1 →W ′ is not destroyed, by a general position argument. 
Proof of Theorem 2.3.8. Let W ′ be a cobordism as provided by Lemma 2.3.9. Since
W and W ′ are admissibly cobordant, there is a surgery equivalence
SE : R+(W )g0,g1 ' R+(W ′)g0,g1
and left and right stable metrics on W and W ′ correspond under SE, by Lemma
2.3.6. Thus part (i) follows from Theorem 2.3.2 (ii). Part (ii) is immediate from part
(i) and Theorem 2.3.2 (i). For part (iii), we use a dual version of Theorem 2.3.2 (i)
(i.e. apply it to the reversed cobordism): given g1 ∈ R+(M1), there is g0 ∈ R+(M0)
and a left-stable h ∈ R+(W ′)g0,g1 , because i0 : M0 → W ′ is 2-connected. By part
(i), h is also right stable. 
3. The psc cobordism category
3.1. Cobordism categories. We shall make use of the theory of cobordism cat-
egories as developed in [GTMW09, GRW14]. More specifically, we use the version
Cθ defined in [GRW14], which is a non-unital topological category. Let us recall
this category in a form which will be most convenient for our needs. We shall fix a
fibration θ : B → BO(d) as in Definition 2.3.7.
An object of Cθ consists of a pair (M, `) of a (d−1)-dimensional closed submani-
fold M ⊂ R∞ and a θ-structure ` on M . A morphism from (M0, `0) to (M1, `0) in
Cθ consists of a triple (t,W, `) of a real number t > 0, a d-dimensional submani-
fold W ⊂ [0, t] × R∞ which is equal to [0, t] ×M0 near {0} × R∞ and equal to
[0, t] ×M1 near {t} × R∞, and a θ-structure ` : TW → γθ which restricts to `i
on Mi. Composition of morphisms is given by translation and union of subsets of
R×R∞. This may be seen to give sets of objects and morphisms in bijection with
those of [GRW14, Definition 2.6], and they are topologised using this bijection. We
now explain this topology in more familiar terms.
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For a (d − 1)-manifold M , we let the space of embeddings Emb(M,R∞) be
given the Whitney C∞-topology. This is contractible, has an obvious free ac-
tion by the diffeomorphism group Diff(M) and the quotient map Emb(M ;R∞)→
Emb(M ;R∞)/Diff(M) is a universal Diff(M)-principal bundle [BF81]. Further-
more, let Bun(R ⊕ TM, γθ) be the space of bundle maps with the compact-open
topology and define
Mθ(M) := (Emb(M,R∞)× Bun(R⊕ TM, γθ))/Diff(M).
The space of objects of Cθ can be described as
Ob(Cθ) =
∐
[M ]
Mθ(M),
where the disjoint union is over closed (d − 1)-manifolds, one in each diffeomor-
phism class. Similarly, for a d-dimensional cobordism W from M0 to M1 equipped
with collars e0 : [0, 1) ×M0 ↪→ W and e1 : (0, 1] ×M1 ↪→ W and  > 0, we let
Emb(W, [0, 1]×R∞) denote the space of -collared embeddings, and Diff(W ) de-
note the group of -collared diffeomorphisms, both with the Whitney C∞-topology,
and put
Mθ(W ) :=
(
Emb(W, [0, 1]× R∞)× Bun(TW, γθ)
)
/Diff(W )
and
Mθ(W ) := colim
→0
Mθ(W ).
The space of morphisms of Cθ can be described as
Mor(Cθ) = (0,∞)×
∐
[W ]
colim
→0
Mθ(W ),
where the disjoint union is over d-dimensional cobordisms, one in each diffeomor-
phism class.
In [GRW14], certain subcategories Cκ,lθ ⊂ Cθ were considered, and since they will
be crucial for us as well, we recall their definition.
Definition 3.1.1. For κ ≥ 0, we define Cκθ ⊂ Cθ as the wide subcategory whose
morphism space Mor(Cκθ ) ⊂ Mor(Cθ) consists of all (t,W, `) such that the inclusion
W |t →W is κ-connected.
For l ≥ −1, we define Cκ,lθ ⊂ Cκθ as the full subcategory on those (M, `) ∈ Ob(Cκθ )
such that the map ` : M → B is (l + 1)-connected.
Remark 3.1.2. In [GRW14], a variant of Cκ,lθ was defined which only makes sense
when all manifolds are required to contain an embedded copy of a certain manifold
L or L× [0, t]. The present definition is better suited to our needs. The index shift
(that the objects in Cκ,lθ are required to be (l + 1)-connected relative to B) has its
origins in [GRW14] and we decided not to change the notation, in order to avoid
confusion with that paper.
Theorem 3.1.3 (Theorem 3.1 of [GRW14]). If 2κ ≤ d − 2, the inclusion BCκθ →
BCκ−1θ is a weak homotopy equivalence.
The following is essentially Theorem 4.1 of [GRW14], with a small modification.
Recall that Wall [Wal65] has defined a topological space B to have type (Fn) if
there exists a finite CW-complex K and and n-connected map K → B.
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Theorem 3.1.4 (Galatius–Randal-Williams). Assume that
(i) 2(l + 1) < d,
(ii) l ≤ κ,
(iii) l ≤ d− κ− 2,
(iv) the space B is of type (Fl+1).
Then the inclusion map BCκ,lθ → BCκ,l−1θ is a weak homotopy equivalence.
Remark 3.1.5. As we already said, in [GRW14], there are variant categories Cκ,lθ,L
considered, where the categories we are considering correspond to setting L = ∅.
The formulation of [GRW14, Theorem 4.1] is meaningful only if L 6= ∅ as it requires
`L : L→ B to be (l+ 1)-connected. We indicate in Remark 5.2.9 the minor way in
which the proof in [GRW14] needs to be adjusted to prove Theorem 3.1.4 as stated.
This variant has also been observed by Hebestreit–Perlmutter [HP16, Theorem
3.3.2 et seq.].
Important for us is the case where (κ, l) = (2, 1). In that case Theorems 3.1.3
and 3.1.4 both apply as long as d ≥ 6 and B has type (F2), showing that the
inclusions C2,1θ → C2θ → Cθ induce weak equivalences on classifying spaces.
3.2. Positive scalar curvature cobordism categories. We shall now describe
an analogue of this where all manifolds are equipped with psc metrics.
Definition 3.2.1. Let Pθ be the non-unital topological category described as fol-
lows. For each closed (d− 1)-manifold M let
Mθpsc(M) := (Emb(M,R∞)× Bun(R⊕ TM, γθ)×R+(M))/Diff(M),
and set
Ob(Pθ) :=
∐
[M ]
Mθpsc(M)
where the disjoint union is over closed (d−1)-manifolds, one in each diffeomorphism
class. For a d-dimensional cobordism W from M0 to M1 equipped with collars
e0 : [0, 1)×M0 ↪→W and e1 : (0, 1]×M1 ↪→W let
Mθpsc(W ) := (Emb(W, [0, 1]× R∞)× Bun(TW, γθ)×R+(W ))/Diff(W ),
and set
Mor(Pθ) = (0,∞)×
∐
[W ]
colim
→0
Mθpsc(W )
where the disjoint union is over d-dimensional cobordisms, one in each diffeomor-
phism class. As in the case of the ordinary cobordism category, composition is
defined by translation and union. This defines a non-unital topological category
analogously to Cθ, and forgetting psc metrics defines a continuous functor
F : Pθ −→ Cθ.
We can write objects in Pθ as (M, `, g), with (M, `) ∈ Ob(Cθ) and g ∈ R+(M).
A morphism from (M0, `0, g0) to (M1, `1, g1) is a tuple (t,W, `, h), with (t,W, `) :
(M0, `0)  (M1, `1) a morphism in Cθ and h ∈ R+(W )g0,g1 . For a pair of objects
(M0, `0, g0), (M1, `1, g0) ∈ Ob(Pθ) and (t,W, `) ∈ Cθ(M0,M1) the space
Pθ((M0, `0, g0), (M1, `1, g0)) ∩ F−1(t,W, `)
is canonically identified with the space R+(W )g0,g1 of psc metrics on W subject to
the boundary conditions g0 and g1.
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Definition 3.2.2. We define Pκθ ⊂ Pθ as the wide subcategory containing all
morphisms in Pθ whose image under F : Pθ → Cθ lie in Cκθ . We define Pκ,lθ ⊂ Pκθ is
the full subcategory containing all objects whose image under F lie in Cκ,lθ . Finally,
we define Pκ,rstθ ⊂ Pκθ and Pκ,l,rstθ ⊂ Pκ,lθ as the wide subcategories containing all
morphisms (W, `, t, h) such that the psc metric h is right-stable. The restrictions
of the forgetful functor F are denoted
Fκ, Fκ,l, and Fκ,l,rst.
One of our main goals is the identification of the homotopy fibres of the maps
BFκ,l : BPκ,lθ −→ BCκ,lθ and BFκ,l,rst : BPκ,l,rstθ −→ BCκ,lθ .
To achieve that goal, we shall apply some of the categorical techniques described in
[ERW19b], such as Quillen’s Theorem A and B for non-unital topological categories.
The following discussion shows that one of the main technical hypotheses of these
theorems is satisfied. Let us first recall some definitions from [ERW19b].
Definition 3.2.3. Let C be a non-unital topological category, with source map
s = d1 : Mor(C)→ Ob(C) and target map t = d0 : Mor(C)→ Ob(C). We say that
(i) C is left fibrant if s is a fibration, right fibrant if t is a fibration and fibrant if
(s, t) : Mor(C)→ Ob(C)×Ob(C) is a fibration.
(ii) C has soft right units if the under category c\C has contractible classifying
space for each c ∈ Ob(C) and C has soft left units if the over-category C/c has
contractible classifying space for each c ∈ Ob(C).
(iii) C has weak left units if for each object b ∈ C0, there is a morphism u : b→ b′
in C so that the map
C(−, b) := d−10 (b) u◦−−→ C(−, b′)
is a weak homotopy equivalence. Dually, C has weak right units if for each
object b ∈ C0, there is a morphism u : b′ → b in C such that
C(b,−) := d−11 (b) −◦u−→ C(b′,−)
is a weak homotopy equivalence.
Proposition 3.2.4.
(i) The forgetful functor F induces fibrations
F0 : Ob(Pθ) −→ Ob(Cθ) and F1 : Mor(Pθ) −→ Mor(Cθ).
(ii) The non-unital topological categories Cθ and Pθ are fibrant.
In order to prove this proposition we shall use the following general result.
Lemma 3.2.5.
(i) Let G be a topological group, let p : E → B a G-principal bundle and let
f : X → Y be a G-equivariant map which is a Serre fibration. Then induced
map on Borel constructions id×Gf : E ×G X → E ×G Y is a Serre fibration.
(ii) Let ϕ : G0 → G1 be a homomorphism of topological groups which is also
a Serre fibration, let pi : Ei → Ei/Gi be Gi-principal bundles and let ψ :
E0 → E1 be a Serre fibration and ϕ-equivariant. Then the induced map
ψ′ : E0/G0 → E1/G1 is a Serre fibration.
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Proof. The first part follows easily from the fact that being a Serre fibration is a
local property.
For the second part note that E0
p0→ E0/G0 ψ
′
→ E1/G1 is equal to p1 ◦ ψ, a
composition of Serre fibrations, so is a Serre fibration. But p0 is a Serre fibration
with non-empty fibres, so ψ′ is a Serre fibration too. (This is standard: given a
lifting problem (a : Dn × [0, 1] → E1/G1, b : Dn × {0} → E0/G0, we may lift b to
b′ : Dn×{0} → E0 as Dn is a cell and the fibres of p0 are nonempty. We may then
solve the lifting problem (a, b′), as ψ′ ◦ p0 is a Serre fibration, which in particular
solves the original lifting problem.) 
Proof of Proposition 3.2.4. Part (i) is immediate from the definitions, Lemma 3.2.5
(i) and from the fact that Emb(M,R∞) → Emb(M,R∞)/Diff(M) is a principal
bundle.
To show part (ii) in the case of Pθ, it is enough to show that for each cobordism
W from M0 to M1, the source/target mapMθpsc(W )→Mθpsc(M0)×Mθpsc(M1) is a
Serre fibration. To simplify notation, we may assume M0 = ∅ and set M := M1. We
abbreviate B0 := Bun(TW, γθ) and B1 := Bun(R ⊕ TM, γθ). The restriction map
B0 → B1 is a Serre fibration because M → W is a cofibration. Furthermore, if we
write R0 := R+(W ), R0 := colim→0R0 and R1 := R+(M), then the restriction
map R0 → R1 is a Serre fibration, by Theorem 2.1.1. Let E0 := Emb(W, [0, 1] ×
R∞), E0 := colim→0E0 and E1 := Emb(M,R∞). The restriction map E0 → E1
is a Serre fibration by [Lim64], and it follows that E0 → E1 is a Serre fibration
as well. Finally, G0 := Diff(W ), G0 := colim→0G

0 and G1 := Diff(M). By
the parametrised isotopy extension theorem, the colimit of the restriction maps
G0 → G1 is a Serre fibration. We have to prove that the map
colim
→0
(E0 ×B0 ×R0)/G0 −→ (E1 ×B1 ×R1)/G1
is a Serre fibration. But the source of this map is the same as4
colim
→0
(E0 ×B0 ×R0)/G0 = colim
,δ→0,δ≤
(E0 ×B0 ×Rδ0)/G0
= colim
→0
(E0 ×B0 ×R0)/G0 = (E0 ×B0 ×R0)/G0,
and so it remains to prove that (E0 × B0 × R0)/G0 → (E1 × B1 × R1)/G1 is
a fibration. With all the things said above, this is now an easy consequence of
Lemma 3.2.5 (ii). The case of the category Cθ is by the same argument, ignoring
the spaces Ri throughout. 
Lemma 3.2.6. The categories Cθ and Pθ have soft right and left units.
Proof. Let us prove that Pθ has soft left units; the other cases are analogous. By
[ERW19b, Lemma 3.14], it suffices to show that Pθ has weak left units. Using
[ERW19b, Remark 3.13], this means that for each (M1, `1, g1) ∈ Ob(Pθ), there is
a morphism u : (M1, `1, g1)→ (M2, `2, g2), such that for all (M0, `0, g0) ∈ Ob(Pθ),
the composition map
Pθ((M0, `0, g0), (M1, `1, g1)) u◦−−→ Pθ((M0, `0, g0), (M2, `2, g2))
4We implicitly work in the category of compactly generated spaces as in [Str] to interchange
products and colimits.
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is a weak equivalence. Let (M2, `2, g2) := (M1, `1, g1) and let u := (1, [0, 1] ×
M1, `
′
1, dx
2 +g1), where `
′
1 is the canonical extension of `1 to the cylinder. To check
that u ◦ − is a weak equivalence, use Corollary 2.2 (ii) of [BERW17]. 
Definition 3.2.7. A subcategory B ⊂ C of a topological category is clopen if both
Ob(B) ⊂ Ob(C) and Mor(B) ⊂ Mor(C) are open and closed.
Lemma 3.2.8.
(i) The categories Cκθ , Cκ,lθ ⊂ Cθ are clopen and contain the weak units.
(ii) The categories Pκθ ,Pκ,rstθ ,Pκ,lθ ,Pκ,l,rstθ ⊂ Pθ are clopen and contain the weak
units.
Proof. The first part is clear, and the second follows from Lemma 2.3.4. 
It is clear that a clopen subcategory of a fibrant category is fibrant, so Proposition
3.2.4 gives the following.
Corollary 3.2.9. The categories Pκ,lθ and Pκ,l,rstθ are fibrant and weakly unital.
The forgetful functors Fκ,l : Pκ,lθ → Cκ,lθ and Fκ,l,rst : Pκ,l,rstθ → Cκ,lθ are fibrations
on object and morphism spaces.
3.3. Models for the psc cobordism category. The point-set topological model
for Pκ,lθ described above is appropriate for the proof of Theorem C, which identifies
the homotopy fibre of the forgetful maps BF 2,1,rst and BF 2,1. However, for most
other purposes in this paper it is better to use different models. We shall use
variants of the “poset model” for the cobordism categories defined in [GRW14,
Section 2.6], but it is more convenient for us to use the language of sheaves as in
[MW07] and [GTMW09] instead of point-set topology. Let us give a brief review
of that formalism. For details, the reader is referred to [MW07, §2.1, §2.4, §4.1 and
Appendix A].
3.3.1. The language of sheaves. Let Mfds be the category of all smooth manifolds
and smooth maps, referred to as test manifolds. A sheaf on Mfds is a contravariant
functor F : Mfds→ Set, which satisfies the gluing condition for open covers (Ui)i∈I
of a manifold X. In other words, if zi ∈ F(Ui) is a collection of elements (often
called “sections”) such that zi|Ui∩Uj = zj |Ui∩Uj for all i, j ∈ I, then there is a
unique z ∈ F(X) such that z|Ui = zi for all i. The sheaves on Mfds are the objects
of a category Sheaves.
The points of F are the elements of the set F(∗). A section z ∈ F(X) defines a
function fz : X → F(∗), namely x 7→ j∗x(z), where jx : ∗ → X is the inclusion of x
into X. Most (but not all) sheaves we meet in this paper have the property that
a section z is determined by the function fz. A subset G(∗) ⊂ F(∗) determines a
subsheaf G ⊂ F : G(X) ⊂ F(X) is the set of those z ∈ F(X) such that j∗x(z) ∈ G(∗)
for each x ∈ X.
Let ∆pe := {(x0, . . . , xp) ∈ Rp+1 |
∑p
i=0 xi = 1} denote the extended p-simplex;
for varying p these define a cosimplicial object ∆•e : ∆ → Mfds in the category
of smooth manifolds. To a sheaf F one can therefore associate a simplicial set
[p] 7→ F(∆pe), and the representing space |F| of F is by definition the fat5 geometric
5In [MW07], the ordinary geometric realisation is used. Since we will have to deal with sheaves
of semi-simplicial sets in this paper, it is more convenient to use the fat geometric realisation. In
any case, the homotopy types agree.
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realisation
|[p] 7→ F(∆pe)|
of this simplicial set. We say that a map of sheaves is a weak equivalence if the
induced map of representing spaces is a weak equivalence of spaces.
Remark 3.3.1. Evaluation defines functions ∆p × F(∆pe) → F(∗) which are com-
patible for varying p, giving a (surjective) function
|F| −→ F(∗).
We may endow F(∗) with the quotient topology from this map, which is easily
seen to have the property that the functions fz : X → F(∗) become continuous for
every z ∈ F(X). However this topology might be somewhat pathological in that it
receives more continuous maps than these, even up to homotopy: proving it does
not involves establishing an “approximation” theorem for maps into F(∗) (endowed
with this topology). In any case |F| always has the correct homotopy type, and
one can avoid a certain amount of anguish by working solely with sheaves and their
representing spaces.
Elements z0, z1 ∈ F(X) are concordant if there is a z ∈ F(X × R) which agrees
with pr∗X(z0) on a neighbourhood of X×(−∞, 0] and with pr∗X(z1) on a neighbour-
hood of X × [1,∞). This defines an equivalence relation on F(X), and we write
F [X] for the set of equivalence classes. It is shown in Proposition 2.17 of [MW07]
that there is a natural bijection
[X; |F|] ∼−→ F [X]
from the set of homotopy classes of continuous maps from X to |F| to the set of
concordance classes of sections of F over X. The following criterion is useful to
prove that a map of sheaves is a weak equivalence.
Proposition 3.3.2 (Proposition 2.18 of [MW07]). Let f : E → F be a map of
sheaves. For a closed subset A ⊂ X, we let
E(A ⊂ X) := colim
U⊃A
U open
E(U)
denote the set of germs of sections of E near A, and for z ∈ E(A ⊂ X), we let
E [X,A; z] be the set of concordance classes (relative to A) of sections which agree
with z near A. If for each X ∈ Mfds, A ⊂ X closed, and z ∈ E(A ⊂ X) the map
f∗ : E [X,A; z] −→ F [X,A; f(z)]
is surjective, then f : E → F is a weak equivalence. (This is simply an instance of
the philosophy that injectivity is relative surjectivity.)
3.3.2. The sheaf version of the cobordism categories.
Definition 3.3.3. Let U be a manifold and d ∈ N0. Let θ : B → BO(d) be a Serre
fibration, and let γθ := θ
∗γd be the pullback of the universal vector bundle. The
sheaf ψθ(U) assigns to a test manifold X the set of all pairs (M, `), where
(i) M ⊂ U × X is a submanifold which is closed as a subspace, such that the
projection map pi = prX : M → X is a submersion with d-dimensional fibres.
(ii) ` is a θ-structure on the vertical tangent bundle TvM := ker(dpi) → M , in
other words a bundle map ` : TvM → γθ.
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Note that ψθ(U)(∗) is the set of all d-dimensional submanifolds M ⊂ U which are
closed as a subspace and are equipped with a θ-structure. In Sections 2.1 and 2.3 of
[GRW10] a topology on the set ψθ(U)(∗) is defined, with the resulting topological
space denoted by Ψθ(U). By Lemma 2.17 of [GRW10], the function fz : X → Ψθ(U)
induced by an element z ∈ ψθ(U)(X) is “smooth” and so in particular continuous.
The canonical evaluation function |ψθ(U)| → Ψθ(U) is therefore continuous, and
in fact is a weak homotopy equivalence by the smooth approximation theorem,
Lemma 2.18 of [GRW14]. In Theorem A.3 of [SP17] Schommer-Pries has shown
that the quotient topology on ψθ(U)(∗) from |ψθ(U)| agrees with that of Ψθ(U).
A fibrewise Riemannian metric on a submersion pi : M → X is a smooth bundle
metric g on TvM . The restriction of g to a fibre pi
−1(x) is a Riemannian metric gx
on pi−1(x).
Definition 3.3.4. The sheaf ψriemθ (U) assigns to a test manifold X the set of all
triples (M, `, g), where
(i) (M, `) ∈ ψθ(U)(X), and
(ii) g is a fibrewise Riemannian metric on M .
A semi-simplicial sheaf or sheaf of semi-simplicial sets is a functor F• : Mfds→
ssSet such that each Fq : Mfds → Set is a sheaf of sets in the sense described
above. Then [q] 7→ |Fq| is a semi-simplicial space, whose fat geometric realisation
we denote by ‖F•‖. If C : Mfds→ Catnu is a sheaf of (small) non-unital categories
(i.e. a functor such that Ob(C),Mor(C) : Mfds→ Set are sheaves of sets in the sense
described above), then taking nerves gives a semi-simplicial sheaf N•C.
We may easily encode the categories Cκ,lθ , Pκ,lθ , Pκ,l,pscθ , and Pκ,l,rstθ from Section
3.2 in the language of sheaves, as their spaces of objects and morphisms all have a
natural notion of “smooth maps from a manifold”.
Definition 3.3.5. Let Ob(shCθ) : Mfds→ Set be the sheaf which assigns to a test
manifold X the set of pairs (M, `M ) of a submanifold M ⊂ R∞ ×X such that the
projection piX : M → X is a proper submersion with (d − 1)-dimensional fibres,
and `M : 
1 ⊕ TvM → γθ is a bundle map.
For a smooth function t : X → (0,∞), we denote
[0, t]× R∞ ×X := {(s, v, x) ∈ R× R∞ ×X | 0 ≤ s ≤ t(x)}
and
{t} × R∞ ×X := {(s, v, x) ∈ R× R∞ ×X | s = t(x)} ∼= {0} × R∞ ×X.
Let Mor(shCθ) : Mfds → Set be the sheaf which assigns to a test manifold X
the set of triples (t,W, `W ) of a smooth function t : X → (0,∞), a submanifold
W ⊂ [0, t]× R∞ ×X such that the projection pi : W → X is a proper submersion
with fibres Wx := pi
−1(x) being d-dimensional manifolds whose boundary lies in
({0} ∪ {t}) × R∞ ×X, and `W : TvW → γθ is a bundle map, such that there is a
smooth  : X → (0,∞) so that (Wx, `W |Wx) ∈Mθ(Wx)(x) for each x ∈ X.
The source and target maps are given by restriction to {0} × R∞ ×X or {t} ×
R∞×X and the obvious identification. The composition map is given by translating
and gluing. This defines a sheaf of non-unital categories, which is very much similar
to the one defined in [GTMW09, Definition 2.8].
Note that (NpshCθ)(∗) = NpCθ as sets, and with the topology on NpCθ described
in Section 3.1 the evaluation maps X× (NpshCθ)(X)→ NpCθ are continuous. Thus
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there is a continuous map |NpshCθ| → NpCθ given by evaluation. This map is a
weak equivalence, by smooth approximation of maps into NpCθ, and so taking the
fat geometric realisation gives a weak equivalence ‖N•shCθ‖ ∼→ BCθ. Similarly, if
we define shCκ,lθ as sub-(sheaves of non-unital categories) of shCθ by imposing the
connectivity conditions pointwise, then we have
‖N•shCκ,lθ ‖
∼−→ BCκ,lθ .
Definition 3.3.6. Let Ob(shPθ) : Mfds→ Set be the sheaf which assigns to a test
manifold X the set of triples (M, `M , gM ) where (M, `M ) ∈ Ob(shCθ) and gM is a
fibrewise Riemannian metric on M with positive scalar curvature (that is, (gM )x
has positive scalar curvature for each x ∈ X).
Let Mor(shPθ) : Mfds→ Set be the sheaf which assigns to a test manifold X the
set of quadruples (t,W, `W , gW ) where (t,W, `W ) ∈ Mor(shCθ) and gW is a fibrewise
Riemannian metric on W with positive scalar curvature such that there is a smooth
 : X → (0,∞) so that (Wx, `W |Wx , gW |Wx) ∈Mθpsc(Wx)(x) for all x ∈ X.
Again maps into each NpPθ have smooth approximations, so there are weak
equivalences ‖N•shPθ‖ ∼→ BPθ. If we define shPκ,l,(rst)θ as sub-(sheaves of non-
unital categories) of shPθ by imposing the connectivity conditions (and perhaps
right-stability) pointwise, then we have equivalences
‖N•shPκ,l,(rst)θ ‖
∼−→ BPκ,l,(rst)θ . (3.3.7)
3.3.3. Poset models. We wish to establish models analogous to the ‖Dκ,lθ (RN )•‖ '
BCκ,lθ of §2.6 of [GRW14], but in the context of sheaves.
Definition 3.3.8. The sheaf Dθ(RN ) assigns to a test manifold X the set of all
(W, `) ∈ ψd(R× RN )(X) such that W ⊂ R× (−1, 1)N ×X. We also define
Dθ := colim
N→∞
Dθ(RN ),
where the colimit is taken in the category of sheaves.
By Section 4 of [GTMW09], there is a weak equivalence
|Dθ| ' BCθ. (3.3.9)
Definition 3.3.10. For (W, `) ∈ Dθ(RN )(X), we denote by x1 : W → R the
restriction of the projection to R. Note that x1 is fibrewise proper, i.e. (x1, pi) :
W → R×X is proper. For J ⊂ R, we write W |J := x−11 (J) = W ∩
(
J ×RN ×X).
If I ⊂ R is an interval, we say that W is cylindrical over I, if for every t ∈ I, we
have the equality W |I = I×W |t as subsets of R×RN ×X and as θ-manifolds. We
say that W is cylindrical over J ⊂ R if it is cylindrical over each interval I ⊂ J ,
and we say that W is cylindrical near a ∈ R if there is an open neighbourhood of
a over which W is cylindrical.
Let in addition g be a Riemannian metric on W . We say that (W, `, g) is cylin-
drical over J if (W, `) is cylindrical over J in the above sense and if for each interval
I ⊂ J and each t ∈ I, the metric g|WI is equal to dx21 + g|W |t . Similarly, we define
(W, `, g) to be cylindrical near a ∈ R if is cylindrical over some neighbourhood of
a.
Definition 3.3.11. The semi-simplicial sheaf Dκ,lθ (RN )• has its sheaf of p-simplices
given as follows. An element of Dκ,lθ (RN )p(X) is a tuple (W, `W , a, ) where
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(i) (W, `W ) ∈ Dθ(RN ),
(ii) a = (a0, . . . , ap) and  = (0, . . . , p) are tuples of smooth functions X → R,
with i > 0 and ai−1 + i−1 < ai − i (for each i),
such that after restriction to each point of X it satisfies
(iii) W is cylindrical over each interval [ai − i, ai + i], and for any t ∈ ∪pi=0[ai −
i, ai + i] we have that (W |t, `W |W |t) is an object of Cκ,lθ , and for two such
t < t′ we have that (W |[t,t′], `W |W |[t,t′]) is a morphism of Cκ,lθ .
The face map di : Dκ,lθ (RN )p(X) → Dκ,lθ (RN )p−1(X) forgets ai and i. We write
Dκ,lθ,p for the colimit of these sheaves for N →∞.
There is a weak equivalence
‖Dκ,lθ,•‖ ' BCκ,lθ (3.3.12)
which is proven completely analogously to Proposition 2.14 of [GRW14] but adapted
to sheaves. Next, we introduce the psc version of Dκ,lθ,•.
Definition 3.3.13. The semi-simplicial sheaf Dκ,l,pscθ (RN )• has its sheaf of p-
simplices given as follows. An element ofDκ,l,pscθ (RN )p(X) is a tuple (W, `W , a, , gW )
where (W, `W , a, ) ∈ Dκ,lθ (RN )p(X) and gW is a fibrewise Riemannian metric on
W such that after restriction to each point of X
(i) the Riemannian θ-manifold (W, `W , g) is cylindrical over each of the intervals
[ai − 34i, ai + 34i] and
(ii) the scalar curvature of gW is positive over W |[a0,ap].
We define Dκ,l,rstθ (RN )p(X) ⊂ Dκ,l,pscθ (RN )p(X) as the subset of all those elements
(W, `W , a, , gW ) such that after restriction to each point of X the psc metrics
gW |[ai,ai+1] are right stable (for i = 0, . . . , p− 1). The ith face map again forgets ai
and i, and we again write Dκ,l,pscθ,p and Dκ,l,rstθ,p for the colimits of these sheaves as
N →∞.
There are weak equivalences
‖Dκ,l,pscθ,• ‖ ' ‖N•shPκ,lθ ‖ and ‖Dκ,l,rstθ,• ‖ ' ‖N•shPκ,l,rstθ ‖
which are also proven completely analogously to Proposition 2.14 of [GRW14], using
that R+(W ) ' R+(W ) by Corollary 2.2 of [BERW17]. Combining them with the
equivalences (3.3.7) gives equivalences
‖Dκ,l,pscθ,• ‖ ' BPκ,lθ and ‖Dκ,l,rstθ,• ‖ ' BPκ,l,rstθ . (3.3.14)
3.3.4. Long and infinitesimal collars. There are two variants of Dκ,lθ,• (and its psc
versions) which are sometimes useful. In the first variant, we prescribe strict lower
bounds for the collar lengths i.
Definition 3.3.15. Fix a sequence of real numbers with 0 < c0 ≤ c1 ≤ . . ..
Let Dθ,p,cp(RN )(X) ⊂ Dθ,p(RN )(X) be the subset of those (W, `W , a, ) such that
i(x) ≥ cp for all i ∈ [p] and all x ∈ X. These form the p-simplices of a sub-semi-
simplicial sheaf Dθ,•,c(RN ) of Dθ,•(RN ).
Similar definitions are made for the colimit N →∞, for the connectivity condi-
tions and for the decorations psc and rst.
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Lemma 3.3.16. The inclusion Dκ,lθ,p,cp(RN )→ D
κ,l
θ,p(RN ) is a weak equivalence for
each p, and the same is true with the decorations psc and rst.
Proof. We will use the criterion of Proposition 3.3.2, so must show that
Dκ,lθ,p,cp(RN )[X,A; z] −→ D
κ,l
θ,p(R
N )[X,A; inc(z)]
is surjective for all X, A ⊂ X closed, and germs z of Dκ,lθ,p,cp(RN ) near A.
An element of the right-hand side is represented by a tuple (W, `A, a, ) such that
on some open neighbourhood U ⊃ A we have i|U ≥ cp for all i. We may choose a
smooth map
X × R× R −→ R
(x, t, s) 7−→ hx,t(s)
such that each hx,t is a diffeomorphism, and
(i) hx,t(s) = s on a neighbourhood of X × (−∞, 0]× R,
(ii) there is a neighbourhood U ⊃ V ⊃ A with hx,t(s) = s for x ∈ V and all t,
(iii) for each x ∈ X and each q ∈ (0, 1) the functions
t 7→
{
hx,t(ai(x) + qi(x))− hx,t(ai(x))
hx,t(ai(x))− hx,t(ai(x)− qi(x))
are equal and nondecreasing in t,
(iv) we have |hx,t(ai(x) ± i(x)) − hx,t(ai(x))| ≥ cp on a neighbourhood of X ×
[1,∞) ⊂ X × R,
(v) we have h′x,t(s) = 1 on a neighbourhood of
{(x, t, s) ∈ X × R× R | s = ai(x)± i(x)}.
Pulling back the data ξ := (W, `W , a, ) along the smooth map
ψ : (s, v, x, t) 7→ (hx,t(s), v, x) : R× RN ×X × R→ R× RN ×X
gives an element ξ′ := (W ′, `W ′ , a′, ′) ∈ Dκ,lθ,p(RN )(X × R) with W ′ = ψ−1(W ),
`W ′ = `W ◦Dψ, a′i(x, t) = hx,t(ai(x)), and ′i(x, t) = hx,t(ai(x)+qi(x))−hx,t(ai(x)).
This indeed represents an element, by (iii).
The restriction of ξ′ to a neighbourhood of X × (−∞, 0] is the pullback of ξ
by (i), whose restriction to a neighbourhood of A × R is constant by (ii), and
whose restriction to a neighbourhood of X × [1,∞) is pulled back from a ξ′′ ∈
Dκ,lθ,p,cp(RN )(X) by (iv).
If in addition W is equipped with a Riemannian metric gW which is psc over [a0−
0, ap + p] when we may endow W
′ with a Riemannian metric gW ′ which is equal
to ψ∗gW outside of the [a′i−′i, a′i+′i] and is equal to the evident cylindrical metric
on W ′|a′i × [a′i − ′i, a′i + ′i], which indeed fit together by (v). With this choice the
above concordance works with the decoration psc. Furthermore, if each gW |[ai,aj ]
is right-stable so is each gW ′ |[a′i,a′j ], as the underlying manifolds are diffeomorphic
and under this diffeomorphism the metrics differ by stretching a collar. 
In the second variant of Dκ,lθ,• the collar lengths are not recorded (but must exist),
and the regular values ai are allowed to coincide.
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Definition 3.3.17. Let Dˆpscθ,p (RN )(X) be the set of all tuples (W, `, a, g) where
(W, `) ∈ Dθ(RN )(X), a = (a0, . . . , ap) is a tuple of smooth functions X → R such
that a0 ≤ . . . ≤ ap, and g is a fibrewise Riemannian metric on W . We require
that after restricting to a point of X, (Wx, gx) is cylindrical near each ai(x) and
that gx|W |[a0(x),ap(x)] has positive scalar curvature. There is a version Dˆ
κ,l,psc
θ,p (RN )
with the appropriate connectivity conditions, and a version Dˆκ,l,rstθ,p (RN ) requiring
right-stability. The sheaves Dˆκ,l,pscθ,p and Dˆκ,l,rstθ,p are obtained by taking the colimit
N →∞. A similar definition is made for Dˆκ,lθ,•, without psc metrics.
This has a semi-simplicial structure by forgetting the ai’s, which extends to a
simplicial structure by doubling the ai’s.
Lemma 3.3.18. The forgetful map Dκ,lθ,p(RN ) → Dˆκ,lθ,p(RN ) is a weak equivalence
for each p, and the same is true with the decorations psc and rst.
Proof. Again, we use the criterion of Proposition 3.3.2, so we must show that
Dκ,lθ,p[X,A; z] −→ Dˆκ,lθ,p[X,A; inc(z)]
is surjective (the argument with the decorations psc or rst is the same). An element
of the target is represented by a family (W, `W , a) over X and a tuple  = (0, . . . , p)
of smooth functions i : U → (0,∞) defined on an open neighbourhood of A.
These satisfy the conditions that ai(x) + i(x) < ai+1(x) − i+1(x) and that Wx
is cylindrical over the intervals [ai(x) − i(x), ai(x) + i(x)], for all x ∈ U . We
construct a concordance which proves that the element lies in the image and this
concordance does not change the θ-manifold (W, `W ).
There is a smooth function η on X which is positive outside U and vanishes near
A such that Wx is cylindrical over [ai(x)−η(x), ai(x)+η(x)], for all x ∈ X. During
the first part of the concordance, we change the function ai linearly to ai + icη, for
some small c > 0. The result is that we can assume that all ai’s are distinct. We
can then extend the functions i (after restricting them to a smaller neighbourhood
of A) appropriately to find the preimage.
The cases with the decorations psc or rst are entirely analogous. 
3.3.5. Flexible models. We wish to establish models analogous to the ‖Xκ,l• ‖ '
‖Dκ,lθ,•‖ of Section 2.8 of [GRW14], but in the context of sheaves and with psc
metrics. This makes use of the following weakening of Definition 3.3.10.
Definition 3.3.19. Let (W, g) be a Riemannian manifold and let x1 : W → R be
a smooth function. We say that g is of product type over an open subset J ⊂ R
with respect to x1 if
(i) J consists of regular values of x1, and ‖dx1‖ ≡ 1 on x−11 (J),
(ii) The Lie derivative L ∂
∂x1
g of g along the vector field dual to dx1 vanishes near
x−11 (t).
We remark that if x1 is proper, the flow generated by
∂
∂x1
identifies x−11 (J) with
J × x−11 (t) for a small interval J containing t. With respect to this identification,
the metric g takes the form dx21 + g0 for g0 := g|x−11 (t). In this sense, Definition
3.3.19 is a weakening of Definition 3.3.10. The following is a psc version of [GRW14,
Definition 2.18], adapted to sheaves.
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Definition 3.3.20. The semi-simplicial sheaf Xκ,l,psc• has its sheaf of p-simplices
given as follows. An element of Xκ,l,pscp (X) is a tuple (a, , (W, `W , gW )) such that
a = (a0, . . . , ap) and  = (0, . . . , p) are tuples of smooth maps X → R, with i > 0
and ai−1 + i−1 < ai − i,
W ⊂ {(t, v, x) ∈ R× RN ×X | a0(x)− 0(x) < t < ap(x) + p(x)}
is a closed subset such that pi = prX : W → X is a submersion with d-dimensional
fibres, `W : TvW → γθ is a bundle map, and gW is a fibrewise Riemannian metric
on W , such that after restriction to each point of X it satisfies
(i) (a, , (W, `W )) defines an element of X
κ,l
p from Definition 2.18 of [GRW14],
(ii) the Riemannian metric gW has positive scalar curvature,
(iii) for each i ∈ [p] there exist si ∈ R and δi > 0 with ai− i ≤ si− δi < si + δi ≤
ai + i such that (W, gW ) is of product type over (si− δi, si + δi) with respect
to x1 : W → (a0 − 0, ap + p).
Define Xκ,l,rst• as the sub-semi-simplicial sheaf of X
κ,l,psc
• , consisting of those ele-
ments whose restriction to each point in addition satisfies
(iv) for i ≤ j and any si < sj as in (iii), the metric (gW )|[si,sj ] is right stable.
The following is easily proved by adapting the idea of Proposition 2.20 of [GRW14]
to sheaves.
Lemma 3.3.21. The natural maps
‖Dκ,l,pscθ (RN )•‖ −→ ‖Xκ,l,psc• ‖ and ‖Dκ,l,rstθ (RN )•‖ −→ ‖Xκ,l,rst• ‖
induced by inclusion are weak homotopy equivalences.
4. The fibre theorems
4.1. Statement of results. The goal of this section is to identify the homotopy
fibres of the maps
BF 2,1 : BP2,1θ −→ BC2,1θ
BF 2,1,rst : BP2,1,rstθ −→ BC2,1θ
in terms of certain categories, which we call concordance categories, constructed
from spaces of psc metrics on a fixed long manifold. The result is given in Theorem
4.1.4 below, but first we must define the concordance categories.
Definition 4.1.1. Let (W, `) ∈ Dθ(∗) and let J ⊂ R be an open subset over which
W is cylindrical. Let P(W,J) be the non-unital category with objects given by
the set of pairs (t, g) with t ∈ J and a psc metric g ∈ R+(W |t). A morphism
from (t0, g0) to (t1, g1) can exist only if t0 < t1 in which case it is given by a psc
metric h ∈ R+(W |[t0,t1])g0,g1 . Composition of morphisms is given by gluing. We let
P(W,J)rst ⊂ P(W,J) be the wide subcategory whose morphisms (t0, g0)→ (t1, g1)
are the right-stable psc metrics h ∈ R+(W |[t0,t1])g0,g1 , and define P(W,J)lst ⊂
P(W,J) similarly.
These categories do not depend on `. We have not yet defined a topology on
P(W,J). To this end, we consider J as a non-unital category via < and equip
it with its natural topology. There is a forgetful functor G : P(W,J) → J and
there is also a functor K : J → Cθ given by sending t to (W |t, `|W |t) and t <
t′ to (W |[t,t′], `|W |[t,t′]). Similarly, there is a functor H : P(W,J) → Pθ which
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sends an object (t, g) to (W |t, `|W |t , g) and a morphism h ∈ R+(W |[t0,t1])g0,g1 to
(W |[t,t′], `|W |[t,t′] , g|W |[t,t′]). These functors fit into a commutative diagram
P(W,J) H //
G

Pθ
F

J
K // Cθ
(4.1.2)
of categories. The induced squares on sets of objects and morphisms are cartesian,
so that (4.1.2) is a pullback square of categories. We define the topology on P(W,J)
so that (4.1.2) is a pullback square of topological categories.
If for each t0 < t1 ∈ J , (W |[t0,t1], `|W |[t0,t1]) is a morphism in C
κ,l
θ , the functor H
factors through the subcategory Pκ,lθ ; similarly for K. Observe also that then H
restricts to a functor Hrst : P(W,J)rst → Pκ,l,rstθ on the subcategory of right-stable
metrics, and we similarly denote by Grst the restriction of G.
We call the categories P(W,J) and Prst(W,J) concordance categories, for the
following reason. First note that if J is an interval, then P(W,J) = P(R×M,J).
The set pi0(BP(R ×M,R)) is the set of all psc metrics g ∈ R+(M), with g0 and
g1 identified if and only if there exists a concordance h ∈ R+([0, 1] ×M)g0,g1 , so
is the set of concordance classes of psc metrics on M . For sake of readability, we
abbreviate
Q(M) := P(R×M,R) and Q(M)rst := P(R×M,R)rst. (4.1.3)
Now we are ready to state the main results of this section.
Theorem 4.1.4. Let W ∈ Dθ and let J ⊂ R be a disjoint union of finitely many
open intervals over which W is cylindrical. Suppose that for each x < y ∈ J the
cobordism W |[x,y] defines a morphism in C2,1θ . Assume furthermore that d ≥ 6.
Then the squares
BP(W,J) BH //
BG

BP2,1θ
BF 2,1

BJ
BK // BC2,1θ
and
BP(W,J)rst BHrst //
BGrst

BP2,1,rstθ
BF 2,1,rst

BJ
BK // BC2,1θ
(4.1.5)
are homotopy cartesian.
If J 6= ∅, the space BJ is contractible (by a straightforward application of
Theorem 6.2 of [GRW14] to the augmentation map N•J → ∗). Hence Theorem
4.1.4 describes the homotopy fibre of BF 2,1 and BF 2,1,rst. Applying it in the
situation W = R×M and J = R proves Theorem C.
Remark 4.1.6. During the preparation of this manuscript Wolfgang Steimle has
explained to us a different proof of Theorem 4.1.4, using Theorem 2.2 of [Ste18]
and Theorem 2.3.2.
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The reason we are interested in the category P2,1,rstθ is the following theorem,
which relates BPrst(W,J) to actual spaces of psc metrics. For each topological
category C and objects a and b of C, there is a tautological map
τ = τa,b : C(a, b) −→ Ωa,bBC
f 7−→ (t 7→ (f, te1 + (1− t)e0) ∈ N1C ×∆1 → BC)
to the space of all paths from a to b in BC. For (t0, g0), (t1, g1) ∈ Ob(P(W,J)rst),
we have P(W,J)rst((t0, g0), (t1, g1)) = R+(W |[t0,t1])rstg0,g1 .
Theorem 4.1.7. Let W ∈ Dθ(∗) be cylindrical over the open subset J ⊂ R and let
t0 < t1 ∈ J . Assume that the inclusion {t0, t1} → J is 0-connected. Then for each
choice of gi ∈ R+(W |ti), the tautological map
τ : R+(W |[t0,t1])rstg0,g1 −→ Ω(t0,g0),(t1,g1)BP(W,J)rst
is a weak equivalence.
Theorem 4.1.7 is true without any dimension or connectivity hypotheses. It has
the consequence that R+(W |[t0,t1])rstg0,g1 has the homotopy type of a loop space,
provided that it is non-empty. In particular, Theorem 4.1.7 implies that
R+(M × [0, 1])rstg,g ' Ω(0,g),(1,g)BQ(M)rst.
Remark 4.1.8. An H-space structure on R+(M × [0, 1])g,g is easily explained: one
concatenates the psc metrics and scales appropriately; this construction clearly
extends to an E1-algebra structure. One can show that τ : R+(M × [0, 1])g,g →
Ω(0,g),(1,g)BQ(M) is a map of E1-algebras. Essentially by definition (together with
Theorem 2.3.2 (ii)), the sub-E1-algebra R+(M × [0, 1])rstg,g is group complete (i.e.
pi0(R+(M × [0, 1])rstg,g) is a group). One can interpret the map R+(M × [0, 1])g,g)→
Ω(0,g),(0,g)BQ(M) as a group completion. However, it is unclear to us whether
there is the required calculus of fractions to apply the Group Completion Theorem
in this situation.
Theorem 4.1.9. Let d ≥ 6 and let (W : M0  M1) be a morphism in C2,1θ . Then
the square
Mθpsc(W )rstg0,g1

τ // Ω(M0,g0),(M1,g1)BP2,1,rstθ
ΩBF 2,1,rst

Mθ(W ) τ // ΩM0,M1BC2,1θ
is homotopy cartesian, where the horizontal maps are the tautological maps.
To understand the horizontal maps, note thatMθ(W ) is a subspace of the mor-
phism space C2,1θ (M0,M1) (and similarly for the version with stable psc metrics).
4.2. The concordance category. We shall prove Theorems 4.1.4 and 4.1.7 by
the topological version of Quillen’s Theorems A and B which we established in
Section 4 of [ERW19b], and here we mainly verify some of the formal hypotheses
of those theorems. The proof of (the topological version of) Quillen’s Theorems
A and B for a functor F : A → B uses a certain bi-semi-simplicial space (F/B)•,•
whose definition we will have to recall, since certain properties of it belong to the
hypotheses of those theorems.
28 JOHANNES EBERT AND OSCAR RANDAL-WILLIAMS
The following bi-semi-simplicial spaces are an instance of Definition 4.1 of [ERW19b].
Let (F/B)p,q ⊂ NpA × Nq+1B be the subspace of all elements of the form (a0 →
· · · → ap, F (ap)→ b0 → · · · → bq). There is an augmentation map
ηFp,q : (F/B)p,q −→ NqB
(a0 → · · · → ap, F (ap)→ b0 → · · · → bq) 7−→ (b0 → · · · → bq).
Dually, we let (B/F )p,q ⊂ NpA × Nq+1B be the space of all elements of the form
((a0 → · · · → ap, b0 → · · · → bq → F (a0)), with augmentation
ζFp,q : (B/F )p,q −→ NqB
(a0 → · · · → ap, b0 → · · · → bq → F (a0)) 7−→ (b0 → · · · → bq).
The terms in following lemma were recalled in Definition 3.2.3.
Lemma 4.2.1.
(i) The categories J and P(W,J) are right and left fibrant.
(ii) The categories J and P(W,J) have soft right and left units.
(iii) The forgetful functor G : P(W,J)→ J induces fibrations G0 : Ob(P(W,J))→
Ob(J) and G1 : Mor(P(W,J))→ Mor(J).
(iv) The map ηG0,0 is a fibration.
(v) The same statements are true for the subcategories P(W,J)rst and P(W,J)lst.
Proof. Part (i): we prove that both categories are right fibrant, i.e. that the target
maps d0 are fibrations, left fibrancy is proven by the same argument. It is clear
that the target map Mor(J)→ Ob(J) is a fibration: it is even a locally trivial fibre
bundle, because J ⊂ R is open. To treat the category P(W,J), consider a lifting
problem
Dn × {0}

a // Mor(P(W,J))
d0

Dn × [0, 1] b //
c
77
Ob(P(W,J)).
The map b determines a continuous function f1 : D
n × [0, 1]→ J , and the lift a of
b|Dn×{0} determines a function f ′0 : Dn → J with f ′0 < f1|Dn×{0}. Extend f ′0 to a
continuous function f0 : D
n × [0, 1]→ J with f0 < f1. Now the projection
{(v, t, p) ∈ Dn × [0, 1]×W | f0(v, t) ≤ x1(p) ≤ f1(v, t)} −→ Dn × [0, 1]
is a smooth fibre bundle, and hence trivial since Dn × [0, 1] is contractible. The
psc data contained in the maps a and b determine (compatible) psc metrics on the
restriction of the bundle to Dn × {0} and on the upper boundary bundle
{(v, t, p) ∈ Dn × [0, 1]×W | x1(p) = f1(v, t)}.
An application of Theorem 2.1.1 shows that we can extend these psc metrics to the
whole bundle, which provides the solution to the lifting problem.
Part (ii): by part (i) and Lemma 3.14 of [ERW19b], it is enough to prove that the
categories J and P(W,J) have weak units. We will show that they have weak left
units; the other case is analogous. If t ∈ Ob(J), choose  > 0 such that [t, t+] ⊂ J .
Then the morphism t < t+  is a weak left unit in J . If (t, g) ∈ Ob(P(W,J)), the
psc metric dx21 + g on W |[t,t+] is a morphism in P(W,J) and a weak left unit in
P(W,J).
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Part (iii): clear from the definition of the topology on P(W,J) and from Propo-
sition 3.2.4.
Part (iv): this follows from parts (i), (iii) and Lemma 4.6 (iii) of [ERW19b].
Part (v): observe that by Lemma 2.3.4, P(W,J)rst ⊂ P(W,J) is a clopen subcat-
egory and contains the weak units. Therefore, the proofs just given carry over to the
case of P(W,J)rst without change, and the same remark applies to P(W,J)lst. 
Lemma 4.2.2. Let ∅ 6= J ⊂ I ⊂ R be finite disjoint unions of open intervals over
which W is cylindrical. Assume that for all t0 < t1 ∈ I, the cobordism W |[t0,t1] is
a morphism in C2,1θ and assume that d ≥ 6. Then the inclusions ι : P(W,J) →
P(W, I) and ιrst : P(W,J)rst → P(W, I)rst induce weak equivalences on classifying
spaces.
Remark 4.2.3. Lemma 4.2.2 is the only place in the proof of Theorem 4.1.4 where
the existence result for right stable metrics (Theorem 2.3.2) is used, through Theo-
rem 2.3.8. This is also responsible for the hypothesis d ≥ 6 and for the connectivity
assumption on W . Note that these hypotheses are used in the proofs of both con-
clusions of the lemma.
Proof of Lemma 4.2.2. We give the details for the case of ι; the case of ιrst will
be analogous. We shall apply the version of Quillen’s Theorem A which we have
established in Theorem 4.7 of [ERW19b], but to start we make some elementary
simplifications. Firstly, it is enough to discuss the case where J is a single interval.
Secondly, an inclusion J ⊂ I of sets as in the statement, with J an interval, may
be written as a composition of maps of the following type:
(i) J → I is an isotopy equivalence.
(ii) J is clopen in I and if s ∈ J and t ∈ I \ J , then s < t.
(iii) J is clopen in I and if s ∈ J and t ∈ I \ J , then s > t.
Hence it is enough to prove the lemma in these three cases: we prove the first case
and the second case, the third is done by using the dual form of Quillen’s Theorem
A, i.e. Theorem 4.8 of [ERW19b].
For the first case, if J ⊂ I is an isotopy equivalence thenNpP(W,J)→ NpP(W, I)
is a weak equivalence for each p ≥ 0 and hence BP(W,J) → BP(W,J) is a weak
equivalence.
For the second case, choose t0 ∈ J , and write J0 := J∩(−∞, t0) and I0 := J0∪(I\
J). The inclusions J0 → J and I0 → I are isotopy equivalences, which means that
it is enough to prove that BP(W,J0) → BP(W, I0) is a weak equivalence. What
we have achieved in this step is to ensure that W is cylindrical near t0 = sup(J0).
We claim that the inclusion ι : P(W,J0) → P(W, I0) satisfies the hypotheses
(i) and (iv) of Theorem 4.7 of [ERW19b], which will complete the proof. Both
categories have soft units and are left and right fibrant, by Lemma 4.2.1 (i) and
(ii). Since J0 is clopen in I0, the functor ι is a fibration on both object and on
morphism spaces. It follows from Lemma 4.6 (iii) of [ERW19b] that the map ηι0,0
is a fibration. Together these verify hypothesis (iv) of Theorem 4.7 of [ERW19b].
It remains to verify hypothesis (i), i.e. that the fibre categories ι/(t, g) have
contractible classifying spaces for all (t, g) ∈ Ob(P(W, I0)). Suppose first that
t ∈ J0. Then ι/(t, g) is the over-category P(W,J0)/(t, g), which has a contractible
classifying space since P(W,J0) has soft left units by Lemma 4.2.1 (ii). Now suppose
that t ∈ I0 \ J0. The cobordism W |[t0,t] : W |t0  W |t is a morphism in C2,1θ by
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assumption. Thus, by Theorem 2.3.8, there is a psc metric g0 ∈ R+(W |t0) and a
stable psc metric h ∈ R+(W |[t0,t])g0,g (it is here where we are using the hypothesis
that d ≥ 6). The composition h ◦ − gives a functor P(W,J)/(t0, g0) → ι/(t, g),
which as h is stable induces a levelwise weak equivalence on nerves and hence a weak
equivalence on classifying spaces. Therefore, since the space B(P(W,J)/(t0, g0)) is
contractible (by Lemma 4.2.1 (ii) again), it follows that B(ι/(t, g)) ' ∗, as claimed.
This finishes the proof for ι, and the same argument applies to ιrst. 
The next goal is the proof of Theorem 4.1.7. The proof is a version of a well-
known delooping argument, adapted to the technical details of the situation.
Proof of Theorem 4.1.7. Write xi := (ti, gi). Let I := J<t1 , let ι
rst : P(W, I)rst →
P(W,J)rst be the inclusion functor, and let H : ιrst/x1 → P(W, I)rst be the source
functor. There is a commutative square
B(ιrst/x1)
K′ //
BH

Px1BP(W,J)rst
ev0

BP(W, I)rst Bιrst // BP(W,J)rst.
(4.2.4)
Here Px1BP(W,J)rst denotes the space of paths in BP(W,J)rst which end at x1,
and ev0 is the map that evaluates at 0. The map K
′ is adjoint to the homotopy K :
[0, 1]×B(ιrst/x1)→ BP(W,J)rst coming from the natural transformation κ : ιrst ◦
H ⇒ x1 to the constant functor x1. It is clear that BH−1(x0) = R+(W[t0,t1])rstg0,g1 ,
and the restriction of K ′ to BH−1(x0) → ev−10 (x0) = Ωx0,x1BP(W,J)rst is the
map τ , which we want to show is a weak equivalence.
The space B(ιrst/x1) is contractible since P(W,J)rst has soft left units by Lemma
4.2.1. Since {t0, t1} → J is 0-connected, the inclusion I → J is an isotopy equiva-
lence. As in the proof of Lemma 4.2.2, it follows that Bιrst is a weak equivalence.
Because the path space is contractible as well, (4.2.4) is homotopy cartesian. Since
ev0 is a fibration, the claim will follow once we can prove that BH is a quasifibra-
tion. The map BH is the geometric realisation of the semi-simplicial map N•H,
and we shall prove that each NpH is a fibration and N•H is homotopy cartesian
in the sense of Definition 2.9 of [ERW19b]. It then follows by Theorem 2.12 of
[ERW19b] (or rather the first paragraph of its proof) that BH is a quasifibration.
This will finish the proof.
The map NpH : Np(ι
rst/x1)→ Np(P(W, I)rst) is given by
(y0
h1→ · · · hp→ yp, yp h→ x1) 7−→ (y0 h1→ · · · hp→ yp)
(since ιrst is an inclusion, we write yp for ι
rst(yp), slightly abusing notation). Be-
cause P(W, I)rst is left fibrant by Lemma 4.2.1, the map NpH is a fibration. The
fibre over (y0
h1→ · · · hp→ yp) is, writing yi = (si, ki), just R+(W[sp,t1])rstkp,g1 . The
maps between the fibres induced by the face maps are either the identity, or they
are given by µ(hp, ) with hp ∈ R+(W[sp−1,sp])rstkp−1,kp . By the definition of right
stability, these maps are weak equivalences. Hence N•H is homotopy cartesian. 
4.3. Proof of Theorem 4.1.4. We shall apply the version of Quillen’s Theorem
B which we have established as Theorem 4.9 of [ERW19b]. We will only write
down the proof for the first case of Theorem 4.1.4, the proof for the second case is
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entirely analogous, with decoration rst everywhere. In order to prove the first case
of Theorem 4.1.4 have to verify the following hypotheses:
(i) J and C2,1θ are left fibrant and have soft right units (this has been done in
Lemma 4.2.1, Proposition 3.2.4 and Lemma 3.2.6).
(ii) P(W,J) and P2,1θ are right fibrant (this has been done in Lemma 4.2.1 and
Proposition 3.2.4). The maps
ηG0,0 : (G/J)0,0 → Ob(J) and ηF
2,1
0,0 : (F
2,1/C2,1θ )0,0 → Ob(C2,1θ )
are fibrations. This follows from the fact that the maps
G0 : Ob(P(W,J)) −→ Ob(J) and F 2,10 : Ob(P2,1θ ) −→ Ob(C2,1θ )
are fibrations, by Lemma 4.2.1 and Proposition 3.2.4), using Lemma 4.6 (iii)
of [ERW19b].
(iii) For each morphism (t,W ) : M  N in C2,1θ , the fibre transition W ◦ − :
F 2,1/M → F 2,1/N induces a weak equivalence on classifying spaces.
(iv) For each t ∈ J , the functor G/t→ F 2,1/K(t) induced by K and H induces a
weak equivalence on classifying spaces.
It remains to verify hypotheses (iii) and (iv). To prepare for that, we first de-
scribe the homotopy types of the fibre categories F 2,1/M in terms of concordance
categories, as follows. Let M ∈ Ob(C2,1θ ). For a < b ∈ R there is a functor
L : P(R×M, (a, b)) −→ F 2,1/M (4.3.1)
given on objects by (ignoring the tangential structures in the notation)
L(t, g) := ((M, g), [0, b− t]×M : M  M)
and on morphisms by
L(t0 < t1, h) := ([0, t1 − t0]×M,h) : L(t0, g0)→ L(t1, g1).
It restricts to a functor
Lrst : P(R×M, (a, b))rst −→ F 2,1,rst/M (4.3.2)
on the subcategories of right stable psc metrics.
Lemma 4.3.3. The functors (4.3.1) and (4.3.2) induce weak equivalences on clas-
sifying spaces.
Proof. We present the proof for L; the argument for Lrst is completely analogous.
We shall apply our dual form of Quillen’s Theorem A (Theorem 4.8 of [ERW19b]).
Hypothesis (i) of Theorem 4.8 of [ERW19b] is that the fibre category x/L has
contractible classifying space, for each object x of F 2,1/M . Let x = ((t,W ) :
(N, g)  M) ∈ Ob(F 2,1/M). There is a largest  > 0 such that W is cylindrical
over (t−, t], and for some δ > 0, W is cylindrical over [0, δ]. Consider the elongation
Wˆ := ((−∞, 0]×N) ∪W ∪ ([t,∞)×M). Let J = (t− , 0) and I = J ∪ (−∞, δ).
The fibre category x/L is isomorphic to the fibre category (0, g)/ι of the functor
ι : P(Wˆ , J)→ P(Wˆ , I) over the object (0, g). It was shown in the proof of Lemma
4.2.2 that (0, g)/ι has contractible classifying space. Hence so does x/L.
We will verify hypotheses (ii) and (iii) of Theorem 4.8 of [ERW19b] by establish-
ing the conditions of (iv) of that theorem: P(R×M, (a, b)) is left fibrant, F 2,1/M
is right fibrant and has soft left units, and ζL0,0 : ((F
2,1/M)/L)0,0 → Ob(F 2,1/M)
is a fibration.
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The category P(R×M, (a, b)) is left fibrant by Lemma 4.2.1 (ii).
To see that the category F 2,1/M is right fibrant, note that there is a cartesian
square
Mor(F 2,1/M)
t

// Mor(P2,1θ )
t

Ob(F 2,1/M) // Ob(P2,1θ )
given by the source functor F 2,1/M → P2,1θ . The right vertical map is a fibration
by Proposition 3.2.4, and hence the target map t : Mor(F 2,1/M)→ Ob(F 2,1/M) is
a fibration.
As F 2,1/M is right fibrant by the above, to see that it has soft right units it
is enough, by Lemma 3.14 of [ERW19b], to show that it has weak left units. A
weak left unit for an object ((t,W ) : (N, g) M) ∈ Ob(F 2,1/M) may be given by
choosing a small  > 0 so that W is cylindrical over [0, ], in which case
(t,W ) = (t− ,W |[,t] −  · e1) ◦ (, [0, ]×N)
and (, [0, ]×N) may be given the metric dx21 + g. This gives a morphism
(, [0, ]×N, dx21 + g) : (t,W ) −→ (t− ,W |[,t] −  · e1)
in F 2,1/M , which is stable by Corollary 2.2.2 of [BERW17] and so induces a weak
equivalence on morphism spaces. Together with Lemma 3.14 of [ERW19b], the last
two facts show that F 2,1/M has soft left units.
The map ζL0,0 : ((F
2,1/M)/L)0,0 → Ob(F 2,1/M) is not a Serre fibration (which
would be the hypothesis of Theorem 4.8 of [ERW19b] as stated). To understand
the problem, note that ((F 2,1/M)/L)0,0 is the space of all (t, g
′,W, h, s), where
t ∈ (a, b), g′ ∈ R+(M), (W, s) is a θ-cobordism N  M for some N , s > b− t, and
W is cylindrical over [s− (b− t), s]. Finally, h is a psc metric on W |[0,s−(b−t)] which
equals g′ on the boundary W |s−(b−t) = M . The map ζL0,0 : ((F 2,1/M)/L)0,0 →
Ob(F 2,1/M) sends such a point to (W, s, g), where g = h|N . Figure 1 explains why
this is not a Serre fibration.
Fortunately, by Remark 3.5 of [ERW19b], the hypothesis that ζL0,0 is a Serre
fibration can be replaced by the weaker assumption that it is a Dold–Serre fibration,
which we claim to be the case. In other words, given a lifting problem
Dn × {0} G //

((F 2,1/M)/L)0,0
ζL0,0

Dn × [0, 1] H //
66
Ob(F 2,1/M),
(4.3.4)
we can find a vertical homotopy of G to a map G′ for which the lifting problem
can be solved. The bottom map H of the diagram (4.3.4) is given by a family
over Dn × [0, 1] of cobordisms W (x, x′) from manifolds N(x, x′) to M , of length
s(x, x′), together with psc metrics g(x, x′) on N(x, x′). The top map G is given by
a function t : Dn → (a, b), psc metrics h(x, 0) on W (x, 0)|[0,s(x,0)−(b−t(x,0))] which
coincide with g(x, 0) on N(x, 0) (for all x ∈ Dn). There exists  > 0 such that
W (x, x′)|[s(x,x′)−,s(x,x′)] is cylindrical for each (x, x′) ∈ Dn × [0, 1]. The vertical
homotopy of G adjusts the map G until the function t is constant and satisfies
t(x) ≥ b − . The manifolds W (x, 0), the numbers s(x, 0) and the psc metrics
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Figure 1. A point in ((F 2,1/M)/L)0,0, which is sent by ζ
L
0,0 to
(W, s, h|N ) ∈ Ob(F 2,1/M). A path in Ob(F 2,1/M) starting at
this point which immediately deforms the middle of W |[s−(b−t),s]
to be non-cylindrical cannot be lifted, as a lift would have to vary
t continuously and hence must remain cylindrical over a slightly
smaller interval.
g(x, 0) remain unchanged, and a suitable deformation of h is done by pulling back
with a collar-stretching isotopy of W (x, 0). After this preliminary homotopy, the
lifting problem (4.3.4) can be solved, by Theorem 2.1.1. 
Completion of the proof of Theorem 4.1.4. To prove Theorem 4.1.4 it remains to
verify hypotheses (iii) and (iv) of Theorem 4.9 of [ERW19b]. For hypothesis (iii),
let a cobordism ((t,W ) : M0  M1) ∈ Mor(C2,1θ ) be given, having a collar of width
, and form the elongation
Wˆ = (−∞, 0]×M0) ∪W ∪ ([t,∞)×M1) ⊂ R× I∞−1.
We may form the diagram
P(Wˆ , (−, 0)) //
L

P(Wˆ , (−, 0) unionsq (t− , t))
L′

P(Wˆ , (t− , t))oo
L
uu
F 2,1/M0
W◦−
// F 2,1/M1
(4.3.5)
where the unnamed functors are inclusions, which each induce equivalences on
classifying spaces by Lemma 4.2.2. The functors marked L are those of Lemma
4.3.3, where we use that Wˆ |(−,0) = (−, 0) × M0 ⊂ R × M0 and Wˆ |(t−,t) =
(t − , t) ×M1 ⊂ R ×M1, which by that lemma both induce weak equivalences
on classifying spaces. The functor L′ is defined similarly: on objects and some
morphisms, its definition is forced by the commutativity of the diagram. The
remaining morphisms are of the form (− < a < 0 < t− < b < t, h ∈ R+(Wˆ |[a,b])),
and such a morphism is sent to
(Wˆ |[a,b], h) : ((M0, h|a),W ◦ ([0,−a]×M0)) −→ ((M1, h|b), [0, t− b]×M1).
With this definition Diagram (4.3.5) commutes, and so W ◦− : F 2,1/M0 → F 2,1/M1
induces a weak equivalence on classifying spaces.
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For hypothesis (iv), we must show that the functor H : G/t → F/K(t) induces
an equivalence on classifying spaces. The manifold W is cylindrical near t, and J
is open, so we may suppose it is cylindrical near some open interval t ∈ (a, b) ⊂ J ,
where it agrees with R×K(t). The category G/t is isomorphic to P(W,J<t), and
we have a commutative diagram
P(W, (a, t))

P(R×K(t), (a, t))
L

P(W,J<t)
∼=

G/t // F 2,1/K(t).
The right-hand map is an equivalence on classifying spaces by Lemma 4.3.3. The top
left-hand map is an equivalence by Lemma 4.2.2 and hence so is the bottom map,
as desired. This finishes the proof of Theorem 4.1.4 in the first case. The second
case is analogous, using the other cases of Lemma 4.3.3 and Lemma 4.2.2. 
Proof of Theorem 4.1.9. A point in Mθ(W ) is a θ-cobordism (V, `) : M0  M1
which is diffeomorphic (relative to the boundary) to W . We extend the diagram of
Theorem 4.1.9 as follows:
R+(V )rstg0,g1 //

Mθpsc(W )rstg0,g1
pi

τ // Ω(M0,g0),(M1,g1)BP2,1,rstθ
ΩBF 2,1,rst

∗ (V,`) //Mθ(W ) τ // ΩM0,M1BC2,1θ .
(4.3.6)
The left square is homotopy cartesian, and if we can prove that the outer rectangle
is homotopy cartesian, it follows that the right square induces a weak equivalence
hofib(V,`)(pi)→ hofibτ(V,`)(ΩBF 2,1,rst). If we do so for each point (V, `) ∈Mθ(W ),
then the right square is homotopy cartesian as required.
The elongation Vˆ := ((−∞, 0] × M0) ∪ V ∪ ([1,∞) × M1) is cylindrical over
J := (−∞, ) ∪ (1− ,∞) for some . On taking path spaces (4.1.5) gives the right
square of the diagram
R+(V )rstg0,g1
τ //

Ω(0,g0),(1,g1)BP(Vˆ , J)rst ΩBH
rst
//
ΩBGrst

Ω(M0,g0),(M1,g1)BP2,1,rstθ
ΩBF 2,1,rst

∗ j // Ω0,1BJ ΩBK // Ω(M0,g0),(M1,g1)BC2,1θ .
(4.3.7)
The map τ is the tautological map from Theorem 4.1.7 and hence a weak equivalence
by that theorem. The map j sends the point to the path (t 7→ ((0 < 1), ((1 −
t)e0, te1)) ∈ N1J ×∆1 ⊂ BJ . The left square commutes by inspection and is hence
homotopy cartesian (because BJ ' ∗). The right square of (4.3.7) is homotopy
cartesian by Theorem 4.1.4. Hence the outer rectangle of (4.3.7) is homotopy
cartesian. On the other hand, it is straightforward to verify that the outer rectangles
of diagrams (4.3.6) and (4.3.7) agree. Hence (4.3.6) is homotopy cartesian, as
desired. 
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5. The surgery theorem for psc cobordism categories
5.1. Statement of the result. In this section we will show how the “surgery on
objects below the middle dimension” technique of [GRW14] may be adapted to
prove that the inclusion maps BP2,1,rstθ → BP2,rstθ and BP2,1θ → BP2θ are weak
homotopy equivalences, just as the map BC2,1θ → BC2θ was shown to be in that
paper. More precisely, we wish to prove the analogue of Theorem 4.1 of [GRW14]
for both versions (right stable or not) of the psc cobordism categories. At one
point we depart slightly from [GRW14]: namely, in that paper, the cobordism
categories Cκ,lθ are not considered at all, but only a version Cκ,lθ,L where all objects
are required to contain a fixed copy of a certain (d− 1)-manifold-with-boundary L
and all morphisms contain a copy of L× [0, 1]. In this paper, we are interested in
the case L = ∅, but unfortunately Theorem 4.1 of [GRW14] is stated in a way that
does not apply to that case, since it requires the structure map `L : L → B to be
(l+ 1)-connected. We will replace this requirement with a finiteness property of B,
item (iv) in the following theorem (item (v) is specific to the context of psc metrics
and comes from the codimension restriction for Gromov–Lawson surgery).
Theorem 5.1.1. Suppose that the following are satisfied.
(i) 2(l + 1) < d,
(ii) l ≤ κ,
(iii) l ≤ d− κ− 2,
(iv) the space B is of type (Fl+1),
(v) d− l − 1 ≥ 3.
Then the maps
BPκ,lθ −→ BPκ,l−1θ and BPκ,l,rstθ −→ BPκ,l−1,rstθ
are weak homotopy equivalences.
5.2. Proof of Theorem 5.1.1. The proof of Theorem 5.1.1 follows the same
strategy as the proof of Theorem 4.1 of [GRW14], and we have written it to be
as parallel as possible. In order to avoid repetitions of large portions of that paper,
we assume full familiarity with the relevant parts of [GRW14] for the rest of this
section. There are two cases of Theorem 5.1.1: one for right stable metrics and one
for arbitrary psc metrics. We present the proof in the case of right stable metrics;
the other case has the same proof, except that the condition of right-stability is
dropped whenever it occurs. The formal framework of the proof is summarised in
the following diagram
‖Dκ,l,rstθ,• ‖ ∼ // _

‖Xκ,l,rst• ‖ _

‖Dκ,l,rstθ,•,0 ‖
S(1,−)
88
∼
S(0,−)
// ‖Xκ,l−1,rst• ‖,
(5.2.1)
and we first give an approximate explanation of the terms of this diagram.
(i) The spaces ‖Xκ,l,rst• ‖ and ‖Xκ,l−1,rst• ‖ in the right hand column are the flexible
models for BPκ,l,rstθ and BPκ,l−1,rstθ introduced in Definition 3.3.20 and the
right vertical map is given by inclusion.
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(ii) The space ‖Dκ,l,rstθ,• ‖ has been introduced in Definition 3.3.13; the upper hori-
zontal map is given by inclusion and is a weak equivalence by Lemma 3.3.21.
(iii) The space ‖Dκ,l,rstθ,•,0 ‖ is a “space of surgery data” or better a “space of psc
manifolds equipped with surgery data”. The left vertical map is defined by
including empty surgery data. The lower horizontal maps forgets the surgery
data, and is a weak equivalence, by Theorem 5.2.6 below.
(iv) Finally, we construct a surgery homotopy S : [0, 1]×‖Dκ,l,rstθ,•,0 ‖ → ‖Xκ,l−1,rst• ‖,
such that S(0,−) is the forgetful map and such that S(1,−) factors as indi-
cated. Moreover, the construction is such that S is the constant homotopy on
the subspace ‖Dκ,l,rstθ,• ‖.
These properties together imply that the right vertical map is a weak equivalence;
combining this with Lemma 3.3.21 and (3.3.14) finishes the proof of Theorem 5.1.1.
In the following, we will equip the “standard family” that was used in [GRW14]
to construct the surgery homotopy with suitable psc metrics. Then we will define
the space of surgery data and prove that the map which forgets surgery data is a
weak equivalence. Finally (and this will be almost the same as in [GRW14]), we
show how to implement the surgery homotopy.
The standard family. We begin by recalling some definitions and constructions from
Section 4.2 of [GRW14]. Let K ⊂ Rd−l ×Rl+1 be the manifold defined in that sec-
tion. Its essential features are summarised in Figure 2 below. It is a d-dimensional
submanifold of R×Rd−l−1×Dl+1 which outside the set Bd−l√
2
×Dl+1 coincides with
Rd−l × Sl.
Figure 2. The manifold K with d = 2 and l = 0.
The projection x1 : K → R onto the first coordinate has exactly two critical
points on K, with critical values ±1 and of indices (l+ 1) and (d− l− 1). We write
K|I := x−11 (I) ∩K for a subset I ⊂ R. For the proof of Theorem 5.1.1, only the
part K|(−6,0) is relevant. We fix an isotopy λs : R→ R of diffeomorphism such that
(i) λ0 = id,
(ii) λs|(−∞,−5) = id,
(iii) λ1(−4) = −1,
(iv) λ1(−3) = − 12 ,
(v) λ1(−2) = − 14 ,
THE PSC COBORDISM CATEGORY 37
(vi) λs ≤ λs′ for s ≤ s′,
(vii) λ′t ≡ 1 near λ−1t (−1).
The restriction of λs|(−6,−2) : (−6,−2) → (−6, 0) is an embedding and serves
the same purpose as the isotopy with the same name in [GRW14, p. 306] (it is
convenient for us to have λs defined on all of R and to satisfy conditions (iv)–(vii)).
As in [GRW14], we define a 1-parameter family of submanifolds
Pt := (λt|(−6,−2) × idRd)−1(K) ⊂ (−6,−2)× Rd−l−1 × Rl+1.
From a given tangential structure ` : TK|(−6,0) → γθ, a tangential structure on the
1-parameter family Pt of manifolds is constructed in [GRW14, p. 306]. There is no
need for us to keep track of the tangential structure in this section: the surgery move
that we will construct will be the same as the one in [GRW14] on the underlying
manifolds, and so all issues about tangential structures are already addressed in
that paper. We choose a 1-parameter family of increasing diffeomorphisms
ϕt(ai, i, ap, p) : R −→ R,
depending smoothly on (ai, i, ap, p) ∈ R4 with i, p > 0 and ai + i < ap − p,
such that ϕt(ai, i, ap, p) maps
(i) (−6,−2) diffeomorphically onto (ai − i, ap + p),
(ii) −4 to ai − 12i, and −5 to ai − 34i,
(iii) ϕt(ai, i, ap, p)
′ ≡ 1 near λ−1t (−1)
(the only difference to the maps with the same name in [GRW14, p. 308] is that
these are extended to diffeomorphisms of the whole real line, and we have introduced
the last condition, which is convenient for us, and hence introduced a t-dependence).
Now we define, depending on the parameters ai, ap, i, p and t ∈ [0, 1], the manifold
P¯t := (ϕt(ai, i, ap, p)|(ai−i,ap+p)× idRd)(Pt) ⊂ (ai− i, ap + p)×Rd−l−1×Rl+1,
which is diffeomorphic to Pt, but with height function rescaled by ϕt(ai, i, ap, p).
The manifolds Pt and P¯t are the same as to the manifolds with the same name
in Sections 4.2 and 4.4 of [GRW14], and in particular Proposition 4.2 of [GRW14]
holds for these manifolds.
We will now equip the manifold P¯t with suitable psc metrics. We first fix a
1-2-torpedo metric gd−l−1tor on Rd−l−1 (see Definition 2.2.1).
Lemma 5.2.2. There exist psc metrics h = h(ai,i,ap,p,t) on P¯t = P¯t(ai, i, ap, p),
depending smoothly on the parameters ai, i, ap, p and t, with the following proper-
ties:
(i) In the region
P¯t \ (ai − i, ap + p)×Dd−l−12 × Sl = (ai − i, ap + p)× (Rd−l−1 \Dd−l−12 )× Sl
the metric h is equal to dx21 + g
d−l−1
tor + g
l
◦.
(ii) In a neighbourhood of the region
P¯t ∩ ((ai − i, ai − 34i]× Rd−l−1 ×Dl+1) = (ai − i, ai − 34i]× Rd−l−1 × Sl
the metric h is equal to dx21 + g
d−l−1
tor + g
l
◦.
(iii) h is of product type with respect to the height function x1 except on an interval
of length6 1.
6This condition is vacuous unless ap + p − (ai − i) > 1 and we are only interested in this
construction if i is large enough.
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(iv) If s0 < s1 ∈ (ai−i, ap+p) are two points over which P¯t and h are of product
type, the restriction of h to the manifold U := P¯t ∩ ([s0, s1]×Dd−l−13 ×Rl+1)
has the following property: if (M, gM ) is any compact (d−1)-dimensional psc
manifold and φ : U |s0 ↪→M is an embedding such that φ∗(gM ) = h|U |s0 , then
writing L := M \ φ(U |s0) the psc cobordism
(U ∪[s0,s1]×∂Dd−l−13 ×Sl ([s0, s1]× L), h|U ∪ (dx
2
1 + gM |L))
is right-stable.
Proof. For the construction of the psc metric h, it is convenient for us to consider
the variant K˜ of K depicted in Figure 3 (a). We then shall construct a psc metric
g0 on K˜ and a 1-parameter family of embeddings
ηt : P¯t(ai, i, ap, p) −→ K˜,
and take h := η∗t g0.
For the construction of K˜, choose a smooth map γ : R→ R which is equal to 0
on [0,∞), is equal to the identity on (−∞,− 14 ], and has γ′ > 0 on (−∞, 0). Set
K˜ := (γ × idRd)−1(K).
This manifold is depicted in Figure 3 (a), satisfies
K˜|(−∞,− 14 ) = K(−∞,− 14 ),
K˜|[0,∞) = K|0 × [0,∞),
K˜|(−∞,−2] = (−∞,−2]× Rd−1−l × Sl,
the map
γ|(−6,0) × idRd : K|(−6,0) −→ K˜|(−6,0)
is a diffeomorphism, and the only critical point of the height function x1 : K˜ → R
has critical value −1 and index (l+ 1). This manifold is the long trace of a surgery
of index (l + 1) on a (d− 1)-manifold.
Figure 3. The manifolds (a) K˜, and (b) K|(−6,0), with d = 2 and
l = 0.
By Lemma 3.4.1 of [ERW19a] (here the condition d− l− 1 ≥ 3 is used) we may
choose a psc metric g0 on K˜ such that
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(i) g0 is of product type with respect to x1 except on K˜|[− 32 ,− 12 ],
(ii) g0 is equal to dx
2
1 + g
d−l−1
tor + g
l
◦ outside the region R×Dd−l−12 × Sl,
(iii) if t0 < t1 ∈ R \ [− 32 ,− 12 ], then the metric g0 restricted to
K˜ ∩ ([t0, t1]×Dd−l−13 × Rl+1)
satisfies the analogue of condition (iv) (i.e. it yields a right-stable metric when-
ever it is glued in as the trace of a surgery on a psc manifold).
Let νt = ν(t,ai,i,ap,p) be the composition
P¯t(ai, i, ap, p)
(ϕt(ai,i,ap,p)|(ai−i,ap+p)×idRd )−1−−−−−−−−−−−−−−−−−−−−−−−−−→ Pt
λt|(−6,−2)×idRd−−−−−−−−−−→ K|(−6,0)
which is an embedding. We will next construct a 1-parameter family of embeddings
µt = µ(t,ai,i,ap,p) : K|(−6,0) −→ K˜ (5.2.3)
and put ηt := νt◦µt. To this end, let mt : R→ R be the diffeomorphism (depending
also on ai, i and ap, p) with mt(−1) = −1 and
m′t = (ϕt(ai, i, ap, p) ◦ λ−1t )′.
By the properties of the functions λt and ϕt(ai, i, ap, p), we have that mt is the
identity near −1. There are, depending smoothly on the data (ai, i, ap, p), em-
beddings µt as in (5.2.3) which
(i) are embeddings over the function mt : R→ R, and
(ii) satisfy µt = mt × idRd−l−1×Sl outside (−2, 0)×Dd−l−12 × Sl.
These are chosen to be the identity near height −1 (where mt is the identity and
near which the manifolds K|(−6,0) and K˜ are equal, cf. Figure 3), and may be
constructed using flows of the vector field dual to dx1 elsewhere.
With all these choices being made, the metric h := (νt ◦ µt)∗g0 satisfies all
requirements. 
Surgery data. In this section we construct a psc version of the semi-simplicial space
of surgery data from Section 4.3 of [GRW14]. The key property is stated as Theorem
5.2.6 below, which is the analogue of Theorem 4.5 of [GRW14]. In order to facilitate
the proof of that result, we present the definition in two steps. This allows us to
deal with the topological and the metric aspects of the proof separately. The first
part will be almost the same as the proof in [GRW14], but adapted to the context
of sheaves.
Definition 5.2.4. Fix an infinite set Ω. Let X be a test manifold and let (x, gW ) =
(a, , (W, `W , gW )) ∈ Dκ,l,rstθ (RN )p(X). Define the set Y¯ rst0 (x, gW ) to consist of
tuples (Λ, δ, e, `) where
(i) Λ ⊂ Ω is a finite subset,
(ii) δ : Λ→ [p] is a function,
(iii) e : Λ× (−6,−2)×Rd−l−1×Dl+1×X → R× (−1, 1)N ×X is a smooth family
of embeddings over X and
(iv) ` : Tpi(Λ×K|(−6,0) ×X)→ γθ is a bundle map,
such that after restriction to each point of X the conditions (i)–(iv) listed below
are satisfied.
As a matter of notation, write Λi := δ
−1(i) and
ei : Λi × (ai − i, ap + p)× Rd−l−1 ×Dl+1 −→ R× (−1, 1)N
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for the embedding e|Λi ◦ (idΛi ×ϕ(ai, i, ap, p)−1 × idRd−l−1×Dl+1).
Now we require the following conditions:
(i) e−1(W ) = Λ × (−6,−2) × Rd−l−1 × Sl and we write ∂e for the embedding
Λ× (−6,−2)× Rd−l−1 × Sl →W obtained by restriction.
(ii) For t ∈ ∪pk=0(ak−k, ak+k), we have (x1◦e)−1(t) = Λi×{t}×Rd−l−1×Dl+1.
(iii) The composition `W ◦ D∂e : T (Λ × K|(−6,−2)) → γθ coincides with the re-
striction of `.
(iv) If `i denotes the restriction of ` to T (Λi ×K|(−6,0)), then the datum (ei, `i)
is enough to perform θ-surgery on Mi := W |ai . The resulting θ-manifold
is denoted M¯i and we require that its structure map M¯i → B be (l + 1)-
connected.
We define a semi-simplicial sheaf D¯κ,l,rstθ (RN )•,0 by
D¯κ,l,rstθ (R
N )p,0(X) = {((x, gW ), y) | (x, gW ) ∈ Dκ,l,rstθ (RN )p(X), y ∈ Y¯ rst0 (x, gW )}.
The ith face map forgets the data ei, ai and i. There is a forgetful map
D¯κ,l,rstθ (R
N )•,0 −→ Dκ,l−1,rstθ (RN )•.
This definition is entirely parallel to Definition 4.3 of [GRW14], adapted to
sheaves, with two small differences. Firstly the underlying manifolds carry psc
metrics, but as there is no condition that couples the psc metric with the surgery
data this is a very mild change. Secondly in [GRW14] the last condition is replaced
by the requirement that after performing the surgeries, the resulting structure map
M¯i → B is injective on homotopy groups in degrees ≤ l. We will explain below
how to deal with this difference.
Figure 4. The manifold U , with the Sl-direction not drawn.
In order to be able to do psc surgery we will really be interested in a sub-
semi-simplicial sheaf Dκ,l,rstθ (RN )•,0 ⊂ D¯κ,l,rstθ (RN )•,0 in which the psc metrics are
coupled to the surgery data in a precise way. In order to define this condition we
need another technical detail. We fix an embedding α : (−10,−2) × Dd−l−13 →
(−6,−2)× Rd−l−1, such that
(i) for (t, y) ∈ (−5,−2)×Dd−l−13 , we have α(t, y) = (t, y),
(ii) for (t, y) ∈ (−10,−7)×Dd−l−13 , we have α(t, y) = (−t− 12,−8e1 − y¯), where
y¯ := (−y1, y2, y3, . . . , yd−l−1),
(iii) if t ∈ (−7,−5), then α(t, y) ∈ (−6,−5)× Rd−l−1.
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The image of α × idSl is denoted U ⊂ (−6,−2) × Rd−l−1 × Sl, and is depicted in
Figure 4.
We have to reparametrise α by ϕ(ai, i, ap, p), in the following way. Fix diffeo-
morphisms ψ(ai, i, ap, p) : (2ai − 2i − ap − p, ap + p) ∼= (−10,−2), smoothly
depending on these data, such that
ψ(ai, i, ap, p)(x) =
{
ϕ(ai, i, ap, p)
−1(x) ai − 34i ≤ x ≤ ap + p
−6 x = ai − i}
and such that the function
x 7→ ψ(ai, i, ap, p)(x− (ai − i)) + 6
is odd. We get a new embedding
α′ : (2ai − ap − p − 2i, ap + p)×Dd−l−13 → (ai − i, ap + p)× Rd−l−1
given by
α′(t, y) := (ϕ(ai, i, ap, p)× idRd−l−1) ◦ α ◦ (ψ(ai, i, ap, p)× idDd−l−13 )
which has the same qualitative properties as α. This embedding is used in the
following definition of the space of psc surgery data.
Definition 5.2.5. We define Drst,κ,lθ (RN )p,0(X) ⊂ D¯rst,κ,lθ (RN )p,0(X) as the subset
of those tuples (a, , (W, `W , gW ),Λ, δ, e, `) such that after restricting to each point
of X we have
(i) i ≥ 2(p+ 2), and
(ii) (∂ei ◦ (idΛi ×α′ id×Sl))∗gW = dx21 + gd−l−1tor + gl◦ on Λi × (2ai − 2i − ap −
p, ap + p)×Dd−l−13 × Sl
for all i ∈ [p].
For the purpose of performing surgeries, we only need (ii) to be satisfied on the
piece Λi×(ai− 34i, ap+p)×Dd−l−13 ×Sl, but for the proof of the following theorem
the whole of Λi × (2ai − 2i − ap − p, ap + p) × Dd−l−13 × Sl will be used. The
reason is as follows: working over a single point (i.e. X = ∗) the embedding
∂ei ◦ (idΛi ×α′ × idSl) : Λi × (2ai − ap − p − 2i, ap + p)×Dd−l−13 × Sl −→W
intersects each cobordism W |[t0,t1] with t0, t1 ∈ ∪pk=1(ak−k, ak+k) in a finite set of
thickened compact and neatly embedded submanifolds of codimension d− l−1 ≥ 3
with collars, so by Theorem 2.2.3 there is no homotopical cost to deforming the
psc metric on W to be standard on the image of ∂ei ◦ (idΛi ×α′ × idSl). (Note
that this argument cannot be applied to ∂ei itself, as the intersection of the image
this embedding with a W |[t0,t1] generally fails to have the above form as it has
components which are thickened non-compact submanifolds, to which Theorem
2.2.3 does not apply.)
Theorem 5.2.6. Under hypotheses (i)–(v) of Theorem 5.1.1, the forgetful map
‖Dκ,l,rstθ (RN )•,0‖ −→ ‖Dκ,l−1,rstθ (RN )•‖
is a weak homotopy equivalence. More precisely:
(i) If hypotheses (i)–(iv) of Theorem 5.1.1 are satisfied, then the forgetful map
‖D¯κ,l,rstθ (RN )•,0‖ −→ ‖Dκ,l−1,rstθ (RN )•‖
is a weak homotopy equivalence.
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(ii) If hypothesis (v) of Theorem 5.1.1 is satisfied, then the inclusion map
Dκ,l,rstθ (R
N )p,0 −→ D¯κ,l,rstθ (RN )p,0
is a weak homotopy equivalence for each p ≥ 0 and hence gives a weak homo-
topy equivalence after geometric realisation.
Proof of Theorem 5.2.6 (i). We follow very closely the proof of Theorem 4.5 of
[GRW14] given in Sections 6.1 and 6.4 of [GRW14] and only comment on the
few differences that arise. As in Section 4 of [GRW14], the semi-simplicial sheaf
D¯κ,l,rstθ (RN )•,0 forms part of a bi-semi-simplicial sheaf D¯
κ,l,rst
θ (RN )•,• which is aug-
mented over Dκ,l−1,rstθ (RN )• (in the second simplicial direction, one takes disjoint
sets of surgery data; for details, the reader is referred to [GRW14, p. 309]). One
then proves that the maps
‖D¯κ,l,rstθ (RN )•,0‖ −→ ‖D¯κ,l,rstθ (RN )•,•‖ −→ ‖Dκ,l−1,rstθ (RN )•‖
(the first is given by inclusion of 0-simplices and the second is the augmenta-
tion/forgetful map) are both weak homotopy equivalences.
The proof that the inclusion of 0-simplices is a weak equivalence is exactly as
in Section 6.1 of [GRW14], straightforwardly adapted to sheaves, and uses the fact
that the augmentation map is a weak equivalence.7
The proof that the augmentation map is a weak equivalence differs a bit more
from that in Section 6.4 of [GRW14]. The general strategy will be the same, using
the analogue Theorem A.0.5 of the simplicial technique described in Theorem 6.2
of [GRW14] in the context of sheaves. It will be applied to the augmented semi-
simplicial sheaves
D¯κ,l,rstθ (R
N )p,• −→ Dκ,l−1,rstθ (RN )p.
To apply Theorem A.0.5, we need to factor this map as
D¯κ,l,rstθ (R
N )p,• −→ D˜κ,l,rstθ (RN )p,• −→ Dκ,l−1,rstθ (RN )p.
Similarly to Definition 6.14 of [GRW14], the intermediate sheaf D˜κ,l,rstθ (RN )p,• is
defined like D¯κ,l,rstθ (RN )p,•, except that we only require e in Definition 5.2.4 to
be a smooth map which restricts to a smooth family of embeddings of an open
neighbourhood of the core X × Λ × (−6,−2) × {0} × Dl+1. The proof that the
inclusion D¯κ,l,rstθ (RN )p,• → D˜κ,l,rstθ (RN )p,• is a levelwise weak equivalence is as the
proof of Proposition 6.15 of [GRW14], adapted to sheaves. It is straightforward
to verify that the augmentation D˜κ,l,rstθ (RN )p,• → Dκ,l−1,rstθ (RN )p is a topological
flag complex in the sense of Definition A.0.4. The verification of hypothesis (i)
of Theorem A.0.5 is exactly as the proof of Proposition 6.16 of [GRW14], but
adapted to the sheaf language. Verifying hypothesis (iii) of Theorem A.0.5 may
be done by general position as in Proposition 6.17 of [GRW14]. It remains to
establish hypothesis (ii), i.e. to prove the analogue of Proposition 6.18 of [GRW14].
It is here that there is a slight difference, because of the altered formulation of the
connectivity condition. (The presence of psc metrics does not change the argument,
7In [HP16] it is observed that the argument in Section 6.1 of [GRW14] is not quite correct,
as the map displayed at the bottom of page 327 of [GRW14] is not equal to the augmentation
map. As explained in the proof of Lemma 6.2.5 of [HP16] this may be remedied by taking the thin
geometric realisation of the target of this map; in the context of sheaves one may do the same,
and furthermore there are no point set considerations necessary to conclude that the fat and thin
realisations are homotopy equivalent.
THE PSC COBORDISM CATEGORY 43
precisely because the definition of D˜rst,κ,lθ (RN )•,0 does not contain any condition
that relates the psc metrics with the surgery data.) In [GRW14], the connectivity
conditions are
(i) In the definition of Dκ,l−1θ (RN )•: `M : M → B is injective on pik for k ≤ l−1.
(ii) In the formulation of Theorem 4.1 of [GRW14]: L→ B is (l + 1)-connected.
(iii) In the definition of the space Dκ,l−1θ (RN )•,0 of surgery data: after performing
surgeries on the manifolds Mi along the embedding ei, the new structure map
M¯i → B is injective on pik for k ≤ l.
One now has to check that the proof of Proposition 6.18 of [GRW14] goes through
when these conditions are replaced by8
(i) In the definition of Dκ,l−1θ (RN )•: `M : M → B is l-connected.
(ii) In the formulation of [GRW14, Theorem 4.1]: B is of type (Fl+1).
(iii) In the definition of the space Dκ,l−1θ (RN )•,0 of surgery data: after performing
surgeries on the manifolds Mi along the embedding ei, the new structure map
M¯i → B is (l + 1)-connected.
Only the first part of the proof of Proposition 6.18 of [GRW14] is affected. In this
part, a finite set Λi and maps gi : Λi×Sl →Mi are constructed so that the structure
map `i : Mi → B extends to an (l + 1)-connected map Mi ∪gi (Λi × Dl+1) → B.
This is done using that L → B is (l + 1)-connected and that M → B is injective
on homotopy groups up to degree l − 1. But this can also be achieved under the
conditions that M → B is l-connected and B is of type (Fl+1). This is by the
results of Section 1 of [Wal65], which might be stated by saying that the following
conditions on a space B are equivalent:
(i) B is of type (Fn).
(ii) If k ≤ n and if f : X → B is a map from a finite complex which is (k − 1)-
connected, then we can find finitely many maps gj : S
k−1 → X, j = 1, . . . , r,
such that f extends to a k-connected map X ∪∐
j gj
(r ×Dn)→ B.
The rest of the proof goes through without any further change. 
Proof of Theorem 5.2.6 (ii). It is helpful to factor the map in question as a com-
position
Dκ,l,rstθ (R
N )p,0
inc−→ D¯κ,l,rstθ (RN )′p,0 −→ D¯κ,l,rstθ (RN )p,0. (5.2.7)
The middle sheaf is defined to be the subsheaf of D¯rst,κ,lθ (RN )p,0 such that only
the first of the two conditions of Definition 5.2.5 is satisfied (in other words, we
require the cylindrical parts to be long, but do not insist on having a compatibility
of the psc metric with the surgery datum). The second map in (5.2.7) is a weak
equivalence by the argument used in the proof of Lemma 3.3.16.
The first of the two maps of (5.2.7) is a weak homotopy equivalence as well. For
the proof, we will use the criterion of Proposition 3.3.2, so for any X ∈ Mfds, closed
A ⊂ X and germ z of Dκ,l,rstθ (RN )p,0 near A we must show that
Dκ,l,rstθ (R
N )p,0[X,A; z] −→ D¯κ,l,rstθ (RN )′p,0[X,A; inc(z)]
is surjective.
8Given these conditions, it might be more natural to denote the category Cκ,lθ by Cκ,l+1θ . We
chose not to change the notation here, in order to avoid confusion with the notation of [GRW14].
44 JOHANNES EBERT AND OSCAR RANDAL-WILLIAMS
An element of the codomain is represented by data ξ = (W, `W , a, , gW ,Λ, δ, e, `)
such that for all x in some open neighbourhood U ⊃ A we have
(∂ei|x ◦ (id{x}×Λi ×α′ × idSl))∗gWx = dx21 + gd−l−1tor + gl◦;
we must find a concordance, relative to A, to a new family where this holds for all
x ∈ X. We shall do this without changing the underlying θ-manifold or the surgery
data at all, so first neglecting metrics we take
ξ′ = (W ′, `W ′ , a′, ′,Λ′, δ′, e′, `′)) = pr∗X(ξ) ∈ Dκ,lθ (RN )p,0(X × R)
which we now endow with a family of psc metrics.
For each i = 1, 2, . . . , p the projections
pi : Wi := {(x, s, v) ∈W | ai−1(x)− i−1(x) ≤ s ≤ ai(x) + i(x)} −→ X
are smooth bundles of cobordisms with collared boundaries, and there is an as-
sociated fibre bundle R+X(Wi) → X of spaces of psc metrics (collared near the
boundary). The restriction of gW determines sections gi : X → R+X(Wi) of this
bundle, and the sections gi and gi+1 agree on restriction to Wi ∩Wi+1.
Inside each Wi the image of the embeddings ∂ei◦(idX×Λi ×α′ id×Sl) consists of a
disjoint collection of thickened compact submanifolds Vi of codimension d−l−1 ≥ 3,
neatly embedded with collars, giving embeddings φi : Vi × Rd−l−1 ↪→ Wi over X.
We may then form the subbundle
R+X(Wi, φi) ⊂ R+X(Wi)
of those psc metrics whose restriction along φ is of the form required by Definition
5.2.5 (ii). The inclusion of this subbundle is a homotopy equivalence on fibres,
by Theorem 2.2.3 (and because the fibres have the homotopy type of CW com-
plexes, being homeomorphic to open subspaces of Fre´chet spaces), so any section of
R+X(Wi) is fibrewise homotopic to a section of R+X(Wi, φi), and such a fibrewise
homotopy maybe chosen to stay in R+X(Wi, φi) at points (such as those near A)
which start there.
We then proceed as follows, always leaving things fixed over A. We first fibrewise
homotope s1 = s1(0) : X → R+X(W1) to a section s1(1) : X → R+X(W1, φ1); this
may be extended to a path of Riemannian metrics on
{(x, s, v) ∈W | s ≤ a0(x)− 0(x)},
having no curvature constraints. This gives a homotopy of s1(t)|W1∩W2 starting
from s1|W1∩W2 = s2|W1∩W2 , which by Theorem 2.1.1 may be extended to a fibrewise
homotopy s2(t) starting from s2(0) = s2 : X → R+X(W2). Now s2(1) is already
correct over W1 ∩W2, so combining Theorems 2.1.1 and 2.2.3 there is a fibrewise
homotopy from s2(1) to a s2(2) : X → R+X(W2, φ2), constant over W1 ∩ W2.
Continuing in this way, concatenating all of these we obtain a path of families of
psc metrics on
{(x, s, v) ∈W | s ≤ ap(x) + p(x)},
from gW to a family of psc metrics satisfying the condition of Definition 5.2.5 (ii);
this may be extended to a smooth path of Riemannian metrics on the whole of W ,
which we write as t 7→ gW (t) for t ∈ [0, 1]. It is easy to arrange that the extension
of this for t ∈ R which is constant for t ≤ 0 and t ≥ 1 is smooth.
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Given this discussion, we endow W ′ = W ×R with the family of psc metrics gW ′
which on W × {t} is gW (t). Then we have
(W ′, `W ′ , a′, ′, gW ′) ∈ D¯κ,l,pscθ (RN )′p,0(X × R),
and as on each Wi the psc metric is only changed by an isotopy, by Lemma 2.3.4
this in fact lies in D¯κ,l,rstθ (RN )′p,0(X×R). It is a concordance relative to A starting
at ξ and ending at a ξ′′ ∈ Dκ,l,rstθ (RN )p,0(X,A, inc(z)), as required. 
Performing the surgeries. We have now produced the outer square of diagram
(5.2.1), and we already know that the two horizontal maps are weak homotopy
equivalences, by Theorem 5.2.6 and Lemma 3.3.21. The left vertical map is given
by inclusion of empty surgery data. In order to complete the proof of Theorem
5.1.1, we still need to construct the surgery homotopy, and this is parallel to Sec-
tion 4.4 of [GRW14]. We give some details. Let (a, , (W, `W , gW ),Λ, δ, e, `) ∈
Drst,κ,lθ (RN )p,0(X). Over each point x ∈ X, for each i = 0, . . . , p, we have an
embedding
ei(x) : Λi × (ai − i, ap + p)× Rd−l−1 ×Dl+1 −→ R× (−1, 1)N
as in Definition 5.2.4, which is compatible with the psc metrics in the sense spelled
out in Definition 5.2.5. Furthermore, there is a bundle map `i(x) : T (Λi×K|(−6,0))→
γθ as in Definition 5.2.4 (iv).
Now we define manifolds Ktei(x),`i(x)(Wx) ⊂ (a0(x)− 0(x), ap(x) + p(x))×RN ,
depending on t ∈ [0, 1], as in [GRW14, p. 309 f]. This manifold is equal to Wx
outside the image of ei(x), and equal to ei(x)(Λi × P¯t) on the image of ei(x).
A suitable tangential structure on this manifold is defined in [GRW14], giving a
θ-submanifold
Ktei(x),`i(x)(Wx, `Wx) ⊂ (a0(x)− 0(x), ap(x) + p(x))× RN .
The union of these gives a smooth submanifold
Ktei,`i(W, `W ) ⊂ {(x, s, v) ∈ X × R× RN | a0(x)− 0(x) < s < ap(x) + p(x)}
submersing to X, with a θ-structure on its fibrewise tangent bundle.
It remains to define a suitable family of psc metrics on Ktei,`i(W ). The construc-
tions above and in [GRW14] are designed so that Ktei(x),`i(x)(Wx) agrees with Wx
even outside of the set ei(Λi × (ai − 34i, ap + p) × Dd−l−12 ). Therefore, we may
glue in the psc metric h(ai(x),i(x),ap(x),p(x)) constructed in Lemma 5.2.2, giving
Ktei(x),`i(x)(Wx, `Wx , gWx). By applying the above process to all the surgery data,
with i running from 0 to p, and collating all fibres together we obtain
Kte,`(W, `W , gW ).
The analogue of Lemma 4.6 of [GRW14] is as follows.
Lemma 5.2.8.
(i) For each t, Kte,`(W, `W , gW ), together with the choices of (ai) and ( 12i), is an
element of Xκ,l−1,rstp (X).
(ii) If ti = 1 (so that the surgery on the ith level is fully done), then for each
regular value b ∈ (ai(x)− 12i(x), ai(x) + 12i(x)), the structure map
Kte(x),`(x)(Wx, `Wx , gWx)|b −→ B
is (l + 1)-connected.
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Proof. The manifold part of the argument is essentially the same as the proof of
Lemma 4.6 of [GRW14]. Because the connectivity conditions considered here are
different from that in [GRW14], some things need to be watched. Namely, one needs
to prove that performing an arbitrary θ-surgery of index (l+1) on a manifold Md−1
whose structure map is either l-connected or (l+1)-connected does not destroy this
property. This holds as long as 2(l+1) < d, by the same argument as the one given
in Lemma 4.6 of [GRW14]. Part (ii) and the manifold part of (i) follow from this
observation and from Definition 5.2.4.
For the metric part of (i) we must first show that for each x ∈ X there exists a
non-empty interval in each (ai(x)− 12i(x), ai(x)+ 12i(x)) over which the psc metric
on Kte(x),`(x)(Wx, `Wx , gWx) is of product type: this will mean that we have defined
an element of Xκ,l−1,pscp (X). To see this, observe first that each of the surgeries
destroys the property that a metric is of product type only over an interval of length
≤ 1, by Lemma 5.2.2. But there are at most (p+ 1) surgeries moving through such
an interval at the same time, so the parts where the metric is not of product type
have length at most (p + 1) < 2(p + 1) ≤ i(x). So there is always an interval left
over which the metric is of product type.
Finally, we must show that we have in fact defined an element of Xκ,l−1,rstp (X) ⊂
Xκ,l−1,pscp (X), so must show that if si ∈ (ai(x) − i(x), ai(x) + i(x)) and sj ∈
(aj(x) − j(x), aj(x) + j(x)) with si < sj are values near which the metric is of
product type, then the psc metric on Kte(x),`(x)(Wx, `Wx , gWx)|[si,sj ] is right stable.
This follows by construction, Lemma 5.2.2 (iv), and Lemma 2.3.3 (ii) and (iv). 
The rest of the proof of Theorem 5.1.1 follows the argument given in [GRW14,
p. 311 ff] verbatim.
Remark 5.2.9. We can now indicate the changes to Section 4 and 6.4 of [GRW14]
which are necessary to show Theorem 3.1.4 as stated above. Condition (iv) of
Definition 4.3 of [GRW14] is replaced by the requirement that M¯ → B is (l + 1)-
connected. The same change is done to Lemma 4.6 of [GRW14], whose proof goes
through without change, as we explained during the proof of Lemma 5.2.8. The
other change is to the first part of the proof of Proposition 6.18 of [GRW14], where
one has to use the results of Section 1 of [Wal65], as we explained during at the
end of the proof of the first claim of Theorem 5.2.6.
Finally, the argument also goes through for the inclusion BCκ,lθ,L → BCκ,l−1θ,L
considered in [GRW14]. The condition on L which is needed for that is condition
(v) of Theorem 4.1 of [GRW14], i.e. that L admits a handle decomposition using
handles of index at most d− l − 2.
6. Infinite loop space structures on spaces of psc metrics
6.1. Segal’s Γ-spaces. We will produce infinite loop space structures using Segal’s
theory of Γ-spaces [Seg74], and in this section we recall its main points.
We write Γop for the category of finite pointed sets and base-point preserving
maps (Segal describes Γ explicitly, but we prefer to use only Γop). We denote
the base-point of an object S of Γop by + ∈ S, and write So := S \ {+} for the
remaining elements. For S,R ∈ Ob(Γop), we define the wedge sum S∨T and smash
product S ∧ V as usual. Let n+ := {1, . . . , n,+} ∈ Ob(Γop). The object 0+ = {+}
is initial and terminal in Γop; we denote by υS : 0+ → S the unique morphism. For
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S ∈ Ob(Γop) and s ∈ So, we define ιs : S → 1+ by
ιs(t) :=
{
1 t = s
+ otherwise.
Furthermore, we let
µ : 2+ −→ 1+
be given by µ(1) = µ(2) = 1.
Definition 6.1.1.
(i) A Γ-space is a covariant functor A : Γop → Top, and a map of Γ-spaces is a
natural transformation of functors.
(ii) A Γ-space A is special if for all pointed finite sets S and T the map
p∗ × q∗ : A(S ∨ T ) −→ A(S)×A(T ),
induced by the collapse maps p : S ∨ T → S and q : S ∨ T → T is a weak
homotopy equivalence.
Equivalently, A is special if A(0+) ' ∗ and if the maps
p∏
i=1
(ιj)∗ : A(p+) −→ A(1+)p
are weak homotopy equivalences for all p ≥ 0. It is a useful guideline to think of a
Γ-space as the space A(1+), equipped with additional structure.
Definition 6.1.2. A pointed Γ-space is a Γ-space A together with a base-point
a0 ∈ A(0+). This determines base-points aS = (υS)∗(a0) ∈ A(S), and for each
morphism η : S → T , we have η∗(aS) = aT .
If A is special then A(0+) is contractible, so there is a contractible choice of
base-points. In the zig-zag
A(1+)×A(1+) ((ι1)∗,(ι2)∗)←−−−−−−−− A(2+) µ∗−→ A(1+),
the left map is a weak equivalence when A is special. This in particular gives a map
pi0(A(1+))× pi0(A(1+))→ pi0(A(1+)) defining the structure of an abelian monoid,
with unit given by [a1] ∈ pi0(A(1+)).
Definition 6.1.3. A Γ-space A is very special or group complete if it is special and
the monoid pi0(A(1+)) is a group.
There is a functor Λ : ∆op → Γop defined as follows. It sends [p] ∈ ∆op to p+,
and a monotone function f : [p] → [q] is mapped to the function f∗ : q+ → p+
given by
f∗(j) =
{
i, f(i− 1) < j ≤ f(i),
+, otherwise.
Via Λ each Γ-space A yields a simplicial space. Segal [Seg74] defines the classifying
space BA of a Γ-space A to be the Γ-space
(BA)(S) := ‖[p] 7→ A(S ∧ p+)‖.
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Remark 6.1.4. In fact Segal uses a different geometric realisation to the fat geo-
metric realisation ‖− ‖ that we use, described in Appendix A of [Seg74]. However,
he shows in Proposition A.3 of that paper that these two choices are homotopy
equivalent.
Segal also constructs a natural map A(1+) → ΩBA(1+). In this way, out of a
Γ-space A, one obtains a connective spectrum B∞A with nth term BnA(1+). The
following is Proposition 1.4 of [Seg74], apart from (i) which holds simply because
BA(1+) is path-connected whenever A is special.
Theorem 6.1.5 (Segal).
(i) If A is special, then BA is very special.
(ii) If A(1+) is k-connected, then BA(1+) is (k + 1)-connected.
(iii) If A is very special, then A(1+)→ ΩBA(1+) is a weak equivalence.
It follows from (iii) that if A is very special then A(1+) has the homotopy type
of the infinite loop space of the spectrum B∞A.
Definition 6.1.6. Let A be a pointed Γ space. The unit component of A is the
sub-Γ-space A0 which is defined by letting A0(S) ⊂ A(S) be the path-component
containing aS , and whose structure maps are given by restricting those of A.
If A is special then A0 is very special, because each A0(S) and in particular
A0(1+) is connected by definition. It follows that A
0(1+) has the homotopy type
of an infinite loop space if A is special. The Γ-spaces in this paper will arise as the
geometric realisations of certain simplicial spaces.
Definition 6.1.7. A simplicial Γ-space is a simplicial object A• in the category
of Γ-spaces (this is the same as a functor ∆op × Γop → Top, ([p], S) 7→ Ap(S)).
The geometric realisation of A• is the Γ-space ‖A•‖ defined by ‖A•‖(S) := ‖[p] 7→
Ap(S)‖.
Lemma 6.1.8. Let A• be a simplicial Γ-space which is levelwise special in the sense
that the Γ-space S 7→ Ap(S) is special for each p. Then the geometric realisation
‖A•‖ is special.
Proof. First observe that ‖A•‖(0+) is the geometric realisation of the levelwise
contractible simplicial space p 7→ Ap(0+) ' ∗ and is hence contractible. Secondly,
the map (p∗, q∗) : ‖A•(S ∨T )‖ → ‖A•(S)‖×‖A•(T )‖ is the composition of the two
natural maps
‖A•(S ∨ T )‖ −→ ‖A•(S)×A•(T )‖ −→ ‖A•(S)‖ × ‖A•(T )‖.
The first comes from applying p∗×q∗ levelwise. Since A was assumed to be special,
the first map is the fat geometric realisation of a levelwise weak equivalence and
hence is a weak equivalence. The second map comes from the two projections and
is a weak equivalence by Theorem 7.2 of [ERW19b] (it is here that we use that A•
is simplicial and not merely semi-simplicial). 
6.2. Homotopy fibres and base-points. Recall that the homotopy fibre hofiby f
of a map f : X → Y of spaces over y ∈ Y is the space of all pairs (x, γ), where
x ∈ X and γ : f(x) y is a path in Y from f(x) to y. When x0 ∈ X is a base-point
and y0 = f(x0), the space hofiby0(f) is given the base-point (x0, consty0).
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Definition 6.2.1. Let f : A → C be a map of Γ-spaces. The homotopy fibre of
f at a base-point c0 ∈ C(0+) is the Γ-space hofibc0 f which is defined on objects
S ∈ Γop by
(hofibc0 f)(S) := hofibcS (f(S) : A(S)→ C(S)).
A morphism η : S → T induces a map (hofibc0 f)(S)→ (hofibc0 f)(T ), namely the
comparison map of vertical homotopy fibres of the commutative diagram
A(S)
η∗ //
f(S)

A(T )
f(T )

C(S)
η∗ // C(T )
over cS and cT = η∗(cS).
If A is also a pointed Γ-space such that f is a pointed map then hofibc0 f is
pointed with base-point (a0, constc0) ∈ (hofibc0 f)(0+) = hofibc0(f(0+)).
Lemma 6.2.2. Let f : A→ C be a pointed map of pointed special Γ-spaces.
(i) The Γ-space hofibc0 f is special.
(ii) If in addition A is very special then so is hofibc0 f .
(iii) The homotopy fibre hofibc0(f
0) of the restriction of f to f0 : A0 → C0 is very
special.
Proof. It is clear that (hofibc0 f)(0+) = hofibc0(f(0+) : A(0+) → C(0+)) is con-
tractible since both source and target are. Let S, T ∈ Ob(Γop), with collapse maps
p : S ∨ T → S and q : S ∨ T → T . Consider the commutative diagram
A(S ∨ T ) (p∗,q∗) //
f(S∨T )

A(S)×A(T )
f(S)×f(T )

C(S ∨ T ) (p∗,q∗)// C(S)× C(T ).
If A and C are special, the horizontal maps are both weak equivalences, and so the
diagram is homotopy cartesian. It follows that the map
hofibcS∨T (f(S ∨ T )) −→ hofib(cS ,cT )(f(S)× f(T )) ∼= hofibcS f(S)× hofibcT f(T )
is a weak equivalence as desired.
For part (ii), let A1 = f−1C0 be the preimage of the unit component and let
f ′ := f |A1 . The Γ-spaces C0 and A1 are very special, and because hofibc0(f) =
hofibc0(f
′), it is enough to carry out the proof of claim (ii) if C is very special as
well. Next, consider the following piece of the long exact homotopy sequence for
the map f(1+):
pi1(C(1+), c1)
∂−→ pi0(hofibc1 f(1+)) −→ pi0(A(1+)) −→ pi0(C(1+)).
The terms are abelian monoids, and all maps are maps of abelian monoids. (This
is clear for all maps but ∂. Here it follows from the usual Eckmann–Hilton ar-
gument: since C(1+) is an H-space, the H-space multiplication induces the same
composition on pi1(C(1+), c1) as the usual product in the fundamental group. By
construction of the long exact sequence, ∂ is clearly a monoid homomorphism when
the monoid structure on pi1(C(1+), c1) coming from the H-space structure is used.)
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All terms but pi0(hofibc1(f(1+)) are known to be groups: a simple diagram chase
then proves that this is also a group.
Part (iii) follows from part (ii), since A0 and C0 are very special. 
In the application we aim at, we will need to consider homotopy fibres over a
point other than the base-point. We shall do this by means of the following general
construction. Let f : X → Y be a map of spaces. A path δ : y0  y1 in Y
determines a map
T (δ) : hofiby0 f −→ hofiby1 f
(x, α) 7−→ (x, α ∗ δ),
and a path γ : x0  x1 in X determines
Λ(γ) := T (f ◦ γ) : hofiby0 f −→ hofiby1 f. (6.2.3)
The homotopy class of T (δ) only depends on the homotopy class of δ (rel endpoints)
and so T defines a functor
T : Π1(Y )→ Ho(Top); T ([δ]) := [T (δ)]
from the fundamental groupoid9 of Y to the homotopy category of spaces. Similarly,
Λ induces a functor Π1(X)→ Ho(Top).
Lemma 6.2.4.
(i) The functor Λ is weakly base-point-preserving in the sense that
Λ(γ) : hofibf(x0) f −→ hofibf(x1) f
sends the base-point to the component containing the base-point.
(ii) If X and Y are H-spaces with units x0 and y0 = f(x0) and f is an H-map,
then for each loop γ in X based at x0, the map Λ(γ) is homotopic to the
identity.
Proof. For (i), the base-point of hofibf(x0) f is sent by Λ(γ) to the point (x0, f ◦
(constx0 ∗ γ)), which lies in the same path component as (x0, f ◦ γ). Define a path
γt : γ(t)  x1 by γt(s) := γ(t + s(1 − t)). Then t 7→ (γ(t), f ◦ γt) is a path in
hofibf(x1)(f) from (x0, f ◦ γ) to (x1, constx1), as desired.
For (ii), we may assume that x0 and y0 are strict units. If f is strictly compatible
with the multiplications, define a homotopy
Ht : hofibf(x0) f −→ hofibf(x0) f
(x, α) 7−→ (x · γ(t), αt),
where αt is the path given by the formula
αt(s) :=
{
α(2s) · f(γ(t)) s ≤ 12
f(γ(t+ (1− t)(2s− 1))) s ≥ 12 .
This is a homotopy from Λ(γ) to a map which is visibly homotopic to the identity.
If f is only compatible with the multiplications up to homotopy, one has to compose
the path αt with a path f(x·γ(t)) f(x)·f(γ(t)) coming from such a homotopy. 
9A morphism in Π1(Y )(y0, y1) is a homotopy class of paths y0  y1, so that composition in
Π1(Y ) is δ ◦ δ′ := δ′ ∗ δ.
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Corollary 6.2.5. Let f : A→ C be a pointed map of pointed special Γ-spaces. Let
a ∈ A(1+) be a point lying in the component of the base-point a1. The homotopy
class
Λ(γ) : hofibf(a)(f(1+))
0 −→ hofibf(a1)(f(1+))0
does not depend on the choice of a path γ : a a1 in A(1+). Since hofibf(a1)(f(1+))0
has the homotopy type of an infinite loop space, this equips hofibf(a)(f(1+))
0 with
the structure of an infinite loop space in a canonical way.
6.3. The (psc) cobordism categories as Γ-spaces. We now recall how the
classifying spaces of the cobordism categories and related spaces are equipped with
the structure of Γ-spaces. This is due to Madsen–Tillmann [MT01], see also Nguyen
[Ngu17].
We shall work with the poset models for cobordism categories described in Sec-
tion 3.3.3. In particular, we use the simplicial sheaves Dˆκθ,•, Dˆκ,pscθ,• and Dˆκ,rstθ,•
introduced in Definition 3.3.17. We will therefore need to work with simplicial Γ-
objects in the category Sheaves, and will produce simplicial Γ-spaces by applying
the representing space functor | − | : Sheaves→ Top.
We will first describe the structure of a Γ-space on ‖Dˆκθ,•‖ for any κ. (It will be
clear that the construction does not generalise to ‖Dˆκ,lθ,•‖ for l ≥ 0.)
Definition 6.3.1. For each p ≥ 0 define a functor Dˆκθ,p( ) : Γop → Sheaves on a
S ∈ Γop and X ∈ Mfds by letting Dˆκθ,p(S)(X) be the set of tuples (W, `W , a, f) with
(W, `W , a) ∈ Dˆκθ,p(X) and f : W → So a locally constant function. Then Dˆκθ,p(S)
is a sheaf by restriction.
On a pointed map η : S → T the induced map η∗ : Dˆκθ,p(S)(X) → Dˆκθ,p(T )(X)
is given by letting
η∗W := f−1(η−1(To)) ⊂W
and setting η∗(W, `W , a, f) := (η∗W, `|η∗W , a, η ◦ f |η∗W ). This defines a Γ-sheaf
Dˆκθ,p( ).
These assemble into a simplicial Γ-sheaf Dˆκθ,•( ), where the ith face map forgets
ai and the ith degeneracy map doubles ai.
Applying the representing space functor gives Γ-spaces |Dˆκθ,p|( ) assembling into
a simplicial Γ-space, and taking the (fat) geometric realisation in the simplicial
direction gives a Γ-space ‖Dˆκθ,•‖( ) : Γop → Top, with ‖Dˆκθ,•‖(1+) = ‖Dˆκθ,•‖. This is
the required Γ-space structure on ‖Dˆκθ,•‖.
Lemma 6.3.2. The Γ-space ‖Dˆκθ,•‖( ) is special.
Proof. We defined ‖Dˆκθ,•‖( ) to be the geometric realisation of the simplicial Γ-space
|Dˆκθ,•|( ). Therefore by Lemma 6.1.8 it is enough to verify that |Dˆκθ,p|( ) is special
for each p. This amounts to proving that the map
|Dˆκθ,p|(S ∨ T ) −→ |Dˆκθ,p|(S)× |Dˆκθ,p|(T )
induced by the collapse maps is a weak equivalence. The target is equivalent to the
representing space of the sheaf X 7→ Dˆκθ,p(S)(X) × Dˆκθ,p(T )(X), so we must show
that the map of sheaves
Dˆκθ,p(S ∨ T ) −→ Dˆκθ,p(S)× Dˆκθ,p(T )
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is a weak equivalence. Using the criterion of Proposition 3.3.2, this is an easy
consequence of general position: given two families of θ-manifolds in R×(−1, 1)∞×
X, one labelled by S and one by T , we may change them by a concordance so that
they are disjoint, giving a lift to Dˆκθ,p(S ∨ T )[X]. This argument goes through
relative to any subset of X. 
Remark 6.3.3. If 2κ ≤ d − 2, then Theorem 3.1 of [GRW14] (quoted above as
Theorem 3.1.3) applies and shows that ‖Dˆκθ,•‖ ' BCκθ ' BCθ. In those cases,
‖Dˆκθ,•‖( ) is very special. By the elaboration of the main result of [GTMW09]
described in [Ngu17], there is a weak equivalence
B∞‖Dˆκθ,•‖ ' Σ(MTθ〈−2〉) ' (ΣMTθ)〈−1〉
of spectra10. The base-point component ‖Dˆκθ,•‖0 is always very special, no matter
what d and κ are, but when 2κ ≤ d− 2 there is a weak equivalence
B∞‖Dˆκθ,•‖0 ' Σ(MTθ〈−1〉) ' (ΣMTθ)〈0〉.
We now define a Γ-space structure on ‖Dˆκ,pscθ,• ‖ and ‖Dˆκ,rstθ,• ‖ in a completely
analogous way.
Definition 6.3.4. We define Dˆκ,pscθ,p (S)(X) as the set of all (W, `W , a, gW , f) such
that (W, `W , a, gW ) ∈ Dˆκ,pscθ,p (X) and f : W → So is a locally constant function.
The sheaf and Γ-structure is as in Definition 6.3.1, and [p] 7→ Dˆκ,pscθ,p ( ) has the
structure of a simplicial Γ-sheaf as in that definition.
The simplicial Γ-sheaf [p] 7→ Dˆκ,rstθ,p ( ) is defined analogously, using the simplicial
sheaf Dˆκ,rstθ,• .
Just as in the previous section, we have
‖Dκ,pscθ,• ‖(1+) = ‖Dκ,pscθ,• ‖ and ‖Dκ,rstθ,• ‖(1+) = ‖Dκ,rstθ,• ‖.
Theorem 6.3.5.
(i) The inclusion and forgetful maps
‖Dˆκ,rstθ,• ‖( ) −→ ‖Dˆκ,pscθ,• ‖( ) −→ ‖Dˆκθ,•‖( )
are maps of Γ-spaces.
(ii) The Γ-spaces ‖Dˆκ,pscθ,• ‖( ) and ‖Dˆκ,rstθ,• ‖( ) are special.
(iii) ‖Dˆpscθ,•‖( ) is very special, provided that θ is once-stable.
Proof. Part (i) is trivial and part (ii) is proven exactly as Lemma 6.3.2. For part
(iii), note that
pi0(‖Dˆpscθ,•‖) = pi0(BPθ)
is the monoid of psc-θ-cobordism classes of (d−1)-dimensional psc manifolds. This
is group-complete: if (M, `, g) is a (d − 1)-dimensional psc-θ-manifold, consider
the cobordism (M × [0, 1], `′, g + dt2) with the extended θ-structure. Bending this
cobordism, one can consider it as a cobordism ∅ (M, `, g)∐(M, `op, g) (`op is the
opposite θ-structure, which exists because θ is once-stable). 
10For a spectrum E, we let E〈n〉 denote the n-connected covering.
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Remark 6.3.6. Using a bit of Gromov–Lawson surgery, one can show that the map
pi0(‖Dˆκ,pscθ,• ‖) −→ pi0(‖Dˆpscθ,•‖)
is bijective, as long as 2κ+ 1 ≤ d, κ ≤ d− 3 and θ is once-stable. It follows that in
those cases, ‖Dˆκ,pscθ,• ‖( ) is very special as well. We do not need to know this fact,
though.
Definition 6.3.7. We define very special Γ-spaces
P(θ) := hofib∅(‖Dˆpscθ,•‖ → ‖Dˆθ,•‖)
and
Pκ,rst(θ)0 := hofib∅(‖Dˆκ,rstθ,• ‖0 → ‖Dˆκθ,•‖0).
These are indeed very special, by Theorem 6.3.5, Remark 6.3.3, Lemma 6.3.2
and Lemma 6.2.2.
6.4. Conclusion. Now we can prove Theorem B, the more precise version of which
reads as follows.
Theorem 6.4.1. Let M be a closed (d − 1)-manifold and g ∈ R+(M). Assume
that
(i) d ≥ 6,
(ii) there exists a cobordism W : ∅  M such that (W,M) is 2-connected and
such that
(iii) R+(W )rstg 6= ∅.
Let
M
`M−→ B θM−→ BO(d)
be the Moore–Postnikov 2-stage of the stabilised tangent bundle R ⊕ TM . Then
there exists a weak homotopy equivalence
Θ : R+(M × [0, 1])rstg,g ' ΩP2,rst(θM )0 ' Ω∞+1B∞P2,rst(θM )0,
where P2,rst(θM )0 is the very special Γ-space introduced in Definition 6.3.7. The
homotopy class of Θ does not depend on the choice of W .
Example 6.4.2. Theorem 6.4.1 applies to M = Sd−1. In that case, we can take
g = gd−1◦ , W = D
d (note that gdtor ∈ R+(Dd)rstgd−1◦ ), and the theorem implies that
R+(Sd−1 × [0, 1])rst
gd−1◦ ,g
d−1
◦
has the homotopy type of an infinite loop space. On the other hand, a simple
application of Theorem 2.2.3 shows that R+(Sd−1 × [0, 1])gd−1◦ ,gd−1◦ ' R+(Sd).
Hence a certain union of connected components of R+(Sd) has the homotopy type
of an infinite loop space. This proves Theorem A from the introduction.
Proof of Theorem 6.4.1. The Γ-space P2,rst(θM )0 is very special, so we have an
equivalence P2,rst(θM )0 ' Ω∞B∞P2,rst(θM )0 by Theorem 6.1.5. Under the weak
equivalences
‖Dˆ2,rstθ ‖ ' BP2,rstθ and ‖Dˆ2θ‖ ' BC2θ
from (3.3.14), (3.3.12) and Lemma 3.3.18, the forgetful map ‖Dˆ2,rstθ,• ‖(1+)0 →
‖Dˆ2θ,•‖(1+)0 corresponds to BF 2,rst : (BP2,rstθ )0 → (BC2θ )0, and therefore
hofib∅(BF 2,rst)0 ' ΩP2,rst(θM )0.
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To finish the proof of the Theorem, we therefore have to establish a weak equivalence
R+([0, 1]×M)rstg0,g0 ' Ω hofib∅(BF 2,rst)0. This involves the change of base-points,
and we shall use the functor Λ defined in (6.2.3) for that purpose.
The map `M is a 2-connected cofibration and θM is a 2-coconnected fibration.
It follows that B is of type (F2), and the map `M provides a θ-structure on M .
Let W : ∅  M be a cobordism as required by hypothesis (ii) of the theorem.
By obstruction theory, the θM -structure `M extends to a θM -structure `W on W .
We obtain a morphism (W, `W ) : ∅  (M, `M ) in C2θM . By hypothesis (iii) of the
theorem, there is a right stable h ∈ R+(W )g, and (W, `W , h) : ∅  (M, `M , g) is
a morphism in P2,rstθM . From that morphism, we get a path γ : (M, `M , g)  ∅
in BP2,rstθM (in particular, (M, `M , g) is a point in (P
2,rst
θM
)0). This induces a weak
equivalence
Λ(γ) : hofib(M,`M )(BF
2,rst)0 −→ hofib∅(BF 2,rst)0
which is weakly base-point-preserving and whose homotopy class does not depend
on the choice of γ (and hence W ), by Lemma 6.2.4. By construction, (M, `M ) is an
object of C2,1θM , so that the symbol hofib(M,`M )(BF 2,1,rst)0 is defined. By Theorems
5.1.1 and 3.1.4, the natural map
hofib(M,`M )(BF
2,1,rst)0 −→ hofib(M,`M )(BF 2,rst)0
is a weak equivalence. Altogether, we have constructed a weak equivalence
hofib(M,`M )(BF
2,1,rst)0 ' P2,rst(θM )0, (6.4.3)
whose homotopy class does not depend on the choices involved. The base-point
in hofib(M,`M )(BF
2,1,rst)0 is the point (M, `M , g) ∈ (BP2,1,rstθM )0, together with the
constant path at its image point in (BC2,1θM )0. Moreover, Theorems 4.1.4 and 4.1.7
provide a weak equivalence
R+(M × [0, 1])rstg,g ' Ω(hofib(M,`M )BF 2,1,rst)0 (6.4.4)
(the loop space in the target is taken at the base-point just specified). The loop
space of the source of (6.4.3) is not the same as the target of (6.4.4). However, there
is a general fact which finishes the proof of the Theorem. If f : (X,x0)→ (Y, y0) is
a based map and X0, Y 0 are the path components containing the base-points, and
f0 is the restriction of f to X0 → Y 0, there is a natural map
(hofiby0 f)
0 −→ hofiby0 f0
from the unit component of the homotopy fibre to the homotopy fibre of the re-
striction to the unit component. This is in general not an equivalence, but it is
0-coconnected and so induces an equivalence after taking loop spaces at the base-
points, which is all that matters for our purpose. The map Θ is defined as the
composition of the above maps. 
Remark 6.4.5. We shall use the map Θ from Theorem 6.4.1 to define an infinite
loop space structure on R+([0, 1] ×M)rstg0,g0 . In particular, Θ is, tautologically, an
infinite loop map.
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7. The action of the diffeomorphism group on psc metrics
7.1. Statement of the result. As we mentioned in the introduction, the cobor-
dism category methods we have been using can be used to find significant constraints
on the action of Diff∂(W ) on R+(W )gM when W is a nullbordism of a psc manifold
(M, gM ). We will first formulate a more general result, and then explain how to
interpret it in terms of such actions.
Theorem 7.1.1. Let θ : B → BO(d) be a fibration, d ≥ 6. Let (N, gN ) and
(M, gM ) be two objects of Pθ and assume that the structure map `M : M → B is
2-connected. Then there exists a homotopy cartesian square
P2θ ((N, gN ), (M, gM ))
F

// X

C2θ (N,M) τ // ΩN,MBC2θ ' // Ω∞MTθ.
The space X will be constructed in the course of the proof. The left vertical map
is the forgetful map whose fibre over a point W is of course R+(W )gN ,gM . The
first bottom horizontal map τ is the tautological map and the second one is the
homotopy equivalence arising from Theorem 3.1 of [GRW14] and the main result
of [GTMW09].
Before we can state the next result, we need some preliminary. Let W be a
compact manifold of dimension d ≥ 6 with boundary M = ∂W such that (W,M)
is 2-connected. Let θ : B → BO(d) be the Moore–Postnikov 2-stage of the Gauss
map. Let C2θ (∅,M)W ⊂ C2θ (∅,M) be the union of path components given by those
cobordisms V which diffeomorphic to W relative M . There is a forgetful map
ρ : C2θ (∅,M)W −→ BDiff∂(W ) (7.1.2)
which is a weak equivalence, since its fibre is the space of solutions to the lifting
problem
M

`W |M
// B
θ

W //
;;
BO(d),
which is contractible by elementary obstruction theory, as the left hand map is
2-connected, the right hand map is 2-coconnected, and a lift `W exists. Now we
define α as the composition
BDiff∂(W )
ρ−1−→ C2θ (∅,M)W −→ Ω∅,MBC2θ ' Ω∞MTθ
and let Ω∞WMTθ ⊂ Ω∞MTθ be the path component hit by α.
Corollary 7.1.3. Let W be a compact manifold of dimension d ≥ 6 with boundary
M = ∂W such that (W,M) is 2-connected. Let θ : B → BO(d) be the Moore–
Postnikov 2-stage of the Gauss map of W , and let gM ∈ R+(M). Then the map
BDiff∂(W ) −→ BhAut(R+(W )gM )
given by the action of Diff∂(W ) on R+(W )gM factors up to homotopy through
α : BDiff∂(W )→ Ω∞WMTθ. In particular, for any h ∈ R+(W )gM the orbit map
f 7→ f∗h : Diff∂(W ) −→ R+(W )gM
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factors up to homotopy through Ω(α) : Diff∂(W )→ Ω∞+1MTθ.
Example 7.1.4. If W = Dd, the Moore–Postnikov 2-stage is BSpin(d)→ BO(d).
In that case, the map BDiff∂(D
d) → Ω∞DdMTSpin(d) is rationally nullhomotopic.
This follows from the fact that the target is rationally a product of Eilenberg–
MacLane spaces with factors given by certain Miller–Morita–Mumford classes κc
with c a polynomial in Euler and Pontrjagin classes, and such classes vanish for Dd-
bundles because they are defined for topological bundles [ERW14] butBHomeo∂(D
d)
is contractible by the Alexander trick. A consequence of this is that the map
pik(Diff∂(D
d), id) −→ pik(R+(Dd)gd−1◦ , g)
induced by the orbit map on any g ∈ R+(Dd)gd−1◦ is zero after rationalisation for
k > 0. This was proven before by Botvinnik, Hanke, Schick, and Walsh as Theorem
1.5 of [BHSW10], for degrees k which are small compared to d.
Remark 7.1.5. One might ask whether an appropriate version of Corollary 7.1.3
is true without the condition that (W,M) is 2-connected. The methods in the
present paper do not seem to suffice for this purpose, and it is likely that the
results of [Per17a] and [Per17b] are more suitable.
Proof of Corollary 7.1.3. We define
P2θ (∅, (M, gM ))W := F−1(C2θ (∅,M)W ) ⊂ P2θ (∅, (M, gM )).
There is a forgetful map
P2θ (∅,M)W −→ EDiff∂(W )×Diff∂(W ) R+(W )gM
similar to the map ρ from (7.1.2), and it is a weak equivalence by the same reason.
We obtain a commutative square
P2θ (∅, (M, gM ))W //
F

EDiff∂(W )×Diff∂(W ) R+(W )gM
F ′

C2θ (∅,M)W // BDiff∂(W )
whose horizontal maps are weak equivalences. Restricting the diagram of Theorem
7.1.1 to path-components and replacing the left hand column and the lower right
corner by homotopy equivalent spaces, we arrive at a homotopy cartesian square
EDiff∂(W )×Diff∂(W ) R+(W )gM
F ′

// X

BDiff∂(W )
α // Ω∞WMTθ.
In particular the map BDiff∂(W ) → BhAut(R+(W )gM ) classifying the fibration
F ′ (see [May75, §9]) factors through α, as required. 
7.2. Proof of Theorem 7.1.1. The guiding idea of the proof of Theorem 7.1.1 is
that the forgetful map ΩBF 2,rst : ΩBP2,rstθ → ΩBC2θ (whose homotopy fibre over a
point M is weakly equivalent to R+(M × [0, 1])rstgM ,gM by Theorem 4.1.9, Theorem
5.1.1 and Theorem 3.1 of [GRW14]) could be considered as a “principal bundle” for
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the grouplike monoid R+(M × [0, 1])rstgM ,gM . One should therefore be able to form
the Borel construction
“X = (ΩBP2,rstθ )×R+(M×[0,1])rstgM,gM R
+(M × [0, 1])gM ,gM ”
and hence obtain a homotopy cartesian diagram as stated in Theorem 7.1.1.
This idea will be made precise by establishing a diagram
P2θ ((N, gN ), (M, gM ))
F

‖Z•‖
‖ϕ•‖
'
oo
‖λ•‖

// ‖Y•‖
◦‖ξ•‖

X

oo
C2θ (N,M)
τ
44
‖X•‖
‖ζ•‖
'
oo
◦‖η•‖
// hofibM BF
2,rst ΩN,MBC2θσoo
(7.2.1)
in which the three squares commute and are homotopy cartesian (the rightmost will
be a homotopy pullback by definition), and the bottom semi-circle commutes up
to preferred homotopy. This data determines a map ‖Z•‖ → X covering τ ◦ ‖ζ•‖ :
‖X•‖ → ΩN,MBC2θ , which together with the weak equivalences in the leftmost
square gives the claimed result.
7.2.1. Construction of the diagram.
Definition 7.2.2. Let Xp consist of ((t,W, `W ), (a0, g0), . . . , (ap, gp), h0, . . . , hp)
where
(i) (t,W, `W ) ∈ C2θ (N,M), given which we write
V := ((−∞,−t]×N) ∪ (W − te1) ∪ ([0,∞)×M) ⊂ R× I∞−1,
(ii) 0 < a0 < . . . < ap < 1,
(iii) gi ∈ R+({ai} ×M),
(iv) h0 ∈ R+(V |[−t,a0])rstgN ,g0 and
(v) hi ∈ R+(V |[ai−1,ai])rstgi−1,gi (note that V |[ai−1,ai] = [ai−1, ai]×M).
We topologise Xp as a subspace of Np+1Pθ. The Xp form a semi-simplicial space by
forgetting ai’s and gluing metrics. There is an augmentation ζ• : X• → C2θ (N,M)
given by recording only (t,W, `W ).
Definition 7.2.3. Let Zp consist of ((t,W, `W ), (a0, g0), . . . , (ap, gp), h0, . . . , hp, h)
such that ((t,W, `W ), (a0, g0), . . . , (ap, gp), h0, . . . , hp) ∈ Xp and
(vi) h ∈ R+(V |[ap,1])gp,gM is an arbitrary psc metric.
The map λp : Zp → Xp forgets the datum h. We topologise Zp as a subspace of
Np+2Pθ. The Zp form a semi-simplicial space by forgetting ai’s and gluing metrics.
There is an augmentation map ϕp : Zp → P2θ ((N, gN ), (M, gM )) given by forgetting
all ai and glueing the psc metrics.
The square
‖Z•‖
‖ϕ•‖
//
‖λ•‖

P2θ ((N, gN ), (M, gM ))
F

‖X•‖
‖ζ•‖
// C2θ (N,M)
commutes. We will show later that the horizontal maps are a weak equivalences,
but first develop some more of the diagram (7.2.1).
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Definition 7.2.4. Let Yp consist of ((a0, g0), . . . , (ap, gp), h1, . . . , hp, h)) where 0 <
a0 < . . . ap < 1, gi ∈ R+({ai} × M), hi ∈ R+([ai−1, ai] × M)rstgi−1,gi and h ∈
R+([ap, 1] × M)gp,gM . We topologise Yp as a subspace of Np+1Q(M). The Yp
form a semi-simplicial space by forgetting ai’s and gluing metrics. There is a semi-
simplicial map ξp : Yp → Np(P(R × M, (0, 1))rst given by forgetting the datum
h.
Given this definition, we observe that there is a pullback square
Zp //
λp

Yp
ξp

Xp
ηp
// NpP(R×M, (0, 1))rst,
(7.2.5)
where the semi-simplicial map η• is given by forgetting (t,W, `W ).
We obtain the middle square of the diagram (7.2.1) by forming the geometric
realisation of the square (7.2.5) of semi-simplicial spaces and composing with the
map
 : BP(R×M, (0, 1))rst −→ hofibM BF 2,rst (7.2.6)
defined as follows. It sends a point ((a0, g0), . . . , (ap, gp), h1, . . . , hp;u) ∈ NpP(R×
M, (0, 1))×∆p to the point in hofibM BF 2,rst given by(
(M, g0)
([a1−a0]×M,h1)−−−−−−−−−−→ · · · ([ap−ap−1]×M,hp)−−−−−−−−−−−−→ (M, gp);u
)
∈ NpP2,rstθ ×∆p ⊂ BP2,rstθ ,
equipped with the path from the image of this point in BC2θ to the base-point M
given by
t 7−→
(
M
[a1−a0]×M−−−−−−−→ · · · [ap−ap−1]×M−−−−−−−−−→M [1−ap]×M−−−−−−−→M ; (1− t)u, t
)
∈ NpC2,rstθ ×∆p+1 ⊂ BC2,rstθ .
Both these formulas respect the semi-simplicial identities and so descend to maps
on geometric realisations.
The remaining maps in the diagram (7.2.1) are τ and σ. The map τ : C2θ (N,M)→
ΩN,MBC2θ is the tautological one, which sends a point W to the path t 7→ (W, (1−
t, t)) ∈ N1Cθ×∆1 → BC2θ . The map σ is the “fibre transport” map; it sends a path
γ : N  M in BC2θ to the point (N, gN ) ∈ BP2θ , together with the path γ from
N = BF 2,rst(N, gN ) to M .
7.2.2. Properties of the diagram. We will first show that the horizontal maps in the
leftmost square of (7.2.1) are weak equivalences. The bottom map can be treated
quite easily.
Lemma 7.2.7. The augmentation map ‖ζ•‖ : ‖X•‖ → C2θ (N,M) is a weak homo-
topy equivalence.
Proof. Each ζp is a fibration. Hence by Lemma 2.14 of [ERW19b], it suffices to prove
that ‖ζ−1• (t,W, `W )‖ ' ∗, for each (t,W, `W ) ∈ C2θ (N,M). But ζ−1• (t,W, `W ) can
be identified with the nerve of the fibre category (−t, gN )/i of the inclusion functor
i : P(W, (0, 1))rst → P(W, (−t− ,−t+ ) ∪ (0, 1))rst. By the same argument as in
the proof of Lemma 4.2.2, this fibre category has contractible nerve. 
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To show that the top horizontal map in the leftmost square of (7.2.1) is a weak
equivalence we will first develop some properties of the square (7.2.5), which will
also be used in showing that the middle square of (7.2.1) is homotopy cartesian. In
the following lemma we refer to a semi-simplicial map being homotopy cartesian:
see Definition 2.9 of [ERW19b] for this notion.
Lemma 7.2.8.
(i) The square (7.2.5) is homotopy cartesian, for each p.
(ii) The semi-simplicial map ξ• is homotopy cartesian.
Proof. By an application of Theorem 2.1.1 the map ξp is a fibration, so (i) follows
since (7.2.5) is a pullback. The fibre of ξp over ((a0, g0), . . . , (ap, gp), h0, . . . , hp) is
the space R+([ap, 1]×M)gp,gM . Face maps either induce the identity on fibres, or
they glue on hp and so are weak equivalences. 
Corollary 7.2.9. The square
‖Z•‖ //
‖λ•‖

‖Y•‖
‖ξ•‖

‖X•‖
‖η•‖
// BP(R×M, (0, 1))rst
is homotopy cartesian, and the semi-simplicial map λ• is also homotopy cartesian.
Proof. This follows from Lemma 7.2.8 and the following general fact: let
A•
k• //
h•

B•
g•

C•
f• // D•
be a commutative diagram of semi-simplicial spaces which is levelwise homotopy
cartesian and assume that the semi-simplicial map g• is homotopy cartesian. Then
h• is homotopy cartesian, and the square of geometric realisations is homotopy
cartesian. This is quickly proven using Theorem 2.12 of [ERW19b] (which is due
to Segal). 
We can now show that the top horizontal map in the leftmost square of (7.2.1)
is a weak equivalence.
Corollary 7.2.10. The augmentation map ‖ϕ•‖ : ‖Z•‖ → P2θ ((N, gN ), (M, gM ))
is a weak homotopy equivalence.
Proof. Consider the diagram
Z0
λ0

// ‖Z•‖
‖ϕ•‖
//
‖λ•‖

P2θ ((N, gN ), (M, gM ))
F

X0 // ‖X•‖
‖ζ•‖
'
// C2θ (N,M).
(7.2.11)
By Corollary 7.2.9 the semi-simplicial map λ• is homotopy cartesian and hence the
left hand square is homotopy cartesian (using Theorem 2.12 of [ERW19b] again).
We claim that the large rectangle is also homotopy cartesian. Since X0 → ‖X•‖ is
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0-connected for general reasons, it follows that the right hand square is homotopy
cartesian, too. Since ‖ζ•‖ is a weak equivalence, it follows that ‖ϕ•‖ is a weak
equivalence.
To verify that the large rectangle is homotopy cartesian, argue as follows. Firstly,
note that both λ0 and pi are fibrations. Furthermore, a point x ∈ X0 is given
by ((t,W, `W ), (a0, g0), h), where (t,W, `W ) ∈ C2θ (N,M), a0 ∈ (0, 1), and h ∈
R+(W |[−1,a0])rstgN ,g0 is right stable. The fibre of λ0 over such a point is R+([a0, 1]×
M)g0,gM .
Under the bottom composition in (7.2.11), the point x is mapped to W ∈
C2θ (N,M), and the fibre over W of the right vertical map is of course R+(V )gN ,gM .
The map on fibres can be identified with the gluing map µ(h, ) : R+([a0, 1] ×
M)g0,gM → R+(V )gN ,gM , and this is a weak equivalence because h was assumed to
be right stable. 
The middle square of (7.2.1) is obtained by taking the homotopy cartesian square
of Corollary 7.2.9 and composing it with the map . The following lemma therefore
implies that it is again homotopy cartesian.
Lemma 7.2.12. The map  in (7.2.6) is a weak homotopy equivalence.
Proof. The map under question is the composition of two maps
BP(R×M, (0, 1))rst −→ hofibM BF 2,1,rst −→ hofibM BF 2,rst.
The first is defined by the same formula as  and is a homotopy equivalence by
Theorem 4.1.4. The second is a weak equivalence by Theorems 3.1.4 and 5.1.1. 
The final, leftmost, square of (7.2.1) is defined to be a homotopy pullback. The
following lemma then supplies the final step of the argument.
Lemma 7.2.13. The bottom semi-circle in the diagram (7.2.1) commutes up to
preferred homotopy.
Proof. This is by a straightforward, but tedious checking. Let
x := ((t,W, `W ), (a0, g0), . . . , (ap, gp), h0, . . . , hp;u0, . . . , up) ∈ Xp ×∆p.
Depending on a homotopy parameter r ∈ [0, 1], we define a point
γ(x, r) ∈ Np+1P2,rstθ ×∆p+1
as (
(N, gN )
(W |[−1,a0],h0)−−−−−−−−−→ (M, g0) ([a0,a1]×M,h1)−−−−−−−−−−→ · · · ([ap−1,ap]×M,hp)−−−−−−−−−−−→ (M, gp);
(1− r), ru0, . . . , rup
)
,
and if in addition t ∈ [0, 1], we define a point in Np+2C2θ ×∆p+2 by the formula
Γ(x, r, t) :=
(
N
W |[−1,a0]−−−−−−→M [a0,a1]×M−−−−−−−→ · · · [ap−1,ap]×M−−−−−−−−→M [ap,1]×M−−−−−−→M ;
(1− t)(1− r), (1− t)ru0, . . . , (1− t)rup, t
)
.
Both these formulas respect the semi-simplicial identifications and hence give rise
to well-defined continuous maps γ : ‖X•‖×[0, 1]→ BP2,rstθ and Γ : ‖X•‖×[0, 1]2 →
BC2θ . Note that Γ(x, r, 0) = BF 2,rst(γ(x, r)) and that Γ(x, r, 1) is the base-point
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M ∈ N0C2θ . Therefore, γ and Γ together define a homotopy Λ : ‖X•‖ × [0, 1] →
hofibM BF
2,rst.
For r = 0, Λ(−, 0) is the map σ ◦ τ ◦ ‖ζ•‖, and for r = 1, Λ(−, 1) is the map
 ◦ η. 
8. Delooping the index difference
8.1. Background material.
The Rosenberg–Dirac operator. In this section, we let G be a discrete group (which
in the cases of interest will be finitely presented) and consider the fibration θd :
BSpin(d) × BG → BO(d). Let (W, g) be a d-dimensional Riemannian manifold
and let ` be a θd-structure on W . This is the same data as a map f = (f0, f1) :
W → BSpin(d)×BG, together with an isometric vector bundle isomorphism TW ∼=
f∗0 γSpin(d). Let us recall how the Rosenberg–Dirac operator /Dg,f is constructed out
of these data.
We use the conventions for Clifford algebras which are spelled out in Section
2.1 of [Ebe16]. That is, Clp,q is the complex algebra generated by anticommuting
elements (e1, . . . , ep, ε1, . . . , εq) with ε
2
j = −e2i = 1. It has a unique C∗-algebra
structure such that e∗i = −ei and ε∗j = εj . There is a unique Real structure on
Clp,q such that the generators are Real, and a unique Z/2-grading such that the
generators are odd. Further, we let
/Sd := ESpin(d)×Spin(d) Cld,0BSpin(d)
be the universal spinor bundle. It comes with a canonical Cld,0-valued inner prod-
uct, a Real structure and a Z/2-grading. There is a natural Clifford action by the
universal spin vector bundle γSpin(d) → BSpin(d), and /SW := f∗0 /Sd is the spinor
bundle on W .
Let C∗(G) be the group C∗-algebra of G, which could be either the reduced
version C∗r (G) or the maximal version C
∗
m(G) (as all arguments in this section
apply equally to both versions, there is no need for a notational distinction). There
is a unique Real structure on C∗(G) such that all group elements g ∈ G ⊂ C∗(G) are
Real, and C∗(G) has the trivial Z/2-grading. The universal Mishchenko–Fomenko
line bundle LG := EG×G C∗(G)→ BG is a bundle of right C∗(G)-modules which
are free of rank 1. It comes with a canonical C∗(G)-valued inner product, which
turns LG into a bundle of finitely generated projective Hilbert-C∗(G)-modules.
Now we write
/S` := f
∗( /Sd  LG) ∼= /SW ⊗ f∗1LG −→W,
which is a bundle of Real graded finitely generated projective Hilbert C∗(θd)-
modules, where we used the abbreviation
C∗(θd) := Cld,0 ⊗C∗(G),
with Real structure and grading induced from the two factors (since Cld,0 is finite-
dimensional, the tensor product is unambiguous).
The spinor bundle /SW inherits a connection from the Levi-Civita connection on
W , while f∗1LG has a natural flat connection since the structure group of LG is the
discrete group G. Let ∇ be the tensor product of both these connections. Using
∇ and the action of the Clifford algebra bundle of TW on /SW , one defines the
Rosenberg–Dirac operator /Dg,` by the usual formula [Ros83, §1] [LM89, §II.5]. In
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the sequel, the θd-structure is usually fixed, which is why we write just /Dg for /Dg,`.
The Lichnerowicz–Schro¨dinger formula
/D
2
g = ∇∗∇+
1
4
scal(g) (8.1.1)
connects the Rosenberg–Dirac operator to positive scalar curvature.
Let Γc(W ; /S`) be the space of compactly supported smooth sections of /S`.
The C∗(θd)-valued inner product on /S` and the volume measure on W together
turn Γc(W ; /S`) into a pre-Hilbert-C
∗(θd)-module, whose completion we denote
by L2(W ; /S`), which is a Hilbert-C
∗(θd)-module. The Dirac operator defines an
unbounded symmetric operator on L2(W ; /S`) with inital domain Γc(W ; /S`). Its
closure is self-adjoint and regular provided that there is a proper function x : W →
R such that the commutator [ /Dg, x] is a bounded operator, by a variant of the
classical Chernoff–Wolf theorem which is proven in [HPS15, §2] or as Theorem 2.14
of [Ebe16]. Usually, /Dg is not Fredholm, but it is if the scalar curvature of g is
uniformly positive outside a compact subset of W , by (8.1.1) and e.g. Theorem 3.41
of [Ebe16]. In [Ebe16, §2], it is shown how to generalise these constructions to
families.
K-Theory spectra. We shall use a model for the real K-theory spectrum KO(A)
of a Real graded unital C∗-algebra A which is a variant of unbounded KK-theory
and of the spectral picture of K-theory developed in [HG04]. The precise version
is described in [Ebe16], [Ebe19], and we refer to these papers for more details. It
is a spectrum of sheaves. The nth sheaf in this spectrum assigns to a test manifold
the set KO(A)n(X) of all tuples (H, η, c,D), where
(i) H is a countably generated continuous field of Hilbert-A-modules with a Real
structure,
(ii) η is a grading and c is a Cln,0-structure on H, both compatible with the Real
structure, and
(iii) D is a self-adjoint regular Fredholm family on H, which is Real, odd and
Cln,0-antilinear (we refer to Sections 2.1 and 4 of [Ebe16] for more details).
It is often convenient to shorten notation and to write (H,D) for the tuple (H, η, c,D)
when η and c are understood, or even justD. An element (H, η, c,D) ∈ KO(A)n(X)
is degenerate if D is invertible, and we denote by D(A)n ⊂ KO(A)n the subsheaf
of degenerate elements. As base-point in KO(A)n and D(A)n, we take the unique
tuple with H = 0.
Remark 8.1.2. For the rest of this section, we are concerned with maps of sheaves
of the form Φ : X → K for sheaves X which are either K-theory sheaves or are
given by families of manifolds together with θd-structures, Riemannian metrics and
some other data. The sheaves K are the K-theory spaces for certain C∗-algebras or
the subspaces of degenerate tuples. To improve the readability (and writeabilty) of
this section, let us impose the following conventions. We only write down the map
Φ∗ : X (∗)→ K(∗) of sets. In each case, Example 3.28 and Theorems 3.40 and 3.41
of [Ebe16] will give the justification why Φ extends to a map of sheaves, and this
will not be spelled out explicitly.
Similarly, when we want to show that two such maps Φ0,Φ1 : X → K are
homotopic, we have to produce a concordance y from Φ0(z) to Φ1(z), for each
z ∈ X (X), and this concordance has to be natural in z. We only write down
this concordance when X = ∗. In that case, it must be an element of K(R). We
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write this down pointwise, i.e. we write elements yt ∈ K(∗), depending on t ∈ R
and depending naturally on z. Again, we will refer implicitly to Example 3.28 and
Theorems 3.40 and 3.41 of [Ebe16] for the justification that such a procedure indeed
yields a natural concordance.
The spectrum structure on the collection of all KO(A)n is given by the Bott map
bott : KO(A)n −→ ΩKO(A)n+1
described as follows. It sends (H, η, c,D) ∈ KO(A)n(∗) to the path (parametrised
by R)
t 7→

(
E ⊕ E,
(
η
−η
)
,
(
c
c
)
,
(
−η
η
)
,
(
D tη
tη D
))
t ∈ R,
(0, , , ) t = ±∞.
For an explanation what the loop space of a sheaf is, and for the rigorous definition
of the Bott map, we refer to Sections 2.1 and 2.3 of [Ebe19]. It is clear that the
Bott maps restricts to a map D(A)n to ΩD(A)n+1.
Proposition 8.1.3.
(i) The sheaf D(A)n is contractible [Ebe16, Lemma 3.9].
(ii) The Bott map is a weak equivalence [Ebe19, Theorem 3.14].
The second part is a consequence of the Bott periodicity theorem.
For a graded C∗-algebra, there are Morita equivalences
morita : KO(A)n
'−→ KO(A⊗ˆCl1,0)n+1
(we use the standard conventions for tensor products of graded C∗-algebras and
Hilbert modules as explained in Section 14 of [Bla98]) which commute with the Bott
map. When combined with the Bott maps, these give rise to weak equivalences
|KO(A⊗ˆCl1,0)| ' Ω|KO(A)|
of spectra, and in particular
|KO(C∗(θd))| ' Ωd|KO(C∗(G)|.
We shall need the formula for morita and its inverse when n = 0, which are sum-
marised in the next lemma.
Lemma 8.1.4. The map
morita : KO(A)0 −→ KO(A⊗ˆCl1,0)1
sends (H, η, .,D) to (H ⊗Cl1,0, η⊗ ι, η⊗ e,D⊗ 1), where ι is the grading on Cl1,0
and e is given by Cl1,0-left multiplication. A homotopy inverse is given by the
following recipe: let (H, ν, c,D) ∈ KO(A⊗ˆCl1,0)1 be given. For x ∈ Cl1,0, let ρ(x)
be the right multiplication by 1 ⊗ x ∈ A⊗ˆCl1,0. The eigenspace Eig(c(e)ρ(e)ν) is
an A-subspace, to which ν and D restrict. 
The sheaves KO(A)n have a natural Γ-space structure as follows.
Definition 8.1.5. For a finite pointed set S, we let KO(A)n(S) be the sheaf which
assigns to X the set of all (Hs, Ds)s∈So where (Hs, Ds) ∈ KO(A)n(X). For a
pointed map f : S → T of finite pointed sets, we let f∗(Hs, Ds) be the tuple
(H ′t, D
′
t), with H
′
t =
⊕
f(s)=tHs and D
′
t =
⊕
f(s)=tDs.
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Lemma 8.1.6. The Γ-space |KO(A)n| is very special. The Bott maps are maps of
Γ-spaces, and so are the Morita equivalences.
Proof. It is obvious that KO(A)n(0+) is the one-point sheaf and that the Bott map
is a map of Γ-spaces. Likewise it is clear that KO(A)n(S ∨ T ) → KO(A)n(S) ×
KO(A)n(T ) is a weak equivalence (it is even an isomorphism of sheaves). That
|KO(A)n| is grouplike follows from the isomorphism pi0(|KO(A)n|) = KO−n(A)
constructed in Proposition 4.12 of [Ebe16]. 
The fact that the Bott maps are maps of Γ-spaces, together with the Morita
equivalence, has the following consequence, which is shown using Lemma 4 of
[Ngu17].
Corollary 8.1.7. There is a weak equivalence of spectra
B∞|KO(A⊗ˆCld,0)|n '
(
Σn−d|KO(A)|)〈−1〉.
The index difference. It will be convenient for us to adopt the following definition
of a generalised base-point, as we will often consider paths in KO(A)n which start
and end in the contractible subspace D(A)n.
Definition 8.1.8. A generalised base-point of a space X is a contractible subspace
Z ⊂ X. A map f : X0 → X1 of spaces equipped with generalised base-points Z0
and Z1 is said to preserve the generalised base-points if f(Z0) ⊂ Z1. An analogous
definition is made for sheaves.
In the case of spaces, we define the loop space ΩZX as the space of all paths
beginning and ending in Z, and the homotopy fibre hofibZ1(f) as the space of all
pairs, consisting of a point x0 ∈ X0 and a path in X1 from f(x0) to a point of
Z1. The homotopy fibre has a generalised base-point, namely the space of all pairs,
consisting of a point in Z0, together with a path in Z1 starting at the image.
In the case of sheaves, we define the loop sheaf ΩZX as the sheaf which sends
a test manifold X to the set of all z ∈ X (X × R) such that z|X×[−1,1]c ∈ Z(X ×
[−1, 1]c). The homotopy fibre hofibZ1(f) is the sheaf which sends a test manifold
X to the set of all pairs (z, y), where z ∈ X0(X) and y ∈ X1(X × R) is such that
y|X×0 = f(z) and y|X×(1,∞) ∈ Z1(X × (1,∞)).
If the choice of Z or Z is unambiguous, it is dropped from the notation.
As a generalised base-point in KO(A)n, we shall always take D(A)n. Of course,
the homotopy types of these generalised loop spaces/homotopy fibres coincide with
the usual ones. There are natural weak equivalences
|ΩZX| −→ Ω|Z||X |
and
|hofibZ1(f)| −→ hofib|Z1|(|f |).
With these generalities understood, we turn our attention to psc metrics and let
V : M0  M1 be a d-dimensional cobordism with θ-structure `, let gi ∈ R+(Mi)
and let h be a Riemannian metric on V which restricts to dx2+gi near Mi. We form
the elongation W := ((−∞, 0]×M0) ∪ V ∪ ([1,∞)×M1) and extend the metric h
cylindrically, to a metric with the same name h. By the Lichnerowicz–Schro¨dinger
formula, /Dh is invertible at infinity and hence Fredholm. So
ind(W,h) := (L2(W ; /S`), /Dh) ∈ KO(C∗(θd))0(∗)
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is well-defined and yields
[ind(W,h)] ∈ pi0(|KO(C∗(θd))0|) = KO−d(C∗(G)).
If h has positive scalar curvature, then /Dh is invertible and so [ind(W,h)] = 0. The
construction generalises to the parametrised case, and yields a map
ind : R(V )g0,g1 −→ KO(C∗(θd))0
of sheaves (here one views R(V )g0,g1 as the sheaf which takes a test manifold X to
the set of smooth maps X → R(V )g0,g1).
Definition 8.1.9. Let V , g0, g1 and W be as above, fix h0 ∈ R+(V )g0,g1 and
a monotone smooth function c : R → [0, 1] with c(0) = 0 and c(1) = 1. For
h1 ∈ R+(V )g0,g1 , the path
R 3 s 7−→ ind(W, (1− c(s)h+ c(s)h0))
defines an element
inddiffh0(h) ∈ (ΩKO(C∗(θd))0)(∗).
The construction generalises to families and defines a map
inddiffh0 : R+(W )g0,g1 −→ ΩKO(C∗(θd))0
of sheaves, the index difference with respect to h0. Its homotopy class is indepen-
dent of the choice of c.
8.1.1. The lower index. A key role for the rest of this section is played by the
delooped index map constructed in [Ebe19]. Hence we recapitulate its construction
here. Slightly informally, there is a map
ind1 : BCθd −→ |KO(C∗(θd))1|,
constructed analytically, which is related to the usual family index map for closed
manifolds ind0 by a homotopy-commutative diagram
Cθd(∅, ∅)
ind0 //

|KO(C∗(θd))0|
bott

ΩBCθd
ind1 // Ω|KO(C∗(θd))1|.
To implement this rigorously, one has to replace the source of ind1 by a homotopy
equivalent space, which is a version of the sheaf Dθ = Dθd from Definition 3.3.8, but
with additional data in order to define ind1. The following is a variant of Definition
3.1 of [Ebe19].
Definition 8.1.10. We define the sheaf Dopθ by assigning to a test manifold X the
set of all (W,h, b, x0, r, C), where
(1) W ∈ Dθ(X) (it comes with a fibrewise proper map x : W → R),
(2) h is a fibrewise Riemannian metric on W ,
(3) x0 : X → R, r : X → (0,∞) and b : W → (0,∞) are smooth functions and
(4) C : X → (0,∞) is a continuous function.
(5) Let /Dh be the Rosenberg–Dirac operator on W which is associated with h
and the θ-structure ` on W . We require that the commutator [b /Dhb, x] of
the Dirac operator weighted with b with multiplication by the function x
satisfies the estimate
‖[b /Dhb, x]‖ ≤ C. (8.1.11)
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The superscript op stands for “operator”; the logic of this terminology is that
the points in Dopθ are θ-manifolds which are also equipped with Riemannian met-
rics (and hence Dirac operators). The other data and conditions are to make the
definition of ind1 possible. The space Dopθ has an obvious structure of a special
Γ-space, similar to that of Definition 6.3.1.
Lemma 8.1.12. The forgetful map Dopθ → Dθ is a weak homotopy equivalence of
sheaves and a map of Γ-spaces.
Proof. It is obvious that the map is compatible with the Γ-space structures, and
the proof that it is a weak equivalence is almost the same as that of Lemma 3.2
of [Ebe19]. The data C, r, x0 are not present in loc.cit., but they are clearly a
contractible choice and do not affect the proof that the forgetful map is a weak
equivalence. 
Let us now give the construction of ind1 : Dopθ → KO(C∗(θd))1. We describe
what ind1 does on the points of Dopθ , and refer to [Ebe19, §3.2] for the parametrised
version. Let x := (W,h, b, x0, r, C) ∈ Dopθ (∗). The canonical Cl1,1-module S1 is
given by
S1 = (R2, ι, e, ε) :=
(
R2,
(
1
−1
)
,
( −1
1
)
,
(
1
1
))
.
Consider the Hilbert-C∗(θd)-module L2(W ; /S`⊗S1) ∼= L2(W ; /S`)⊗S1 with grading
η ⊗ ι, where η is the grading on the bundle /S`. We define a Cl1,0-action on
L2(W ; /S` ⊗ S1) by
e1 7−→ η ⊗ e =
( −η
η
)
and consider the unbounded operator
B := b /Dhb⊗ 1 + η ⊗ r(x− x0)ε =
(
b /Dhb
b /Dhb
)
+ r(x− x0)
(
η
η
)
(8.1.13)
on L2(W ; /S`⊗S1) with initial domain Γc(W ; /S`⊗S1). This is formally self-adjoint,
Cl1,0-antilinear and odd. The condition (8.1.11) implies that the closure of B is a
regular self-adjoint operator, see Lemmas 3.5 and 3.6 of [Ebe19]. From loc.cit., we
also collect the formula
B2 = (b /Dhb)
2 ⊗ 1 + r2(x− x0)2 + r[b /Dhb, x]η ⊗ ε. (8.1.14)
It implies that11 B2 ≥ r2|x− x0|2− rC and so B is invertible at infinity and hence
a Fredholm operator. For more details of this argument, we refer to Lemma 3.6 of
[Ebe19]. We define
ind1(x) :=
(
L2(W ; /S` ⊗ S1), η ⊗ ι, η ⊗ e,B
)
∈ KO(C∗(θd))1(∗).
It is clear from the definitions that ind1 is a map of Γ-spaces and hence gives rise
to a map of spectra
B∞ ind1 : B∞|Dop| −→ B∞|KO(C∗(θd))1|.
Lemma 8.1.12 and the main result of [Ngu17] gives a weak equivalence
B∞|Dop| ' (ΣMTθd)〈−1〉 = (ΣMTSpin(d) ∧BG+)〈−1〉,
11The meaning of this inequality is to be understood as in Theorem 3.40 of [Ebe16]. Namely,
for each s ∈ Γc(M ; /S`), we have 〈B2s, s〉 ≥ 〈(r2|x− x0|2 − rC)s, s〉 in the C∗-algebra C∗(θd).
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and from Corollary 8.1.7, we get a weak equivalence
B∞|KO(C∗(θd))1| '
(
Σ1−d|KO(C∗(G))|)〈−1〉.
Now the Atiyah–Bott–Shapiro orientation gives a spectrum map
λ−d : MTSpin(d) −→ Σ−dKO
while the Novikov assembly map is a spectrum map
ν : Σ−dKO ∧BG+ −→ Σ−dKO(C∗(G)),
so together they give
ν ◦ (λ−d ∧ idBG+) : MTSpin(d) ∧BG+ −→ Σ−dKO(C∗(G)).
The main result of [Ebe19] is a delooped version of the Atiyah–Singer family index
theorem which in the case at hand asserts that
Σ(ν ◦ (λ−d ∧ idBG+)) ∼ B∞ ind1 : ΣMTSpin(d) ∧BG+〈−1〉 ' B∞|Dop|
−→ Σ|KO(C∗(θd))|. (8.1.15)
8.2. The vanishing theorem. Our goal is now to define a delooped version of
the index difference, and this subsection contains the heart of the construction. We
want to show that the map (which is really a zig-zag)
‖Dˆpscθ,•‖
F−→ |Dθ| '←− |Dopθ |
ind1−→ |KO(C∗(θd))1| (8.2.1)
admits a preferred nullhomotopy (which will ultimately stem from the Lichnerowicz–
Schro¨dinger formula). This nullhomotopy will induce a map
Inddiff : P(θd) = hofib∅ F −→ Ω|KO(C∗(θd))1|
which is a map of Γ-spaces. After restriction to P2,rst(θd)0, identification of the
latter space with BQ(M) (where M is as in Theorem 6.4.1) and application of
R+([0, 1]×M)rstg0,g0 ' ΩBQ(M), we obtain a map
R+([0, 1]×M)rstg0,g0 −→ Ω2|KO(C∗(θd))1| ' Ω|KO(C∗(θd))0|
which by construction is an infinite loop map. The proof of Theorem F will then
be completed by showing that this composition is homotopic to inddiffdx2+g0 . To
implement this strategy, we establish in this section a commutative diagram
‖Dˆpscθ,•‖
F

‖Dpsc,opθ,• ‖'oo
F op

// |D(C∗(θd))1|
inc

|Dθ| |Dopθ |
ind1 //'oo |KO(C∗(θd))1|
(8.2.2)
of spaces. Since |D(C∗(θd))1| is contractible, this diagram provides the promised
nullhomotopy of (8.2.1). We now give the definitions of the spaces of (8.2.2). The
bottom line was defined in §8.1.1. Recall from Definition 3.3.17 that Dˆpscθ,p (∗) is
the set of all (W,a, h), where W ∈ Dθ(∗), a = (a0 ≤ . . . ≤ ap) are real numbers,
h is a Riemannian metric on W which is cylindrical near each ai and such that
h|W |[a0,ap] has positive scalar curvature. The forgetful maps Fp : Dˆ
psc
θ,p → Dθ given
by (W,a, h) 7→W form an augmentation map and induce
F : ‖Dˆpscθ,•‖ −→ |Dθ|.
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Under the weak equivalences ‖Dˆpscθ,•‖ ' BPθ (from (3.3.14) and Lemma 3.3.18) and
|Dθ| ' BCθ from (3.3.9), the map F corresponds to the forgetful map BPθ → BCθ.
Definition 8.2.3. The sheaf Dpsc,opθ,p assigns to X the set of all (W,a, , h, b, r, C, κ)
such that
(i) (W,a, h) ∈ Dˆpscθ,p (X),
(ii)  = (0, . . . , p) is a tuple of continuous positive real-valued functions on X
with ai+i < ai+1−i+1 for all i = 0, . . . , p−1, such that (W,h) is cylindrical
over each [ai − i, ai + i], and
(iii) b : W → (0,∞), r : X → R are smooth functions and C, κ : X → (0,∞) are
continuous functions such that
b|W |[a0−0,ap+p] ≡ 1,
‖[b /Dhb, x]‖ ≤ C,
scal(h|W |[a0−0,ap+p]) ≥ κ,
r ≤ κ
8C
,
2i r
2 ≥ max{κ, 2
9
κ
}.
The forgetful map
Dpsc,opθ,• −→ Dˆpscθ,•
(W,a, , h, b, r, C, κ) 7−→ (W,a, h)
is a levelwise weak equivalence by Lemma 8.2.4 below. To define F op : ‖Dpsc,opθ,• ‖ →
|Dopθ |, recall that ‖Dpsc,opθ,• ‖ is the geometric realisation of the bi-semi-simplicial set
(p, q) 7→ Dpsc,opθ,p (∆qe).
We define
F opp,q : Dpsc,opθ,p (∆qe)×∆p ×∆q −→ Dopθ (∆qe)×∆q
(W,a, , h, b, r, C, κ; t;u) 7−→ (W,h, b,
p∑
j=0
tiai, r, C;u).
This clearly respects the identifications in the geometric realisation and hence de-
fines a map F op as asserted.
There is an obvious structure of a Γ-space on ‖Dpsc,opθ,• ‖, similar to that of Defini-
tion 6.3.4, and the equivalence ‖Dpsc,opθ,• ‖ ' ‖Dˆpscθ,•‖ is compatible with the Γ-space
structures, where that on the latter space is as in Definition 6.3.4.
It is also obvious that the left square of (8.2.2) commutes. What is missing
for the construction of (8.2.2) is that the upper leftward map is a weak equi-
valence (Lemma 8.2.4 below) and that the composition ind1 ◦F op factors through
|D(C∗(θd)1| (Lemma 8.2.5 below). This is ultimately a consequence of the Lichnero-
wicz–Schro¨dinger formula. The definition of Dpsc,opθ,p is tailor-made so that the
necessary estimates go through.
Lemma 8.2.4. The forgetful map Dpsc,opθ,p → Dˆpscθ,p is a weak equivalence of sheaves
for each p ≥ 0. In particular, it induces a weak equivalence after geometric realisa-
tion.
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Proof. The map in question factors as Dpsc,opθ,p
H→ Dpscθ,p → Dˆpscθ,p . The second map
was shown to be a weak equivalence in Lemma 3.3.18. Hence it is enough to show
that the first map H, which sends a tuple (W,a, , h, b, r, C, κ) to (W,a, , h), is a
weak equivalence. We use the relative surjectivity criterion of Proposition 2.18 of
[MW07] to recognise weak equivalences of sheaves. That is, if A ⊂ X is a closed
subset of a test manifold X and y is a germ of Dpsc,opθ,p around A, then
Dpsc,opθ,p [X,A,y] −→ Dpscθ,p [X,A,y]
is surjective. An element of the target is represented by x = (W,a, , h). There is
an open neighbourhood U of A such that for each z ∈ U , we have numbers Cz, κz,
rz and functions bz : Wz → (0,∞), satisfying the relevant conditions, and those
depend smoothly on z. We have to show that, after applying a concordance of x
which is constant on a smaller neighbourhood of A, we can extend those functions
to all of X. Firstly, choose a function κ : X → (0,∞) which coincides with the given
function κ : U → (0,∞) near A, and such that κz is a lower bound for the scalar
curvature of the metric hz over the interval [a0(z), ap(z)]. It is clearly possible to
find such a function.
Next, choose a function C : X → (0,∞) which coincides with the given function
C : U → (0,∞) near A and such that Cz ≥ sup(a0−0,ap+p) ‖[ /Dz, x]‖. Similarly, we
extend the function r : A→ (0,∞) to a function r : X → (0,∞) such that r ≤ κ8C ,
again coinciding with the given r near A.
Then we define the functions bz so that [bz /Dzbz, x] ≤ Cz for all z. This is
possible since this is a convex condition on b2, and very similar to the proof of
[Ebe19, Lemma 3.2].
The last (and most substantial) step of the proof is to stretch the collar-like
intervals, until they have length ≥ max{
√
κ
r ,
√
29
κ }. We also change the functions
b during the process: just make the region where they are constant 1 larger. The
details are very similar to the proof of Lemma 3.3.16. 
Lemma 8.2.5. The composition ind1 ◦F op : ‖Dpsc,opθ,• ‖ → |KO(C∗(θd))1| goes into
the subspace |D(C∗(θd))1|.
For the proof, we shall need another technical lemma.
Lemma 8.2.6. Let M be a manifold and let B be an essentially self-adjoint and
regular first order differential operator, linear over a C∗-algebra A. Assume that
M = U ∪ V is an open cover and that λ > 0 is a real number so that
〈B2s, s〉 ≥ λ〈s, s〉
whenever s ∈ dom(B) is smooth and has support in either U or V . If (a, b) is
a square partition12 of unity subordinate to the open cover (U, V ) of M so that
‖[B, a]‖, ‖[B, b]‖ < 12
√
λ, then B is invertible.
12that is, a2 + b2 = 1.
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Proof. Let c := max{‖[B, a]‖, ‖[B, b]‖}. For s ∈ dom(B), we compute
〈B2s, s〉 = 〈aBs, aBs〉+ 〈bBs, bBs〉
= 〈[a,B]s, [a,B]s〉+ 〈[b, B]s, [b, B]s〉+ 〈[a,B]s,Bas〉+ 〈[b, B]s,Bbs〉
+ 〈Bas, [a,B]s〉+ 〈Bbs, [b, B]s〉+ 〈Bas,Bas〉+ 〈Bbs,Bbs〉
≥ λ〈as, as〉+ λ〈bs, bs〉 − 2c‖s‖‖Bas‖ − 2c‖s‖‖Bbs‖
≥ λ〈s, s〉 − 2c‖s‖(‖[B, a]s‖+ ‖[B, b]s‖+ ‖aBs‖+ ‖bBs‖)
≥ λ〈s, s〉 − 4c2‖s‖2 − 4c‖s‖‖Bs‖
(the inequalities are inequalities of self-adjoint element of A). Together with the
general inequality ‖Bs‖2 ≥ 〈Bs,Bs〉, this shows that(‖Bs‖+ 2c‖s‖)2 ≥ λ〈s, s〉 ∈ A,
hence
‖Bs‖+ 2c‖s‖ ≥
√
λ‖s‖ ∈ R
or
‖Bs‖ ≥ (
√
λ− 2c)‖s‖.
This implies invertibility by an argument which is given e.g. in the proof of [Ebe16,
Proposition 1.21]. 
Proof of Lemma 8.2.5. We have to prove that if
x = (W,a, , h, b, r, C, κ, t) ∈ Dpsc,opθ,p (X)×∆p,
then the operator family over X
B = b /Dhb⊗ 1 + η ⊗ r(x− x0)ε
defined in (8.1.13) is invertible, where x0 =
∑p
i=0 tiai. Once this is proven, we plug
in the test manifolds ∆qe and obtain the claim, by the definition of F
op. For the
proof, we consider the case X = ∗ first. Formula (8.1.14) shows that
B2 ≥ (b /Dhb)2 ⊗ 1 + r2(x− x0)2 − rC.
We will prove the estimates
(b /Dhb)
2 ⊗ 1 + r2(x− x0)2 − rC ≥ κ
8
,
separately over the open subsets W |(a0−0,ap+p) and W |R\[a0− 02 ,ap+ p2 ]. Since
there is a square partition of unity (a, b) subordinate to this open cover with
‖[B, a]‖, ‖[B, b]‖ < 12
√
κ
8 , Lemma 8.2.6 will finish the proof. Over W |(a0−0,ap+p),
the scalar curvature of h is bounded from below by κ and b ≡ 1. Therefore, over
W |(a0−0,ap+p), we have
B2 ≥ κ
4
− Cr ≥ κ
4
− κ
8
by the Lichnerowicz–Schro¨dinger formula and by the condition r ≤ κ8C which is
required in the definition of Dpsc,opθ,p . Over W |R\[a0− 02 ,ap+ p2 ], we can merely infer
that
B2 ≥ (b /Dhb)2 ⊗ 1 + r2(x− x0)2 − rC ≥ r2(x− x0)2 − rC.
But the point x0 ∈ R is the convex combination
∑p
j=0 uiai, and hence it lies in the
interval [a0, ap]. It follows that
(x− x0)2 ≥ min(0
2
,
p
2
)2 ≥ κ
4r2
.
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over W |R\[a0− 02 ,ap+ p2 ] and so we have
B2 ≥ κ
4
− rC ≥ κ
8
over W |R\[a0− 02 ,ap+ p2 ]. This finishes the proof in the case X = ∗. For the general
case, note that the proof of Lemma 8.2.6 provides a locally uniform (in X) positive
lower bound for B2x, which suffices for invertibility. 
At this point, the construction of the diagram (8.2.2) is complete.
8.3. The delooped index difference. We now use the diagram (8.2.2) which we
established in the previous section to define the delooped index difference, and we
shall do this is two ways. Recall from Definition 6.3.7 that the very special Γ-space
P(θd) was defined as the homotopy fibre of the forgetful map ‖Dˆpscθd,•‖ → |Dθd |, at
the base-point ∅ ∈ |Dθd |.
Definition 8.3.1. We define Inddiffθd as the zig-zag
P(θd) = hofib∅(F )
∼←− hofib∅(F op) −→ Ω|KO(C∗(θd))1|.
where the second map is induced by the right half of diagram (8.2.2).
In the above definition, we have identified the homotopy fibre of the inclusion
map inc : |D(C∗(θd))1| → |KO(C∗(θd))1| over the base-point up to homotopy
with the loop space (taken at the generalised base-point). The map Inddiffθd is a
(homotopy class of) maps of very special Γ-spaces, and restricts to a map
Inddiff2,rstθd,0 : P
2,rst(θd)0 −→ Ω|KO(C∗(θd))1|.
In particular, both Inddiffθd and and Inddiff
2,rst
θd,0
are infinite loop maps. The draw-
back of this construction is that it does not refer to any particular manifold or psc
metric (and the name “Inddiff” is therefore a bit of a red herring). To get a more
sensitive invariant, let us first deal with some formalities.
Definition 8.3.2. Let
X
f

g
// D
j

Y
i // K
be a commutative diagram of spaces where D is contractible and j is an inclusion.
Let X0 ⊂ X and Y0 ⊂ Y be generalised base-points such that f(X0) ⊂ Y0 (note
that i(Y0) ⊂ D follows automatically). The transgression of i at Y0 is the map
trgY0(i) : hofibY0(f)→ hofibD(j) ' ΩK
which is induced by the above diagram. Let X1, Y1 be another choice of generalised
base-points, with f(X1) ⊂ Y1 and let γ : [0, 1] → Y be a path with γ(i) ∈ Yi, for
i = 0, 1. We denote by
τγ : hofibY0(f) −→ hofibY1(f)
the map given by concatenation with γ.
The following simple observation crucial for us:
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Lemma 8.3.3. In the situation of Definition 8.3.2, assume furthermore that the
path γ can be lifted to a path δ in X with δ(i) ∈ Xi. Then
trgY1(i) ◦ τγ ∼ trgY0(i) : hofibY0(f) −→ ΩK. 
From now on, let M be a closed (d−1)-dimensional θ-manifold, let g0 ∈ R+(M)
and let h0 = dx
2 + g0 be the product metric. Our goal is to extract from (8.2.2) a
map13
B(inddiffh0) : BQ(M) −→ Ω|KO(C∗(θd))1| ' |KO(C∗(θd)0)|,
where BQ(M) is the classifying space of the concordance category from Definition
4.1.1.
In order to give the construction in a way that enables us to compareB(inddiffh0),
we need to specify generalised base-points in all spaces of (8.2.2) (except for spaces
of the right column, where we pick |D(C∗(θd))1|). This has to be done with some
care.
Definition 8.3.4. Let M be a closed (d − 1)-manifold M ⊂ R∞ equipped with
a θd-structure `M . We equip R × M with the product θ-structure `R×M . Let
furthermore g0 ∈ R+(M) and let h0 := dx2 + g0 be the product metric on R×M .
Let
κ0 := inf(scal(g0)) = inf(scal(h0)) > 0 and r0 :=
κ0
8
(i) We define
y(M) := (R×M, `R×M ) ∈ Dθ(∗) ⊂ |Dθ|.
(ii) We define the subsheaf Y(M, g0) ⊂ Dopθ which assigns to X the set of all
section which after restriction to each point of X are of the form (R ×
M,h, b, x0, r, C) with
rC ≤ κ08 , h|[x0−l,x0+l] = h0 and b|[x0−l,x0+l] ≡ 1,
where l := max{
√
κ0
r ,
√
29
κ0
}. The sheaf Y(M, g0) is contractible. A contrac-
tion onto the point
x(M, g0) := (R×M,h0, 1, 0, r0, 1) ∈ Dopθ (∗)
can be given as follows. Make the strip where h is cylindrical and b = 1 longer
until h = h0 and b = 1. Then shrink C down to 1 and finally adjust r until it
is equal to r0.
The inclusion |Y(M, g0)| → |Dopθ | can be lifted through ‖Dpsc,opθ,• ‖. There-
fore Lemma 8.2.5 implies that ind1(Y(M, g0)) ⊂ D(C∗(θd))1.
(iii) We define X (M, g0) ⊂ Dpsc,opθ,0 as the subsheaf of section which after restriction
to points are of the form (R×M,a, , h, b, r, C, κ), such that in addition to the
conditions required for Dpsc,opθ,0 , we require
h|[a−,a+] ≡ h0, κ ≤ κ0, and 2r2 ≥ κ0.
A stretching argument, analogous to that proving the contractibility of Y(M, g0),
shows that X (M, g0) is contractible. This defines a generalised base-point
|X (M, g0)| ⊂ |Dpsc,opθ,0 | ⊂ ‖Dpsc,opθ,• ‖.
13To ease notation, we will always use |D(A)n| ⊂ |KO(A)n| as a generalised base-point, and
abbreviate Ω|KO(A)n| := Ω|D(A)n||KO(A)n|.
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(iv) Define Z(M, g0) ⊂ Dˆpscθ,0 as the subsheaf of all sections which on points are of
the form (R×M,a, h) such that h ≡ h0 near a. Again, this is contractible onto
(R ×M, 0, h0) by a stretching argument and yields a generalised base-point
|Z(M, g0)| ⊂ |Dˆpscθ,0 | ⊂ ‖Dˆpscθ,•‖.
With the above definitions, all maps in (8.2.2) preserve the generalised base-
points. It is also convenient to alter the definition of the concordance category
slightly.
Definition 8.3.5. We define Qp(M) := F−1p (y(M)) ⊂ Dˆpscθ,p . In other words,
Qp(M, g0)(∗) is the set of all (h, a), where h is a Riemannian metric on R ×M
and a0 ≤ . . . ≤ ap are real numbers, such that h is cylindrical near ai for each
i, and h|[a0,ap]×M has positive scalar curvature. The sheaf Qp(M) is the sheaf of
p-simplices of a semi-simplicial sheaf Q•(M).
(The difference to the nerve of the concordance category as defined in (4.1.3)
is that here we require that the Riemannian metrics are defined over all of R ×
M .) Clearly ‖Q•(M)‖ is homotopy equivalent to BQ(M). The sheaf Z(M, g0) is
contained in Q0(M) and so defines a generalised base-point |Z(M, g0)| ⊂ ‖Q•(M)‖.
The usual map from geometric to homotopy fibres yields
β : ‖Q•(M)‖ −→ hofiby(M)(F ).
Definition 8.3.6. Let M , g0 and h0 be as above. The delooped index difference
at h0 is the homotopy class of maps
B(inddiffh0) : ‖Q•(M)‖ −→ Ω|KO(C∗(θd))1|
given as the composition
‖Q•(M)‖ β−→ hofiby(M)(F ) '←− hofibY(M,g0)(F op)
trgY(M,g0)(ind1)−−−−−−−−−−→ Ω|KO(C∗(θd))1|.
We want to compare the delooped index difference with the ordinary index dif-
ference and shall do this in two ways. Firstly, we want to compute the composition
of ΩB(inddiffh0) with the tautological map R+([0, 1] × M)g0,g0 → ΩBQ(M) '
Ω|Z(M,g0)|‖Q•(M)‖. To this end, we need a version of the tautological map that is
better adapted to that goal. There is a map ψ0 : R+([0, 1]×M)g0,g0 → Q1(M) of
sheaves, which sends h to the tuple (h, 0, 1). We obtain a map
ψad : |R+([0, 1]×M)g0,g0 | ×∆1 −→ |Q1(M)| ×∆1 −→ ‖Q•(M)‖ (8.3.7)
by composition with the quotient map.
The map (8.3.7) sends |R+([0, 1] × M)| × ∂∆1 to |Z(M, g0)|, and hence by
adjunction we obtain a map
ψ : |R+([0, 1]×M)g0,g0 | −→ Ω|Z(M,g0)|‖Q•(M)‖. (8.3.8)
Theorem 8.3.9. The composition
|R+([0, 1]×M)g0,g0 | ψ−→ Ω|Z(M,g0)|‖Q•(M)‖
ΩB(inddiffh0 )−−−−−−−−−→ Ω2|KO(C∗(θd))1|
is homotopic to
|R+([0, 1]×M)g0,g0 |
inddiffh0−−−−−−→ Ω|KO(C∗(θd))0| − bott−−−−→ Ω2|KO(C∗(θd))1|.
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The proof of Theorem 8.3.9 is by an explicit, but cumbersome computation and
is deferred to §8.6. Theorem 8.3.9 is the main ingredient for the proof of Theorem
F.
There is another comparison of B(inddiffh0) with an ordinary index difference,
which is not directly relevant for our purposes, but which we state (and prove in
§8.6) for sake of completeness. Namely, we wish to compare B(inddiffh0) with
inddiffg0 : |R+(M)| −→ Ω|KO(C∗(θd−1))0| ' Ω|KO(C∗(θd))1|.
To this end, let ϕ : R+(M) → Q0(M) be the map of sheaves that sends g ∈
R+(M)(∗) to the point (R×M,dx2 + g, 0) ∈ Q0(M)(∗). It induces
|ϕ| : |R+(M)| −→ |Q0(M)| ⊂ ‖Q•(M)‖.
Theorem 8.3.10. The composition
|R+(M)| ϕ−→ ‖Q•(M)‖
(−1)d−1B(inddiffh0 )−−−−−−−−−−−−−→ Ω|KO(C∗(θd))1| (8.3.11)
is homotopic to
|R+(M)| inddiffg0−−−−−→ Ω|KO(C∗(θd−1))0| morita−−−−→ Ω|KO(C∗(θd))1|.
Again, the proof is by a lengthy computation which is carried out in §8.6.
8.4. The index difference map is an infinite loop map. We can now give the
proof of Theorem F, assuming Theorem 8.3.9, and immediately jump into the proof.
The first step is to prove that B(inddiffh0) is well-behaved with respect to changing
base-points. More precisely, let (W,h) : ∅  (M, g0) be a psc-θd-cobordism. This
defines a path γ(W,h) : (M, g0)→ ∅ in BPθd , or alternatively a path
γ′(W,h) : [0, 1] −→ ‖Dˆpscθ,•‖
which begins in the generalised base-point |Z(M, g0)| and ends in the generalised
base-point |Z(∅)| which we defined in 8.3.4. Since the forgetful map ‖Dpsc,opθ,• ‖ →
‖Dˆpscθ,•‖ is a weak homotopy equivalence by Lemma 8.2.4, we can lift γ′(W,h) to a
path
γ′′(W,h) : [0, 1] −→ ‖Dpsc,opθ,• ‖
from the generalised base-point |X (M, g0)| to |X (∅)|. Lemma 8.3.3 now shows that
hofiby(M)(F )
τF◦γ′
(W,h)

hofib|Y(M,g0)|(F
op)
'oo
τFop◦γ′′
(W,h)

trgY(M,g0)(ind1) // Ω|KO(C∗(θd))1|
hofiby(∅)(F ) hofib|Y(∅)|(F op)
'oo
trgY(∅)(ind1)
44
(8.4.1)
commutes up to homotopy. The composition from hofiby(∅)(F ) to Ω|KO(C∗(θd))1|
can be identified with Inddiffθd , by definition. When composed with the map
β : ‖Q•(M)‖ → hofiby(M)(F ), the upper composition agrees with B(inddiffh0),
again by definition. Let us summarise the result of this discussion.
Lemma 8.4.2. With all the above notations in place, the maps
B(inddiffh0), Inddiffθd ◦ τF op◦γ′′(W,h) ◦ β : ‖Q•(M)‖ −→ Ω|KO(C∗(θd))1|
are homotopic. 
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Let us next recall the hypotheses of Theorem F (which are identical to those of
Theorem 6.4.1). Besides of what we already stated, they are
(i) M is an object of C2,1θd (that is, the map M → BG is 2-connected),
(ii) W is a morphism of C2θd (that is, M →W is 2-connected), and
(iii) h ∈ R+(W )g0 is right-stable.
We now replace in (8.4.1) the space ‖Dˆpscθd ‖ by BPθd and |Dθd | by BCθd , resolve
the zig-zags, and restrict to the base-point components (BP2,rstθd )0, (BC2θd)0, re-
spectively, of the classifying spaces of the relevant subcategories of the cobordism
categories. We arrive at the following homotopy commutative diagram
(BQ(M)rst)0 β' // (hofibM BF 2,rst)0
Λ(γ) '

// Ω|KO(C∗(θd))1|
(hofib∅BF 2,rst)0.
Inddiff2,rstθd,0
55
(8.4.3)
Here Λ(γ) is the fibre transport along the path γ in BC2,rstθd given by W (and the
condition that (W,h) is a morphism in P2,rstθd implies, as in the proof of Theorem
6.4.1, that Λ(γ) preserves the base-point components). The upper composition is by
definition B(inddiffh0), while the diagonal map is a map of very special Γ-spaces.
During the proof of Theorem 6.4.1, we defined the infinite loop space structure
on (BQ(M)rst)0 so that the weak equivalence Λ(γ) ◦ β is an infinite loop map.
Therefore, we conclude:
Corollary 8.4.4. The map B(inddiffh0) : (BQ(M)rst)0 → Ω|KO(C∗(θd))1| is an
infinite loop map.
However, the infinite loop space structure on R+([0, 1]×M)rstg0,g0 was constructed
in such a way that the weak equivalence R+([0, 1]×M)rstg0,g0 → Ω(BQ(M)rst)0 is an
infinite loop map by definition. To finish the proof of Theorem F, invoke Theorem
8.3.9.
8.5. Another proof of the detection theorem for the index difference.
In this section, we apply the theory developed in this section to give a delooped
versions of Theorem B of [BERW17] and Theorem A of [ERW19a].
Theorem 8.5.1. Let d ≥ 6 and let G be a finitely presented group. Define θ :
BSpin(d)×BG→ BO(d). Then there is a map of spectra
Ξ :
(
MTSpin(d) ∧BG+
)〈−1〉 −→ B∞P2,rst(θ)0
such that the compositions
B∞(Inddiff2,rstθ,0 ) ◦ Ξ :
(
MTSpin(d) ∧BG+
)〈−1〉 −→ Σ−dKO(C∗(G))
and
µ :
(
MTSpin(d) ∧BG+
)〈−1〉 λ−d∧idBG+−−−−−−−−→ Σ−dKO ∧BG+ ν−→ Σ−dKO(C∗(G))
are homotopic.
Before we prove this result, let us show how it leads to a detection result for the
index difference, along the lines of the main results of [BERW17] and [ERW19a]. Let
(M, g0) be an object of P2,1,rstθ and assume that there is a nullbordism (W,h0) : ∅ 
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(M, g0) in P2,rstθ . After taking infinite loop spaces Ω∞+1, using the identification
Ω∞+1B∞P2,rst(θ)0 ' R+([0, 1]×M)rstg0,g0 from Theorem 6.4.1 and (8.4.3), we obtain
a map
Ω∞+1MTSpin(d) ∧BG+ −→ R+([0, 1]×M)rstg0,g0
such that the composition with inddiffdx2+g0 is the same as Ω
∞+1µ. This is a
little stronger than Theorem A of [ERW19a], since it applies to odd-dimensional
manifolds as well, and since it maps to right stable metrics. By exactly the same
arguments as at the end of §5.8 of [ERW19a], one gets Theorem A of that paper,
now for all dimensions d ≥ 6.
Proof. From the homotopy commutative diagram of very special Γ-spaces
P2,rst(θ)0
Inddiff2,rstθ,0
//

Ω|KO(C∗(θd))1|

(BP2,rstθ )0

// |D(C∗(θd))1|

(BCθ)0 ind1 // |KO(C∗(θd))1|
whose columns are fibre sequences, we get a diagram of spectra
B∞P2,rst(θ)0
B∞(Inddiff2,rstθ,0 )
//

Σ−d|KO(C∗(G))|

B∞(BP2,rstθ )0

// ∗

Σ
(
MTSpin(d) ∧BG+〈−1〉
) B∞(ind1)
// Σ1−d|KO(C∗(G))|
with columns fibre sequences. By the Puppe sequence, it yields a homotopy com-
mutative
MTSpin(d) ∧BG+〈−1〉
Ξ

Σ−1B∞(ind1)
// Σ−d|KO(C∗(G))|
B∞P2,rst(θ)0
B∞(Inddiff2,rstθ,0 )
33
.
From 8.1.15, we get that the upper horizontal arrow is homotopic to µ, as asserted.

8.6. Proof of the comparison theorems. We now give the proofs of Theorems
8.3.9 and 8.3.10 (in this order). The proof of Theorem 8.3.9 is structured in two
steps, which are stated as Lemma 8.6.1 and 8.6.3 below.
At this point, the reader should recall the notations from Definition 8.3.4 and
the definition of the map ψ from (8.3.8).
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Lemma 8.6.1. The composition ΩB(inddiffh0)◦ψ is homotopic to the map induced
by the map of sheaves
φ : R+([0, 1]×M)g0,g0 −→ Ω2KO(C∗(θd))1
which is defined on points as follows. For h ∈ R+([0, 1]×M)g0,g0 , put
κ := inf scal(h) ∈ (0, κ0];
C := sup
s∈[0,1]
‖[ /D(1−s)h+sh0 , x]‖ ∈ [1,∞); r :=
κ
8C
≤ κ0
8
= r0;
 = (0, 1); i := max{
√
κ0
r
,
29
κ
}
and
a = (a0, a1); a0 := −0, a1 := 1 + 1.
Further, we choose monotone smooth functions c, d : [0, 1]→ [0, 1] such that c(0) =
d(0) = 0, c(1) = d(1) = 1 and c( 12 ) = 1, d(
1
2 ) = 0, and define
r(s) := (1− d(s))r + d(s)r0 ∈ [r, r0].
Now let φ(h) ∈ Ω2KO(C∗(θd))(∗) be given by the continuous field of Hilbert-C∗(θd)-
modules on R2 with fibres L2(R×M ; /S`), obvious grading and Cl1,0-structure, and
operator family given by the formula
/D(1−c(s))h+c(s)h0⊗1+
(
(1−d(s))r+d(s)r0
)(
x−(1−d(s))((1−t)a0+ta1)
)
η⊗ε (8.6.2)
(it is easy to check that this is invertible for |s|+ |t| large, so indeed defines a point
of Ω2KO(C∗(θd))).
Lemma 8.6.3. The sheaf map defined in Lemma 8.6.1 is naturally concordant to
the sheaf map which defines (−bott) ◦ inddiffh0 .
Proof of Lemma 8.6.1. The main point of the proof is to resolve the zig-zag implicit
in the definition of B(inddiffh0). In other words, we construct a diagram
|R+([0, 1]×M)g0,g0 | ×∆1
ψad1

ψ0×id

|Q1(M)| ×∆1

‖Q•(M)‖
β

hofiby(M)(F ) hofibY(M,g0)(F
op)oo
(8.6.4)
The subspace |R+([0, 1]×M)g0,g0 |×∂∆1 of the source is mapped to the base-point
spaces under all maps. The diagram will commute up to homotopy as a diagram
of maps of space pairs.
The vertical composition in (8.6.4) is the adjoint of (Ωβ) ◦ψ. It sends (h, v, u) ∈
R+([0, 1]×M)g0,g0(∆pe)×∆p ×∆1 to the point (R×M, 0, 1, h, v, u) ∈ Dpscθ,1 (∆qe)×
∆q × ∆1 ⊂ ‖Dpscθ,•‖, together with the constant path at y(M) in |Dθ|. Once we
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construct ψad1 and prove that (8.6.4) commutes up to homotopy, we obtain the
adjoint diagram
|R+([0, 1]×M)g0,g0 |
ψ1
##
(Ωβ)◦ψ

Ω hofiby(M)(F ) Ω hofibY(M,g0)(F
op)oo
and then verify that trg(ind1)(M,g0) ◦ ψ1 is induced from the sheaf map φ, which
completes the proof.
To define ψad1 , we consider (h, v, u) ∈ R+([0, 1] ×M)g0,g0(∆pe) × ∆p × ∆1 and
define
(ψad1 )0(h, v, u) :=
(
R×M,a, , h, 1, r, C, κ, v, u
)
∈ Dpsc,opθ,1 (∆pe)×∆p×∆1 ⊂ ‖Dpsc,opθ,• ‖.
Under F op, this is mapped to
(R×M,h, 1, u0a0 + u1a1, r, C, v) ∈ Dopθ (∆pe)×∆p ⊂ |Dopθ |.
The path (ψad1 )0(h, v, u) : [0, 1]→ |Dopθ | given by
s 7→
(
R×M, (1− c(s))h+ c(s)h0, 1, (1− d(s))(u0a0 + u1a1), r(s), C(s), v
)
∈ |Dopθ |
(with C(s) := (1− d(s))C + d(s)) connects this to(
R×M,h0, 1, 0, r0, 1, v
)
∼ x(M, g0) ∈ |Dopθ |.
Hence ψad := ((ψad1 )0, (ψ
ad
1 )1) is a map |R+([0, 1]×M)g0,g0 |×∆1 → hofibY(M,g0)(F op)
of space pairs.
To check that (8.6.4) is homotopy commutative, we trace the fate of (h, v, u) ∈
R+([0, 1] ×M)g0,g0(∆pe) × ∆p × ∆1 under the composition of ψad1 with the map
hofibY(M,g0)(F
op)→ hofiby(M)(F ). The image is the point(
R×M,a, h, v
)
∈ Dˆpscθ,1 (∆pe)×∆p ×∆1 ⊂ ‖Dˆpscθ,•‖,
together with the constant path at the base-point y(M) ∈ Dθ. This is almost the
same as the image under the vertical map in (8.6.4), except that a = (−, 1 + ),
and not a = (0, 1). But the convex homotopy (−s, 1+s) connects the two points.
Therefore (8.6.4) is homotopy commutative.
Let us next calculate the composition
|R+([0, 1]×M)g0,g0 | ×∆1 ψ1−→ hofibx(M,g0)(F op)
trg(ind1)(M,g0)−−−−−−−−−−→ Ω|KO(C∗(θd))1|.
Its adjoint sends (h, v, u) ∈ R+([0, 1]×M)g0,g0(∆pe)×∆p ×∆1 to the path
s 7→ ( /D(1−c(s))h+c(s)h0⊗1+((1−d(s))r+d(s)r0)(x−(1−d(s))(t0a0+t1a1))η⊗ε, v) ∈
KO(C∗(θd))1(∆pe)×∆p ⊂ |KO(C∗(θd))1|
(we de not explicitly notate the Hilbert modules, Clifford structures and grading
operators here). Upon the identification [0, 1] ∼= ∆1 via t 7→ (1 − t, t) and taking
adjoints, this is precisely the map |φ|, as claimed. 
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Proof of Lemma 8.6.3. The map (−bott) ◦ inddiffh0(h) is obtained from the sheaf
map which sends h ∈ R+([0, 1]×M)g0,g0(∗) to the family
(t, s) 7−→ /D(1−c(s))h+c(s)h0 ⊗ 1− tη ⊗ ε (8.6.5)
of operators on the continuous field of Hilbert-C∗(θd)-modules on R2 with fibre
L2(R×M ; /S`) and the obvious grading and Cl1,0-structure (which is the same as
the continuous field underlying φ(h)). We will now provide a natural homotopy
of operators from (8.6.2) to (8.6.5). We have to guarantee that the operators are
invertible for |s|+ |t| large. Let us first simplify notation, by writing
/Ds := /D(1−c(s))h+c(s)h0 ⊗ 1.
The first step of the homotopy changes (linearly) a0 to 0 and a1 to 1. For |t|
sufficiently large or s 6∈ [0, 12 ], this goes through invertible operators, because all
the metrics (1−c(s))h+c(s)h0 have cylindrical ends with positive scalar curvature.
The result is the family
(t, s) 7−→ /Ds +
(
(1− d(s))r + d(s)r0
)(
x− (1− d(s))t)η ⊗ ε.
The next stage of the homotopy is the operator family (with u running from 1 to
0)
(t, s) 7−→ /Ds +
(
(1− d(s))r + d(s)r0
)(
x− (1− ud(s))t)η ⊗ ε. (8.6.6)
ending with
(t, s) 7−→ /Ds +
(
(1− d(s))r + d(s)r0
)(
x− t)η ⊗ ε. (8.6.7)
We claim that this is an operator homotopy through operators which are invertible
outside a compact set of (s, t)’s. To check this, we estimate the square of the
operators:
(i) If s ≤ 12 , then d(s) = 0 and so the homotopy is constant there.
(ii) If s ≥ 12 , then /D
2
s ≥ κ04 because c(s) = 1) and ‖[ /D, x]‖ = 1, and so the square
of (8.6.6) is bounded from below by
κ0
4
+((1−d(s))r+d(s)r0)2(x−(1−ud(s))t)2−((1−d(s))r+d(s)r0) ≥ κ0
4
−r0 = κ0
8
,
independent of u.
Next, we let v run from 1 to 0 and consider the homotopy
(t, s) 7→ /Ds + ((1− d(s))r + d(s)r0)(vx− t)η ⊗ ε (8.6.8)
which begins with (8.6.7). Again, we claim that this goes through invertible oper-
ators as long as s or t are large enough:
(i) For s ≤ 0, we have c(s) = d(s) = 0, so that (8.6.8) is /Dh ⊗ 1 + r(vx− t)η⊗ ε.
The square is at least κ4 − vrC ≥ κ8 .
(ii) For s ≥ 12 , we have c(s) = 1, and the square is
≥ κ0
4
+ ((1− d(s))r + d(s)r0)2(vx− t)2 − v((1− d(s))r + d(s)r0) ≥ κ0
4
− r0 ≥ κ0
8
.
(iii) If s ∈ [0, 12 ], we have d(s) = 0 and hence (8.6.8) is /Ds + r(vx − t)η ⊗ ε. We
estimate the square separately on [0, 1]×M and on the complement. On the
complement, (1− c(s))h+ c(s)h0 = h0 and so the square is at least
κ0
4
+ r2(vx− t)2 − vr ≥ κ0
8
,
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and on [0, 1]×M , the square is at least
r2(vx− t)2 − vrC ≥ r2(vx− t)2 − κ
8
which is strictly positive for |t| large enough. This completes the proof that
the homotopy (8.6.7) goes through invertible operators for |t|+ |s| large.
Hence the original operator family is homotopic to the family (8.6.8) evaluated at
v = 0, which is
(t, s) 7−→ /Ds − t((1− d(s))r + d(s)r0)η ⊗ ε.
Now we have arrived at the situation where the two summands anticommute (and
thus the squares are easy to compute). The last step of the homotopy is (w running
from 0 to 1)
(t, s) 7−→ /Ds − t(w + (1− w)((1− d(s))r + d(s)r0))η ⊗ ε,
ending with
(t, s) 7−→ /Ds − tη ⊗ ε,
which is exactly − bott(inddiffh0(h)). 
The proof of Theorem 8.3.9 is complete at this point, and we turn to that of
Theorem 8.3.10, which again is structured into two lemmas.
Lemma 8.6.9. The composition B inddiffh0 ◦ϕ : |R+(M)| → Ω|KO(C∗(θd))1| is
homotopic to the map induced by the sheaf map
ω : R+(M) −→ ΩKO(C∗(θd))1
defined on points as follows. To g ∈ R+(M), it assigns the continuous field (over
R) with fibres L2(R×M ; /S`⊗S1), obvious grading and Cl1,0-structure, and operator
family given by
s 7→ /Ddx2+((1−c(s))g+c(s)g0) ⊗ 1 + ((1− c(s))r + c(s)r0)xη ⊗ ε. (8.6.10)
Lemma 8.6.11. The sheaf map (−1)d−1ω from Lemma 8.6.9 is naturally concor-
dant to the sheaf map defining morita ◦ inddiffg0 .
Proof of Lemma 8.6.9. This is similar to, but easier than the proof of Lemma 8.6.1.
As in the proof of that Lemma, we first have to resolve the zig-zag implicit in the
definition of B(inddiffg0). As before, we let
κ0 := inf scal(g0) = inf scal(h0); r0 :=
κ0
8
and consider the base-points y(M) := R × M ∈ Dθ(∗) and x(M, g0) := (R ×
M,dx2 + g0, 1, 0, r0, 1) ∈ Y(M, g0) ⊂ Dopθ (∗). The composition
ξ : |R+(M)| ϕ−→ ‖Q•(M)‖ β−→ hofiby(M)(F )
sends (g, v) ∈ R+(M)(∆pe)×∆p to the point (R×M, 0, dx2+g, v) ∈ Dpscθ,0 (∆pe)×∆p ⊂
‖Dpscθ,•‖, together with the constant path at y(M) in |Dθ|, and by definition, the
composition (8.3.11) is equal to the composition
|R+(M)| ξ−→ hofiby(M)(F ) ∼←− hofibY(M,g0)(F op)
trg(ind1)(M,g0)−−−−−−−−−−→ Ω|KO(C∗(θd))1|.
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To compute it, we construct a commutative diagram
|R+(M)|
ξ

ζ
((
hofiby(M)(F ) hofibY(M,g0)(F
op)
∼oo trg(ind1)(M,g0) // Ω|KO(C∗(θd))1|.
(8.6.12)
To define the map ζ, let (g, v) ∈ R+(M)(∆pe)×∆p and define
κ := min(inf scal(g), inf scal(g0)) ≤ κ0, r := κ
8
≤ r0,  := max{
√
κ0
r
,
√
29
κ
}.
Define ζ0 : |R+(M)| → ‖Dpsc,opθ,• ‖ by assigning to (g, v) the point
(R×M, 0, , dx2 + g, 1, r, 1, κ, v) ∈ Dpsc,opθ,0 (∆pe)×∆p ⊂ |Dpsc,opθ,0 | ⊂ ‖Dpsc,opθ,• ‖.
Under F op, ζ0(g, v) maps to
(R×M,dx2 + g, 0, r, 1, v) ∈ Dopθ (∆pe)×∆p ⊂ |Dopθ |,
so that F op ◦ ζ0 : |R+(M)| → |Dopθ | is induced from the sheaf map
ϑ0 : g 7→ (R×M,dx2 + g, 0, r, 1).
Let c : R → [0, 1] be smooth and monotone with c(0) = 0 and c(1) = 1. The
formula
s 7→ (R×M,dx2 + (1− c(s))g + c(s)g0, 0, (1− c(s))r + c(s)r0, 1)
defines a natural concordance ϑ from ϑ0 to the sheaf map
ϑ1 : R+(M)→ (R×M,dx2 + g0, 0, r0, 1),
i.e. to the constant map onto the base-point x(M, g0).
We now define ζ as the map |ζ0| : |R+(M)| → ‖Dpsc,opθ,• ‖, together with the
homotopy of F op ◦ |ζ0| to the base-point provided by the natural concordance ϑ.
The choices were made so that these formulas indeed define points in the appropriate
spaces. The triangle in (8.6.12) commutes by inspection. The composition
|R+(M)| ζ−→ hofibx(F op)
trg(ind1)(M,g0)−−−−−−−−−−→ Ω|KO(C∗(θd))1|
is induced from ω, as one checks directly from the definitions. 
Proof of Lemma 8.6.11. This is similar to, but more difficult than the proof of
Lemma 8.6.3. The problem is that ω : R+(M) → ΩKO(C∗(θd))1 is defined using
the Dirac operator on R ×M , while morita ◦ inddiffg0 is defined using the Dirac
operator on M .
Before we take a closer look to this problem, let us simplify the formula for ω
a bit. Recall that ω takes a point g ∈ R+(M) to the continuous field of Hilbert
modules over R with fibre L2(R ×M, /S` ⊗ S1), together with the operator family
defined by the formula (8.6.10). Since r ≤ r0, the formula (with u running from 0
to 1)
s 7−→ /Ddx2+((1−c(s))g+c(s)g0) ⊗ 1 + ((1− (1− u)c(s))r + (1− u)c(s)r0)xη ⊗ ε
defines operators which are invertible for |s|  0, and hence yields a concordance
beginning with (8.6.10) to
s 7−→ /Ddx2+((1−c(s))g+c(s)g0) ⊗ 1 + rxη ⊗ ε. (8.6.13)
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Hence ω is naturally concordant to the sheaf map ω′ which assigns the operator
family (8.6.13) instead.
For the rest of this proof, we deviate from our convention and consider M × R
instead of R ×M ; this will cancel out the sign (−1)d−1 in the statement of the
lemma. Now denote the Mishchenko–Fomenko line bundle on M and on M × R
both by the same symbol L (as one is the pullback of the other, there is little risk
of confusion). Let /SM and /SM×R be the spinor bundles, with gradings ν and η,
respectively. Furthermore, let D be the Dirac operator on R, which acts on the
trivial bundle with fibre Cl1,0, and the grading on this bundle is denoted by the
symbol υ.
For a general Riemannian metric g on M , we let /Dg be the associated Rosenberg–
Dirac operator. It acts on sections of the tensor product /SM⊗L, and it is C∗(θd−1)-
linear. The relation between these spinor bundles and operators is that there is a
canonical isomorphism
L2(R×M ; /S`) ∼= L2(M ; /SM ⊗ L)⊗ L2(R; Cl1,0), (8.6.14)
which takes the grading η to ν⊗υ, and the Dirac operator /Dg+dx2 to /Dg⊗1+ν⊗D.
After tensoring (8.6.14) with S1, we find that /Dg+dx2 ⊗ 1 + fη ⊗ ε (for a general
metric g on M and a general function f on R) corresponds to
/Dg ⊗ 1⊗ 1 + ν ⊗ (D ⊗ 1 + fυ ⊗ ε). (8.6.15)
The operator family (8.6.15) acts on the Hilbert module
L2(M ; /SM ⊗ L)⊗ L2(R; Cl1,0)⊗ S1.
We will now show that (for the function f = rx) this latter Hilbert module can
be decomposed as a direct sum, which is preserved by the operator, and that the
operator is invertible on one summand, while the other summand is essentially
/Dg on L
2(M ; /SM ⊗ L). For this, we use a well-known computation in quantum
mechanics that we recall first (a convenient mathematical reference is [Roe98, p.
119-122]). For r > 0, the differential operator
H = −∂2 + r2x2
acting on L2(R) is essentially self-adjoint with spectrum spec(H) = {(2k+ 1)r|k ∈
N0}. Each point in spec(H) is an eigenvalue of multiplicity 1, and the lowest
eigenspace Eig(H, r) is spanned by the function ψ0 = e
−rx2/2. We use these facts
to determine the kernel and the spectrum of the operator
D ⊗ 1 + rxυ ⊗ ε
on L2(R; Cl1,0)⊗ S1 = L2(R)⊗Cl1,0 ⊗ S1. Note that
(D ⊗ 1 + rxυ ⊗ ε)2 = H ⊗ 1 + reυ ⊗ ε
(e ∈ Cl1,0 is the generator). The two summands commute, and the second one
squares to r2 and hence has spectrum {±r}. It follows that
spec(D ⊗ 1 + rxυ ⊗ ε) = rZ
and
ker(D ⊗ 1 + rxυ ⊗ ε) = (Eig(H, r)⊗Cl1,0 ⊗ S1) ∩ (L2(R)⊗ Eig(eυ ⊗ ε,−1)).
Therefore
ker(D ⊗ 1 + rxυ ⊗ ε) = span{ψ0} ⊗ Eig(eυ ⊗ ε,−1).
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Exactly as in the proof of [Ebe19, Proposition 4.6], one now argues that the
sheaf map ω′ ∼ ω : R+(M)→ ΩKO(C∗(θd))1 given by
ω′ : g 7−→(L2(R×M ; /S` ⊗ S1),
s 7→ /Ddx2+((1−c(s))g+c(s)g0) ⊗ 1 + ((1− c(s))r + c(s)r0)xη ⊗ ε
)
is naturally concordant to the sheaf map
g 7−→(L2(M ; /SM )⊗ Eig(eυ ⊗ ε,−1),
s 7→ /Ddx2+((1−c(s))g+c(s)g0) ⊗ Eig(eυ ⊗ ε,−1)
)
Now we apply the inverse KO(Cld,0 ⊗C∗(G))1 → KO(Cld−1,0 ⊗C∗(G)) of the
Morita equivalence, following the recipe of Lemma 8.1.4. On L2(M ; /SM )⊗Eig(eυ⊗
ε,−1), the extra Clifford structure, the Cl1,0-module structure and the grading are
given by
c(e) =
( −ν
ν
)
, ρ(e) =
(
1
−1
)
, η =
(
ν
−ν
)
,
and hence
c(e)ρ(e)η =
(
1
−1
)
.
Hence
morita−1
(
L2(M ; /SM ⊗ L)⊗ Eig(eυ ⊗ ε,−1);
/Ddx2+((1−c(s))g+c(s)g0) ⊗ Eig(eυ ⊗ ε,−1)
)
= ((L2(M ; /S⊗ L), /Ddx2+((1−c(s))g+c(s)g0)),
which represents inddiffg0 . 
9. Implications of the concordance implies isotopy conjecture
Let M be a closed manifold. Two psc metrics g0, g1 ∈ R+(M) are called isotopic
if they lie in the same path component and they are called concordant if there exists
a concordance between them, in other words, if R+([0, 1] ×M)g0,g1 6= ∅. A well-
known and simple argument (see e.g. [Gaj87, Lemma on p. 184]) shows that isotopic
metrics are concordant. The converse is a difficult problem.
Definition 9.0.1 (Concordance-implies-isotopy conjecture). A closed manifold M
satisfies the concordance-implies-isotopy conjecture if the implication
R+([0, 1]×M)g0,g1 6= ∅ ⇒ [g0] = [g1] ∈ pi0(R+(M))
holds, in other words, if concordant psc metrics on M are always isotopic.
Botvinnik [Bot16] has announced a proof that all simply-connected manifolds of
dimension at least 5 satisfy the concordance-implies-isotopy conjecture. The final
step in his proof is an application of Cerf’s theorem that pseudo-isotopic diffeomor-
phisms are isotopic for such manifolds. This might be viewed as an evidence that
the validity of the concordance-implies-isotopy conjecture for M depends (only?)
on the fundamental group. In this section, we assume that the following is true and
derive some consequences. Hence, except in the simply-connected case, the results
of this chapter are all conditional.
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Hypothetical Theorem 9.0.2. Let W : ∅  M be a d-dimensional cobordism,
with d ≥ 6 and such that the pair (W,M) is 2-connected. Assume that d ≥ 6 and
that both M and the double dW := W ∪W op satisfy the concordance-implies-isotopy
conjecture. Then each psc metric h ∈ R+(W ) is right stable.
Proof. By Theorem 2.3.2 (i), we can pick g0 ∈ R+(W ) and a right stable h0 ∈
R+(W )g0 . We fix those during the first two steps of the proof.
The first step of the proof is to show that each self-concordance h ∈ R+([0, 1]×
M)g0,g0 is stable. Consider the manifold with corners [0, 1]
2×M and the psc metric
ds2 + h on it (the coordinates in [0, 1]2 are (s, t)). We introduce new corners over
the points (s, t) = ( 13 , 0) and (
2
3 , 0) and smooth the corners over the points (1, 1)
and (0, 1). In this way, we consider [0, 1]2 ×M as a cobordism
([
1
3
,
2
3
]× 0)×M  (0× [0, 1] ∪ [0, 1]× 1 ∪ 1× [0, 1])×M
of manifolds with boundary. Note that the free boundary is ([0, 13 ]×M)∪([ 23 , 1]×M).
Using the corner-smoothing technique introduced in Section 2 of [ERW19a], we
turn [0, 1]2×M with the psc metric ds2 +h into a psc cobordism from k0 := ds2 +g0
to k1 := h ∪ (ds2 + g0) ∪ h (h is the concordance h, reversed in direction). The
induced metric on the free boundary is dt2g0. We can glue the psc cobordism
W × [0, 1], with the metric ds2 + h0, to both boundary cobordisms. The result is
a concordance from the psc metric h0 ∪ k0 ∪ h0 to the psc metric h0 ∪ k1 ∪ h0 on
the double of W (or a manifold canonically diffeomorphic to the double). By our
hypothesis, it follows that
[h0 ∪ k0 ∪ h0] = [h0 ∪ k1 ∪ h0] ∈ R+(dW ).
Since h0 is right stable (and hence h0 is left stable), it follows that [k0] = [k1] ∈
R+(M×[0, 1])g0,g0 . But k1 lies in the same component as h∪h, and k0 is (obviously)
stable. Therefore h ∪ h is stable. The same argument, applied to h in place of h
proves that h ∪ h is stable as well. The same formal reasoning as in the proof of
Theorem 3.1.2 (ii) of [ERW19a] proves that h is stable.
The second step of the proof is to prove that each h ∈ R+(W )g0 is right stable.
We identify W with W ∪ ([0, 1] ×M) and consider h as an element in R+(W ∪
([0, 1] × M))g0 . Since h0 is stable, there is h1 ∈ R+([0, 1] × M)g0,g0 such that
[h] = [h0 ∪ h1] ∈ pi0(R+(W )g0). But by the first step of the proof, h1 is (right)
stable, and hence so is h0 ∪ h1, and therefore h is right stable as well.
The third step is to pass to h ∈ R+(W )g with arbitrary g. We again consider
h as a psc metric on W ∪ (M × [0, 1]). Since h0 is right stable, h lies in the same
path component as a metric of the form h0 ∪ h1, with h1 ∈ R+([0, 1] ×M)g0,g.
Therefore, g and g0 are concordant and hence (by our hypothesis) isotopic. Now
we use Theorem 2.1.1: lifting a path from g to g0 to R+(W ), with initial condition
h gives a path in R+(W ) from h to some h′ ∈ R+(W )g0 . By the second step
of the proof, h′ is right stable and Lemma 2.3.4 implies that h is right stable, as
claimed. 
For the rest of this section, we assume the following:
Hypothesis 9.0.3. Let θ : B → BO(d) be a 2-coconnected tangential structure
and assume that B is connected and of type (F2). We assume that all closed d-
and (d−1)-dimensional θ-manifolds which are 2-connected relative to B satisfy the
concordance-implies-isotopy conjecture.
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Hypothesis 9.0.3 leads to a strong homotopy invariance theorem for the space
R+(M).
Hypothetical Theorem 9.0.4. Let M0,M1 be two closed d-manifolds, d ≥ 6 and
assume that M0 and M1 have the same tangential 2-type θ : B → BO(d) for which
Hypothesis 9.0.3 holds. If R+(Mi) 6= ∅ for i = 0, 1, then R+(M0) ' R+(M1).
It can be derived from [Che04] that if M0 and M1 have the same tangential 2-type
θ : B → BO and have the same cobordism class in Ωθd, then R+(M0) ' R+(M1).
For simply-connected spin manifolds, this is derived in e.g. Corollary 4.2 of [Wal13];
the general case is carried out in Section 6 of [EF18].
Proof of Theorem 9.0.4. Let P be a d-dimensional θ-manifold with boundary, such
that the structure map P → B is 2-connected and such that P has a handlebody de-
composition only using handles of dimension ≤ 2. By Theorem 5.8.2 of [ERW19a],
there are embeddings fi : P → Mi over B. These induce isomorphisms on pi1,
because P,M0 and M1 are 2-connected relative to B. Write Mi := P ∪Wi, where
Wi : ∂P  ∅ are θ-cobordisms. The inclusions ∂P → Wi induce isomorphisms on
pi1. Therefore, we can change Wi by admissible surgeries in the interior to cobor-
disms Vi : ∂P  ∅ so that ∂P → Vi is 2-connected, by Lemma 2.3.9. It is enough
to prove that R+(P ∪V0) ' R+(P ∪V1), by cobordism invariance. Both spaces are
non-empty (also by cobordism invariance).
Now pick a right stable h ∈ R+(P )g. Since h is right stable and R+(P ∪Vi) 6= ∅,
it follows that there are hi ∈ R+(Vi)g. By Theorem 9.0.2, h0 and h1 are right
stable. Hence there are weak equivalences R+(Mi) ' R+(P ∪ Vi) ' R+(P )g. 
Hypothetical Theorem 9.0.5. Let W d be a compact manifold with boundary M
and let θ : B → BO(d) be the tangential 2-type of W . Assume that d ≥ 6, that
R+(W )gM 6= ∅, and that Hypothesis 9.0.3 holds for θ. Then R+(W )gM has the
homotopy type of an infinite loop space, and its homotopy type only depends on θ.
Proof. An immediate consequence of Theorem 9.0.2 is that P2θ = P2,rstθ and P2,1θ =
P2,1,rstθ . An examination of the arguments given in §§4, 5 and 6 shows that Theorem
6.4.1 admits the following reformulation (assuming Hypothesis 9.0.3, of course):
Let Qd : ∅ N be a d-dimensional θ-cobordism with N → Q and
Q→ B both 2-connected and pick gN ∈ R+(N) with R+(Q)gN 6=
∅. Then R+([0, 1]×N)gN ,gN has the homotopy type of an infinite
loop space. More precisely, it is homotopy equivalent to the loop
space of the homotopy fibre of BF 2 : BP2θ → BC2θ (the homotopy
fibre is taken at the base-point ∅ ∈ BC2θ and the loop space at the
canonical base-point of the homotopy fibre).
In particular, for N and gN as above, the homotopy type of R+([0, 1] × N)gN ,gN
only depends on θ. The proof of the theorem is finished by the construction of
a homotopy equivalence R(W )gM ' R+([0, 1] × N)gN ,gN , for some choice of N .
We view W as a cobordism M  ∅. We pick a handlebody decomposition of W
relative to M and let V : M  N be the union of all handles of index ≤ 2 and
let Q : N  Q be the remaining part. Note that the inclusions N → V and
N → Q are both 2-connected. By Theorem 2.3.2(i), there is a right stable metric
hV ∈ R+(V )rstgM ,gN . It follows that
R+(Q)gN ' R+(W )gM .
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Since N → Q is 2-connected, there is a left stable metric hQ ∈ R+(Q)g′N for some
g′N ∈ R+(N) and hence a weak equivalence
R+([0, 1]×N)gN ,g′N ' R+(Q)gN .
By assumption R+([0, 1]×N)gN ,g′N ' R+(W )gM is non-empty. So gN and g′N are
concordant and therefore isotopic. So (similarly to the argument in the last step of
the proof of Theorem 9.0.2)
R+([0, 1]×N)gN ,g′N ' R+([0, 1]×N)gN ,gN . 
Appendix A. “Topological flag complexes” for sheaves
In this section, we prove an analog of Theorem 6.2 of [GRW14] in the context
of sheaves on the category Mfds of smooth manifolds. Let us begin with some
definitions.
Definition A.0.1. A sheaf F on Mfds is concrete if for each test manifold X, the
map
∏
x∈X j
∗
x : F(X) →
∏
x∈X F(∗) given by restriction is injective. A subsheaf
G ⊂ F of a concrete sheaf is again a concrete sheaf, and we say that G is open if for
each ξ ∈ F(X), the set of all x ∈ X such that j∗x(ξ) ∈ G(∗) ⊂ F(∗) is open in X.
Definition A.0.2. Let F• be a semi-simplicial sheaf and let • : F• → F−1 be
an augmentation. We say that • is a weak equivalence if the induced map ‖•‖ :
‖F•‖ → |F−1| of spaces is a weak equivalence.
Definition A.0.3. Let f : G → F be a map of sheaves. We define a semi-simplicial
augmented sheaf E•(f)→ F by setting Ep(f) := G×F G×F . . .×F G (p+1 factors),
with the obvious face maps and augmentation E0(f) = G f→ F .
Definition A.0.4. Let • : F• → F−1 be an augmented semi-simplicial sheaf,
and assume that all Fp, p ≥ −1, are concrete. We say that • is a topological flag
complex if the following conditions are satisfied.
(i) F• is a simplicial subsheaf of E•(0) which is degreewise open, and
(ii) a tuple (ξ0, . . . , ξp) ∈ Ep(0)(∗) lies in Fp(∗) if and only if (ξi, ξj) ∈ F1(∗) for
all i < j.
Theorem A.0.5. Let • : F• → F−1 be a topological flag complex. Assume that
(i) 0 : F0 → F−1 has local sections (i.e. for each ξ ∈ F−1(X), each x ∈ X and
η ∈ F0(∗) with 0(η) = j∗x(ξ), there is an open neighbourhood U of x and an
element ζ ∈ F0(U) such that 0(ζ) = ξ|U and j∗x(ζ) = η.
(ii) F0(∗)→ F−1(∗) is surjective.
(iii) For all ξ1, . . . , ξn ∈ F0(∗), there exists ξ ∈ F0(∗) such that (ξi, ξ) ∈ F1(∗) for
all i. (We say that ξ is orthogonal to all ξis.)
Then • is a weak equivalence.
The formulation of Theorem A.0.5 is a straightforward adaption of the formula-
tion of Theorem 6.2 of [GRW14]. The proof, however, is quite different. We need
a tool to recognise that an augmentation map is a weak equivalence. We import
this tool from [MW07, Theorem 4.2]. In that paper, a sheaf βX is constructed out
of any sheaf X of categories and a weak equivalence βX ' BX is proved. The first
step in the proof is to translate the situation of Theorem A.0.5 to that situation.
This begins with a general simplicial construction.
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Definition A.0.6. Let X• be a semi-simplicial set. The simplex category Simp(X•)
is the following (unital) category. A object is a pair (p, x), p ∈ Ob(∆inj) = N0,
x ∈ Xp. A morphism (p, x) → (q, y) is a morphism ϕ : [p] → [q] in ∆inj such that
ϕ∗y = x.
Lemma A.0.7. There is a natural zigzag of weak equivalences between BSimp(X•)
and ‖X•‖.
Proof. Let A•,•(X) be the bi-semi-simplicial set whose (p, q)-simplices are the tuples
(y → x0 → . . .→ xp, y), where (y → x0 → . . .→ xp) ∈ Np+1Simp(X) and y ∈ Xq.
There is an obvious bi-semi-simplicial structure on those sets, and
p,q : Ap,q(X)→ Xq, (y → x0 → . . .→ xp) 7→ y
and
ηp,q : Ap,q(X)→ Np(Simp(X)), (y → x0 → . . .→ xp) 7→ (x0 → . . .→ xp)
define augmentations. For y ∈ Xq, the preimage −1•,q(y) is the nerve of the under-
category y/Simp(X), which is contractible since Simp(X) is a unital category. For
x = (x0 → . . .→ xp) ∈ Np(Simp(X)), the preimage η−1p,•(x) is the nerve of the over
category Simp(X)/x0, which is contractible as well. It follows that both maps
‖N•(Simp(X))‖ ‖η•,•‖←− ‖A•,•(X)‖ ‖•,•‖−→ ‖X•‖
are weak equivalences. 
We can apply this construction to augmented semi-simplicial sheaves F• →
F−1. One defines a sheaf Simp(F•) of categories, which take a test manifold X
to the category Simp(F•(X)). This gives rise to the nerve N•(Simp(F•)) which
is again a sheaf of semi-simplicial (in fact, simplicial) sets, which assigns to a test
manifold X the semi-simplicial set N•(Simp(F•)(X)). The augmentation • induces
an augmentation δ• : N•(Simp(F•))→ F .
Corollary A.0.8. The augmentation map F• → F−1 is a weak equivalence if (and
only if) the augmentation map δ• : N•(Simp(F•))→ F−1 is a weak equivalence.
Proof. Using the construction of the proof of Lemma A.0.7, one defines a bi-semi-
simplicial sheaf A•,•(F•), which comes with augmentations to N•Simp(F•) and F•,
such that the diagram
A•,•(F•)
η•,•
//
•,•

N•Simp(F•)
δ•

F• • // F−1
commutes. The two maps out of A•,•(F•) are weak equivalences. For the left
vertical map, it is enough to show that for each n, the maps A•,•(F•(∆n)) →
F•(∆n) gives a weak equivalence after geometric realisation, which follows from
Lemma A.0.7. The case of the upper horizontal map is dealt with similarly. 
Corollary A.0.8 reduces the proof of Theorem A.0.5 to the proof that the augmen-
tation map N•(Simp(F•)) → F−1 is a weak equivalence. Now we apply Theorem
4.2 of [MW07] to the sheaf Simp(F•) of categories. According to that theorem, the
classifying space BSimp(F•) is weakly equivalent to the representing space of the
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sheaf βSimp(F•) that we now describe explicitly, in the case at hand, with minor
changes to adapt it better to our situation.
Fix an uncountable set Ω. An element in βSimp(F•)(X) is a tuple (U , ϕ∗, ϕ∗,∗),
where
(i) U = (Ui)i∈Ω is a locally finite open cover of X. For a finite ∅ 6= S ⊂ Ω, we let
US := ∩i∈SUi; note that US ⊂ UR if R ⊂ S.
(ii) ϕ∗ assigns to each finite non-empty S ⊂ Ω a pair (pS , ξS), where pS ∈ N0 and
ξS ∈ FpS (US).
(iii) ϕ∗,∗ assigns to each pair of finite non-empty sets R ⊂ S ⊂ Ω a morphism
ϕR,S : [pS ] → [pR] in ∆inj such that (ϕ∗R,SξR)|US = ξS . It is required that
ϕR,S ◦ ϕS,T = ϕR,T whenever R ⊂ S ⊂ T .
The images of the elements ξS ∈ FpS (US) under the augmentation map FpS (US)→
F−1(US) are compatible for varying values of S, by condition (iii). Hence they glue
to an element of F−1(X). This procedure defines a map
β : βSimp(F•) −→ F−1
of sheaves. Theorem A.0.5 is shown once we can prove that β is a weak equivalence.
Another preliminary result is necessary for the proof of Theorem A.0.5.
Lemma A.0.9. Let Ω be an uncountable set. Let X be a finite-dimensional count-
able simplicial complex and let U1,U2, . . . , be a sequence of open covers of the
geometric realisation |X|, with U i = (U(i,s))s∈Ω. Then there is an open cover
O = (Oi)i∈N of |X| and a function ϕ = (ϕ1, ϕ2) : N→ N× Ω such that
(i) For each i ∈ N, Oi ⊂ Uϕ(i) and
(ii) if Oi ∩Oj 6= ∅, then ϕ1(i) 6= ϕ1(j).
The cover O may be taken to be locally finite.
Proof. We first assume that X is a finite complex, say of dimension n, and prove
the statement by induction on n. The case n = 0 is trivial: cover |X| by singletons.
Assume that the statement is proven for all finite complexes of dimension ≤ n− 1
and let X be finite and n-dimensional. Without loss of generality, each simplex of X
is contained in one of the covering sets of the cover U1 (if not, take the barycentric
subdivision of X sufficiently often).
We now apply the inductive hypothesis to |X|(n−1) and the sequence
U2||X|(n−1) ,U3||X|(n−1) , . . .
of open covers of |X|(n−1). The result is a locally finite open cover O′ = (O′i)i∈N
of |X|(n−1) and a map ϕ : N → N≥2 × Ω with the properties spelled out in the
statement of the Lemma. There is an open subset Z ⊂ |X| containing the (n− 1)-
skeleton |X|(n−1) and a retraction r : Z → |X|(n−1). The sets
Oi := r
−1(O′i) ∩ Uϕ(i)
are open in |X|, ∪iOi contains |X|(n−1) and if Oi ∩Oj is non-empty, then ϕ1(i) 6=
ϕ1(j). Now we add the finitely many open simplices O−1, . . . O−r of X to the family
(Oi)i∈N, choose ϕ1(−i) = 1 and ϕ2 appropriately, and use a bijection Z≥−r ∼= N to
reindex the open cover (Oi)i≥−r of |X|. This finishes the proof for finite X.
If X is infinite, there is a sequence |X1| ⊂ Z1 ⊂ |X2| ⊂ Z2 ⊂ . . . ⊂ |X|, such
that Xi is a finite subcomplex, the union of all Xi is X and Zi is open in X and
admits a retraction ri : Zi → |Xi|. We apply the first part of the lemma to the
THE PSC COBORDISM CATEGORY 89
sequence U1||X1|, . . . of open covers of |X1| and obtain a finite cover O′1 of |X1|,
with function ϕ. This involves only finitely many of the original open covers, say
U1, . . . ,Un1 . Using the retraction ri, we extend O′1 to a family of open sets in |X|
cover |X1|, in the same way as in the first step of the proof.
Starting from the sequence Un1+1, . . ., we construct a finite family of open sets
covering |X2|, which involves only the open covers Un1+1, . . . ,Un2 . Continuing this
way, we produce the open cover O inductively. 
Proof of Theorem A.0.5. We use the criterion of Proposition 2.18 of [MW07] (quoted
as Lemma 3.3.2) above to show that
β : βSimp(F•) −→ F−1
is a weak equivalence. In the case at hand, this amounts to the following. Let
X be a test manifold and let A ⊂ X be a closed subset. Let A ⊂ U be an open
neighbourhood of A and let ζ ∈ βSimp(F•)(U) and η ∈ F−1(X) be elements such
that β(ζ) = ηU ∈ F−1(U). Then we can find a lift ψ of η along β which coincides
with ζ on a possibly smaller neighbourhood of A.
We choose an open set V with A ⊂ V ⊂ V¯ ⊂ U and let Y := X \ V¯ . Let x ∈ Y .
By hypothesis (ii) of the Theorem, we can find a lift ξ′x ∈ F0(∗) of j∗xη. By the local
section property (hypothesis (i) of the Theorem), we can extend ξ′x to an element
ξx ∈ F0(Ux), defined on an open neighbourhood of x. If x ∈ U , then the value at
x of the prescribed lift ζ of η over U involves, by the definition of the β-sheaf, a
finite number of elements of F0(∗), and by hypothesis (iii) of the Theorem, we can
pick ξx to be orthogonal to all these. This orthogonality relation then also holds
over an open neighbourhood of x, by hypothesis (i) of Definition A.0.4. Hence we
may assume that ξx is orthogonal to all of these finitely many elements of F0(Ux).
This produces, after the choice of an injective map X → Ω and refinement of the
cover, an open cover U1 of X, together with prescribed lifts of η to F0(U1,i), for
each i ∈ Ω.
Continuing in this fashion, we construct a sequence of locally finite open covers
U i of Y , each indexed by Ω, and for each set Ui,s an element ξi,s ∈ F0(Ui,s) which
lifts η|Ui,s . The following condition has to be satisfied: if j < i, then the restrictions
of the elements ξi,s and ξj,t to the intersection Ui,s∩Uj,t are orthogonal. Moreover,
the prescribed lift ζ of η over U involves locally finite collections of 0-simplices of
F0, and we require that the restriction of ξi,s to Ui,s ∩ U is orthogonal to all the
vertices occuring in the lift ζ. This is possible by the hypotheses of the theorem.
Next, we triangulate Y and invoke Lemma A.0.9 to obtain a countable cover of
Y with the properties spelled out in that lemma. Using this, it is easy to construct
a lift of η which coincides over V with ζ. 
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