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Abstract—Canonical Polyadic (or CANDECOMP/PARAFAC,
CP) decomposition (CPD) is widely applied to N th-order (N ≥ 3)
tensor analysis. Existing CPD methods mainly use alternating
least squares iterations and hence need to unfold tensors to each
of their N modes frequently, which is one major performance
bottleneck for large-scale data, especially when the order N is
large. To overcome this problem, in this paper we proposed a
new CPD method in which the CPD of a high order tensor (i.e.
N > 3) is realized by applying CPD to a mode reduced one
(typically, 3rd-order tensor) followed by a Khatri-Rao product
projection procedure. This way is not only quite efficient as
frequently unfolding to N modes is avoided, but also promising
to conquer the bottleneck problem caused by high collinearity of
components. We showed that, under mild conditions, any N th-
order CPD can be converted to an equivalent 3rd-order one
but without destroying essential uniqueness, and theoretically
they simply give consistent results. Besides, once the CPD of
any unfolded lower-order tensor is essentially unique, it is also
true for the CPD of the original higher order tensor. Error
bounds of truncated CPD were also analyzed in presence of
noise. Simulations showed that, compared with state-of-the-art
CPD methods, the proposed method is more efficient and is able
to escape from local solutions more easily.
Index Terms—CP (PARAFAC) decompositions, tensor decom-
positions, mode reduction, Khatri-Rao product, alternating least
squares.
I. INTRODUCTION
H IGHER-ORDER tensors (multi-way arrays) have gainedincreasing importance as they are often more natural rep-
resentations of multi-dimensional data than matrices in many
practical applications [1], [2]. As one of the most fundamental
problem in tensor data analysis, tensor decomposition attempts
to find informative representations (e.g. dense/sparse, low-
rank representation) of multi-dimensional tensor data. Tensor
decomposition is very attractive and versatile because it takes
into account such as spatial, temporal and spectral information,
and provides links among the various extracted factors or latent
variables with desired physical or physiological meaning and
interpretation [1]–[6].
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As one of the most important tensor decomposition mod-
els, Canonical Polyadic (CP), also named as CANDE-
COMP/PARAFAC decomposition [7], [8], has been exten-
sively studied in the last four decades and found many practical
applications [1], for example, in underdetermined blind source
separation [9]. One major advantage of CPD is that it is
essentially unique under mild conditions (see Lemma 2 in
Section IV), which makes it very useful in the case where
only very limited or even no a priori knowledge is available
on factors. In the CP model, the mode-n matricization of
a tensor is just a product of its mode-n factor matrix with
another matrix formed by the Khatri-Rao product of all the
remaining matrices in a specific order. This feature has led to
the widely adopted alternating least squares (ALS) methods to
solve CPD, e.g. see [10]. Unfortunately, these methods require
to unfold the tensor to its N modes frequently, which is one
major performance bottleneck of CPD algorithms.
In the CPD of an N th-order tensor there are a total of
N factor matrices to be estimated. Surprisingly, our recent
results showed that once at least one factor with full column
rank has been correctly estimated, all the other factors can be
computed uniquely and efficiently by using a series of singular
value decompositions (SVD) of rank-1 matrices1, no matter
whether they contain some collinear components (columns)
[11]. This motivated us to perform blind source separation
(BSS) on one single mode first and then use efficient rank-
1 approximation methods to recover the other factors, which
has led to the CP-SMBSS method for CP decompositions.
The CP-SMBSS is very useful if some a priori knowledge
about component diversities, such as independence [12], [13],
nonnegativity [14]–[16], sparsity [17], etc, in at least one mode
is available, which allows us to recover them from their linear
mixtures via standard BSS algorithms. In this paper, however,
we focus on the case where such a priori information is
completely unavailable.
The following notations will be adopted. Bold capitals (e.g.,
A) and bold lowercase letters (e.g., y) denote matrices and
vectors, respectively. Calligraphic bold capitals, e.g. Y, denote
tensors. Mode-n matricization (unfolding, flattening) of a
tensor Y ∈ RI1×I2×···×IN is denoted as Y(n) ∈ RIn×
∏
p 6=n Ip ,
which consists of arranging all possible mode-n tubes (vectors)
as the columns of it [2]. The Frobenius norm of a tensor is
denoted by ‖Y‖F = (
∑
i1i2···iN y
2
i1i2···iN )
1
2 .
The mode-n product of a tensor G ∈ RJ1×J2×···×JN
and a matrix A ∈ RI×Jn yields a tensor denoted by
1A matrix Y is rank-1 if and only if Y = uvT , where u and v are two
nonzero vectors.
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Fig. 1: Illustration of CP decompositions of a 3rd-order tensor
Y ∈ RI1×I2×I3 (ignored the noise), where the factors A(n) =
[a
(n)
1 a
(n)
2 · · · a(n)J ] ∈ RIn×J contain the latent components
a
(n)
j as their columns, n = 1, 2, 3.
Y = G ×n A ∈ RJ1×···×Jn−1×I×Jn+1×···×JN , with elements
yj1,j2,...,jn−1,i,jn+1,...,jN =
∑Jn
jn=1
(gj1,j2,...,jN )(ai,jn).
We use  and ~ to denote the Khatri-Rao product (column-
wise Kronecker product) and Hadamard product of matri-
ces, respectively. Given a set of matrices A(k) ∈ RIk×J
with k = k1, k1 + 1, k1 + 2, . . . , k2,
⊙k2
k=k1
A(k) =
A(k2)A(k2−1) · · · A(k1+1)A(k1) . Readers are referred
to [1], [2] for detailed tensor notations and operations.
II. MODEL REDUCTION OF TENSORS IN CP
DECOMPOSITIONS
A. CP Decomposition of Tensors
CP decomposition (or factorization) of a tensor Y∈
RI1×I2···×IN can be formulated as
Y =
J∑
j=1
λj a
(1)
j ◦ a(2)j · · · ◦ a(N)j + E, (1)
where component (or factor, mode) matrices A(n) =
[a
(n)
1 ,a
(n)
2 , · · · ,a(n)J ] ∈ RIn×J , n ∈ N = {1, 2, · · · , N},
consist of unknown latent components a(n)j (e.g., latent source
signals) that need to be estimated, ◦ denotes the outer product2,
and E denotes the tensor of error or residual terms. Note that
E can be zero if we increase the value of J arbitrarily. In
fact, any N th-order tensor Y with finite dimension can always
be exactly represented by using a CP model with some finite
J , since Y =
∑
i1,i2,...,iN
yi1i2···iNe
(1)
i1
◦ e(2)i2 · · · ◦ e
(N)
iN
, where
the vector e(n)in ∈ RIn×1 has all zero entries except its inth
entry equal to 1. In CPD the minimum value of J is of
particular interest and is called the rank of tensor Y. See Fig.1
for the illustration of the CPD of a 3rd-order tensor. From (1),
the multiway tensor is represented as a linear combination of
outer products of vectors (i.e., rank one tensors), which can be
regarded as a generalization of matrix SVD to the tensor case
[2]. As the scalar factors λj can be absorbed into one factor
matrix, e.g. A(N) by letting a(N)j = λja
(N)
j ,∀j, we also use
Y = JA(1),A(2), · · · ,A(N)K as a shorthand notation of (1).
For this reason hereafter we assume that ‖a(n)j ‖2 = 1 for all
j = 1, 2, . . . , J and n 6= N .
To solve CPD problems, alternating least squares (ALS)
methods are widely employed. Consider the mode-n matri-
2The outer product of two vectors a ∈ RI , b ∈ RT builds up a rank-
one matrix Y = a ◦b = abT ∈ RI×T and the outer product of three
vectors: a ∈ RI , b ∈ RT , c ∈ RQ builds up a 3rd-order rank-one tensor:
Y = a ◦b ◦ c ∈ RI×T×Q, with entries defined as yitq = aibtcq .
cization of Y:
Y(n) = A
(n)B(n)T , (n ∈ N ), (2)
where
B(n) =
⊙
p 6=nA
(p) ∈ R(
∏
p 6=n Ip)×J . (3)
In standard ALS based algorithms, factor matrices A(n)
are updated using A(n) ← Y(n)[B(n)T ]† alternatively for
n = 1, 2, . . . , N , where † denotes the Moore-Penrose pseudo
inverse of a matrix. As the matrix B(n) is often quite huge,
some tricks were proposed to simplify the computation of
Y(n)[B
(n)T ]†, for example, see [2].
One of the most attractive property of CPD is that it is
essentially unique under mild conditions [18], [19] (see also
Lemma 2 in section IV), which means that for another CPD
of Y such that Y = JÂ(1), Â(2), . . . , Â(N)K, there must hold
that
Â(n) = A(n)PnDn,∀n ∈ N , (4)
where Pn and Dn are any permutation matrices and nonsin-
gular diagonal matrices associated with mode-n, respectively.
B. Mode Reduction of Tensors
From the above analysis, when the number of modes N is
large, ALS methods often suffer from very slow convergence
speed as they need to unfold tensors with respect to each of the
N modes frequently. A number of authors have made efforts
to improve the efficiency of CPD algorithms, e.g. see [20],
[21]. In this paper we consider a new way to conquer this
problem, i.e., reducing the number of modes to accelerate the
convergence of CPD algorithms. As preliminary we need the
following tensor operations.
Tensor transpose [22]. Given an I1 × I2 · · · × IN tensor
Y=JA(1),A(2), · · · ,A(N)K defined in (1), the transpose of
Y is a tensor of Ip1 × Ip2 · · · × IpN obtained by exchang-
ing the roles of A(n) (n ∈ N ) accordingly. For exam-
ple, JA(i1),A(i2), . . . ,A(iN )K is a transpose of Y, where
(i1, i2, . . . , iN ) is a permutation of (1, 2, . . . , N). In other
words, tensor transpose re-permutes the order of dimensions
(modes) of Y. Different to matrix case, there are many ways
(i.e. N !− 1) to transpose an N th-order tensor.
Tensor Unfolding. Consider the vectorization of (1)
y =
J∑
j=1
λj
[
a
(N)
j a(N−1)j  · · ·a(1)j
]
+ e, (5)
where y and e are respectively the vectorizations of Y and E
in the proper order of dimensions. Thanks to the associativity
of the Khatri-Rao product, in (5) we replace some Khatri-Rao
products of a(n)j with successive n, n ∈ N , by new vectors
g
(k)
j simultaneously for all j = 1, 2, . . . , J , such that
g
(k)
j =
nk⊙
p=nk−1+1
a
(p)
j ∈ R
(
∏nk
p=nk−1+1 Ip)×1, (6)
k ∈ K = {1, 2, . . . ,K} with 1 < K < N , and the ascending
sequence {n0, n1, . . . , nK} forms a split of {1, 2, . . . , N} with
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n0 = 0 and nK = N . Substituting (6) into (5), we have
y =
J∑
j=1
λj
[
g
(K)
j g(K−1)j  · · ·g(1)j
]
+ e. (7)
Rewrite (7) in its tensor form of (1), we obtain a new tensor
Y{K} =
J∑
j=1
λjg
(1)
j ◦g(2)j ◦ · · · ◦g(K)j + E{K} (8)
with the size of I{K}1 × I{K}2 × · · · × I{K}K , where I{K}k =∏nk
p=nk−1+1 Ip, k ∈ K. It can be observed that Y and
Y{K} have exactly the same entries that are arranged in
different orders. Particularly, from (6), by defining G(k) =[
g
(k)
1 , g
(k)
2 , . . . , g
(k)
J
]
, k ∈ K, we have
G(k) =
⊙nk
p=nk−1+1
A(p). (9)
In other words, the tensor unfolding operation actually groups
and replaces the original factors by their Khatri-Rao products.
For example, JA(1),⊙N−2k=2 A(k),A(N)A(N−1)K is a 3-way
unfolding of Y with the dimensionality of I1 × (
∏N−2
k=2 Ik)×
(IN−1IN ); and JA(1), . . . ,A(N−2),A(N)A(N−1)K is an
(N − 1)-way unfolding. We call the above tensor unfolding
Mode Reduction of tensors since unfolded tensors have less
numbers of modes than the original ones. For simplicity we
also use a notation like Y{N−1}=Y{1,2,...,N−2,N (N−1)} to
denote the above unfolding where the last two modes are
merged (for simplicity they are referred to as merged modes).
By using the tensor transpose and unfolding operators
introduced above, the factors A(n), n ∈ N , can be arbitrarily
grouped by their Khatri-Rao products, thereby leading to
different mode reduced tensors. Besides the number of modes
is reduced, the mode reduced tensors have several important
features which are of our particular interest:
1) Recoverability of original components : In (9), G(k),
k ∈ K, have very special Khatri-Rao product structures. It
is known that the component matrices A(n), n ∈ N , can be
estimated immediately and essentially uniquely3 from G(k),
k ∈ K, by using a Khatri-Rao Product structure recovering
procedure [11], i.e. the Khatri-Rao product projection (KR-
Proj) which solves the optimization problems:
min
A(p)
‖G(k) −
⊙nk
p=nk−1+1
A(p)‖2F , k ∈ K. (10)
Due to this fact we may decompose the mode reduced tensor
Y{K} first such that Y{K} = JG(1),G(2), . . . ,G(K)K and
finally recover the original components A(n), n ∈ N , by
sequentially applying KRProj to the estimated component
matrices G(k), k ∈ K. This is the basic idea of this paper.
In the KRProj procedure a given matrix G(k) is optimally
approximated by the Khatri-Rao product of a set of matrices
with proper pre-specified size. The problem (10) generally
can be solved very efficiently via SVD [11]. A more com-
prehensive discussion on this topic will be detailed at the
end of Section III-B. For notational simplicity, we denote this
procedure by KRProj(G(k)).
3By essential uniqueness we mean that Â(n) = A(n)PnDn for any
Â(n) satisfying that G(k) =
⊙nk
p=nk−1+1 Â
(p), where Pn, Dn are any
permutation matrix and nonsingular diagonal matrix, respectively, n ∈ N .
2) Non-decreasing Kruskal ranks of factors: First we in-
troduce the Kruskal rank of a matrix:
Definition 1. The Kruskal rank of a matrix A, i.e. krA, is
the largest value of r such that any subset of r columns of the
matrix is linearly independent [18], [19].
Obviously, krA ≤ rank(A) for any matrix A. The following
Lemma will be useful:
Lemma 1 (Lemma 3.3 in [23]): Consider matrices A ∈
RI1×J and B ∈ RI2×J . If krA ≥ 1 and krB ≥ 1, then
krAB ≥ min(krA + krB − 1, J).
From Lemma 1, we have
Corollary 1: Given a set of matrices A(p) ∈ RIp×J with
krA(p) ≥ 1, p = 1, 2, . . . , P , P ≥ 2, there holds that
i) kr⊙P
p=1A
(p) ≥ min(J,∑Pp=1 krA(p) − (P − 1));
ii) kr⊙P
p=1A
(p) ≥ kr⊙p1
p=p0
A(p) where 1 ≤ p0 ≤ p1 ≤ P .
The proof can be found in Appendix A.
Corollary 2: In Corollary 1 we assume krA(p) ≥ 2 and let
G = kr⊙P
p=1A
(p) . If P ≥ J − 1, then krG = rank(G) = J .
Proof: If P ≥ J−1, ∑Pp=1 krA(p)−(P −1) ≥ 2P −P +
1 = P + 1 ≥ J , which means that J ≥ rank(G) ≥ krG ≥ J ,
from i) of Corollary 1. This ends the proof.
Corollary 2 means that the Khatri-Rao product of at most J−1
matrices can form a rank-J matrix, under mild conditions.
From Corollary 1 and 2, the factor matrices of a mode reduced
tensor, i.e. G(k) in (9), are more likely to be of full column
rank.
3) Less collinearity of components in merged modes: In
CPD the so-called bottleneck problem that is caused by highly
collinearity of some components in at least one mode [11],
[20] is a key issue that often impairs CPD algorithms. The
collinearity of two vectors can be measured by
ρ(u,v) =
|uTv|√
uTu
√
vTv
≤ 1, (11)
and ρ(u,v) = 1 if and only if u = kv 6= 0 where k is a scalar.
By high collinearity we mean that the collinearity measure-
ments ρ between some columns of one or more factor matrices
are very close to 1, which leads to ill-conditioned factors. After
tensor unfolding such that G(k) =
⊙nk
p=nk−1+1A
(p) , it can
be verified that for any two columns of G(k), say g(k)j1 and
g
(k)
j2
with j1 6= j2, we have
ρ
(
g
(k)
j1
,g
(k)
j2
)
=
nk∏
p=nk−1+1
ρ
(
a
(p)
j1
,a
(p)
j2
)
≤ ρ
(
a
(p)
j1
,a
(p)
j2
)
(12)
for any p = nk−1 + 1, nk−1 + 2, . . . , nk. In other words, the
columns of factors in merged modes after tensor unfolding
become less collinear than the original ones. Particularly, once
two columns in any one factor matrix, say A(p0), are orthog-
onal, the corresponding columns in G(k) are also orthogonal.
This feature is quite helpful to improve the robustness of CPD
algorithms especially when bottlenecks exist in the tensor to be
decomposed. The basic trick here is that we merge the factor
matrices A(n) which contain highly collinear columns with
well-conditioned ones as possible, thereby leading to a new
mode reduced tensor with well-conditioned factor matrices.
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Later we will see that the above features play very important
role in the proposed method.
C. A Special Case Of Mode Reduction: Matricization
Ordinary matricization (unfolding) of tensors can be viewed
as a special case of mode reduction where all modes but one
are merged using their Khatri-Rao product to form 2nd-order
tensors (i.e. matrices), as defined in (2). In this case once A(n)
and B(n) have been correctly estimated, all the other factors
A(p), p 6= n, can be estimated from the Khatri-Rao product
projection procedure of B(n), i.e. KRProj(B(n)), thanks to the
special Khatri-Rao product structure of B(n) shown in (3).
This allows us to estimate one factor A(n) with full column
rank first, and then turn to the other factors to achieve CP
decompositions of high-order tensors.
In [11] we considered the case where we occasionally
have some a priori knowledge on the components (columns)
of one factor, say A(n) with full column rank. We assume
that the a priori knowledge suffices the separability of a(n)j
(j = 1, 2, . . . , J) from their linear mixtures, which allows
us to apply BSS methods to the unfolding matrix Y(n) to
recover A(n) essentially uniquely due to the relationship of
Y(n) = A
(n)B(n)T , i.e.
Â(n) = Ψ(Y(n)) = A
(n)PnDn, (13)
where Ψ symbolically denotes a suitable BSS algorithm, and
Pn, Dn are any permutation matrix and nonsingular diagonal
matrix, respectively. After that let B(n) = [A(n)
†
Y(n)]
T and
all the factors A(p), p 6= n, are estimated from KRProj(B(n)).
This has led to the CP decomposition method based on
single mode BSS (CP-SMBSS) [11]. As analyzed in (12), this
approach is able to overcome the bottleneck problem because
high collinearity unlikely exists any more in B(n).
Going a little further, we consider more general ma-
tricizations of tensors for K=2 in (6)-(9) such that
Y{2}=JG(1),G(2)K, i.e.
Y
{2}
(1) = G
(1)G(2)T , (14)
where
G(1) =
n⊙
p=1
A(p) ∈ RI1I2···In×J ,
G(2) =
N⊙
p=n+1
A(p) ∈ RIn+1In+2···IN×J ,
(15)
and 1 < n < N . By incorporating the tensor transpose
operator, actually we can arbitrarily split the factors A(n),
n = 1, 2, . . . , N , into two groups to form a different matri-
cization of a given tensor.
The first advantage of (14) compared with ordinary matri-
cization defined in (2) lies in rank estimation of tensors, which
is a very fundamental research topic in tensor analysis. If A(n)
is underdetermined (i.e., In < J), it is generally impossible
to infer the rank (i.e. the value of J) from Y(n) without
additional assumptions, because in this case the rank of Y(n)
is also less than J . However, from Corollary 1, both G(1) and
G(2) in (14) are more likely to be of full column rank if both
of them are Khatri-Rao products of multiple factor matrices,
thereby probably leading to rank(Y{2}(1) ) = J . This feature
may significantly improve the accuracy of rank estimation of
tensors.
We may also extend the idea of CP-SMBSS to general
matricization. For example, we apply BSS on Y{2}(1) to es-
timate G(1) and then G(2) = [G(1)
†
Y
{2}
(1) ]
T , both are es-
sentially unique. Finally all components are estimated from
KRProj(G(1)) and KRProj(G(2)), respectively. This may lead
to more robust and flexible version of CP-SMBSS, from
Corollary 1 and (12).
III. CPD BASED ON MODE REDUCTION (MRCPD)
A. The MRCPD Algorithms
Note that applying unconstrained matrix factorization to
Y
{2}
(1) in (14) or Y(n) in (2) is unable to give desired results,
because unconstrained matrix factorization suffers from rota-
tional ambiguity, e.g. Y{2}(1) = [G
(1)U][G(2)U]T holds for any
orthogonal matrix U with proper size. In CP-SMBSS, BSS is
employed to avoid this ambiguity by incorporating a priori
knowledge on components in one mode. In the following,
we consider the case where such a priori information is not
available. As the CPD of a tensor is often essentially unique
and free of rotational ambiguity under mild conditions, we
run CPD algorithms to estimate the components of a mode
reduced tensor at first, and then perform Khatri-Rao product
projection on them to estimate the original components. As
3rd-order tensors are the simplest model with uniqueness
guarantee under mild conditions [18], [19] (see also Lemma 2
in section IV), we are interested in converting any N th-order
tensor (N > 3) into 3rd-order tensors in this paper, which
leads to the CPD method based on mode reduction (MRCPD)
of tensors listed in Algorithm 1. In this section we assume that
the involved CPDs are essentially unique. Detailed uniqueness
analysis will be discussed in Section IV.
Algorithm 1 The General MRCPD Algorithm
Require: Y, J , and a CP algorithm Ψ.
1: Let Y{3}=JG(1),G(2),G(3)K be a 3-way unfolding of Y.
2: Let(G(1),G(2),G(3))← Ψ(Y{3}).
3: A(n) (n ∈ N ) are estimated via efficient Khatri-Rao
product projection procedures KRProj(G(k)), k = 1, 2, 3.
4: return Â(n), n = 1, 2, · · · , N .
In [24] we have considered a simpler case where G(1) =
A(1) and G(2) = A(2). Compared with traditional N -way
CPD methods, the MRCPD method only needs to estimate
three factors at first, hence frequently unfolding to N modes
is avoided. This feature also makes MRCPD more easily to
escape from local solutions. Note also that some excellent CPD
algorithms are only developed for 3rd-order tensors, such as
the self-weighted alternating trilinear decomposition method
(SWATLD) [25] , etc. The MRCPD method makes it possible
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to apply these methods seamlessly to the tensors whose orders
are higher than 3.
From the analysis in Section II-C and [11] , once only
one factor matrix with full column rank has been correctly
estimated, all the other factors can then be essentially uniquely
estimated. For this reason, in contrast to Algorithm 1, we
consider estimating only one factor first, say G(1) which is of
full column rank. For this purpose, we keep G(1) unchanged,
but significantly reduce the size of G(2) and G(3):
• Step 1: Let Y˜
{3}
=JG(1), G˜(2), G˜(3)K, where G˜(2) and
G˜(3) are factor matrices obtained by reducing the number
of rows of G(2) and G(3), respectively.
• Step 2: Run 3-way CPD on Y˜
{3}
to obtain G(1);
• Step 3: G(3)G(2) = Y{3}(1) TG(1)T
†
.
• Step 4: Estimate A(n) (n ∈ N ) from KRProj(G(1)) and
KRProj(G(3)G(2)), respectively.
The above way is quite efficient especially for large-scale
problems because we can significantly reduce the size in two
modes. Unfortunately it is not always the case that G(1) is
of full column rank. In such a case we may reduce the size
of only one factor matrix, say G(3), which is generally with
the largest size among the three factors, while remaining the
other two unchanged. After G(1) and G(2) have been correctly
estimated, we have
G(3) = Y
{3}
(3) (G
(2)G(1))T †. (16)
In the next step, all the factor matrices A(n) (n ∈ N ) can
be recovered from KRProj(G(k)), k = 1, 2, 3. Note that the
full column rank of G(2)G(1) is a necessary condition
of uniqueness for 3-way CPD [23]. Consequently, if the
corresponding 3-way CPD is essentially unique, G(2)G(1)
is always of full column rank. Hence we can always reduce
the size in at least one mode in practice to achieve higher
efficiency.
Now we discuss how to reduce the size of one mode
of Y{3}. Suppose that we want to reduce the size of G(3)
without changing the other factors, we consider its mode-3
matricization
Y
{3}
(3) = G
(3)(G(2)G(1))T , (17)
from which we observe that reducing the rows of G(3) is
equivalent to reducing the rows of Y{3}(3) . Hence, the following
dimensionality reduction techniques may be employed:
1) PCA (Truncated SVD). Consider the truncated SVD of
Y
{3}
(3) such that Y
{3}
(3) = UDV
T , where D ∈ RJ×J is
a diagonal matrix whose diagonal elements consist of
the leading J singular values of Y{3}(3) . Then Y
{3}
(3) is
updated as V by letting G˜(3)←D−1UTG(3) ∈ RJ×J ,
thereby leading to the significantly reduced size of Y{3}.
2) Fiber Sampling. Sometimes we need to maintain the
physical meaning of original data, e.g., nonnegativity4.
4However, it does not mean that SVD cannot be used for nonnegative data
analysis. Due to the essentially uniqueness of CPD, the resulting factors A(1)
and A(2) are essentially unique and hence can be nonnegative after adjusting
the signs of their columns accordingly, no matter whether Y{3} and G(3)
are negative or not. See also [26] for related discussion.
In this case we can achieve dimensionality reduction by
sampling the rows of matrix Y{3}(3) [27], [28], which is
just equivalent to sampling the rows of G(3).
Moreover, we may use the high-order SVD (HOSVD) or
multilinear PCA (MPCA) methods to perform dimensionality
reduction and data compression as the pre-processing step
[29], [30]. It is worth noticing that the above techniques
also provide an efficient CPD method for 3rd-order tensors
incorporating dimensionality reduction techniques. Very often
one mode, say G(3) = A(3), can be of extremely large size.
We can reduce the size of G(3) first and then estimate A(3)
from (16). This way provides a trade-off between accuracy
and efficiency and it is quite useful for large scale data.
B. Khatri-Rao Product Projection (KRProj)
A general optimization problem to perform Khatri-Rao
product projection can be formulated as
min
A(k),k∈K
‖H−A(K)A(K−1) · · ·A(1)‖2F , (18)
where K = {1, 2, . . . ,K}. In (18), a given data matrix H is
approximated by the Khatri-Rao product of a set of matrices
with specified size. In the proposed MRCPD method, H
denotes the factor matrices G(k) estimated by applying any
CPD method on the mode reduced tensor Y{K}. By solving
K problems like (18) (i.e. (10)) sequentially for k ∈ K we
can estimate all factor matrices A(n) of the original tensor Y.
In (18), the columns of A(k) (k ∈ K) can be estimated
sequentially by solving J least squares problems
min
a
(k)
j ,k∈K
‖hj − a(K)j a(K−1)j  · · ·a(1)j ‖2F , (19)
where j = 1, 2, . . . , J , hj and a
(k)
j are the jth columns of H
and A(k), respectively. The solutions of (18) are generally
unique and can be solved, for example, by the procedure
described in [11]. On the other hand, from (19), we can
reshape hj such that H(j) ≈ a(K)j (a(K−1)j  · · ·a(1)j )T , that
is, H(j) can be considered as the mode-K unfolding of a rank-
1 tensor H(j), and (19) is equivalent to
min
a
(k)
j ,k∈K
‖H(j) − a(1)j ◦a(2)j ◦ · · · ◦a(K)j ‖2F . (20)
In other words, the optimal a(k)j , k ∈ K, can be obtained by
seeking the optimal rank-1 CPD of H(j). Although this can
be done by applying any standard CPD method, below we
consider two relatively simple yet efficient implementations.
1) Parallel Extraction: Consider the mode-n unfolding of
H(j) and (20) is equivalent to
min
a
(k)
j , k∈K
‖H(j)(k) − a(k)j vT ‖2F , (21)
where v =
⊙
p 6=k a
(p)
j . Hence the optimal a
(k)
j is just the left
singular vector associated with the largest singular value of
H
(j)
(k). Consequently, all the columns of A
(k), k ∈ K, can be
estimated uniquely and parallelly by running truncated SVD
on H(j)(k). This way may considerably benefit from parallel
computations.
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In order to impose specific constraints on the components
we may employ the power iterations [31] to solve (21)
a
(k)
j ← H(j)(k)v
/
‖v‖22 , v← H(j)T(k) a(k)j
/
‖a(k)j ‖22 ,
(22)
followed by a projection operation P respectively
a
(k)
j ← P(a(k)j ), v← P(v). (23)
For example, for nonnegative constraints P is element-wisely
defined as
P+(x) = max(x, 0), (24)
and for sparsity constraints
PS(x) = sign(x)(|x| − λ), (25)
where λ is a nonnegative parameter. We repeat (22) and (23)
alternatively till convergence.
2) Tensorial Power Iterations: Analogy to the power itera-
tion method in the matrix case, tensorial power iterations can
be derived straightforwardly by using tensor operations. From
(20) we have
H
(j)
(k)v =H
(j) ×1 a(1)j T ×2 a(2)j T ×k−1 a(k−1)j T
×k+1 a(k+1)j T × · · · ×K a(K)j T
.
=H(j) ×k¯ a(k¯)j T .
(26)
Note that vTv =
∏
p 6=k a
(p)
j
Ta
(p)
j . Then the general tensorial
power iteration is
a
(k)
j ←
H(j) ×k¯ a(k¯)j T∏
p 6=k ‖a(p)j ‖22
, a
(k)
j ← P(a(k)j ), (27)
where P can be (24) or (25) to impose desired constraints.
We repeat (27) alternatively for k = 1, 2, · · · ,K till we
achieve convergence. This is actually an optimal rank-1 CPD
of tensors without involving matrix inverse operations and is
the extension of the power iteration method [31] in tensor
scenarios.
By repeating the above procedure for j = 1, 2, . . . , J all the
columns of A(k) (k ∈ K) can be obtained, which realizes the
Khatri-Rao product projection of H.
IV. ISSUE OF UNIQUENESS
We use tensors in order to exploit their multi-way nature
as much as possible. By mode reduction, however, N th-order
tensors are converted into lower-order ones. The first key
problem is whether mode reduction destroys the algebraic
structure of original N -way data and hence leads to loss of
information. Or equivalently, whether MRCPD is able to give
consistent results with direct CPD methods which have no
mode reduction. This is clarified by the following proposition:
Proposition 1: Let Y{K} be a Kth-order tensor unfolding
of an N th-order tensor Y with 3 ≤ K < N . If both Y{K} and
Y have essentially unique CPD, the MRCPD method and direct
methods theoretically give essentially the same components.
The proof of Proposition 1 is straightforward from the fact
that the corresponding Khatri-Rao products of A(n) always
form a solution of Y{K}, from the definition of the unfolding
operation and the relationship (9). Obviously, if the CPD of
the original N th-order tensor is not essentially unique, the
corresponding CPD of its any mode reduced one is not either
because the factors of the N th-order tensor are always able
to form the factors of its any mode reduced tensor, thereby
leading to the following proposition:
Proposition 2: Let Y{K} be any tensor unfolding of an
N th-order tensor Y with 3 ≤ K < N . If the CPD of Y{K} is
essentially unique, then that of Y is also essentially unique.
In other words, the essential uniqueness of CPD of Y{K}
is a sufficient condition for that of Y. This may simplify the
exploration of new uniqueness conditions for CPD and suggest
that the uniqueness conditions of 3rd-order CPD may play very
important role in the uniqueness analysis.
From Proposition 1 and 2, the key point is whether the
lower-order CPD is also essentially unique if the original N th-
order CPD is. If it is not true, the MRCPD method may
lead to very poor performance even if the original N th-order
CPD is unique. In the following this important issue will be
investigated based on the well-known uniqueness condition
given by Kruskal in 1977 [18] for 3-way tensors and then
extended for N th-order tensors by Sidiropoulos and Bro in
2000 [19]:
Lemma 2 (Uniqueness condition for CPD [19]): For an
N th-order tensor Y=JA(1),A(2), · · · ,A(N)K, if∑N
n=1
krA(n) ≥ 2J + (N − 1), (28)
then the decomposition is essentially unique, where krA(n) is
the Kruskal rank of A(n), n ∈ N . (For Simplicity, we call
this condition the KSB uniqueness condition hereafter.)
Before moving on, first we assume that kr(A(n)) ≥ 2,
∀n ∈ N , as it is a necessary condition for uniqueness of
CPD [23]. Moreover, without loss of generality, for a given
tensor Y=JA(1),A(2), · · · ,A(N)K we hereafter assume that
krA(1) ≥ krA(2) ≥ · · · ≥ krA(N) (Otherwise we transpose
the tensor by changing the roles of A(n) till this condition is
satisfied).
Obviously, higher-order tensors are more likely to have
unique CPD than lower-order ones because the left hand side
of (28) generally increases faster than the right hand side when
N increases. As a result, even the original N th-order tensor
satisfies the uniqueness condition (28), it is still possible that
the corresponding lower-order CPD is not essentially unique.
This problem is clarified below.
Proposition 3: Given an N th-order (N ≥ 4) ten-
sor Y=JA(1),A(2), · · · ,A(N)K, if the KSB uniqueness
condition is satisfied for Y, then it is also satisfied
for the (N − 1)th-order unfolded tensor Y{N−1} =JA(1), . . . ,A(N−2),A(N−1)A(N)K. Consequently the CPD
of Y{N−1} is also essentially unique.
(The proof can be found in Appendix B.)
Corollary 3: Under the assumptions of Proposition 3, for
any 3 ≤ K < N there exists at least one Kth-order unfolded
tensor Y{K} such that its CPD is essentially unique.
Corollary 3 is obvious from Proposition 3 by letting K =
N − 1, N − 2, . . . , 3, sequentially. In this paper we only
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consider K = 3. It can be seen that Proposition 3 also provides
a way to unfold a given N th-order tensor to a 3rd-order one
where the uniqueness is maintained. For example, if N = 5,
J = 18, and assuming that the corresponding Kruskal ranks of
the factors are 10, 9, . . . , 6, respectively, the unfolded tensor
Y{3}=JA(1),A(2)A(3),A(4)A(5)K will have essentially
unique CPD. In other words, the Kruskal rank of new factor
matrices after mode reduction should be mostly balanced as
possible. This result shows that the method proposed in [24]
may fail if all the factors are ill-conditioned. In practice,
the true Kruskal ranks of factor matrices are unknown. We
may use the mode ranks5 to estimate the optimal way of
tensor unfoldings. Note also that, besides the KSB uniqueness
condition, in [32] some relaxed uniqueness conditions were
proposed for 3-way CPD. These results simplify the validation
of uniqueness.
Based on the above analysis, we may find another interest-
ing feature of the MRCPD method. For an N th-order tensor,
in practice we may only be interested in one factor matrix
which plays a role in the N th-order CPD and will be used for
further data analysis tasks such as clustering, classification, etc.
In this case we may consider a 3rd-order CPD first and then
only the factor of interest is extracted by using the Khatri-
Rao product projection procedure. In this way although we
actually do not perform a full CPD of the original N th-order
tensor, the extracted factor is simply consistent with the one
obtained from full N th-order CPD, according to Proposition
1. In summary, under the KSB uniqueness condition, although
we reduce the number of modes of a tensors in MRCPD, we do
not lose any structural information compared with the original
high-order tensor.
V. ERROR BOUNDS FOR TRUNCATED CPD
In the above we showed that theoretically the MRCPD
method is able to give the consistent results with direct
methods (i.e. without mode reduction) if the corresponding
CPD is essentially unique. It is worth noticing that these
results are based on exact decomposition. However, in order to
filter out noise and/or achieve data compression, it is common
that approximate CPD is desired rather than exact one in
practice. In this section we investigate the performance of the
MRCPD method in truncated CPD (tCPD), which corresponds
to the case where ‖E‖2F > 0 in (1) and the best rank-J
approximation of Y is pursued, provided that the rank of Y is
larger than J . Generally we have
Proposition 4: Given an N th-order (N ≥ 4) tensor Y and
J , we assume that:
1) JA(1),A(2), . . . ,A(N)K is the optimal rank-J tCPD of
Y with
‖Y− JA(1),A(2), . . . ,A(N)K‖F = ∗, (29)
where A(n) ∈ RIn×J ;
2) JA˜(1), A˜(2), . . . , A˜(N)K is the tCPD of Y obtained by
using the MRCPD method such that
a) JA˜(1), A˜(2), . . . , A˜(N−2),GK is the optimal
rank-J tCPD of the unfolded tensor
5The mode-n rank of a tensor is the rank of its mode-n matricization.
Y{N−1}=Y{1,2,...,N−2,N (N−1)}, where
G ∈ RININ−1×J and A˜(n) ∈ RIn×J , n < N − 1.
b) (A˜(N−1), A˜(N)) is the optimal solution of
min
C1,C2
‖G−C1C2‖F ,
where C1 ∈ RIN×J , C2 ∈ RIN−1×J . Moreover,
G− A˜(N−1) A˜(N) = E and ‖E‖F = K .
Then we have
∗ ≤‖Y− JA˜(1), A˜(2), . . . , A˜(N)K‖F
≤∗ +
√
JK .
(30)
The proof is presented in Appendix C.
Remark: In Proposition 4 we have assumed that the involved
optimal rank-J tCPD always exist. Moreover, the columns of
all factor matrices except the last one (i.e. with index N ) are
normalized with unit L2 norm, as mentioned in Section II-A.
Consequently, although the MRCPD method is able to
give essentially the same results as direct CPD methods in
perfect decomposition cases, it may achieve worse accuracy
if truncated CP decompositions are performed, from Propo-
sition 4. Fortunately, the upper bound of loss of accuracy
can be estimated from the Khatri-Rao product projection
error approximately. If the corresponding Khatri-Rao product
projection error is sufficiently small, we may conclude that the
MRCPD method actually gives almost the same results with
direct methods. In fact, by letting K = 0 in Proposition 4 we
have:
Corollary 4: Under the assumptions of Proposition 4, if
there holds that G = A˜N  A˜(N−1), then the MRCPD
method also gives the optimal tCPD.
This feature allows us to determine whether we can accept a
decomposition result obtained by MRCPD or not. If the result
is not acceptable, we may use the result as an initialization
for the next run with different configurations (e.g., choosing
a different tensor unfolding and/or CPD algorithm to perform
3rd-order CPD, etc).
VI. SIMULATIONS
Two performance indices (PI) were used to evaluate the
performance of the proposed method. The first one is the mean
signal-to-interference ratio (mSIR), which is defined by
mSIR(A(n), Â(n)) =
1
J
J∑
j=1
10 log10
‖a(n)j ‖22
‖a(n)j − â(n)j ‖22
,
where a(n)j , â
(n)
j are normalized with zero mean and unit
variance, and Â(n) is an estimate of A(n) with proper re-
permutation of columns â(n)j . The value of mSIR reflects how
well the estimated components (source) match the true original
ones. The second PI measures the fit of the estimated tensor
to the original tensor which is defined as
Fit(Y, Ŷ) = 1− ‖Y− Ŷ‖F‖Y‖F , (31)
where Ŷ is an estimate of Y, Fit(Y, Ŷ) = 1 if and only if
Ŷ = Y. For synthetic data, Y is the original noiseless data
8 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS
in order to evaluate how robust of the proposed method with
respect to additive noise. All the experiments were done in
MATLAB 2008a on a computer with Intel i7 3.33GHz CPU
and 24GB memory running Windows 7.
Simulation 1: Investigation of improved efficiency and
global convergence feature of the proposed method. We
generated a 5th-order tensor Y using the CP model. The
elements of each factor matrix A(n) ∈ R20×48 were drawn
from independent standard normal distributions, which means
that each factor is underdetermined and
∑
n rank(A
(n)) ≤
100 = 2J + (N − 1). This setting makes the problem
rather difficult as it is at most on the boundary of the KSB
uniqueness condition. Finally independent Gaussian noise with
SNR=20dB was added to the observation tensor. The proposed
method was compared with the standard CP method based on
ALS iterations (CP-ALS) in [10], the CP-ALS combined with
line search (CP-ALSLS) [33], and the PARAFAC algorithm
included in the N -way tensor toolbox for MATLAB [34]
(nPARAFAC, ver. 3.20). For these methods the maximum
iteration number was set to 100. In the MRCPD method, we
constructed a 3rd-order tensor Y{3} = Y{1,3 2,5 4}, and
performed PCA on the mode-3 of Y{3}. Then we used the
nPARAFAC method to perform 3-way CPD. Finally all the
factors were recovered by using KRProj based on tensorial
power iterations. Their performance over 50 Monte Carlo runs
was detailed in TABLE I, where the Global Convergence Rate
(GCR) evaluates the ability of escaping from local solutions
and is defined as
GCR =
Number of global convergence
Number of Runs
× 100%.
Their corresponding Fit values are plotted in Fig.2, which
shows that only MRCPD found the optimal Fit in all runs.
From the simulation results, the MRCPD method is much
more efficient and is able to escape from local minima more
easily than the other methods in comparison.
Theoretically, the MRCPD method is able to give essen-
tially the same results as direct CPD methods on conditon
that the mode reduced tensor has unique decomposition, as
analyzed in Section IV. Hence the way of tensor unfolding is
important to the proposed method. To investigate the influence
of different tensor unfoldings, in the following experiment
we ran MRCPD under the same configuration but with 7
different randomly selected tensor unfoldings (See Fig.3 for
the unfolding settings). It can be seen that among them the
performance was significantly worse than the others when we
used Y{1 2,3,4 5} to perform the 3-way CPD. For the other
unfoldings the results are almost the same. For Y{1 2,3,4 5}
we also used the hierarchical alternating least squares (HALS)
algorithm [35] (but without nonnegativity constraints) to re-
place the nPARAFAC algorithm to perform 3-way CPD, where
better performance was achieved, as shown in Fig.3. Based
on this fact we may conclude: 1) For a pre-specified 3-way
CPD algorithm, the final Fit may be different if different
tensor unfoldings are used; 2) For the same tensor unfoldings,
by selecting different 3-way CPD algorithms we may obtain
different results. We think the reason is twofold. First, different
tensor unfoldings may lead to tensors with different algebraic
TABLE I: Performance comparison between the algorithms
in terms of Runtime, Fit, mSIR, and GCR averaged over 50
Monte Carlo runs.
Algorithm Runtime(s) Fit mSIR GCR
CP-ALS 59.2 0.94 52.5 34%
nPARAFAC 236.5 0.94 52.2 30%
CP-ALSLS 59.7 0.97 53.1 66%
MRCPD 1.4 1.00 54.9 100%
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Fig. 2: Fit of each algorithm over 50 Monte Carlo runs. The
MRCPD method consistently escaped from local solutions
easily.
structures and features, typically, collinearity of columns.
In the meanwhile, improper tensor unfoldings will result in
deteriorated solutions. Second, so far existing CPD methods do
not guarantee global convergence and each of them has some
disadvantages and limitations. Consequently, in practice we
should carefully select the way of unfolding and algorithms to
perform 3-way CPD in order to achieve the best performance.
Simulation 2: Investigation of improved uniqueness feature
of the proposed method in decomposition of tensors with
bottlenecks. We set In = 50 (n = 1, 2, . . . , 5) and J = 5.
We used the technique adopted in [20] to generate collinear
components in A(1) and A(2), i.e., a(n)j = vn,j for j = 1; and
a
(n)
j = a
(n)
j−1+0.5vn,j for j = 2, 3, · · · , 5 and n = 1, 2, where
the entries of vn,j were drawn from independent standard
normal distributions. The components in A(n), n = 3, 4,
consist of 10 sine waves with slightly shifted phases but the
same frequency f = 2Hz. That is, a(3)j (t) = sin(2pift+ j
pi
50 )
and a(4)j (t) = sin(2pift + (j + 5)
pi
50 ), j = 1, 2, · · · , 5.
The sampling time is from 0 to 1000 ms with the interval
of 20 ms. By these configurations, the every neighboring
components in A(n) have correlations higher than 0.9. We
used the same settings for all the algorithms as in Simulation
1. Their performance averaged over 50 Monte Carlo runs are
detailed in TABLE II. From the table, although all the methods
achieved satisfying Fit, however, only the MRCPD method
recovered all the true components correctly, which shows that
MRCPD is actually able to improve the uniqueness of CPD.
See Fig.4 for their mSIRs averaged over 50 Monte Carlo runs.
Simulation 3: We applied the proposed methods to real
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Fig. 3: Illustration of how tensor unfolding affects the per-
formance in 20 Monte Carlo runs. In this experiment the
nPARAFAC algorithm was used to perform 3-way CPD,
except for the dot line which was obtained by using the HALS
to perform 3-way CPD. It can be seen that, 1) For a given
3-way CPD algorithm, the final Fits can be different when
different tensor unfoldings are used, although in the most cases
there was no big difference; 2) For the same tensor unfoldings,
different 3-way CPD methods lead to different final Fits, due
to their own advantages, bias, and limitations.
TABLE II: Performance of the algorithms when they were
applied to decompose a tensor with bottlenecks. Although
all algorithms achieved very satisfying Fit of 1.0, only the
MRCPD method recovered all the true components.
Algorithm CP-ALS nPARAFAC CP-ALSLS MRCPD
Fit 1.0 1.0 1.0 1.0
Runtime(s) 16.1 36.7 39.8 11.0
mSIR(dB) 18.9 21.6 20.0 43.3
mode − 1
mode − 2
mode − 3
mode − 4
MRCPD
CP−ALS
CP−ALSLS
nPARAFAC
0
10
20
30
40
 
 
m
SI
R 
(dB
)
0
10
20
30
40
Fig. 4: mSIRs averaged over 50 Monte Carlo runs when they
were applied to decompose a tensor with double bottlenecks.
Although all the algorithms achieved very satisfying Fit, only
the MRCPD method recovered all source components.
image data analysis, namely the COIL-100 database [36]. The
COIL-100 database consists of 7200 color images of 100
objects, and 72 images per object which were taken from
(a)
(b)
Fig. 5: (a) One pose of the first 20 objects of the COIL-100
database. (b) Illustration of how to generate the observation
tensor.
TABLE III: Performance comparison of the four CPD methods
when they were applied to real image data clustering over 20
Monte Carlo runs.
Algorithm Fit Runtime (s) Accuracy
CP-ALS 0.67 564.2 63.8%
HALS 0.65 506.8 65.5%
nPARAFAC 0.67 746.5 65.4 %
MRCP 0.64 44.6 67.0 %
72 different angles. For simplicity, we selected the first 20
objects for test, and each image was scaled with the size
of 128 × 128 (See Fig.5). Then a tensor Y with the size of
128 × 128 × 3 × 1440 was generated. We set rank J = 10
for all methods. In the MRCPD method, Y{3} = Y{1;4;2 3}
and we randomly sampled 100 fibers in mode-3 in each run.
We used the HALS method [35] to perform 3-way CPD.
For the other methods the maximum iteration number was
set to 100. Finally, the factor A(4) was used as features
to cluster the original images. As K-means is prone to be
influenced by initial centers of clusters, we replicated K-
means 20 times for each method. See TABLE III for their
performance over 20 Monte Carlo runs. From the table, we see
that the MRCPD method achieved the best clustering accuracy
and it was significantly faster than the other methods. As this
example is a typical truncate CPD problem, we investigated
how the Khatri-Rao product projection accuracy affected the
final Fit of the MRCPD method, see Fig.6. It can be seen that,
in truncated CPD, the Fit obtained by the MRCPD method was
slightly worse than the other direct methods without mode
reduction. However, once the Khatri-Rao product projection
accuracy was satisfactory, the MRCPD was able to give very
good results, which is consistent with Proposition 4.
VII. CONCLUSION
Existing Canonical Polyadic decomposition (CPD) methods
are often based on alternating least squares (ALS) iterations.
In ALS methods, we have to unfold the observation tensor
frequently, which is one major performance bottleneck of
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Fig. 6: Illustration of how the Khatri-Rao product projection
accuracy (KRP Fit) affects the final Fit of the MRCPD method
in the case of truncated CPD. Once the KRP Fit is satisfactory,
the total Fit obtained by MRCPD is comparable with direct
methods. Here KRP Fit is defined as K , see Proposition 4.
CPD. To overcome this problem, in this paper we proposed
the concept of mode reduction in CPD and based on it we
developed a new method to perform CPD of high-order tensors
with N ≥ 3, efficiently incorporating dimensionality reduction
techniques. In this way, frequently unfolding with respect to
N mode is avoided and the new method can escape from
local solutions more easily due to the significantly reduced
complexity of models. Particularly, The proposed method is
promising to overcome the bottleneck problem caused by
high collinearity of components, because after proper mode
reduction collinearity is unlikely exist any more. Moreover, a
full N -way CPD may be avoid but without loss of structural
information of data, if only partial factors are of interest. The
essential uniqueness of CPD of mode reduced tensors was also
theoretically investigated. Simulations confirmed the efficiency
and validity of the proposed method.
The special algebraic structure (i.e., Khatri-Rao product
structure) plays a key role in CPD of tensors, which shows that
the factors in CP model have very tight intrinsic connections.
In fact, once one factor with full column rank has been
determined, all the other factors are also determined. Hence the
classical ALS routine perhaps is not the best choice for CPD.
This phenomenon may motivate us to develop more efficient
and robust CPD algorithms in the future.
APPENDIX A
PROOF OF LEMMA 1
Proof: We use mathematical induction. From Lemma 1,
we have krA(1)A(2) ≥ min(J, krA(1) + krA(2) − 1), that is,
i) holds for P = 2. Now we assume that the statement i) is
true for P = K (K ≥ 2), that is,
kr⊙K
p=1A
(p) ≥ min(J,
∑K
p=1
krA(p) − (K − 1)). (32)
In the following we will show that the statement is also true
for P = K + 1.
kr⊙K+1
p=1 A
(p) =krA(K+1)[A(K)A(K−1)··· A(1)]
≥min(J, krA(K+1) + kr⊙K
p=1A
(p) − 1)
≥min(J, krA(K+1) − 1
+ min(J,
∑K
p=1
krA(p) − (K − 1)))
≥min(J, krA(K+1) − 1 + J,
K+1∑
p=1
krA(p) −K)
≥min(J,
∑K+1
p=1
krA(p) − [(K + 1)− 1]),
thereby showing that i) also holds for P = K+1. This ends the
proof of statement i). In the above we have used that krA(p) ≥
1, ∀n, which leads to J ≤ J + krA(K+1) − 1.
Regarding ii), note that
kr⊙P
p=1A
(n) ≥min(J, krA(P ) + kr⊙P−1
p=1 A
(p) − 1)
= min(J, kr⊙P−1
p=1 A
(p) + (krA(P ) − 1))
≥kr⊙P−1
p=1 A
(p) .
Similarly, we can prove that kr⊙P
p=1A
(n) ≥ kr⊙P
p=2A
(p) .
Following these procedures, we prove ii).
The proof is complete.
APPENDIX B
PROOF OF PROPOSITION 1
Proof of Proposition 3: Consider that Y{N−1} =JA(1), . . . ,A(N−2),A(N)A(N−1)K where the two factors
with the minimum Kruskal ranks are merged into one mode.
Let t = krA(N)A(N−1) . We only need to show that∑N−2
k=1 krA(k) + t ≥ 2J + (N − 2), a sufficient condition of
essential uniqueness of CPD of Y{N−1}.
From Lemma 1, t ≥ min(krA(N−1) + krA(N) − 1, J). There
are two cases:
1) krA(N−1) + krA(N) − 1 > J , i.e. t = J and
2krA(N−1) ≥ krA(N−1) + krA(N) ≥ J + 2. (33)
Note that
∑N−2
n=1 krA(n) ≥ (N − 2)krA(N−1) . From (33) and
t = J , we have∑N−2
n=1
krA(n) + t− [2J + (N − 2)]
≥(N − 2)J + 2
2
+ J − [2J + (N − 2)]
≥1
2
(N − 4)J ≥ 0,
(34)
that is,
∑N−2
k=1 krA(k) + t ≥ 2J + (N − 2).
2) krA(N−1) + krA(N) − 1 ≤ J , and hence t ≥ krA(N−1) +
krA(N) − 1. Moreover,∑N−2
n=1
krA(n) + t
≥
∑N−2
n=1
krA(n) + (krA(N−1) + krA(N) − 1)
=
∑N
n=1
krA(n) − 1
≥2J + (N − 2).
(35)
The proof is complete.
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APPENDIX C
PROOF OF PROPOSITION 4
Proof: The first inequality of (30) is
straightforward. We focus on the second one. Let
H = A˜(N−2) A˜(N−3) · · ·  A˜(1). From a˜(n)j T a˜(n)j = 1 for
any j = 1, 2, . . . , J and n 6= N − 1, we have
‖H‖F =
√
trace(HTH)
=
√
trace((A˜(1)T A˜(1))~(A˜(2)T A˜(2)) · · ·~(A˜(N−2)T A˜(N−2)))
=
√
J.
(36)
Note that
‖Y− JA˜(1), A˜(2), . . . , A˜(N)K‖F
=‖Y{N−1}(N−1) − (A˜(N) A˜(N−1))HT ‖F
=‖Y{N−1}(N−1) − (G−E)HT ‖F
≤‖Y{N−1}(N−1) −GHT ‖F + ‖EHT ‖F
=‖Y{N−1} − JA˜(1), A˜(2), . . . , A˜(N−2),GK‖F + K‖H‖F
≤‖Y{N−1} − JA(1),A(2), . . . ,A(N−2),A(N)A(N−1)K‖F
+ K
√
J
=‖Y− JA(1),A(2), · · · ,A(N)K‖F + K√J
≤∗ +
√
JK .
In the above, Y{N−1}(N−1) denotes the mode-(N−1) matricization
of mode reduced tensor Y{N−1}.
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