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Abstract
We prove that the eventual growth in time of the Sobolev norms of the solutions of the
KP-II equation is at most polynomial.
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1. Introduction
In this note we consider the initial value problem (IVP) for the Kadomtsev–
Petviashvili-II (KP-II) equation in R2
ut + uxxx + −1x uyy + uux = 0, u(0, x, y) = u0(x, y). (1.1)
In (1.1), −1x is seen as a Fourier multiplier with the singular symbol (i)−1. The KP-II
equation is a two-dimensional generalization of the KdV equation
ut + uxxx + uux = 0, u(0, x) = u0(x). (1.2)
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There has been much work on the well-posedness of (1.1) and (1.2) in Sobolev spaces.
Most of these works are based on applying the Picard iteration scheme to an equiva-
lent integral equation. In the context of the KdV equation the corresponding integral
equation is
u(t) = S(t)u0 −
∫ t
0
S(t − t ′)(u(t ′)ux(t ′)) dt ′, (1.3)
where S(t) = exp(−t3x) is the unitary group deﬁning the free evolution. Similarly, the
KP-II equation can be rewritten as
u(t) = W(t)u0 −
∫ t
0
W(t − t ′)(u(t ′)ux(t ′)) dt ′, (1.4)
where W(t) = exp(−t (3x + −1x 2y)) deﬁnes the free KP-II evolution.
When we apply the Picard iteration scheme for (1.3) with data in Hs(R), the crucial
step is to bound the second iteration, i.e., to get the estimate
∥∥∥ ∫ t
0
S(t − t ′)
(
S(t ′)(u0) S(t ′)(xu0)
)
dt ′
∥∥∥
Hs(R)
C‖u0‖2Hs(R). (1.5)
It turns out that (1.5) holds for s > − 34 (cf. [8]). Because of the anisotropic structure
of Eq. (1.1), it is natural to study the well-posedness of (1.1) in the anisotropic Sobolev
spaces
Hs1,s2(R2) := {u ∈ S′(R2) : ‖〈〉s1〈〉s2 û(, )‖L2, < ∞},
with s1 ∈ R and s2 ∈ R. Here S′(R2) is the space of tempered distributions in R2,
û0(, ) is the Fourier transform of u0 with the frequencies  and  corresponding to
x and y, respectively, and, for  ∈ R, we set 〈〉 := (1+||2) 12 . In the context of (1.4),
it is known (cf. [6,10]) that for s > − 13 ,
∥∥∥ ∫ t
0
W(t − t ′)
(
W(t ′)(u0)W(t ′)(xu0)
)
dt ′
∥∥∥
Hs,0(R2)
C‖u0‖2
Hs,0(R2)
. (1.6)
As it was observed in [12,6,10], it appears that the KP-II equation enjoys a remarkable
smoothing effect. Let us state a variant of this smoothing effect that was not written
explicitly in [12,6,10].
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Theorem 1. Let 0r < 14 . Then for every T > 0 there exists a constant C such that
sup
0 tT
∥∥∥ ∫ t
0
W(t − t ′)
(
W(t ′)(u0)W(t ′)(xu0)
)
dt ′
∥∥∥
L2(R2)
C ‖u0‖2
H−r,0(R2). (1.7)
We will give the proof of Theorem 1 in the next section. Interestingly, the result
corresponding to Theorem 1 fails in the context of the KdV equation.
Theorem 2. Let T > 0 and r > 0. Then there is no constant C > 0 such that for
every u0 ∈ H−r (R),
sup
0 tT
∥∥∥ ∫ t
0
S(t − t ′)
(
S(t ′)(u0) S(t ′)(xu0)
)
dt ′
∥∥∥
L2(R)
C‖u0‖2H−r (R). (1.8)
Estimates (1.6) and (1.7), together with the Fourier transform restriction method of
Bourgain give well-posedness results for the KP-II equation in low regularity Sobolev
spaces. It was proved in [6,10] that problem (1.1) is locally well-posed for data in
Hs1,s2(R2) with s1 > − 13 and s20 which extends an earlier result of Bourgain [1]
who proved the local well-posedness in Hs(R2), s0. Since the L2 norm is a conserved
quantity for the KP-II equation, the result of [1] also yields the global well-posedness.
Besides, it was proved in [7] that problem (1.1) is globally well-posed in Hs,0 with
s > − 114 .
Once the global dynamics is established, following Bourgain [2], we can ask for the
behavior for large times of the Sobolev norms of the solutions of the KP-II equation.
It may happen that a large time control on Sobolev norms is provided by conserved
quantities related to the equation in hand. It turns out to be the case for the KP-I
equation
ut + uxxx − −1x uyy + uux = 0, (1.9)
(cf. [13,9]). For example, the energy associated to (1.9)
1
2
∫
R2
u2x +
1
2
∫
R2
(−1x uy)2 −
1
6
∫
R2
u3
provides a control on the H 1,0 norm. The KP-II equation also has conserved quantities
but the only one useful to give bounds on the Sobolev norms seems to be the L2
conservation law. For example, the energy of the KP-II equation
E(u) := 1
2
∫
R2
u2x −
1
2
∫
R2
(−1x uy)2 −
1
6
∫
R2
u3 (1.10)
does not give a control on the H 1,0 norm of the solution.
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It turns out that estimate (1.7) can be used to obtain that if the Hs,0 norms of
the global solutions of the KP-II equation established in [7] grow, then it is at most
polynomially. Let us refer to [2,11] for earlier closely related papers. Here is the precise
statement of our main result.
Theorem 3. For s > − 114 and u0 ∈ Hs,0(R2) let u be the global solution of problem(1.1). Then there exist C > 0 and  > 0 such that for every t ∈ R,
‖u(t, ·)‖
Hs,0(R2)C(1 + |t |).
Let us notice that Theorem 3 is an improvement on the exponential bounds which
can be obtained as a basic byproduct of the well-posedness analysis (and the Gronwall
lemma).
Let us remark that Theorem 3 implies that if in addition u0 is such that E(u0) is
ﬁnite, then each term in the energy functional (1.10) grows at most polynomially with
the time.
The rest of this paper is organized as follows. In Section 2, we prove Theorem 1.
Next, in Section 3, we prove Theorem 2. The last section is devoted to the growth of
the Sobolev norms of the solutions of the KP-II equation (Theorem 3).
Notation: Throughout this article the notation x ∼ y for variable quantities x and y
will mean the existence of positive constants C1 and C2 such that C1|x| |y|C2|x|.
When we afﬁrm that a statement is valid for  = a+, where a ∈ R, we mean that there
is  > 0 such that the statement is true for  ∈ (a, a + ). The notation  = a− must
be interpreted in a similar manner.
2. A smoothing effect for the KP-II equation
In this section, we prove Theorem 1. Let us introduce the Bourgain spaces
Xs1,s2,b,ε :=
{
u ∈ S′(R3) : ‖u‖s1,s2,b,ε := ‖〈〉s1〈〉s2〈〉b〈〉2εû(	, , )‖L2	,, < ∞
}
,
where û is the Fourier transform in the space–time variables, with  and  as above
and 	 is the frequency corresponding to the time variable t,
 = (	, , ) := 	− 3 + 
2

is the symbol of the linear part of the equation, and,
 = (	, , ) := 
1 + ||3 .
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For b > 12 , Xs1,s2,b,ε is continuously embedded in the space Cb(Rt ;Hs1,s2(R2)) of
continuous and bounded functions deﬁned in R with values in Hs1,s2(R). For simplicity,
we will denote the space Xs,0,b,ε by Xs,b,ε and the norm ‖ · ‖s,0,b,ε by ‖ · ‖s,b,ε.
Fix T > 0. Let 
 ∈ C∞0 (R) which is equal to one on [0, T ] and let 
˜ ∈ C∞0 (R) be
equal to one on the support of 
.
Set u(t) := W(t)u0 and v(t) := 
˜(t)u(t). Then for b > 12 , the left-hand side of (1.7)
is bounded by
C
∥∥∥
(t) ∫ t
0
W(t − t ′)(v(t ′)vx(t ′)) dt ′∥∥∥
0,b,0
. (2.1)
Expression (2.1) can be bounded by (cf. e.g. [6,7])
C‖vvx‖0,b−1,0. (2.2)
In [6,12], it is proved that for
0r < 1
4
, b = 1
2
+
, ε = 1
3
+
,
one has the bilinear estimate,
‖x(uv)‖0,b−1,0C‖u‖−r,b,ε‖v‖−r,b,ε. (2.3)
Using (2.3), we obtain that (2.2) is bounded by
C‖v‖2−r,b,εC‖u0‖2H−r,0 .
This completes the proof of Theorem 1.
3. A negative result for the KdV equation
In this section, we prove Theorem 2. We can clearly assume that 0 < r < 32 . For
N 	 1, we set
 := T N−2 
 1,
with 0 < T < 1, to be chosen later. Next, we deﬁne uN via its Fourier transform by
ûN () := 1() + 2(),
6 J.P. Isaza et al. / J. Differential Equations 220 (2006) 1–17
where 1, 2 ∈ C∞0 (R), 01, 21 are such that
1() =
{
1 for  ∈ I˜1 := [− 2 , 2 ],
0 for  /∈ I1 := [−, ]
and
2() =
{
1 for  ∈ I˜2 := [N + 2 , N + N2r − 2 ],
0 for  /∈ I2 := [N,N + N2r ].
Observe that for 0 < r < 32 ,
‖uN‖H−r ∼ √.
If
vN(t) :=
∫ t
0
S(t − t ′)(x[S(t ′)uN ]2) dt ′
then
[vN(t)]̂x() = ieit3 ∫ t
0
e−it ′
3
g(t
′) dt ′,
where
g(t
′) = [eit ′(·)3 ûN ∗ eit ′(·)3 ûN ]().
We next observe that
ĝ(	) =
∫
R1
(	− 31 − (− 1)3)ûN (1)ûN (− 1) d1
and we can therefore write
ieit
3
∫ t
0
e−it ′
3
g(t
′) dt ′ = ieit3
∫ ∞
−∞
eit (	−3) − 1
i(	− 3) ĝ(	) d	
= ieit3
∫
R
eit (
3
1+(−1)3−3) − 1
i(31 + (− 1)3 − 3)
ûN (1)ûN (− 1) d1
= −ieit3
∫
R
e−it1(−1) − 1
3i1(− 1) ûN (1)ûN (− 1) d1.
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From the deﬁnition of ûN it is clear that supp̂vN(t) is contained in the disjoint
union of the next three sets
{ | ∃1(1 ∈ I1 ∧ − 1 ∈ I1)} = [−2, 2],
{ | ∃1(1 ∈ I2 ∧ − 1 ∈ I2)} = [2N, 2N + 2N2r ]
and
{ | ∃1[(1 ∈ I1 ∧ − 1 ∈ I2) ∨ (1 ∈ I2 ∧ − 1 ∈ I1)]}
= [N − , N + N2r + ] =: I.
In this manner:
‖̂vN(t)‖2L2 
∫
I
|̂vN(t)()|2 d
 C|t |2
∫
I
2
∣∣∣∫
()
ûN (1)ûN (− 1)1 − e
−it1(−1)
it1(− 1) d1
∣∣∣2 d,
where
() = {1 | (1 ∈ I1 ∧ − 1 ∈ I2) ∨ (1 ∈ I2 ∧ − 1 ∈ I1)}.
From the symmetry of the integrand in the integral with respect to 1 it follows that
‖̂vN(t)‖2L2  2Ct2
∫
I
2
∣∣∣∫
()
ûN (1)ûN (− 1)1 − e
−it1(−1)
it1(− 1) d1
∣∣∣2 d
 C|t |2
∫
I
2
∣∣∣∫
()
ûN (1)ûN (− 1) Re
[1 − e−it1(−1)
it1(− 1)
]
d1
∣∣∣2d,
where
() = {1 | 1 ∈ I1 ∧ − 1 ∈ I2}.
Let us choose 0 > 0 such that if |z| < 0 then Re
[
1−e−z
z
]
> 12 . For  ∈ I , 1 ∈ I1,
− 1 ∈ I2, we have that
|it1(− 1)|CT N2 = CT T .
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Therefore, ﬁxing T := 02CT , it follows that for t ∈ [T2 , T ]
‖̂vN(t)‖2L2CT 2
∫
I
2
∣∣∣∫
()
ûN (1)ûN (− 1) d1
∣∣∣2 d.
Taking into account that ûN (1)ûN (− 1) = 1 for  ∈ I˜ := [N,N + N2r ], 1 ∈ I˜1,
and − 1 ∈ I˜2, we have that
‖̂vN(t)‖2L2CT 2
∫
I˜
2
∣∣∣{1 ∈ I˜1 | − 1 ∈ I˜2}∣∣∣2 d.
Let us set
J :=
[
N + 
2
, N + N2r − 
2
]
.
Then for  ∈ J ,
|{1 ∈ I˜1 | − 1 ∈ I˜2}| 2 .
Hence for t ∈ [T2 , T ],
‖̂vN(t)‖2L2CT 2
∫
J
22 dCT 2N22|J |CT 2N22N2r ≡ CT N2r−4.
In this way, for t ∈ [T2 , T ],
∥∥∥ ∫ t
0
S(t − t ′)(x[S(t ′)uN ]2) dt ′∥∥∥
L2
CT Nr−2.
Consequently, if (1.8) holds then we would have that for all N,
CT N
r−2C‖uN‖2H−r (R)CT N−2,
which is a contradiction for r > 0 and N 	 1. This completes the proof of Theorem 2.
We complete this section by noticing that a slight modiﬁcation of the above argument
shows that uN can be chosen real valued.
J.P. Isaza et al. / J. Differential Equations 220 (2006) 1–17 9
4. Growth of the Sobolev norms for the global solutions of the KP-II equation
In this section, we prove Theorem 3. We start by deﬁning the restrictions on time
intervals of the spaces Xs1,s2,b,ε. More precisely, for T > 0, b > 12 , we deﬁne the
space Xs1,s2,b,ε[0, T ] as the set of restrictions
{u|[0,T ] : u ∈ Xs1,s2,b,ε}
endowed with the norm
‖v‖Xs1,s2,b,ε[0,T ] := inf{‖u‖s1,s2,b,ε : u ∈ Xs1,s2,b,ε and u|[0,T ] = v}.
We ﬁrst study the growth of ‖u(t)‖Hs,0 when s0. The polynomial bound in t for
‖u(t)‖Hs,0 will be a consequence of Proposition 1 stated ahead. The proof of this
proposition is based on the following lemma.
Lemma 1. For s0, b = 12
+
, ε = 13
+
and u0 ∈ Hs,0, there exist C > 0, T =
T (‖u0‖L2) > 0, and a unique u ∈ Xs,b,ε[0, T ] solution of the IVP (1.1) such that u
has an extension w ∈ Xs,b,ε with
‖w‖s,b,εC‖u0‖Hs,0 , ‖w‖0,b,εC‖u0‖L2 .
Proof. For  > 0 let us denote by Hs,0 (R
2) the space Hs,0(R2) with the equivalent
norm deﬁned by
‖u0‖Hs,0 := ‖u0‖L2 + ‖u0‖Hs,0 .
Similarly, we denote by Xs,b,ε; the space Xs,b,ε with the equivalent norm
‖u‖s,b,ε; := ‖u‖0,b,ε + ‖u‖s,b,ε.
Recall that our concept of solution for problem (1.1) comes from the Duhamel’s formula
u(t) = W(t)u0 − 12
∫ t
0
W(t − t ′)x[u(t ′)]2 dt ′,
where [W(t)u0 ]̂ () := eitm()û0() with m() := 3− 2 and  := (, ) is the variable
in the frequency space corresponding to the spatial variable (x, y).
Let  ∈ C∞0 (R) be such that 01,  ≡ 1 in [0, 1] and supp ⊆ (−1, 2). Let
us consider the operator  deﬁned by
(v) := (·t )W(·t )u0 − 12GT (xv
2),
10 J.P. Isaza et al. / J. Differential Equations 220 (2006) 1–17
where GT is an operator associated to the integral part of Duhamel’s formula given by
GT (f ) := (T −1·t )I(f ) + II(f ) +(·t )III(f ),
with
I(f ) := C
∫
R2
ei(x+y)eitm()
(∫ ∞
−∞
eit − 1
i
T ()f̂ (, 	) d	
)
d,
II(f ) := C
∫
R2
ei(x+y)
(∫ ∞
−∞
eit	
i
(1 − T ())f̂ (, 	) d	
)
d,
III(f ) := C
∫
R2
ei(x+y)eitm()
(∫ ∞
−∞
−1 − T ()
i
f̂ (, 	) d	
)
d.
Here T ∈ C∞0 (R	), 0T 1, T ≡ 1 in [−T −
1
2 , T − 12 ], suppT ⊂ [−2T −
1
2 , 2T − 12 ]
and  ≡ 	− m().
We observe that for 0 t min{T , 1}, GT (f )(t) coincides with the integral part of
Duhamel’s formula.
By a procedure similar to that used in [5] it can be seen that
‖(·t )W(·t )u0‖s,b,ε;  C‖u0‖Hs,0 ,
‖GT (f )‖s,b,ε;  CT ‖f ‖s,b−1,ε;,
‖x(uv)‖s,b−1,ε;  C‖u‖s,b,ε;‖v‖s,b,ε;,
where the positive constants C and  do not depend on  and T.
From the above estimates it follows that the operator  sends the space Xs,b,ε; into
itself and that
‖(v)‖s,b,ε;C‖u0‖Hs,0 + CT
‖v‖2
s,b,ε;.
If T  18C2‖u0‖
H
s,0

, then from the former estimates we have that  is a contraction
from the closed ball B(0; 2C‖u0‖Hs,0 ) of Xs,b,ε; into itself.
For u0 ∈ Hs,0 − {0} let  := ‖u0‖L2‖u0‖Hs,0 > 0. Thus ‖u0‖Hs,0 = 2‖u0‖L2 . If we choose
T such that
T  = min
{ 1
16C2‖u0‖L2
, 1
}
,
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then  has a unique ﬁxed point w in B(0; 2C‖u0‖Hs,0 ) = B(0; 4C‖u0‖L2). Clearly
u = w|[0,T ] is a solution of the (IVP) (1.1) in [0, T ] and
‖w‖s,b,ε;4C‖u0‖L2 .
Therefore,
‖w‖0,b,ε4C‖u0‖L2 , ‖w‖s,b,ε4C‖u0‖L2;
that is
‖w‖s,b,ε 4C‖u0‖L2

= 4C‖u0‖Hs,0 .
This completes the proof of Lemma 1. 
Proposition 1. For s0, let u, u0 and T be as in Lemma 1. Then there exists  ∈ (0, 1]
such that for every t ∈ [0, T ],
‖u(t)‖2
Hs,0 − ‖u0‖2Hs,0C‖u0‖2−Hs,0 , (4.1)
where C = C(‖u0‖L2). Here  = 1 if 0s < 14 , and  =
1
4
−
s
if s 14 .
Proof. By a density argument and the theorem of continuous dependence on the initial
data it sufﬁces to establish (4.1) for solutions u corresponding to initial data u0 in
H∞(R2) ≡ ∩s1,s2∈RHs1,s2(R2)
with −1x u0 := F−1( û0i ) ∈ H∞(R2). Here F−1 denotes the inverse Fourier transform.
These solutions satisfy both Duhamel’s formula and the differential equation in (1.1),
and besides, they have enough smoothness to perform a priori estimates in this equation
(cf. [7, Proof of Lemma 2]).
Since ‖u(t)‖L2 remains constant, it is sufﬁcient to estimate
‖Dsxu(t)‖L2 ≡ ‖||s û(t)()‖L2 .
From an a priori estimate in the equation and considering the extension w of u obtained
in Lemma 1, we have that
‖Dsxu(t)‖2L2 − ‖Dsxu0‖2L2 = −2
∫ t
0
∫
R2
Dsx(uux)D
s
xu dx dy dt
′
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= −2
∫ +∞
−∞
∫
R2
[0,t](t
′)Dsx(wwx)[0,t](t
′)Dsxw dx dy dt ′
 C‖[0,t](·t ′)Dsxw‖0,(1−b−),0‖[0,t](·t ′)Dsx(wwx)‖0,(b−−1),0.
From Lemma 3 in [7] the term on the right-hand side of the last inequality does not
exceed
CT ‖Dsxw‖0,(1−b−)+,0‖Dsx(wwx)‖0,b−1,0C‖Dsxw‖0,b,0‖DxDsx(w2)‖0,b−1,0
C‖Dsxw‖0,b,0(‖Dx(wDsxw)‖0,b−1,0 + ‖Dx[Dsxw2 − wDsxw]‖0,b−1,0)
=: C‖Dsxw‖0,b,0 (I + II ).
From (2.3), for 0r < 14 ,
IC‖w‖−r,b,ε‖Dsxw‖−r,b,ε.
To estimate II we take into account that
II
∥∥∫
R3
||
〈〉1−b
∣∣||s − |2|s∣∣|ŵ(1)||ŵ(2)| d1∥∥L2 ,
where  := (, , 	), 1 := (1, 1, 	1), 2 := − 1, and 2 := − 1.
If s1, then
∣∣||s − |2|s∣∣C(|1|s + |1||2|s−1) and therefore
II  C
∥∥∫
R3
||
〈〉1−b (|1|
s + |1||2|s−1)|ŵ(1)||ŵ(2)| d1
∥∥
L2
 C
∥∥∫
R3
||
〈〉1−b |1|
s |ŵ(1)||ŵ(2)| d1
∥∥
L2
+C∥∥∫
R3
||
〈〉1−b |1||2|
s−1|ŵ(1)||ŵ(2)| d1
∥∥
L2
.
From estimate (2.3), it follows that we may bound this last expression by
C‖Dsxw‖−r,b,ε‖w‖−r,b,ε + C‖Dxw‖−r,b,ε‖Ds−1x w‖−r,b,ε
C‖Dsxw‖−r,b,ε‖w‖−r,b,ε + C‖w‖1−
1
s−r,b,ε‖Dsxw‖
1
s−r,b,ε‖w‖
1
s−r,b,ε‖Dsxw‖
1− 1
s−r,b,ε
C‖w‖−r,b,ε‖Dsxw‖−r,b,ε.
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If 0s < 1, then
∣∣||s − |2|s∣∣C(|1|s + |1| s2 |2| s2 ), and therefore
II  C
∥∥∫ ||
〈〉1−b |1|
s |ŵ(1)||ŵ(2)| d1
∥∥
L2
+C∥∥∫ ||〈〉1−b |1| s2 |2| s2 |ŵ(1)||ŵ(2)| d1
∥∥
L2
 C‖Dsxw‖−r,b,ε‖w‖−r,b,ε + C‖D
s
2
x w‖−r,b,ε‖D
s
2
x w‖−r,b,ε
 C‖Dsxw‖−r,b,ε‖w‖−r,b,ε + C(‖w‖
1
2−r,b,ε‖Dsxw‖
1
2−r,b,ε)
2.
Collecting the above estimates, and, bearing in mind Lemma 1, we obtain that
‖Dsxu(t)‖2L2 − ‖Dsxu0‖2L2  C‖Dsxw‖0,b,0‖w‖−r,b,ε‖Dsxw‖−r,b,ε
 C‖w‖s,b,ε‖w‖0,b,ε‖w‖(s−r),b,ε
 C‖u0‖Hs,0‖u0‖L2‖w‖(s−r),b,ε.
If 0s < 14 , then, we take r = s in the last estimate and obtain that
‖w‖(s−r),b,ε = ‖w‖0,b,εC‖u0‖L2 .
If s 14 , then we take r ∈ (0, 14 ) and observe that
‖w‖(s−r),b,εC‖w‖
r
s
0,b,ε‖w‖
1− r
s
s,b,εC‖u0‖
r
s
L2
‖u0‖1−
r
s
H s,0
.
Hence
‖Dsxu(t)‖2L2 − ‖Dsxu0‖2L2C‖u0‖2−Hs,0 ,
where  = 1 if 0s < 14 and  = rs if s 14 . This completes the proof of Proposi-
tion 1. 
Proof of Theorem 3. (i) When s0:
Given t > 0, there is N such that (N−1)T  t < NT (T is the constant of Lemma 1).
For i = 0, . . . , N − 1 let gi := ‖u(iT )‖2Hs,0 , and let gN := ‖u(t)‖2Hs,0 .
If for 1 iN , gigi−1, then g

2
i − g

2
i−1C.
If for 1 iN , gi−1 < gi , then g

2
i − g

2
i−1 = 2 g˜i (

2−1)(gi − gi−1) for some g˜i
between gi−1 and gi .
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Therefore, from Proposition 1, it follows that
g

2
i − g

2
i−1

2
gi−1(

2−1)(gi − gi−1) 2gi−1
( 2−1)Cgi−1(1−

2 ) = 
2
CC.
Thus
g

2
N − g

2
0 =
N∑
i=1
(g

2
i − g

2
i−1)CN.
Hence
gN(g

2
0 + CN)
2
 g0 + C1N 2 .
Since N t
T
+ 1, from the former inequality we conclude that
‖u(t)‖2
Hs,0‖u0‖2Hs,0 + C1
( t
T
+ 1
) 2

.
(ii) When − 114 < s < 0:
Following [4], for N1 we deﬁne in Hs,0 the equivalent norm ‖ · ‖sN given by
‖u0‖sN := ‖INu0‖L2 , where (INu0)̂ () := M()û0() and
M() := MN() :=
{
1 if ||N,
||s
Ns
if || > N.
When in Hs,0 we use the norm ‖ · ‖sN we will refer to the space Hs,0N . Clearly,
‖u0‖Hs,0‖u0‖sNCN |s|‖u0‖Hs,0 .
In Xs,b,ε we deﬁne the equivalent norm ‖ · ‖sbεN given by ‖u‖sbεN := ‖INu‖0,b,ε,
where (INu)̂ () = M()̂u(). The space Xs,b,ε with this new norm will be denoted
by XsbεN and the space of its restrictions to [0, T ] will be denoted by XsbεN [0, T ].
For  > 0 we deﬁne
(u0)(x, y) := 
2
3 u0(
1
3 x, 
2
3 y)
and
u(x, y, t) := 
2
3 u(
1
3 x, 
2
3 y, t).
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From these deﬁnitions it is easily veriﬁed that for  ∈ (0, 1)
‖(u0)‖Hs,0  C
1
6− |s|3 ‖u0‖Hs,0 ,
‖(u0)−1‖Hs,0  C−
1
6 ‖u0‖Hs,0 ,
‖(u0)‖sN  CN |s|
1
6− |s|3 ‖u0‖Hs,0 .
From the homogeneity of the KP-II equation, u ∈ XsbεN [0, t] is solution of the (IVP)
(1.1) in [0, t] with initial value u0 if and only if u ∈ XsbεN [0, t ] is solution of (1.1)
in [0, t ] with initial value (u0). It was proved in [7] that there are positive constants
R and C, independent of N, such that if ‖v0‖sNR, then (1.1) with initial value v0
has solution v in [0, 1] with
‖v‖XsbεN [0,1]2CR and ‖v(1)‖2sN‖v(0)‖2sN + CN−, (4.2)
where  ∈ (2|s|, 2−3b). Estimate (4.2) is a consequence of an almost L2 conservation
law for the KP-II equation whose proof uses estimate (2.3) for the bilinear form x(uv).
If N and  are positive numbers such that
‖(u0)‖sNCN |s|(
1
6− |s|3 )‖u0‖Hs,0 =
R
2
, (4.3)
then, from (4.2), we can obtain a solution u of (1.1) with initial datum (u0) in the
time interval [0, k] as far as (k − 1)CN− 34R2.
The largest integer k with this property is the integer k¯ for which
(k¯ − 1)CN− 3
4
R2 < k¯CN−.
Thus k¯ > CN for certain constant C. For the solution u in [0, k¯] we have that
‖u|[i−1,i]‖XsbεN [i−1,i]2CR ∀i = 1, . . . , k¯. (4.4)
Our aim is to estimate ‖u(t)‖Hs,0 , where u is the global solution of (1.1) with initial
value u0. For that, we will estimate ‖u( t )‖Hs,0 . From (4.4) and taking into account
that XsbεN [i − 1, i] is continuously embedded in Cb([i − 1, i];Hs,0N ), with immersion
constant C1 independent of N, we will have that
∥∥∥∥u
(
t

)∥∥∥∥
sN
C12CR ≡ C˜ (4.5)
if we can guarantee that k¯ > t .
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From (4.3), ( 16− |s|3 ) = CN−|s|. Thus
 = CN −6|s|1−2|s| (4.6)
and t = CtN
6|s|
1−2|s|
. Thus to have k¯ > t it is sufﬁcient to choose N in such a way that
CN > CtN
6|s|
1−2|s| . (4.7)
This is possible if
 >
6|s|
1 − 2|s| . (4.8)
Since for s ∈ (− 114 , 0), 6|s|1−2|s| < 2 − 3b, we may choose  ∈ (2|s|, 2 − 3b) satisfy-
ing (4.8). We then take N satisfying (4.7) and such that N ∼ tN 6|s|1−2|s| , that is,
N ∼ Ct 1−2|s|−2|s|(+3) . For t sufﬁciently large, the value of  given by (4.6) is such that
0<<1.
Then, since (u(t))(x, y) = u( t )(x, y), from (4.5) and the scaling bounds it follows
that
‖u(t)‖Hs,0 = ‖((u(t)))−1‖Hs,0C−
1
6 ‖(u(t))‖Hs,0C−
1
6 ‖(u(t))‖sN
= C− 16
∥∥∥∥u
(
t

)∥∥∥∥
sN
CC˜− 16
and from (4.6), we conclude that
‖u(t)‖Hs,0CN
|s|
1−2|s| ≡ Ct |s|−2|s|(+3) .
This completes the proof of Theorem 3. 
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