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Abstract
Let K be a number field and S a finite set of prime ideals of K. By a classical
result of Shafarevich ([Sil86]) we know that there are finitely many isomorphism
classes EK,S of elliptic curves defined over K with good reduction outside S. Many
people have developed methods of computing EK,S explicitly. At the end, all the
methods ask for solutions of specific Diophantine equations in order to determine
EK,S. In this thesis we develop a new algorithmic method of computing EK,S by
solving S–unit equations.
The method is implemented in the mathematical software Sage ([Dev16]) and
examples are included in this thesis.
vii
Chapter 1
Introduction
The development of computers during the second half of 20th century has ex-
tremely affected modern science including modern mathematics. As a result
computational mathematics has been a very rich, useful and necessary area of
mathematics the last 60 years. Even in number theory and arithmetic geometry
which were considered as the most ‘abstract’ areas of mathematics computations
play an crucial role. For example, one of the 7 millennium problems in mathemat-
ics, the Birch and Swinnerton–Dyer conjecture (BSD), was a consequence of much
experimental evidence ([BSD63], [BSD65]). Moreover, the huge LMFDB project
([LMF16]) is the biggest collection of data of the most important mathematical
objects of modern number theory and arithmetic geometry.
One of the first and systematic collections of data in arithmetic geometry with
the use of computers is Cremona’s tables ([Cre97]). Cremona uses the theory of
modular symbols to compute all elliptic curves over Q of given conductor. One
can try to do the same computations over a general number K or ask the following
more general question,
1
Question 1.1. Given a number field K and a finite set S of prime ideals of K,
can we find elliptic curves over K whose conductors are divisible only by primes
in S? Are they finitely many? Can we find all of them?
Question 1.1 has both theoretical and computational interest. The first result
is a theorem by Shavarevich which claims that the set of elliptic curves of Question
1.1 is finite (see Section 2.1). However, Shavarevich’s proof does not give a
practical algorithm of computing the curves and other sophisticated ideas have
to be used.
Several people have tried to make Question 1.1 explicit and compute all the
curves ([CL07], [BR16], [CPV16]). However, every algorithm ends up asking for
solutions of specific Diophantine equations. In the current thesis we develop a
new algorithm which solves S–unit equations (see Section 2.6) to answer Question
1.1. In our knowledge is the first time that S–unit equations are directly used to
compute curves with good reduction outside S over a number field K.
Let E be an elliptic curve that is an answer of Question 1.1. We also assume
that S contains all the primes above 2. The λ–invariant of E (see Section 2.1)
lies in the 2–division field L of E. We define
SL = {B ⊂ OL : B is a prime such that ∃p ∈ S with B|p}.
We denote by OL,SL and O∗L,SL the ring of SL–integers and the group of SL–units
of L respectively (see Section 2.2). We also denote by K(S, 6)12 the natural image
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of the Selmer group K(S, 12) into K(S, 6) (see Section 2.2). We also define
O∗L,K,SL,1 = {x ∈ O∗L,SL|NormL/K(x) = 1}
O∗L,K,SL,±1 = {x ∈ O∗L,SL|NormL/K(x) = ±1}
µ = 1− λ
j = 28
(λ2 − λ+ 1)3
λ2(1− λ)2
w = j2(j − 1728)3
The main result of this thesis is the following,
Theorem 1.2. Let K be a number field, S a finite set of prime ideals of K that
contains all primes above 2 and E an elliptic curve over K with good reduction
outside S with j–invariant equal to j. Then the 2–division field L of E is a Galois
extension of K unramified outside S with Galois group isomorphic to a subgroup
of S3.
Moreover, λ and µ are solutions of the S–unit equation
λ+ µ = 1
where λ, µ ∈ O∗L,SL. When Gal(L/K) is not the trivial group we can assume extra
conditions for λ and µ as follows:
• Suppose Gal(L/K) = C2, then λ ∈ O∗L,K,SL,1 and µ ∈ O∗L,SL,
• Suppose Gal(L/K) = C3 = 〈σ〉, then λ ∈ O∗L,K,SL,±1 and σ(λ) = 1µ ,
• Suppose Gal(L/K) = S3 = 〈σ, τ〉 such that σ3 = τ 2 = 1 and τστ = σ−1.
3
Then λ ∈ O∗L,Lτ ,SL,1 ∩ O∗L,Lσ ,SL,±1 and σ(λ) = 1µ , where  Lτ and Lσ are the
fixed fields of τ and σ respectively.
Conversely, let assume that Gal(L/K) is not trivial and j, w, µ as above. If λ
and µ satisfy the above conditions, according to the structure of Gal(L/K), then
j ∈ OK,S. Moreover, if w ∈ K(S, 6)12 then j is the j–invariant of an elliptic
curve with good reduction outside S ∪ {p ⊂ OK : p | 3}.
Theorem 1.2 is the main ingredient of the new algorithm we develop in this
thesis. Together with some results of Cremona and Lingham ([CL07], Section
2.7) Theorem 1.2 allows us to answer Question 1.1 explicitly.
In more details, in this thesis Chapter 2 contains the necessary background
material someone needs to understand the thesis and fixes the notation. In Chap-
ter 3 we prove the first half of Theorem 1.2 and we clearly state the main steps of
the new algorithm. In Chapter 4 we prove that there are finitely many candidate
2–division fields L for E and we give an algorithm of computing them which has
its own interest. We make use of Kummer theory which we have explained earlier
in Chapter 2.
In Chapter 5 we prove the second half of Theorem 1.2 together with some
results which allow us to reduce the number of S–unit equations we have to
solve. Chapter 6 makes use of the properties λ and µ according to Theorem
1.2 to develop a suitable to our problem sieve of solving S–unit equations based
on and improving Wildanger’s and Smart’s ideas ([Sma99], [Wil00]). Finally,
Chapter 7 contains general conclusions.
Throughout the thesis we explain each step of the new algorithm working out
in detail the example K = Q and S = {2, 3, 23}.
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Chapter 2
Background
In this chapter we recall basic materials that are used in the thesis. We refer to the
books of Silverman [Sil86] and Cohen [Coh93], [Coh00] for a detailed exposition.
Throughout this thesis
• K is a number field,
• S(or SK) a finite set of prime ideals of K,
• OK the ring of integers of K,
• O∗K the unit group of OK ,
• p a prime ideal of K,
• Kp the completion of K with respect to p,
• OKp the ring of integers of Kp,
• O∗Kp the unit group of OKp ,
• pip a uniformizer of OKp ,
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• kp the residue field of OKp ,
• E(or E/F ) an elliptic curve defined over a field F .
2.1 Elliptic curves
An elliptic curve E over a field F is a non–singular projective curve of genus 1
with a specified basepoint O that is defined over F . By Riemann–Roch theorem,
one can prove that E has always a plane model with equation of the form
Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X
2Z + a4XZ
2 + a6Z
3 (2.1)
where a1, · · · , a6 ∈ F , and it is called a Weierstrass equation of E. Here O =
[0 : 1 : 0] and it is called the point at infinity. If F = K (or Kp) such that
a1, · · · , a6 ∈ OK (or OKp) then (2.1) is called an integral Weierstrass equation of
E. In general, we write the Weierstass equation of E using the non–homogeneous
coordinates x = X
Z
and y = Y
Z
,
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6 (2.2)
In this thesis we usually denote an elliptic curve E using the affine Weierstrass
equation (2.2). Two different Weierstrass equations (2.2) for E are related by a
linear change of variables of the form
x = u2x′ + r, y = u3y′ + su2x′ + t,
with u ∈ F ∗ and r, s, t ∈ F .
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We define the quantities
b2 = a
2
1 + 4a2, b4 = 2a4 + a1a3, b6 = a
2
3 + 4a6,
b8 = a
2
1a6 + 4a2a6 − a1a3a4 + a2a23 − a24,
c4 = b
2
2 − 24b4,
c6 = −b32 + 36b2b4 − 216b6,
∆ = −b22b8 − 8b34 − 27b26 + 9b2b4b6,
j =
c34
∆
.
We can easily verify the relations
4b8 = b2b6 − b24, 1728∆ = c34 − c26.
The quantity ∆ is called the discriminant of the Weierstrass equation and j the
j–invariant of E.
If char(F ) 6= 2 then the change of variables (x, y) 7→ (x, 1
2
(y− a1x− a3)) gives
E : y2 = 4x3 + b2x
2 + 2b4x+ b6. (2.3)
In addition, if char(F ) 6= 3 then the change of variables (x, y) −→ (x−3b2
36
, y
108
) to
(2.3) gives
E : y2 = x3 − 27c4x− 54c6 (2.4)
If F denotes the separable closure of F then,
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Proposition 2.1. (i) A Weierstrass equation defines a non–singular curve if
and only if ∆ 6= 0.
(ii) Two elliptic curves are isomorphic over F if and only if they have the same
j–invariant.
(iii) Let j0 ∈ F . Then there exists an elliptic curve defined over F (j0) whose
j–invariant is equal to j0.
Proof. See [Sil86, Proposition III.1.4].
Group law
Let E be an elliptic curve over F . We define
E(F ) =
{
(x, y) ∈ F 2 : (x, y) ∈ E} ∪ {O}.
One shows that E(F ) can obtain the structure of an abelian group with iden-
tity element O. We denote by + the operator of the group law and nP =
n-times︷ ︸︸ ︷
P + P + . . .+ P . If F is a number field then the following fundamental result
holds.
Theorem 2.2. E(F ) is finitely generated. E(F ) is called the Mordell–Weil group
of E over F .
Proof. See [Sil86, Chapter VIII].
For a positive integer n we define the n–torsion subgroup E[n] of E to be
E[n] =
{
P ∈ E(F ) : nP = O}
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The following theorem holds,
Theorem 2.3. Let E be an elliptic curve defined over F and n a positive integer.
• If char(F ) = 0 or (char(F ), n) = 1, then
E[n] ' Z
nZ
× Z
nZ
• If char(F ) = p > 0 then one of the following is true:
(i) E[pe] ' {O} for all e = 1, 2, 3, · · ·
(ii) E[pe] ' Z
peZ for all e = 1, 2, 3, · · ·
Proof. See [Sil86, Corollary III.6.4].
We define the 2–division polynomial of E to be f2,E(X) = 4X
3 + b2X
2 +
2b4X + b6. An easy calculation shows that 2
4∆ = ∆(f2,E).
The 2–division field F (E[2]) is the field extension of F adjoining the three
roots of f2,E. One can show that F (E[2])/F is a Galois extension and its Galois
group is isomorphic to a subgroup of S3.
Isogenies
Let E1 and E2 be elliptic curves. A morphism φ : E1 −→ E2 such that φ(OE1) =
OE2 is called an isogeny. Two curves E1 and E2 are called isogenous if there
exists a isogeny from one to the other. The degree of φ, denoted deg φ, is its
degree as a finite map of curves. If charF = 0 then deg φ = #φ−1(OE2). For
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each isogeny φ there is an isogeny φˆ : E2 −→ E1 with the same degree n such
that φ ◦ φˆ = [n] and φˆ ◦ φ = [n]. The isogeny φˆ is called the dual isogeny of φ.
Example: Assuming that charF 6= 2 and a, b ∈ F such that r = a2 − 4b and
br 6= 0. The two elliptic curves
E1 :y
2 = x3 + ax2 + bx
E2 :Y
2 = X3 − 2aX2 + rX
are isogenous under the isogenies,
φ : E1 −→ E2 φˆ : E2 −→ E1,
(x, y) 7−→
(
y2
x2
,
y(b− x2)
x2
)
(X, Y ) 7−→
(
Y 2
4X2
,
Y (r −X2)
8X2
)
.
One can show that deg φ = 2 and φˆ is the dual isogeny of φ. We have kerφ =
{OE1 , (0, 0)} and ker φˆ = {OE2 , (0, 0)}.
Legendre form
Definition 2.4. An elliptic curve is in Legendre form if its Weierstrass equation
can be written as
y2 = x(x− 1)(x− λ).
Theorem 2.5. Assume that char(F ) 6= 2, 3.
(i) Each elliptic curve is isomorphic over F to an elliptic curve in Legendre
form
Eλ : y
2 = x(x− 1)(x− λ)
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for some λ ∈ F with λ 6= 0, 1.
(ii) The j–invariant of Eλ is
j(Eλ) = 2
8 (λ
2 − λ+ 1)3
λ2(1− λ)2 .
(iii) The map
F \ {0, 1} −→ F , λ 7−→ j(Eλ),
is surjective and exactly six–to–one except above j = 0 and j = 1728, where
it is two–to–one and three–to–one, respectively.
Proof. See [Sil86, Proposition III.1.7].
Let e1, e2, e3 be the three roots of f2,E for an elliptic curve E. We define the
λ–invariant λ of E to be λ = e1−e2
e1−e3 . One can show that E is isomorphic over F
to the Legendre elliptic curve Eλ.
Even though we define λ–invariant using the roots of f2,E which depend on
the model we have chosen, Theorem 2.5 says that λ is independent of the model
of E. Moreover, one can show that λ is divisible only by primes that divide 2NE,
where NE is the conductor of E (see Chapter 3).
Remark: Every element of the set Λ :=
{
λ, 1− λ, 1
λ
, 1
1−λ ,
λ
λ−1 , 1− 1λ
}
maps to
the same j–invariant under the above map and so E is isomorphic over F to Et
for every t ∈ Λ. By the definition of λ we understand that F (E[2]) ⊇ F (λ).
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Minimal discriminant
Let E be an elliptic curve over a number field K and p a prime ideal of K. By
the natural embedding of K to Kp we can see that E is also defined over Kp. For
an integral Weierstrass equation of E over Kp with discriminant ∆Kp we have
vp(∆Kp) ≥ 0. So, vp(∆Kp) has a minimal value among all the integral Weierstrass
models of E over Kp. We say that a Weierstrass equation for E over K is minimal
at p if it is integral as a curve over1 Kp and vp(∆) is minimal. The minimal value
of vp(∆) is called the valuation of the minimal discriminant of E at p.
Proposition 2.6. (i) Every elliptic curve E/Kp has a minimal Weierstrass
equation.
(ii) A minimal Weierstrass equation of E/Kp is unique up to a change of vari-
ables with u ∈ O∗Kp and r, s, t ∈ OKp.
Proof. See [Sil86, Proposition VII.1.3].
Having chosen a minimal Weierstrass equation of E at p we can reduce the
coefficients mod p and get a curve Ep over kp. If the valuation of the minimal
discriminant of E at p is zero then the curve Ep is nonsingular, so an elliptic
curve over kp. In this case we say that E has good reduction at p, otherwise bad
reduction at p.
Let M0K be the set of prime ideals of K. If ∆p is the discriminant of a minimal
Weierstrass model of E over K at p, then the minimal discriminant DE/K of E
over K is the ideal
∏
p∈M0K p
vp(∆p). Fixing a Weierstrass model of E over K with
1It is important to mention that we are always able to find a minimal Weierstrass model of
E at p with ai ∈ OK .
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discriminant ∆, there exists up ∈ K for each p ∈ M0K such that ∆ = u12p ∆p. If
we define a∆ =
∏
p∈M0K p
−vp(up) then it holds
DE/K = (∆)a12∆ .
One can show that the ideal class a¯E/K of a∆ is independent of the Weierstrass
model for E and a¯E/K is called the Weierstrass class of E over K. A global minimal
Weierstrass model for E over K is a Weierstrass integral model of E over K such
that DE/K = (∆).
Proposition 2.7. There exists a global minimal Weierstrass model for E over
K if and only if a¯E/K = (1).
Proof. See [Sil86, Proposition VIII.8.2].
Even though we are not always able to find a global minimal model for E, we
are able to find an integral model that is minimal at each fixed prime p (Tate’s
algorithm [Sil94, IV §9]).
Let K be a number field and S a finite set of prime ideals of K. We say that
an elliptic curve E over K has good reduction outside S if it has good reduction
at all primes not in S. The following classical result due to Shafarevich holds.
Theorem 2.8 (Shafarevich). Let K be a number field and S a finite set of prime
ideals of K. Then up to isomorphism over K, there are only finitely many elliptic
curves E over K which have good reduction outside S.
Proof. See [Sil86, Theorem IX.6.1].
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We denote by EK,S the set of curves that Theorem 2.8 describes. Unfortu-
nately, the proof of Shafarevich’s theorem can not be translated in an algorithm
that computes EK,S. The goal of this thesis is to make the above theorem explicit.
Isogenous curves have the same set of bad primes.
Proposition 2.9. Let E1/K and E2/K be two isogenous over K elliptic curves.
Then E1 has good reduction at p if and only if E2 has good reduction at p.
Proof. See [Sil86, Corollary VII.7.2].
Twists
Let E be an elliptic curve over K. A twist of E is an elliptic curve E ′/K that
is isomorphic to E over K. The set of twists of E, modulo K–isomorphisms, is
denoted by Twist ((E,O)/K).
Let E be an elliptic curve over K of the form y2 = x3 + a2x
2 + a4x + a6 and
d ∈ K∗. We denote by E(d) the elliptic curve given by
E(d) : y2 = x3 + a2dx
2 + a4d
2x+ d3a6 (2.5)
and it is called the twist of E by d. Note that j(E(d)) = j(E) and ∆(E(d)) =
d6∆(E). We can explicitly describe Twist ((E,O)/K).
Proposition 2.10. Let
n =

2, if j 6= 0, 1728,
4, if j = 1728,
6, if j = 0.
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Then Twist ((E,O)/K) is canonically isomorphic to K∗/K∗n.
More precisely, if E is given in the Weierstrass form
E : y2 = x3 + Ax+B
and d ∈ K∗, then the element d mod K∗n corresponds to the curve with Weier-
strass equation
(i) y2 = x3 + d2Ax+ d3B if j 6= 0, 1728,
(ii) y2 = x3 + dAx if j = 1728,
(iii) y2 = x3 + dB if j = 0.
Proof. See [Sil86, Proposition X.5.4].
S–integral points
Let K be a number field, S a finite set of prime ideals of K and E an elliptic
curve over K. A point P = (x, y) on E(K) is called2 S–integral if x, y ∈ OK,S.
If S = ∅ then P is called integral point.
Theorem 2.11 (Siegel). Let K be a number field, S a finite set of prime ideals
of K and E an elliptic curve over K. The set of S–integral points of E(K) is
finite.
Proof. See [Sil86, Corollary IX.3.2.1].
2See Section 2.2 for the definition of OK,S .
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2.2 Number fields
2.2.1 S–properties
Let K be a number field and S a finite set of prime ideals of K. We define the
ring of S–integers and the group of S–units of K to be
OK,S = {x ∈ K : vp(x) ≥ 0,∀p 6∈ S}
O∗K,S = {x ∈ K : vp(x) = 0,∀p 6∈ S}
We observe that O∗K,S is the group of units for OK,S. One can show that OK,S is a
Dedekind domain and O∗K,S is a finitely generated abelian group. The generators
of O∗K,S can be chosen to be algebraic integers and O∗K,S decomposes as
O∗K,S = O∗K ⊕
#S⊕
i=1
Zγi (2.6)
where γi 6∈ O∗K .
We say that an ideal I of K is S–integral if vp(I) ≥ 0 for all p 6∈ S. We define
the S–class group C`S(K) of K and S to be the class group of OK,S.
Proposition 2.12. There is a canonical isomorphism
C`S(K) ' C`(K)/ 〈p¯〉p∈S
where 〈p¯〉 is the subgroup of C`(K) generated by the images of p in C`(K).
Proof. See [Coh00, Proposition 7.4.4].
For a positive natural integer n we define the n–Selmer group of K and S to
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be
K(S, n) = {x ∈ K∗/K∗n : vp(x) ≡ 0 mod n,∀p 6∈ S} .
The n–Kummer exact sequence of O∗K,S holds:
1→ O∗K,S/O∗nK,S → K(S, n) an−→ C`S(K)[n]→ 1
where C`S(K)[n] is the n–torsion subgroup of C`S(K) and the map an : K(S, n)→
C`S(K)[n] is given by x 7→ [IS] such that (x)OK,S = InS .
Proposition 2.13. Let m,n be two coprime positive integers. Then
K(S,mn) ' K(S,m)×K(S, n)
under the identity map and inverse (u, v) 7→ vamubn such that am+ bn = 1.
Proof. See [CL07, Proposition 2.1].
For positive integers m,n we denote by K(S,m)mn the image of the natural
map K(S,mn)→ K(S,m).
For an extension L/K of number fields and a set SL of prime ideals of L we
define
O∗L,K,SL,1 = {x ∈ O∗L,SL|NormL/K(x) = 1}
O∗L,K,SL,±1 = {x ∈ O∗L,SL|NormL/K(x) = ±1}
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Finally, for a place p of K we define its absolute value to be,
|x|p =

p−fpvp(x), if p is a finite prime.
|σp(x)|, if p is an infinite real prime.
|σp(x)|2, if p is an infinite complex prime.
where σp is the associated embedding into R or C when p is an infinite place and
fp is the residual degree and p the rational prime below p when p is a finite prime.
2.2.2 Hilbert symbol
In this paragraph we present the basic properties of Hilbert symbol without get-
ting into the details (see [Neu99] for a good exposition of the topic).
Let F be a local field or R, C and n a positive integer. We also assume that
µn ⊂ F ∗, where µn is the group of the n–th roots of unity of F . The general
Hilbert symbol of F with respect to n is a nondegenerate bilinear pairing
( ,
F
)
n
: F ∗/F ∗n × F ∗/F ∗n −→ µn.
We skip the index when n = 2 and we simply call it Hilbert symbol of F .
The general Hilbert symbol has some fundamental properties:
Proposition 2.14. Let a, b, c ∈ F ∗. Then,
(i)
(
ab,c
F
)
n
=
(
a,c
F
)
n
(
b,c
F
)
n
.
(ii)
(
a,bc
F
)
n
=
(
a,b
F
)
n
(
a,c
F
)
n
.
(iii)
(
a,b
F
)
n
= 1⇔ a is a norm for the extension F ( n√b)/F .
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(iv)
(
a,b
F
)
n
=
(
b,a
F
)−1
n
.
(v)
(
a,1−a
F
)
n
= 1 and
(
a,−a
F
)
n
= 1.
(vi) if
(
a,b
F
)
n
= 1 for all b ∈ F ∗ then a ∈ F ∗n.
Proof. See [Neu99, Proposition V.3.2].
The Hilbert symbol of F , n = 2, can also be defined by
(
a, b
F
)
=

1, if z2 = ay2 + bx2 has a solution in P2(F ).
−1, otherwise.
The natural embedding of K ↪→ Kp allows us to define general Hilbert symbol
of K with respect to p and n.
For a number field K we define the map
(
,
K
)
: K∗/K∗2 × K∗/K∗2 7−→ µ2
such that
(
a,b
K
)
= 1 if z2 = ay2 + bx2 has a solution in P2(K), otherwise −1.
Even though the above map is not a symbol, because it is not bilinear, we call it
(global) Hilbert symbol of K.
2.2.3 More results
Let K be a number field. A useful result that we use later in Chapter 4 is the
following,
Proposition 2.15. Let K be a number field and f an irreducible polynomial over
K of degree n. If K(f) is the splitting field of f then Gal(K(f)/K) ⊂ An if and
only if ∆(f) is a square in K.
Proof. See [Coh93, Proposition 6.3.1].
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Let G = 〈g0, g1, · · · , gn〉 be a finitely generated subgroup of K∗ and p a prime
ideal of K. Let g ∈ G such that g = ∏ni=0 gxii with |xi| ≤ bi for i = 0, 1, · · · , n
where bi are positive integers.
Lemma 2.16. With the above notation there exists a finite set of elements µi ∈ K
for i = 0, 1 · · · , sn such that
(i) ordp(µi) = 0.
(ii) sn = n if ordp(gi) = 0 for all i = 0, 1, · · · , n otherwise sn = n− 1.
(iii) There are integers yi with |yi| ≤ |xi| ≤ bi such that
g = µ0
sn∏
i=1
µyii .
Proof. See [Sma98, Lemma IX.3].
2.3 p–adic analysis
Let p be a prime ideal of a number field K, p the rational prime below p and ep
and fp the ramification and residual degree of p. Let q = p
fp . For an element
x ∈ Kp we define
ordp(x) =
ordp(x)
ep
.
With respect to ordp(·) we define
|x|p = p− ordp(x).
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The absolute value |·|p is global in the sense that has the same value if we consider
x as an element of a finite extension Lp of Kp.
For an element x ∈ Kp such that |x− 1|p < 1 we define the p–adic logarithm
by
logp(x) = −
∞∑
i=1
(1− x)i
i
.
We can extend the above definition for all element x ∈ Kp such that |x|p = 1
in the following way. Let o be the multiplicative order of x modulo p. We choose
t such that pt > ep then one can show that ordp(1− xopt) > 1. Thus we define
logp(x) =
1
opt
logp(x
opt) =
−1
opt
∞∑
i=1
(1− xopt)i
i
.
Then logp satisfies the usual property. For x, y ∈ Kp such that |x|p = |y|p = 1 we
have logp(xy) = logp(x) + logp(y). For an element x that satisfies |x|p < p−
1
p−1 it
also holds
ordp
(
logp (1 + x)
)
= ordp x.
For more details about p-adic analysis see [Sma98, Chapter II].
2.4 Kummer theory
Let K be a number field. An extension L/K is called abelian if L/K is Galois
and its Galois group Gal(L/K) is an abelian group. If Gal(L/K) is a cyclic group
then the extension is called cyclic. In this section we explicitly describe all cyclic
extensions of K of prime degree `, and those which are unramified outside a given
set of prime ideals S of K.
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The case ζn ∈ K
Let K be a number field and ζn a primitive n–th root of unity such that ζn ∈ K.
Kummer theory gives a description of the abelian Galois extensions of K with
exponent dividing n.
Theorem 2.17 (Kummer). Let K be a number field such that ζn ∈ K for n a
positive integer. If Kn is the maximal abelian extension of K of exponent n and
GK = Gal(K/K) the Galois group of the algebraic closure of K then
Hom(Gal(Kn/K), µn) ' H1(GK , µn) ' K∗/K∗n.
Proof. See [NSW08, Theorem 6.2.2]
An immediate consequence of the above theorem is the following proposition.
Proposition 2.18. Let B be a finite subgroup of K∗/K∗n. The map B 7→ L =
K( n
√
B), where K( n
√
B) is the Galois extension of K adjoining the n–th roots of
all elements of B, is a bijection between the finite subgroups of K∗/K∗n and finite
abelian extensions of K with exponent dividing n. Moreover,
(i) An extension L/K is a cyclic extension of degree n if and only if there exists
a ∈ K∗ such that a is exactly of order n in K∗/K∗n and L = K( n√a).
(ii) The two cyclic extensions L1 = K( n
√
a1) and L2 = K( n
√
a2) are K–isomorphic
if and only if there exists an integer j coprime to n and γ ∈ K∗ such that
a2 = a
j
1γ
n.
Proof. Use Theorem 2.17 or see [Coh00, Theorem 10.2.5, Corollary 10.2.7].
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Since an abelian Galois extension is a tower of abelian Galois extensions of
prime degree, for the rest of the section we work on the case n = ` be a prime. We
really care to describe Galois extensions of K with prime degree whose relative
discriminant is not divisible by primes outside a finite set of primes S of K.
Proposition 2.19. Let K be a number field, ` a prime number such that ζ` ∈ K
and L = K(
√`
a), where a ∈ K∗ \ K∗`. For a prime ideal p of OK we define
z(p, `) = `vp(1− ζ`) + 1. Then p is unramified in L/K if and only if `|vp(a), and
in addition, either p - ` or p | ` and the congruence
x` ≡ a mod pz(p,`)−1+vp(a)
has a solution in K.
Proof. See [Coh00, Corollary 10.2.12].
Corollary 2.20. Let K be a number field, ` a prime number such that ζ` ∈ K,
L = K(
√`
a), where a ∈ K∗ \ K∗` and S a finite set of primes ideals of OK. If
L/K is unramified outside S then a ∈ K(S, `).
Proof. By Proposition 2.19 and the definition of K(S, `).
The case ζn 6∈ K
The situation is more complicated when ζn 6∈ K. We have to adjoin ζn in K to
get an extension Kz = K(ζn). Using Kummer theory we find a cyclic extension
Lz of Kz of degree n with suitable properties. Then we go down to the desired
extension L. Again we care only for the case n = `, an odd prime. Because of
the necessity to work with Kz and Lz we state the following proposition.
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Proposition 2.21. Let L be a number field and L1 and L2 two abelian extensions
of L with Galois groups G1 and G2, respectively. Then the compositum L1L2 of
L1 and L2 is an abelian extension of L, and G1 and G2 can be identified with
subgroups of Gal(L1L2/L2) and Gal(L1L2/L1), respectively. Moreover, G1 '
Gal(L1L2/L2) if and only if L1 ∩ L2 = L.
Proof. See [Coh00, Proposition 5.3.1].
Let g0 be a primitive root mod `. Then the following proposition gives all
the necessary information about the extension Kz.
Proposition 2.22. The extension Kz/K is a cyclic extension of degree d =
`−1
m
for some divisor m of `− 1 with m < `− 1. The Galois group GKz = Gal(Kz/K)
is generated by the automorphism τ with order d which is defined by τ(ζ`) = ζ
g
`
and τ(x) = x for x ∈ K, where g = gm0 .
Proof. See [Coh00, Proposition 5.3.2].
Let W be an F`–vector space together with an action of GKz . For the rest of
the section, the abelian group law of W is written multiplicatively.
Then τ acts as an endomorphism t of W , of order dividing d. Since d |
(`− 1) hence is coprime to `, Xd− 1 is squarefree polynomial in F`[X], hence t is
diagonalizable. Moreover, the eigenvalues of t are among of the roots of Xd − 1,
hence are among the elements of F∗` which are roots of this polynomial, these are
powers of g = gm0 . By linear algebra we know that W = ⊕0≤k<dWk, where Wk is
the eigenspace corresponding to the eigenvalue gk of τ .
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For 0 ≤ k < d we define,
ek =
1
d
∑
0≤a<d
g−kaτa = −m
∑
0≤a<d
g−kaτa ∈ F`[GKz ].
Proposition 2.23. The eigenspace Wk is equal to ekW = {xek | x ∈ W}.
Proof. See [Coh00, Corollary 5.3.4]
Now we are in position to present the main theorem in the case ζ` 6∈ K with
W = K∗z/K
∗`
z .
Theorem 2.24. Let K be a number field and L an abelian extension of K of
degree `. Assume that ζ` 6∈ K, Kz = K(ζ`) and Lz = L(ζ`). Let g0 be a primitive
root modulo `, d = [Kz : K] =
l−1
m
and g = gm0 as above. Finally, let W =
K∗z/K
∗`
z .
(i) Any element a ∈ Kz such that Lz = Kz(
√`
a) belong to the eigenspace W1 of
W .
(ii) If Lz = Kz(θ) with θ =
√`
a as in (i), then L = K(η) with
η = TrLz/L(θ) =
∑
0≤i<d
τ i(θ)
where τ is any extension to Lz of the K–automorphism τ of Kz.
(iii) A defining polynomial for L/K is given by the polynomial
P (X) =
∏
0≤j<`
(
X −
∑
0≤i<d
ζjg
i
` τ
i(θ)
)
∈ K[X].
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(iv) We have
θ =
1
`
∑
0≤j<`
ζ−j` σ
j(η).
(v) Conversely, if we are given a abelian extension L of K of prime degree ` by
L = K(η) and if we define θ by the above formula, then a = θ` ∈ K(`) and
a ∈ W1.
Proof. See [Coh00, Theorem 5.3.5].
Even though Theorem 2.24 gives a defining polynomial for L/K, we need to
know an extension of τ to Lz/K. We define λ0 =
∑
0≤i<d g
d−1−iτ i. For any
element λ in Z[Gz] such that λ ≡ λ0 mod `, hence both g and m are coprime to
`, we have that λ¯ ≡ ce1 mod ` for some c ∈ F∗` . Since W is a F`–vector space,
we have that e1W = λ¯W . By the definition of W1 we have that τ(a) = a
gγ` for
some γ ∈ K∗z . Since W1 = e1W , by Proposition 2.23, we have W1 = λ¯W and we
understand that a = βλδ` for some β ∈ K∗z .
Proposition 2.25. Let a ∈ K∗z such that τ(a) = agγ` for some γ ∈ K∗z . Then
a = βλδ`, where
β = γ−ξζk` with ξ =
(
gd − 1
`
)−1
mod `
for some integer k and some δ ∈ K∗z .
Conversely, let β be given such that a = βλ and let λ = λ0 + ν` for ν ∈ Z[Gz]
and λ0 as above. Then τ(a) = a
gγ` with γ = βµ and µ = −gd−1
`
+ (τ − g)ν.
Proof. See [Coh00, Proposition 5.3.6].
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Corollary 2.26. Keep the notation of Theorem 2.24 and Proposition 2.25. Then
if a = βλ, we can take τ(θ) = θgβµ.
Proof. See [Coh00, Corollary 5.3.7].
Example: Let assume that ` = 3. Then we have that d = 2, m = 1, g0 = g = 2,
λ = λ0 = e1 = 2 + τ , ν = 0 and ξ = −1. By Theorem 2.24 we know that a ∈ W1,
so a = βλδ3 for some δ ∈ K∗z . If δ = 1 Corollary 2.26 says that τ(θ) = θgβµ = θ
2
β
and by Theorem 2.24 we have a defining polynomial of L/K to be
P (X) = X3 − 3eX − eTrKz/K(β)
where e = NormKz/K(β).
2.5 Lattices
Let n be a positive integer. A lattice L in Rn is a Z–module spanned by n linearly
independent vectors. The set of linearly independent vectors is called a basis of
L. Formally L is of the form
L =
{
n∑
i=1
xi~bi : xi ∈ Z
}
where the vectors ~b1, · · · ,~bn are a basis for L. We denote by B the matrix with
columns ~bi, i = 1, · · · , n.
We denote by 〈, 〉 the usual euclidean inner product of Rn. The following
theorem holds,
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Theorem 2.27 (Gram–Schmidt). A vector space with basis ~b1, · · · ,~bn and inner
product 〈, 〉 has a orthogonal basis given by ~b∗1, · · · ,~b∗n where
~b∗i = ~bi −
i−1∑
j=1
µi,j~b
∗
j , i = 1, · · · , n,
where the µi,j are given by
µi,j =
〈
~bi,~b
∗
j
〉
〈
~b∗j ,~b
∗
j
〉 .
A powerful tool in lattices and computational number theory is LLL–algorithm.
In the next lines we give a brief exposition of some of its properties (see [LLL82] or
[Sma98, chapter V]). We call a basis B of a lattice LLL–reduced if the associated
Gram–Schimdt basis B∗ satisfies
(i) |µi,j| ≤ 12 , 1 ≤ j < i ≤ n,
(ii) ‖~b∗i + µi,i−1~b∗i−1‖2 ≥ 34‖~b∗i−1‖2, 1 < i ≤ n
Such a basis always exists and a quick algorithm of computing it is given in
[LLL82]. A LLL–reduced basis has a lot of very nice properties. For a lattice L
and a vector ~y ∈ Rn we denote
`(L, ~y) =

min~v∈L ‖~v − ~y‖, if ~y 6∈ L,
min0 6=~v∈L ‖~v‖, if ~y ∈ L.
Theorem 2.28. Let B be a LLL–reduced basis for a lattice L. For all ~v 6= 0 in
L it holds
‖~b1‖2 ≤ c1‖~v‖2,
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where c1 = max
{
‖~b1‖2
‖~b∗i ‖2
: 1 ≤ i ≤ n
}
.
Proof. See [Sma98, Theorem V.9].
Let ~y ∈ Rn such that ~y 6∈ L. Let B be an LLL–reduced basis for L. We define
~φ = B−1~y. We denote by [·] the nearest integer function.
Theorem 2.29. Let i0 be the largest index such that [φi0 ] 6= 0. Then for all ~v ∈ L
it holds
‖~v − ~y‖2 ≥ c−11 · [φi0 ] · ‖~b1‖2,
where c1 is defined in Theorem 2.28.
Proof. See [Sma98, Theorem V.10].
The above theorems can be used to get a lower bound for `(L, ~y). We have
to mention that we can use c1 = 2
n−1.
2.6 S–unit equation
Let K be a number field and G1, G2 two finitely generated subgroups of K
∗. We
call S–unit equation the Diophantine equation of the form
ax+ by = 1 (2.7)
where (x, y) ∈ G1 ×G2 and a, b are fixed elements of K∗.
Theorem 2.30. Let K be a number field and S a finite set of prime ideals of K.
If a, b ∈ K∗ then the S–unit equation
ax+ by = 1
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has finitely many solutions (x, y) where x, y ∈ O∗K,S. The number of solutions is
at most 3 · 7[K:Q]+2#S.
Proof. See [Sil86, Theorem IX.4.1] and [Eve84].
Since the equation (2.7) plays an important role in number theory with many
applications, it has been studied a lot. Many methods of solving S–unit equa-
tions algorithmically have been developed, starting with De Weger’s thesis work
where he gave an algorithmic solution for the special case K = Q using lattice
approximation reduction algorithms ([Weg87], [Weg88]). Many others used and
extended De Weger’s idea to solve S–unit equations over an arbitrary number
field ([TdW89], [Sma95], [TW92], [Sma98], [EG16]).
2.7 Cremona–Lingham method
Let K be a number field and S a finite set of prime ideals of K. In this section we
briefly explain Cremona–Lingham method ([CL07]) which is an algorithm that
computes EK,S.
Cremona and Lingham show that for computing EK,S it is enough to determine
the j–invariant of the curves in EK,S. Given j they explicitly construct3 an elliptic
curve E over K with good reduction outside S and j–invariant equal to j. Then
by twisting they compute all the curves of EK,S.
Since we want to explicitly find models of curves, it is necessary to find criteria,
based on invariants of the model, that tell us when a model of a curve E has good
reduction at a prime p and good reduction outside S.
3If it is possible.
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Proposition 2.31. Let E be an elliptic curve over a number field K with good
reduction at p. Then for any Weierstrass model of E, with invariants c4, c6,∆,
there exists an integer e such that
ordp(∆) = 12e, ordp(c4) ≥ 4e, ordp(c6) ≥ 6e.
In addition, if ordp(6) = 0 then the above condition is sufficient.
Proof. See [CL07, Lemma 3.1].
Let assume that j 6= 0, 1728. We define S(n) = S ∪ {p : p | n}.
Proposition 2.32. Let E be an elliptic curve over K with good reduction outside
S and j(E) = j. Let w = j2(j − 1728)3. Then
∆ ∈ K(S, 12), j ∈ OK,S, w ∈ K(S, 6)12.
Conversely, if j ∈ OK,S with w ∈ K(S, 6)12 then there exist elliptic curves E with
j(E) = j and good reduction outside S(6).
Proof. See [CL07, Proposition 3.2].
Remark: Since w ∈ K(S, 6)12 there exists u ∈ K∗ such that (3u)6w ∈ K(S, 12).
Then an elliptic curve E that Proposition 2.32 guarantees has the form
E : y2 = x3 − 3u2j(j − 1728)x− 2u3j(j − 1728)2.
The idea of Cremona–Lingham method is to consider all possible4 w ∈ K(S, 6)12
4The set of w is finite.
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and determine the possible j ∈ OK,S. For each w they find j by computing S–
integral points on the Mordell curve y2 = x3 − 1728w.
Proposition 2.33. Let K be a number field and S a finite set of prime ideals of
K. Let w ∈ K(S, 6). Each j ∈ OK,S \{0, 1728} with j2(j−1728)3 ≡ w mod K∗6
has the form j = x
3
w
= 1728+ y
2
w
, where (x, y) is an S–integral point on the elliptic
curve
Ew : y
2 = x3 − 1728w
with xy 6= 0.
Proof. See [CL07, Proposition 3.3].
There are general algorithms with very good implementations of computing
S–integral points for curves over Q ([Sma98], [ST94], [PZGH99], [Dev16]). If we
forget the fact that the current implementations work only for curves over Q,
their big disadvantage is that they require a basis of the Mordell–Weil group.
Finding a basis for the Mordell–Weil group is not an easy and finite problem yet.
It is related to the BSD conjecture and the finiteness ofX(E/K) (see [Ste91] for
a brief exposition of BSD from the computational point of view).
Since it is not always possible to find all S–integral points of the curves Ew,
there are cases in practice where Cremona–Lingham method is not able to give
us the complete set of curves EK,S. The new idea is to compute j by computing
the associate λ using the relation of Theorem 2.5.
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Chapter 3
Using λ–invariant
In this chapter we give a summary of the new method of computing EK,S. As
we saw in the Cremona–Lingham method (see Section 2.7) given K and S it is
enough to determine the K–isomorphism classes of the curves in EK,S in order to
compute EK,S, equivalently to determine the j–invariants of the curves in EK,S.
However, Cremona and Lingham determine j by computing S–integral points on
specific Mordell curves. But the only method of computing S–integral points on
a curve which has existing implementation does require a Mordell–Weil basis.
The new idea is to compute the j–invariants by computing the λ–invariants
of the curves. If we know λ then by Theorem 2.5 we can compute j. However, λ
is not a random element, instead λ satisfies special properties. For the rest of the
chapter we assume that E is an elliptic curve over K with good reduction outside
S, j = j(E), λ = λ(E) and L = K(E[2]) the 2–division field of E. We have
to mention that the idea of using λ–invariant to compute EK,S was suggested to
John Cremona by Noam Elkies after a personal contact in July 2010.
Let p be a prime not in S(2). We have mentioned in Section 2.1 that we
33
can find an integral model of E that is minimal at p with discriminant ∆. Let
f2,E be the 2–division polynomial of E with roots e1, e2 and e3. We define
g(x) = x3 + b2x
2 + 23b4x+ 2
4b6. An easy calculation shows that
24∆ = ∆(f2,E) = 2
8
∏
1≤i<j≤3
(ei − ej)2, (3.1)
∆(g) = 24∆(f2,E), (3.2)
∆(g)t = k2∆(L/K), (3.3)
for some k ∈ OK not equal to 0 and t = 3 if [L : K] = 6 and 1 otherwise.
We just showed that p - 2∆ ⇒ p - ∆(L/K), thus the relative extension L/K is
unramified outside S(2). We know that L/K is a Galois extension with Galois
group isomorphic to a subgroup of S3. So, we have proved the following.
Proposition 3.1. Let E be an elliptic curve over a number field K and good
reduction outside a finite set S of primes ideals of K. Then the 2–division field
L of E is a Galois extension of K unramified outside S(2) with Galois group
isomorphic to a subgroup of S3.
In addition, we have shown that p - 2∆ ⇒ p - (ei − ej) for 1 ≤ i < j ≤ 3.
Let SL = {B ⊂ OL : B is a prime such that ∃p ∈ S(2) with B|p} then by the
definition of λ–invariant of E we have that λ ∈ O∗L,SL . By Theorem 2.5 µ := 1−λ
is also a λ–invariant of E and satisfies the same properties as λ. So, µ ∈ O∗L,SL .
The new method has the following main steps:
• We compute all candidate 2–division fields for given K and S. These are
Galois extensions of K, unramified outside S(2) and Gal(L/K) ' C1, C2,
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C3 or S3. We use Kummer theory to find L using the methods of Section
2.4.
• We solve the S–unit equation
λ+ µ = 1
where λ, µ ∈ O∗L,SL . We give necessary and sufficient conditions for λ and µ
which make the algorithms of solving S–unit equations effective (see Chap-
ter 5).
• We compute EK,S using Cremona–Lingham results as we described in section
2.7. We find the j–invariants of the curves using the λ–invariants we have
computed in the previous step and the relation in Theorem 2.5.
In the rest of this thesis we go into the details of the main steps of the above
method from both the algorithmic and theoretical point of view.
The most expensive part of the method is the solution of the S–unit equations.
Since the rank of the groups involved in solving the S–unit equation have a
significant effect on the running time of the algorithms to solve the equation, we
will show that λ and µ often lie in subgroups of smaller rank than O∗L,SL , which
improves the efficiency of the algorithm significantly. Moreover, we reduce the
number of S–unit equations we have to solve making the assumption that we
compute curves up to isogeny. This is a very natural assumption since the set
EK,S is a union of isogeny classes and computing isogenies is not computationally
hard.
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Chapter 4
Constructing 2–division fields
In this chapter we use Kummer theory, as it is described in Section 2.4, in order
to develop a method that computes all candidate 2–division fields for the set
of elliptic curves EK,S. The steps of the algorithm depend on the structure of
the Galois group of the extension and the roots of unity that the base field K
contains. After presenting the algorithm in the next three section, we give a
worked example in Section 4.4 and include pseudocode version of the algorithms
in Section 4.5.
We assume that we are able to compute Selmer groups of number fields with-
out any computational cost.
4.1 Quadratic extensions
Since ζ2 = −1 ∈ K we can use Corollary 2.20. We compute all quadratic exten-
sions of K unramified outside S using algorithm 1 page 44.
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4.2 Cubic extensions
4.2.1 The case ζ3 ∈ K
The case ζ3 ∈ K can be handled similarly to the quadratic case using Corollary
2.20 again. See algorithm 2 page 45.
4.2.2 The case ζ3 6∈ K
In the case ζ3 6∈ K we have to use Theorem 2.24. We define Kz = K(ζ3) and
Sz = {B : B prime of OKz ,∃p ∈ S with B | p}. We also denote Lz = L(ζ3) and
it holds Gal(Lz/K) = C6. Since gcd([Kz : K], [Lz : Kz]) = 1, a prime p ∈ S is
ramified in L/K if and only if the primes in Sz above p are ramified in Lz/Kz.
We construct Lz/Kz using the algorithm of the previous paragraph since ζ3 ∈
Kz now. That means Lz = Kz( 3
√
a) with a ∈ Kz(Sz, 3). However, it does not
always hold that Gal(Lz/K) = C6 for every element of Kz(Sz, 3). By Theorem
2.24 a should lie in W1. By Proposition 2.25 that means
a ∈ W1 ⇔ τ(a)
a2
∈ K∗3z ⇔ τ(a)a ∈ K∗3z ⇔ NKz/K(a) ∈ K∗3z .
Since ζ3 6∈ K we have that K∗ ∩ K∗3z = K∗3. As a result we have NKz/K(a) ∈
K∗3z ⇔ NKz/K(a) ∈ K∗3.
Corollary 4.1. With the above notation it holds that an element a of Kz(Sz, 3)
lies in W1 if and only if NKz/K(a) ∈ K∗3.
Let aτ(a) = β3 where β ∈ K∗. Since ζ3 6∈ K we understand that β is unique.
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We define β˜ = a
β
, then it holds
β˜2+τ = β˜2β˜τ =
a2
β2
· τ(a)
β
= a.
By the example at the end of Section 2.4 we can compute a defining polynomial
of L/K which is the following,
f(X) = X3 − 3eX − eTrKz/K(β˜) = X3 − 3βX − TrKz/K(a),
where e = NKz/K(β˜) = β and TrKz/K(β˜) =
TrKz/K(a)
β
. See algorithm 3 page 45.
At the end we compute cubic extensions of K unramified outside S using the
algorithm 4 page 46.
4.3 S3 extensions
By the above sections we have a method of constructing all the quadratic and
cubic Galois extensions of a number field K which are unramified outside a finite
set S of prime ideals of K. For S3 extensions of K we use the fact that the group
S3 is solvable. This means that we are able to obtain an S3 extension as a tower of
a quadratic and cubic extensions. Even though we care about S3 extensions in the
rest of the section we describe an algorithm of constructing dihedral extensions
Dp with p an odd prime p ≡ 3 mod 4. For p = 3 it holds Dp = S3.
Let K ⊂M ⊂ L be a tower of Galois extensions where Gal(M/K) ' C2 and1
Gal(L/M) ' Cp where p is an odd prime p ≡ 3 mod 4. We fix the notation such
that Gal(L/M) = 〈σ〉, Gal(M/K) = 〈τ〉, f(x) ∈ M [x] is a defining polynomial
1See Chapter 2 for the details of constructing Cp extensions.
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of L/M with the coefficient of xp−1 equal to 0, f τ = τ(f) and Lτ is the splitting
field of f τ . We use the same notation for any lift of τ and σ to the absolute
Galois group Gal(K¯/K).
Proposition 4.2. It holds that Lτ/M is a cyclic extension of order p.
Proof. Since τ(L) = Lτ we have [Lτ : M ] = p and it is Galois as the splitting
field of a polynomial.
Theorem 4.3. The extension L/K is Galois if and only if L = Lτ .
Proof. Let K be the algebraic closure of K. It holds that L/K is Galois ⇔ ∀φ ∈
Gal(K¯/K) : φ(L) = L ⇔ σ(L) = L and τ(L) = L ⇔ τ(L) = L since L/M is
Galois.
From now on we assume that L/K is Galois. The group Gal(L/K) acts on the
roots of f as a subgroup of Sp. Since p ≡ 3 mod 4 we know that Cp is a subgroup
of the alternating group Ap but Dp is not. The goal is to find an irreducible
monic polynomial h of degree p over K with splitting field K(h) a subfield of L.
Considering discriminants, we are able to check the case Gal(K(h)/K) = Cp and
as a result to distinguish2 Gal(L/K) = Dp and C2p.
For the special case f = f τ (i.e. f ∈ K[x]) we have:
Lemma 4.4. Let f be a defining polynomial of L/M with f ∈ K[x]. Then
∆(f) 6=  in K∗ if and only if Gal(L/K) ' Dp.
Proof. Let K(f) be the splitting field of f over K. Since L/K is Galois and f is
a defining polynomial of L/M we have K ⊂ K(f) ⊂ L. From Proposition 2.15
we have that ∆(f) = ⇔ Gal(K(f)/K) = Cp ⇔ Gal(L/K) = C2p.
2Dp does not have a normal subgroup of order 2 while C2p has.
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Now we assume that f 6= f τ . Write f(x) = (x − a1)(x − a2) · · · (x − ap) and
f τ (x) = (x−b1)(x−b2) · · · (x−bp) with ai, bj ∈ L. We use ai, bj to define a monic
polynomial h(x) ∈ K[x] whose splitting field is L.
In case Gal(L/K) = Dp we may assume that σ permutes the roots ai and
bj as σ = (a1a2 · · · ap)(b1b2 · · · bp). Also we may assume that τ(a1) = b1 and
τστ = σ−1. Then by induction we conclude that τ(ai) = bp+2−i for i = 2, · · · , p.
We define h to be,
h(x) = (x− a1 − b1)(x− a2 − b2) · · · (x− ap − bp) (4.1)
= (x− a1 − σ(a1))(x− a2 − σ(a2)) · · · (x− ap − σ(ap))
with3 a1 + b1 6= 0. By the choice of the action of τ and σ on ai, bj we can easily
check that τ(h) = h and σ(h) = h, so h ∈ K[x]. We recall that we have assumed
that the coefficient of xp−1 of f is equal to 0.
Lemma 4.5. Let h and f be as above then h is irreducible in K[x] and K ⊂
K(h) ⊂ L.
Proof. The fact that K ⊂ K(h) ⊂ L comes from the definition of h and the
assumption that L/K is Galois.
Let assume that h is not irreducible in K[x]. Since K ⊂ K(h) ⊂ L, [L : K] =
2p and the degree of h is p we conclude that h has a root in K. Without loss
of generality we assume a1 + b1 = δ ∈ K∗. Applying σ to δ we have a1 + b1 =
a2+b2 = · · · ap+bp = δ. Since the coefficient of xp−1 in f is equal to 0 we have that
a1+a2 · · ·+ap = b1+b2+· · ·+bp = 0 which means (a1+b1)+(a2+b2) · · ·+(ap+bp) =
3If a1 + b1 = 0 then a1 + b2 6= 0 since b1 6= b2. So we can change h(x) with h′(x) =
(x− a1 − σ(b1))(x− a2 − σ(b2)) · · · (x− ap − σ(bp)).
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0⇒ pδ = 0⇒ δ = 0. So, we have a1 + b1 = 0, contradiction.
We summarize the previous results in the following theorem,
Theorem 4.6. Let L/K be a Galois extension of degree 2p for p ≡ 3 mod 4 and
M its quadratic subfield. Let τ ∈ Gal(L/K) be an element of order 2, f ∈ M [x]
a defining polynomial of L/M such that the coefficient of xp−1 is zero, f τ = τ(f)
and h as in (4.1). Then we have,
(i) If f = f τ then ∆(f) 6=  in K∗ if and only if Gal(L/K) ' Dp.
(ii) If f 6= f τ then h ∈ K[x] and irreducible over K. Moreover, ∆(h) 6=  in
K∗ if and only if Gal(L/K) ' Dp.
Since the p–Selmer group of any number field with respect to any finite set of
primes S is a finite abelian group, we can deduce now the following,
Theorem 4.7. Let K be a number field, S a finite set of prime of K. Then the
number of Galois extensions L/K unramified outside S with Galois group equal
to C2, C3 or S3 is finite.
We summarize the above analysis of computing Galois S3 extensions of K
unramified outside S in the algorithm 5 page 46.
4.4 Example
Here we consider the case K = Q and S = {2, 3, 23}. We understand that O∗K,S =
〈−1, 2, 3, 23〉 and we can easily compute the 15 quadratic extensions of Q unrami-
fied outside S. These are the fields Q(
√
d) where d ∈ {−1,±2,±3,±23,±6,±46,
± 69,±138}.
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Since ζ3 6∈ Q we have to consider the case where we adjoin ζ3 in order to
find the cubic extensions of Q unramified outside S. Following the relevant algo-
rithm we find only one cubic extension with defining polynomial x3− 3x− 1 and
discriminant 34.
The algorithm for the S3 extensions computes 37 fields. We represent each
field with a cubic polynomial over Q whose splitting field is an S3 extension.
field discriminant
x3 − 138x− 644 −2638234
x3 − x2 + 8x− 6 −26234
x3 − 3x− 4 −2638
x3 + 69x− 230 −2638234
x3 − x− 1 −233
x3 − 23 −37234
x3 − 2 −2437
x3 − x2 − 61x− 167 −2433234
x3 − 92 −2437234
x3 − 3 −311
x3 − 207 −311234
x3 − 69 −311234
x3 − 18x− 30 −24311
x3 − 414 −24311234
x3 − 276 −24311234
x3 − 6 −24311
x3 − 828 −24311234
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x3 − 138 −24311234
x3 − 18x− 6 24311233
x3 − 6x− 3 37233
x3 − 54x− 150 24311233
x3 − 36x− 78 24311233
x3 − 6x− 20 −2637233
x3 + 69x− 46 −2938234
x3 − 3x− 10 −2938
x3 − x2 − 15x− 29 −29234
x3 + 69x− 874 −2938234
x3 − 93x− 346 −2938233
x3 − 9x− 6 29311
x3 − x2 + 8x+ 40 −2933234
x3 + 3x− 2 −2937
x3 + 69x− 322 −2937234
x3 + 69x− 138 −2937234
x3 − 9x− 42 −29311233
x3 − 18x− 40 −2937233
x3 + 63x− 66 −29311233
x3 − 81x− 306 −29311233
These are the same fields as in the database of number fields by John Jones and
David Roberts ([JR14]).
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4.5 Algorithms
Here we present the steps of computing all Galois extensions L ofK with Gal(L/K) ⊂
S3 and unramified outside S in algorithmic form.
Algorithm 1 Quadratic extensions unramified outside S
1: procedure Quadratic(K,S)
2: Calculate K(S, 2).
3: Fields = ∅.
4: for a ∈ K(S, 2) and a 6= 1 do
5: Evaluate L = K(
√
a).
6: Calculate the relative discriminant ∆(L/K).
7: if ∃p 6∈ S s.t. p | ∆(L/K) then
8: L is not a solution.
9: else
10: Add L in Fields.
11: end if
12: end for
13: return Fields.
14: end procedure
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Algorithm 2 Cubic extensions unramified outside S and ζ3 ∈ K
1: procedure Cubic include zeta(K,S)
2: Calculate K(S, 3).
3: Fields = ∅.
4: for a ∈ K(S, 3) and a 6= 1 do
5: Evaluate L = K( 3
√
a).
6: Calculate the relative discriminant ∆(L/K).
7: if ∃p 6∈ S s.t. p | ∆(L/K) then
8: L is not a solution.
9: else
10: Add L in Fields.
11: end if
12: end for
13: return Fields.
14: end procedure
Algorithm 3 Cubic extensions unramified outside S and ζ3 6∈ K
1: procedure Cubic not include zeta(K,S)
2: Construct Kz = K(ζ3).
3: Calculate Sz = {B : B is a prime of OKz ,∃p ∈ S with B | p}.
4: Calculate Kz(Sz, 3).
5: Fields = ∅.
6: for a ∈ ker
(
Kz(Sz, 3)
Norm−−−→ K(S, 3)
)
and a 6= 1 do
7: Find β ∈ K∗ s.t. β3 = NKz/K(a).
8: Define L = K(θ), where θ is a root of f(X) = X3−3βX−TrKz/K(a).
9: Calculate the relative discriminant ∆(L/K).
10: if ∃p 6∈ S s.t. p | ∆(L/K) then
11: L is not a solution.
12: else
13: Add L in Fields.
14: end if
15: end for
16: return Fields.
17: end procedure
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Algorithm 4 Cubic extensions unramified outside S
procedure Cubic(K,S)
if ζ3 ∈ K then
return Cubic include zeta(K,S)
else
return Cubic not include zeta(K,S)
end if
end procedure
Algorithm 5 S3 extensions unramified outside S
1: procedure S3 extensions(K,S)
2: Fields = ∅.
3: for M in Quadratic(K,S) do
4: Evaluate SM = {B : B prime of OM ,∃p ∈ S with B | p}.
5: for L in Cubic(M,SM) do
6: Let f = x3 − ax+ b be a defining polynomial of L/M .
7: if f = f τ then
8: Evaluate ∆(f).
9: if ∆(f) 6∈ K∗2 then
10: Add L in Fields.
11: end if
12: else
13: Let r1 be a root of f and r2 a root of f
τ .
14: r = r1 + r2.
15: if r = 0 then
16: Replace r2 with an other root of f
τ .
17: end if
18: Let h be the minimal polynomial of r over K.
19: Evaluate ∆(h).
20: if ∆(h) 6∈ K∗2 then
21: Add L in Fields.
22: end if
23: end if
24: end for
25: end for
26: return Fields.
27: end procedure
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Chapter 5
Solving S–unit equations
In this chapter we show that the solutions λ and µ of an S–unit equation associate
to an elliptic curve E ∈ EK,S lie in subgroups of the full S–unit group with smaller
rank than the full S–unit group. Moreover, we show how we can reduce the
number of the S–equations we have to solve.
5.1 Algorithms for solving S–unit equations
In this section we have a short exposition of the main steps of the existing gen-
eral algorithmic method for solving an S–unit equation. Most of the techniques
and details can be found in the work of De Weger, Tzanakis, Smart and Wildan-
ger ([Weg88], [Weg87] [TdW89], [TW92], [Sma95], [Sma98], [Sma99], [Wil00],
[Wil97], [EG16]).
The main idea of solving the S–unit equation (2.7) over a number field K is the
following. Let 〈g0,1, g1,1, · · · , gn,1〉 and 〈g0,2, g1,2, · · · , gm,2〉 be sets of generators
for G1 and G2 respectively, where g0,1, g0,2 are the generators of the torsion parts
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and gi,1, gj,2 for i = 1, · · · , n and j = 1, · · · ,m are bases of the free parts of G1
and G2. Then we know that
x =
n∏
i=0
gaii,1 y =
m∏
j=0
g
bj
j,2
where ai, bj ∈ Z. We define Ξ = maxi,j (|ai|, |bj|). The goal is to find a small upper
bound Ξ0 of Ξ that can be used for practical computations. After computing Ξ0
we make use of a sieve argument in order to reduce the number of cases we have
to check. To sum up, the three main steps are the following.
• Using results by Baker’s theory of linear forms of logarithms we find a upper
bound Ξ0 for Ξ.
• Using lattice approximation reduction methods we reduce the upper bound
Ξ0 to a number that can be used for practical computations. For this step
we have to deal with p–adic analysis, p–adic logarithms, the LLL–algorithm,
approximation lattices and the shortest vector problem.
• We apply a sieve in order to find the solutions.
It is important to mention that the rank of G1 and G2 are crucial for the last
two steps. The main goal of the rest of the chapter is to reduce the rank of the
group where λ and µ lie and the number of the S–unit equations we have to solve.
5.2 Reduce the number of S–unit equations
Since solving an S–unit equation is the most expensive part of the method it is
really worthwhile to reduce the number of equations we have to solve. By a result
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of Ribet and Mazur ([Rib76, Proposition 2.1]) we have,
Proposition 5.1. Let E be an elliptic curve with full two torsion. Then E is
isogenous to a curve without full two torsion.
Let E1/K be an elliptic curve with one rational point of order 2. We assume
that E1 is of the form,
E1 : y
2 = x(x2 + ax+ b)
with b, a2−4b 6= 0. We have seen in Section 2.1 that E1 is isogenous to the elliptic
curve
E2 : Y
2 = X(X2 − 2aX + a2 − 4b).
An easy calculation shows that ∆(E1) = 2
4b2(a2−4b) and ∆(E2) = 28b(a2−4b)2.
Let L1 and L2 be the 2–division fields of E1 and E2, respectively. By the definition
of the 2–division field and the discriminant of an elliptic curve we have that
∆(Li/K) ≡ ∆(Ei) mod K∗2 for i = 1, 2.
Proposition 5.2. Let E1, E2 be as above. If
(
,
K
)
is the Hilbert symbol relative
to K then it holds, (
∆(E1),∆(E2)
K
)
= 1.
Proof. The equation ∆(E1)x
2 + ∆(E2)y
2 = z2 has the non–trivial solution ( 1
4b
,
1
8(a2−4b) , a).
In case E1 has full 2–torsion the following proposition holds.
Proposition 5.3. Let E1 be as above such that x(x
2 + ax + b) splits completely
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in K. If E2, E3, E4 are the three 2–isogenous to E1 curves then
4∏
i=2
∆(Ei) ≡ −1 mod K∗2,
(
∆(Ei),∆(Ej)
K
)
= 1
for 2 ≤ i < j ≤ 4.
Proof. Let assume that x(x2 + ax + b) = x(x − e1)(x − e2) where e1, e2 ∈ K∗.
As we have shown earlier ∆(E2) = 2
8b(a2 − 4b)2 ≡ b = e1e2 mod K∗2. Using a
change of variables in E1 we can show that ∆(E3) ≡ e1(e1 − e2) mod K∗2 and
∆(E4) ≡ e2(e2 − e1) mod K∗2. Now multiplying everything together we have
the first relation.
By symmetry we prove the second relation only for the pair E2 and E3. We
can see that the equation ∆(E2)x
2 + ∆(E3)y
2 = z2 has the non–trivial solu-
tion (w−12 , w
−1
3 , e1) where ∆(E2) = e1e2w
2
2 and ∆(E3) = e1(e1 − e2)w23, for some
w2, w3 ∈ K∗.
Since computing Hilbert symbols in K and 2–isogenous curves can been done
very quickly in practice, the last two propositions allows us to reduce the number
of S–unit equations we have to solve when the 2–division field is a trivial or a
quadratic extension of K by computing isogenous curves.
Moreover, when the initial set S does not contain a prime p above 2 the
following proposition also decreases the number of candidate 2–division fields.
Proposition 5.4. Let E be an elliptic curve over K with good reduction outside
S and L/K its 2–division field. Let p be a prime of K above 2 not in S. Then1
ordp(∆(L/K)) ≡ 0 mod 2.
1In case [L : K] = 6 we can prove that ordp(∆(L/K)) ≡ 0 mod 2 ⇔ ordp(∆(Lc/K)) ≡ 0
mod 2 where Lc is the cubic subfield of L/K.
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Proof. Let ∆ be the discriminant of E and f2,E its 2–division polynomial. By
Proposition 2.31 we have that ordp(∆) ≡ 0 mod 2. By equations (3.1)–(3.3)
we obtain (28∆)t = k2∆(L/K) for some k ∈ K∗. Thus, ordp(∆(L/K)) ≡ 0
mod 2.
5.3 Reducing the rank
We recall that K is a number field, S is a finite set of prime ideals of K, E is an el-
liptic curve over K with good reduction outside S, λ is a λ–invariant of E, µ = 1−
λ, L is the 2–division field of E and SL = {B ⊂ OL : B is a prime such that ∃p ∈
S(2) with B|p}. The pair (λ, µ) is a solution of the S–unit equation
λ+ µ = 1 (5.1)
where both λ, µ ∈ O∗L,SL . For the rest of the chapter we also assume that the
j–invariant of E is not equal to 0 and 1728.
The group PGL2(Z) acts on K with the usual way,
a b
c d
 · z = az + b
cz + d
where z ∈ K and
a b
c d
 ∈ PGL2(Z).
Since we have assumed that j 6= 0, 1728, by the relation of part (iii) of Theorem
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2.5 we see that all the elements of Λ are distinct. We define
T =
0 1
1 0
 , R =
 0 1
−1 1
 ∈ PGL2(Z)
where T and R have order 2 and 3 respectively. Let G := 〈T, S〉 ' S3 then G acts
on Λ as a permutation group on the roots of the polynomial Fj(x) =
∏
λ′∈Λ
(x−λ′) =
(x2 − x+ 1)3 − j
28
x2(1− x)2 ∈ K[x]. Because L ⊇ K(λ) the splitting field of Fj
is a subfield of L. From the above we understand that Gal(L/K) acts on Λ in
the same way as a subgroup of G.
We divide into cases, according to the structure of Gal(L/K). We recall that
j = 28
(λ2 − λ+ 1)3
λ2(1− λ)2
w = j2(j − 1728)3,
O∗L,K,SL,1 = {x ∈ O∗L,SL|NormL/K(x) = 1},
O∗L,K,SL,±1 = {x ∈ O∗L,SL|NormL/K(x) = ±1}.
5.3.1 Gal(L/K) is trivial
In the case Gal(L/K) is the trivial group the elliptic curve E has full 2–torsion
and λ, µ ∈ K∗. We have to solve the S–unit equation (5.1) for λ, µ ∈ OK,S(2) or
make use of Proposition 5.1.
5.3.2 Gal(L/K) ' C2
In this case the following theorem holds,
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Theorem 5.5. Suppose that Λ ⊂ O∗L,SL is associated with an elliptic curve defined
over K. Then there exists λ ∈ Λ such that λ ∈ O∗L,K,SL,1.
Conversely, let λ ∈ O∗L,SL and j, w, µ as usual. If µ ∈ O∗L,SL and λ ∈ O∗L,K,SL,1
then j ∈ OK,S. Moreover, if w ∈ K(S, 6)12 then j is the j–invariant of an elliptic
curve with good reduction outside S(6).
Proof. Let τ be a generator of Gal(L/K) then from the compatibility of the action
of G and Gal(L/K) on the set Λ we can choose λ ∈ Λ such that τ(λ) = T ·λ = 1
λ
.
As a result,
NormL/K(λ) = 1.
Conversely, if NormL/K(λ) = 1 that means τ(λ) =
1
λ
and then τ(j) = j. Since,
λ, µ ∈ O∗L,SL we have that vB(λ2 − λ+ 1) ≥ 0 for all B 6∈ SL and then j ∈ OK,S.
Moreover, if w ∈ K(S, 6)12 then by Proposition 2.32 there exists an elliptic curve
over K with j–invariant equal to j and good reduction outside S(6).
Remark: It is important to mention that µ does not satisfy extra conditions
apart from the fact that µ ∈ O∗L,SL .
5.3.3 Gal(L/K) ' C3
In this case the following theorem holds,
Theorem 5.6. Let Gal(L/K) = 〈σ〉. Suppose that Λ ⊂ O∗L,SL is associated with
an elliptic curve defined over K. Then there exists λ ∈ Λ satisfying the following
conditions,
(i) λ ∈ O∗L,K,SL,±1,
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(ii) σ(λ) = 1
µ
.
Conversely, let λ ∈ O∗L,SL and j, w, µ as usual. If µ ∈ O∗L,SL and (i)–(ii) hold
then j ∈ OK,S. Moreover, if w ∈ K(S, 6)12 then j is the j–invariant of an elliptic
curve with good reduction outside S(6).
Proof. As in the quadratic case we can assume that σ(λ) = S · λ = 1
1−λ =
1
µ
.
Then an immediate calculation shows that NormL/K(−λ) = 1. The proof of the
converse is similar to Theorem 5.5.
Remark: From the condition σ(λ) = 1
µ
we also see that NormL/K(−µ) = 1.
Actually, one can prove that we can replace condition (ii) with the condition
µ ∈ O∗L,K,SL,±1.
5.3.4 Gal(L/K) ' S3
Finally, for the case Gal(L/K) ' S3 we have a similar result,
Theorem 5.7. Let Gal(L/K) ' S3 = 〈σ, τ〉 such that σ3 = τ 2 = 1 and τστ =
σ−1. Suppose that Λ ⊂ O∗L,SL is associated with an elliptic curve defined over K.
Then, there exists λ ∈ Λ satisfying the following conditions,
(i) λ ∈ O∗L,Lτ ,SL,1,
(ii) λ ∈ O∗L,Lσ ,SL,±1,
(iii) σ(λ) = 1
µ
.
Conversely, let λ ∈ O∗L,SL and j, w, µ as usual. If µ ∈ O∗L,SL and (i)–(iii) hold
then j ∈ OK,S. Moreover, if w ∈ K(S, 6)12 then j is the j–invariant of an elliptic
curve with good reduction outside S(6).
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Proof. As in the proofs of Theorems 5.5 and 5.6 we can assume that σ(λ) = S ·λ =
1
1−λ and τ(λ) = T · λ = 1λ . The last two equations show that NormL/Lσ(−λ) = 1
and NormL/Lτ (λ) = 1. The proof of the converse is similar to Theorem 5.5
Theorems 5.5, 5.6 and 5.7 show that the solutions of an S–unit equation
associated to an elliptic curve with good reduction outside S lie in subgroups of
the full S–unit group with smaller rank. According to Theorems 5.5, 5.6 and 5.7
we define Gλ and Gµ subgroups of O∗L,SL as follow,
Definition 5.8. Let K,S,E, L, SL, λ and µ as usual. We define
• Gλ = Gµ = OK,S(2) if [L : K] = 1,
• Gλ = O∗L,K,SL,1 and Gµ = O∗L,SL if [L : K] = 2,
• Gλ = O∗L,K,SL,±1 and2 Gµ = σ(Gλ) if [L : K] = 3 where Gal(L/K) = 〈σ〉,
• Gλ = O∗L,Lτ ,SL,1
⋂O∗L,Lσ ,SL,±1 and Gµ = σ(Gλ) where Gal(L/K) ' S3 =
〈σ, τ〉 such that σ3 = τ 2 = 1 and τστ = σ−1.
In practice Theorems 5.5, 5.6 and 5.7 allow us to solve S–unit equations
effectively since both the reduction and sieve steps are computational easier. In
the next chapter we modify Wildanger’s and Smart’s ideas in such a way that we
obtain a sieve step suitable to our problem. The symmetries we have for λ and
µ in the C3 and S3 cases play an important role in the sieve.
2We recall that in this case Gλ = Gµ.
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5.4 Example
We continue the example in Section 4.4 where K = Q and S = {2, 3, 23}. Using
Propositions 5.1, 5.2 and 5.3 we can reduce the number of S–unit equations we
have to solve over quadratic extensions since we compute curves up to isogeny.
By Proposition 5.1 we understand that we only need to compute curves with only
one non–trivial point of order 2. We split these curves in two categories; (i) those
which are isogenous to a curve without full 2–torsion and (ii) the curves which
are isogenous to a curve with full 2–torsion.
For the first set of curves we deduce that we have to solve S–unit equations
only for the fields Q(
√
d) where d ∈ {2, 3, 6,±23, 46, 69, 138} in order to compute
curves up to isogeny. For example, for d 6= 1 we have that
(
−2,d
Q
)
= 1 only for
d = 2, 3, 6. By Proposition 5.2 we have that an elliptic curve Ed with quadratic
2–division field but without full 2–torsion and isogenous to a curve E−2 with 2–
division field Q(
√−2) can only have 2–division field Q(√d) for d = 2, 3, 6. That
means we can skip the direct computation of elliptic curves with 2–division field
Q(
√−2) if we have already computed all the curves with 2–division field Q(√d)
for d = 2, 3, 6 by computing isogenous curves. Continue the above procedure for
all possible pairs we end up with the smaller set {2, 3, 6,±23, 46, 69, 138}.
However, they may exist curves in the second set but they do not have 2–
division field any of the fields of the form Q(
√
d) for d ∈ {2, 3, 6,±23, 46, 69, 138}.
We apply Proposition 5.3 for all possible triples3 (d1, d2, d3) with d1, d2, d3 ∈
{±1,−2,−3,−6,−46,−69,−138} and the only triple that we have is (1, 1,−1).
So, we deduce that we have to solve S–unit equations only for the fields Q(
√
d)
3The set {±1,−2,−3,−6,−46,−69,−138} is the complement of {2, 3, 6,±23, 46, 69, 138} in
Q(S, 2).
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where d ∈ {−1, 2, 3, 6,±23, 46, 69, 138} in order to compute curves up to isogeny
with at least one rational point of order 2. In the following table we show the
rank of Gλ and O∗L,SL according to Theorem 5.5. We recall that in this case
Gµ = O∗L,SL .
field rank(Gλ) rank(O∗L,SL)
t2 + 1 0 3
t2 − 2 2 5
t2 − 3 2 5
t2 − 6 2 5
t2 + 23 2 5
t2 − 46 2 5
t2 − 23 1 4
t2 − 69 1 4
t2 − 138 1 4
In Section 4.4 we saw that there is only one cubic extension over Q unramified
outside S which is the splitting field of x3−3x−1. Using Theorem 5.6 one shows
that rank(Gλ) = 2 while rank(O∗L,SL) = 5. We also recall that in this case
Gλ = Gµ.
Finally in Section 4.4 we have 37 Galois extensions of Q unramified outside
S such that Gal(L/Q) = S3. Using Theorem 5.7 we have the following table for
the rank of Gλ and O∗L,SL . Again we recall that in this case rank(Gλ) = rank(Gµ)
but Gλ 6= Gµ.
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field rank(Gλ) rank(O∗L,SL)
x3 − 138x− 644 2 7
x3 − x2 + 8x− 6 3 9
x3 − 3x− 4 3 9
x3 + 69x− 230 2 7
x3 − x− 1 2 9
x3 − 23 2 7
x3 − 2 2 7
x3 − x2 − 61x− 167 2 7
x3 − 92 1 5
x3 − 3 3 9
x3 − 207 2 7
x3 − 69 2 7
x3 − 18x− 30 2 7
x3 − 414 1 5
x3 − 276 1 5
x3 − 6 2 7
x3 − 828 1 5
x3 − 138 1 5
x3 − 18x− 6 3 10
x3 − 6x− 3 4 12
x3 − 54x− 150 3 10
x3 − 36x− 78 3 10
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x3 − 6x− 20 3 9
x3 + 69x− 46 2 8
x3 − 3x− 10 3 10
x3 − x2 − 15x− 29 2 8
x3 + 69x− 874 2 8
x3 − 93x− 346 3 9
x3 − 9x− 6 3 11
x3 − x2 + 8x+ 40 3 9
x3 + 3x− 2 3 9
x3 + 69x− 322 2 7
x3 + 69x− 138 2 7
x3 − 9x− 42 3 9
x3 − 18x− 40 3 9
x3 + 63x− 66 3 9
x3 − 81x− 306 3 9
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Chapter 6
Efficient Sieve
In Chapter 5 we briefly explained the main steps of the general algorithmic
method of solving an S–unit equation (2.7). We also recall them here. Let
〈g0,1, g1,1, · · · , gn,1〉 and 〈g0,2, g1,2, · · · , gm,2〉 be sets of generators for G1 and G2
respectively, where g0,1, g0,2 are the generators of the torsion parts and gi,1, gj,2
for i = 1, · · · , n and j = 1, · · · ,m are bases of the free parts of G1 and G2. Then
we know that
x =
n∏
i=0
gaii,1 y =
m∏
j=0
g
bj
j,2
where ai, bj ∈ Z. We define Ξ = maxi,j (|ai|, |bj|). The goal is to find a small upper
bound Ξ0 of Ξ that can be used for practical computations. After computing Ξ0
we make use of a sieve argument in order to reduce the number of cases we have
to check. To sum up, the three main steps are the following.
• Using results by Baker’s theory of linear forms of logarithms we find a upper
bound Ξ0 for Ξ.
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• Using lattice approximation reduction methods we reduce the upper bound
Ξ0 to a number that can be used for practical computations. For this step
we have to deal with p–adic analysis, p–adic logarithms, LLL–algorithm,
approximation lattices and the problem of the shortest vector.
• We apply a sieve in order to find the solutions.
In the current chapter we study the final sieve step of the special case (5.1)
of (2.7) where now x, y are called λ, µ and are related to the λ–invariants of the
set EK,S. General sieve methods have been suggested by Smart and Wildanger
([Sma99], [Wil00], [Wil97], [EG16]). However, we modify Smart’s and Wildan-
ger’s ideas in such a way that we benefit from Theorems 5.5, 5.6 and 5.7 and the
symmetries they introduce in the solutions.
Since we have proved that λ and µ may lie in different subgroups of O∗L,SL ,
we denote by Gλ and Gµ the subgroups of O∗L,SL where λ and µ lie according to
the Definition 5.8. Let Gλ = 〈λ0, λ1, . . . , λn〉 and Gµ = 〈µ0, µ1, . . . , µm〉 be sets
of generators where λ0 and µ0 are generators of the torsion part and λi, µj are
bases for the free parts. For the rest of the chapter we fix bases for Gλ and Gµ
and we express λ and µ as a multiplicative combination of the bases,
λ =
n∏
i=0
λxii µ =
m∏
j=0
µ
yj
j .
In the C3 and S3 cases where σ(λ) =
1
µ
we can make a choice of bases for Gλ and
Gµ such that λ and µ have the same vector exponents, i.e. n = m and xi = yi for
i = 0, · · · , n. Moreover, by Theorem 5.6 we have that Gλ = Gµ in the C3 case
and by Theorem 5.7 we have that Gµ = σ(Gλ) in the S3 case. It is also important
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to mention that in practice and for the analysis that follows it seems to be better
to choice bases for Gλ and Gµ such that some of the generators of the bases lie
in O∗K .
Let ML be the the set of places
1 of L then we define,
Sλ = {B ∈ML : |x|B 6= 1 for some x ∈ Gλ} (6.1)
Sµ = {B ∈ML : |x|B 6= 1 for some x ∈ Gµ} (6.2)
An important observation from Theorems 5.5, 5.6 and 5.7 is that whenGλ, Gµ 6=
O∗L,SL then Sλ, Sµ do not contain prime ideals B which are above non split primes
of K. This holds because Gλ, Gµ are intersections of kernels of suitable norm
maps.
The idea of the sieve is to split the set of candidate solutions into two sets in
each step. The first set contains solutions with low exponents and small absolute
values at all places in Sλ and Sµ and the second set contains the solutions with
high absolute value at one or more places in Sλ or Sµ. Then we repeat this
procedure until we find all the solutions.
The sieve starts assuming that we have two vectors B0 =
(
b
(0)
0 , b
(0)
1 , · · · , b(0)n
)
and C0 =
(
c
(0)
0 , c
(0)
1 , · · · , c(0)m
)
such that for every pair (λ, µ), |xi| ≤ b(0)i and
|yj| ≤ c(0)j for all i = 0, · · · , n and j = 0, · · · ,m.
1Both finite and infinite places.
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For a fixed subset I of {0, 1, · · · , n} we define
SI = {B ∈ Sλ : ∃λi with i ∈ I such that |λi|B 6= 1}
λI =
∏
i∈I
λxii .
We denote by I∞ = {i ∈ {0, 1, · · · , n} : λi ∈ O∗K}, S∞λ = SI∞ and λ∞ := λI∞ .
Similarly, we define SJ for a fixed subset J of {0, 1, · · · ,m}, µJ , J∞, S∞µ and µ∞.
6.1 Trivial solutions for |x− 1|p  1
Let G = 〈g0, g1, · · · , gn〉 be a finitely generated subgroup of K∗ for a number field
K where g0 is a generator of the torsion part and gi, for i = 1, · · · , n, are a basis
of the free part of G. In the sieve we want to be able to show when an inequality
of the form
|g − 1|p ≤ δ  1 (6.3)
with g ∈ G, p a place of K and δ ∈ (0, 1) has only trivial solutions.
Let g = gx00
∏n
i=1 g
xi
i with x0 ∈ Z and |xi| ≤ bi where bi are positive integers
for i = 1, · · · , n. A trivial solution of (6.3) is an element g ∈ G such that xi = 0
for i = 1, · · · , n. According to the type of p we consider two cases.
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6.1.1 Infinite place
For a complex number z ∈ C with |z−1| ≤ δ < 1 we have that | log |z|| ≤ log( 1
1−δ ).
Then for |g − 1|p ≤ δ it holds,
| log |g|p| ≤ δ′ =

log( 1
1−δ ) p is real,
1
2
log( 1
1−√δ ) p is complex.
Since δ is small then δ′ is small too. We choose an integer constant C of the size
10n and we create the lattice L generated by the columns of the matrix2
A =

1 0
. . .
0 1 0
[C log |g1|p] · · · [C log |gn−1|p] [C log |gn|p]

∈ Zn×n,
where [·] denotes the nearest integer function. Using the LLL–algorithm (see
Chapter 2) we are able to find a lower bound `b for `(L,~0). Following the approach
in [Sma99, Lemma 3] we have the following lemma.
Lemma 6.1. Let
Q =
n−1∑
i=1
b2i +
(∑n
i=1 bi
2
+ Cδ′
)2
If `2b > Q, then there does not exist a non–trivial solution of (6.3).
Proof. Let
Φ =
n∑
i=1
xi[C log |gi|p].
2We assume that |gn|p 6= 1.
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Then ∣∣∣∣∣Φ− C
(
n∑
i=1
xi log |gi|p
)∣∣∣∣∣ ≤
∑n
i=1 bi
2
.
Thus
|Φ| ≤ |Φ− C log |g|p|+ |C log |g|p| ≤
∑n
i=1 bi
2
+ Cδ′.
Let consider the lattice point ~z = A~x, where ~x = (x1, x2, · · · , xn)t. Then ~z =
(x1, · · · , xn−1,Φ). If ~z 6= ~0, we must have
`2b ≤ `(L,~0)2 ≤
n−1∑
i=1
b2i + Φ
2 ≤ Q.
If ~z = ~0 then xi = 0 for all i = 1, · · · , n.
The choice of C in the above lemma is not fixed and we have to increase it if
the criterion of the lemma is not satisfied. The only difference between Lemma
6.1 and Lemma 3 in [Sma99] is that we allow the exponent of each generator to
have different upper bound. This small difference ends up to be very useful in
practice as we will see later.
6.1.2 Finite place
Let p be a prime ideal of the number field K. Let p be the rational prime below
p and ep and fp the ramification and residual degree of p. We assume that
δ′ = − log δ
epfp log p
≥ 1
which is not a very restricted condition since δ is very small in practice.
In the following lines we will show the p–adic analogue of Lemma 6.1. Since
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|g − 1|p ≤ δ < 1 we have that ordp(g) = 0. By Lemma 2.16 we can find a finite
set of elements h0, h1, h2, · · · , ht ∈ K∗ such that
g = h0
t∏
i=1
hyii
where ordp(hi) = 0 for i = 0, · · · , t and |yi| ≤ |xi| ≤ bi for i = 1, · · · , t.
Then we set
Θ := logp(g) = logp(h0) +
t∑
i=1
yi logp(hi) ∈ Kp.
Since δ′ ≥ 1 and Section 2.3,
ordp(Θ) = ordp(logp(g)) = ordp(g − 1) ≥ −
log δ
epfp log p
= δ′.
Let d = epfp = [Kp : Qp] and Kp = Qp(φ). Then we have
Θ =
d−1∑
i=0
Θiφ
i.
where Θi = ν0,i +
∑t
j=1 yjνj,i with νj,i ∈ Qp for i = 0, · · · , d − 1. As in [TW92,
page 257] we can show that
ordp(Θi) ≥ δ′ − ordp(D(φ))
2
=: c1
where D(φ) = discKp/Qp(1, φ, · · · , φd−1). We choose ξ ∈ Qp such that
ordp(ξ) = min
0≤j≤t
(
min
0≤i≤d−1
(ordp(νj,i))
)
=: c2
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Dividing Θi by ξ we get
Θi
ξ
= κ0,i +
t∑
j=1
yjκj,i
for i = 0, · · · , d− 1 and so κj,i ∈ Zp. We have that
ordp(
Θi
ξ
) ≥ c1 − c2 =: c3
Since c1 = δ
′ − ordp(D(φ))
2
and δ′ is big in practice we assume that c3 ≥ 1. We
choose u ∈ N such that u ≤ c3. For a ∈ Zp we denote by a[u] the positive integer
less than pu such that a ≡ a[u] mod pu. We define the lattice L by the columns
of the matrix
A =

1 0
. . .
0 1
κ
[u]
1,0 · · · κ[u]t,0 pu 0
...
...
. . .
κ
[u]
1,d−1 · · · κ[u]t,d−1 pu

∈ Z(t+d)×(t+d).
Furthermore, we define the vector ~y = (0, . . . , 0,−κ[u]0,0, . . . ,−κ[u]0,d−1)t ∈ Zt+d.
Again using LLL–algorithm we can find a lower bound `b for `(L, ~y). Follow-
ing the approach in [Sma99, Lemma 4] we have the following lemma.
Lemma 6.2. If `2b >
∑t
i=1 b
2
i then there does not exist a non–trivial solution of
(6.3).
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Proof. Since ordp(
Θi
ξ
) ≥ c3 ≥ u we have that
zi =
κ
[u]
0,i +
∑t
j=1 yjκ
[u]
j,i
pu
∈ Z
for i = 0, · · · , d− 1. We consider the lattice point ~z = A~h where ~h = (y1, · · · , yt,
− z1, · · · ,−zd−1)t ∈ Zt+d. Because
~z − ~y = (y1, · · · , yt, 0, · · · , 0)t,
we understand that either `2b ≤ `(L, ~y) ≤
∑t
i=1 b
2
i or ~z = ~y. Since we have the
assumption `2b >
∑t
i=1 b
2
i we get that yi = 0 for i = 1, · · · , t.
6.2 Decomposing the solutions
In this section we show how we can decompose the pairs (λ, µ) of solutions of
(5.1) in sets which we can either show they have only trivial solutions, or we can
find the solutions they contain. Again, we have cases according to the structure
of Gal(L/K).
There are two immediate observations for a pair of solutions (λ, µ) that we
use without mentioning them further. Let B be a prime ideal of L. Then,
• ordB(λ) > 0⇒ ordB(µ) = 0 and by symmetry ordB(µ) > 0⇒ ordB(λ) = 0.
• ordB(λ) < 0⇔ ordB(µ) < 0 and then it holds ordB(λ) = ordB(µ).
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6.2.1 Quadratic extensions
Let τ be the generator of Gal(L/K). By Theorem 5.5 we can assume that we
are looking for pairs of solutions (λ, µ) such that τ(λ) = 1
λ
. Moreover, we have
mentioned earlier that Sλ contains prime ideals B above split primes of K and
by Definition 5.8 we recall that Gµ = O∗L,SL . In addition ordB(λ) = − ordτ(B)(λ)
for all λ ∈ Gλ. For one of the conjugate prime ideals B ∈ Sλ we prove that there
do not exist pairs (λ, µ) such that | ordB(λ)| is ‘large’. We do this by showing
that,
|µ− 1|B ≤ δ  1
has no non–trivial solutions using Lemma 6.2 for a suitable choice of δ. We do the
same for B ∈ Sµ and λ instead of µ in order to prove that there do not exist pairs
(λ, µ) such that | ordB(µ)| is ‘large’. We use the new upper bounds on | ordB(λ)|
and | ordB(µ)| for the prime ideals of Sλ and Sµ respectively to get new vectors
B1 =
(
b
(1)
0 , b
(1)
1 , · · · , b(1)n
)
and C1 =
(
c
(1)
0 , c
(1)
1 , · · · , c(1)m
)
such that |xi| ≤ b(1)i and
|yj| ≤ c(1)j for i = 0, 1, · · · , n and j = 0, 1, · · · ,m.
Since we have chosen only finite places B ∈ Sλ we have not yet reduced b(1)i
and c
(1)
j for the unit generators. The way we reduce the bounds for the unit
generators is to split the set of solutions in two sets, where the first set contains
solutions with smaller exponents, and try to show that the second set contains
no solutions. We observe that B ∈ S∞λ ⇔ τ(B) ∈ S∞λ .
Definition 6.3. Let B = (b0, b1, · · · , bn) ∈ Nn+1 and C = (c0, c1, · · · , cm) ∈
Nm+1. Then for R > 1 we define,
L2∞(B,C,R) = {(λ, µ) : |xi| ≤ bi, |yj| ≤ cj, | log |λ|B| ≤ logR, ∀B ∈ S∞λ }
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Let
R1,∞ = max
B∈S∞λ
exp
(
n∑
i=0
b
(1)
i | log |λi|B|
)
.
Lemma 6.4. Every pair (λ, µ) of solutions lies in L2∞(B1, C1, R1,∞).
Proof. For a B ∈ S∞λ we have,
| log |λ|B| ≤
n∑
i=0
|xi|| log |λi|B| ≤
n∑
i=0
b
(1)
i | log |λi|B|
≤ max
B∈S∞λ
(
n∑
i=0
b
(1)
i | log |λi|B|
)
= log(R1,∞).
Definition 6.5. Let B = (b0, b1, · · · , bn) ∈ Nn+1 and C = (c0, c1, · · · , cm) ∈
Nm+1. For B ∈ S∞λ and 1 < R′ < R we define,
T 2B(B,C,R,R′) =
{
(λ, µ) ∈ L2∞(B,C,R) : |µ− 1|B <
1
R′
}
.
We need the following lemma.
Lemma 6.6. There exists a computable constant c1,∞ > 0 such that
|xi| ≤ c1,∞ max
B∈S∞λ
(| log |λ∞|B|) ,
for all i ∈ I∞.
Proof. We can assume that I∞ = {1, 2, · · · , t} and S∞λ = {B1,B2, · · · ,Bu} with
70
t ≤ u. We define the matrix
M =

log |λ1|B1 · · · log |λt|B1
...
...
log |λ1|Bu · · · log |λt|Bu

By the choice of I∞ and S∞λ there exists a t×t submatrix of M which is invertible.
Among all these submatrices we choose one, which we call Ms, whose inverse has
the maximal infinity norm. We define c1,∞ = ‖M−1s ‖. Then we can deduce that
|xi| ≤ c1,∞maxB∈S∞λ (| log |λ∞|B|) for all i ∈ I∞.
Now we have all the necessary ingredients to show how we split L2∞(B,C,R).
Proposition 6.7. Let 1 < Rk+1 < Rk, Bk =
(
b
(k)
0 , b
(k)
1 , · · · , b(k)n
)
∈ Nn+1 and
Ck =
(
c
(k)
0 , c
(k)
1 , · · · , c(k)m
)
∈ Nm+1. Then we have,
L2∞(Bk, Ck, Rk) = L2∞(Bk+1, Ck+1, Rk+1) ∪
⋃
B∈S∞λ
T 2B(Bk, Ck, Rk, Rk+1)
where Ck+1 = Ck, b
(k+1)
i = min
(
b
(k)
i , c1,∞ · (logRk+1 + c2,∞)
)
for i ∈ I∞, other-
wise b
(k+1)
i = b
(k)
i , and c2,∞ = maxB∈S∞λ
(∑
i 6∈I∞ b
(k)
i | log |λi|B|
)
.
Proof. Let (λ, µ) ∈ L2∞(Bk, Ck, Rk) but (λ, µ) 6∈ L2∞(Bk, Ck, Rk+1). That means
there exists B ∈ S∞λ such that |λ|B > Rk+1 or |λ|B < 1Rk+1 . In the first case we
have that,
|λ|B > Rk+1 ⇔ |τ(λ)|τ(B) > Rk+1 ⇔
|λ|τ(B) < 1
Rk+1
⇔ |µ− 1|τ(B) < 1
Rk+1
.
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In the second case we have
|λ|B < 1
Rk+1
⇔ |µ− 1|B < 1
Rk+1
.
We have shown that
(λ, µ) 6∈ L2∞(Bk, Ck, Rk+1)⇒
⋃
B∈S∞λ
T 2B(Bk, Ck, Rk, Rk+1)
Now for (λ, µ) ∈ L2∞(Bk, Ck, Rk+1) we have that
| log |λ∞|B| ≤ | log |λ|B|+ | log | λ
λ∞
|B| < logRk+1 + c2,∞.
By Lemma 6.6 we deduce that
|xi| ≤ c1,∞ · (logRk+1 + c2,∞)
for all i ∈ I∞. Thus (λ, µ) ∈ L2∞(Bk+1, Ck+1, Rk+1).
Proposition 6.7 is very useful in practice because proving that the sets T 2B(Bk,
Ck, Rk, Rk+1) do not contain non–trivial solutions can be done quickly as we
showed in the previous section. Moreover, the constants c1,∞ and c2,∞ can be
easily computed in practice and since we have small | ordB(λ)| for B 6∈ S∞λ , c2,∞
is small.
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6.2.2 Cubic extensions
Let σ be a generator of Gal(L/K). By Theorem 5.6 we can assume that we are
looking for pairs of solutions (λ, µ) such that σ(λ) = 1
µ
. Moreover, we have made
a choice of Gλ and Gµ such that λ and µ have the same vector exponents, i.e.
n = m and xi = yi for i = 0, 1, · · · , n. This can be done by taking µi = σ( 1λi ).
So, we have to consider only the bound vector for λ in each step of the sieve and
we observe that I∞ = J∞. We recall that Gλ = Gµ and as a result Sλ = Sµ and
S∞λ = S
∞
µ .
As we mentioned earlier Sλ and Sµ contain only prime ideals B above split
primes of K. For each one of the conjugate prime ideals B ∈ Sλ we prove that
there do not exist pairs (λ, µ) such that | ordB(λ)| is ‘large’. We do this by
showing that,
|µ− 1|B ≤ δ  1
has no non–trivial solutions using Lemma 6.2 for a suitable choice of δ. We use
the new upper bounds on | ordB(λ)| for all prime ideals of Sλ to get a new vector
B1 =
(
b
(1)
0 , b
(1)
1 , · · · , b(1)n
)
such that |xi| ≤ b(1)i for i = 0, 1, · · · , n.
Definition 6.8. Let B = (b0, b1, · · · , bn) ∈ Nn+1. Then for R > 1 we define,
L3∞(B,R) = {(λ, µ) : |xi| ≤ bi, | log |λ|B| ≤ logR, ∀B ∈ S∞λ }
Let R1,∞ be as above, then
Lemma 6.9. Every pair (λ, µ) of solutions lies in L3∞(B1, R1,∞).
Proof. The proof is similar to Lemma 6.4.
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Definition 6.10. Let B = (b0, b1, · · · , bn) ∈ Nn+1. For B ∈ S∞λ and 1 < R′ < R
we define,
T 3B(B,R,R′) =
(λ, µ) ∈ L3∞(B,R) : |µ− 1|B <
1
R′ or
|λ− 1|σ(B) < 1R′
 .
Let c1,∞ be as in Lemma 6.6.
Proposition 6.11. Let 1 < Rk+1 < Rk, Bk =
(
b
(k)
0 , b
(k)
1 , · · · , b(k)n
)
∈ Nn+1. Then
we have,
L3∞(Bk, Rk) = L3∞(Bk+1, Rk+1) ∪
⋃
B∈S∞λ
T 3B(Bk, Rk, Rk+1)
where b
(k+1)
i = min
(
b
(k)
i , c1,∞ · (logRk+1 + c2,∞)
)
for i ∈ I∞, otherwise b(k+1)i =
b
(k)
i , and c2,∞ = maxB∈S∞λ
(∑
i 6∈I∞ b
(k)
i | log |λi|B|
)
.
Proof. The proof is similar to Proposition 6.7.
6.2.3 S3 extensions
Let σ and τ be the generator of Gal(L/K) such that σ3 = τ 2 = 1 and τστ = σ−1.
By Theorem 5.7 we can assume that we are looking for pairs of solutions (λ, µ)
such that τ(λ) = 1
λ
and σ(λ) = 1
µ
. Moreover, we have made a choice of Gλ and
Gµ such that λ and µ have the same vector exponents i.e. n = m and xi = yi
for i = 0, 1, · · · , n. This can be done by taking µi = σ( 1λi ) and so it is enough to
consider only the bound vector for λ. So we understand that Gµ = σ(Gλ) and
I∞ = J∞.
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As we mentioned earlier Sλ and Sµ contain only prime ideals B above split
primes of K. Again, the first step is to find an upper bound of | ordB(λ)| for each
prime ideal B ∈ Sλ by proving that,
|µ− 1|B ≤ δ  1
has no non–trivial solutions using Lemma 6.2 for a suitable choice of δ. We use
the new upper bounds on | ordB(λ)| for all prime ideals of Sλ to get a new vector
B1 =
(
b
(1)
0 , b
(1)
1 , · · · , b(1)n
)
such that |xi| ≤ b(1)i for i = 0, 1, · · · , n.
Definition 6.12. Let B = (b0, b, · · · , bn) ∈ Nn+1. Then for R > 1 we define,
L6∞(B,R) =
(λ, µ) : |xi| ≤ bi, | log |λ|B| ≤ logR| log |µ|B| ≤ logR ,∀B ∈ S∞λ ∪ S∞µ
 .
Let R1,∞ be as above, then
Lemma 6.13. Every pair (λ, µ) of solutions lies in L6∞(B1, R1,∞).
Proof. The proof is similar to Lemma 6.4.
Definition 6.14. Let B = (b0, b1, · · · , bn) ∈ Nn+1. For B ∈ S∞λ ∪ S∞µ and
1 < R′ < R we define,
T 6B(B,R,R′) =
{
(λ, µ) ∈ L6∞(B,R) :
|µ− 1|B < 1R′ or
|λ− 1|B < 1R′ or
|µ− 1|σ2(B) < 1R′ or
|λ− 1|σ(B) < 1R′

.
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Let c1,∞ be as in Lemma 6.6.
Proposition 6.15. Let 1 < Rk+1 < Rk, Bk =
(
b
(k)
0 , b
(k)
1 , · · · , b(k)n
)
∈ Nn+1. Then
we have,
L6∞(Bk, Rk) = L6∞(Bk+1, Rk+1) ∪
⋃
B∈S∞λ ∪S∞µ
T 6B(Bk, Rk, Rk+1)
where b
(k+1)
i = min
(
b
(k)
i , c1,∞ · (logRk+1 + c2,∞)
)
for i ∈ I∞, otherwise b(k+1)i =
b
(k)
i , and c2,∞ = maxB∈S∞λ
(∑
i 6∈I∞ b
(k)
i | log |λi|B|
)
.
Proof. The proof is similar to Proposition 6.7.
We should mention that in this case it may happen that there exists B ∈
S∞λ ∪ S∞µ such that |λ|B = 1. Then we can not use Lemma 6.1 to prove that the
inequality |λ−1|B < 1Rk+1 does not contain non–trivial solutions since the matrix
A is non–singular. Let σB be the associate to B embedding to R or C. In case
B be a real place then the condition |λ|B = 1 means that |σB(λ)| = 1 and so
λ = ±1. If B is a complex place we are not able to eliminate this situation. The
only we can do is to apply Lemma 6.1 but expressing λ with respect to a basis
of the full S–unit group. However, this situation seems not to appear quite often
in practice.
If we continue this way we reach to a point where we are not able to prove
that the sets T iB do not contain non–trivial solutions. If the bounds and the rank
of the groups are small we can just do a simple loop to find all solutions, using
these bounds. However, we may still have a lot of cases to consider. We show
how we can continue the sieve in the next section.
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6.3 Computing solutions
When we can not prove that the sets T iB do not contain non–trivial elements then
we have to start computing solutions. The first step is to find congruence solutions
mod Be of µ and λ for suitable choices of finite primes B and exponents e. We
do that because computing congruence solutions for a small choice of e can be
done quickly since there are very good implementations of discrete logarithm
([Dev16]) and then we have to use only basic linear algebra. In practice we throw
away a huge percent of candidate solutions by computing congruence solutions.
Then we use Pincke–Pohst algorithm ([FP85]), as Smart and Wildanger do, to
determine which lifts of the mod Be solutions are solutions of (5.1). After that
the remaining solutions have smaller upper bounds for the absolute value of their
valuations in prime ideals and we can repeat the procedure we described in the
previous section.
Again we take the advantages of Theorems 5.5, 5.6 and 5.7 and the symmetries
they introduce in the solutions. As before we consider cases according to the
structure of Gal(L/K).
Let W be the set of pairs (λ, µ) of solutions of (5.1) where λ ∈ Gλ and µ ∈ Gµ.
We define Wλ = {λ : λ ∈ Gλ, ∃µ ∈ Gµ such that (λ, µ) ∈ W}. Similarly we define
Wµ. For a fixed prime ideal B ∈ Sλ we define
bλ = bλ(B) = max
λ∈Wλ
{| ordB(λ)|} bµ = bµ(B) = max
µ∈Wµ
{| ordB(µ)|} .
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6.3.1 Quadratic case
In this case we only want to consider congruence solutions for elements in Gλ
because the rank of Gλ is smaller than the rank
3 of Gµ. Let (λ, µ) ∈ W . We
recall that Sλ contains primesB which are above primes p ofK that split. We fix a
prime ideal B ∈ Sλ. We denote by τ a generator of Gal(L/K) and bµ = bµ(τ(B)).
Proposition 6.16. bλ ≤ max(bµ, bµ).
Proof. We have to consider three cases.
• If ordB(λ) > 0 then ordB(µ) = 0. However, we know that ordτ(B)(µ) =
ordτ(B)(λ) = − ordB(λ). So,
| ordB(λ)| = | ordτ(B)(λ)| = | ordτ(B)(µ)| ≤ bµ.
• If ordB(λ) = 0 then | ordB(λ)| ≤ bµ.
• If ordB(λ) < 0 then ordB(λ) = ordB(µ) and we understand that | ordB(λ)| ≤
bµ.
Proposition 6.16 says that reducing bµ and bµ we reduce bλ too. We will show
how we can find new smaller bµ and bµ by computing solutions in congruence
equations. For here and later on we focus only on B and bµ. It is important to
mention that for a positive integer e and an element x ∈ L the relation x ≡ 1
mod Be is equivalent to the inequality |x − 1|B ≤ 1R where R = pfBe, p is the
3For this case we have that Gµ = O∗L,SL which does not usually have small rank.
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rational prime below B and fB is the residual degree of B. For the rest of the
section we jump from one form to the other without getting into the details.
Let e be a positive integer which is smaller than bµ. We want to determine all
pairs (λ, µ) ∈ W such that | ordB(µ)| ≥ e > 0. In the case ordB(µ) > 0 we find
λ using the fact that
λ ≡ 1 mod Be.
On the other hand when −k := ordB(µ) ≤ −e we have that ordB( 1λ) = k. We
define R = pfBe. Then we see that
|µ|B ≥ R⇔
∣∣∣∣ 1µ
∣∣∣∣
B
≤ 1
R
⇔
∣∣∣∣ 11− λ
∣∣∣∣
B
≤ 1
R
⇔∣∣∣∣1 + λ1− λ
∣∣∣∣
B
≤ 1
R
⇔ 1 ≡ λ
λ− 1 mod B
e
We just showed the following proposition.
Proposition 6.17. Let (λ, µ) ∈ W and B ∈ Sλ such that | ordB(µ)| ≥ e > 0.
Then either λ ≡ 1 mod Be or 1 ≡ λ
λ−1 mod B
e.
In practice we find the solutions for x ≡ 1 mod Be and then we check if x
corresponds to an element x of O∗L,SL that satisfies 1−x ∈ O∗L,SL . We call x a lift
of x. Moreover, by symmetry we have to work only with one of the two conjugate
prime ideals B and τ(B).
6.3.2 Cubic case
In the cubic case we know that Gλ = Gµ and we have chosen bases for Gλ and
Gµ such that µi = σ(
1
λi
) for i = 0, 1, · · · , n where σ is a generator of Gal(L/K).
Let (λ, µ) ∈ W for which we recall that σ(λ) = 1
µ
. We fix a prime ideal B ∈ Sλ.
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Proposition 6.18. bλ = bµ.
Proof. Let (λ, µ) be a pair such that | ordB(λ)| > bµ. We know that either
ordB(λ) = ordB(µ) < −bµ or ordB(λ) > bµ and ordB(µ) = 0. In the first case
we understand that | ordB(µ)| > bµ which is a contradiction. In the second case
the pair ( 1
λ
,−µ
λ
) is an other pair of solutions in W such that | ordB(−µλ)| =
| ordB(λ)| > bµ which is a contradiction. So bλ ≤ bµ. By symmetry we have
bµ ≤ bλ.
Let e be a positive integer which is smaller than bµ. We want to determine
all pairs (λ, µ) ∈ W such that | ordB(µ)| ≥ e > 0.
Proposition 6.19. Let (λ, µ) ∈ W such that | ordB(µ)| ≥ e > 0. Then either
λ ≡ 1 mod Be or 1
λ
≡ 1 mod (σ(B))e.
Proof. Let R = pefB where p is the rational prime below B and fB the residual
degree of B. We have that | ordB(µ)| ≥ e ⇔ |log |µ|B| ≥ logR. Taking into
account that σ(λ) = 1
µ
and σ(µ) = −λ
1−λ we have that
• log |µ|B ≥ logR⇔
∣∣∣ 1µ∣∣∣
B
≤ 1
R
⇔ ∣∣ 1
λ
− 1∣∣
σ(B)
≤ 1
R
.
• log |µ|B ≤ − logR⇔ |µ|B ≤ 1R ⇔ |λ− 1|B ≤ 1R .
We recall that Sλ = Sµ contains primes B which are above primes p of K that
split. Let B1,B2,B3 be three conjugate prime ideals of L such that σ(Bi) = Bi+1
for i = 1, 2 and σ(B3) = B1. By Theorem 5.6 we have that
3∑
i=1
ordBi(λ) =
3∑
i=1
ordBi(µ) = 0.
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Let a1 = ordB1(λ) and a2 = ordB2(λ). By the above relation and the fact that
σ(λ) = 1
µ
we have
a1 = ordB1(λ) a1 + a2 = ordB1(µ) (6.4)
a2 = ordB2(λ) −a1 = ordB2(µ) (6.5)
−a1 − a2 = ordB3(λ) −a2 = ordB3(µ) (6.6)
Proposition 6.20. bλ(Bi) = bµ(Bj) for i, j = 1, 2, 3.
Proof. By Proposition 6.18 it is enough to show that bλ(B1) = bλ(B2). Assume
that there exists a pair (λ, µ) ∈ W such that | ordB1(λ)| > bλ(B2). We have to
consider two cases.
• Suppose that ordB1(λ) > bλ(B2). Then by equations (6.4)–(6.6) we under-
stand that a1 > 0 and a2 = −a1. So, we see | ordB1(λ)| = | ordB2(λ)| ≤
bλ(B2).
• Suppose that ordB1(λ) < −bλ(B2). Again by equations (6.4)–(6.6) we con-
clude that a1 < 0 and a2 = 0. As a result we understand that | ordB1(λ)| =
| ordB2(µ)| ≤ bµ(B2) = bλ(B2) by Proposition 6.18.
Propositions 6.18, 6.19 and 6.20 say that it is enough to find the solutions
of x ≡ 1 mod Be1 and x ≡ 1 mod Be2 and check which lifts x ∈ Gλ satisfy
1− x ∈ O∗L,SL .
81
6.3.3 S3 case
Let Gal(L/K) = 〈σ, τ〉 such that σ3 = τ 2 = 1 and τστ = σ−1. We recall that we
have chosen bases for Gλ and Gµ such that µi = σ(
1
λi
) for i = 0, 1, · · · , n. Let
(λ, µ) be a pair in W for which we have that τ(λ) = 1
λ
and σ(λ) = 1
µ
.
We fix a prime ideal B. We recall that Sλ and Sµ contain prime ideals B of
L which are above primes p of K that split. Let gB be the number of conjugate
prime ideals of B.
Proposition 6.21. Sλ and Sµ do not contain prime ideals B such that gB = 1, 2.
Proof. The case gB = 1 has already been considered since we have mentioned
at the begin of the chapter that both Sλ and Sµ contain primes B which are
above split primes of K. For gB = 2 and λ ∈ Sλ Theorem 5.7 says that
NormL/Lσ(λ) = λσ(λ)σ
2(λ) = −1. Since gB = 2 we have that the decompo-
sition group DB(L/K) = 〈σ〉. That shows ordB(λ) = 0. Similarly for Sµ.
Case gB = 3. LetB1,B2,B3 be three conjugate primes such that σ(Bi) = Bi+1
for i = 1, 2, σ(B3) = B1, τ(B1) = B2 and τ(B3) = B3. By Theorem 5.7 we
can deduce that B1,B2 ∈ Sλ and B3 6∈ Sλ such that ordB1(λ) = − ordB2(λ).
Similarly, B2,B3 ∈ Sµ and B1 6∈ Sµ such that ordB2(µ) = − ordB3(µ).
From the above we have the following,
Proposition 6.22. bλ(B1) = bλ(B2) = bµ(B2) = bµ(B3). Moreover, we have
− ordB1(λ) = ordB2(λ) = − ordB3(µ) = ordB2(µ) ≤ 0.
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Proof. The relation
− ordB1(λ) = ordB2(λ) = − ordB3(µ) = ordB2(µ) ≤ 0,
is an immediate consequence of the analysis in the paragraph above the proposi-
tion. As a results we have bλ(B1) = bλ(B2) = bµ(B2) = bµ(B3).
By Proposition 6.22 we understand that it is enough to find solutions of the
congruence equation x ≡ 1 mod Be3 and check which lifts x ∈ Gλ satisfy 1−x ∈
O∗L,SL .
Case gB = 6. Let B1,B2, · · · ,B6 be six conjugate primes such that σ(Bi) =
Bi+2 for i = 1, 2, 3, 4, σ(B5) = B1, σ(B6) = B2, τ(B1) = B2, τ(B3) = B6 and
τ(B4) = B5.
By Theorem 5.7 we deduce that
a1 = ordB1(λ) = − ordB2(λ) = − ordB3(µ) = ordB4(µ) (6.7)
−a1 − a2 = ordB3(λ) = − ordB6(λ) = − ordB5(µ) = ordB2(µ) (6.8)
a2 = ordB5(λ) = − ordB4(λ) = − ordB1(µ) = ordB6(µ) (6.9)
Proposition 6.23.
bλ(Bi) = bλ(τ(Bi))
bµ(Bi) = bµ(σ
2τ(Bi))
bλ(Bi) = bµ(σ(Bi))
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for all i = 1, · · · , 6.
Proof. It is an immediate consequence of the equations (6.7)–(6.9) and the fact
that σ(λ) = 1
µ
.
Proposition 6.24. Let (λ, µ) ∈ W such that | ordB(µ)| ≥ e > 0. Then either
λ ≡ 1 mod Be or 1
λ
≡ 1 mod (σ(B))e.
Proof. It is the same as in Proposition 6.19.
The combination of Propositions 6.23 and 6.24 say that it is enough to find
solutions of the congruence equation x ≡ 1 mod Bei for i = 1, 3, 5(or 2, 4, 6) and
test which lifts x ∈ Gλ satisfy 1− x ∈ O∗L,SL .
6.3.4 Lifting congruence solutions
Even though congruence equations throw away a huge percent of the candidates
there are cases where testing all lifts is still expensive. In this section we show
a way to reduce the number of candidate lifts. This is based on ideas by Smart
and Wildanger ([Sma99], [Wil00], [Wil97], [EG16]).
Let B be a prime ideal of L, e a positive integer and k the exponent of
(OK/Be)∗. By Lemma 2.16 we can assume λ = λ0
∏n
i=1 λ
xi
i where ordB(λi) = 0
for i = 0, · · · , n and λ0 lies in a finite set. We also assume that | log |λ|Q| ≤ logR
for all Q ∈ S∞λ and | ordQ(λ)| ≤ bλ(Q) for all Q ∈ Sλ \ S∞λ .
For a fixed λ0 we use discrete logarithm and linear algebra to compute the set
Λ0,con of all elements λ0
∏n
i=1 λ
xi
i with 0 ≤ xi < k which satisfy λ0
∏n
i=1 λ
xi
i ≡ 1
mod Be or 1 ≡ λ0
∏n
i=1 λ
xi
i
λ0
∏n
i=1 λ
xi
i −1
mod Be. We define λi,k = λ
k
i for i = 1, · · · , n. Then
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an element λ ∈ Wλ is written in the form
λ = ρ
n∏
i=1
λtii,k
where |ti| ≤
[
bi
k
]
+ 1 and ρ ∈ Λ0,con. We define bi,con :=
[
bi
k
]
+ 1 for i = 1, · · · , n.
We use Fincke–Pohst algorithm to reduce the number of candidate vectors ~t =
(t1, · · · , tn)t. For each Q ∈ Sλ we define
rQ =

R ·maxρ∈Λ0,con exp (| log |ρ|Q|) , if Q ∈ S∞λ
pbλ(Q)fQ maxρ∈Λ0,con exp (| log |ρ|Q|) , if Q ∈ Sλ \ S∞λ .
where p is the rational prime below Q and fQ the residual degree. Let Q1, · · · ,Qf
be the elements of Sλ. We consider the matrix
A =

log |λ1,k|Q1
log(rQ1 )
· · · log |λn,k|Q1
log(rQ1 )
...
...
log |λ1,k|Qf
log(rQf )
· · · log |λn,k|Qf
log(rQf )
 ∈ Rf×n,
Lemma 6.25. With the above notation we have that
‖A~t‖2 ≤ f.
Proof. We have that | log |λ|Q| ≤ logR for all Q ∈ S∞λ . We know that λ =
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ρ
∏n
i=1 λ
ti
i,k for some ρ ∈ Λ0,con. Then it holds
∣∣∣∣∣log |
n∏
i=1
λtii,k|Q
∣∣∣∣∣ = ∣∣log |λρ−1|Q∣∣ ≤ |log |λ|Q|+ |log |ρ|Q|
≤ logR + |log |ρ|Q| ≤ log rQ.
Similarly, for Q ∈ Sλ \ S∞λ we have that
∣∣log |∏ni=1 λtii,k|Q∣∣ ≤ log rQ. Thus,
‖A~t‖2 =
∑
Q∈Sλ
log2
(∏n
i=1 |λtii,k|Q
)
log2 rQ
≤ f.
From Lemma 6.25 we determine all candidate products
∏n
i=1 λ
ti
i,k. Multiply
all these element with each ρ and testing 1−ρ∏ni=1 λtii,k ∈ O∗L,SL we determine all
solutions of 5.1. See Section 6.4 for a criterion when for a given x ∈ L we have
1− x ∈ O∗L,SL .
6.3.5 Final step
Now, we know that the absolute value of the exponents of the remaining solutions
are smaller. We can repeat the steps of decomposing the set of solutions, as we
showed in Section 6.2, and computing solutions with ‘high’ valuation at one prime
up to a point where a simple loop is feasible. In practice, it seems that we have
to consider congruence equations x ≡ 1 mod Be just once.
In the final simple loop of the C3 and S3 cases we also use general Hilbert
symbols to reduce the number of cases we have to check. Our solutions (λ, µ)
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always satisfy
(
λ,µ
B
)
`
for every prime B and integer ` ≥ 1. For a suitable choice4
of B and ` we create the matrix AB =
((
λi,µj
B
)
`
)
i,j
∈ Mn+1,n+1(Z/`Z) and we
test which vectors exponents ~x satisfy ~xAB~x
t = 0.
6.4 Identifying S–units efficiently
An expensive part of solving S–unit equations over a number field K and a set
of prime ideals S of K is for given x ∈ K∗ to determine when 1 − x ∈ O∗K,S.
We assume for p ∈ S that S contains all the conjugate of p. We define SQ =
{p ∈ Z : ∃p ∈ S, p|p}.
Lemma 6.26. Let x ∈ K∗ and fx(t) ∈ Q[t] be the minimal polynomial of x over
Q. It holds fx(1) ∈ Z∗SQ if and only if 1− x ∈ O∗K,S.
Proof. Without loss of generally we assume K/Q is Galois and deg fx = [K :
Q] = n. We define rx : K → K to be the linear map given by rx(y) = yx. Let
Ax = [ai,j] be an n × n matrix of rx associate to a fixed basis of K over Q. We
know that fx(t) = det(It−Ax) and the conjugate of x are the eigenvalues of Ax
which are distinct. We denote by x := λ1, · · · , λn the eigenvalues of Ax. Since
fx(1) = det(I − Ax) =
∏n
i=1(1− λi) we have the result.
Lemma 6.26 is very useful in practise because it seems that there are very
good implementations for computing minimal polynomials and testing when an
integer is S–unit than working directly with the O∗K,S ([Dev16]).
4We use tame Hilbert symbol because there are formulas to evaluate it which are easily
implemented compare to the general case. That means we choose only primes in Sλ ∪ Sµ and
` to be the order of the unit group of the residue field at B.
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6.5 Example
We continue the case K = Q and S = {2, 3, 23}.
Trivial case. Using Propositions 5.1, 5.2 and 5.3 we can prove that there does
not exist a curve with full 2–torsion that it is not 2–isogenous to a curve without
full 2–torsion which has λ–invariant in one of the 9 quadratic extensions Q(
√
d)
where d ∈ {−1, 2, 3, 6,±23, 46, 69, 138}. In other words each curves with full 2–
torsion is isogenous to one curve without full 2–torsion which has λ–invariant in
one of the 9 quadratic fields in which we solve an S–unit equation.
Quadratic case. In the quadratic case we have 9 equations to solve. We will
get into the details only for the case L = Q(θ), where θ2 = 2, because the rank
of Gλ is the maximal among all the 9 fields. We have that
Gλ =
[
−1,−2θ + 3, 10θ − 27
23
]
Gµ = [−1, θ − 1, θ, 3,−θ + 5,−θ − 5]
Since 23 is the only prime in S which splits in L we have that Sλ contains only the
two primes B1 and B2 above 23. On the other hand Sµ contains all the primes
in L above S since Gµ = O∗L,SL as we mentioned at the begin of the chapter.
By the reduction method we find that 1286 is an upper bound of the absolute
value of the exponents of the free part of Gλ and Gµ. That means we have
B0 = (2, 1286, 1286) and C0 = (2, 1286, 1286, 1286, 1286, 1286). We prove that
the inequality |µ − 1|B1 < 23−e does not have non–trivial solutions for e > 16
and we conclude that bλ(B1) = bλ(B2) = 16. Working with the other primes in
Sµ we have B1 = (2, 1286, 16) and C1 = (2, 1286, 82, 16, 16, 25).
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We continue by applying the results of Section 6.2 and we end up with B2 =
(2, 45, 16) and C2 = C1 = (2, 1286, 82, 16, 16, 25). Now the number of candidate
λ is not so big, just 6005 elements, and we can compute them with a simple loop.
At the end we have that
Wλ =
{
408θ + 577,
−2880θ − 4073
23
,
−900θ − 1273
23
, 12θ + 17,
1986θ + 2833
529
,
−84θ − 121
23
, 2θ + 3,
−24θ − 41
23
,
24θ − 41
23
,−2θ + 3, 84θ − 121
23
,
−1968θ + 2833
529
,−12θ + 17, 900θ − 1273
23
,
2880θ − 4073
23
,−408θ + 577,
,−12θ − 17,−2θ − 3, 24θ + 41
23
,
156θ + 12169
12167
,
−540θ − 929
529
,
10θ + 27
23
,
− 1, −10θ + 27
23
,
540θ − 929
529
,
−156θ + 12169
12167
,
−24θ + 41
23
, 2θ − 3,
12θ − 17}
From this set of Wλ we have the candidate set of j–invariants
{
3065617154
9
,
545138290809
16928
,
135638288072
42849
, 287496,
135559106353
5037138
,
148877000
4761
, 8000,
2315250
529
,
2744000
9
, 10976,
13144256
4761
,
953312
529
,
115387499277504
148035889
,
870436774592
204004089
, 1728
}
Applying Proposition 2.32 we have that all the above candidate j–invariants are
j–invariants of an elliptic curve with good reduction outside S.
Working in the same way with the other 8 quadratic extensions and computing
2–isogenous elliptic curves we compute the set JC2,1 of j–invariants of curves over
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Q which have a rational point of order 2 and good reduction outside S.
JC2,1 =
{
2315250
529
, 8000,
148877000
4761
,
135559106353
5037138
, 287496,
135638288072
42849
,
545138290809
16928
,
3065617154
9
,
870436774592
204004089
,
953312
529
, 1728,
39304000
14283
,
115387499277504
148035889
,
13144256
4761
, 10976,
2744000
9
,
45989074372
7555707
,
16000
3
,
3121792
1587
,
413493625
1587
,
140608
3
,
19307236
1587
,
50591419971625
28422890688
,
19056256
27
,
16879645312
128547
,
28756228
3
,
10963069081334500
1156923
,
21081759765625
57132
,
949104
529
,
3456, 54000,
1546167879660104
323754489243
,
1522096994
839523
,
3112136
1587
,
85184
3
,
143877824
14283
,
80919167474
14283
,
7301384
3
,
3463512697
3174
,
58591911104
243
,
1259712
529
, 23328,
8000
1863
,
−8000
9
,
−21296
729
,
13500
23
,
−35152
1863
,
−171879616
150903
,
1640689628
12223143
,
−14647977776
59049
,
2924207
3312
,
−116930169
23552
,
−28756228
16767
,
21296
207
,
314432
207
,
17576000
16767
,
−2924207
81
,
−10627137250000
110008287
,
4
9
,
−389017
828
,
−15625
207
,
30289632400448
58194383823
,
−4956477625
268272
,
752329532375
448524288
,
107850176
16767
,
3370318
81
,
1666957239793
301806
,
209254496
207
,
65939264
1863
,
7377976076947776
12167
,
2491343456
1358127
,
13289344
23
,
12214672127
9
,
4499456
27
,
2048
3
,
61604313088
621
,
15043017316604
243
,
3538944
23
,
6859000
3
,
1378334691074
69
,
51478848
23
,
0,
545338513
171396
,
1556068
81
,
170769126592
281132289
, 128,
−8000
81
,
4135597648
385641
,
4000
9
,
21952
9
,
−219488
729
,
35152
9
,
676449508
4761
,
64
9
,
−873722816
59049
,
207646
6561
,
97336
81
}
At the end we have 97 isomorphism classes5 with 1664 elliptic curves. The
5We include curves for j = 0, 1728. For j = 0 there are curves with good reduction outside
{2, 3, 23} but #E(Q)[2] = 1.
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maximal conductor is 1218816 = 2832232.
Cubic case. We have shown that there is only one cubic extension over Q
unramified outside S which is the splitting field of the polynomial x3 − 3x − 1.
We define L = Q(φ) such that φ3 − 3φ− 1 = 0. We have that
Gλ =
[−1, φ2 − φ− 1, φ+ 1] Gµ = [−1,−φ, φ2 − 2]
All the generators of Gλ and Gµ are in O∗K . By the reduction step we have that6
35 is an upper bound of the absolute value of the exponents of the free part of
Gλ and Gµ. So, B0 = (2, 35, 35). Since Sλ and Sµ do not contain prime ideals
we go directly to reduce the upper bound for the unit generators while B1 = B0.
Applying the results of Section 6.2 we get that B2 = (2, 14, 14) and there are
1681 candidates for λ. Then a simple loop computes Wλ which is
Wλ =
{
21φ2 − 7φ− 60,−2φ2 + φ+ 6, φ2 − 2,−φ2 + φ+ 2, φ2 − 2φ,
−14φ2 + 21φ+ 10, φ2 + φ,−φ,−7φ2 − 14φ− 4}
From this set of Wλ the candidate set of j–invariants is
{790272, 6912, 2304}
Again by Proposition 2.32 we have that all the above candidate j–invariants are
j–invariants of an elliptic curve with good reduction outside S. So, we have 3
isomorphism classes with 48 curves and maximal conductor 2742336 = 2634232.
6In practice it seems that we get ‘small’ upper bounds from the reduction step when all the
generators of Gλ and Gµ lie in O∗K .
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S3 case. In this case we have 37 equations to solve. We will present the details
of the case where rank(Gλ) = rank(Gµ) is the highest. This is the case where
L is the splitting field of the polynomial x3 − 6x − 3. As L/Q is a tower of a
quadratic and cubic extension then we have L = Q(ξ, ψ) where ψ2 − 69 = 0 and
ξ3 − 6ξ − 3 = 0. We have that
Gλ =
[
−1,− 4
69
ψξ2 + (
1
23
ψ + 1)ξ +
3
46
ψ +
1
2
, (− 3
23
ψ + 3)ξ2 + (
8
23
ψ − 6)ξ
+
1
46
ψ − 11
2
, (− 1
276
ψ +
1
4
)ξ2 +
3
46
ψξ +
9
92
ψ − 5
4
, (
15
23
ψ − 63
23
)ξ2
+(−28
23
ψ +
168
23
)ξ − 32
23
ψ − 1
23
]
Gµ =
[
−1, 4
69
ψξ2 + (− 1
23
ψ − 1)ξ − 3
46
ψ +
1
2
, (− 9
23
ψ − 3)ξ2 + ( 1
23
ψ + 3)ξ
+
95
46
ψ +
37
2
, (
1
69
ψ − 1
2
)ξ2 + (− 1
92
ψ +
1
4
)ξ − 13
92
ψ +
7
4
, (
18
23
ψ +
132
23
)ξ2
+(−14
23
ψ − 30
23
)ξ − 100
23
ψ − 781
23
]
By the reduction step we have that 663 is an upper bound of the absolute value
of the exponents of the free part of Gλ and Gµ. So, B0 = (2, 663, 663, 663, 663).
There are 3 primes above 2 and 23 and one prime above 3 in L. Thus gB = 3 for all
B ∈ Sλ, Sµ. By proving the non–existence of solutions of the inequality |µ−1|B <
δ for suitable choice of B ∈ Sλ \ Sµ and δ we have that B1 = (2, 663, 663, 64, 31).
We continue by applying the results of Section 6.2 and we end up with B2 =
(2, 247, 226, 64, 31). Now we are not able to prove that all the sets T 6B are empty
and the number of cases we have to check is too big7 to allow us to do a simple
loop. We continue by computing solutions such that µ ≡ 1 mod (B2)4 where
7With the upper bound B0 the number of candidate solutions is ∼ 3 × 1012 while after
applying the results of Section 6.2 we have B1 and the number has been decreased to ∼ 3, 6×109.
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B2|2 and B2 ∈ Sλ \ Sµ. We find 10 solutions and only 7 out of them give j ∈ Q.
These j’s are
{6848175699/1472, 1860867/368, 651245403/376832, 149721291/48668,
1167051/23, 311469, 1601613/64} .
Now we have B3 = (2, 247, 226, 4, 31). The next step if to find solutions such
that µ ≡ 1 mod (B23)2 where B23|23 and B23 ∈ Sλ \ Sµ. We find 5 solutions
with the following j’s
{620663201409024/3404825447, 121697237568/12167, 23892339312/6436343,
618470208/12167, 107986944/12167} .
Now B4 = (2, 247, 226, 4, 2) and we can apply again the results of Section 6.2.
After that we have that B5 = (2, 57, 57, 4, 2) and a simple loop is now feasible.
The remaining solutions are 13 with j’s
{244465700076/23, 78732/23, 11943936/23, 46656/23, 105456/23, 11664,
49152/23, 6144, 5719872/23, 55296/23, 1492992/23, 6962820672/23,
90853097472/23}
To sum up we have 25 candidate j’s and by Proposition 2.32 we can see that
all the above candidate j–invariants are j–invariants of an elliptic curve with
good reduction outside S.
Working in the same way with the rest 36 S3 extensions where the rank of Gλ
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and Gµ are smaller we compute the set JS3 of j–invariants of elliptic curves with
good reduction outside S and 6 degree 2–division field.
JS3 =
{−605310849
1024
, 207,−26496, −313994137
64
,
−1550640289
1327104
,
92
81
,
11265584
6561
,
−149122432
59049
,
−152827456
81
,
23
4
,−2116,−9936, −2944
9
, 1472,
−412313472
529
,
−33060921612804657
8875147264
,
490609013103
37897187584
,
−15944049
8464
,
766656
529
,
109503
64
,−36,
− 316368, −35937
4
, 1152,−784446336, 432,−576,−3456,−4408272, 828,
−42592000
12167
,
−1149984000
23
,
−562432
23
,
−6912
23
,
−256
23
,
32000
23
, 256,−268272,
276,
261685248
279841
,
−746496
529
,−12288000,−3072, 1536,−13824, −11776000
2187
,
−188416
3
,
23552
27
,
−1190106112
243
,
−76877424
279841
,
−165888
529
,
−3207469280919552
279841
,
820125
529
,
−3472875
4
,
10125
64
,−5184,−497664,−972, 1296, −57032019
256
,
5589
4
,
−1990656
529
,−41472, −3556224000
279841
,−82944, 21233664
12167
,
5831294976
23
,
248832
23
,
41472
23
,
4269861568512
23
, 41472,
60466176
23
,
149721291
48668
,
620663201409024
3404825447
,
121697237568
12167
,
23892339312
6436343
,
618470208
12167
,
107986944
12167
,
651245403
376832
,
1601613
64
,
1167051
23
,
1860867
368
,
6848175699
1472
, 311469,
244465700076
23
,
78732
23
,
11943936
23
,
46656
23
,
105456
23
, 11664,
49152
23
, 6144,
5719872
23
,
55296
23
,
1492992
23
,
6962820672
23
,
90853097472
23
,
881443109376
12167
,
82944
23
, 995328,
1119744
23
,
30233088
12167
,
331776
23
,
6718464,
124416
23
,
663552
23
,
9553393300769782272
23
,
−2817559698624
12167
, 3,
−55699202259
25745372
,
−6545475219
23552
,
37044
23
,
−3456
23
,
−105456
23
,
−77625
512
,−9522,
−2057243625
8
,−39744, 1656, 989120151
1083392
,
−140625
8
,
−189613868625
128
, 576,
94
−1159088625
2097152
,
42876576
279841
,
27000
529
,
−8947094976
529
,−864,−72000,−72, 3375
2
,
− 39091613782464, −97967097
128
, 46,−17950304,−1472,−32800284428081472,
− 621000, 207
2
,
−64701513
97336
,
6128487
11776
,
−1728
23
,
−18
23
, 72,−69931566, −8579808
23
,
1193859
512
,
94531131
8
,
107811
8
, 4374, 1944, 5184, 15552, 2592,
555579
2
, 419904,
15786448344,
−504896
243
,
−29393898574784
177147
,
−20285403817
279936
,
621
32
,
33856
27
,
184
3
,
−778918741604594
27
,−19872, −1602604156632
529
,
−11088125088
279841
,
1811338924224
78310985281
,
65856
529
,
−3721734
529
,
1249243533
1083392
,
9261
8
,
−1167051
512
,−1728,−216,−6, −132651
2
,
− 21024576,−32928, 192, 864, −150160511907
536870912
, 552,−426006, 8117781
32768
,
−1587
2
,
−18500211
32
, 1242,−4416, −911925409752
6436343
,
750141
736
,
−2592
23
,−972000, −1728
12167
,
−91125
8
,
−2890629687594173619
12947848928690176
,
−2334102
23
,
9261
46
,
−46656
23
,
12000
23
,
−4522138875
389344
,
1302328125
753664
, 486,
−15552
23
,
−2187
46
,
−57176858301606
23
,
−182095371
2944
,
666792
12167
,
20250
23
,
−2791300500000
23
,
−209952
23
, 0,−3815424
}
Again by Proposition 2.32 we have that all the above candidate j–invariants
are j–invariants of an elliptic curve with good reduction outside S. So, we have
213 isomorphism8 isomorphism classes with 3808 curves and maximal conductor
32908032 = 2835232.
To sum up, for K = Q and S = {2, 3, 23} we have found9 312 isomorphism
classes and 5520 curves.
8Including j = 0.
9j = 0 appears both in the C2 and S3 cases.
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We have to mention that we did all the computations in a modern server
and the code has been written in Sage ([Dev16]). The whole amount of time
was around 8 hours where 6 minutes 6 seconds was the computation for JC1,2 , 4
seconds for JC3 and the remaining time for JS3 . Among the 37 fields in S3 case
the field we presented in the example above was the most expensive, around 6
hours. The most expensive part was when we had to check that a big amount
of candidates λ or µ satisfied 1 − λ or 1 − µ be a S–unit. That happens when
we test lifts of congruence solutions (see Section 6.3.4) and at the final loop (see
Section 6.3.5).
Moreover, we have compared the above results with other methods and all find
the same set of curves. The version of Sage where the implementation was written
([Dev16]) includes an implementation of Cremona–Lingham method ([CL07]). It
took around 19 hours to compute the curves in the same server as in our method
while the input variable proof of the corresponding function10 was in False mode.
The effect of ‘proof=False’ is that when the function needs to find S–integral
points on a curve it does not worry when it is not able to compute a basis of the
Mordell–Weil group. The use of ‘proof=False’ speeds up the implementation but
it does not guarantee the completeness. However, in practice we expect not to
miss curves.
An other implementation is by John Cremona and Ariel Pacetti based on
[CPV16]. The approach of the method is different and it is based on computing
orders in quadratic and cubic extensions and solutions on Thue equations. How-
ever, the method uses an explicit version of ABC conjecture ([Sil86, VIII.11.4])
to bound the index of the orders. The implementation is in Pari/GP ([PAR16])
10The name of the function is EllipticCurves with good reduction outside S.
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and it took around 30 min to compute the same set of curves in a similar server
as in the above methods.
Finally, the last implementation is due to Michael Bennett and Andrew Rich-
nitzer based on [BR16]. This method combines classical invariant theory of cubics
forms and solutions of Thue equations. The details of the implementation and
the computer power can be found in [BR16] while the time for the computations
was around 20 minutes.
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Chapter 7
Conclusion
At the end of this thesis we would like to make some final remarks. The big
advantage of solving S–unit equations for computing EK,S is that we have a
method which both the theory and the implementation work over every number
field and the method gives complete set of curves. It does not depend on any
conjecture and at the end of the day we just have to do a finite search which may
be huge but is still finite!
On the other hand we have to do computations on high degree extensions
since we work on the 2–division field. Everywhere in this thesis we made the
assumption that computing bases of S–unit groups is doable. However, this is
not always true when the degree of the field is high or we have a lot of primes or
primes with big norm.
An other important factor that would make faster this method would be a bet-
ter implementation. The necessity of this thesis forced us to write thousand lines
of code which implemented the ideas of De Weger, Tzanakis, Smart and Wildan-
ger ([Weg88], [Weg87] [TdW89], [TW92], [Sma95], [Sma98], [Sma99], [Wil00],
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[Wil97], [EG16]). We hope that this code or a part of it will be included in a
future version of Sage. However, S–unit equations have a lot of applications in
number theory and we believe that it is worthy to translate this code or part of
it in a lower level language, like Pari/GP or C.
We strongly believe that the approach of this thesis for computing EK,S by
using the λ–invariant can be extended to higher genus curves, e.g. genus 2 and
Picard curves. However, the geometry in high genus curves is more complicated
and different than genus 1 curves.
Finally, we want to mention that we have used the method of this thesis to
compute sets EK,S of curves for a variety of sets of primes S when K = Q or a
quadratic field. You can find the results of the computations in the homepage1
of the author,
https://sites.google.com/site/angeloskoutsianas/
or you can contact to koutsis.jr@gmail.com.
1The homepage may have changed.
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