Given a digraph D and a subset X of vertices of D, pushing X in D means reversing the orientation of all arcs with exactly one end in X. It is known that the problem of deciding whether a given digraph can be made acyclic using the push operation is NP-complete for general digraphs, and polynomial time solvable for multipartite tournaments. Here, we continue the study of deciding whether a digraph is acyclically pushable, focussing on special classes of well-structured digraphs. It is proved that the problem remains NP-complete even when restricted to the class of bipartite digraphs (i.e., oriented bipartite graphs) and we characterize, in terms of two forbidden subdigraphs, the chordal digraphs which can be made acyclic using the push operation. An infinite family of chordal bipartite digraphs which are not acyclically pushable is described. A polynomial algorithm, based on 2-SAT, for solving the problem for a subclass of the chordal bipartite digraphs is given. Finally, a characterization in terms of a finite number of forbidden subdigraphs, of the acyclically pushable bipartite permutation digraphs is given.
Introduction
For basic definitions regarding graphs and digraphs we refer to [1] . Let D = (V, A) be a digraph, and X ⊆ V . We define D X to be the digraph obtained from D by reversing the orientation of all arcs with exactly one end in X, and say that D X is obtained from D by the operation of pushing X.
This operation has been previously studied in the literature in the context of tournaments [3, 9] , ordered sets [13, 14] , and general digraphs [8, 10, 11] . The emphasis in the recent studies has been on using the push operation to transform a given digraph into one with certain predescribed properties, e.g., having many directed cycles, a directed Hamilton cycle, or no directed cycles at all.
A digraph containing no directed cycles is acyclic. A digraph which can be made acyclic using the push operation is called acyclically pushable. The problem of deciding whether a given digraph is acyclically pushable was first studied by Klostermeyer [8] , who proved that the problem is NP-complete for general digraphs, and described an superclass of the outerplanar graphs in which each graph is acyclically pushable. By contrast, MacGillivray and Wood [12] showed that a tournament is acyclically pushable if and only if it contains neither of the two tournaments in Fig. 1 . This implies that the problem of deciding whether a given tournament is acyclically pushable is polynomial time solvable. More general results have been obtained in [6] and [7] . A graph is chordal (resp. chordal bipartite) if it contains no induced cycles of length greater than three (resp. is bipartite and contains no induced cycles of length greater than four). A digraph is called bipartite (resp. chordal, chordal bipartite) if its underlying graph is bipartite (resp. chordal, chordal bipartite).
In this paper, we continue the study of deciding whether a digraph is acyclically pushable. The digraphs constructed in Klostermeyer's NP-completeness proof [8] have induced directed cycles of length four. We begin by showing, in contrast to this result, that a chordal digraph is acyclically pushable if and only if it contains neither tournament in Fig. 1 . This generalizes the result on acyclically pushable tournaments in [12] . In the remainder of the paper we turn our attention to bipartite digraphs. We first show that the problem of deciding whether a given digraph is acyclically pushable remains NP-complete when restricted to the class of bipartite digraphs, generalizing [8] . We describe an infinite family of chordal bipartite digraphs which are not acyclically pushable, hence there is no forbidden subgraph characterization similar to the one mentioned above in this family of digraphs. We also describe an algorithm, based on 2-SAT, for deciding whether an orientation of chordal bipartite graph with a vertex of exxectricity two is acyclically pushable. We do not know if the problem is polynomial time solvable for the class of chordal bipartite digraphs. Finally, in Section 5 we give a characterization, in terms of a finite number of forbidden subgraphs, of which bipartite permutation digraphs (a subclass of chordal bipartite graphs) are acyclically pushable. This implies the problem is polynomial time solvable for this class of digraphs.
Observe that loops, multiple arcs, or directed cycles of length two play little role in the complexity of the above problem. This is because no digraph is acyclically pushable if it contains loops or directed cycles of length two, and multiple arcs do not effect the property of being acyclically pushable. Thus, we assume that all digraphs under consideration contain no loops, multiple arcs, or directed cycles of length two. In other words, we consider only oriented graphs.
Let D = (V, A) be a digraph and u, v ∈ V two vertices of D. When uv ∈ A is an arc of D, we say that u dominates v or v is dominated by u, and also say that u and v are adjacent. We shall use I D (v) (resp. O D (v)) to denote the set of all vertices that dominate (resp. are dominated by) v. The indegree (resp. outdegree) of v is defined to be Observe that the relation ≡ on all digraphs, defined by
, is an equivalence relation. The equivalence class that contains D shall be denoted by [D] . For example, the two tournaments in Fig. 1 form an equivalence class. The property of being acyclically pushable is an invariant for each [D] , that is, either every digraph in [D] is acyclically pushable or none are.
Chordal digraphs
Every tournament is clearly a chordal digraph. According to [12] , a tournament is acyclically pushable if and only if it contains neither tournament in Fig 1 as a subdigraph . We show the same statement is true for chordal digraphs. We begin with a lemma which is also used elsewhere in this paper. Proof: Since D is acyclically pushable, there exists
. . , n}. Let Z be the symmetric difference of X and the set {v 1 , v 2 , . . . , v k−1 }. It is easy to see that u / ∈ Z and
We will also make use of the following consequence of Theorem 4.5 in [12] .
. . , v n be a topological sort of an acyclic tournament T . Suppose that T X is also acyclic for some X ⊆ V (T ). Then either X or V (T )−X is the set
A theorem of Dirac [2] implies that every chordal digraph contains a simplicial vertex. Note that D ′ − v is a chordal digraph which contains neither tournament in Fig. 1 
The problem of deciding if a given chordal digraph is ayclically pushable is solvable in polynomial time. ⋄
A straightforward implementation of the algorithm implied by the proof of Theorem 2.3 has time complexity O(n 3 ), where n = |V |.
NP-completeness
In this section we show that the problem of deciding whether a given bipartite digraph is acyclically pushable is NP-complete. The first two lemmas establish properties of the gadgets that will be used in the proof.
Proof: It is easy to see that S X is not acyclic if and only if S X is S or the directed cycle obtained by reversing the direction of all arcs of S. For X restricted as in the statement, this can occur only when X = ∅ or X = {v 1 , v 3 , v 5 }. ⋄ Lemma 3.2 Let H be the digraph consisting of two directed four-cycles g 0 g 1 g 2 g 3 g 0 and g 3 g 4 g 5 g 6 g 3 , i.e., H is obtained from two directed four-cycles by identifying a vertex from each cycle. Let X be a subset of {g 1 , g 3 , g 5 }. Then H X is acyclic if and only if X = {g 3 } or
Proof: In order for H
X to be acyclic, X must contain exactly one vertex from each of {g 1 , g 3 } and {g 3 , g 5 }. This means that X = {g 3 } or X = {g 1 , g 5 }, and in either case, H X is acyclic and contains neither a directed (g 1 , g 5 )-path nor a directed(g 5 , g 1 )-path. ⋄ Theorem 3.3 The problem of deciding whether a bipartite digraph is acyclically pushable is NP-complete.
Proof: We describe a polynomial time transformation from NOT-ALL-EQUAL 3-SAT without negated variables [15] (also see [4] , page 259). Suppose that an instance (W, C) of this problem is given, where W is the set of variables and C is the set of three-variable clauses over W , none of which contains a negated literal. Construct a (bipartite) digraph B as follows.
We think of the vertices v c,1 , v c,3 , and v c,5 as corresponding to x, y and z respectively, and for each such vertex, we will ultimately view the two states "pushed" and "not pushed" as true and false, respectively. Since a variable can appear in more than one clause, an additional gadget is needed to assure consistency, that is, either all vertices corresponding to a particular variable are pushed or none are. For each pair of distinct vertices, say α and β, corresponding to the same variable x ∈ W , add a new copy of H (from Lemma 3.2) and identify α with g 1 , and β with g 5 . The final step in the construction of B is to add a vertex u and arcs from u to each vertex in {v c,2 , v c,4 , v c,6 : c ∈ C} and vertices g 0 , g 2 , g 4 , g 6 in each copy of H. Clearly, the construction of B can be accomplished in polynomial time. Further, B is bipartite with one partite set consisting of v c,2 , v c,4 , v c, 6 for each c ∈ C, and g 0 , g 2 , g 4 , g 6 in each copy of H. We claim that B is acyclically pushable if and only if the instance (W, C) of NOT-ALL-EQUAL 3-SAT without negated literals has a satisfying truth assignment in which each clause contains a true literal and a false literal.
Suppose that B is acyclically pushable. Then, by Lemma 2.1, there exists a set Z ⊆ V (B) − {u} such that B Z is acyclic and u has indegree zero (in B Z ). Thus Z is a subset of the set consisting of v c,1 , v c,3 , v c,5 for each c ∈ C and g 1 , g 3 , g 5 in each copy of H. Let x ∈ W and suppose that α and β are two distinct vertices corresponding to x. Then there is a copy of H in which g 1 = α and g 5 = β. By Lemma 3.2, either {α, β} ⊆ Z or {α, β} ∩ Z = ∅. Thus either all vertices of B corresponding to x are in Z, or none of them is in Z. To define a truth assignment, we set the variable x to true if and only if any vertex corresponding to x is in Z. By Suppose conversely that (X, C) has a truth assignment in which each clause contains a true literal and a false literal. Let Z ⊂ V (B) be the set of all vertices corresponding to true literals and vertices g 3 from each copy of H joining vertices corresponding to false literals (i.e., in which the literal corresponding to g 1 is false). We claim that B Z contains no directed cycles. First observe that the vertex u is of indegree zero in B Z and thus no directed cycle contains u. In each copy of H, Z contains either both g 1 and g 5 or just g 3 . By Lemma 3.2, the subdigraph of B Z induced by V (H) contains no directed cycle and there is no directed path connecting g 1 and g 5 . Since each copy of H has at most one vertex (e.g., g 1 or g 5 ) in {v c,1 , v c,2 , . . . , v c,6 } for each c ∈ C, any directed cycle of B Z , if it exists, must be in the subdigraph induced by {v c,1 , v c,2 , . . . , v c,6 }. But Lemma 3.1 ensures there is no such a cycle as Z contains one or two vertices from {v c,1 , v c,3 , v c,5 }. Therefore B Z is acyclic, i.e., B is acyclically pushable. ⋄
Chordal bipartite digraphs
We begin this section by describing an infinite family of chordal bipartite digraphs which are not acyclically pushable, but which are vertex-critical with respect to this property. This suggests that there is no analogue of Theorem 2.3 in the bipartite case, and hence no similar polynomial time algorithm. Whether there is polynomial time algorithm for deciding if a chordal bipartite graph is acyclically pushable remains an open problem. Theorem 4.1, at the end of the section, implies such an algorithm in the case where the underlying graph has a vertex of eccentricity at most two. The definition of a chordal bipartite digraph implies that if a chordal bipartite digraph is not acyclic then it must contain a directed four-cycle. This fact will be repeatly used (sometimes implicity) in this section, and the next. Fig. 2 .)
It is easy to verify that D m is a chordal bipartite digraph: vertex x 1 can not be in a directed four cycle, so D m is chordal bipartite if and only of D m −x 1 is chordal bipartite. Similar arguments apply to the remaining vertices in the order y 1 , y m , x 2 , x 3 , y 2 , x 4 , y 3 , . . . , x m , y m−1 .
If D m is acyclically pushable, then by Lemma 2.1 there is a set U ⊆ X − {x 1 } such that D U m is acyclic. If U contains exactly one of x i and x i+1 for some i ∈ {2, 3, . . . , m−1}, then D U m contains a directed cycle, e.g., x i y m x i+1 y 1 x i or x i y 1 x i+1 y m x i . Thus, for each such i, the set U contains either both x i and x i+1 or neither. Hence, either U = ∅ or U = {x 2 , x 3 , . . . , x m }. But in either case x 2 y 1 x m y m x 2 is a directed cycle in D m . Hence, D m is not acyclically pushable.
To see that each vertex-deleted subgraph is acyclically pushable, first note that y 1 x m y m x 2 y 1 is the only directed cycle in D m . Hence deleting any of these vertices leaves an acyclic (and therefore acyclically pushable) digraph. For 3 ≤ i ≤ m − 1, the digraph D m − x i can be made acyclic by pushing {x 2 , x 3 , . . . , x i−1 }, and for 2 ≤ j ≤ m − 1, the digraph D m − y j can be made acyclic by pushing {y 1 , x 2 , y 2 , x 3 , y 3 , . . . , x j−1 , y j−1 }.
Finally, we show that if s < t, then D s is not a subgraph of D t . Suppose to the contrary that D s is a subgraph of D t . By considering vertex degrees, it follows that the vertices x 1 , y 1 , x s , y s of D s are the vertices x 1 , y 1 , x t , y t of D t , respectively. But D s contains the alternating oriented (Hamilton) path y s , x s , y s−1 , x s−1 , . . . , y 2 , x 2 , y 1 , x 1 , and D t contains no alternating oriented path on 2s vertices beginning with y t x t and ending with y 1 , x 1 . To see this, observe that by the structure of D t there is only one choice for the next vertex in such a path, and this path has 2s vertices if and only if s = t.
For a vertex x of a digraph D, we denote
, the set of all vertices that can be reached from x through a path of length at most two in the underlying graph of D. Fig. 3 gives two examples of bipartite permutation digraphs. Using the definition, one can easily prove that every bipartite permutation digraph is a chordal bipartite digraph.
In this last section, we show that the problem of deciding whether a digraph is acyclically pushable is polynomial time solvable for bipartite permutation digraphs. Neither digraph in Fig. 3 is acyclically pushable. If M 1 were acyclically pushable, then by Lemma 2.1 there would be a subset X of the two vertices on the right of the top row for which M X 1 is acyclic, but no such subset exists. By an analogous argument, there is no subset Y of the first, second and last vertices (starting from the left) on the bottom row for which
is a bipartite tournament. It was proved (essentially) by Golumbic and Goss [5] that every chordal bipartite digraph has a simplicial arc and, moreover, the digraph obtained from a chordal bipartite digraph by deleting a simplicial arc is again chordal bipartite.
Lemma 5.1 Let D be a chordal bipartite digraph with bipartition (X, Y ) and let xy be a simplicial arc of D, where x ∈ X and y ∈ Y . Suppose that D is not acyclically pushable but every subdigraph of D is acyclically pushable.
or H is not a bipartite tournament.
]. We will show that H is not a bipartite tournament. Since xy is a simplicial arc of D, S is a bipartite tournament. It was proved in [7] that a bipartite tournament S is acyclically pushable if and only if no digraph in [M 1 ] is a subdigraph of S. It therefore follows that S = D and S is acyclically pushable. In order to simplify the notation, we may simply assume that S is acyclic. Let r 1 , r 2 , . . . , r m be a topological sort of the vertices S. Without loss of generality, we may further assume that x = r 1 and y = r k
). This implies that D Z is acyclic, which contradicts the assumption that D is not acyclically pushable. Analogous arguments can be used to show that r m ∈ Y and r k−1 , r k+1 ∈ X: Instead of D x considered above, we consider U must contain a directed four-cycle. Clearly, any directed four-cycle in D U must contain the arc yx, which implies y ∈ U. Let yxr s r t y be a directed four-cycle contained in D xy . Since y = r 2 dominates r t in D and is dominated by r t in D xy , we must have that r t / ∈ U. Also, r s / ∈ U as it is dominated by x in both D and D U . Thus, the arc r s r t is also in D, implying that s < t. We claim that in D U xy every vertex in U ∩ V (S) ∩ X is dominated by each vertex in V (S) ∩ Y . Suppose r p ∈ U ∩ V (S) ∩ X. First note that p < s, as otherwise yr p r s r t y is a directed cycle in D U xy . If r p dominates some vertex r q ∈ V (S) ∩ Y , then q < p and hence q < t (note that each such vertex is dominated by x, and therefore not pushed). Thus, yr p r q r t y is a directed cycle in D and since x still has indegree zero, any four-cycle in this graph is also present in D Q except oppositely oriented).
Since D is not acyclically pushable, D W must contain a directed four-cycle. Since both S and D W y are acyclic, and no vertex of S belongs to W , any directed four-cycle in D W must involve the vertex y and a vertex not in V (S). Let yr s 1 z y r s 2 y be such a directed four-cycle with z y / ∈ V (S). Clearly, z y ∈ V (H) ∩ Y and r s 1 , r s 2 ∈ V (S) ∩ Y with s 1 > k > s 2 (recall that y = r k ). By a similar argument applied to the digraph D {r 1 ,r 2 ...,r k−1 } , we see that there must be a vertex z x ∈ V (H) ∩ X and two vertices r t 1 , r t 2 ∈ V (S) ∩ X (t 1 < k < t 2 ) such that x and z x both dominate r t 1 and r t 2 in D W . To complete the proof, we consider the subdigraph R of D W induced by {x = r 1 , y = r k , r s 1 , r s 2 , r t 1 , r t 2 , z x , z y } where W satisfies Claim 3. Note first that we must have t 1 < s 2 < k < s 1 < t 2 , that is, r 1 = x, r t 1 , r s 2 , r k = y, r s 1 , r t 2 is a topological sort of R − {z x , z y }. , where n = |V |. The proof of Lemma 5.1 can be used to obtain an algorithm for finding an appropriate set of vertices to push, when one exists. Let us suppose that we know such a set exists. First, find a simplicial arc xy and the bipartite tournament S, and push vertices so that it is acyclic and x has indegree zero. This takes O(n 7 ) steps. Then, the vertex y is deleted and the set W , as in Case 3, is found. If the vertex z y does not exist, then we are done, otherwise the procedure is repeated on D {r 1 ,r 2 ...,r k−1 } (as in Case 3), and the vertex z x is guaranteed to not exist. So, if T (n) represents the number of steps taken to find the required set when n = |V | then, when such a set exists, the above leads to T (n) = O(n 7 ) + T (n − 1), or T (n) = O(n 8 
