Introduction
There has been a great deal of work in recent years on evolution equations which contain memory terms. The most interesting situation occurs for wave propagation in elastic materials.
One starts with a model which conserves energy and then modifies it by including a memory term which produces damping (viscoelasticity). John Nohel has been a major figure in these studies and the results are summarized in his book with Hrusa and Renardy [7] .
The present paper is concerned with a closely related but slightly different idea. Here we maintain an energy conserving equation but produce damping through boundary conditions. Let us describe the problem and then we will indicate why it is of interest.
We deal with one-dimensional longitudinal motions of a bar which has uniform cross section but may be inhomogeneous. The basic balance law, in the absence of body forces, is, p u M = a x (1.1)
viscoelastic. Once again one could solve on x > L to obtain a relation between <j(L,t) and the history u (L,«). Since both u and a are continuous across x=L this yields a problem of the form P(<p,ip). This case is also treated in Section 4.
The final notion is what really prompted this study, the idea of approximate boundary conditions. This is a numerical device. Even if one knew what the functional $ was, P(y>,^)
would be difficult to handle numerically because of the time non-locality. What we seek are approximate functional which are more localized in time to use instead of #. This idea has been pursued for wave scattering problems in exterior regions by many authors, starting with Engquist and Majda [4] , [5] .
In [1] the authors studied the application of this method to the semi-infinite bar problem.
It serves as a very simple model problem. The main difficulty is to devise approximate conditions which preserve the dissipativity. We discuss this in Section 5 examining some possible approximations and giving some partial results on their validity.
In Section 2 we discuss dissipativity of the boundary function & We first give conditions in the time domain and show how they produce damping. In Section 3 we give alternate conditions in the frequency domain. These are conditions which are familiar in viscoelatstic theory and they are the ones most useful in the applications.
Dissipative boundary conditions
The functional # in P(y>,^) will be assumed to have the form, where k*C denotes convolution. We make the following hypotheses: Let ii(x) be the solution of the problem,
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If u is the corresponding solution of P(y>,0) put v = u -u. Then one readily checks that v is a solution of P($,^) where 
Proof of Th 2.2. Put, Z[w](t) = / g(x)w x (x,t)w t (x,t)dx
where g is to be chosen, subject to g(0) = 0. We have,
We have also for any We want to establish conditions on the transform which will guarantee that # has the form (2.1) and satisfies (EL) and (BL). Let us do the formal calculations first and then we will state the theorem.
We assume that #(s) has the form,
where f e A. We rewrite this formula as, By Lemma (3.3), (3.12) implies (H 2 ). We summarize our result.
Th3.1. Suppose the transform ^ of the non-local boundary conditions has the form (3.6)
with & e C^\TT) and 3 satisfies the conditions, This example is suggested by [9] . We suppose our bar is elastic, but inhomogeneous, on 0 < x < L so that u satisfies the differential equation in P(^,^). Suppose that the portion x > L is viscoelastic but homogeneous. This means that, for x > L,
If we Laplace transform we obtain,
ii(x,s) = sa^u^fos).
(4.2)
We want the solution u to be outgoing in x > L which means we want u(x,s) to tend to zero as s -> x. From (4.2) we obtain the relations, Remark 4.2. A special case of the viscoelastic problem is that in which a(t) = a , that is the bar is elastic and homogeneous. This case was considered in [6] when the bar on 0 < x < L is nonlinearly elastic.
Example 2 Inhomogeneous semi infinite bar.
This was the problem studied in [1] . We assume that the bar is ultimately homogeneous i.e. p(x) = pQ a(x,t) = u t u x (x,t) for x > L. The outgoing condition is that /jQU x (x,t) = -JUQPQ u x (x,t) for x > L, in particular at x = L. Thus the problem is:
u(0,t) = vCt), M 0 u x (L,t) = -J^J u t (L,t)
We want to reduce this to problem P(^,^). Define U(x,s) by
U(L,s) = 1, /x 0 U x (L,s) = \ty Q sU(L,s).
Then the transform u of the solution of (4.7) satisfies ii(
Thus,
We will establish the following result. What remains is to study $ for large and small s. The large s situation was considered in [1] . What was found was that the solution of (4.8) has a formal asymptotic expansion, Formulas were given to compute the coefficients U^ recursively. Then formal differentiation of (4.13) yields.
The coefficients a, ft and a* are determined by values of p and fj, and their derivatives at x = L. In particular a = iPr\V>r\ > 0.
We will review this procedure briefly in the appendix and we will also establish its validity by the following results. Let us consider the small s situation. This was not done in [1] . We seek a formal expansion of the solution of (4.8) as a power series in s:
The U^ can again be determined recursively. We write down the expressions for UQ and We will again established the validity of (4.18) in the appendix.
Equation (4.18) shows that
Thus we have established all the hypotheses of Th 3.1. and we have a dissipative boundary condition.
Approximate Boundary Conditions
The idea discussed in [1] is based on the formula (4.14). This idea is to truncate the series by using the 5w of Lemma .2) but with the associated operator of^ stable. In the language of the present paper this means we want <^N to satisfy the conditions of Th 3.1.
We illustrate the idea of [1] in the case N = 1. In order for our idea to work it is essential that the constant /? in (4.14) be positive. The calculations in [1] shows that Thus we must assume that the bar is such that the product pfj, is increasing. We set 
t) + jKt) + S X (t). (5.6)
It is shown in [1] how to implement (5.6) in a Galerkin method procedure.
We note that although <*f^ satisfies ( La-
The quantity in square brackets is bounded for all rj/S and our conclusion follows.
Relation ( 
The problems for U N and V N are both of the form P(0,^) but with different functional at x = L. We can accordingly use Th 2.1 for U N and Th 2.2, 2.3 for V N .
We will establish the following result in the appendix.
Lemma 5.1. For each integer N there is a constant Mj^ such that for any C 6 cMflO,*), wjih C(0) = 0 and C 6 L 2 (0,»), Suppose now that u is a solution of (4.7). Then it will be a solution of P(^,0) with defined by (4.9). We assume ||^,0)|L exists, then Th 2.1 yields Thus increasing N makes an increasing number of time derivatives go to zero.
The above result is not too striking since both u and v 11 are going to zero anyway.
What makes it more striking is the result in Remark 2.3. Thus if <p(t) is tending to cp so that u tends to a steady state the estimates (5.11) will still hold. This is the crucial role of the condition 5(0) = 0. We cannot draw the same conclusions for the approximatives (#%r.
Appendix Asymptotic Expansions
We consider the problem in section 3 which was,
here p(L) = p Q , fj{L) = /x Q and we assume all derivatives of p are fj, are zero at x = L. In [1] we derived an asymptotic expansion for large s. It has the form,
The functions U^ are determined recursively by the formulas, 
