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Tulisan ini bertujuan untuk menentukan aproksimasi polinomial terbaik dari suatu 
fungsi kontinu pada interval tutup dan terbatas. Menurut teorema Chebychev, 
polinomial aproksimasi ini unik dan fungsi errornya memenuhi syarat equiosilasi 
berderajat n. Salah satu metode yang dapat digunakan untuk menemukan 
polinomial yang demikian adalah Algoritma Remez. Konstruksi algoritma Remez  
diimpementasikan dalam MATLAB®, Microsoft Excel® dan Graph®, dan 
kekonvergenannya dapat ditunjukkan dengan memperhatikan error relatif    dari 
error absolut  . Error    dan barisan polinomial    yang diperoleh dengan 
algorima Remez masing masing konvergen ke   = ‖  −  ‖ dan polinomial  . 
 






This paper aims to determine the best polynomial approximation of a continuous 
function on a closed and bounded interval. According to Chebychev theorem, this 
polynomial approximation is unique and the error function would satisfy the 
equioscillation condition of degree n. One method that can be used to find such a 
polynomial is the Remez algorithm . Constructed algorithm is implemented in 
MATLAB®, Microsoft Excel® and Graph® and the convergence is showed by 
observing relative error   of the absolute error  . The error sequence    and the 
polynomial sequence    converges to error   = ‖  −  ‖  and the polynomial   
respectively. 
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ℙ   Himpunan polinomial berderajat paling banyak  , dengan 
  ∈ ℕ . 
 [ , ] Himpunan fungsi-fungsi yang kontinu pada interval [ , ]. 
  = [ , ] Selang tutup dan terbatas  . 
  ∈  [ , ] Fungsi kontinu pada [ , ] 
  ∈ ℙ   polinomial aproksimasi yang berderajat paling banyak   . 
  =   −   Fungsi error. 
  
  Titik equiosilasi ke-  pada iterasi ke- . 
   Polinomial aproksimasi yang diperoleh setelah iterasi ke-
 . 
‖ ‖  sup {| ( )|,     ∈  } 





























I.1. Latar Belakang 
Matematika tak dapat dipisahkan dalam kehidupan sehari-hari. Seiring 
perkembangan teknologi, matematika tak hanya digunakan sebatas perhitungan 
semata, tetapi juga untuk memodelkan masalah-masalah yang ada di dunia nyata. 
Permodelan ini salah satunya dapat dilakukan dengan membawa persoalan ke 
dalam persamaan matematika yang disebut fungsi. Permodelan ini bertujuan 
untuk memudahkan menganalisis dan menyelesaikan masalah. Akan tetapi, 
seringkali, masalah-masalah tersebut begitu rumit sehingga harus dimodelkan 
dengan fungsi yang amat kompleks. Beberapa masalah yang sulit dianalisis secara 
analitik dapat dikerjakan dengan metode aproksimasi.  
Secara sederhana, aproksimasi diartikan sebagai pendekatan. Tujuan dari 
aproksimasi adalah untuk mengganti fungsi-fungsi yang rumit dengan fungsi baru, 
yang lebih mudah untuk dikerjakan. Fungsi baru inilah yang disebut dengan 
fungsi aproksimasi. Ada dua hal yang sangat penting dalam menggunakan 
aproksimasi: yang pertama, seberapa sederhana fungsi aproksimasi yang 
diperoleh? dan yang kedua, seberapa dekat fungsi aproksimasi tersebut ke fungsi 
aslinya? Pemilihan metode aproksimasi yang akan digunakan tentunya harus 
mempertimbangkan kedua hal tersebut. Masalah ini telah diteliti oleh Pafnuty 
Lvovich Chebyshev.  
Chebyshev (1915) memperkenalkan teorema aproksimasi minimax, tentang 
masalah meminimumkan maksimum error pada aproksimasi. Menurut 
Chebychev, ada suatu polinomial unik berderajat n yang mengaproksimasi fungsi 
dengan aproksimasi terbaik. Teorema ini kemudian dikenal dengan teorema 
Chebychev. Remez (1934) menemukan algorima untuk mencari polinomial yang 
memenuhi teorema Chebychev. Algoritma ini menghasilkan fungsi aproksimasi 
yang memenuhi kriteria sederhana dan dekat. Istilah sederhana merujuk pada 
polinomial dan istilah dekat merujuk pada konteks norm seragam (maksimum 
error pada semua titik dalam interval). Algoritma tersebut telah banyak 
dikembangkan, salah satunya dalam Chebfun. Chebfun adalah sistem perangkat 
lunak bebas/open-source yang dikembangkan oleh MATLAB® untuk 
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perhitungan numerik fungsi dengan variabel real. Chebfun mudah digunakan 
dalam implementasi algoritma Remez karena kemampuannya untuk menemukan 
maksimum lokal dan global (Lloyd, 2008). 
Masalah Algoritma Remez ini telah dikaji dalam beberapa tulisan, salah 
satunya oleh N. Daili dan A. Guesmia  dalam jurnalnya “Remez Algorithm 
Applied to the Best Uniform Polynomial Approximations” (2003). Dalam 
jurnalnya, Daili dan Guesmia menunjukkan keunikan, kekonvergenan dan 
menampilkan contoh hasil percobaan numerik dari aproksimasi dengan algoritma 
Remez, tetapi proses jalannya algoritma Remez tak diuraikan dalam jurnal ini. 
Berdasarkan uraian di atas, maka penulis tertarik untuk mengkaji “Analisis 
Algoritma Remez dalam Menentukan Aproksimasi Polinomial yang 
Memenuhi Teorema Chebychev”. 
 
I.2. Rumusan Masalah 
Berdasarkan latar belakang masalah yang telah diuraikan, dapat dirumuskan 
masalah sebagai berikut : 
1. Bagaimana kajian teori algoritma Remez dalam mencari aproksimasi 
polinomial terbaik yang memenuhi teorema Chebychev? 
2. Bagaimana menerapkan algoritma Remez untuk mencari aproksimasi 
polinomial terbaik yang memenuhi teorema Chebychev? 
 
I.3. Batasan Masalah 
Dalam penulisan tugas akhir ini, batasan masalah sangat diperlukan untuk 
menjamin keabsahan dalam kesimpulan yang diperoleh. Agar tidak terjadi 
penyimpangan dari tujuan semula dan pemecahan masalah lebih terkonsentrasi 
maka pembahasan ini dibatasi pada analisis proses jalannya algoritma Remez 
dalam mengakproksimasi suatu fungsi tanpa menguraikan kompleksitas 
Algoritma. Fungsi yang diaproksimasi adalah fungsi yang kontinu dalam interval 
tutup dan terbatas [−1,1] dengan aproksimasi polinomial adalah polinom yang 
berderajat paling banyak 5, dengan jumlah iterasi maksimum sebanyak 10 iterasi. 
Algoritma Remez akan diterapkan menggunakan aplikasi MATLAB® dengan 
Chebfun System, Microsoft Excel®, dan Graph®. 
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I.4. Tujuan Penelitian 
Adapun tujuan dari penulisan tugas akhir ini berdasarkan permasalahan yang 
telah dirumuskan sebelumnya adalah : 
1. Mengkaji teori yang digunakan pada algoritma Remez dalam mencari 
aproksimasi terbaik yang memenuhi teorema Chebychev. 
2. Menemukan aproksimasi polinomial terbaik yang memenuhi teorema 
Chebychev dengan algoritma Remez. 
 
I.5. Manfaat Penelitian 
Penulisan tugas akhir ini diharapkan dapat memberikan manfaat akademis 
maupun praktis bagi pengguna ilmu matematika sebagai gambaran dan alternatif 
pertimbangan dalam menggunakan algoritma Remez untuk mencari aproksimasi 

























2.1. Kelengkapan Bilangan Real 
Pada bagian ini akan diberikan salah satu sifat dari bilangan real yang 
sering disebut dengan sifat lengkap (completeness property). 
Berikut ini diperkenalkan konsep tentang batas atas dan batas bawah 
dari  suatu himpunan bilangan real. 
Definisi 2.1.1 
Diberikan himpunan bagian tak kosong   ⊂ ℝ . 
a) Himpunan   dikatakan terbatas ke atas (bounded above) jika 
terdapat suatu bilangan   ∈ ℝ  sedemikian sehingga   ≤   untuk 
semua   ∈  . Setiap bilangan   seperti ini disebut dengan batas atas 
(upper bound) dari  . 
b) Himpunan S dikatakan terbatas ke bawah (bounded below) jika 
terdapat suatu bilangan   ∈ ℝ  sedemikian sehingga    ≤   untuk 
semua   ∈  . Setiap bilangan   seperti ini disebut dengan batas 
bawah (lower bound) dari  . 
c) Suatu himpunan dikatakan terbatas (bounded) jika terbatas ke atas 
dan terbatas ke bawah. Jika tidak, maka dikatakan tidak terbatas 
(unbounded) (Bartle, 2000).  
Contoh: diberikan himpunan 
a.   = { |  < 2} 
b.   = { |  > −3} 
c.   = { |− 2 <   < 9}. 
Himpunan   terbatas ke atas, himpunan    terbatas ke bawah, 
himpunan    terbatas. Pada himpunan S, bilangan 2 dan semua bilangan 
yang lebih besar dari 2 adalah batas atas dari  . Himpunan   tidak memiliki 
batas bawah, maka himpunan ini tidak terbatas ke bawah. Sehingga 
himpunan ini disebut juga tidak terbatas (walaupun terbatas ke atas). 
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Definisi 2.1.2   
Diberikan   himpunan bagian tak kosong ℝ . 
a. Jika S terbatas ke atas, maka suatu bilangan   disebut supremum 
(batas atas terkecil) dari S jika memenuhi syarat berikut: 
1.   merupakan batas atas  , dan 
2. jika   adalah sebarang batas atas  , maka   ≤  .  
Ditulis   =      . 
b. Jika   terbatas ke bawah, maka suatu bilangan   disebut infimum 
(batas bawah terbesar) dari   jika memenuhi syarat berikut: 
1.   merupakan batas bawah  , dan 
2. jika   adalah sebarang batas bawah  , maka   ≤   . 
Ditulis   =      . 
Mudah untuk dilihat bahwa jika diberikan suatu himpunan   ⊂ ℝ , 
maka supremumnya tunggal. Juga dapat ditunjukkan bahwa jika  ′ sdalah 
sebarang batas atas dari suatu himpunan tak kosong  , maka sup  ≤  ′, 
sebab sup S  merupakan batas atas terkecil dari S. Suatu himpunan bagian 
tak kosong   ⊂ ℝ  mempunyai empat kemungkinan, yaitu: 
(i) mempunyai supremum dan infimum, 
(ii) hanya mempunyai supremum, 
(iii) hanya mempunyai infimum, 
(iv) tidak mempunyai infimum dan supremum. 
Contoh: 
1. Setiap bilangan real   ∈ ℝ  merupakan batas atas dan sekaligus juga 
merupakan batas bawah himpunan kosong ∅ . Jadi, himpunan ∅  tidak 
mempunyai supremum dan infimum. 
2.   = {1  ⁄ ,  ∈ ℕ }, adalah himpunan yang terbatas keatas dan terbatas 
ke bawah. 1, 2, 5, 6, 7.5, adalah contoh-contoh batas atas dari  , dan 
0, -0.5, -1,-1000 adalah contoh-contoh batas bawah dari  . Perhatikan 
bahwa untuk setiap   batas atas dari  , 1 ≤  , maka sup  = 1. Hal 
yang sama berlaku untuk batas bawah, dimana untuk setiap   batas 
bawah dari  , 0 >  , maka inf  = 0. 
 
   Universitas Hasanuddin 
6 
 
Definisi 2.1.3 : Sifat Lengkap ℝ  
Jika himpunan bagian tak kosong   ⊂ ℝ  terbatas ke atas, maka terdapat 
  ∈ ℝ  sedemikian sehingga   = sup . 
Sifat lengkap ℝ  ini menjamin suatu himpunan yang terbatas ke atas 
pasti memiliki supremum.  
Akibat 2.1.4 
Jika himpunan bagian tak kosong   ⊂ ℝ  terbatas ke bawah, maka 
terdapat   ∈ ℝ  sedemikian sehingga   =      . 
Teorema 2.1.5 : Teorema Nilai Tengah 
Misalkan    = [ , ]∈ ℝ   dan fungsi   :   → ℝ  kontinu pada   .  Jika 
  ∈ ℝ  adalah bilangan antara  ( ) dan  ( ) yaitu 
  ( ) <   <   ( ) atau   ( )>    >    ( ) 
maka terdapat    ∈ ( , ) sedemikian sehingga   ( )=  . 
Contoh :  
Diberikan fungsi  ( )= 2 . Untuk interval   = [0,2], fungsi 
  kontinu. Jelas bahwa  (0)= 1 dan  (2)= 4.  Ambil 2 ∈ ℝ , jelas bahwa 
 (0)< 2 <  (2). Teorema 2.1.5 menjamin bahwa terdapat   ∈ (0,2) 
sedemikian sehingga  ( )= 2, yaitu   = 1. 
Akibat 2.1.6 
Jika   fungsi kontinu pada interval [ , ] dan jika   ( )< 0 dan 
  ( )>  0 (atau sebaliknya), maka terdapat   ∈ ( , ) sedemikian sehingga 
  ( )= 0. 
2.2. FUNGSI KONTINU 
Definisi 2.2.1 
Misalkan   ⊆ ℝ , sebuah titik   ∈ ℝ  adalah titik cluster dari   jika 
untuk setiap   > 0 terdapat paling sedikit satu titik   ∈  ,   ≠   
sedemikian sehingga |  −  |<  . 
Contoh: 
  = {1,2,3,4,5} 
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  = (1,2) 
  = [1,2] 
Himpunan   tidak memiliki titik cluster, sebab jika dipilih titik 1, titik 
terdekat adalah 2, sedangkan |2− 1|= 1. Ambil   < 1, maka definisi titik 
cluster tidak terpenuhi. Semua titik dalam himpunan    adalah titik cluster, 
dan ada dua titik cluster diluar   , yaitu 1 dan 2. Jadi titik cluster tidak harus 
berada dalam himpunan. Untuk himpunan  , semua titik dalam himpunan 
tersebut adalah titik cluster. 
Definisi 2.2.2 
Misalkan   ⊆ ℝ ,misalkan  :  ⟶ ℝ , dan misalkan    ∈  . Fungsi   
kontinu pada   jika untuk setiap   > 0, terdapat   > 0 sedemikian sehingga 
jika   adalah sembarang titik di   yang memenuhi | −  |<  , maka 
| ( )−  ( )|<  . 
Jika   gagal kontinu di  , maka   disebut diskontinu pada titik  . 
Definisi 2.2.3 
Misalkan   ⊆ ℝ , dan misalkan  :  ⟶ ℝ . Jika   adalah himpunan 
bagian dari  ,   disebut kontinu pada himpunan    jika   kontinu pada 
setiap titik di  . 
Ruang fungsi real yang kontinu pada interval [ , ] dinotasikan sebagai 
 [ , ].  
Lebih jauh, suatu fungsi disebut kontinu pada suatu interval   = [ , ] 
jika untuk setiap   ∈  , berlaku 






 ( )=   =  ( ). 
Contoh : Fungsi-fungsi berikut adalah  fungsi yang kontinu: 
1.  ( )= 2  pada interval (−∞,∞). 




 pada interval (−∞,0)∪ (0,∞). 
 




Misalkan   ⊆  ,  :  → ℝ   dan  :  → ℝ . Misalkan   ∈  ,    dan   
kontinu di titik  , maka 
(a)   +  ,  −  ,  , dan    kontinu pada titik  . 
(b) Jika ℎ:  → ℝ  kontinu pada   ∈   dan jika ℎ( )≠ 0 untuk semua   ∈
 , maka fungsi   ℎ⁄  kontinu pada   . 
Definisi 2.2.5 
Misalkan   ⊂ ℝ  . Klosur dari   adalah himpunan  ̅ yang memuat 
semua titik limit dari  . 
Proposisi 2.2.6 
Misalkan   ⊂ ℝ  . Maka  ̅ adalah himpunan tertutup terkecil yang 
memuat  . Lebih jauh,  ̿ =  ̅. 
2.3. BARISAN FUNGSI 
Definisi 2.3.1 
Misalkan (  ) adalah barisan fungsi pada   ⊆ ℝ  ke ℝ ,     ⊆  , dan 
misalkan  :   → ℝ . Barisan (  ) dikatakan konvergen pada    ke   jika 
untuk setiap   ∈   , barisan (  ( )) konvergen ke  ( ) pada ℝ .  
Dalam kasus ini,   disebut sebagai limit pada    dari barisan (  ). 
Ketika fungsi seperti itu ada, maka barisan (  ) konvergen pada   , atau 
bahwa (  ) konvergen titik demi titik pada   . 
Definisi 2.3.2 
Barisan  fungsi-fungsi   :  ⊆ ℝ → ℝ   konvergen seragam pada    ⊆
  ke sebuah fungsi  :   → ℝ  jika untuk setiap   > 0 terdapat bilangan asli 
 ( ) (bergantung pada   tapi tidak pada   ∈   ) sedemikian sehingga jika 
  ≥  ( ), maka 
|  ( )−  ( )|<     untuk semua   ∈   . 
Definisi 2.3.3 : Norm Seragam 
Jika   ⊆ ℝ  dan  :  → ℝ  adalah fungsi. Jika   terbatas maka norm 
seragam dari   pada   didefinisikan sebagai:  
‖ ‖  ≔ sup{| ( )|:  ∈  }. 
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Ini berarti bahwa jika   > 0, maka 
‖ ‖  ≤    ⇔   | ( )|≤       untuk semua   ∈  . 
Lemma 2.3.4 
Misalkan   :  ⊆ ℝ → ℝ  terbatas. Barisan (  ) konvergen seragam 
pada    ke   jika dan hanya jika ‖   −  ‖  → 0.  
Teorema 2.3.5 
Misalkan diberikan fungsi   ∈  [ , ], terdapat satu dan hanya satu 
aproksimasi polinomial terbaik ke   oleh polinomial berderajat ≤   dalam 
hal norm  dari norm seragam pada [ , ]. 
Aproksimasi polinomial terbaik   ini  mempunyai karakteristik   −   
memenuhi syarat equiosilasi pada   + 2 titik pada [ , ]. 
Lebih jauh, algoritma Remez menghasilkan barisan polinomial    yang 
konvergen seragam ke   pada [ , ] (Daili, teorema 2.7) 
Uraian lebih lanjut tentang algoritma Remez dan syarat Equiosilasi 
akan dibahas pada bab selanjutnya.  
2.4. KEKOMPAKAN 
 Definisi 2.4.1 
Misalkan   himpunan bagian dari ℝ . Sebuah selimut buka dari   
adalah koleksi   = {  } dari himpunan-himpunan buka di ℝ  yang 




Jika    subkoleksi himpunan-himpunan dari dari   sedemikian 
sehingga gabungan dari himpunan-himpunan dalam  ′ juga memuat  , 
maka  ′ disebut subcover dari  . Jika  ′ terdiri dari berhingga banyaknya 
himpunan, maka  ′ disebut subcover berhingga dari  . 
 Definisi 2.4.2 
Himpunan   ∈ ℝ  disebut himpunan kompak jika, selimut buka dari   
mempunyai subcover berhingga. 




Misalkan   = {  ,  ,…,  } adalah himpunan terbatas pada ℝ . Jika 
  = {  } adalah selimut buka dari  , maka setiap elemen dari   termuat 
dalam     ∈  . Kemudian gabungan dari himpunan-himpunan 
    ,   ,…,     memuat  , jadi himpunan-himpunan tersebut adalah 
subcover berhingga dari  . Karena   adalah sembarang himpunan, maka   
adalah himpunan kompak. 
 Teorema 2.4.3 : Teorema Heine-Borel 
Sebuah Himpunan   ∈ ℝ  adalah himpunan kompak jika dan hanya jika 
  tertutup dan terbatas. 
2.5. SISTEM PERSAMAAN LINIER DAN MATRIKS  
Definisi 2.5.1 
Suatu persamaan linier dengan   peubah   ,  ,… ,   dapat 
dinyatakan dalam bentuk :  
       +        +  … +         =                                (2.1) 
dimana    ,   ,… ,   dan   adalah konstanta-konstanta real.  
Penyelesaian dari persamaan linier pada persamaan (2.1) adalah urutan 
dari   bilangan   ,   ,… ,    sehingga persamaan tersebut dipenuhi bila  
     =    ,    =    ,…,    =                                   (2.2) 
disubstitusikan terhadapnya. 
Himpunan semua penyelesaian persamaan tersebut dinamakan 
himpunan penyelesaian.  
Definisi 2.5.2 
Suatu himpunan berhingga dari persamaan- persamaan linier dalam 
peubah-peubah   ,  ,… ,   dinamakan sistem persamaan linier atau 
sistem linier.  
Sebuah sistem linier yang terdiri dari   persamaan linier dengan   
peubah dapat dituliskan sebagai berikut: 
      +       + ⋯+       =    
      +       + ⋯+       =    
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(2.3) ⋮ ⋮ ⋮                                                ⋮   
      +       + ⋯+       =    
Persamaan linier diatas dapat di bawah ke dalam bentuk matriks  .  =
  sebagai berikut: 
 
          






















Urutan bilangan-bilangan   ,   ,… ,   dinamakan pemecahan/solusi 
dari sistem linier (2.3) jika    ,   ,… ,   adalah pemecahan dari masing-
masing persamaan pada sistem tersebut.  
Teorema 2.5.3 
Jika   adalah matriks berukuran   ×   yang memiliki invers, maka 
untuk setiap matriks   yang berukuran   × 1, system persamaan    =   






















HASIL DAN PEMBAHASAN 
Fungsi yang kontinu dalam interval tutup dan terbatas dapat diaproksimasi 
dengan suatu fungsi yang sederhana, yaitu polinomial. Ada beberapa metode 
mencari aproksimasi fungsi dengan polinomial, diantaranya deret Taylor, 
polynomial Berstein, Algoritma Remez, polinomial Chebychev dan Spline. Dalam 
tulisan ini akan dibahas aproksimasi fungsi dengan menggunakan Algoritma 
Remez. 
Dalam tulisan ini akan diperkenalkan syarat equiosilasi dan aproksimasi 
polinomial terbaik, keterkaitan antara Teorema Chebychev, aproksimasi 
polinomial terbaik dan algoritma Remez, kemudian mengkonstruksi algoritma 
Remez, menampilkan simulasi implementasi algoritma Remez dalam 
MATLAB®, Microsoft Excel® dan Graph®, kemudian menunjukkan 
kekonvergenan algoritma Remez dengan hasil yang diperoleh.  
3.1 Teorema Chebychev dan Polinomial Terbaik 
Sebelum dibahas tentang Teorema Chebychev, akan diperkenalkan 
terlebih dahulu syarat equiosilasi.  
Definisi 3.1.1 :  
Suatu fungsi   ∈  [ , ] dikatakan memenuhi syarat equiosilasi 
berderajat   jika terdapat   + 2 titik    <    < ⋯ <      dalam   = [ , ] 
sehingga salah satu dari 
 (  )= (−1)
 ‖ ‖  untuk 1 ≤   ≤   + 2, 
atau 
 (  )= (−1)
   ‖ ‖  untuk 1 ≤   ≤   + 2, 
terpenuhi (Kenneth, 2002). 
Dengan kata lain,   mencapai nilai absolut maksimum pada   + 2 titik 
dan berubah tanda antara titik – titik tersebut. Berikut adalah contoh sebuah 
fungsi yang memenuhi syarat equiosilasi berderajat 5. 




Gambar 3.1 :  Contoh fungsi (hitam) yang memenuhi syarat equiosilasi 
berderajat 5. Nilai ektrim lokal (garis merah) sama pada 7 titik 
dalam interval. 
Teorema 3.1.2 : Teorema Chebychev 1. 
Misalkan   ∈  [ , ]       ∈ ℙ  . Jika   −   memenuhi syarat 
equiosilasi berderajat n, maka : 
‖  −  ‖  =       {‖  −  ‖  ∶   ∈  ℙ } . 
Bukti : 
Teorema diatas akan dibuktikan dengan kontradiksi. Andaikan 
persamaan (3.1) tidak terpenuhi, maka  terdapat   ∈  ℙ  yang tak nol 
sehingga   +    adalah aproksimasi ke   yang lebih baik, dimana, 
‖  − (  +  )‖  < ‖  −  ‖  
 ‖  −   −  ‖  < ‖  −  ‖  
‖  −  ‖  < ‖ ‖ . 
Jika     <    < ⋯ <      adalah titik-titik yang memenuhi syarat 
equiosilasi dari  , maka, 
| (  )−  (  )|<  | (  )| untuk 1 ≤   ≤   + 2. 
Jadi  (  )≠ 0 dan memiliki tanda yang sama dengan  (  ) untuk 1 ≤
  ≤   + 2. 
Oleh karena itu,   berubah tanda antara    dan      untuk 1 ≤   ≤   +
1. Berdasarkan Teorema nilai tengah (2.1.5),   mempunyai akar antara    dan 
     untuk 1 ≤   ≤   + 1. Oleh karena itu   memiliki paling sedikit   + 1 
akar. Akan tetapi,   adalah polinomial berderajat paling banyak  , jadi satu-
satunya kemungkinan agar   memiliki   + 1 akar adalah   haruslah 
(3.1) 
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polinomial nol, kontradiksi dengan   ∈  ℙ   tak nol, jadi pengandaian salah. 
Teorema terbukti.  ∎ 
Berikut diberikan teorema yang merupakan kebalikan dari Teorema 
3.1.2. 
Teorema 3.1.3 : Teorema Chebychev 2 
Misalkan   ∈  [ , ]       ∈ ℙ   yang memenuhi 
‖  −  ‖  =      {‖  −  ‖  ∶   ∈  ℙ  }    ,  = [ , ] 
maka    −   memenuhi syarat equiosilasi berderajat  . 
Bukti :  
Misalkan   = [ , ] dan   =   −   ∈  [ , ] dan misalkan   = ‖ ‖ . 
Karena   tertutup dan terbatas, maka menurut Teorema 2.4.3, maka   
kompak. Berdasarkan sifat kekompakan,   kontinu seragam pada [ , ] 




 ⇒ | −  |≤  ,   ∀ ,  ∈ [ , ] 
Selanjutnya interval [ , ] dipartisi kedalam interval-interval saling 
lepas yang panjangnya maksimal  . Terdapat paling sedikit satu titik    ∈  , 
sedemikian sehingga | (  )|=  . Misalkan   ,  ,… ,   mewakili interval-
interval sehingga    ∈   ,  dengan   = 1,2,3,…, Karena    memiliki panjang 
kurang dari  ,  maka untuk    ∈     dimana  (  )=  , berlaku 















    
 
2








yr  . 
Dengan cara yang sama, jika  ( )= −  untuk beberapa    ∈   ,  maka 
 ( )≤ −  2⁄  untuk setiap   ∈   . Misalkan dibuat barisan bilangan   , 
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dimana    bernilai 1 jika  ( ) positif dan bernilai  −1 jika  ( ) negatif pada 
  . 
Klaim : Barisan (  ,… ,  ) paling sedikit memiliki   + 1 perubahan 
tanda.  
Klaim akan dibuktikan benar dengan kontradiksi. Andaikan klaim ini 
salah, maka barisan (  ,…,  ) paling banyak memiliki   + 1 perubahan 
tanda. Akan dibentuk aproksimasi polinomial yang lebih baik, kontradiksi 
dari pemilihan  . 
Gabungkan kembali interval berdekatan yang bertanda sama, dan 
namakan (  ,  ,…,  ), dimana   ≤   + 1. Karena nilai  ( ) berubah tanda 
antara     dan     , dengan kata lain, jika    ∈    dan    ∈     , maka : 
 (  )= − (  ) 
Berdasarkan Akibat 2.1.6, terdapat titik    ∈   sehingga  (  )= 0. 





Karena   ∈ ℙ   dan   berubah tanda pada setiap   , salah satu dari   
atau −  tandanya akan sama dengan  ( ) untuk setiap   ∈   ,  = 1,…, . 
Jika perlu, ganti   dengan –   sehingga kesamaan ini berlaku. 
Misalkan    = ⋃   
 
   
          dan    = [ , ]\             . Karena    kompak dan   
tak nol pada   , maka: 
  =    {| ( )|:  ∈   } 
dan 
  =     {| ( )|:  ∈   }= ‖ ‖  
bernilai positif. Karena    kompak, dan setiap    telah diambil dari    maka 
| ( )|<     ∀  ∈   . Terdapat   > 0 sedemikian sehingga  
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akan ditunjukkan bahwa polinomial  ( ) adalah aproksimasi yang lebih baik 





Karena   dan   memiliki tanda yang sama pada setiap   , 
maks
 ∈  












          ≤   −   +
 
2 




karena   = [ , ]=    ∪   . Maka  
‖  −  ‖ = maks 
 ∈  






  <  . 
Jadi   adalah polinomial yang lebih baik dari  , bertentangan dengan   
‖  −  ‖  =      {‖  −  ‖  ∶   ∈  ℙ  }, 
sehingga pengandaian salah. Karena pengandaian salah maka klaim benar. 
Jadi barisan (  ,…,  ) paling sedikit memiliki   + 1 perubahan tanda. 
Gabungkan interval yang berdekatan yang bertanda sama, namakan 
  ,  ,…,  ,  dimana   ≥   + 2. Pilih titik    ∈     ∀ 1 ≤   ≤   + 2 sehingga 
| (  )|=  .  Karena klaim benar, untuk setiap  , tandanya berselang-seling 
dan syarat equiosilasi berderajat   terpenuhi. 
Jadi   =   −   memenuhi syarat equiosilasi berderajat  .  ∎ 
Polinomial  Aproksimasi Terbaik 
Misalkan   adalah aproksimasi polinomial dari fungsi   yang 
diberikan. Berdasarkan Teorema 3.1.2, jika   −   memenuhi syarat 
equiosilasi,   dikatakan sebagai aproksimasi polinomial terbaik. Sebaliknya, 
Teorema 3.1.3 menyatakan bahwa jika   adalah aproksimasi polinomial 
terbaik, maka   −   memenuhi syarat equiosilasi. Jadi, 
  disebut aproksimasi polinomial terbaik dari   jika dan hanya jika 
  −   memenuhi syarat equiosilasi. 
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Persamaan (3.1) menjelaskan bahwa jika   −   memenuhi syarat 
equiosilasi, maka   ∈ ℙ   adalah aproksimasi terbaik ke  . Dalam hal ini, jika 
terdapat aproksimasi polinomial   ∈ ℙ   dengan   ≠  , ‖  −  ‖  <
‖  −  ‖ . Hal ini berarti tidak ada polinomial lain dalam ℙ   yang errornya 
lebih kecil dari  . Jadi konsep aproksimasi terbaik yang digunakan merujuk 
pada suatu aproksimasi terdekat dalam hal norm seragam, yakni nilai 
maksimum dari error sepanjang interval.  
Berikut akan diberikan teorema tambahan yang menjamin ketunggalan 
polinomial terbaik dalam Teorema Chebychev .  
Ketunggalan Polinomial Terbaik 
Teorema 3.1.4 :  
Untuk setiap   ∈  [ , ], terdapat suatu polinomial   berderajat paling 
banyak   yang unik sedemikian sehingga 
‖  −  ‖  =    {‖  −  ‖  ∶    ∈ ℙ  },     = [ , ]. 
Dalam hal ini   −   adalah fungsi 0 atau memenuhi syarat equiosilasi 
berderajat  . 
Bukti : 
Misalkan  ,  ∈ ℙ   keduanya adalah polinomial terdekat pada ℙ  , dan 
misalkan 
  = ‖  −  ‖  = ‖  −  ‖ , 
maka titik tengah (  +  ) 2⁄  juga adalah polinomial pada ℙ   yang terdekat 
ke   karena ketaksamaan segitiga : 








‖  −  ‖  +
1
2
‖  −  ‖  =  . 
Kemudian berdasarkan Teorema 3.1.2,   =   −
 
 
(  +  ) memenuhi 
syarat equiosilasi. Misalkan    <    < ⋯ <      adalah titik-titik equiosilasi 
sedemikian sehingga 
| (  )−  (  )|=              1 ≤   ≤   + 2. 
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| (  )−  (  )|≤  .  
Konsekuensinya,  (  )−  (  ) dan  (  )−  (  ) masing-masing 
memiliki nilai absolut R. Jika  (  )−  (  ) dan  (  )−  (  ) memiliki 
tanda yang berbeda, maka R=0 sehingga tandanya harus sama. Oleh kerena 
itu,  (  )−  (  )=  (  )−  (  ), kemudian 
 (  )=  (  )    untuk   1 ≤   ≤   + 2. 
Maka, polinomial   −   adalah polinomial berderajat paling banyak   
tetapi memiliki   + 2 akar, dengan kata lain,   −   adalah polinomial 0, yaitu 
  −   = 0 
  =   
jadi polinomial terbaik   tunggal. ∎ 
3.2 Teorema Chebychev dan Algoritma Remez. 
 3.2.1 Konstruksi Algoritma Remez. 
Teorema 3.1.2 menyatakan bahwa ada tepat satu polinomial   
berderajat paling banyak   yang mengaproksimasi fungsi   yang kontinu 
pada interval [ , ]. Jika polinomial berderajat paling banyak   tersebut 
adalah aproksimasi terbaik, maka error fungsi harus memenuhi syarat 
equiosilasi. Error yang maksud disini adalah selisih antara fungsi   dengan 
fungsi  , ditulis   −  . Jika   adalah aproksimasi polinomial yang lain, maka 
berlaku: 
‖  −  ‖  <  ‖  −  ‖  ∶   ∈  ℙ  . 
Persamaan (3.2) menyatakan bahwa nilai maksimum dari   −   pada 
seluruh interval adalah minimum dari nilai maksimum   −  ,  untuk semua 
polinomial   yang berderajat paling banyak  . Persoalan ini sering disebut 
aproksimasi minimax. Persamaan (3.2) menjamin   adalah polinomial 
terbaik yang mengakproksimasi   dalam hal norm seragam. Jadi, mencari 
“aproksimasi terbaik” dalam tulisan ini merujuk pada suatu metode 
aproksimasi untuk meminimalkan maksimum error sepanjang interval yang 
diberikan. 
Menurut Chebychev, fungsi error   =   −   haruslah memenuhi syarat 
equiosilasi berderajat  , pada interval [ , ], artinya terdapat paling sedikit 
(3.2) 
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  + 2 titik yang berbeda,   ,  ,…,     pada interval   = [ , ], yang 
memenuhi: 
 (  )= (−1)
 ‖ ‖  untuk 1 ≤   ≤   + 2, 
atau, 
 (  )= (−1)
   ‖ ‖  untuk 1 ≤   ≤   + 2. 
Tujuan dari algoritma Remez adalah mengonstruksi polinomial   yang 
memenuhi (3.2) dan (3.3). Polinomial berderajat paling banyak  , dapat 
dituliskan dalam bentuk : 
  =  ( )=    +     +    
  + ⋯+    
    dimana    ∈ ℝ . 
Langkah-langkah dalam mengonstruksi algoritma Remez dalam 
menemukan aproksimasi terbaik berderajat paling banyak   diuraikan sebagai 
berikut:  
Misalkan   adalah fungsi yang diberikan. Misalkan   adalah polinomial 
berderajat paling banyak   sedemikian sehingga   −   memenuhi syarat 
equiosilasi, maka terdapat paling sedikit   + 2 titik   ,  ,…,     sehingga  
 (  )−  (  )= (−1)
 ‖ ( )−  ( )‖  
Titik-titik   ,  ,…,     disebut titik-titik equiosilasi. 
Langkah 1 : Pemilihan titik-titik equiosilasi pada inisialisasi 
Misalkan   
  dengan   = 1,2,…  + 2 adalah titik-titik equiosiasi pada 
tahap inisialisasi. Pada algoritma Remez,   
  boleh dipilih secara acak pada 
interval [ , ] dengan ketentuan   
  <   
  < ⋯ <     
  . Namun, untuk 
konsistensi, titik equiosilasi pada tahap inisialisasi akan dipilih dengan 
mempartisi cara [ , ] menjadi   + 1 interval yang sama besar, sehingga 
diperoleh   + 2 titik ujung interval sebagai titik-titik equiosilasi. Dengan cara 
ini, akan diperoleh barisan aritmatika dengan suku awal  , suku akhir  , 
banyak suku   + 2. Tinjau rumus suku ke-  barisan aritmatika. 
  
  =           + (  − 1)(    ) 
Berdasarkan (3.4), dan diperoleh: 
  
  =   
    
  =   + (  + 2 − 1)     =   
   =   + (  + 2 − 1)     
(3.3) 
(3.4) 







Berdasarkan rumus suku ke-  dari barisan aritmatika, barisan titik 
equiosilasi pada inisialisasi memenuhi: 
  
  =   + (  − 1)
(   )
   
                ,1 ≤   ≤   + 2. 
Langkah 2 : Konstruksi polinomial dan SPL 
Pada bagian awal telah dipilih titik equiosilasi. Tujuan berikutnya 
adalah mengonstruksi polinomial sedemikian sehingga titik-titik tadi menjadi 




   = (−1) ‖  −  ‖ . 
Persamaan (3.6) menunjukkan bahwa pada setiap titik   ,   −   







   … =   
Dengan   adalah nilai real dari   −  . Untuk   + 2 titik equiosilasi, 
persamaan (3.7) dapat diuraikan menjadi sistem persamaan linear, yaitu 
    
   −     
   = −  
    
   −     
   =   
… 
      
    −       
    =   
atau 
    
   −   =     
   
    




    −   =       
                                           (3.9) 
Karena   adalah polinomial berderajat paling banyak  , maka   ditulis 
sebagai 
 ( )=    +     +   ( )
  + ⋯+   ( )
 , 








−   =     



































+ (−1)     =       
    
Koefisien polinomial   diperoleh dari penyelesaian SPL (3.11). Ada 
banyak metode yang dapat digunakan untuk menyelesaikan SPL. Dalam 
tulisan ini, metode yang digunakan adalah metode invers matriks, sebab 
metode ini mudah diimplementasikan pada Microsoft Excel®. Berdasarkan 


























 −1          
   

















 (−1)         (    
  ) 
Solusi dari sistem persamaan linear (3.11) adalah   ,  ,…,   dan  . 
Polinomial awal    dikonstruksi dari persamaan: 
  ( )=    +     +    
  + ⋯+    
 , 
dan 
  = | (  )−  (  )|,        = 1,2,…,  + 2. 
Langkah 3 : Uji syarat equiosilasi 
Berdasarkan (3.7), polinomial (3.13) akan memenuhi syarat equiosilasi 
apabila: 
 (  )−  (  )= −  (    )−  (    )  
dan, 
| (  )−  (  )|= ‖  −  ‖ . 
Persamaan (3.14) jelas terpenuhi sebab polinomial    dikonstruksi dari 
persamaan tersebut. Akan tetapi persamaan (3.15) belum tentu terpenuhi dan 
memerlukan pengujian lebih lanjut. Jika persamaan (3.15) tidak terpenuhi, 
maka terdapat titik ekstrim yang lain selain titik equiosilasi, sehingga 
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tidak memenuhi syarat equiosilasi. Jadi, titik-titik equiosilasi yang baru harus 
dipilih untuk menemukan polinomial baru. 
Langkah 4 : Memilih titik equiosilasi yang baru. 
Error pada   + 2 titik yang dipilih sudah sama, akan tetapi terdapat 
titik-titik lain pada interval [ , ] dengan error yang sangat besar (lebih besar 
dari error pada titik equiosilasi), sehingga: 
 (  
 )−  (  
 )≠ (−1) ‖  −  ‖∞. 
Akibatnya, maka terdapat   ∈ [ , ] sedemikian sehingga: 
‖  −   ‖  = | ( )−   ( )|>      
   −      
        ∀  = 1,2,…,  + 2 
Dengan kata lain,   adalah ekstrim dari fungsi error. Pilih titik baru 
  
    <   
    < ⋯ <     
    dengan mengganti titik   
  dengan   dengan 
ketentuan sebagai berikut: 
Ada 6 kemungkinan dari  ; 
1.   ∈ [ ,  
  , dan      
   −      
      ( )−   ( )  ≥ 0 
maka pilih   









































    =   dan ∀  = 2,3,…,  + 2,   
    =     
  . 
3.   ∈ (  
 ,    
  ) dan 
     
   −      
      ( )−   ( )  ≥ 0 
maka pilih   











4.   ∈ (  
 ,    
  ) dan 
     
   −      
      ( )−   ( )  < 0 
maka pilih     









5.   ∈      
  , ], dan 
       
    −        
       ( )−   ( )  ≥ 0 
maka pilih     
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6.   ∈      
  , ], dan 
       
    −        
       ( )−   ( )  < 0 
maka pilih     










Setelah proses diatas, diperoleh titik-titik baru   
    <   
    < ⋯ <
    
   .  
Jadi, titik-titik equiosilasi yang dipilih adalah titik dimana fungsi error 
mencapai ekstrim. Ulangi langkah 2, 3 dan seterusnya sehingga diperoleh 
polinomial    sedemikian sehingga   −    memenuhi syarat equiosilasi.  
Pada dasarnya, algoritma Remez adalah metode mencari polinomial 
dengan memilih titik-titik equiosilasi awal (inisialisasi) dan menggeser titik-
titik tersebut pada tiap iterasi hingga diperoleh titik-titik equiosilasi yang 
sebenarnya. Dalam praktiknya, metode ini melibatkan perhitungan - 
perhitungan sederhana yang banyak. Konsep inisialisasi, menggeser titik-titik, 
iterasi, dan perhitungan sederhana yang banyak berkaitan erat dengan 
pemrograman. Jadi, algoritma Remez adalah metode aproksimasi dalam 
aspek komputasi. 
3.3 Mencari Aproksimasi Polinomial Terbaik. 
Dalam tulisan ini, akan ditampilkan hasil yang diperoleh dengan 
mengimplementasikan algoritma Remez kedalam dua cara, yang pertama, 
dengan menggunakan software MATLAB® (dengan System Chebfun), yang 
kedua, dengan menggunakan sofware Microsof Excel® dan Graph®. Dalam 
batasan masalah, aproksimasi polinomial yang dicari dibatasi sampai 
berderajat paling banyak 5, sebab keterbatasan memori komputer yang 
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3.3.1 MATLAB® dengan System Chebfun, Microsoft Excel® dan 
Graph®. 
MATLAB® (matrix laboratory) bahasa pemrograman computer 
berbasis windows dengan orientasi dasarnya adalah matriks,. Dikembangkan 
oleh The MathWorks, MATLAB® memungkinkan manipulasi matriks, pem-
plot-an fungsi dan data, implementasi algoritma, pembuatan antarmuka 
pengguna, dan peng-antarmuka-an dengan program dalam bahasa lainnya.  
Chebfun adalah sistem perangkat lunak bebas / open-source yang ditulis 
dalam MATLAB® untuk perhitungan numerik dengan fungsi real variabel. 
Chebfun mudah digunakan dalam implementasi algoritma Remez karena 
kemampuannya untuk menemukan maksimum lokal dan global (Lloyd, 
2008). Chebfun dapat diunduh pada http://www2.maths.ox.ac.uk/chebfun/. 
Graph® adalah sebuah aplikasi open source yang digunakan untuk 
menggambar grafik matematika dalam sistem koordinat. Aplikasi ini 
memudahkan dalam memvisualisasikan fungsi. Setelah perhitungan dengan 
Microsoft Excel®, aplikasi Graph® digunakan untuk memvisualisasikan 
hasil yang diperoleh.  
3.3.2 Contoh Pengimplementasian Algoritma Remez dengan Microsoft 
Excel® dan Graph®. 
Berikut akan uraikan proses kerja algoritma Remez dalam 
mengaproksimasi fungsi  ( )= sin(4 )+   
 
 pada interval   =
[−1,1], dengan polinom   berderajat paling banyak 5. 
a. Inisialisasi 
Pemilihan titik titik equiosilasi pada inisialisi mengikuti (3.5). Akan 
dipilih titik-titik yang berjarak ∆  satu sama lain, dalam interval 
[−1,1]sedemikian sehingga    
  = −1 dan   







= 0.33333333333  
Tabel titik-titik equiosilasi dan nilainya pada fungsi  ( )=
sin4  +   
 
 diberikan sebagai berikut: 
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Tabel 3.1 : Titik-titik equiosilasi dan nilainya pada tahap inisialisasi 
        Equiosilasi Inisialsasi  ( )=       +   
 
 
   −1.0000 3.475084323766970000 
   −0.6667 1.102350870970970000  
   −0.3333 0.145581167378551000 
   0.0000 1.000000000000000000  
   0.3333 2.089456970105180000 
   0.6666 2.016896124242590000 
   1.0000 1.961479333151120000 
Selanjutnya, polinomial    dicari dengan menyelesaikan SPL dalam 
bentuk    =   (SPL 3.12), dengan   adalah matriks yang disusun oleh 
koefisien-koefisien polinomial, dengan kata lain solusi dari SPL, dan   
adalah matriks yang entrinya disusun oleh  (  ). Matriks   dan  
   berturut-
turut adalah sebagai berikut: 
 1 -1.00000000 1.00000000 -1.00000000 1.00000000 -1.00000000 -1 
 1 -0.66666667 0.44444444 -0.29629630 0.19753086 -0.13168724 1 
 1 -0.33333333 0.11111111 -0.03703704 0.01234568 -0.00411523 -1 
  = 1 0.00000000 0.00000000 0.00000000 0.00000000 0.00000000 1 
 1 0.33333333 0.11111111 0.03703704 0.01234568 0.00411523 -1 
 1 0.66666667 0.44444444 0.29629630 0.19753086 0.13168724 1 
 1 1.00000000 1.00000000 1.00000000 1.00000000 1.00000000 -1 
    = 
0.015625 -0.093750 0.234375 0.687500 0.234375 -0.093750 0.015625 
-0.050000 0.450000 -2.250000 0.000000 2.250000 -0.450000 0.050000 
-0.375000 1.875000 0.375000 -3.750000 0.375000 1.875000 -0.375000 
0.562500 -4.500000 7.312500 0.000000 -7.312500 4.500000 -0.562500 
0.843750 -1.687500 -0.843750 3.375000 -0.843750 -1.687500 0.843750 
-1.012500 4.050000 -5.062500 0.000000 5.062500 -4.050000 1.012500 
-0.015625 0.093750 -0.234375 0.312500 -0.234375 0.093750 -0.015625 
Menurut Teorema 2.5.3, solusi dari SPL ini adalah   =     . Solusi ini 
menghasilkan koefisien-koefisien polinomal   dan error  . Tabel Nilai dari 
koefisien polinomial dan errornya pada tahap inisialisasi adalah sebagai 
berikut: 












Pada tahap ini, polinomial    telah diperoleh, yakni: 
  ( )= 1.003853964810820 + 3.886494942631880 
+ 0.898016046237543   − 9.247735360494710  
+ 0.812557852599858   + 4.604437922554910   
sedangkan untuk 1 ≤   ≤ 7 nilai error adalah 
  = −0.003853964810822 
Grafik fungsi  ( ) dan grafik    dapat dilihat pada lampiran 2, dan 
Grafik fungsi error   −   dapat dilihat pada lampiran 3. 
Pada lampiran 3, titik-titik equiosilasi dan nilainya digambarkan 
sebagai titik berwarna merah. Terlihat jelas bahwa ekstrim dari fungsi error 
tidak tercapai pada titik equiosilasi, dengan kata lain, fungsi error tidak 
memenuhi syarat equiosilasi. Akibatnya, polinomial    bukan aproksimasi 
terbaik ke  , dan harus dicari polinomial yang baru. Dengan demikian, akan 
dipilih titik equiosilasi baru mengikuti aturan 3.2.1 bagian d. Titik equiosilasi 
ini adalah titik dimana nilai ekstrim   −    tercapai, yaitu titik-titik hijau 
sepanjang sumbu   pada lampiran 3. Tabel nilai titik-titik equiosilasi yang 
baru adalah sebagai berikut: 
Tabel 3.3 : Titik-titik equiosilasi dan nilainya pada iterasi pertama 
       Equiosilasi Iterasi 1  ( )=       +   
 
 
   -1.000 3.475084323766970000 
   -0.8852 2.577981968239170000 
   -0.5156 0.422953706763267000 
   -0.1508 0.455720527662574000 
   0.2041 1.771221730069060000 
   0.5472 2.164123463437240000 
   0.8941 1.803003263409290000 
Dengan matriks   dan     masing-masing sebagai berikut: 
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 1 -1.00000000 1.00000000 -1.00000000 1.00000000 -1.00000000 -1 
 1 -0.88520000 0.78357904 -0.69362417 0.61399611 -0.54350936 1 
 1 -0.51560000 0.26584336 -0.13706884 0.07067269 -0.03643884 -1 
  = 1 -0.15080000 0.02274064 -0.00342929 0.00051714 -0.00007798 1 
 1 0.20410000 0.04165681 0.00850215 0.00173529 0.00035417 -1 
 1 0.54720000 0.29942784 0.16384691 0.08965703 0.04906033 1 
 1 0.89410000 0.79941481 0.71475678 0.63906404 0.57138716 -1 
    = 
Tabel Nilai dari koefisien polinomial dan errornya setelah tahap iterasi 
pertama adalah sebagai berikut: 









Setelah diplot, fungsi error pada iterasi 1 juga tidak memenuhi syarat 
equiosilasi. Jadi proses dilanjutkan ke iterasi ke 2. Gambaran proses ini 
secara keseluruhan dapat dilihat pada tabel lampiran 1. Pada 
implementasinya, algoritma ini berhenti pada iterasi ke 4, sebab kodisi 
equiosilasi telah terpenuhi. Grafik aproksimasi terbaik dan fungsi error yang 
diperoleh dapat dilihat pada lampiran 4 dan lampiran 5.  
3.3.3 Implementasi Algoritma Remez dengan MATLAB® dan System 
Chebfun 
Pada dasarnya, implementasi Algoritma Remez pada MATLAB® 
dengan System Chebfun adalah memanggil metode Remez dalam listing 
0.01216360 -0.01312647 -0.06290443 0.62279371 0.53678209 -0.10966724 0.01395873 
-0.62368649 1.20881501 -1.46800530 -1.37423095 2.14272208 0.16541594 -0.05103029 
-0.16619503 -0.07039049 2.99176407 -3.08555844 -2.38862707 3.15594893 -0.43694197 
3.99857580 -7.38976581 4.04309776 4.04374965 -7.98651311 3.34601616 -0.05516045 
0.22138426 0.87271391 -3.66782428 2.90077983 2.13969310 -3.77349374 1.30674692 
-4.21836915 6.79839403 -3.10307142 -2.48381682 6.31898164 -4.31457721 1.00245894 
-0.08916732 0.17175371 -0.21098568 0.25231323 -0.18734249 0.07593306 -0.01250451 
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program. Dalam listing program ini juga dimasukkan perintah untuk 
menampilkan koefisien polinomial yang diperoleh, dan perintah untuk 
menggambar hasil yang diperoleh. Listing program dan ouputnya dapat 
dilihat pada lampiran 6. Grafik yang diperoleh dapat dilihat pada lampiran 7 
dan lampiran 8. 
3.4 Kekonvergen Algoritma Remez. 
Algoritma Remez menghasilkan barisan polinomial    yang konvergen 
ke suatu polinomial   (Teorema 2.3.5). Teorema ini telah dibuktikan oleh 
Daili dan menjamin bahwa barisan polinomial    yang dihasilkan konvergen 
seragam ke polinomial  . Kekonvergenan algoritma Remez juga telah 
dibahas secara khusus oleh Kornyei, (1982). Oleh karena itu, dalam tulisan 
ini tidak akan dibahas teori tentang kekonvergenan algoritma Remez, tetapi 
akan ditunjukkan barisan polinomial    yang diperoleh konvergen ke 
polinomial  . 
Menururt Daili (2013), error pada titik equiosilasi membentuk barisan 
monoton naik dan terbatas. Oleh karena itu error absolut pada titik equiosilasi 
konvergen ke suprimumnya (Bartle, teorema 3.3.2, halaman 69). Misalkan 
|     |=    =      
   −      
     adalah nilai error pada titik equiosilasi. 
Berikut adalah tabel nilai error yang diperoleh berdasarkan dari contoh 
pengimplementasian algoritma Remez pada tiga fungsi, yaitu: 






  + tan(  )− 1 
3.  ( )= | |−     ( .  )+ 2sin(  ) 
Tabel 3.5 :  Nilai Error Absolut   pada titik equiosilasi pada 
aproksimasi ketiga fungsi oleh polinomial berderajat 5. 
Iterasi 
Error Absolut ( )  
1 2 3 
0 0.00385396481082196 0.03125000000000000 0.02434323662938310 
1 0.03138108912599880 0.04205455181181590 0.04636933062662960 
2 0.03523355442838590 0.04843920288200010 0.05434847213983340 
3 0.03529458177838740 0.04857579920630830 0.05900833962436080 










Tabel 3.6 :  Nilai Error relatif   pada titik equiosilasi pada 
aproksimasi ketiga fungsi oleh polinomial berderajat 5. 
 
Iterasi 
Error Relatif   (%) 
1 2 3 
1 714.25 34.57 90.48 
2 12.28 15.18 17.21 
3 0.17 0.28 8.57 







Pada Tabel 3.5, terlihat bahwa nilai error membentuk barisan yang naik 
monoton. Akan tetapi nilai error relatifnya turun. Hal ini menunjukkan bahwa 
error yang diperoleh konvergen. Secara visual berikut adalah grafik kenaikan 
nilai error pada ketiga fungsi :  
 
Gambar 3.2 : Kenaikan nilai error absolut   pada ketiga fungsi.  
Sedangkan error relatifnya secara visual dapat dilihat pada gambar 
berikut 
Epsilon k fungsi pertama
Epsilon k fungsi kedua
Epsilon k fungsi ke t iga











Error Fungsi Pertama 
Error Fungsi Kedua 
Error Fungsi Ketiga 




Gambar 3.3 : Penurunan nilai error relatif    pada ketiga fungsi.  
Akan ditunjukkan barisan    konvergen seragam ke  . Berdasarkan 
Lampiran 1, diperoleh barisan polinomial   ,   ,  ,   dan   . Polinomial    
adalah polinomial terbaik yang kira peroleh dengan Excel®, maka tulis   =
  . Tabel berikut menunjukkan koefisien-koefisien dari    −   . 
Tabel 3.7 :  Tabel koefisien polinomial   −   .  
 
  −     
  
0 1 2 3 
  
  −0.00015831570648595 −0.00054260893408609 0.00001728387009714 0.00000004750846205 
  
  −0.13514653487658900 −0.01163686313925140 −0.00008245040180466 −0.00000001728636212 
  
  0.01281946896023060 −0.00064987330479860 −0.00037335135077921 −0.00000100015877691 
  
  0.63007720590694300  −0.01107818582637950 0.00028795295721018 −0.00000088944222654 
  
  −0.03648087296930070 0.00664870424929243 0.00078116134393769 0.00000163053973568  
  
  −0.48730975105170700 0.03208478635506570 0.00028064138449224 0.00000160734465027 
Berikut fungsi   −    untuk   = 0,1,2,3 yang diplot dengan software 
Graph®: 
Error Relatif Fungsi 1
Error Relatif Fungsi 2
Error Relatif Fungsi 3










Error Fungsi Pertama 
Error Fungsi Kedua 
Error Fungsi Ketiga 




Gambar 3.4 : Grafik   −    (           ) dan   −    (           )  
 
Gambar 3.5 : Grafik   −    

































Gambar 3.6 : Grafik   −    
Secara visual, pada grafik-grafik diatas, terlihat bahwa fungsi   −    
makin mendekati sumbu   untuk tiap  . Dengan kata lain,   −    → 0. 
Sehingga |  −   |= |   −  |→ 0. Menurut lemma 2.3.4, barisan    
konvergen ke  . 
Tabel nilai maksimum norm untuk   −    diberikan sebagai berikut: 
Tabel 3.8 : Tabel nilai ‖  −   ‖. 





Dari tabel diatas dapat disimpulkan jika   membesar,    −    → 0, 
maka    konvergen ke  .  
Jadi, pada contoh pengimplementasian algoritma Remez pada tiga 
fungsi, diperoleh : 
a.    konvergen ke  . 
b.    konvergen ke  . 
Algoritma Remez menghasilkan barisan polinomial    dan barisan 
error     yang masing-masing konvergen ke polynomial terbaik   dan error  . 
 
 















KESIMPULAN DAN SARAN 
4.1. Kesimpulan 
1. Algorima Remez dikonstruksi dengan mengaitkan prinsip-prinsip dari 
teorema Chebychev dengan komputasi. 
2. Dengan menggunakan algoritma Remez untuk polinomial berderajat 
paling banyak 5 yang diimplementasikan dalam Microsoft Excel®, 
fungsi: 
a)  ( )= sin4  +   
 
 
 dapat diaproksimasi oleh polinomial 
  ( )= 1.003695649104340 + 3.7513484077552908  +
0.910835515197773   − 8.617658154587770   +




  + tan(  )− 1 
 dapat diaproksimasi oleh polinomial 
  ( )= −0.951424156501452+ 0.144838194243738   +
0.81483091687605    − 0.11458174688216    −
0.384338484014854    + 1.49950715743504     
c)  ( )= | |−     ( .  )+ 2sin(  ) 
 dapat diaproksimasi oleh polinomial 
  ( )= 0.743370681250109 − 1.61510729243636  −
0.744864143229129    + 1.51935733772227    +
0.647847142952272    − 0.487949424700094     
3. Error relatif   dari error absolut   atau ‖  −   ‖ masing-masing 
konvergen ke 0, maka Algoritma Remez menghasilkan barisan 









1. Metode aproksimasi yang digunakan dalam skripsi ini adalah Algoritma 
Remez yang diimplementasikan pada Microsoft Excel®. Kinerjia 
Microsoft Excel®  sangat terbatas dan bergantung pada besar memori 
komputer , sehingga perlu adanya kajian implementasi algoritma Remez 
pada software yang lain. 
2. Perlu adanya kajian lebih lanjut mengenai implementasi algoritma 
Remez dengan aproksimasi polinomial yang derajatnya berbeda-beda.  
3. Perlu adanya kajian tentang aproksimasi polinomial dengan metode lain, 
























[1] Anton, H. dan Rorres, C., 2005. Elementary Linear Algebra Ninth Edition. 
John Willey and Sons, Inc. 
 
[2] Bartle, Robert G. dan Sherbert, Donald R., 2000. Introduction to Real 
Analysis Third Edition. New Jersey at Upper Saddle River: Prentice 
Hall. 
 
[3] Daili, N. dan Guesmia, A. 2013. “Remez Algorithm Applied to the Best 
Uniform Polynomial Approximation”. General Mathematics Notes. 
17, (1), 17-31, http://www.emis.de/journals/GMN/ yahoo_site_admin 
/assets/docs/3_GMN-3052-V17N1.243113729.pdf., 28 Januari 2014. 
 
[4] Davidson, Kenneth R. dan Donsig, Allan P., 2002. Real Analysis with Real 
Applications. New Jersey at Upper Saddle River: Prentice Hall. 
 
[5] Kornyei, 1982. On The Remez Algoritm. Annales Universitatis Scientiarum 
Budepestinensis deRolando Eotvos Nominatae Sectio Computatorica 
volume 004. http://ac.inf.elte.hu/Vol_004_1983/ 107.pdf., 16 Februari 
2014. 
 
[6] R. Pachὀn and L. N. Trefethen. 2009. Barycentric-Remez Algorithms for 
Best Polynomial Approximation in the Chebfun System. BIT. (8), 2-























































 Iterasi ke- 














 x1 -1 -1 -1 -1 -1 -1 
x2 -0.666666667 -0.8852 -0.9001 -0.8944 -0.8944 -0.8944 
x3 -0.333333333 -0.5156 -0.6093 -0.6067 -0.6067 -0.6067 
x4 0 -0.1508 -0.1983 -0.2052 -0.2051 -0.2051 
x5 0.333333333 0.2041 0.2285 0.2355 0.2356 0.2356 
x6 0.666666667 0.5472 0.6407 0.6434 0.6438 0.6438 
















a0 1.00385396481082000 1.00423825803842000 1.00367836523424000 1.00369560159588000 1.00369564910434000  
a1 3.88649494263188000 3.76298527089454000 3.75143085815710000 3.75134842504165000 3.75134840775529000  
a2 0.89801604623754300 0.91148538850257200 0.91120886654855300 0.91083651535655000 0.91083551519777300  
a3 -9.24773536049471000 -8.60657996876139000 -8.61794610754498000 -8.61765726514554000 -8.61765815458777000  
a4 0.81255785259985800 0.76942827538126500 0.77529581828662000 0.77607534909082200 0.77607697963055700  
a5 4.60443792255491000 4.08504338514813000 4.11684753011871000 4.11712656415855000 4.11712817150320000  
|error| 0.00385396481082196 0.03138108912599880 0.03523355442838590 0.03529458177838740 0.03529460450502890  











f(x1)-p(x1) 0.003853965 0.031381089 0.035233554 0.035294582 0.035294605  
f(x2)-p(x2) 0.100018215 0.032267735 0.035369005 0.035294582 0.035294605  
f(x3)-p(x3) 0.027023332 0.042320032 0.035242949 0.035294582 0.035294605  
f(x4)-p(x4) 0.014245742 0.03342513 0.035277324 0.035294586 0.035294605  
f(x5)-p(x5) 0.012310553 0.031919244 0.035278127 0.035294587 0.035294605  
f(x6)-p(x6) 0.018845396 0.041876839 0.035243241 0.035294762 0.035294605  















Lampiran 2: Grafik  ( )= sin4  +   
 
 dan fungsi aproksimasi awal    
 
  ( )= 1.00385396481082 + 3.886494942631880  + 0.89801604623754300 
  + (−9.2477353604947100)  






















Nilai T it ik-t it ik Equiosilasi 0
T it ik T it ik Equiosilasi 1












Lampiran 3: Grafik error  ( )= sin4  +   
 




































Lampiran 4: Grafik  ( )= sin4  +   
 
 dan fungsi aproksimasi terbaik    
 
  ( )= (1.003695649104340 + 3.7513484077552908  + 0.910835515197773 
  − 8.617658154587770  
+ 0.776076979630557   + 4.117128171503200  ) 
f(x)=(sin(4*x)+e^(x^2))
Aproksimasi 4


















T it ik T it ik Equiosilasi 4
Nilai T it ik-t it ik Equiosilasi 4  di Error 3












Lampiran 5: Grafik error  ( )= sin4  +   
 




































% Aproksimasi fungsi pada interval [-1,1] 
% dengan polinomial berderajat 5: 
clc; 
x = chebfun('x'); 
f =sin(4*x)+exp(x.^2); 
  




fprintf('Koefisien Pangkat %1.0f  = %5.20f ',6-i,k(i)); 
disp(' '); 
end 
fprintf('Koefisien Pangkat 0  = %5.20f ',op); 




title('Fungsi and polinomial aproksimasi terbaik',FS,fs) 
  
%% 
% Ini Adalah Kurva Error, beosilasi pada 7 titik 
figure, plot(f-p,'red',LW,1),hold on 
plot([-1 1],err*[1 1],'--k',LW,1) 
plot([-1 1],-err*[1 1],'--k',LW,1) 
ylim([-.04 .04]) 
grid on 
title('Kurva Error berderajat 5',FS,fs) 
 
Koefisien Pangkat 5  = 4.11712814125326080000   
Koefisien Pangkat 4  = 0.77607696914573199000   
Koefisien Pangkat 3  = -8.61765811676017180000   
Koefisien Pangkat 2  = 0.91083552218305075000   
Koefisien Pangkat 1  = 3.75134839845373950000   
Koefisien Pangkat 0  = 1.00369564865261760000 




































Lampiran 7: Grafik  ( )= sin4  +   
 















Fungsi and polinomial aproksimasi terbaik








Lampiran 8: Grafik error  ( )= sin4  +   
 
















Kurva Error berderajat 5



























x1 -0.9415 -0.9386 -0.9454 -0.9454 -0.9454 -1 
x2 -0.6453 -0.6916 -0.6983 -0.6986 -0.6986 -0.666666667 
x3 -0.2505 -0.2757 -0.2823 -0.2825 -0.2825 -0.333333333 
x4 0 0 0 0 0 0 
x5 0.3188 0.5716 0.5958 0.5962 0.5962 0.333333333 
x6 0.893 0.9258 0.9211 0.921 0.921 0.666666667 













a0 -0.9687500000000010 -0.9579454481881850 -0.9515607971180000 -0.9514242007936930 -0.9514241565014520 
a1 0.0477291976529973 0.0807729570763084 0.1438945282482070 0.1448380281128240 0.1448381942437380 
a2 0.9999999999999990 0.7811267488701550 0.8148133856057650 0.8148310922073310 0.8148309168760500 
a3 0.4535467435886050 0.0426895888725776 -0.1124925016407690 -0.1145817311841640 -0.1145817468821600 
a4 -0.5625000000000000 -0.3323409979770050 -0.3843226034491440 -0.3843385894291390 -0.3843384840148540 
a5 1.0561317834133000 1.4010503241892300 1.4986365101268400 1.4995073265354300 1.4995071574350400 
  error -0.0312500000000000 -0.0420545518118159 -0.0484392028820001 -0.0485757992063083 -0.0485758434985467 








 f(x1)-p(x1) 0.0963047984537055 0.0421410896683396 0.0489311601357234 0.0485757992063074 0.0485758434985468 
f(x2)-p(x2) -0.0319979867871861 -0.0455955565544754 -0.0485264078782425 -0.0485759422364852 -0.0485758434985470 
f(x3)-p(x3) 0.0378715849678499 0.0427780127223670 0.0484927960738405 0.0485758281958290 0.0485758434985454 
f(x4)-p(x4) -0.0312499999999989 -0.0420545518118149 -0.0484392028819995 -0.0485757992063069 -0.0485758434985483 
f(x5)-p(x5) 0.0313497471836175 0.0733346442656096 0.0489023184183899 0.0485759217697798 0.0485758434985454 
f(x6)-p(x6) -0.1266260710267250 -0.0496987702157032 -0.0486219515896127 -0.0485758433977111 -0.0485758434985485 















Lampiran 10: Grafik  ( )= |  2⁄ |+ tan(  )− 1 dan fungsi aproksimasi awal   . 
 
  ( )= −0.968750000000001 + 0.0477291976529973   + 0.999999999999999   
  + 0.453546743588605    − 0.5625   
+ 1.0561317834133    
f(x)=(abs(x/2)+tan(x^3)-1)
Aproksimasi 0























Error  Iterasi 0
T itik T itik Equiosilasi 0
T itik T itik Equiosilasi 1






















Lampiran 12: Grafik  ( )=  
 
 
  + tan(  )− 1 dan fungsi aproksimasi terbaik   . 
 
 
   = −0.951424156501452+ 0.144838194243738   + 0.81483091687605  
  − 0.11458174688216   
− 0.384338484014854    + 1.49950715743504    
f(x)=(abs(x/2)+tan(x^3)-1)
Aproksimasi 4

















Lampiran 13: Grafik error  ( )=  
 
 







T itik T itik Equiosilasi 4
Batas Atas
Batas Bawah






















% Aproksimasi fungsi pada interval [-1,1] 
% dengan polinomial berderajat 5: 
clc; 
x = chebfun('x'); 
f =abs(x/2)+tan(x.^3)-1; 
  




fprintf('Koefisien Pangkat %1.0f  = %5.20f ',6-i,k(i)); 
disp(' '); 
end 
fprintf('Koefisien Pangkat 0  = %5.20f ',op); 




title('Fungsi and polinomial aproksimasi terbaik',FS,fs) 
  
%% 
% Ini Adalah Kurva Error, beosilasi pada 7 titik 
figure, plot(f-p,'red',LW,1),hold on 
plot([-1 1],err*[1 1],'--k',LW,1) 
plot([-1 1],-err*[1 1],'--k',LW,1) 
ylim([-.06 .06]) 
grid on 
title('Kurva Error berderajat 5',FS,fs) 
 
Koefisien Pangkat 5  = 1.49950714015896350000   
Koefisien Pangkat 4  = -0.38433845485705015000   
Koefisien Pangkat 3  = -0.11458174332137028000   
Koefisien Pangkat 2  = 0.81483089693655852000   
Koefisien Pangkat 1  = 0.14483819495883532000   
Koefisien Pangkat 0  = -0.95142415461051733000 >> 




































Lampiran 15: Grafik  ( )=  
 
 
















Fungsi and polinomial aproksimasi terbaik








Lampiran 16: Grafik error   ( )=  
 
 












Kurva Error berderajat 5



























x1 -1.0000 -0.7320 -1.0000 -1.0000 -1.0000 
x2 -0.6308 -0.2220 -0.4230 -0.7597 -0.7796 
x3 -0.1874 0.0000 0.0000 0.0000 0.0000 
x4 0.0000 0.1817 0.1988 0.2019 0.2012 
x5 0.1803 0.5069 0.5474 0.5522 0.5520 
x6 0.5449 0.8152 0.8602 0.8604 0.8606 















a0 0.70728520624517700 0.72931130024242100 0.73729044175562700 0.74195030924015300 0.74335983753375400 
a1 -1.56955601012940000 -1.45883796186557000 -1.51097705555461000 -1.57843134832500000 -1.61483834751854000 
a2 -0.42217959318155200 -0.59911685311605900 -0.97448832026130300 -0.87963474830579200 -0.74586202382521300 
a3 1.13637580169045000 0.47930282455338200 1.37621966938683000 1.60694542028571000 1.52001428096826000 
a4 0.27647611964592900 0.54548168109483100 1.28679252775493000 0.78261774802893500 0.64884502354835700 
a5 -0.15051917097523000 0.53195624740689400 -0.85826320101687900 -0.61221345137489200 -0.48887531286389800 
  error -0.02434323662938310 -0.04636933062662960 0.05434847213983340 0.05900833962436080 0.06041786791796110 











f(x1)-p(x1) 0.02434323662938250 -0.05612020654687600 -0.87299088768079800 -0.05900833962435930 -0.06041786791796170 
f(x2)-p(x2) -0.02523371462077350 0.04813968630943370 0.07223689219317860 0.12903735204460700 0.06093167592014700 
f(x3)-p(x3) 0.04593144484514470 -0.04636933062662800 -0.05434847213983360 -0.05900833962436030 -0.06041786791796130 
f(x4)-p(x4) -0.02434323662938400 0.04637420570998410 0.05510873304113910 0.05903351646713420 0.06041915856837870 
f(x5)-p(x5) 0.07916906976421820 -0.05001196407123320 -0.05818079636479480 -0.05906459346531790 -0.06041795874727550 
f(x6)-p(x6) -0.06635602743649810 0.08315139417791340 0.06252601753775770 0.05900856257794830 0.06041814661016750 






























x1 -1.0000 -1.0000 -1.0000 
x2 -0.7798 -0.7798 -0.6667 
x3 0.0000 0.0000 -0.3333 
x4 0.2012 0.2012 0.0000 
x5 0.5520 0.5520 0.3333 
x6 0.8607 0.8607 0.6667 















a0 0.74337067987222500 0.74337068125010900 
a1 -1.61510725671949000 -1.61510729243636000 
a2 -0.74486427381465500 -0.74486414322912900 
a3 1.51935742135516000 1.51935733772227000 
a4 0.64784727353779800 0.64784714295227200 
a5 -0.48794954404984400 -0.48794942470009400 
  error 0.06042871025643220 0.06042871163431550 










f(x1)-p(x1) -0.06042871025643310 -0.06042871163431560 
f(x2)-p(x2) 0.06042877722838890 0.06042871163431540 
f(x3)-p(x3) -0.06042871025643240 -0.06042871163431550 
f(x4)-p(x4) 0.06042871025643210 0.06042871163431570 
f(x5)-p(x5) -0.06042871025643190 -0.06042871163431510 
f(x6)-p(x6) 0.06042871039385690 0.06042871163431570 














Lampiran 18: Grafik  ( )= | |−     ( .  )+ 2sin(  )dan fungsi aproksimasi awal    
 
  ( )= 0.707285206245177 − 1.5695560101294    − 0.422179593181552  
  + 1.13637580169045   
+ 0.276476119645929    − 0.15051917097523     
f(x)=(abs(x)-(exp(sin(2.5*x)))+2*sin(exp(x)))
Aproksimasi 0
































Lampiran 20: Grafik  ( )= | |−     ( .  )+ 2sin(  ) dan fungsi aproksimasi terbaik    
 
  ( )= 0.743370681250109 − 1.61510729243636   − 0.744864143229129  
  + 1.51935733772227     
+ 0.647847142952272    − 0.487949424700094    
f(x)=(abs(x)-(exp(sin(2.5*x)))+2*sin(exp(x)))
Aproksimasi 6













































% Aproksimasi fungsi pada interval [-1,1] 
% dengan polinomial berderajat 5: 
clc; 
x = chebfun('x'); 
f =abs(x)-exp(sin(2.5.*x))+2.*sin(exp(x)); 
  




fprintf('Koefisien Pangkat %1.0f  = %5.20f ',6-i,k(i)); 
disp(' '); 
end 
fprintf('Koefisien Pangkat 0  = %5.20f ',op); 




title('Fungsi and polinomial aproksimasi terbaik',FS,fs) 
  
%% 
% Ini Adalah Kurva Error, beosilasi pada 7 titik 
figure, plot(f-p,'red',LW,2),hold on 
plot([-1 1],err*[1 1],'--k',LW,1) 
plot([-1 1],-err*[1 1],'--k',LW,1) 
ylim([-.07 .07]) 
grid on 
title('Kurva Error berderajat 5',FS,fs) 
 
Koefisien Pangkat 5  = -0.48794949623633210000   
Koefisien Pangkat 4  = 0.64784713584335041000   
Koefisien Pangkat 3  = 1.51935743530545460000   
Koefisien Pangkat 2  = -0.74486413612020630000   
Koefisien Pangkat 1  = -1.61510731848330110000   
Koefisien Pangkat 0  = 0.74337068339764756000 >> 
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Lampiran 25: Flowchart Algoritma Remez 
 
FLOWCHART ALGORITMA REMEZ 
 
 
 START               ; 
              ; 
              ( ); 
               [ , ] 
  =  . 
   =   +
(  −  )(  −  )
  +  
,       =  , ,…,  +   
  ,  ,…,  ,  =      : 
   +   
       +    
  
 
       + ⋯+    
  
 
     −                  =     
   
   +   
       +    
  
 
       + ⋯+    
  
 
      +                  =     
   
                       ⋮ 
   +     
     + (    
  )     + ⋯+ (    




  ( )=    +     +    




   = (− ) ‖  −  ‖∞  
∀  =  , ,…,  +   








  =     
    =                                 
                                  
                       ( )−  ( ) 
 
  =   +   
 
   
   
      
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