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D i s t r i b u t i o n  s e n s i t i v i t y  f o r  a  chance 
c o n s t r a i n e d  model o f  o p t i m a l  l o a d  d i s p a t c h  
* 
Werner RGmisch and Rudiger  S c h u l t z  
A b s t r a c t :  
Us ing r e s u l t s  f rom p a r a m e t r i c  o p t i m i z a t i o n  we d e r i v e  f o r  
chance c o n e t r a i n e d  e t o c h a s t i c  programs ( q u a n t i t a t i v e )  e t a b i -  
l i t y  p r o p e r t i e s  f o r  ( l o c a l l y )  o p t i m a l  va lues  and e e t s  o f  
( l o c a l )  m in im ize rs  when t h e  u n d e r l y i n g  p r o b a b i l i t y  d i s t r i b u -  
t i o n  i s  s u b j e c t e d  t o  p e r t u r b a t i o n s .  Emphasis i s  p l aced  on 
v e r i f i a b l e  s u f f i c i e n t  c o n d i t i o n s  f o r  t h e  c o n s t r a i n t - s e t -  
mapping t o  f u l f i l l  a  L i p s c h i t z  p r o p e r t y  which i s  e s s e n t i a l  f o r  
t h e  s t a b i l i t y  r e s u l t s .  Bo th  convex and non-convex problems 
a r e  i n v e s t i g a t e d .  
We p r e s e n t  an op t ima l - load-d ispa tch  model w i t h  c o n s i d e r i n g  
t h e  demand as a  random v e c t o r  and p u t t i n g  t h e  e q u i l i b r i u m  
between t o t a l  g e n e r a t i o n  and demand as a  p r o b a b i l i s t i c  
c o n s t r a i n t .  S ince  i n  o p t i m a l  l o a d  d i s p a t c h  t h e  i n f o r m a t i o n  on 
t h e  p r o b a b i l i t y  d i s t r i b u t i o n  o f  t h e  demand i s  o f t e n  incomplete ,  
we d iscuss  consequences o f  our gene ra l  r e s u l t s  f o r  t h e  b t a -  
b i l i t y  o f  o p t i m a l  g e n e r a t i o n  c o s t s  and o p t i m a l  gene ra t i on  
p o l i c i e s .  
Key words: Paramet r i c  o p t i m i z a t i o n ,  chance c o n s t r a i n e d  
s t o c h a s t i c  programming, s e n s i t i v i t y  a n a l y s i s ,  
o p t i m a l  l o a d  d ispa tch .  
1. About t h e  Load D ispa tch  Model 
- 
The problem o f  o p t i m a l  : load d i s p a t c h  c o n s i s t s  o f  a l l o c a t i n g  
amounts o f  e l e c t r i c  power t o  g e n e r a t i o n  u n i t s  euch t h a t  t h e  
t o t a l  gene ra t i on  c o s t s  a r e  min imal  w h i l e  an e l e c t r i c  power 
* 
S e k t i o n  Mathematik, Humbo ld t -Un i ve rs i t a t  B e r l i n ,  DDR-1086 
B e r l i n ,  PSF 1297, German Democrat ic  Repub l i c .  
demand i s  met and c e r t a i n  a d d i t i o n a l  c o n s t r a i n t s  are s a t i s -  
f i e d .  Our purpose i s  t o  o b t a i n  an op t ima l  p roduc t i on  p o l i c y  
f o r  an energy p roduc t i on  system c o n s i s t i n g  o f  thermal power 
s t a t i o n s ,  pumped s to rage p l a n t s  and an energy c o n t r a c t  f o r  
a  t ime p e r i o d  up t o  one day w i t h  a  d i s c r e t i z a t i o n  i n t o  
h o u r l y  o r  h a l f - h o u r l y  i n t e r v a l s .  U n i t  commitment and ne t -  
work ques t ions  are excluded. 
O f  course, t h e r e  i s  p l e n t y  o f  l i t e r a t u r e  on op t ima l  l o a d  
d ispatch  r e f l e c t i n g  work beg inn ing  w i t h  models much more 
comprehensive than t h e  one presented here  and ending w i t h  
adapted s o l u t i o n  procedures and computer codes t o  f i n d  op t -  
ma1 schedules (c f .  193, [ lo ] ,  [ll] ,[19],[321 ,1341). 
D is regard ing  a  q u a d r a t i c  term i n  t h e  o b j e c t i v e  and one non- 
l i n e a r  c o n s t r a i n t  our model i s  a  l i n e a r  one. From p r a c t i c a l  
v iewpo in t ,  however , an i n c o r p o r a t i o n  o f  f u r t h e r  n o n l i n e a r i  t i e s  
would improve the  r e f l e c t i o n  o f  t h e  r e a l i t y .  Such n o n l i n e a r i -  
t i e s ,  i f  n o t  be ing  t o o  cur ious ,  even n o t  dest royed t h e  b a s i s  
o f  our d i s t r i b u t i o n  s e n s i t i v i t y  ana lys is .  
Nevertheless,  we p r e f e r e d  t o  keep t h e  model l i n e a r  wherever 
i t  i s  poss ib le ,  s i n c e  we wanted t o  have a  p r a c t i c a b l e  model 
a l s o  from numer ica l  v iewpo in t .  Due t o  t h e  number o f  t ime  
d i s c r e t i z a t i o n  i n t e r v a l s ,  we w i l l  face  a  la rge-sca led  prob- 
lem a l ready  f o r  a  comparat ive ly  low number o f  genera t ing  
u n i t s .  
A s p e c i a l  f e a t u r e  o f  our model i s  t h a t  we take  i n t o  account 
t h e  randomness o f  t h e  e l e c t r i c a l  power demand. The e q u i l i b r i u m  
between t o t a l  genera t ion  and demand i s  modeled as a  p ro-  
b a b i l i s t i c  (o r  chance) c o n s t r a i n t ,  thus  o b t a i n i n g  a  h i g h  
r e l i a b i l i t y  f o r  t h e  e q u i l i b r i u m  t o  h o l d  when t h e  demand i s  
cons idered as a  random vector .  S ince i n  p r a c t i c e  i n  genera l  
t h e  p r o b a b i l i t y  d i s t r i b u t i o n  o f  t h i s  random vec to r  i s  n o t  
complete ly  a v a i l a b l e ,  t h e  ques t i on  a r i s e s  whether our model i s  
a  proper one i n  the  sense t h a t  op t ima l  s o l u t i o n s  behave s t a b l e  
under p e r t u r b a t i o n s  o f  t he  p r o b a b i l i t y  d i s t r i b u t i o n  o f  t h e  
demand. For t h i s  reason i n  Sec t i on  2 we study q u a l i t a t i v e  and 
q u a n t i t a t i v e  aspects o f  s o l u t i o n  s t a b i l i t y  i n  chance con- 
s t r a i n e d  programming where the  e n t i r e  p r o b a b i l i t y  d i s t r i b u t i o n  
i s  considered as a  parameter the  o p t i m i z a t i o n  problem depends 
on. We use a  paramet r ic  programming framework and we are  
aiming a t  comprehensible and v e r i f i a b l e  s u f f i c i e n t  c o n d i t i o n s  
f o r  s t a b i l i t y .  
L e t  K and M denote t h e  number o f  thermal power s t a t i o n s  apd 
pumped storage p l a n t s ,  r e s p e c t i v e l y ,  t he  system comprises and 
N  be the  number o f  s u b i n t e r v a l s  i n  t h e  d i s c r e t i z a t i o n  o f  t h e  
t ime per iod .  The' (unknown) l e v e l s  o f  p roduc t i on  i n  the  t h e r -  
mal power s t a t i o n s  and t h e  pumped storage p l a n t s  a r e  
i I yr ( i = l , . .  . ,K; r = l ~ . . .  ,N), sr (j=l,... ,M i  r = l , .  . . ,N) (genera- 
j t i o n  mode) and wr (1.1, ..., M; r=l,...,N) (pumping mode). 
By zr (r.1, ..., N) we denote the  (unknown) amounts f o r  energy 
purchased o r  s o l d  accord ing t o  t h e  c o n t r a c t .  
The t o t a l  genera t ion  c o s t s  a re  g iven by t h e  f u e l  cos ts  o f  t h e  
thermal power s t a t i o n s  (which a re  assumed t o  be a  s t r i c t l y  
convex q u a d r a t i c  f u n c t i o n  o f  t he  generated power, c f .  [31], 
L32-l) p l u s  the  c o s t s  ( r e s p e c t i v e l y  tak ings )  accord ing  t o  t h e  
energy c o n s t r a c t  (which are  a  l i n e a r  f u n c t i o n  o f  t h e  power). 
Concerning pumped s to rage p l a n t s  we remark t h a t  sometimes 
((91, (101) t h e  s tock  i n  t h e  upper dam i s  eva lua ted  by a  c e r t a i n  
f u n c t i o n  such t h a t  another term en te rs  t h e  o b j e c t i v e ,  which 
r e f l e c t s  t h e  c o s t s  and tak ings ,  r e s p e c t i v e l y ,  accord ing t o  
t h e  change o f  s tock  caused by the  opera t i on  o f  t h e  p l a n t .  
I n  our model, however, we do n o t  pursue t h i s ,  and hence t h e  
o b j e c t i v e  becomes 
T  T  T  
y  Hy + h  y  + - g z  (1.1) 
where y€lRKN, z6IRNl H € L ( R ~ ~ , R ~ ~ )  i s  p o s i t i v e  d e f i n i t e  and 
diagonal ,  h  € I R ~ ~  and g rIRN. 
According t o  t h e  d i s c r e t i z a t i o n  o f  . the t ime  p e r i o d  we have a  
demand vec to r  d '  ( o f  dimension N) which i s  understood as a  
random vec to r  w i t h  d i s t r i b u t i o n  p E P(lRN) - t h e  s e t  o f  a l l  
Bore1 p r o b a b i l i t y  measures on I R ~ .  Cla iming  t h a t  a  genera t ion  
(y,s,w,z) f u l f i l l s  t h e  demand w i t h  p r o b a b i l i t y  p 0 e  (0 , l )  then 
means t h a t  
I n  a d d i t i o n  t o  t h i s  p r o b a b i l i s t i c  c o n s t r a i n t  we take i n t o  
account c o n d i t i o n s  which c h a r a c t e r i z e  the  opera t i on  o f  t he  
d i f f e r e n t  p l a n t s :  
a  L y = 8 ; ,  O ~ 8 ~ F 2 ,  O ~ W ~ C ~ , ~ L ~ ~ ~ ~ ;  
-1 (1.3) 
7 
- so ( S ~ - ~ ~ W ~ ) ~ S ; ) O  ( j = l ,  ..., M; T = l ,  ..., N); (1.4) j J .=I 
R e s t r i c t i o n s  f o r  t h e  power ou tpu t  a re  modeled i n  (1.3). The 
i n e q u a l i t i e s  (1.4) r e f l e c t  t h e  balance between genera t ion  
and pumping (measured i n  energy) i n  the  pumped s to rage  
p l a n t s ,  O0 and SO denote t h e  i n i t i a l  r e s p e c t i v e l y  maximal 
s~ 
s tocks  ( i n  energy j i n  t he  upper dam. For each pumped s to rage 
p l a n t  we assume t h a t  t h e  maximal s tock  ( i n  water) o f  t h e  
upper dam equals t h a t  o f  t he  lower  dam and t h a t  no a d d i t i o n a l  
i n -  o r  o u t f l o w  occurs. We then p u t  t he  pumping e f f i c i e n c y ,  
denoted 9 as t h e  q u o t i e n t  o f  t h e  energy t h a t  i s  gained j 
when l e t t i n g  t h e  . f u l l  con ten t  o f  t h e  upper dam go down and 
the  energy t h a t  i s  needed when pumping t h e  f u l l  con ten t  o f  t h e  
lower dam upward. A f u r t h e r  re f inement  o f  t he  model i s  p o s s i b l e  
i f  t h e  pumping e f f i c i e n c y  i s  n o t  p u t  as a  cons tan t  b u t  as a  
f u n c t i o n  o f  t h e  a c t u a l  s tock  i n  t h e  upper dam ( c f .  [16]). 
The equat ions (1.5) are  balances over t h e  whole t ime  p e r i o d  
f o r  t h e  pumped s to rage  p l a n t s  and accord ing t o  t h e  energy 
con t rac t ,  r e s p e c t i v e l y .  The model can be supplemented by 
f u r t h e r  l i n e a r  ( n o n - p r o b a b i l i s t i c )  c o n s t r a i n t s ,  f o r  i ns tance  
those r e f l e c t i n g  f u e l  quotas i n  t h e  thermal  power s t a t i o n s .  
Due t o  t h e  p r a c t i c a l  background (genera t ion  c o s t s  i n  each 
thermal p l a n t  a r e  s t r i c t l y  monoton ica l l y  i nc reas ing )  t h e  
T  T  f u n c t i o n  y  Hy + h  y  i s  s t r i c t l y  monoton ica l l y  i n c r e a s i n g  i n  
each component o f  y  w i t h  r e s p e c t  t o  t h e  corresponding one- 
dimensional  p r o j e c t i o n  o f  t h e  KN - dimensional  i n t e r v a l  
A s p e c i a l  f e a t u r e  o f  t h e  above model i a  t h a t  d i f f e r e n t  
v a r i a b l e s  have been in t roduced  f o r  t h e  pumping and the  
generat ion modes i n  t h e  pumped s to rage p l a n t s .  For  t h i s  
reason t h e r e  should be a d d i t i o n a l  c o n s t r a i n t s  t o  exc lude 
s i t u a t i o n s  where f o r  some j l . . . M  and r e  {I, ..., N ]  
1 both s: > 0 and wr > 0. However, such c o n s t r a i n t s  can be 
omi t ted  which might  be seen as f o l l o w s :  
L e t  (y,s,w,z) be an op t ima l  s o l u t i o n  t o  t h e  problem g iven 
by (1.1) - (1.5) and l e t  t h e r e  be j € (1,. . . ,M f and 
1 1 r 1 . . . N such t h a t  sr > 0 and wr 70.  Accord ing t o  
J whether sr - 3  w J  A 0 or  sr 1 
-91 
1 wr c 0 we c o n s t r u c t  a p o i n t  
- - - -  (y,s,w,z) which d i f f e r s  from (y,s,w,z) on l y  i n  t h e  components 
5; and G!. We p u t  
1 : = 0  i f  sr w j  A 0 and 
-'l j r 
-J z~ := 0, wr := - - 
r 
J + w j  else.  
91 'r r 
I n  bo th  s i t u a t i o n s  we then have 
1 j and 
'r -?jWr 
- J  -J > s ! - w j  
'r - Wr r 
- - - -  
From t h i s  we conclude t h a t  (y,s,w,z) f u l f i l l s  (1.2) - (1.5). 
Furthermore, the' o b j e c t i v e  va lues f o r  (y,s, w,z) and (y,Z,G,F) 
- - - -  
are the  same. hence, if (y,s,w,z) i s  op t ima l  So i s  (yI8,w0z), 
and the l a t t e r  p o i n t  can be ob ta ined from t h e  former one 
very e a s i l y .  
- I n  the case y = y f gl t h e  argument can be extended: 
Consider one component, say y!. o f  i n  which d i f f e r s  from 
ry N C *  
g1 Then the re  e x i s t s  & > O  such t h a t  t he  p o i n t  ( v 0 8 0 ~ 0 z )  
whose components. c o i n c i d e  w i t h  those o f  (5s8 i i , z )  w i t h  t h e  
except ion o f  y! where we p u t  7: - &  i n s t e a d  f u l f i l l s  con- 
s t r a i n t  (1.2) (no te  t h a t  (1.6) ho lds )  and - o f  course - the  
remain ing c o n s t r a i n t s .  Due t o  s t r i c t  monoton ic i ty ,  however, 
4 -  N 
t h e  o b j e c t i v e  va lue  of (y.s,w,;) i s  l e s s  than t h a t  of 
(y,s,w,z). Hence (y,s8w0z) cannot have been op t ima l .  
From the  formal  p o i n t  o f  view our model can be expressed as 
min { f ( x ) :  X G  x0, p ( { d t ~ ~ ~ :  AX 2 d j )  Pol or  
min f f ( x )  : X B  xo, F ~ ( A X )  2 po 1 (1.7) 
where x  = ( y , s , w , z ) € ~ ~  w i t h  m:= N(K+PM+l), f ( x )  i s  de f i ned  
by (1.1) , X o c  lRm i s  t h e  bounded convex polyhedron g iven by 
(1.3) - (1.5), A a L(R',R~) i s  a  s u i t a b l e  ma t r i x ,  p  i s  t he  
p r o b a b i l i t y  d i s t r i b u t i o n  o f  t he  (random) demand and F  i t s  I' 
d i s t r i b u t i o n  func t i on .  
2. S e n s i t i v i t y  A n a l y s i s  
L e t  us consider  t h e  f o l l o w i n g  genera l  chance cons t ra ined  
model 
where f i s  a  rea l - va lued  f u n c t i o n  de f i ned  on lRm, X i s  a  
set -va lued mapping from IR' i n t o  IR', po d (0.1) i s  a  p r e s c r i b e d  
p r p b a b i l i t y  l e v e l  and p  i s  a  p r o b a b i l i t y  d i s t r i b u t i o n  on lRS. 
For bas i c  r e s u l t s  on chance cons t ra ined  problems c o n s u l t  
[131,[36] and t h e  re fe rences  the re in .  
We a re  going t o  study t h e  behaviour o f  (2.1) w i t h  respec t  t o  
(smal l )  p e r t u r b a t i o n s  o f  t h e  p r o b a b i l i t y  d i s t r i b u t i o n  p.  Our 
approach r e l i e s  on s t a b i l i t y  r e s u l t s  f o r  paramet r ic  o p t i m i -  
z a t i o n  problems w i t h  parameters v a r y i n g  i n  m e t r i c  spaces (see 
1151 f o r  q u a n t i t a t i v e  and [I], [25] f o r  q u a l i t a t i v e  aspects). 
As parameter space we consider  t h e  space p(IR8) o f  a l l  Bore1 
p r o b a b i l i t y  measures on R' equipped w i t h  a  s u i t a b l e  m e t r i c .  
We are  aiming a t  ( q u a n t i t a t i v e )  c o n t i n u i t y  p r o p e r t i e s  f o r  t h e  
mappings ass ign ing  t o  each parameter t h e  ( l o c a l )  op t ima l  
va lue  and t h e  s e t  of ( l o c a l )  min imizers,  r e s p e c t i v e l y .  
Because o f  i t s  c e n t r a l  p l a c e  i n  t h e  convergence theory  f o r  
p r o b a b i l i t y  measures i t  seems approp r ia te  t o  s tudy s t a b i l i t y  
w i t h  r e s p e c t  t o  t h e  topology o f  weak convergence on P(R'). 
Th is  has been done i n  t h e  a n a l y s i s  c a r r i e d  o u t  i n  C141 (us ing  
t h e  r e s u l t s  o f  k 5 3 )  and i n  C35J. An example i n  cZ8i i n d i c a t e s  
t h a t  s t a b i l i t y  o f  (2.1) w i t h  respec t  t o  the  topology o f  weak 
convergence cannot be expected i n  general  w i thou t  a d d i t i o n a l  
smoothness assumptions on the  measure p. I t  t u rned .ou t  i n  [29], 
L27j and [28] t h a t  the  so-ca l led  9 -discrepancy 
a ( p , ~  I := sup I I p ( ~ ) -  AB)J : ~ € 3 1  (p, Q G  N R ~ ) ) ,  (2.2) % 
where.$ i s  a  proper subclass o f  Bore1 se ts  i n  lRs, i s  a  
s u i t a b l e  me t r i c  on p(JRS)  fo r  the  s e n s i t i v i t y  ana l ys i s  o f  
(2.1). I n  the  fo l l ow ing ,  % w i l l  be chosen such t h a t  ci forms % 
a  me t r i c  on ?(IRS) (i.e. i s  a  determin ing c l a s s  [B]) and 
t h a t  i t  conta ins  a l l  t he  pre-images X-(x) :=~zEIR' :  x€x(z)]  
( x r  R"). We a l s o  r e f e r  t o  C53 where s e n s i t i v i t y  o f  op t ima l  
s o l u t i o n s  t o  chance const ra ined problems i n v o l v i n g  parameter- 
dependent d i s t r i b u t i o n s  i s  i n v e s t i g a t e d  by an approach v i a  
the  i m p l i c i t  f u n c t i o n  theorem (c f .  [7]). S t a b i l i t y  i n  chance 
const ra ined programming i s  s tud ied  a l s o  i n  (303 and C33J. 
Whereas the  r e s u l t s  o f  [303 are  r e l e v a n t  f o r  approximat ion 
schemes, 133) deals w i t h  a  s t a t i s t i c a l  approach. 
Next we in t roduce  some bas ic  concepts and no ta t i ons  which are  
used throughout. For 9 e ?(lRS) we denote by Fv the  d i s t r i -  
b u t i o n  f u n c t i o n  o f  $ and s e t  f o r  p ,€  [0,1] 
cp( 9 ) := IX €1~":  S (x-(x)) 1 , hence problem (2.1) becomes 
.in if (x)  : x  c C (p)] . Given V IR' and 2 e  ?OR') we denote 
Po 
(Pv ($ ) :=  i n f l f ( x ) :  x 6 C  ( 9 ) n c l  V) and 
Po 
* ~ ~ ( 9 ) : = ( x t c  ( 9  )n c l  v:  f ( x )  = q v ( 9 ) i ,  
Po 
where we enlploy t he  abbrev ia t i on  c l  f o r  c losure.  Fo l l ow ing  
[25j, 0 5 1  we c a l l  a  nonempty subset M o f  lRm a  complete l o c a l  
min imiz ing  s e t  (cLM se t )  f o r  (2.1) w i t h  respec t  t o  Q i f  Q 
i s  an open subset o f  IRm such t h a t  Q D  M and M =YQ(p) .  
Later :onwe w i l l  b r i e f l y  say t h a t  V Q ( p )  i s  a  CLM s e t  f o r  (2.1) 
which means t h a t  t h e  s e t  i n  quest ion  i s  a  CLM s e t  f o r  (2.1) 
w i t h  respec t  t o  Q. Examples f o r  CLM se ts  are  the  s e t  o f  
g l oba l  min imizers (which we s h a l l  denote by Y ( p )  and, 
accord ing ly ,  t he  g l oba l  op t ima l  va lue  by q(p) )  o r  s t r i c t  
l o c a l  min imiz ing  po in t s .  
We c a l l  a  m u l t i f u n c t i o n  r from a  me t r i c  space ( ~ , d )  t o  lRm 
c losed a t  t oc  T i f  tk+ to, xk+xo, x k e  r(tk) ( ~ L Y U )  
imply  x o €  r(to), r i s  s a i d  t o  be upper semicontinuous (usc) 
a t  to€ T  i f  f o r  any open s e t  G 3 r(to) t h e r e  e x i s t s  a  neigh- 
bourhood u o f  to such t h a t  r(t) c G whenever t r U, and r 
i s  s a i d  t o  be pseudo-Lipschi t z i a n  a t  (xo, to) E r(to) x T 
( c f .  [26]) i f  t h e r e  are  neighbourhoods U  and V of to and xo, 
r e s p e c t i v e l y ,  and a  cons tan t  L >  0  such t h a t  
T(t)n v E r ( T )  + ~ d ( t , i ) ~ ,  whenever t , ' i ~ . ~ ,  
where .Bm i s  t h e  c losed  u n i t  b a l l  i n  IR'. For xoalRm and f > O  
we denote B(xo, & ) := f x  LR~:IIX-X,IJL 61 ( thus  Bm = B(0,1)), 
where )I. ) I  i s  t he  Euc l idean norm on 1 ~ ~ .  
The f o l l o w i n g  theorem asse r t s  i n  a  f a i r l y  genera l  frame 
s e n s i t i v i t y  p r o p e r t i e s  f o r  s o l u t i o n s  o f  a  paramet r ic  chance 
cons t ra ined problem. The p r o o f  which r e l i e s  on s t a b i l i t y  r e -  
s u l t s  f o r  a b s t r a c t  paramet r ic  programming problems obta ined 
by D. K l a t t e  i n  [15] can be found i n  [27]  heor or em 5.4). 
Theorem 2.1: 
L e t  i n  (2.1) p  E. p(IRS), poC (0.1) and \ x - (x ) :  x c l R m l  5 % . 
L e t  f u r t h e r  X be a  c losed  m u l t i f u n c t i o n  and f be l o c a l l y  
L i p s c h i t z i a n .  Assume t h a t  t h e r e  e x i s t s  a  bounded open s e t  
VCIR' such t h a t  Wv(p) i s  a  CLM s e t  f o r  (2.1). L e t  t h e  m u l t i -  
f u n c t i o n  p  - C (p) be pseudo-Lipschi t z i a n  a t  each 
P  
(xo.po)E VI v ( ~ ) ~  f po l .
Then WV i s  usc a t  p  w i t h  respec t  t o  t h e  m e t r i c  cL on 9 ( l R S )  
and t h e r e  e x i s t  cons tan ts  L  > 0  and 6>0 such t h a t  % 
vv(J ) i s  a  CLM s e t  f o r  (2.1). and 
I cpv(p) - yv (  J )I 4 L+(PI 9 1 wheneverd ( p , ?  1 4  8.  
a % 
Under more r e s t r i c t i v e  assumptions i t  i s  p o s s i b l e  t o  q u a n t i f y  
a l s o  t h e  upper semicon t inu i t y  o f  t h e  s o l u t i o n  s e t  mapping. 
Theorem 2.2: 
L e t  p, po,X,% and f be as i n  Theorem 2.1. L e t  f u r t h e r  1 .  I ,  be 
a  ( n o n - t r i v i a l )  semi-norm on lRm. 
Assume t h a t  t h e r e  e x i s t  xoE C (p) and cons tan ts  c  > 0, g 0 
Po 
and q  a 1 such t h a t  f o r  a l l  x o  C (p)Q B ( x o , 4 )  we have 
4  Po f ( x )  a f ( x  ) + clx-xol,. 
0 (2.3) 
Fur ther ,  l e t  t h e  m u l t i f u n c t i o n  p  I+C (p) be pseudo-L ipschi tz ian P 
a t  (xo1po). 
Then the re  e x i s t  & ~ ( 0 , q ] ,  L  7 0  and d > O  such t h a t  w i t h  V 
taken as t h e  open b a l l  i n  lRm around xo w i t h  r a d i u s  6 the  s e t  
VV(9 ) i s  a  CLM s e t  f o r  (2.1) and 
I x -x  o l ~ L ~ a ~ ( p . 2 )  f o r a l l x ~ Y ~ ( 3 ) .  
whenever oc (p,9)4d , $€p(JRs). 9 
To prove t h e  above theorem one proceeds i n  p r i n c i p a l  as i n  
[27]  heor or em 5.4), i.e. f i r s t  d e r i v e  c o n t i n u i t y  p r o p e r t i e s  
f o r  t h e  c o n s t r a i n t  s e t  mapping ? h C  ( 9  ) a t  p  ( w i t h  respec t  
P a  V 
t o  the  d is tance a on .3 ( IR8))  and then apply a  q u a n t i t a t i v e  % 
s t a b i l i t y  r e s u l t  f o r  paramet r ic  programs which i s  a  s l i g h t  
r e l a x a t i o n  o f  a  theorem due t o  D. K l a t t e  [15] and quoted as 
Theorem 2.6 i n  [27] . The r e l a x a t i o n  concerns c o n d i t i o n  (2.3) 
where, compared t o  115) and [27], we use a  semi-norm r a t h e r  
than a  norm. A d i r e c t  i n s p e c t i o n  o f  t h e  p r o o f  g iven  i n  [15] then 
shows t h e  v a l i d i t y  o f  t he  r e s u l t .  
Remark 2.3: 
The above r e s u l t s  may a l s o  be viewed as s t a b i l i t y  r e s u l t s  w i t h  
respec t  t o  p e r t u r b a t i o n s  o f  p  i n  t h e  space p(IRs) equipped 
w i t h  the  topology o f  weak convergence i f  % i s  a  p - u n i f o r m i t y  
c l a s s  o f  Bore1 s e t s  i n  R'. R e c a l l  t h a t  % i s  a  p -un i fo rm i t y  c l a s s  
if d% (pn,p) 3 0 h o l d s  f o r  every sequence (pn) converg ing 
weakly t o  p  (C23). I f %  i s  a  subclass o f  % C : = f ~ ~ l ~ S :  B  i s  
convex and Bore l ) ,  t h e  f o l l o w i n g  r e s u l t  i s  known (Theorem 
2.11 i n  2 )  i s  a  p -un i fo rm i t y  c l a s s  i f  p ( a  B) = 0 f o r  a l l  
BE '9 (here a B  denotes t h e  t o p o l o g i c a l  boundary o f  B). Hence, 
t h e  c l a s s  %R:= {a ,  (-a ,z] : ~ € 1 ~ ~ 1  i s  a  p -un i fo rm i t y  c l a s s  
i f  t he  d i s t r i b u t i o n  f u n c t i o n  F  ( o f  p) i s  cont inuous on lRs,  I' 
and %C i s  a  p -un i fo rmi ty  c l a s s  i f  p  has a  dens i t y  ( w i t h  
respec t  t o  Lebesgue measure on lRS).  We no te  t h a t  
d K ( ~ ~  J ) :' (PI ? 1' sup IFP(Z ) -~J (Z ) ,  1 i s  t h e  s o - c a l l e d  
z e  IR 
Kolmogorov d i s t a n c e  on $' OR'). 
We now r e v e a l  c o n d i t i o n s  on t h e  measure p  and on t h e  m u l t i -  
f u n c t i o n  X t o  have t h e  mapping p H C  (p) pseudo -L ipsch i t z i an  P 
a t  some p o i n t  ( x o , p o ) ~ ~ m x  [0,1], t h u s  a r r i v i n g  a t  s t a b i l i t y  
r e s u l t s  which a r e  s p e c i f i c a t i o n s  o f  t h e  Theorems 2.1 and 2.2. 
The f i r s t  p a r t  o f  our  a n a l y s i s  concerns t h e  s p e c i a l  case where 
t h e  s e t s  C (p) (p E [0,1]) a r e  convex. P 
We say t h a t  p  E ?OR') be longs  t o  t h e  c l a s s  (r E [-43 .+co)) 
i f  f o r  a l l  1 C  [0,1] and a l l  Bore1 s e t s  B1, B2clRs, 
p(X Bl+(l- A)B2) \ A [ ~ ( B ~ ) ]  '+ (1-1 ) [ p ( ~ ~ ) ~ ~ f ~ / ~ *  (2.4) 
Here 1 B1 + ( 1 -X  )B2:= { l bl+(l- A)b2: bi & Bil i=1 ,2  1 . I n  t h e  
case r = 0  and r = -a t h e  r i g h t - h a n d  s i d e  o f  (2.4) i s  i n t e r -  
p r e t e d  by c o n t i n u i t y  as C ~ ( B ~ ) ] '  [ p(B2)] and 
m i n p ( ~ ~ )  ( B 2 )  , r e s p e c t i v e l y .  The c l a s s e s  fir have been 
i n t r o d u c e d  and s t u d i e d  i n  [31, i171, L-223. C l e a r l y ,  we have 
z M r  , -tad rl. L r2< +a. Measures b e l o n g i n g  t o  
2  
j1( ( M  -00 ) a r e  c a l l e d  l o g a r i t h m i c  concave (quasi-concave). 
jK0 was f i r s t  and e x t e n s i v e l y  s t u d i e d  by. Pr6kopa [17], [18]. 
I t  i s  known ( c f .  e.g. Theorem 1 i n  r221) t h a t  p  be longs  t o  
JMr ( r a [ - e o , ~ ] )  i f  p  has a  d e n s i t y  f and f IJ r/(l-rs) i s  convex IJ 
(-00 L r <  O), l o g  f, i s  concave (r=O). 
I t  i s  well-known t h b t  t h e  (non-degenerate) m u l t i v a r i a t e  normal ,  
t h e  m u l t i v a r i a t e  be ta ,  D i r i c h l e t  and Wishar t ,  a  s p e c i a l  m u l t i -  
v a r i a t e  gamma, and t h e  m u l t i v a r i a t e  Pare to ,  t and F d i s t r i -  
b u t i o n s  ( c f .  [12]) b e l o n g  t o  fi f o r  some r 4 0 (see [3], [17], r 
C l 8 1  1 1203) 
Fo r  convex chance c o n s t r a i n t s  we now have t h e  f o l l o w i n g  
c o r o l l a r y  t o  Theorem 2.1. 
C o r o l l a r y  2.4: 
Assume t h a t  i n  (2.1) p  L fir f o r  some r e (-09 ,o], po c (0,1), 
X has c l o s e d  convex graph and f i s  l o c a l l y  L i p s c h i t z i a n .  
L e t  X-(x):  xelRm\G 8 %c and u X(z) be  bounded. Assume 
z  E IR' 
t h a t  t h e r e  e x i s t s  P E I R ~  such t h a t  p(x-(P))> po   later con- 
d i t i o n ) .  
Then W i s  usc a t  p w i t h  respec t  t o  da on P o R S )  and t h e r e  
e x i s t  constants  L )  0 and d > 0  such t h a t  Y ( 9  ) # 16 and 
Irp(p) - Y ( J  )I' L a g ( p l J )  whenevera ( p 1 9 ) < d l  
9 € P ( I R ~ ) .  5b: 
Proof : 
Since &to EJC( f o r  each re ( - c0 ,0 ) ,  we assume w.1.o.g. t h a t  r 
r e  (-o0,0) and w r i t e  (2.1) i n  t h e  e q u i v a l e n t  form 
Since the  c o n s t r a i n t  s e t  o f  (2.5) i s  c losed  (see [27]) and 
bounded (accord ing t o  t h e  assumptions), we have t h a t  t h e  s e t  
of g l o b a l  min imizers  Y ( p )  t o  (2.5) i s  nonempty and t h a t  t h e  
assumptions i n  Theorem 2.1 concern ing t h e  CLM s e t  may be f u l -  
f i l l e d  w i t h  a bounded open s e t  V 3  u ~ ( z )  (hence t h e  
Z € R  
mappings \Y and \YV8 and (Pv co inc ide) .  
We d e f i n e  t h e  f u n c t i o n  g(x) : = [ p ( ~ - ( x )  )Ir from IR' t o  (-03 ,a] 
and have f o r  a l l  xl, x2€lRm and A €  [0,1] t h a t  
g ( ~  xl+(l- h )x2) = ~(x-(;I xl+(l- 1 )x2))] 
4 [ p ( a  x-(xl)+(1- I )x-(x2)) I r  
r 1 Cp~x-(x1))] + (1- a )[ p(x-(x2))] ' -* 
 e ere we used i n  t h e  f i r s t  i n e q u a l i t y  t h a t  X has convex 
graph, and i n  t h e  second t h a t  (2.4) i s  v a l i d . )  
Hence g i s  convex and t h e  m u l t i f u n c t i o n  r ( f rom R t o  lRm) 
de f i ned  by r ( t ) : = [ x c u P :  g(x) L t }  ( ~ E I R )  has c losed  convex 
graph. Due t o  Theorem 2 i n  [233,r i s  pseudo-L ipsch i tz ian  a t  
each (xO,tO) w i t h  xoE r(to) and t be long ing  t o  t h e  i n t e r i o r  
O r  r 
of [ ~E IR :  r(t) # 161 . Since g ( 3 ~  po t  po i s  an i n t e r i o r  
p o i n t  o f  { t t R :  r(t) # 161. Therefore,  r i s  pseudo-L ipsch i tz ian  
r 
a t  (xo8pO ) f o r  each xo E mp;). I n  v iew o f  c p = rxpr), t h i s  P 
means t h a t  t h e r e  e x i s t  p o s i t i v e  cons tan ts  L, d and a neighbour-  
hood V o f  x o € C  (p) such t h a t  
Po 
r -r 
c p ( p ) n  V C cp(p) + L l p  -p I s m  
r Nr whenever p  , p  E B(~:, d ). Since the  f u n c t i o n  f H sr i s  
l o c a l l y  L i p s c h i t z i a n  f o r  p o s i t i v e  5 , we o b t a i n  t h a t  t h e  m u l t i -  
f u n c t i o n  p  t+C ( p  i s  pseudo-Lipschi t z i a n  a t  each (xolpo) P 
E C (p) x lpol. The a s s e r t i o n  now f o l l o w s  from Theorem 2.1. 
Po 
The above c o r o l l a r y  entends r e s u l t s  ob ta ined by S a l i n e t t i  ([30), 
C o r o l l a r y  3.2.2) and Wang ([35], Theorem 6). 
We remark t h a t  t h e  L i p s c h i t z  modulus L  i n  C o r o l l a r y  2.4 can 
be est imated above p rov ided  t h a t  d (which r e s t r i c t s  ~,-&(IJI 9)) 
i s  s u f f i c i e n t l y  smal l .  Accord ing t o  [15] such a  bound f o r  L  
i s  g iven by L~(L~+I)  where L f  i s  t h e  ( l o c a l )  L i p s c h i t z  modulus 
f o r  f and LC t h e  modulua we have f o r  p  H C  ( p  s i n c e  i t  i s  P 
pseudo-L ipsch i tz ian  ( c f .  t h e  p r o o f s  o f  Prop. 5.3 and Th. 5.4 i n  
[27]). S t a r t i n g  f rom r e s u l t s  o f  e.g. Robinson (1231, Theorem 2) 
o r  Pshenienyi ( 1211 , Theorem 1.2, p. 100) a  f u r t h e r  e s t i m a t i o n  
o f  LC i s  poss ib le .  Th i s  would e x p l o i t  t h e  un i fo rm compactness 
o f  t h e  se ts  C (p) ( p €  ( 0 , l ) )  and e x p l i c i t  knowledge o f  t h e  P 
S l a t e r  p o i n t  R. 
Remark 2.5: 
Le t ,  a d d i t i o n a l l y  t o  t h e  assumptions o f  C o r o l l a r y  2.4, t h e r e  
e x i s t  x o ~  C (p) and c  > 0  such t h a t  
Po 
f (x)  2 f (x0) + c I X-xO/ ,+ f o r  a l l  X E  c (p), (2.6) 
Po 
where 1 .I, i s  a  ( n o n - t r i v i a l )  semi-norm on R" .  Then, us ing  
Theorem 2.2, we a r r i v e  a t  t h e  f o l l o w i n g  q u a n t i t a t i v e  s t a b i l i t y  
r e s u l t  f o r  t he  g l o b a l  min imizers :  
There e x i s t  cons tan ts  L >  0  and d > 0  such t h a t  
I x -x  o 11 4 L " ~  (pl 9 f o r  a l l  x c W ( ? )  
whenever d ( p 1 9 ) 4 d  , 9€!?( lRS) .  5s 
We proceed w i t h  t h e  non-convex case. Here we assume t h a t  t h e  
m u l t i f u n c t i o n  X i s  g i ven  by 
where X o  1 ~ "  i s  a  nonempty c l o s e d  s e t  and A €  L(R',R~).  
Again,  s u f f i c i e n t  c o n d i t i o n s  a r e  e s s e n t i a l  under which t h e  
m u l t i f u n c t i o n  p c * C  (p) i s  pseudo -L ipsch i t z i an  a t  c e r t a i n  
P  
p o i n t s  (xolp0 ). From t h e  l i t e r a t u r e  i t  i s  known t h a t  c o n s t r a i n t  
q u a l i f i c a t i o n s  a r e  such s u f f i c i e n t  c o n d i t i o n s  (cf.[24], k 6 3 ) .  
As an example f o r  r e s u l t s  t h a t  can be d e r i v e d  i n  t h i s  way we 
p r e s e n t  t h e  f o l l o w i n g :  
P r o p o s i t i o n  2.6: 
L e t  t h e  d i s t r i b u t i o n  f u n c t i o n  F  o f  p  E !?(nS) be l o c a l l y  L i p -  I' 
s c h i t z i a n ,  p o 6  (0,1), X o  be a  c l o s e d  s e t  and x o e  X o  such t h a t  
Fp(Axo) 2 p,. I n  case F  (Axo) = po t' l e t  f u r t h e r  
3 Fp(Axo)n Nx (xo) = 6, where a denotes t h e  C l a r k e  g e n e r a l i z e d  
0 
g r a d i e n t  o f  F  ( A * )  and NX (x0) i s  t h e  C l a r k e  normal  cone t o  
xo a t  x  o ( ~ 4 3 Y .  o 
Then t h e  mu1 t i f u n c t i o n  p  ~ ( x  € Xo: F,,(Ax) 2 i s  pseudo- 
L i p s c h i t z i a n  a t  (xo,p0). 
P roo f :  
D e f i n e  r ( p ) : = { x :  p-Fp(Ax) 0, (p,x)€lR xX0\ .  Acco rd ing  t o  
Theorem 3.2 i n  [26] t h e  m u l t i f u n c t i o n  r i s  pseudo -L ipsch i t z i an  
a t  (xolpo ) i f  t h e  f o l l o w i n g  h o l d s :  
I f  t h e r e  a re  y , z ~ l R  such t h a t  
y  5 0, y(po-F (Ax,)) = 0 and 
(0 , z ) c  { y ( x , lY  + (z.0): - x c  a F  (AX,), " x ~ ~  (xo) \  I' 
t hen  y  = z = 0. 0 
Now assume t h a t  i n  our  s i t u a t i o n  t h e  above d i d  n o t  h o l d .  Then 
- 
t h e r e  were y  > 0, x  € a FV(Axo) and 2 € NX (xo) such t h a t  
-yz + '; = 0. The l a s t  i d e n t i t y ,  however: i m p l i e s  P C N X  (xo) 
which c o n t r a d i c t s  a F   AX,)^ Nx (x,) = d. 0 I' 0 0 
O f  course, making use o f  P r o p o s i t i o n  2.6 h i nges  upon whether 
one i s  a b l e  t o  check t h e  c o n s t r a i n t  q u a l i f i c a t i o n  
a F  (AX,)A N~ (x0) = d. I n  a p p l i c a t i o n s  t h i s '  may be a fo rm i -  I' 0 
dab le  t ask ,  e s p e c i a l l y  when e x p l o i t i n g  t h e  r e s u l t  i n  i t s  
f u l l e s t  g e n e r a l i t y .  
Therefore,  i n  t h e  f o l l o w i n g  we e s t a b l i s h  by an a l t e r n a t i v e  
way s u f f i c i e n t  c o n d i t i o n s  which a r e  e a s i e r  t o  v e r i f y  and 
s i m i l a r  t o  t h a t  g i v e n  i n  [29]. 
C o r o l l a r y  2.7: 
I n  (2.1) l e t  p  f p(RS) have a  con t inuous  d i s t r i b u t i o n  f u n c t i o n  
F  f u r t h e r  l e t  p o E ( O , l )  and t h e  m u l t i f u n c t i o n  X be g i ven  by P '  (2.7) where t h e  s e t  Xo  i s  convex and c losed .  
Suppose t h e r e  e x i s t s  a  bounded open s e t  VCIR' such t h a t  
WV(b)  i s  a  CLM s e t  f o r  ( 2 . 1 .  For  each x o € ~ , ( p )  w i t h  
Fp(Axo) = Po  l e t  t h e r e  e x i s t  r e a l s  E .> 0  and c  7 0  such t h a t  
f o r  any x L  X o n  B(x0, & b )  t h e r e  e x i s t s  P €  Xo  w i t h  t h e  p r o p e r t y  
~ ~ ( A x + t ~ ( j i - x ) )  a F  ( ~ x ) + c t  f o r  a l l  t s [0,1]. I' (2.8) 
Then Yv i s  upper semicont inuous a t  p  w i t h  r e s p e c t  t o  t h e  
m e t r i c  dk on TOR') and t h e r e  e x i s t  cons tan ts  L >  o , ~ > o  such 
t h a t  yV($ )  i s  a  CLM s e t  f o r  (2.1) and 
l g v ( p )  - Y v ( S  )I 4 LdK(pl $1 
whenever dK(pl 3 )  < 6 , S L ? ( I R ~ ) .  
Proo f  : 
Once more we apply  Theorem 2.1. We mere ly  have t o  check whether 
t h e  mapping p-C (p) i s  pseudo -L ipsch i t z i an  a t  each P 
( X ~ I P ~ ) E .  YV(lJ) x {po}. 
L e t  x o €  y V ( p )  and cons ide r  a t  f i r s t  t h e  case where F  (Axo)> po. 
c1 
Then t h e r e  e x i s t s  do> 0  such t h a t  F,,(Axo)> po  + 6, and due 
t o  t h e  c o n t i n u i t y  o f  F  we have &,> 0  such t h a t  IJ 
F ~ ( A X )  A po + d o  f o r  a l l  X € B ( X ~ ,  E O ) .  
Hence C  (p)fl B(xo, Lo)  Cp+d (p) f o r  each p  E (pow do,po P ] and 
each d ~ ( 0 ,  6,). There fo re  t h e  m u l t i f u n c t i o n  p HC (p) i s  P 
pseudo -L ipsch i t z i an  a t  (xo,po). Now l e t  F  (Axo) = p,. Take 
&,> 0  and c >  0  acco rd ing  t o  t h e  assumption and d e f i n e  
6, := c  and L:= cwl. We w i l l  show t h a t  
f o r  each p € ( p o -  d o , p o l  and each d ~ ( 0 ,  do), which y i e l d s  
t h e  d e s i r e d  pseudo-Lipschi  t z i  an p r o p e r t y .  
L e t  p  e (po- dolp0I , dr  (0, do) be chosen a r b i t r a r i l y  and 
cons ider  x € C  ( p ) n  B(xo, 6,). Due t o  t h e  assumption t h e r e  P 
e x i s t s  P €  X o  such t h a t  (2.8) ho lds .  I n  v iew o f  t h e  c o n v e x i t y  
of Xo, w i t h o u t  l o s s  o f  g e n e r a l i t y ,  i t  i s  p o s s i b l e  t o  s e l e c t  
t h i s  i n  a  way such t h a t  we a d d i t i o n a l l y  have )lx-xll' 1. 
Consider y  := x  + d c - ' ( ~ - x )  € Xo. Now 
Ilx-yl l A ~d and 
F,,(AY) = F (AX+ ~ c - ~ A ( P - x ) ) ~ F  ( A X ) + C ~ C - '  A p+d. C1 I' 
Hence y  € C 
P+ d (p) and x € C  P + d  p  + ~dq". 
The a s s e r t i o n  f i n a l l y  f o l l o w s  f rom Theorem 2.1. 
Remark 2.8: 
I f  F  i s  c o n t i n u o u s l y  d i f f e r e n t i a b l e  a t  Axo then (2.8) i m p l i e s  C1 
t h e  c o n s t r a i n t  q u a l i f i c a t i o n  used i n  P r o p o s i t i o n  2.6. 
Remark 2.9: 
C o r o l l a r y  2.7 i s  a  g e n e r a l i z a t i o n  o f  C o r o l l a r y  2.4 when X i s  
g i ven  as i n  (2.7). 
To see t h i s  suppose t h a t  I' € f i r  f o r  some r c (-00 ,o] and assume 
t h a t  t h e r e  e x i s t s  Pexo such t h a t  F  (A:)> po    later c o n d i t i o n ) .  I' 
Then t h e  d i s t r i b u t i o n  f u n c t i o n  F  i s  con t inuous ,  s i n c e  I' i s  I' 
a b s o l u t e l y  con t inuous  w i t h  r e s p e c t  t o  t h e  Lebesgue measure 
on I R ~  ([3]). Now l e t  x o e  X o  such t h a t  FU(AxO) = po. 
There e x i s t  Lo> 0  and do> 0  such t h a t '  
O c p o -  do 4 FP(Ax) 6 po + d0<FP(AZ) f o r  a l l  x e e ( x o ,  6,). 
We a r e  go ing  t o  show t h a t ,  w i t h -  a  s u i t a b l e  c  7 0 ,  c o n d i t i o n  
(2.8) i s  f u l f i l l e d  f o r  any x s x o n  ~(x,, 6,). 
For t h i s ,  l e t  w.1.o.g. r <  0  and d e f i n e  
a:= po  - do P 0  and b : = [ ~ ~ ( A j i ) ] ~ - ( ~ ~ +  dolr4 0 .  
We o b t a i n  f o r  a r b i t r a r y  t€[0,1]: 
F ( A X + ~ A ( Z - x ) ) ~  ' t F (AW + (I-t)~   AX)^ I' r I' I' 
4 a  + ~(F,,(AE)~-(~,+ d)r )=ar+tb  
and t h e r e f o r e  
F  (Ax+tA(x-x)) (ar+ tb)  l /r C1 
2 a+tr-lbal-r f o r  a l l  t €  [o,-arb-']. 
The l a s t  i n e q u a l i t y  h o l d s  s i n c e  t h e  f u n c t i o n  g ( t ) : =  (ar+tb)  l/r 
i s  convex f o r  t e  [o,-arb-'] and consequent ly  
g ( t )  2 g(0) + g' ( 0 ) t  f o r  t € LO,-arb-']. 
r -1 Tak ing  f i n a l l y  i n t o  account  t h a t  -a b  > 1 we o b t a i n  (2.8) 
-1 1-r 
w i t h  c  := r be . 
The f o l l o w i n g  lemma i s  ve ry  u s e f u l  when v e r i f y i n g  t h e  u n i f o r m  
growth c o n d i t i o n  (2.8). I t s  p r o o f  i s  e s s e n t i a l l y  based on an 
i d e a  t h a t  has a l r eady  been developed i n  [29], Lemma 4.9. 
Lemma 2.10: 
L e t  y  6 !?(IR~) , Xo  be a  c l o s e d  convex s e t  and f i x  some x o € X o .  
Assume t h a t  y  has a  d e n s i t y  f and t h a t  t h e r e  e x i s t  A > 0 ,  CI 
> 0  such t h a t  
f,(z) 2 A f o r  a l l  Z E  B ( A X ~ . ~  1. 
Furthermore,  assume t h a t  t h e r e  e x i s t s  ;EX, such t h a t  
AP 2 Axo and A; f Axo. 
Then t h e r e  e x i s t  &,>0 and c  > O  such t h a t  (2.8) h o l d s  f o r  
each x  c X0n B(xo, & 
Proo f :  
F i r s t  one con f i rms  t h a t ,  w i t h o u t  l o s s  o f  g e n e r a l i t y ,  i t  i s  
p o s s i b l e  t o  suppose AEE. B(Axo, TI) and [APJ~> 
where PI:= 7 /4  and [zJi denotes t h e  i - t h  component o f  Z € I R ~ .  
NOW we choose &,> 0 such t h a t  on t h e  one hand t h e r e  e x i s t s  
$€IR such t h a t  [ A ~ ] ~ > X  f o r  a l l  xEB(x0 ,  EO)  
and on t h e  o t h e r  hand 
.ax 1 B x l i  -[AX,] iI 4 y1 f o r  a1 1 XE B ( X ~ ,  & 
i = l , * * . , s  
Denote a:= [ A : A P ] ~  - ( > O .  
Then we have f o r  a r b i t r a r y  x E Xon B(xo, & and t f Col11 
S-1 A t a y l  
s -1  Hence, t h e  d e s i r e d  r e s u l t  f o l l o w s  w i t h  c :=  ( [ A z ] ~ - ~ ) A  ( 5 )  
.D 
We remark t h a t  C o r o l l a r i e s  2.4 and 2.7 a l s o  r e p r e s e n t  q u a l i -  
t a t i v e  s t a b i l i t y  r e s u l t s  w i t h  r e s p e c t  t o  weak convergence o f  
p r o b a b i l i t y  measures. T h i s  i s  ma in l y  due t o  t h e  smoothness 
assumptions imposed on t h e  measures which l e d  t o  p - u n i f o r m i t y  
c l a s s e s  ( c f .  Remark 2.3). On t h e  o t h e r  hand, a l s o  w i t h o u t  
such smoothness assumpt ions c o n c l u s i o n s  f rom Theorem 2.1 may 
be  drawn, as can be seen by t h e  f o l l o w i n g  remark where we 
dea l  w i t h  d i s c r e t e  d i s t r i b u t i o n s .  
Remark 2.11: 
L e t  p E !?(IR') be a d i s c r e t e  measure w i t h  c o u n t a b l e  suppor t ,  
cons ide r  (2.1) w i t h  X g i v e n  by (2.7). L e t  par ( 0 , l )  be such 
t h a t  i n f  1 ~ , , ( z ) -p~ I  >O.  
ZEIR' 
Then t h e r e  e x i s t s  a neighbourhood U o f  po such t h a t  
C (p) = C (p) f o r  a l l  p 6 U  and, consequent ly ,  t h e  mapping 
Po P 
p H c D ( p )  i s  p s e u d o - L i p s c h i t z i a n  a t  each (xolpo) w i t h  
I f  t h e  o b j e c t i v e  i n  (2.1) i s  l o c a l l y  L i p s c h i t z i a n  and i f  t h e r e  
e x i s t s  a bounded open s e t  VCIR" such t h a t  y V ( p )  i s  a CLM 
s e t  f o r  (2.1)~ we now o b t a i n  t h e  s t a b i l i t y  a s s e r t i o n s  o f  
Theorem 2.1 w i t h  r e s p e c t  t o  t h e  Kolmogorov m e t r i c  dK. 
I n  what f o l l o w s  we i n d i c a t e  t h e  p o t e n t i a l  o f  our  gene ra l  
r e s u l t s  f o r  t h e  s i t u a t i o n  o f  unknown d i s t r i b u t i o n  p. 
L e t  51, s2, ... be independent random v a r i a b l e s  on a  p r o b o b i l i t y  
space (a , , P )  w i t h  values i n  lRS and common d i s t r i b u t i o n  p. 
Consider the  e m p i r i c a l  measure pn which i s  g iven  by 
n  
pn (@) :=n - '  E d  ( W )  ( o c R , ~ E N ) ,  
i.1 Q i  
where dZ €3(1RS) denotes t h e  measure w i t h  u n i t  mass a t  Z E I R ~ .  
Then i t  i s  known t h a t  (see e.g. [8] and t h e  re fe rences  t h e r e i n )  
lo l o g  ")'") P-almost s u r e l y  d n  = 0  (2.9) 
and 
2  p ( \ ~ :  d K ( p n ( u ) , p ) > & j )  L C 1  exp (-C2& n) (2.10) 
where C1> 0  and 0 4  C2C 2  are some constants .  
I n e q u a l i t y  (2.10) o f t e n  i s  r e f e r r e d  t o  as Dvoretzky-Kiefer -  
Wol fowi tz  i n e q u a l i t y .  
Our q u a n t i t a t i v e  s t a b i l i t y  r e s u l t s  together  w i t h  r e l a t i o n  (2.9) 
now g i v e  r i s e  t o  r a t e s  f o r  t h e  almost sure  convergence o f  
op t ima l  values and op t ima l  s o l u t i o n s  i f  t h e  unknown d i s t r i b u t i o n  
p i s  es t imated  by e m p i r i c a l  d i s t r i b u t i o n s .  
L e t  us f i n a l l y  i l l u s t r a t e  how t o  combine our L i p s c h i t z  (o r  
H6lder)  s t a b i l i t y  r e s u l t s  w i t h  i n e q u a l i t y  (2.10). Suppose f o r  
i ns tance  you have a  r e s u l t  o f  t h e  type  
I q,,(p) -9 ,,(S )I 4 LdK(pt S ) whenever dK(p, J ) <  d' 
(Coro l l a ry  2.7, Remark 2.11). Then we o b t a i n  
and i n  v iew o f  (2.10) we can con t inue  
Fo l l ow ing  the  above way, i n  p r i n c i p l e ,  i t  i s  p o s s i b l e  t o  d e r i v e  
corresponding es t imates  f o r  op t ima l  s o l u t i o n s  o r  f e a s i b l e  sets .  
In- t h e  l a t t e r  case one then a r r i v e s  a t  r e s u l t s  which are  i n  
t h e  s p i r i t  o f  Theorem 3  and P r o p o s i t i o n  1 i n  1333. 
3. Conclusions 
To ensure a  c e r t a i n  l e v e l  o f  r e l i a b i l i t y  f o r  s o l u t i o n s  t o  
o p t i m i z a t i o n  problems c o n t a i n i n g  random data i t  has become 
an accepted approach t o  i n t roduce  p r o b a b i l i s t i c  (o r  chance) 
c o n s t r a i n t s  i n t o  t h e  model. I n  a p p l i c a t i o n s ,  however, one i s  
o f t e n  faced w i t h  incomplete i n f o r m a t i o n  on the  under l y ing  
p r o b a b i l i t y  d i s t r i b u t i o n s .  Therefore,  a p p l i c a b l e  models 
should a t  l e a s t  enjoy some k i n d  o f  s t a b i l i t y  w i t h  respec t  
t o  v a r i a t i o n s  o f  t h e  d i s t r i b u t i o n s  invo lved.  T h i s  g i ves  r i s e  
t o  i n v e s t i g a t i n g  d i s t r i b u t i o n  s e n s i t i v i t y  o f  t h e  models. 
Compared t o  e a r l i e r  work ([29] , [27], [28]) t he  p resen t  paper 
deals w i t h  more p r a c t i c a b l e  models, and i t  g ives  s u f f i c i e n t  
c o n d i t i o n s  f o r  ( .a lso q u a n t i t a t i v e )  s t a b i l i t y  o f  op t ima l  va lues 
and op t ima l  s o l u t i o n s  which are  eas ie r  t o  v e r i f y .  
For a  q u i t e  l a r g e  c l a s s  of d i s t r i b u t i o n s  ( C o r o l l a r i e s  2.4 
and 2.7, Lemma 2.10, Remark 2.11) we o b t a i n  upper semicont i -  
n u i t y  o f  t h e  optimal-set-mapping and L i p s c h i t z  c o n t i n u i t y  o f  
t he  op t ima l  va lue  f u n c t i o n .  Under more r e s t r i c t i v e  assun~pt ions 
i t  i s  p o s s i b l e  t o  q u a n t i f y  t h e  upper semicon t inu i t y  o f  t h e  
optimal-set-mapping (Remark 2.5). 
The m a t e r i a l  developed i n  Sec t ion  2  a p p l i e s  t o  a  number o f  
p r a c t i c a l  models which are  known from t h e  l i t e r a t u r e  ( t h e  
STABIL model [19], a  f l o o d  c o n t r o l  model [20], a  model f o r  
water resources system p lann ing  [6]). 
For the  l o a d  d i spa tch  model presented i n  Sec t ion  1 we may 
d e r i v e  the  f o l l o w i n g  conclus ions:  
I f  we assume t h a t  we have approached the  t r u e  d i s t r i b u t i o n  o f  
t h e  demand w i t h  s u f f i c i e n t  accuracy then t h e  op t ima l  p roduc t i on  
p o l i c i e s  behave upper semicontinuous and the  op t ima l  cos ts  a re  
L i p s c h i t z  cont inuous i f  e i t h e r :  
- we know t h a t  t h e  t r u e  d i s t r i b u t i o n  has a c e r t a i n  convex i ty  
p r o p e r t y  ( c f .  (2.4)) and t h e r e  e x i s t s  a  S l a t e r  p o i n t  
( c o r o l l a r y  2.4)) o r  
- t he  t r u e  d i s t r i b u t i o n  i s  a  d i s c r e t e  one (Remark 2.11)~ o r  
- t h e  t r u e  d i s t r i b u t i o n  h a s e a  dens i t y  which i s  u n i f o r m l y  boun- 
ded below by a  p o s i t i v e  number on some neighbourhood r e l a t e d  
t o  t h e  s e t  o f  o p t i m a l  s o l u t i o n s  and among t h e  o p t i m a l  p o l i c i e s  
( w i t h  r e s p e c t  t o  t h e  t r u e  d i s t r i b u t i o n )  t h e r e  i s  no one 
which exhausts t h e  f u l l  gene ra t i on  c a p a c i t y  (see c o n s t r a i n t  
(1.3)) ( C o r o l l a r y  2.7, Lemma 2.10). ( I n  p r a c t i c e ,  t h e  
l a t t e r  r equ i remen t  on t h e  o p t i m a l  gene ra t i on  p o l i c y  i s  
always f u l f i l l e d ,  s i nce ,  due t o  lower  'demand d u r i n g  t h e  n i g h t ,  
t h e r e  i s  u s u a l l y  a t  l e a s t  one power s t a t i o n  which, d u r i n g  
a t  l e a s t  one hour ,  does n o t  work w i t h  maximum capac i ty . )  
An examinat ion o f  t h e  o b j e c t i v e  i n  t h e  op t ima l - l oad -d i spa tch  
model'shows t h a t  i s  p o s s i b l e  t o  f u l f i l  c o n d i t i o n  (2.6) w i t h  
q = 2  and 1 XI, :=lly(12 (here 11. lh i s  t h e  E u c l i d e a n  norm on 
NK R ). Hence, i n  presence o f  t h e  assumptions made i n  C o r o l l a r y  
2.4, Remark 2.5 a p p l i e s ,  and we have Ho lder  c o n t i n u i t y  ( w i t h  
exponent 1/2) o f  t h e  o p t i m a l  g e n e r a t i o n  p o l i c i e s  i n  t h e  therma l  
p l a n t s .  
When t h e  o r i g i n a l  d i s t r i b u t i o n  i s  es t ima ted  by e m p i r i c a l  ones 
then  t h e  p resen ted  s t a b i l i t y  r e s u l t s  t o g e t h e r  w i t h  t h e  con- 
s i d e r a t i o n s  a t  t h e  end o f  S e c t i o n  2  y i e l d  r a t e s  o f  convergence 
f o r  o p t i m a l  va lues  and o p t i m a l  s o l u t i o n s .  
We would l i k e  t o  thank Pave1 Kleinmann ( f o r m e r l y  Humboldt- 
U n i v e r s i t a t  ~ e r l i n )  f o r  h i s  a c t i v e  coope ra t i on  i n  des ign ing  
t h e  p resen ted  l o a d  d i s p a t c h  model and J8nos Mayer (MTA SZTAKI 
~ u d a ~ e s t )  f o r  l e t t i n g  us share h i s  i n s i g h t s  i n t o  energy o p t i -  
m i z a t i o n .  
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