In this paper, we propose a spectroscopy based Stellar Color Regression (SCR) method to perform accurate color calibration for modern imaging surveys, taking advantage of millions of stellar spectra now available. The method is straightforward, insensitive to systematic errors in the spectroscopically determined stellar atmospheric parameters, applicable to regions that are effectively covered by spectroscopic surveys, and capable of delivering an accuracy of a few millimagnitudes for color calibration.
INTRODUCTION
Uniform and accurate photometric calibration plays a central role in the current and next-generation widefield imaging surveys, such as the Sloan Digital Sky Survey (SDSS; York et al. 2000) , the Dark Energy Survey (DES; The DES Collaboration 2010), Pan-STARRS (Kaiser et al. 2002) and the Large Synoptic Survey Telescope (LSST; Ivezić et al. 2008b ). Accurate photometric calibrations over wide areas are pivotal for robust object classifications, determinations of photometric redshifts of a large number of galaxies to probe the large-scale structure of the universe (e.g. Padmanabhan et al. 2007; Blake et al. 2007) , and for topographical studies of the Galactic structure via a large number of stars whose basic properties can be obtained from the photometric magnitudes and colors (e.g. Jurić et al. 2008; Ivezić et al. 2008a) .
Astronomical optical photometric measurements are traditionally calibrated based on sets of standard stars, such as the Landolt's (Landolt 1992 ) and Stetson's (Stetson 2000 , 2005 . However, achieving a one per cent precision for ground-based wide field imaging surveys is difficult given the spatial and temporal variations of the Earth atmospheric transmission and the instrumental effects such as flat-fielding (e.g. Stubbs & Tonry 2006) .
To pursuit a one per cent accuracy for large field imaging surveys, a number of different approaches have been proposed and implemented. One main approach is to decouple the problem of "relative" calibrations (i.e., producing an internally consistent system) from that of "absolute" calibrations (i.e., connecting the internal system to a physical flux scale) using observations from the overlapping regions (e.g., Ivezić et al. 2007, hereafter I07; Padmanabhan et al. 2008; Schlafly et al. 2012) . The absolute calibration for the whole survey is then reduced to the determinations of a few numbers. Applying the (ubercal) method to the whole SDSS imaging data, Padmanabhan et al. have achieved about 1 per cent relative calibration for g, r, i, and z bands and about 2 per cent for u band. These errors are dominated by the unmodeled variations of atmospheric transmission. Applying a similar method to the repeatedly scanned (at least four times per band, with a median of 10 times per band) SDSS Stripe 82 data, I07 have constructed a standard star catalog in the SDSS ugriz system containing about 1 million objects with an internal photometric accuracy of 1 per cent [i.e. the spatial variations of the photometric zero points across the stripe survey area is smaller than 0.01 mag (rms)]. The difference between the two approaches is that I07 use a different algorithm for flatfield corrections, requiring that the stellar loci (Ivezić et al. 2004; Covey et al. 2007 ) remain fixed in multidimensional color space, whereas Padmanabhan et al. (2008) achieve so by minimizing the relative photometric errors of repeated observations.
An alternative approach is to use the stellar locus regression method (SLR; High et al. 2009 ), which aims to achieve real-time, accurate color calibration using direct measurements from multi-band, flat-fielded images for a given field. Note that colors hold the key infor-mation about a source's type, temperature, metallicity, and redshift. Thus achieving accurate color calibration is often more important than deriving highly accurate (absolute) magnitudes in many astronomical applications, in particular considering the fact that we seldom know the distances to individual celestial objects to a per cent level. The SLR method makes a wholesale correction for a variety of potential effects, including variations in instrumental sensitivity, in the Earth atmospheric extinction and reddening, and in the Galactic interstellar extinction and reddening by adjusting the instrumental broadband optical colors of stars to bring them into accord with a universal set of stellar color loci. The method is able to produce calibrated colors accurate to a few per cent. The approach needs neither estimates of zero point for individual passbands nor repeated measurements of the standard stars, and can be performed in real-time as the survey progresses. However, the SLR method assumes the stellar loci are universal, an assumption that is not always true, given the variations of stellar populations and the interstellar extinction, especially in the Galactic disk. It also requires a blue filter in addition to at least two other filters.
In addition to imaging photometry for over 10,000 deg 2 , the SDSS has delivered low-resolution spectra for about 0.7 million stars in its Data Release 9 (DR9; Ahn et al. 2012) . By June 2014, the LAMOST Galactic surveys (Deng et al. 2012; Liu et al. 2014 ) have collected over 3 M stellar spectra and the stellar parameters (Bai et al. 2014, in preparation; Yuan et al., 2014a) for over half of them. The surveys will eventually obtain over 6 million spectra upon the completion in three years' time. With millions of stellar spectra over large sky area now available, "identical" stars located in different environments but otherwise having nearly identical atmospheric characteristics can be easily paired and compared to measure the interstellar reddening of stars suffering from substantial extinction (Yuan, Liu & Xiang 2013) , as well as to detect and measure the strengths of the diffuse interstellar bands along hundreds of thousands sightlines (Yuan & Liu 2012) , assuming that stars of the same set of atmospheric parameters (T eff , log g and [Fe/H]) possess the same intrinsic colors and spectra. To take advantage of this era of millions of stellar spectra and the fact that stars observed spectroscopically serve as excellent color standards, here we propose a spectroscopy based Stellar Color Regression (SCR) method for accurate relative color (re-)calibration of modern large sky area wide field imaging surveys.
To apply the method, one requires that: 1) A few wellcalibrated fields are available. Spectroscopic reference stars selected from those defining fields are used to determine the stellar intrinsic colors as a function of the atmospheric parameters; 2) The reddening law does not vary within the sky area of a (target) field to be calibrated; and 3) A sub-sample of stars in the field to be calibrated have been spectroscopically targeted and the reddening values of those targets are known. With those information, the zero points of colors can be derived by linear regression between the reddening and the color offsets of stars of the target field relative to the intrinsic colors. By this way, the whole survey fields can be brought on a uniform color scale. Note that in cases where the reference fields have a calibration error, the method brings the photometry of all fields onto a uniform, internally consistent color scale that may have an overall offset from the true color scale. This is analogous to the Ubercalibration algorithm (Padmanabhan et al. 2008 ) that brings the photometry of the whole survey footprint in each bandpass to a uniform scale that may have an overall offset from the AB system. The method yields simultaneously the reddening coefficients as a by-product. Compared to the SLR method, the SCR method has the advantages of being straightforward, model-free 4 and applicable to large sky area encompassing a variety of environments (Galactic halo and disk, regions of low or high extinction) that are effectively covered by large-scale spectroscopic surveys such as the SDSS and LAMOST. Given a spectroscopic sampling density of a few hundred stars per deg 2 , and a precision of respectively 30 -100 K, 0.1 -0.25 dex, and 0.05 -0.1 dex for the spectroscopically yielded atmospheric parameters T eff , log g and [Fe/H] (Lee et al. 2008a (Lee et al. , 2008b Wu et al. 2011; Xiang et al. 2014) , the SCR method is capable of delivering a few mmag accuracy for relative color calibration.
To demonstrate the power and performance of the SCR method, we have applied the method to the Stripe 82 data of I07. As demonstrated by I07 with a variety of independent tests, the spatial variations of the photometric zero points must be no larger than 0.01 mag in griz bands and 0.02 mag in u band (rms). Applying the SCR method to a sample of 23,759 spectroscopically targeted stars of Stripe 82 in a sky area of about 80 per deg 2 , we have confirmed the conclusions of I07. However, the study also reveals small yet substantial and tightly correlated spatial variations in the color zero points across the stripe, and are ascribed to the degeneracies intrinsic to the I07 calibration. Possible color and magnitude dependence of the variations is also examined. Small but significant magnitude dependence is found in z-band for some CCDs. Our results are compared with those from a completely independent test based on the intrinsic colors of red galaxies. The comparison confirms that the SCR method has achieved a calibration accuracy of or better than 5 mmag in color u − g, 3 mmag in color g − r, and 2 mmag in colors r − i and i − z, respectively. The uncertainties are only a factor of two larger than what expected from the random errors alone. The method can thus serve as an extremely powerful and robust tools to calibrate existing, on-going, and up-coming large scale imaging surveys, including the SDSS, DES, Pan-STARRS, and LSST.
The paper is organized as follows. In Section 2, we introduce the method. In Section 3, the method is applied to the SDSS Stripe 82 region to demonstrate its performance and recalibrate the data. The discussions and conclusions are given in Section 4.
THE SCR METHOD
The current method is built on the spectroscopic "star pair" technique (Yuan & Liu 2012; Yuan, Liu & Xiang Figure 1 . The plot illustrates how the SCR method works. For a given field to be calibrated against the reference field, the dots plot the differences between the measured and intrinsic colors of stars spectroscopically targeted in the field against estimates of reddening. The line is a linear regression of the data points. The slope and intercept give respectively the reddening coefficient and color zero point of the field.
2013), taking advantage of millions of stellar spectra and parameters now available over a large sky area. The star pair technique has been used to estimate multi-band interstellar reddening and reddening coefficients of a large number of stars targeted by the SDSS (Yuan, Liu & Xiang 2013) and by the LAMOST (Yuan et al. 2014a) , and to detect and measure the diffuse interstellar bands in thousands of the SDSS spectra (Yuan & Liu 2012) . Unlike in the above work where star pairs are composed of target and control stars from high and low extinction regions, respectively, in the current work they are composed of target and control stars from the fields to be calibrated and from those of well calibrated, reference fields that are used to define the stellar intrinsic colors as a function of stellar atmospheric parameters. For each star in the target sample, its control stars are selected from the control sample as those having values of T eff , log g and [Fe/H] that differ from those of the target by less than 200 K, 0.25 dex, and 0.5 dex, respectively. The intrinsic colors of the target are derived by linearly interpolating the intrinsic colors of its control stars in T eff and [Fe/H]. Linear interpolation should be sufficient given the small ranges of values of parameters being considered. The dependence of colors on log g has been ignored here. Stars with less than three control stars are not used.
This method requires that a sub-sample of target stars in a given field to be calibrated have been spectroscopically observed and their reddening values in a certain color are available, say from the 2D extinction map of Schlegel et al. (1998; SFD hereafter) for targets at high Galactic latitudes or derived using the star pair technique of Yuan, Liu & Xiang (2013) from existing and well calibrated photometric surveys for targets at low Galactic latitudes. The reddening law should also not vary across the field to be calibrated (thus the field should not be too large and encompass different environments). In general, the reddening law is expected to show no or only marginal spatial variations at high Galactic latitudes. In the Galactic disk, it is however known to vary significantly and data to constrain such variations are now available (e.g. Yuan et al. 2014a) . Finally to obtain a highly accurate definition of the stellar intrinsic colors as a function of atmospheric parameters, one or a few photometrically and spectroscopically well-calibrated fields are needed. Those fields will be used to determine the intrinsic colors from a given set of stellar parameters. Then for a given target field to be calibrated, the method obtains its color zero point by performing a linear regression between the reddening and color offsets relative to the intrinsic colors using the sub-sample of spectroscopically targeted stars of the field. Calibrating each target field by this way, this method will bring the whole survey on a uniform color scale. This process will also yield the reddening coefficients of each target field as a by-product. Fig. 1 schematically illustrates the method. Note that if the reddening coefficient is previously known, then the slope of regression can be fixed when fitting the data.
The accuracy achievable with the method is controlled by: 1) the random errors of color measurements; 2) the random errors of atmospheric parameters of the reference stars as well as of the spectroscopically targeted subsample of stars in the fields to be calibrated; 3) the random errors and breadth of range spread by the reddening values of the spectroscopic sub-sample of target stars; and 4) the size of the spectroscopic sub-sample of target stars in the individual target fields. For modern digital imaging surveys, the random errors of measured colors are typically at 1 -2 per cent level at good signal-to-noise ratios (SNRs). The random errors of stellar atmospheric parameters derivable from low-and medium resolution (R ∼ 2, 000) spectra of SNRs better than 20 with those widely used stellar parameter pipelines [such as the SSPP -the Sloan Extension for Galactic Understanding and Exploration (SEGUE; Yanny et al. 2009 ) Stellar Parameter Pipeline (Lee et al. 2008a,b) , or the LSP3 -the LAMOST Stellar Parameter Pipeline at Peking University (Xiang et al. 2014) ] are at a level of 0.005 -0.01 dex (i.e., about 75 -150 K at 6,000 K) in T eff and 0.05 -0.1 dex in [Fe/H] . Systematic errors in the stellar atmospheric parameters do not affect the performance of the SCR method, as they are cancelled out. Taking the SDSS colors for example, a 0.01 dex change in T eff for FGK stars will lead to variations of 0.08, 0.04, 0.013, and 0.010 mag in colors u − g, g − r, r − i and i − z, respectively. Similarly, a 0.1 dex change in [Fe/H] for FGK stars can cause about variations of 0.05, 0.023, and 0.01 mag in color u − g at [Fe/H] = 0, −1, and −2 dex, respectively, and essentially nil (< 0.015 mag) in the other three colors.
At high Galactic latitudes, reddening values of the target stars can be obtained from the SFD extinction map, or the Planck extinction map (Planck Collaboration et al. 2013) . The random errors of the SFD extinction are very small, although their values are known to suffer from some systematic errors due to a scaling problem (e.g. Schlafly et al. 2010; Schlafly & Finkbeiner 2011; Yuan, Liu & Xiang 2013 ). In the SCR method, those systematics however can be taken care of by the reddening coefficients, and thus should not affect its results. At low Galactic latitudes where the SFD extinction map is not usable, reddening values of the target stars can be derived using the star pair technique (Yuan, Liu & Xiang 2013) or, alternatively, the spectral energy distribution (SED) fitting method (e.g. Berry et al. 2012 ). For ex-ample, using the SED fitting method, Chen et al. (2014) have determined the reddening values for over 13 million stars within the footprint of the Xuyi Schmidt Telescope Photometric Survey of the Galactic Anti-centre (XSTPS-GAC; Liu et al. 2014 ) by combining the XSTPS-GAC optical photometry and the near infrared photometry of 2MASS (Skrutskie et al. 2006 ) and the Wide-field Infrared Survey Explorer (WISE; Wright et al. 2010 ). For objects targeted by the LAMOST Spectroscopic Survey of the Galactic Anti-centre (LSS-GAC; Liu et al. 2014) , over a million already, reddening values have also been deduced using the star pair method and released in the value-added catalogs (Yuan et al. 2014a) supplementary to the LAMOST official data release. The random errors of reddening values thus obtained after converted into E(B − V ) are typically between 0.02 to 0.1 mag, depending on which datasets are available. There are however some degeneracies between the color calibration and reddening coefficient determinations. If the stars in a given target field span a wide range of reddening values (relative to the uncertainties of reddening), which is likely the case for high extinction regions of low Galactic latitudes, the reddening coefficients and the color zero points can be robustly determined. In cases where the reddening values of the target stars are large yet span a narrow range, incorporating a prior distribution of reddening coefficients with a Bayesian approach may be needed to improve the accuracy of color calibration. For high Galactic latitude fields where the reddening values of target stars are small and span a narrow range, fixing the reddening coefficients to some pre-determined values is probably favored. The number of spectroscopically targeted stars is about one hundred to a few hundred per deg 2 , as afforded by surveys such as the SDSS and LAMOST. Here we have neglected the random errors of reddening of the reference stars considering that the reference stars are usually selected from well-calibrated, low extinction regions and thus suffer from negligible uncertainties in reddening corrections. Given the above constrains, a few per cent accuracy in color measurements is capable of delivering a few mmag accuracy in color calibration with the SCR method, as we shall show in the next Section.
RECALIBRATION OF STRIPE 82
The SCR method can be used to check the calibration accuracies of existing photometric data and recalibrate them. Any systematic photometric errors present in the calibrated data, except for grey ones that are the same in different bands, will reveal themselves as offsets in dereddened colors with respect to the intrinsic values. In this section, we will apply the method to the SDSS Stripe 82 to check the accuracy of the current calibration of I07 and further recalibrate the data.
Data
The repeatedly scanned equatorial Stripe 82 (|Dec| < 1.266
• , 20 h 34 m < RA < 4 h 00 m ) in the SDSS has delivered the most accurate photometric catalog of about one million stars in u, g, r, i, z bands (I07). This is the largest optical photometric data set publicly available with an internal calibration consistency of one per cent, thus providing "a practical definition of the SDSS photometric system" (I07). The random photometric errors of the I07 catalog are below 0.01 mag for stars brighter than 19.5, 20.5, 20.5, 20 .0, and 18.5 mag in u, g, r, i, and z band, respectively, about twice as good as for the individual SDSS runs. Within the Stripe, over 40,000 stellar spectra have been collected and released in the SDSS DR9 (Ahn et al. 2012) , along with the basic stellar parameters derived from the spectra with the SSPP pipeline.
Note that one SDSS stripe consists of two drift scan strips. Each strip is scanned by six columns of five rows of CCDs with gaps between the columns. Please see Fig. 1 of Padmanabhan et al. (2008) for an illustration of the geometry of SDSS imaging. Each CCD covers a sky area of 13 arcmin perpendicular to the scan direction. The two strips, offset by 12.6 arcmin (thus an overlap of about 1 arcmin for each CCD), form a stripe of contiguous sky coverage of width 150 arcmin. The five rows of CCDs in the scan direction, are filtered with filters of r, i, u, z, and g, respectively. As the telescope scans, photometry in the above 5 bands are collected in sequence (cf. York et al. 2000) .
We first select stars of Stripe 82 from the SDSS DR9 that are spectroscopically targeted and have a spectral SNR better than 20 and an effective temperature T eff between 4,300 -7,000 K. Stars hotter than 7,000 K or cooler than 4,300 K are excluded since their atmospheric parameters are less reliable 5 . Then we cross-match this sample with the I07 catalog, with a match radius of 1 arcsec. In total, 23,759 stars are selected. Then a sub-sample of 574 stars in a small area of 5 < RA < 15 deg and 0 < Dec < 0.422 deg and of line-of-sight extinction values E(B − V ) from the SFD map less than 0.04 mag is further selected as the control stars. The control stars are all recorded with the same CCD. This control sample is used as a reference to define the intrinsic colors as a function of the atmospheric parameters, which in turn are used to map the spatial variations of offset of color zero point for all other fields. The mean magnitudes given by the I07 catalog are used. The distributions of the selected stars spectroscopically targeted, including the sub-sample of control stars, in the RA -Dec, T eff -[Fe/H] and RA -E(B − V ) planes are displayed in Fig. 2 . Note that the sample stars are not distributed homogeneously in RA.
Reddening corrections and intrinsic colors
Given that the Stripe 82 is located at high Galactic latitudes, the SFD extinction map is used to assign reddening values to all spectroscopically targeted stars, including the sub-sample of control stars. The reddening values of target stars within a limited area of Stripe 82 usually span only a narrow range (Fig. 2) . In order to avoid possible degeneracies between the color calibration and reddening coefficient determinations, when applying the SCR method to Stripe 82, we have neglected any possible spatial variations of reddening coefficients across the Stripe induced by changes in reddening law or systematics in the SFD map. Given the high Galactic latitudes and small values of reddening of the Stripe, the impacts of this simplified approach on the results are likely to be small. For example, a ten per cent variation in the reddening coefficients, which is highly unlikely, will result in uncertainties in the reddening corrections and color calibrations of less than a few mmag only, given the very small values of reddening.
To determine the reddening coefficients in colors u − g, g − r, r − i, and i − z for the whole spectroscopic sample of Stripe 82, we have followed the procedures of Yuan, Liu & Xiang (2013) . The sub-sample of control stars are first dereddened using an initial set of reddening coefficients and E(B − V ) values from SFD. The values of color excess of the whole spectroscopic sample of stars are then estimated by comparing their observed colors with the intrinsic ones, with the latter derived using the star pair technique described in Section 2. Then a new set of reddening coefficients is derived by linear regression between the estimates of color excess and values of E(B − V ). No passing through the origin is forced in the regression. Iterations are carried out till the derived set of reddening coefficients is consistent with the one used to deredden the control sample. The results are shown in Fig. 3 . It is found that R u−g = 1.056 ± 0.009, R g−r = 1.050 ± 0.004, R r−i = 0.599 ± 0.003, and R i−z = 0.523 ± 0.003. The results suggest that the SFD map overestimates the true reddening values by about 8 per cent for Stripe 82. The small errors of the derived reddening coefficients confirm that the spatial variations of the reddening coefficients across Stripe 82 are insignificant if any, as assumed. The small scatters of the fit residuals, 0.038, 0.019, 0.013, and 0.014 mag for colors u − g, g − r, r − i, and i − z, respectively, suggest that: 1) The SFD extinction map traces the interstellar dust reddening well at high Galactic latitudes; 2) The random errors of the SSPP adopted atmospheric parameters are small; and 3) The intrinsic colors (and values of color excess) of a given star in the whole spectroscopic sample can be determined to an accuracy of about 0.04 mag in u − g and about 0.01 -0.02 mag in other colors.
Using dwarf stars of the control sample, we have performed two dimensional polynomial fitting to their dereddened u − g, g − r, r − i, and i − z colors as a function of T eff and [Fe/H]. For color u − g, a 4th-order polynomial with 15 free parameters is adopted. For colors g −r, r−i, and i − z, a 3rd-order polynomial with 10 free parameters is used. The fit residuals are 0.032, 0.017, 0.013, and 0.012 mag for colors u − g, g − r, r − i, and i − z, respectively. The numbers are slightly smaller than the fit residuals in Fig. 3 , suggesting that the reduced χ 2 of the fits in Fig. 3 are slightly larger than, but close to, unity. In other words, the scatters in the fits of Fig. 3 are mainly contributed by photometric errors, random errors in T eff and [Fe/H], and calibration errors. The small uncertainties in the recovered reddening coefficients, maybe under-estimated slightly, are due to large numbers of stars used and accurate estimates of E(B −V ) of individual stars. We also divide the whole spectroscopic sample into six bins in RA to derive reddening coefficients seperately. For three of them, the coverage in E(B − V ) is too small to obtain a valid fit. For the other three bins, the yielded reddening coefficients are consistent with each other within 2.5-sigma uncertainties.
With the reddening coefficients determined above, the whole spectroscopic sample of stars, including the control stars from the reference field, are dereddened using the SFD map. From the dereddened colors of the control stars, the intrinsic colors of the whole spectroscopic sample of stars are also estimated using the star pair technique described in Section 2. Given that we have fixed the reddening coefficients for the whole field of Stripe 82, the (error of) color zero point for a given field to be (re-)calibrated can be determined directly by comparing the intrinsic and dereddened colors of stars spectroscopically targeted in the field. However, unlike most imaging surveys where the color zero points refer to the individual fields, the SDSS imaging data are collected in drift-scan mode, thus in principle there are no traditionally defined fields for the survey. The zero points for one SDSS strip are continuous functions of the spatial position (observa- tional time) of the data points along the great circle of the scan. In the case of Stripe 82, the systematic errors of color calibration are functions of RA and Dec. Once the intrinsic and dereddened colors for the whole sample of spectroscopically targeted stars are obtained, the offsets in each of the u − g, g − r, r − i, and i − z colors for each star are estimated. The variations of color offsets as a function of RA and Dec as well as their possible dependence on colors and magnitudes are investigated in the following subsections to check the calibration of I07 and recalibrate the data. 
where c cat is the cataloged magnitude, δ Note that in this work, we do not consider any systematic color errors that might be present in the whole catalog (i.e., assume that the overall systematic color errors are zero) but aim to investigate the possible internal (spatial) variations of the color calibration. Thus, the average of δ c over the whole cataloged area is zero by definition. Here we have also neglected systematic effects such as the device non-linearity and the bandpass variations between the different camera columns, which depend on the properties of individual sources such as brightness and color. We will however explore those effects in subsection 3.5. In this subsection, we will first investigate the spatial variations of color offsets in RA, i.e., δ ext c (RA). Stripe 82 is an elongated rectangle area of an aspect ratio of 1:50, with the long side parallel to the celestial equator. We divide the Stripe into 100 bins of RA, with each bin containing an equal number (about 200) of (spectroscopically targeted) stars. For each bin, the median values of RA and color offsets in the u − g, g − r, r −i, and i−z colors are estimated. The results are listed in Table 2 of the Appendix and plotted in Fig. 4 . Given the number of stars in each bin (about 200) and the typical errors of color offsets for a single star are about 0.039, 0.019, 0.013, and 0.013 mag for the u − g, g − r, r − i, and i − z colors, the median color offsets of each bin have errors of about 2.8, 1.3, 0.9, and 0.9 mmag, respectively for the four colors. The peak-to-peak variations are 0.058, 0.034, 0.020, and 0.017 mag in the u − g, g − r, r − i, and i − z colors, respectively. The offsets in all colors display similar patterns and the variations are well correlated. Most offsets are negative in the range −30 < RA < 10
• and positive out of the range. The results are consistent with an independent test of I07 based on the colors of 19,377 red galaxies 6 , where they find that the colors are redder around RA = −10
• than around RA = 40
• . To compare our results and those of I07 based on the galaxy colors, we have overplotted the latter in Fig. 4 as blue lines, and found that they agree remarkably well. Note that I07 use a coarser spatial resolution, i.e., a total number of 11 bins in u − g and 55 bins in other colors. Table 3 of the Appendix. Each bin contains about 80 stars. After the smoothing, the errors of the median color offsets of the individual bins are about 3.0, 1.5, 1.0 and 1.0 mmag in the u − g, g − r, r − i, and i − z colors, respectively. The corresponding peak-to-peak variations in the four colors are 0.075, 0.033, 0.017, and 0.023 mag, respectively. The offsets in all colors display similar patterns of variations and are well correlated. For comparison, we have also overplotted in Fig. 5 the independent test results of I07 for color i − z based on the colors of red galaxies. Our results are consistent with those of I07. The test results of I07 for other colors based on the colors of red galaxies are not publicly available.
To better illustrate the spatial structure in the color offsets, the two-dimensional spatial variations of offsets in the u − g, g − r, r − i, and i − z colors are displayed in Fig. 6. 3.5. Dependence on magnitudes and colors After correcting for δ c (RA, Dec) and δ c (Dec), we investigate the possible dependence of the remaining color offsets on source magnitudes and colors. The offsets may vary with source magnitudes as a consequence of (improper corrections of) the non-linearity of the detectors, whereas color-dependent variations may result from (improper corrections of) the bandpass variations amongst the different camera columns or from the wavelengthdependent variations of the Earth atmospheric transmissivity. The non-linearity of detectors have been corrected for by the SDSS photometric pipeline to an accuracy of better than 5 mmag, so no more corrections are applied in I07. If any effects of the non-linearity remain, they should exist in all the SDSS photometric data. The bandpass differences amongst the six CCD columns can lead to discrepancies in photometric colors at 1 per cent level, and have been corrected for by incorporating some by color terms in I07 (see their Table 1 ). The potential wavelength-dependent variations of the Earth atmospheric transmissivity have been neglected in I07 due to 6 Red galaxies serve as good color standards due to their tight color-redshift relation (Eisenstein et al. 2001) , with a scatter of 0.12 mag in the u−g color, 0.05 mag in the g −r color, and 0.03 mag in the r − i and i − z colors (I07). the lack of usable data. The effects are however believed to be small. Fig. 7 plots variations of u−g color offsets as a function of g magnitude, g − r color offsets as a function of r magnitude, r − i color offsets as a function of i magnitude, and i − z color offsets as a function of z magnitude for the six SDSS CCD columns. No obvious variations with magnitudes are found except for the i−z colors measured by four of the six CCD columns. For the latter, variations over 20 mmag are observed. Since no variations in the r − i color offsets are detected, the variations of i − z color offsets with z magnitude are likely caused by (improper corrections of) the non-linearity of detectors for the z band. We have performed a 2nd-order polynomial fit to the observed variations of i − z color offsets as a function of z magnitude for the four CCD columns where the variations are seen. The results are overplotted in red in Fig. 7 and the fit coefficients are listed in Table 1 . Fig. 8 plots color offsets in the u − g, g − r, r − i, and i − z colors as a function of g − i for the six SDSS CCD columns. No obvious variations are found for stars bluer than g − i = 1.0 mag. For redder stars, Fig. 8 seems to indicate that there might be some small systematic variations at the level of about 1 mmag in u − g and about 0.5 mmag in the other three colors. The variations might be caused by the fact that red dwarfs are all local objects and, for at least some of them, the reddening corrections have been overestimated. Given the very small magnitudes of variation, we have opted to not correct for those possible variations. Fig. 9 . The results suggest that I07 have achieved a color calibration accuracy better than 18, 9.9, 5.5, and 5.2 mmag, in the u − g, g − r, r − i, and i − z colors, respectively, and corroborate the conclusions of I07 that the rms spatial variations of the zero points in the SDSS Stripe 82 catalog must be below 0.01 mag in the g, r and i bands and very unlikely exceeding 0.02 mag in the u band.
To further examine the color offsets, we have plotted δ 
we expect that
where 2.23 = 0.555/0.249, 0.40 = 0.227/0.567, and 0.50 = 0.270/0.534. Note that in the above theoretical derivations, we ignore the −0.002 × r term in w and −0.004 × i term in y, respectively. We have plotted the expected relations in the right panels of Fig. 10 . The data follow the expected relations very well. There is some indication that δ ext u−g (RA) may deviate slightly from the expected relation. However, the deviations are mostly caused by a few outliers from low-sampling regions that thus may have suffered large errors. Note that some abnormal variations of δ f f i−z (Dec) are also seen at Dec < −0.84
• . The cause is unclear. The above results suggest that most of the remaining calibration errors in I07 are caused by the degeneracies of offsets in different colors that are intrinsic of the stellar locus method. The residuals relatively to the expected relations are estimated and marked in Fig. 10 . Clearly, the SCR method proposed in the current work has been able to break the degeneracies and those residuals serve as a good indicator of the calibration accuracies of the current work. The residuals are about 7.5, 2.5, and 3.0 mmag for the δ u−g versus δ g−r , δ r−i versus δ g−r and δ i−z versus δ g−r relations, respectively, suggesting that the current calibration based on the SCR method should have achieved an accuracy about a few mmag. To further examine the calibration accuracies achieved with the SCR method, we have made a detailed comparison of our results with those from a completely independent approach based on the colors of red galaxies as given in I07. The first column of Fig. 12 plots the differences Fig. 12 show histogram distributions of the differences before and after the corrections, respectively. The distributions are fitted with Gaussians whose centre and sigma values are marked. The dispersions of the differences after the corrections are 8.2, 7.4, 3.0 and 2.6 mmag in the u − g, g − r, r −i, and i−z colors, respectively. Note that the random errors of the offsets in the u − g, g − r, r − i, and i − z colors are estimated at 2.8, 1.3, 0.9, and 0.9 mmag, respectively for this work, and 6 -10, 3 -5, 1.5 -2.0, and 2 -3 mmag, respectively in I07. Taking the random errors into account as well as the low RA resolution used in I07, the small dispersions suggest that we have probably achieved a color calibration accuracy of about or better than 5 mmag in u − g, 3 mmag in g − r, and 2 mmag in r − i and i − z, respectively. Those are only a factor of two times larger than those expected from the random errors of the deduced color offsets alone and about two times smaller than achieved in I07. The small dispersions also suggest that red galaxies of well determined redshifts from the modern large scale spectroscopic surveys can also serve as excellent color standards to perform accurate color calibration in the future.
The top panel of Fig. 13 plots differences of δ f f i−z (Dec) as yielded by the SCR method and those of I07 based on the colors of red galaxies, as a function of Dec. The data are divided into three regimes of Dec, corresponding to the different CCD columns that exhibit different systematics. The variations seen in the plot are unexpected and their causes are unclear. Histogram distributions of the differences in the three Dec regimes are shown in the bottom panels of Fig. 13 . The dispersions vary between 2.1 -3.8 mmag, consistent with the calibration accuracy achieved in the i − z color.
To demonstrate the improvements achieved with the SCR calibration, we have compared the fit residuals as marked in Fig. 3 with those after the recalibration. The fit residuals represent the errors of values of reddening determined with the star pair technique. The comparisons are shown in Fig. 14 . It is found that the residuals decrease from 39.0, 19.4, 13.3, and 14.3 mmag before the recalibration to 32.6, 16.1, 11.8, and 12.8 mmag after the recalibration, in the u − g, g − r, r − i and i − z colors, respectively, representing improvements of 21.4, 10.8, 6.1 and 6.4 mmagin the four colors, respectively. The improvements are estimated by quadrature subtraction of the above two sets of residuals. All the improvements are due to the decrements in color calibration errors. Those numbers are well consistent with the color calibration accuracies before and after the recalibration.
CONCLUSIONS AND DISCUSSIONS
In this paper, we have proposed and demonstrated a spectroscopy based Stellar Color Regression method to perform accurate color calibration for modern imaging photometric surveys. The method is proposed taking advantage that we have entered an era of millions of stellar spectra with the SDSS, LAMOST and other on-going large scale spectroscopic surveys. Imaging data have been used to calibrate spectra for a long time. Spectroscopic data now start to benifit imaging data (see also Schlafly et al. 2011) , by calibrating the latter to an unprecedented precision.
The SCR method requires that: 1) There are a few well-calibrated defining fields from which the spectroscopic reference stars are selected in order to determine the stellar intrinsic colors for a given set of stellar parameters; 2) The reddening law does not vary in a given (target) field to be calibrated; and 3) The values of reddening of stars spectroscopically targeted in the field are known. With those inputs, the SCR method can be used to determine the color zero point of the target field by performing a linear regression between the reddening values and the color offsets of those spectroscopically targeted stars in the field relative to the intrinsic values. In this way, the method brings the whole survey onto a uniform color scale. The method yields the reddening coefficients of the field simultaneously as a by-product. Compared to the SLR method, the SCR method is straightforward, model-free and can be applied to regions of different environments (Galactic halo or disk, low or high extinction) that are effectively covered by spectroscopic surveys. More importantly, given the facts that the stellar densities sampled by modern spectroscopic surveys such as the SDSS and LAMOST are typically about a few hundred per deg 2 , and a precision of 50 -100 K, 0.1 -0.25 dex and 0.05 -0.1 dex in atmospheric parameters T eff , log g and [Fe/H] has been routinely delivered by the modern stellar parameter pipelines, the SCR method is capable of achieving a color calibration accuracy of a few mmag.
We have applied the method to the SDSS Stripe 82 catalog carefully calibrated by I07, effectively the defining catalog of the SDSS photometric system with photometry internally consistent at the 1 per cent level. Using a total number of 23,759 stars spectroscopically targeted within the Stripe, we have mapped the small yet significant spatial variations of color calibration errors present in the catalog, achieving a remarkable improvement by a factor of 2 -3. The calibration errors of different colors are strongly correlated, and arise from the degeneracies intrinsic to the stellar locus method used by I07. Possible dependence of the errors on color and magnitude is also examined. Small but significant magnitude dependent errors are found for z-band for some CCDs. Such errors should be present in all SDSS photometric data. Our results are compared with those of I07 from a completely independent test based on the colors of red galaxies. The comparisons show that the SCR method have achieved a color calibration accuracy of about or better than 5 mmag in u − g, 3 mmag in g − r, and 2 mmag in r − i and i − z, respectively. The achieved uncertainties are only a factor of two times larger than those expected the random errors of color offsets. The accuracies are consistent with the small residuals of the calibration errors of the individual colors in I07 relative to the expected relations (cf. right panels in Fig. 10 ) and the improvements in determinations of reddening with the star pair technique. Given the power of the SCR method, applying the method to the existing imaging photometric data within the footprints of the existing SDSS and LAMOST surveys will significantly improve the color calibration accuracies of those photometric surveys, such as the SDSS, the Pan-STARRS1, the Xuyi Schmidt Telescope Photometric Survey of the Galactic anti-centre (XSTPS-GAC; Liu et al. 2014 ) and the Isaac Newton Telescope Photometric Hα Survey (IPHAS; Drew et al. 2005) . The method also provides a promising way to calibrate future large scale imaging surveys such as the LSST if there will also be new accompanying spectroscopic surveys in the southern hemisphere.
With colors calibrated to a few or even one mmag accuracy for the modern imaging surveys, it will greatly advance the fields of object classifications, studies of the large scale structures with the photometric redshifts and studies of the Galactic topographical structures. For example, Yuan et al. (2014b) provide metallicity dependent stellar loci in terms of the SDSS colors using the Stripe 82 photometric data recalibrated with the SCR method in the current work and find that the intrinsic widths of the stellar loci are at maximum of a few mmag if not zero. As a consequence of those unprecedented accurate stellar loci, the photometric data reveal clear signatures of stellar binarity. Based on the metallicity dependent stellar loci and using a subsample of the same set of data, Yuan et al. (2014c, submitted) present a model-free estimate of binary fraction for field FGK stars. Also based on the metallicity dependent stellar loci, Yuan et al. (2014d, to be submitted) develop a method capable of simultaneously determining reddening, metallicity, intrinsic colors, and distance for individual stars based on multi-band photometric data alone, thus opening up the possibilities of topographical studies of the Galactic disk(s) based on large scale photometric data alone (Yuan et al. 2014e, in preparation) .
The SCR method requires the reddening coefficients are constant for a given field. For this method, there are some degeneracies between the adopted reddening coefficients and the resultant color zero point offsets. In the Galactic disk, the reddening law may vary significantly on relatively small scales. We will investigate and map the spatial variations of reddening law across the Galactic disk in a forthcoming paper utilizing the LAMOST spectroscopic data.
The SCR method works best for objects cataloged from flat-fielded images. However, large scale smoothly varying errors in flat-fields can be detected and mapped using the method if there are sufficient number of spectroscopically targeted stars, as shown in the current paper.
As a closing remark, it is worth emphasizing that the red galaxies of well determined redshifts observed in modern large scale spectroscopic surveys can also serve as excellent color standards to perform independent ac- Comparisons of values of δ ext c (RA) as yielded by the SCR method proposed in the current work and those deduced based on the colors of red galaxies as given by I07. The first column plots the differences of δ ext c (RA) as yielded by the two approaches as a function of E(B − V ). Linear fits to the data are overplotted. The second column plots the differences as a function of RA before (black dots) and after (red dots) corrected for the dependence of the differences on E(B − V ). The dotted lines in the top panel of the second column delineate RA bins of I07. The third column plots histogram distributions of the differences. The lines are Gaussian fits to the distributions. The centre and sigma values are labelled. The forth column plots the same distributions after corrected for dependence of the differences on E(B − V ). 
