Abstract-CMAC is one useful learning technique that was developed two decades ago but yet lacks of adequate theoretical foundation. Most past studies focused on development of algorithms, improvement of the CMAC structure, and applications. Given a learning problem, very little about the CMAC learning behavior such as the convergence characteristics, effects of hash mapping, effects of memory size, the error bound, etc. can be analyzed or predicted. In this paper, we describe the CMAC technique with mathematical formulation and use the formulation to study the CMAC convergence properties. Both information retrieval and learning rules are described by algebraic equations in matrix form. Convergence characteristics and learning behaviors for the CMAC with and without hash mapping are investigated with the use of these equations and eigenvalues of some derived matrices. The formulation and results provide a foundation for further investigation of this technique.
NOMENCLATURE
Physical memory size. Number of elements in a complete block in CMAC; the same as the number of layers for input space quantization. Number of hypercubes; equal to for the case without hashing. Number of training samples. Stored datum for sample ; the output of CMAC. Target value of sample . Learning rate.
(without hashing) or (with hashing) vector of memory contents; the weight of CMAC. th memory element selection vector; it has 1's. memory element selection matrix (without hashing).
memory element selection matrix (with hashing). Defined as ; an matrix. Difference of memory content vectors in two consecutive iterations for sample .
; an matrix. Defined as ; an matrix. Scalar defined as . Any matrix.
I. INTRODUCTION C MAC [1] , [2] (stands for either cerebellar model articulation controller [3] , [4] or cerebellar model arithmetic computer [5] ) is one useful learning technique that was developed two decades ago [3] , [4] but yet lacks of adequate theoretical foundation. Most past studies focused on development of algorithms [6] - [12] , improvement of the CMAC structure [13] , [14] , and applications [15] - [25] . Very limited investigation on the fundamental theory has been done. Questions on the issues regarding the CMAC behavior are often raised by researchers. A thorough study on the CMAC learning behavior is needed to provide a better analytical tool for the technique. Regarding the convergence of learning, a proof has been done by Wong and Sideris [26] but is restricted to the case that the memory size is greater than the number of weights to be stored and no hash mapping is used. The proof by Parks and Miltizer [27] gives more complete result. They defined a Lyapunov function and used it to prove that CMAC learning converges to a limited cycle given that the learning rate equals to one. In this paper, we address the same problem. We clearly define the CMAC technique using mathematical formulation. Based on the formulation, we prove that memory contents of a CMAC structure either with or without hash mapping will converge to a limit cycle providing that the learning rate is between zero and two. The proof is completely based on the examination of the eigenvalues of a matrix describing the learning procedure. We have then further proved that while the number of learning iterations approaches to infinity and the learning rate approaches to zero, the learning result gives the least square error. This suggests that a procedure may reduce the learning rate to, for example, a half each time when the weight difference at the beginnings of two adjacent cycles is insignificant. Our formulation has a tight link with the CMAC structure as well as hashing, and thus provides a good foundation for further investigation of this technique.
We first introduce the CMAC technique in Section II. The mathematical formulation for CMAC technique is presented in Section III. Based on the formulation, in Section IV we prove the convergence of CMAC learning and in Section V we further prove that the learning results in the least square error if the learning rate approaches to zero. Conclusion is given in Section VI. While a large number of notations are used in the paper, we summarize them in the nomenclature for easier reference.
II. CMAC TECHNIQUE
CMAC is a learning structure that imitates the human cerebellum. In this technique, each state variable is quantized and the problem space is divided into discrete states. A vector of quantized input values specifies a discrete state and is used to generate addresses for retrieving information from memory for this state. Information is distributively stored. Fig. 1 illustrates the scheme. This simple example has two state variables ( and ) with each quantized into two discrete regions, called blocks. It is noted that the width of blocks affects the generalization capability of the CMAC. The number of blocks in CMAC is usually greater than two. However, to be able to illustrate the CMAC scheme and properties using manageable size of matrices later, we limit the number of blocks to two in this example. For , , , and are new hypercubes from the shifted regions. We restrict that hypercubes must be formed by the corresponding quantizations, e.g., the th way of quantization (see Fig. 1 ) for with the th way of quantization for . With this kind of decomposition, one can imagine that there are layers of hypercubes, where is the number of elements in a complete block. Hypercubes in the th layer are defined by the th way of quantization of both variables. Each state is covered by different hypercubes, one from each layer. The total number of blocks on an input and that of elements in a block determine the number of layers and the degree of generalization. The CMAC associates each hypercube to a physical memory element. Information for a discrete state is distributively stored in memory elements associated with hypercubes that cover this state.
Several hypercubes may be assigned the same memory element in order to reduce necessary memory space. This is done by hash mapping. Each hypercube is associated to an "arbitrary but deterministic" physical memory address. Hash mapping is needed only when memory space is not enough. It increases the difficulty in analyzing the CMAC behavior.
III. MATHEMATICS FOR CMAC LEARNING
We have briefly introduced the CMAC technique. In this section, we will present the mathematical formulation of the CMAC technique.
A. CMAC Without Hash Mapping
Information for a quantized state is distributively stored in memory locations. Assume that is the number of hypercubes; this is the same as the memory size in the case without hash mapping. Using the CMAC technique, a stored data can be mathematically expressed as
where indicates the vector of memory contents and is a memory element selection vector that has 1's. Note that after the way of block division (see Fig. 1 ) is determined, the vector for a specific quantized state is fixed. Considering the case with training samples, the stored data for these samples can be expressed in a matrix form as
For the CMAC structure in Fig. 1 , there are 16 discrete states with state numbers as assigned. Twelve memory elements associated with , ,
, and can be used. These elements are numbered in an ascending order from 1 to 12. Having one sample for each quantized state and assigning the sample number using its state number, the memory usage can be denoted by the numerical matrix as
The first row indicates that state 1 uses memory elements 1, 5, and 9 (corresponding to , , and ).
B. CMAC with Hash Mapping
Hash mapping may associate several hypercubes to a memory location. The case with the memory size smaller than the number of hypercubes is of more interests. Mathematically, the stored information can be expressed as
where is the physical memory size and is smaller than in this case; denotes that hypercube uses memory element . Since each hypercube is mapped to only one physical memory location, only one element in each row of the hashing matrix is one and all others are zero. Similar to (2), the equation for a set of training samples can be expressed as . . .
Equation (2) for the case without hash mapping and (5) for that with hash mapping can be combined into one as . . .
where with for the case without hash mapping for the case with hash mapping.
The following are numerical examples of and for the CMAC structure in Fig. 1 with given in (3):
In this paper, we restrict our consideration to that no two hypercubes used by a state are mapped to the same memory element (i.e., no element in is two or greater). This condition is easy to achieve while the number of hypercubes used by a state is usually much smaller than the memory size.
C. Learning
CMAC uses iterative learning to create information in memory. Although the practical CMAC learning may use exemplars chosen at random from the training set, it will be difficult or even not possible to study the learning convergence characteristics with samples provided in this way. Thus, in this study, we consider the case that a set of training data are repeatedly presented to the learning structure. The updating at the presentation of the th sample in the th iteration is expressed as (8) where subscripts and indicate the sample numbers, the superscript indicates the iteration number and is the target value of sample . Note that in (8) is the error for sample . Premultiplication by distributes the error into those memory elements used by the state of sample for updating. The vector gives the memory contents when the th sample is presented in the th iteration (before updating).
IV. LEARNING CONVERGENCE
Convergence in iterative learning with a set of training data repeatedly presented can be defined in two different ways. The first one is that the memory contents converge to a limit cycle; in this case the memory contents remain the same in different iterations at the time when the same sample is presented. This is illustrated in Fig. 2(a) . The variations in two iterations are the same (the vertical axis conceptually represents different memory contents). However, from sample to sample, memory contents still change. The second kind of convergence is the one that the variation vanishes as shown in Fig. 2(b) . When memory size is smaller than the number of data to be stored, the learning rate must be decreased to zero to make the variation vanish. We will examine the first kind of convergence and see if memory contents at the time when the th sample is presented can converge. If it converges, by gradually decreasing the learning rate, the second kind of convergence can be achieved.
With the use of (8), the difference of memory contents between two consecutive iterations is calculated as (9) Defining and will take care of the special case with in the above equation. For convenience, let us define (10) and (11) Since is the difference of memory contents between two consecutive iterations, to have the learning converge, must be a null vector and must be a null matrix.
With (9)- (11), the matrix can be derived as (12) For simplicity, let us further define that (13) With the definition, can be expressed as (14) must approach to the null matrix to have the learning converge. From (14) , it is noted that if equals zero for , the learning will converge. The following derivation provides a closer look at the inner product . It is noted that can be derived as
The vector , which is different from , is the updating at the time when sample is presented in the th iteration. From (8) , it is clear that (16a) Note that is a scalar. Using to denote it gives (16b)
With (15) and (16b), one can have
If equals zero for all 's, the expression in (17) will be null. This makes in (14) a null matrix and the learning converge. In the following, we will prove the convergence by proving that equals zero. Lemmas are used to help organize the proof.
Lemma 1: The matrix defined in (10) has the following properties.
Property 1: is a symmetric matrix. Proof: for Proof: This is directly from (19) and (20) . To provide a better insight into the properties in the above lemma, for the structure in Fig. 1 for the case without hash mapping [i.e., the matrix equals to in (2) ] is shown in (21) at the bottom of the next page. The learning rate is set to one to obtain the numerical matrix shown in (21) . for the case with hash mapping with given in (7) is also obtained as (22) It can be easily verified that all properties in Lemma 1 are satisfied for these two matrices. Lemma 2: If the learning rate is positive and less than two, for any matrix , the norm of row vector in will not be greater than that of row vector in .
Proof: Let and have (20) 
where is as defined in (19a) and (19b). To have the norm smaller than that of row vector of , we must have (24) This requires that (25) If the condition in (25) holds, from (23) and (24), we will have (26) Since is a product of 's as shown in (13), according to Lemma 2, the multiplication of any vector by will result in a vector with a smaller or equal norm. This induces that has no eigenvalue with its absolute value greater than one if
. Previous examples are used again to verify this conclusion. The eigenvalues of for the cases with and without hash mapping are eigenvalues eigenvalues respectively. Two eigenvalues of in the example without hash mapping equal one; they remain unchanged when the iteration number increases. All other eigenvalues have their absolute values smaller than one and decreased with the increased iteration number. A proof that for the CMAC without hash mapping will have at least one eigenvalue equal to one is given in Appendix A. For the given example, all eigenvalues with hash mapping have their absolute values smaller than one. Whether there will be eigenvalue one or not depends on the hashing mapping.
Note that equality in (26) holds only when equals zero [see (23) ]. This results in the following lemma.
Lemma 3: For , if the norm of row vector in equals to that of row vector in , then equals zero.
In the next two lemmas, we will prove that converges to a constant matrix as approaches to infinity.
Lemma 4:
any row of will be bounded and equal to same row of .
Proof: is a product of 's. From Lemma 2 any row of the same row of the same row of . . . the same row of the same row of (27) The norm of any row in , when increases, will never increase and is bounded. While the norm must be zero or positive, we can conclude that any row of the same row of (28) and, from (27) any row of the same row of the same row of . . . the same row of the same row of (29)
Lemma 5: For , as approaches to infinity, equals for and converges to a null or constant matrix.
Proof: The equalities in (29) will be used to prove that as approaches to infinity, etc. Let us first examine the explicit expression of and shown in (30) at the bottom of the page. The th row can be expressed as in (31), also shown at the bottom of the page.With the use of (19a) and (19b), the th element becomes (14) as approaches to infinity will be null and CMAC iterative learning converges. Numerical matrices given in Appendix B verify this lemma.
According to Lemmas 1-6, we conclude the following theorem.
Theorem 1: For either the case with hash mapping or without, CMAC iterative learning converges to a limit cycle [the first kind of convergence as shown in Fig. 2(a) ] if the learning rate is positive and less than two.
In our proof, we have shown that is a sufficient condition to guarantee the convergence to a limit cycle. Based on (8) , it can be shown that for , the error will be reduced and for , the error will change sign with its absolute value reduced. We summarize other observations from (8) below.
(1) If , there will be no learning since the weight will not change. (2) If , the weight is adjusted in a direction that has the error enlarged. (3) If , the weight is adjusted to have the error remain at the same level but with an opposite sign. (4) If , the error is changed sign and enlarged.
V. CONVERGENCE TO LEAST SQUARE ERROR
In the previous section, the learning convergence into a limit cycle has been proved. A further proof that the CMAC learning results in the least square error will be done below in Theorem 2.
Theorem 2: CMAC learning results in a least square error if the number of iterations approaches to infinity and the learning rate approaches to zero.
Proof: From (9), the weight can be derived as
With (14) and (15), (35) can be rewritten as
Using (8), (15) , and (16a), the above equation becomes
Further derivations on (for ) and (for ) in (37) give Consequently, (37) can be simplified as
Having the number of iterations approaches to infinity and the learning rate approaches to zero, the equation becomes The proof shows that the solution obtained by the CMAC learning is equivalent to the one obtained by , which gives the least square error. The convergence to the least square error requires that the learning rate approaches to zero. To obtain a near-least square error in practical applications, one can start with a larger learning rate (a value closer to one) and reduce it to smaller ones.
VI. CONCLUSION
It was proved that the iterative learning in a CMAC structure always converges no matter whether hash mapping is used or not. The difference of memory contents in two learning iterations when the same sample is presented was first expressed into a mathematical expression. The expression was then changed into a form . The convergence was proved by showing that equals zero if the learning rate is between zero and two. The learning converges to a limit cycle even when the memory size is smaller than the number of hypercubes in the CMAC. With the learning rate gradually reduced, the memory contents will converge to constant values. This may be implemented by reducing the learning rate to, for example, a half each time when the weight change in two adjacent cycles is smaller than a specified criterion. It has been proved that the learning gives the least square error if the number of iterations approaches to infinity and the learning rate approaches to zero. The formulation provides a foundation for further investigation on the CMAC technique. Lemma 9: has at least one eigenvalue greater than or equal to one.
APPENDIX
Proof: Otherwise all elements of will become zero and property 3 will not hold.
According to Lemmas 2 and 9, the for the CMAC without hash mapping will have at least one eigenvalue equal to one.
APPENDIX B EXAMPLES OF NUMERICAL MATRICES FOR
may converge to a constant matrix if there is an eigenvalue one. The numerical matrix of for the example without hash mapping in this paper is shown in (43) at the bottom of the page. The matrix does not converge to null. But two eigenvectors corresponding to eigenvalues one's are orthogonal to all and [See , (3) and (17)]. This makes in (14) converge to the null matrix. For the example with hash mapping, is shown in (44) at the bottom of the page. It has all elements converge toward zero. This is because that all eigenvalues in this example have their absolute values less than one.
