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Mean field approach, although a generally reliable tool that captures major short range corre-
lations, often fails in symmetric low dimensional strongly correlated electronic systems like those
described by the Hubbard model. In these situations a symmetry is “almost broken”. The problem
is linked to the restoration of the symmetry due to strong fluctuations (both quantum and thermal)
on all scales. The restoration of symmetry in statistical models of scalar “order parameter” fields
was treated recently successfully on the gaussian approximation level by symmetrization of the cor-
relators. Here the idea is extended to fermionic systems in which the order parameter is composite.
Furthermore the precision of the correlators can be improved perturbatively. Such a scheme (based
on covariant gaussian approximation) is demonstrated on the 1D and 2D one band Hubbard models
by comparison of the correlator with exact diagonalization and MC simulations respectively.
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2I. INTRODUCTION
Thermal and quantum fluctuations play a much larger role in low dimensional condensed matter systems than
in three dimensional ones. As a consequence, phase transitions to symmetry broken phases, exhibiting true long -
range order (LRO), like ferromagnet or antiferromagnet, are rare. In 2D only systems possessing discrete symmetries
can undergo finite temperature spontaneous symmetry breaking, while in 1D they are “forbidden” altogether. The
Mermin - Wagner theorem1,2 states that fluctuations for systems that have a continuous symmetry like the SU (2)
symmetric Heisenberg model are strong enough to destroy LRO at any nonzero temperature. The order parameter
locally exists, but averages out due to effective disordering of its “phase” over the sample. To be specific, in Heisenberg
ferromagnet, the average of local order parameter, the spin density,
〈
Si (r)
〉
= 0.
The symmetry therefore is not spontaneously broken in the low temperature phase (that strictly speaking there
is no “symmetry breaking transition” according to the Landau paradigm), yet the strong short range order (SRO)
is crucial for qualitative understanding of such systems ranging from high Tc cuprate superconductors to quan-
tum magnets. Despite vanishing expectation value (VEV) order parameter, the correlator of the order parameter,
P (r) =
〈
Si (r)Sj (0)
〉
, still characterizes well the short range order. Generally it describes the spin excitations in the
system although there are no Goldstone bosons demanded by the continuous symmetry breaking (via so called Ward
identities). At least naively, the symmetry is “almost” broken in a sense that the correlator typically decreases slowly
(“local order” extends to large sizes). This contrasts with that in true LRO phase in which the correlator approaches
a constant at large separation.
An approximate “mean field” description of such systems having “almost long range order” very often results
in various “spurious” broken phases. Within the Ginzburg - Landau - Wilson approach on the classical level, phase
diagrams contains host of “broken symmetry” solutions. Very often it is considered to be a failure of the approximation
scheme, be it the classical approximation, perturbation theory or a variational approach like the mean field. One
declares that the approximation is “not capable” or “fails to capture” the restoration of symmetry due to fluctuations
and is abandoned. Sometimes however an attempt was made to “repair” such an approximation by “symmetrization”
of the Green’s functions (GF) calculated starting with the symmetry broken solution.
In 2D statistical field theory of scalar fields the idea was attempted in the framework of the “shifted field” per-
turbation theory3. It worked well in models with discrete symmetries, but immediately ran into a problem of with
continuous symmetric SRO. Infrared divergencies appear at low dimensions due to Goldstone modes. However it
was shown that these “spurious” divergencies generally cancel4. In condensed matter physics a similar problem was
encountered in the context of thermal fluctuations of the Abrikosov vortex lattice that appears in type II supercon-
ductors in strong magnetic field. While calculating the spectrum of thermal excitations of the 2D Abrikosov vortex
lattice within the Ginzburg - Landau theory, it was noticed5 that the gapless mode is softer than the usual Goldstone
mode expected as a result of spontaneous breaking of translational invariance. At small k-vectors the correlator of
the superconducting order parameter field behaves as 1/k4. This unexpected additional softness leads to infrared
divergencies at higher orders. As a result, the perturbation theory around the vortex state became doubtful until it
was realized that these divergencies are also spurious6. After the cancellation was established, symmetrization of the
perturbative GF are a way to get reasonable results for structure functions7.
An interesting question is whether similar approach can be applied to strongly coupled electronic systems directly
on the microscopic level? The symmetry breaking in such models (like the Hubbard, Heisenberg etc) is necessarily
“dynamical” in a sense that the order parameter like the spin density in a ferromagnet mentioned above is quadratic
in the electron field (not linear as in appears in the Ginzburg - Landau bosonic description). Physically it means
that there is a condensation of fermionic pairs (excitons, Copper pairs...). Therefore generally these phases are not
approachable perturbatively and one has to either reexpress the theory it terms of a bosonic field (bosonization) or use
a nonperturbative method. The simplest variational approach for which the (spurious) dynamical symmetry breaking
can be described is the gaussian (or Hartree - Fock) covariant approximation described in detail for bosonic systems
in ref.8 and fermionic many - body systems in ref.9.
In this paper we propose a “symmetrization” method to study strongly interacting electronic systems with strong
LRO based on previous experience with statistical physics expressed via order parameter directly8. It is tested on the
benchmark models, the 1D and the 2D one band Hubbard models for which exact diagonalization and Monte Carlo
simulations are performed. The symmetrization idea for “almost broken” phases (sometimes qualitatively described
as “preformed” correlated domains of the low temperature phase or fluctuation dominated situations) is not new in
physics.
The paper is organized as follows. In Section II the problem with standard mean field type method in fermionic
theories (known under various names in different contexts as Hartree - Fock, BCS, exciton condensation...) is pre-
sented. The solution to the problem in the strong SRO case by symmetrization is proposed in Section III. Section IV
contains its application to the half filled or not half filled Hubbard model in D = 1, 2. One can further improve the
results expanding the self energy around the gaussian solution (so called gaussian perturbation theory). This is done
3in Section V. The results are compared with MC simulations in Section VI. Results are summarized in Section VII.
II. SPURIOUS MEAN FIELD SYMMETRY BREAKING IN FERMIONIC MODELS
A. Matsubara action for an interacting electron system
Let us start with a general model of interacting fermions described by Hamiltonian
H =
∑
rr′
{
−TABrr′ aA†r aBr′ +
1
2
Vr−r′aA†r a
A
r a
B†
r′ a
B
r′
}
. (1)
where the band (valley) and spin denoted collectively by index A. Summation over repeated indices is assumed. The
hopping amplitudes Trr′ typically extend to several nearest neighbours. The interaction V is assumed to be of the
two - body (four Fermi) density - density variety, appropriate to an effective description of many - body electronic
systems.
It is convenient for our purposes to describe it via path integral over a large number of Grassmanian variables ψAa .
To simplify notations, we initially lump position in space and Matsubara time into a = {a ≡ r, a0 ≡ t}. Translation
invariance in a is assumed. The Matsubara action corresponding to the Hamiltonian therefore is:
A = ψ∗Aa TABa−bψBb +
1
2
ψA∗a ψ
A
a V
AB
a−bψ
B∗
b ψ
B
b . (2)
V is symmetric under A ↔ B, a ↔ b. In modeling strongly interacting systems in real space one typically considers
hopping on a lattice with periodic boundary conditions in each direction. For simplicity we take a hypercubic lattice
with lattice spacing defining the unit of length and coordinates being integers 1, ..Ns, Matsubara time (discretized as
t = 1, ...Nt with time step τ = (TNt)
−1
) on the segment from 0 to T−1, where T is temperature. The fermionic field
is anti - periodic on the segment10.
Symmetry group G (discrete or continuous) that might be spontaneously broken consists of space - time independent
(unitary) linear transformations of the fermion field:
ψAa → UABψBa . (3)
As mentioned in Introduction, a general question arises. What happens when fluctuations destroy the long range
order, but an approximation incorrectly “restores” the LRO? In fermionic system the fermionic field cannot have
nonzero expectation value,
〈
ψAa
〉
= 0, so to approach “dynamical” SRO systems one can attempt to start with a
“mean field” variational solution of the order parameter quadratic in ψAa . An approximate Green’s function, the
expectation value,
GABa−b =
〈
ψ∗Aa ψ
B
b
〉
, (4)
is generally not invariant under the symmetry transformation,in the sense of
GABa−b 6= U∗AXUBYGXYa−b. (5)
It is considered as a failure of the approximation scheme: the approximation is “not capable” or “fails to capture”
the restoration of symmetry due to fluctuations. We try to take another shot at these cases. The simplest variational
approach for which the (spurious) dynamical symmetry breaking can be described is the gaussian (or Hartree - Fock)
covariant approximation described in detail for bosonic systems in ref. 8 and fermionic many - body systems in ref.
9.
B. Gap equation and its symmetry broken solutions
The HF variational GF is determined by the gap equation,
− [G−1]BA
b−a = −TABa−b − δa−bδAB
∑
x,X
V XAx−aG
XX
0 + V
AB
a−bG
BA
b−a, (6)
4where the Green’s function is a matrix with regard to indices A,B and a,b. In momentum space, defined by
ψAt,r =
√
T
NDs
∑Ns
k1,...kD=1
∑Nt
n=1
exp
[
i
(
pi
Nt
(2n+ 1) t+
2pi
Ns
k · r
)]
ψAn,k, (7)
the correlator is written as:
GABt−t′,r−r′ =
T
ND
∑
nk
exp
[
−i
(
pi
Nt
(2n+ 1) (t− t′) + 2pi
Ns
k· (r− r′)
)]
gABnk (8)
GABa,b =
T
ND
∑
χ
exp [−i (a− b) · χ] gABχ
where in the last line, a shorthand space - time notations,
∑
χ ≡
∑
nk and χ ≡
{
2pi
Nt
(n+ 1/2) , 2piNsk
}
,a = {t, r},
b = {t′, r′} were used, and a· χ = t× piNt (2n+ 1) + 2piNsk · r. Similarly it is convenient to define
TABa−b =
1
TN2t N
D
∑
χ
exp [i (a− b) · χ] tBAχ ; (9)
V ABa−b =
1
TN2t N
D
∑
χ
exp [i (a− b) · χ] vABχ .
Consequently the Fourier transform of the gap equation reads:
[
g−1ω
]BA
= −tBAω +
T
NDs
∑
χ
(
vABω−χg
BA
χ − δABvAXλ=0gXXχ
)
. (10)
where ω is also a shorthand space-time notation of the Fourier indices like χ. As an example let us consider the
simplest example of the “quantum dot”.
C. Spurious magnetic phase of the quantum dot
Let us consider the simplest Hamiltonian for a Pauli spinor ψA, with spin projections A =↑ (up), ↓ (down):
H = −µaA†aA + Ua↑†a↑a↓†a↓. (11)
This corresponds to the Matsubara action:
A =
∑Nt
t,s=1
{
ψA∗t T
AB
t−sψ
B
s + τUψ
∗
t ψ

tψ
↓∗
t ψ
↓
t
}
; (12)
TABt−s = δ
AB (δt+1−s − δt−s − δtsτµ) ,
where τ = (TNt)
−1
. Comparing the interaction term to that of the general action, Eq.(2), one identifies:
V ABt−s = τUδt−s. (13)
The time translation symmetry is fully utilized by using the Fourier transforms,
tABm = δ
ABεm; εm =
1
τ
(
exp
[
i
2pi
Nt
(m+ 1/2)
]
− 1
)
− µ; (14)
vABm = U .
The gap equation takes a simple form, [
g−1m
]BA
= −tBAm + ΣBA, (15)
5where the self energy,
ΣBA = UT
∑
X,m
(
gBAm − δABgXXm
)
, (16)
is frequency independent. The equation for the self energy thus becomes algebraic :
ΣAB = U
(
δAB
∑
X
nXX − nAB
)
. (17)
The four density components, nAB = T
∑
m g
AB
m , are variational parameters. We can narrow the search, if the residual
U (1) symmetry of spin rotations around the z axis is assumed (of course any other direction can be chosen). This
ensures that n↑↓ = n↓↑ = 0, and only two parameters are left, n↑↑ = n↑ and n↓↓ = n↓. Therefore one gets two
equations
gAAm = −
1
εm + UnA
, (18)
where the bar means the spin A reversal: ↑ =↓ and ↓ =↑.
The gap equation in terms of densities subsequently becomes algebraic:
nA = −T
∑
m
1
εm + UnA
= f
(
nA
)
. (19)
The last lines are the case of infinite Nt in which
εm = iωm − µ; (20)
ωm = piT (2m+ 1) ,
and the summation results in the Fermi-Dirac distribution
f
(
nA
) ≡ 1
exp [(UnA − µ) /T ] + 1 . (21)
The nonmagnetic solution, n↑ = n↓, is trivial at half filling, for which the electron-hole symmetry ensures n↑+n↓ = 1,
µ = U/2, n↑ = 1/2. As a result the HF GF is independent of coupling U :
gABm = δ
AB i
ωm
. (22)
This (imaginary part is the horizontal green segment in Fig. 1) deviates significantly from the exact value represented
by the red line.
The model at half filling has just one parameter u ≡ U/T . The magnetic solution with magnetization, M =
1
2
(
n↑ − n↓) = n↑ − 1/2, of the gap equation,
exp [uM ] =
1/2 +M
1/2−M , (23)
exists above the spurious second order transition point, uc = 4. We will use this toy model to exemplify the
symmetrization idea in the following Section.
III. SYMMETRIZED GREEN’S FUNCTIONS APPROACH
A. Qualitative description of the symmetrization
It was shown8 for the case of bosonic low dimensional models that in the strong coupling regime, where within
classical or gaussian approximation the symmetry is “spuriously broken”, the symmetrized nonsymmetric Green’s
functions is quite close to exact or Monte Carlo calculated result. It means that symmetrization of the GF effectively
takes into account highly correlated domains. Of course a more rigorous approach would divide the degrees of freedom
into two scales, large distance correlations, LRO and short distance correlations, SRO. It can be performed for certain
bosonic models using renormalization group ideas, especially when the Berezinskii - Kosterlitz - Thouless transition
6is involved. However such an approach is extremely complicated in fermionic models in which order parameter is
quadratic in fermionic operators (condensation of pairs). The simplistic symmetrization approach that does not
involve the explicit separation of scales, however is still effective, as we demonstrate in following Sections. The
symmetrization qualitatively takes into account the largest available scale by “averaging over” the global symmetry
group.
Here we generalize the approach to a general interacting fermionic model in which (on the mean field level) the
global (space and time independent) symmetry group G is spontaneously broken down to its subgroup H. The half
filled quantum dot of the previous Section can serve as a toy model in which for U > Uc = 4T the symmetry group
G = SU (2) (all the spin rotations, Eq.(5)) is“spontaneously broken” to its subgroup H = U (1) (rotations around an
axis determined by the breaking direction, in our case the z axis).
B. Formulation of the symmetrization approach
Generally an approximate GF is symmetrized using the so called invariant Haar measure over the group G11:〈
ψ∗A1a1 ...ψ
∗An
an ψ
B1
b1
...ψBnbn
〉
sym
=
∫
dU U∗A1X1 ...U∗AnXnUB1Y1 ...UBnYn (24)
× 〈ψ∗X1x1 ...ψ∗Xnxn ψY1y1 ...ψYnyn 〉 .
The mathematical definition of the measure dU for compact Lie groups is available in literature where it is shown
that it is unique. We provide here simple examples starting from G = U (1). In this case, the group elements are
described by a 2D rotation angle θ, and Haar measure is just angle average,
∫
dU f [U ] = 12pi
∫ 2pi
θ=0
dθf [θ]. In our case
G = SU (2), the integration over the group reduces to the following integral over three Euler angles parameterizing
rotations of the spin11:
∫
dU f [U ] = 1
(2pi)2
∫ pi
0
dψ sinψ
∫ pi
0
dθ sin2 θ
∫ 2pi
0
dϕ f [ψ, θ, ϕ]. Actually the integration over the
vacuum manifold G/H only (just two angles) is sufficient for most applications. For discrete groups the symmetrization
becomes a rather obvious summation over all the group elements.
We will need only the following basic G =SU (N) integrals12, for the fundamental representation∫
U∗AXUBY dU =
1
N
δABδXY , (25)
and ∫
U∗A1X1U∗A2X2UB1Y1UB2Y2dU (26)
=
1
N2 − 1
{
δA1B1δA2B2δX1Y1δX2Y2 + δA1B2δA2B1δX1Y2δX2Y1
− 1N
(
δA1B2δA2B1δX1Y1δX2Y2 + δA1B1δA2B2δX1Y2δX2Y1
) } .
As an example, let us symmetrize the one - body electron and the spin correlator that is a two - body correlator in
the single band Hubbard model. The symmetrized correlator reads:〈
ψ∗Aa ψ
B
b
〉
sym
=
∫
U∗AXUBY dU
〈
ψ∗Xa ψ
Y
b
〉
(27)
=
1
2
δABδXY
〈
ψ∗Xa ψ
Y
b
〉
=
1
2
δAB
(〈
ψ∗↑a ψ
↑
b
〉
+
〈
ψ∗↓a ψ
↓
b
〉)
.
The spin correlator has the following symmetrized form〈
SiaS
j
b
〉
sym
=
1
4
〈
ψ∗A1a σ
A1B1
i ψ
B1
a ψ
∗A2
b σ
A2B2
j ψ
B2
b
〉
sym
(28)
=
1
4
σA1B1i σ
A2B2
j
∫
U∗A1X1UB1Y1U∗A2X2UB2Y2dU
〈
ψ∗X1a ψ
Y1
a ψ
∗X2
b ψ
Y2
b
〉
.
Using the group integral of Eq.(26), one obtains〈
SiaS
j
b
〉
sym
=
1
12
σABi σ
BA
j
(〈
ψ∗Xa ψ
Y
a ψ
∗Y
b ψ
X
b
〉− 1
2
〈
ψ∗Xa ψ
X
a ψ
∗Y
b ψ
Y
b
〉)
(29)
=
1
6
δij
(〈
ψ∗Xa ψ
Y
a ψ
∗Y
b ψ
X
b
〉− 1
2
〈
ψ∗Xa ψ
X
a ψ
∗Y
b ψ
Y
b
〉)
.
7The density correlator on the other hand is already symmetrized:
〈nanb〉 =
〈
ψ∗Aa ψ
A
a ψ
∗B
b ψ
B
b
〉
sym
(30)
=
∫
U∗AX1UAY1U∗BX2UBY2dU
〈
ψ∗X1a ψ
Y1
a ψ
∗X2
b ψ
Y2
b
〉
=
〈
ψ∗Xa ψ
X
a ψ
∗Y
b ψ
Y
b
〉
.
Sometimes this is expressed in the Wigner - Eckart form that only symmetric quantities like
〈
ψ∗↑ψ↑
〉
+
〈
ψ∗↓ψ↓
〉
the
ones that can be calculated using the symmetrization approach4.
Before applying the procedure to the Hubbard model, let us exemplify advantages of the approach on the simplest
fermionic toy model in D = 0, where the symmetry restoration phenomenon is expected to be the strongest.
C. The toy model example
The quantum dot at half filling of the previous Section can be exactly solved9. The correlator (all the energies like
the coupling U are in units of T ):
gm =
ipi (2m+ 1)
pi2 (2m+ 1)
2
+ u2/4
, (31)
where Matsubara frequency is 2m + 1(T = 1 now). The symmetric (paramagnetic) solution result of Eq.(22),
gm =
i
pi(2m+1) , is independent of u and thus pretty bad everywhere but close to u = 0. The paramagnetic (green line)
and the exact (red line) correlators are given as functions of u in Fig.1 for m = 0, 1 (that is for Matsubara frequencies,
piT and 3piT on Fig.1a and b) respectively. The correlator grossly overestimates the exact one at the spurious critical
point uc = 4, marked in Fig.1 by a dashed black line.
The magnetic solution of Eq.(23), symmetrized according to Eq.(27) above, takes a form:
gABm = δ
ABgm; (32)
gm =
ipi (2m+ 1)
pi2 (2m+ 1)
2
+ u2 (n↓ − 1/2)2
.
The value of density n↓ here was calculated numerically by solving Eq.(23). It is given in Fig.1 as the dark green
line. One observes that, while the large u asymptotics is exact, at intermediate couplings the agreement is on the
10% level. The perturbative correction is also presented and in section IV we will discuss how one can perturbatively
improve the approximation (perturbative correction leading to the result represented by the violet line). The “almost”
broken phase symmetrized HF, Eq.(32) becomes asymptotically correct at large couplings. As Fig.1b demonstrates,
for higher Matsubara frequencies the approximation very fast becomes excellent in the whole range of parameters. Of
course the large m asymptotics is guaranteed.
Now we apply this method to more complicated solvable models of strongly interacting electron systems. The prime
example is the one band Hubbard model that describes qualitatively well several manufactured 2D quantum magnets
and 1D and 2D BEC systems.
IV. APPLICATION TO THE ANTIFERROMAGNETIC SRO IN THE HALF FILLED HUBBARD
MODEL
A. The Hubbard model.
The single band Hubbard model for strongly interacting electrons is defined on D dimensional hypercubic lattice
compactified in all directions into a circle of perimeter Ns. The tunneling amplitude to the neighbouring site is
denoted in literature by t. We chose it to be the unit of energy t = 1. Similarly the lattice spacing sets the unit of
length a = 1 and ~ = 1. The Hamiltonian is (restricting for notational simplicity to one band and D = 1, although
generalization to arbitrary D and other types of lattices is straightforward):
H =
∑Ns
x=1
{− (aα†x aαx+1 + h.c.)− µnx + Unxn↓x} . (33)
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FIG. 1. Imaginary part of the correlator for quantum dot at half filling in wide range of couplings u=U/T. Matsubara
frequency is ωn = piT (2n+ 1) = pi, at n = 0, T = 1. The red line is the exact result, the green line is the Hartree Fock result,
the darker green line is the symmetrized green function Eq.(32) for the magnetic phase, and the purple line is the perturbative
correction to gaussian approximation (PCGA) Eqs.(57),(58).
The chemical potential µ and the on - site repulsion energy U are therefore given in units of the hopping energy.
The spin index takes two values α =↑, ↓. The density and its spin components are nx = nx + n↓x with nαx ≡ aα†x aαx
respectively. It is well known that at half filling µ = U2 due to the particle - hole symmetry
13. Approximations we
will use are “covariant”9 and thus respect this restriction.
The discretized Matsubara action is10,
A = τ
∑
t,x
1
τ
(
ψα∗t+1,xψ
α
t,x − ψα∗t,xψαt,x
) − 1
2
(
ψα∗t,xψ
α
t,x+1 + ψ
α∗
t,xψ
α
t,x−1
)− µnx − Uψ∗t,xψ↓∗t,xψt,xψ↓t,x, (34)
where nt,r ≡ ψσ∗t,xψσt,x. Generally for D ≤ 2 and the nonabelian symmetry group symmetry fluctuations (quantum and
thermal) destroy numerous “mean field broken” phases, although previously attempted variational approaches like
the CGA at large coupling start from a “broken” phase solution of the minimization equations sometimes give a much
better result upon symmetrization. The start from recounting the well known HF gap equation and its paramagnetic
solution14.
B. The paramagnetic Hartree - Fock solution
The hopping matrix and interaction in frequency-momentum space of the corresponding Matsubara action, is:
tαβn,k = δ
αβtn,k; tn,k = εm − 2 cos
[
2pi
Ns
k
]
, (35)
vαβn,k = U .
The gap equation in paramagnet simplifies to
Σ = −U T
Ns
∑
m,k
gmk, (36)
and is solved numerically (for infinite Nt) for T = 0.2. For half filling, µ =
U
2 , the solution of the above equation is
Σ = U2 . The results for the imaginary part of the correlator gmk presented for Ns = 4 in Fig. 2 as the green line for
couplings not exceeding the spurious critical value of Uc ≈ 1.3335. Frequency is the lowest, n = 0 corresponding to
ω = piT , while quasimomentum k = 0 in Fig. 2 and k = Ns/4 = 1 (k - vector pi/ (2a) in physical units) in Fig. 3 but
post gaussian correction, or the perturbative correction to gaussian approximation, PCGA is good (PCGA theory
will be presented in Sec. VA). As for the quantum dot, it (case for Ns = 4 ) also does not compare well with the
exact diagonalization result (red line) for coupling that is not very small. The real part of the correlator on the Fermi
surface for k = pi/2 is zero.
Similar results are obtained for other physical quantities at D = 1, while generalization to 2D gives results presented
in Fig. 8 that will be commented below. The problem for U < Uc is easily remedied by a perturbative correction
described in Section IV.
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FIG. 2. Comparison of the exact correlator of a short Hubbard chain at temperature T = 0.2 with approximations in wide
range of couplings for ω = piT , k = 0. The approximations include the CGA (green lines, the para solution from Eq.(36),
darker green lines from Eq.(48)) that is symmetrized above the spurious transition at Uc = 1.33, and perturbative correction
to gaussian approximation (PCGA, purple lines).
C. Symmetrized anti - ferromagnetic Green’s function
1. Spin rotation and translation spurious symmetry breaking on the HF level
The spin SU (2) symmetry of the Hubbard model at half filling and large U is spontaneously broken on the HF level
to its U (1) subgroup chosen here as rotation around the z spin direction. Simultaneously the translation symmetry
is broken, so that two sublattices I = 1, 2 appear. Therefore translational symmetry becomes smaller with unit cell
index x′ = 1, ..., N ′ with N ′ = Ns/2. The position for the sublattice 1 is x = 2x′ − 1, while for sublattice 2 becomes
x = 2x′. The Matsubara action therefore is rearranged as a “folded” one:
A = τ
∑
t,x′
1
τ
(
ψIσ∗t−1,x′ψ
Iσ
t,x′ − ψIσ∗t,x′ψIσt,x′
)− ψIσ∗t,x′ σIJx ψJσt,x′ − 12ψIσ∗t,x′ (σIJx + iσIJy )ψJσt,x′−1 (37)
−1
2
ψIσ∗t,x′
(
σIJx − iσIJy
)
ψJσt,x′+1 −
U
2
nIi + Uψ
I∗
t,x′ψ
I↓∗
t,x′ψ
I
t,x′ψ
I↓
t,x′
Here summation over sublattice indices I, J is assumed. The Fourier transform now takes a form
ψIσ∗it =
√
T
N ′
∑N ′
k′=1
∑Nt
n=1
exp
[
i
(
−2pik
′
N ′
i− 2pi (n+ 1/2)
Nt
t
)]
ψIσ∗k′n (38)
folded integer quasimomentum k′ = 1, ..., N ′. The action becomes that of Eq.(2) with
t−1nk′ = δ
IJεn −
(
1 + cos
[
2pi
N ′
k′
])
σIJx − sin
[
2pi
N ′
k′
]
σIJy ; (39)
vJIαβnk′ = Uδ
IJ ,
where εn was defined in Eq.(14).
The gap equation, Eq.(6), now take the following form:
ΣIJαβ =
TU
N ′
δIJ
∑
nk′
(
δαβgIIκκnk′ − gIIβαnk′
)
= UδIJ
(
δαβnIIκκ − nIIβα) . (40)
As is well known, it is solved by the anti - ferromagnetic (AF) Ansatz
n11↑↑ = n22↓↓ = n1;n11↓↓ = n22↑↑ = n2; (41)
n11↑↓ = n11↓↑ = n22↑↓ = n22↓↑ = 0.
The resulting algebraic equations at infinite Nt are n1 + n2 = 1, and, defining magnetization, M = n1 − 12 ,
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FIG. 3. Comparison of the exact correlator of a short Hubbard chain at temperature T = 0.2 with approximations in wide
range of couplings for ω = piT , k = pi/2 at δµ = 0, 0.25, 1 from top to bottom. The approximations include the CGA (green
lines, the para solution from Eq.(36), darker green lines from Eq.(48)) that is symmetrized above the spurious transition at
Uc = 1.33, and perturbative correction to gaussian approximation in Fig.3a (PCGA, purple lines). The inset of Fig.3a is an
enlarged figure near the “critical coupling” region. Fig.3b and Fig.3c (δµ = 0.25, 1 respectively), the results for the CGA (green
lines for para solution, darker green lines from the symmetrized correlator) are present, the exact results are plotted as red
lines.
∑N ′
k′=1
1
ek′
tanh
[ek′
2T
]
=
Ns
U
; (42)
e2k′ = 4 cos
2
[
2pi
Ns
k′
]
+ (UM)
2
.
The spurious critical coupling therefore is:
Uc (T ) = 2Ns
∑N ′k′=1 cos−1
[
2pi
Ns
k′
]
tanh
2 cos
[
2pi
Ns
k′
]
2T

−1
. (43)
For particular cases shown in Figs. 2,3 and 5, we set Ns = 4 and 24 respectively. The values of the critical coupling
at temperature T = 0.2 are Uc = 1.3335 and Uc = 2.017 at half filling respectively.
The nonsymmetrized correlator is diagonal in spin, gIJ↑↓nk′ = g
IJ↓↑
nk′ = 0, due to the residual U (1) symmetry, so we
specify the spin α once:
gIJαnk′ =
1
e2k′ + ω
2
n
{(
1 + cos
[
2pi
N ′
k′
])
σIJx − sin
[
2pi
N ′
k′
]
σIJy + iωnδ
IJ − sgn [α]UMσIJz
}
. (44)
Here sgn [α] = σααz , namely +1 for ↑ and −1 for ↓. Recall that we have chosen the direction of magnetization at large
coupling in the spuriously broken phase to be parallel to the z spin direction. This should be symmetrized over all
the AF ground states.
2. Symmetrization
Then symmetry breaking pattern for the SU (2)→ U (1) for the paramagnet to AF involves simultaneous translation
symmetry breaking resulting in sublattices. Taking trace over spins and dividing by 2, the symmetrized frequency -
quasimomentum GF is:
〈
ψ∗↑nxψ
↑
ny
〉 ≈ 12 〈ψ∗σnxψσny〉AF = 12 (〈ψ∗↑nxψ↑ny〉AF + 〈ψ∗↓nxψ↓ny〉AF) (n is the Matsubara frequency,
x, y are the lattice coordinates)
gsymnk =
1
Ns
∑Ns
x,y=1
exp
[
2ipik
Ns
(x− y)
] 〈
ψ∗↑nxψ
↑
ny
〉
(45)
≈ 1
2Ns
∑Ns
x,y=1
exp
[
2ipik
Ns
(x− y)
] 〈
ψσ∗nxψ
aσ
ny
〉
AF
. (46)
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In sublattice notations this becomes:
〈
ψ∗↑nxψ
↑
ny
〉 ≈ 12 (〈ψ∗↑nxψ↑ny〉AF + 〈ψ∗↑nx+1ψ↑ny+1〉AF)
gsymnk =
1
4N ′
∑N ′
x′y′
exp
[
2ipik
N ′
(x′ − y′)
]{ 〈
ψ1σ∗nx′ ψ
1σ
ny′
〉
+ exp
[− ipikN ′ ] 〈ψ1σ∗nx′ ψ2σny′〉
+ exp
[
ipik
N ′
] 〈
ψ2σ∗nx′ ψ
1σ
ny′
〉
+
〈
ψ2σ∗nx′ ψ
2σ
ny′
〉 } (47)
=
1
4

〈
ψ1σ∗n,mod[k]ψ
1σ
n,mod[k]
〉
+ exp
[− ipikN ′ ] 〈ψ1σ∗n,mod[k]ψ2σn,mod[k]〉
+ exp
[
ipik
N ′
] 〈
ψ2σ∗n,mod[k]ψ
1σ
n,mod[k]
〉
+
〈
ψ2σ∗n,mod[k]ψ
2σ
n,mod[k]
〉 
=
1
4
{
g11σn,mod[k] + g
22σ
n,mod[k] + exp
[
−2ipik
Ns
]
g12σn,mod[k] + exp
[
2ipik
Ns
]
g21σn,mod[k]
}
,
where mod [k] = mod [k,N ′] = mod [k,Ns/2].
Substituting the solution of the gap equation, one finally obtains, for half filling:
gsymnk =
iωn + 2 cos
[
2pi
Ns
k
]
ω2n + e
2
mod[k]
. (48)
An example of results is compared with exact diagonalization for Ns = 4, T = 0.2 for n = 0 and k = 0, Ns/4
(corresponding to physical momentum pi/2) in Figs. 2 and 3a respectively. The symmetrized broken phase solution
(the dark green curve) for U > Uc (T ) provides a quite accurate approximant. It approaches the exact result at large
coupling although still incorrectly indicates the second order transition (see the cusps in inserts of both Figs. 2 and
3). The most problematic values of both the frequency, ω = piT and the quasimomentum k = 0 and Ns/4 (Fermi
surface) are chosen. The other physical quantities are discussed in Section VI.
A question arises. Since qualitative features are captured quite well by the symmetrized CGA except near the
spurious transition, can one improve upon this using the CGA as a starting point of a perturbation? This is attempted
next.
V. PERTURBATIVE IMPROVEMENT OF THE GAUSSIAN THEORY
A. General construction of the series
The covariant gaussian approximation can serve as a starting point for a perturbation theory around the Hartree -
Fock solution. In bosonic models the method was proposed in the context of strong thermal fluctuations in the mixed
state of superconductor under magnetic field15. One considers the quadratic form,
Ag = −ψA∗a
[
G−1
]BA
b−a ψ
B
b , (49)
as a “large” part of the action, while the difference between the models action Eq.(2) and it is “small”. The small part
is multiplied by a parameter α and the physical quantity is expanded in α to a certain order. After the calculation is
completed one sets α = 1.
The gaussian action for an interacting electron system is (as before the space index combined with time):
A = Ag + α∆A; (50)
∆A = 1
2
ψA∗a ψ
A
a V
AB
a−bψ
B∗
b ψ
B
b + ψ
A∗
a
(
TABa−b +
[
G−1
]BA
b−a
)
ψBb .
Integrands in the path integral are expanded as
e−(Ag+α∆A) = e−Ag
(
1− α∆A+ 1
2
α2 (∆A)2 + ..
)
. (51)
The correlator therefore is expanded to α as
〈
ψA∗a ψ
B
b
〉
=
∫
ψA∗a ψ
B
b e
−Ag
(
1− α∆A+ 12α2 (∆A)2
)
∫
e−Ag
(
1− α∆A+ 12α2 (∆A)2
) (52)
≈ GABab + α
〈
ψA∗a ψ
B
b ∆A
〉
con
+
α2
2
〈
ψA∗a ψ
B
b (∆A)2
〉
con
= GABab + α
2∆GABab .
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FIG. 4. Setting sun diagrams that contribute to PCGA. The directed lines are gaussian correlators, while the vertices are
“perturbative”.
The 〈...〉con average is understood in a diagrammatic representation of the gaussian integrals as in perturbation
theory10 (division by Z eliminates disconnected diagrams). Vanishing of the α term is tantamount to solution of the
gap equation, Eq.(6), as shown in ref.15 (no difference here between bosonic and fermionic models). GABab is the green
function of Gaussian (Hartree-Fock) approximation.
The correction to the Gaussian correlator GABab is (setting α = 1 and simplifying by repeated use of the gap equation)
∆GABab = G
AK
ak V
KL
kl G
NL
nl
(
GKNkn G
LM
lm −GKMkm GLNln
)
VMNmn G
MB
mb . (53)
It is known that within gaussian approximation the effective action is calculated much more precisely compared to
correlators16. The cumulant ( the inverse of the green function that is the second functional derivative of the effective
action with respect to field) within the first order is given by a simpler formula:[
(Gpg)
−1
]AB
ab
=
[
G−1
]AB
ab
+ ΣABab ; (54)
ΣABab = V
AL
al G
NL
nl
(
GABab G
LN
ln −GANan GLBlb
)
V BNbn .
Here ΣABab is self energy correction to the Gaussian correlator, and G
pg is the green function of post (perturbative
correction) gauss approximation (PCGA). Diagrammatically it can be represented as summation of all the “setting
sun” diagrams with lines representing the gaussian correlators, see Fig. 4.
As an example we calculate the first correction (“perturbed” or “setting sun” approximation) to the toy model
of Section II. For the QD model, substituting Eq.(13) into Eq.(54), one obtains (using the property of both the
paramagnetic and the ferromagnetic solutions that GAB is diagonal in spin due to the residual U (1) symmetry),
ΣAAab = τ
2U2GAAba G
AA
ab G
AA
ab . (55)
Transforming to frequencies, one obtains,
ΣAAn = T
2U2
∑
k,l
gAA−n+k+lg
AA
k g
AA
l , (56)
so that in paramagnet, Eq.(31), for infinite Nt,
[
γ−1CGA
]AB
= δABgCGA with
gCGAn = i
{
ωn + U
2T 2
∑∞
k,l=−∞
1
ωk+l−nωkωl
}−1
. (57)
The sum can be performed resulting in the exact expression given in Eq.(31). The calculation of the setting sun
correction in the magnetic phase is more complicated, however the result is simple (after symmetrization):
gpertn = iωn
U2/4 + ω2n
(2UMωn)
2
+ (2U2M2 − U2/4− ω2n)2
. (58)
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Here magnetic moment M is determined by the gap equation Eq.(23). The correlator of Eq.(58) is plotted as the
purple line in Fig. 1. The most difficult case of ω = piT is given in Fig.1. One observes that it significantly improves
the symmetrized CGA near the spurious transition at Uc (see inset), but is not effective at higher couplings. If U < Uc,
the perturbative correction turns out to be exact. The asymptotics for large coupling is correct and corrections are
exponential. The improvement is dramatic for larger frequencies, as can be seen from Fig.1b.
B. Perturbative correction to gaussian approximation in the Hubbard model
Applying the general formula for the setting sun corrected self energy, Eq.(54) in the anti - ferromagnetic phase of
the Hubbard model, one obtains:
ΣIJα =
T 2U2
N ′
∑
χ1,χ2
GIJχ1 G
↓IJ
χ2 G
↓JI
χ1+χ2−α, (59)
Σ↓IJα =
T 2U2
N ′
∑
χ1,χ2
G↓IJχ1 G
IJ
χ2 G
JI
χ1+χ2−α
where I, J are sublattice indices, α, χ indices are the combined indices of frequency and wavevector. Substituting the
HF anti - ferromagnetic solution of Eq.(42) in the matrix form the correlator is:
Gσnk =
1
ω2n + 4 cos
2
[
2pik
Ns
]
+M2U2
(
iωn + (−)σMU 1 + exp [4ipik/Ns]
1 + exp [−4ipik/Ns] iωn − (−)σMU
)
. (60)
where σ is the spin index, and for spin up σ = 1, spin down σ = 2. Using Eq.(54), the PCGA correlators are obtained
and the symmetrization of the PCGA correlators follows. The symmetrized PCGA correlators are plotted in the
different figures of the present paper using purple lines or points. The generalization to higher dimensions, different
dispersion relations/lattices, beyond half filling etc is straightforward.
These results are systematically compared with exact and Monte Carlo simulations in the 1D Hubbard model in
the next section and with 2D Hubbard model in Section V.
VI. COMPARISON WITH EXACT DIAGONALIZATION AND THE MONTE CARLO SIMULATION
OF THE HUBBARD MODEL
Exact solutions of strongly interacting electron systems are scarce. This especially true for Green’s function at finite
temperature. We use exact diagonalization17 in 1D for small lattice at any filling (standard and thus not described
here) and then utilize the determinant quantum Monte Carlo19 (DQMC, briefly described in Appendix) for half filling
only. Although the methodology has been extended recently to approach electronic systems beyond the half filling,
for the benchmarks purpose we stay with well established half filling domain for which the sign problem was shown
to be nonexistent.
A. Coupling and quasi - momentum dependence of the Green’s function of half filled Hubbard chain
In this subsection our analytic results are compared with exact diagonalization of the 1D half filling in the most
troublesome case of half filling (appears as red lines in figures). Results beyond half filling are in far better agreement
with exact even for deviation as small as δµ = µ − U/2 = 0.1. At half filling, the imaginary part of the Green’s
function at quasimomentum in the Γ point, k = 0, and on the Fermi surface k = 1 (corresponding to the physical
wave vector pi/2) is shown on Fig. 2 and Fig.3a respectively for Ns = 4. The results are for fixed temperature (in
units of hopping energy t = 1), Ns = 4, and at lowest Matsubara frequency ωn=0 = piT (by far the most difficult case,
as example of the simpler model demonstrates, see Fig.1). The range of couplings Uc < U < 12 is shown with inset
magnifying the region around the spurious critical value Uc = 1.3335 marked by the dashed line for T = 0.2 in Fig.
2 and Fig. 3a for T = 0.2, Ns = 4. All the calculations here are for infinite Nt. In Figs. 3a, 3b, 3c imaginary part of
the Green’s function at quasimomentum k = 1 (corresponding to the physical wave vector pi/2) is shown respectively
for δµ = 0, δµ = 0.25 and δµ = 1.
Below the spurious phase transition HF (green straight segment) deviates significantly from the exact diagonalization
result (red curve), especially near Uc. However well above Uc the symmetrized CGA result (green curve) compares
14
U=1
U=4
U=6
U=10MC
symCGA
PCGA
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.0
0.2
0.4
0.6
0.8
1.0
quasi-momentum k
n
k
FIG. 5. The quasi - momentum distribution function nk = 2T
∑
m
g (m, k) in half filled 1D Hubbard model (Ns = 24). factor 2
is due to spin summation. horizontal axis as k is quas-momentum, and quantized as in unit 2pi/Ns, and the plot range of k is
from 0 to pi. The results for CGA (green dots), and PCGA (purple dots) are plotted along with MC results (red lines).
well with the exact correlator. On the Fermi surface, k = pi/2, the perturbative improvement over the symmetrized
CGA (the purple curve in Figs.2, 3a) is significant not just near the spurious transition at Uc, but all the way to the
large U limit. The leading large U asymptotic, g = 4piTU2 (
2.51
U2 for T = 0.2) is captured correctly by both CGA and the
perturbatively improved CGA for both quasimomentum k = 0, pi/2. However the coefficient c of the subleading, c/U4,
correction (powers are even due to the particle - hole symmetry) is different. The exact one for k = 0 is c = 40.6, while
approximate are c = −24.1 and c = −8.5 for CGA and the perturbatively corrected CGA (PCGA) respectively. For
k = pi/2 the situation is similar: exact c = 86.0, while CGA and PCGA give c = 29.8 and c = −27.8 correspondingly.
The conclusion is that for very strong antiferromagnetic state the dominant correlation is antiferromagnetic and the
long range symmetrization is less important. The perturbation thus is not helpful in this respect. Its main advantage
is at intermediate couplings. The most important positive observation is that symmetrized mean field works better
beyond half filling.
However, in the case of QD, the large U limit expansion (polynomial expansion U−2k, k = 1, 2..) of the correlator
from Eq.(58) is the same as the exact one, and the difference between them is exponential small factor (e−0.5U ).
For large Ns the exact diagonalization is impossible and thus DQMC was used as a benchmark. We present next
comparison of the quasimomentum distribution for large enough chain, so that the continuum limit is reached.
B. Distribution of momenta in 1D Hubbard model
In Fig. 5 the coupling dependence of the distribution function nk of the Ns = 24 Hubbard chain are compared
with determinant quantum Monte Carlo simulation (red line), see Appendix for details. Temperature is again fixed
at T = 0.2, while couplings are U = 1, 4, 6, 10. The spurious transition occurs at Uc = 2.017 very close to the value
mean field transition point Uc = 2.0186 in the thermodynamic limit Ns = ∞, so that it essentially represents the
continuum limit. We use the infinite Nt limit for the symmetrized HF (green points) and PCGA (purple points).
One observes that at the weak coupling (U = 1) the agreement is excellent and the perturbation improves signifi-
cantly the gaussian result. The weak coupling limit comparison means that the MC simulation time slice corresponding
to Nt = 40 is precise enough. For an intermediate coupling above Uc (U = 4, 6) there are deviations of up to 10% at
certain momenta, that are only modestly corrected perturbatively. Finally at strong coupling (U = 10) the agreement
is good, but the perturbative correction does not help much.
C. Charge and spin correlators in 1D Hubbard model
In this subsection more complicated correlators of the Fermionic fields are compared with exact results on small
lattice and Monte Carlo simulations of the half filled model on larger ones.
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FIG. 6. The charge density correlator χρ = χρn,k dependence of U at T = 1., for frequency n = 0, momentum at k = 0. The
green curve is the Lindhard diagram result, and the purple curve contains in addition the next order correction to the Lindhard
diagram. The green curve and the purple curve in the inset are the ratios between the Lindhard result and the result including
the next order correction to the exact value respectively.
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FIG. 7. The spin correlator χsn =
〈−→
S n,x · −→S −n,x
〉
dependence of U at T = 1 for frequency n = 0. The green curve is the
Lindhard diagram result, and the purple curve contains in addition the next order correction to the Lindhard diagram.
In Fig. 6 the coupling dependence of the charge density correlator χρn,k = 〈nn,kn−n,−k〉 of the Ns = 4 Hubbard
chain at half filling is compared with the exact diagonalization (red line). The subindices n, k of nn,k corresponds to
Matsubara frequency ωn = piT (2n+ 1), k is the quasi-momentum, nn,k is the Fourier transformations of the density
nτ,x. Temperature is fixed at T = 1, frequency at n = 0, momentum at k = 0, while the coupling range is U = 0− 12.
The spurious transition occurs at Uc = 4.541. The symmetrized density correlator (the customary Lindhard diagram
with propagators given by the HF approximation, green lines) deviates from exact result near the spurious transition,
although it has a correct asymptotics at both weak and strong couplings.
The one vertex corrected symmetrized density correlator (purple points) does better. It is within 1% in the
“unbroken” phase (including the spurious transition point), and improves the intermediate region. Inset demonstrates
the ration of an approximate and the exact correlator at large coupling.
Another interesting correlator is the spin correlator χsn,k =
〈−→
S n,k · −→S −n,−k
〉
. The subindices n, k of
−→
S n,k corre-
sponds to Matsubara frequency ωn = piT (2n+ 1), k is the quasi-momentum, and
−→
S n,k is the Fourier transformations
of the spin
−→
S τ,x. Parameters Ns, T are the same as for the density correlator, frequency still at n = 0, but instead of
quasimomentum we take the coincident point correlator χsn =
〈−→
S n,x · −→S −n,x
〉
for n = 0. The results are presented
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FIG. 8. Imaginary part of the Green’s function G (τ,k) of half filled 2D Hubbard model at k = (pi, 0). The results for CGA
(green dots), and PCGA (purple dots) are plotted along with MC results (red lines).
in Fig. 7 as function of the coupling in the range U = 0 − 16. The approximation quality is approximately (a little
worse than density correlator) the same as in the previous case of the density correlator. For results of large Ns, we
will present the results in the future works.
D. Comparison of MC simulation with CGA in 2D Hubbard model
Calculations for half filled Hubbard model in 2D are completely analogous to those in 1D. In Fig. 8 the coupling
dependence of the Matsubara Green’s function at the point k = (pi, 0) on the Fermi surface is plotted as function of
Matsubara time. As was demonstrated in the previous subsection, momenta on the Fermi surface are most difficult
to describe. The temperature is fixed at T = 1, and only half of the period 0 < t < 1/ (2T ) is shown since the other
half is dictated by the symmetry. The number of space points was 144 with Ns = 12 in the DQMC simulation (red
line), while the time slice corresponds to Nt = 8, see more detailed description of methodology in Appendix. The
couplings, U = 1, 4, 6, 8, 12, were taken below and above the spurious mean field transition at Uc = 4.90. We use the
infinite Nt limit for the symmetrized HF (green points) and PCGA (purple points).
One observes that at the weak coupling (U = 1, 4) below Uc the agreement is excellent only if the HF (the green
vertical line) is perturbatively corrected as in 1D. The weak coupling limit comparison means that the MC simulation
time slice corresponding to Nt = 8 is precise enough. For an intermediate coupling just above Uc (U = 6) there are
significant deviations of up to 15% , that are not corrected perturbatively. Finally at a stronger couplings (U = 8, 12)
the agreement is good, but improvement (perturbative correction) does not help much.
VII. DISCUSSION AND CONCLUSIONS
To summarize, a mean field (Hartree-Fock) type approach, covariant gaussian approximation is adapted to include
strongly interacting low dimensional electronic systems in which symmetry is “restored” due to long range correlations.
Instead of using a complicated (typically renormalization group type) scale separation method, simple symmetrization
of correlators is employed to a covariant (preserving Ward - Takahashi identities) variant of the mean field (gaussian)
approximation. The short range correlations captured by the mean field are thus kept, while symmetry gets restored.
The solution can be systematically improved by addition of corrections to cumulant that are based on expansion
around the gaussian approximation. There are different variational Hartree-Fock methods18 which were applied
to study the strong correlated model, for example, the Hubbard model with success. However here we offered the
traditional (simple analytic) Hartree-Fock methods to calculate the correlators.
To test the scheme, it was applied to the correlator of the 1D and the 2D one band Hubbard models and compared to
exact diagonalization of relatively small systems (ED) and MC simulations at the half filling, where they are known to
be reliable. The comparison demonstrates the typical mean field precision of order 10% for all couplings. It is better for
weak and strong couplings (correct asymptotics) away from the Fermi level and higher frequencies. It should be noted
that the method generalizes well beyond half filling Hubbard model. The 2D Hubbard model beyond the half filling
17
that is being intensely studied recently in connection to strange metals and high Tc superconductivity (including by
the determinantal quantum Monte Carlo19 used here at half filling only). Apart from straightforward generalizations
to different symmetry groups describing for example Ising or XY quantum magnets, possible applications include
models describing phonon induced interactions like the Holstein model. For disordered matter, one can combine
replica field theory method with the method used in the present paper.
A natural question arises whether the symmetrization scheme can be applied to finer approximations beyond the
gaussian. Recently the covariant approximation method was generalized to include higher cumulants beyond the
quadratic9.
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Appendix A: Determinant Quantum Monte Carlo
The determinant quantum Monte Carlo (DQMC) method is an exact numerical tool to treat the correlated system.
To apply DQMC simulations in fermion system, a major obstacle is the notorious sign problem, which prevents DQMC
simulations from achieving a good numerical precision at low temperature and high interaction strength. However,
in the half-filled Hubbard model on a square lattice, the sign problem disappears due to the particle hole symmetry,
and this provide a wonderful opportunity to use the data of DQMC as the benchmark for our method.
The DQMC method that we use is based on Blankenbecler–Scalapino–Sugar (BSS) algorithm19. In this Appendix,
we present a brief introduction following previous work on the Hubbard model20. The Hamiltonian Eq.(33) can is
separated into H = H0 +HI where H0 is the hopping part and HI is includes the rest of terms in Eq.(33). In order
to calculate the grand partition function Z = Tr e−H/T , one need to use the Suzuki-Trotter decomposition scheme21,
to cast the quartic term into a bilinear form, and introduce a small parameter τ = (TNt)
−1
,
e−(H0+HI)/T =
(
eτH0+τHI
)Nt
=
(
eτH0eτHI
)Nt
+O
(
τ2U
)
. (A1)
Having separated the exponentials, we can decouple the quartic terms in HI by the Hubbard–Stratonovich (HS)
transformation,
e−Uτn↑n↓ =
1
2
e−
Uτ
2 n
∑
s=±1
e−sξ(n↑−n↓) =
1
2
∑
s=±1
∏
σ=↑,↓
e−(sgn[σ]sξ+
Uτ
2 )nσ , (A2)
where n ≡ n↑ + n↓. and the parameter ξ = arccosh
[
e|U |τ/2
]
. One can notice that the quartic terms are decoupled at
the cost of introducing an auxiliary field at every site and time slice. Upon replacing the on-site interaction on every
site of the space-time lattice by Eq. (A2), we obtain the sought of form in which only bilinear terms appear in the
exponential,
Z =
(
1
2
)NDs Nt
Tr
{s}
Nt∏
t=1
∏
σ=↑,↓
exp [−τH0] exp
[
−τ
∑
i
cσ†i V
σ
i (t)c
σ
i
]
(A3)
where the traces are over auxiliary Ising fields and over fermion occupancies on every site. The time-slice index t is
manifested in the HS field si(t) by
V σi (t) = sgn [σ]
ξ
τ
si(t) + µ− U
2
, (A4)
which are the elements of the Ns ×Ns diagonal matrix V σ(t). With bilinear forms in the exponential, the fermions
can be traced out explicitly,
Z =
(
1
2
)NDs Nt
Tr
{s}
∏
σ
det [1+ Bσ (Nt)B
σ (Nt − 1) . . .Bσ (1)] , (A5)
with Bσ (t) ≡ e−τKe−τV σ(t), in which the auxiliary Ising spins are implicitly included. The hopping terms in the
exponential are represented by an Ns ×Ns matrix K, with elements
Kij =
{
−1 if i and j are nearest neighbours,
0 otherwise.
(A6)
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The equal-‘time’ correlation function of the creation and the annihilation operators is:
〈cσi cσ†j 〉 =
1
Z Tr{s}Tr
[
cσi c
σ†
j
∏
t,σ
e−τKe−τV
σ(t)
]
. (A7)
Considering the fact that the fermions only interact with the auxiliary fields, it can be proved that Wick’s theorem22
holds for a fixed HS configuration20,23,24. Hence, the interesting physical expectations can be calculated in terms of
single-particle Green’s functions. In the ‘Heisenberg picture’, the time-dependent c operator is defined as,
c(t) ≡ etτH c e−tτH , (A8)
with the initial time set to be t = τ and c†(t) 6= [c(t)]†. Further, the unequal-time Green’s function, for t1 > t2, is
given by20
Gσij(t1; t2) ≡
〈
cσi (t1)c
σ†
j (t2)
〉
{s}
= [Bσ (t1)B
σ (t1 − 1) . . .Bσ (t2 + 1) gσ(t2 + 1)]ij , (A9)
in which the Green’s function matrix at the t-th time slice is defined as gσ(t) ≡ [1 + Aσ(t)]−1 with Aσ(t) ≡
Bσ (t− 1)Bσ (t− 2) . . .Bσ (1)Bσ (Nt) . . .Bσ (t).
In our simulations, 8000 sweeps were used to equilibrate the system. An additional 30000 sweeps were then made,
each of which generated a measurement. These measurements were split into ten bins which provide the basis of
coarse-grain averages and errors estimates based on standard deviations from the average. In the determinant QMC
method, a breakup of the discretized imaginary time evolution operator introduces a systematic error proportional to
τ2U (with τ = (TNt)
−1
being the imaginary time step). We have used τ = 0.125, which leads to negligible systematic
error (within a few percent). One of the authors had succeeded in using this technology to explore interesting physical
properties in various electronic systems25.
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