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Abstract
We construct all polynomial tau-functions of the BKP, DKP and MDKP
hierarches.
1 Introduction
In his seminal paper [8] M. Sato introduced the KP hierarchy of evolution equations
of Lax type
dL
dtn
= [(Ln)+, L], n = 1, 2, . . . , (1)
on the pseudodifferential operator L = ∂ + u1(t)∂
−1 + u2(t)∂−2 + . . ., where t =
(t1, t2, . . .) and ∂ =
∂
∂t1
. He introduced the corresponding tau-function τ(t) and
showed that any solution u1(t), u2(t), . . . of (1) can be expressed as a differential
polynomial in τ . He also showed that the tau-functions form an infinite Grass-
mann manifold of type A, and that the set of polynomial tau-functions includes all
Schur polynomials sλ(t), where λ ∈ Par, the set of partitions. His ideas have been
subsequently developed by his school in the series of papers, including [2], [3], [4],
[5].
The totality of polynomial tau-functions of the Kp hierarchy is a disjoint union
of Schubert cells
∐
λ∈Par Cλ, such that sλ(t) is the ”center” of Cλ. In our paper [7]
we proved, using the boson-fermion correspondence, that each Cλ can be obtained
from sλ(t) by shifts of the ti by certain constants.
In the papers [4], [5] the BKP and DKP hierarchies have been introduced along
the lines proposed by Sato for KP. In his papers [9] and [10] Y. You proved that the
Q-Schur polynomials are polynomial tau-functions of the BKP, DKP and MDKP
hierarchies. As in the KP case, these tau-functions are ”centers” of Schubert cells of
the infinite-dimensional orthogonal Grassmann manifold. In the present paper we
construct all polynomial tau-functions for the BKP, DKP and MDKP hierarchies in
each of the Schubert cells, using the boson-fermion correspondence of types B and
D [6].
Note that, as shown in [1], the CKP hierarchy has no polynomial tau-functions.
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2 The spin representation of b∞ and d∞ and the
BKP and DKP hierarchy in the fermionic pic-
ture
Consider the Lie algebra over C,
gl∞ = {(aij)i,j∈Z| all but a finite number of aij ∈ C are zero}.
The matrices Eij with (i, j)–th entry 1 and 0 elsewhere, for i, j ∈ Z form a basis.
Define on gl∞ the following two linear anti–involutions:
ιB(Ejk) = (−1)j+kE−k,−j ιD(Ejk) = E−k+1,−j+1.
Using these anti–involution we define the Lie algebras b∞ and d∞ as a subalgebra
of gl∞:
b∞ = {a ∈ gl∞|ιB(a) = −a}, d∞ = {a ∈ gl∞|ιD(a) = −a}.
The elements Fjk = E−j,k − (−1)j+kE−k,j = −(−1)j+kFkj, with j > k, respec-
tively Gj+ 1
2
,k− 1
2
= E−j,k − E−k+1,j+1 = −Gk− 1
2
,j+ 1
2
, with j ≥ k, form a basis of b∞,
respectively d∞. We have the following root space decomposition of b∞:
b∞ = h⊕
⊕
α∈∆B
+
(g−α ⊕ gα) , where h =
⊕
i>0
CF−i,i ,
∆B+ = {ǫi| i = 1, 2, . . .} ∪ {ǫi ± ǫj | i > j > 0}, g±ǫi = CF±i,0, gǫi±ǫj = CFi,±j .
The root space decomposition of d∞ is as follows:
d∞ = h⊕
⊕
α∈∆D+
(g−α ⊕ gα) , where h =
⊕
i>0
CG−i,i ,
∆D+ = {ǫi ± ǫj | i > j ≥ 0}, gǫi±ǫj = CGi+ 1
2
,±(j+ 1
2
).
We now describe the spin representation of b∞ and d∞. For this purpose we introduce
the Clifford algebras BCℓ and DCℓ as the associative algebras generated by the
vector space C∞ with basis φj, j ∈ Z, respectively j ∈ 12 + Z, and symmetric
bilinear forms
(φi, φj)B = (−1)iδi,−j, (φi, φj)D = δi,−j (2)
with defining relations
vw + wv = (v, w), v, w ∈ C∞ . (3)
We have a Z/2Z-gradation
BCℓ = BCℓ0 ⊕ BCℓ1, resp. DCℓ = DCℓ0 ⊕DCℓ1
where BCℓν (ν ∈ Z/2Z) is spanned by all products of s elements of C∞ with s ≡ ν
mod 2. We shall identify C∞ with its image in BCℓ and DCℓ.
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We define the spin module VB over BCℓ and VD over DCℓ as the irreducible
module with highest weight vector, the vacuum vector |0〉 6= 0, satisfying
φj |0〉 = 0 for j > 0,
where in the B-case we also assume that
φ0|0〉 = 1√
2
|0〉.
The elements φj1φj2 · · ·φjp|0〉 with j1 < j2 < · · · < jp < 0 form a basis of VB (here
all jk ∈ Z) and VD (here all jk ∈ 12 + Z). Then we obtain the representation of b∞,
respectively d∞, by
πB(Fjk) =
(−1)j
2
(φjφk − φkφj), resp. πD(Gjk) = 1
2
(φjφk − φkφj) .
It is irreducible in the B-case. If we restrict to d∞, the module splits into two
irreducible d∞-modules VD = V0 ⊕ V1, with highest weight vectors |0〉 and |1〉 =
φ− 1
2
|0〉.
From now on let G = B or D, we will write e.g. GCℓ for the corresponding
Clifford algebra.
It will be convenient also to introduce the opposite b∞ and d∞-module with
highest weight vector 〈0|, by
〈0|φ0 = 1√
2
〈0|, 〈0|φj = 0, for j < 0.
For d∞ we also have 〈1| = 〈0|φ 1
2
. The vacuum expectation value of a ∈ GCℓ is
defined as 〈0|a|0〉 ∈ C.
Given a non-isotropic vector α ∈ C∞ (i.e. (α, α) 6= 0), the associated reflection
rα is defined by
rα(v) = v − 2(α, v)
(α, α)
α.
Let GCℓ× denote the multiplicative group of invertible elements of the algebra GCℓ.
We denote by PinGC
∞ the subgroup of GCℓ× generated by all the elements a such
that aC∞a−1 = C∞ and let SpinGC
∞ = PinGC∞ ∩GCℓ0.
If α ∈ C∞ is a non-isotropic vector, then, by (3):
α−1 =
2α
(α, α)
, (4)
hence α ∈ GCℓ×, and from (3) we obtain
αvα−1 = −rα(v), (5)
hence α ∈ PinGC∞. We have a homomorphism T : PinGC∞ → B∞ or D∞, g 7→ Tg
defined by (v ∈ C∞):
Tg(v) = gvg
−1 ∈ C∞.
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Here B∞ or D∞ is the subgroup of the group
GL∞ = {(gij)i,j∈Z which are invertible and all but a finite number of gij−δij are 0},
consisting of elements which preserve the bilinear form (2). Thus, we have a projec-
tive representation of B∞ on VB and D∞ on VD.
The orthogonal G-Grassmannian is the collection of all linear subspaces
AnnGf = {v ∈ C∞ | vf = 0}, for all f ∈ O.
Each AnnGf is a maximal isotropic subspace of C
∞. In fact, the orthogonal Grass-
mannian is the collection of all maximal isotropic subspaces U of C∞ such that
φj ∈ U for all j >> 0.
Let us focus on the B-case first, which is well-known, see e.g. [4] or [9]. The
group B∞ is the subgroup of GL∞ generated by all −rα. Let O = (SpinBC∞) |0〉.
Since φ0 ∈ PinBC∞ and φ0|0〉 = 1√2 |0〉, one has that O = PinBC∞|0〉.
Let SB be the following operator on VB ⊗ VB:
SB =
∑
j∈Z
(−1)jφj ⊗ φ−j,
Then (see e.g. [6])
Theorem 1 If τ ∈ VB and τ 6= 0, then τ ∈ O if only if τ satisfies the equation
SB(τ ⊗ τ) = 1
2
τ ⊗ τ. (6)
Equation (6) is called the fermionic BKP hierarchy.
In the D-case, let O0 = (SpinDC∞) |0〉 and O1 = (SpinDC∞) |1〉. In this case,
let
SD =
∑
j∈ 1
2
+Z
φj ⊗ φ−j ,
Then (see e.g. [10] or [6])
Theorem 2 (a) If τ ∈ Vν and τ 6= 0, then τ ∈ Oν if only if τ satisfies the equation
SD(τ ⊗ τ) = 0 (7)
(b) A pair of non-zero DKP tau-functions τ0 ∈ O0 and τ1 ∈ O1 satisfies the modified
DKP hierarchy, i.e.,
SD(τ0 ⊗ τ1) = τ1 ⊗ τ0. (8)
if and only if
dim ((Ann τ0 +Ann τ1)/(Ann τ0 ∩ Ann τ1)) = 2 .
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If τ is a BKP (resp. DKP) tau-function and α ∈ C∞, then it is shown in [6],
Lemmas 2.1 and 2.2, that ατ is again a BKP (resp. DKP) tau-function. Hence,
since |0〉 is a tau-function,
v1v2 · · · vk|0〉 ∈ O ∪ {0} for any vi ∈ C∞ ,
v1v2 · · · v2ℓ|0〉 ∈ O0 ∪ {0} for any vi ∈ C∞ ,
v1v2 · · · v2ℓ+1|0〉 ∈ O1 ∪ {0} for any vi ∈ C∞ .
(9)
Without loss of generality we may choose, in every vj, the coefficient of the lowest
φn equal to 1, in other words we assume that all vj are of the form
B : vj = φ−λj +
∑
n<λj
a−n,jφ−n, with a−nj = 0 for n << 0,
D : vj = φ−λj− 12 +
∑
n<λj+
1
2
a−n,jφ−n, with a−nj = 0 for n << 0,
(10)
where the λj are positive integers in the B-case and non-negative integers for D.
We may also assume that λ1 > λ2 > · · · > λk.
3 Schubert cell decomposition of the orbit
For G = B, let W0 be the subgroup of the Weyl group generated by reflections in
the short roots ǫi, i.e. w ∈ W0 if and only if w(ǫj) = ±ǫj , where only finitely many
ǫj are mappped to −ǫj . There is a one to one correspondence between the set of all
strict partitions and the elements of W0. Namely, we associate to a strict partition
λ = (λ1, λ2, . . . , λk), i.e., λi > λi+1 the following element of W0: wλ(ǫλn) = −ǫλn for
n = 1, 2, . . . , k and all other ǫj fixed.
For G = D, let W0 be the subgroup of the Weyl group consisting of elements
w such that w(ǫj) = ±ǫj , now j ≥ 0 where only a finite even number of ǫj are
mappped to −ǫj . The correspondence with strict partitions as in the B-case is
almost the same, now we have an even number of parts, but the last one can be
zero, i.e., λ1 > λ2 > · · · > λ2k ≥ 0 corresponds to wλ(ǫλn) = −ǫλn n = 1, 2, . . . , 2k
and all other ǫj fixed. If we allow that a part is also 0, we call such a partition an
extended strict partition.
Let PB be the parabolic subgroup that corresponds to all long simple roots
ǫi+1 − ǫi, for i = 1, 2, . . . , i.e., PB corresponds to the roots ǫi − ǫj , ǫi + ǫj and ǫi
for i 6= j > 0, thus the corresponding root vectors annihilate the vacuum. Then we
have the Bruhat decomposition
B∞ =
⋃
w∈W0
UwwPB disjoint union, (11)
where Uwλ consists of all elements exp (
∑
α tαeα), where eα is a root vector corre-
sponding to α ∈ ∆+ such that wλ(−α) ∈ ∆+, and tα ∈ C.
For G = D we need two decompositions corresponding to a different parabolic
subgroups, viz P 0D and P
1
D, where both correspond to the simple roots ǫi+1 − ǫi for
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i ≥ together with ǫ1− ǫ0 for P 0D, respectively ǫ1+ ǫ0 for P 1D. Hence, these parabolics
correspond to the root vectors ǫi−ǫj and ǫi+ǫj , where i 6= j ≥ 0 for P 0D, respectively
ǫi − ǫj , where i 6= j > 0, ǫi + ǫj , where i > j ≥ 0 and ±ǫj − ǫ0 for P 1D. We have the
Bruhat decomposition
D∞ =
⋃
w∈W0
UwwP
i
D disjoint union, i = 0 or 1, (12)
where Uwλ consists of all elements exp (
∑
α tαeα), where eα is a root vector corre-
sponding to α ∈ ∆+ such that wλ(−α) ∈ ∆+, and tα ∈ C.
Using the Bruhat decompositions (11), respectively (12), and that PG|0〉 =
C×|0〉, respectively P iG|i〉 = C×|i〉, we obtain the Schubert cell decomposition of
O, O0 and O1:
O =
⋃
wλ∈W0
Uwλwλ|0〉 disjoint union,
Oi =
⋃
wλ∈W0
Uwλwλ|i〉 disjoint union, i = 0 or 1.
(13)
One has (see e.g. [9]):
wλ|0〉 = |λ〉 = φ−λ1φ−λ2 · · ·φ−λk |0〉 for G = B
and for G = D:
wλ|0〉 =|λ〉 = φ−λ1− 12φ−λ2− 12 · · ·φ−λ2k− 12 |0〉
wλ|1〉 =
{
|(λ1, . . . , λ2k, 0)〉 = φ−λ1− 12φ−λ2− 12 · · ·φ−λ2k− 12φ− 12 |0〉 if λ2k 6= 0
|(λ1, . . . , λ2k−1)〉 = φ−λ1− 12φ−λ2− 12 · · ·φ−λ2k−1− 12 |0〉 if λ2k = 0
Hence we have to calculate how an element of Uwλ acts on this vector. We describe
the case G = B, the case that G = D can be determined in a similar way. Note that
we should only take vectors eα such that eαwλ|0〉 is non-zero. So we may remove
all positive roots ǫj + ǫλn where j < λn and j 6∈ λ. Hence, we may assume that an
element of B∞ is of the form exp
(∑
α∈∆λ tαeα
)
, where
∆λ = {ǫλn , ǫλn−ǫj , ǫλn+ǫλm | n,m = 1, 2, . . . , k, 0 < j < λn, j 6= λn+1, λn+2, . . . , λk},
We have:
exp
(∑
α∈∆λ
tαeα
)
=exp
( ∑
1≤m<n≤k
tλm,λnφλmφλn
)
exp
(
k∑
n=1
∑
0<j<λn,j 6∈λ
t−j,λnφ−jφλn
)
×
exp
(
k∑
n=1
tλnφ0φλn
)
,
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Note that:
exp
( ∑
1≤m<n≤k
tλm,λnφλmφλn
)
=
∏
1≤m<n≤k
(1 + tλm,λnφλmφλn) ,
exp
(
k∑
n=1
∑
0<j<λn,j 6∈λ
t−j,λnφ−jφλn
)
=
k∏
n=1
∏
0<j<λn,j 6∈λ
(1 + t−j,λnφ−jφλn) ,
exp
(
k∑
n=1
tλnφ0φλn
)
=1 +
k∑
n=1
tλnφ0φλn .
Hence applying conjugation several times gives respectively(
1 +
k∑
n=1
tλnφ0φλn
)
φ−λi
(
1−
k∑
n=1
tλnφ0φλn
)
= φ−λi + (−1)λitλiφ0,
k∏
n=1
∏
0<j<λn,j 6∈λ
(1 + t−j,λnφ−jφλn)
(
φ−λi + (−1)λitλiφ0
) k∏
m=1
∏
0<j<λm,j 6∈λ
(1− t−j,λmφ−jφλm) =
φ−λi + (−1)λi
(
tλiφ0 +
∑
0<j<λi,j 6∈λ
t−j,λiφ−j
)
,
and
exp
(∑
α∈∆λ
tαeα
)
φ−λi exp
(
−
∑
α∈∆λ
tαeα
)
=
∏
1≤m<n≤k
(1 + tλm,λnφλmφλn)
(
φ−λi + (−1)λi
(
tλiφ0 +
∑
0<j<λi,j 6∈λ
t−j,λiφ−j
))
×
∏
1≤m<n≤k
(1− tλm,λnφλmφλn)
= φ−λi + (−1)λi
(
tλiφ0 +
∑
0<j<λi,j 6∈λ
t−j,λiφ−j +
∑
0<ℓ<i
tλℓ,λiφλℓ −
∑
i<ℓ≤k
tλi,λℓφλℓ
)
.
So for a strict partition λ = (λ1, λ2, · · ·λk) , let
Cλ = Uwλwλ|0〉 .
From the observation on Uwλ above, we find that the dimension of the corresponding
Schubert cell Cλ is |∆λ| = |λ|. Moreover, from the calculations above, we find that
the element (9) with vj given by (10) must be an element of Cλ. The calculations
for G = D can be done in a similar way. We thus obtain
Proposition 3 (a) Let SP be the set of strict partitions λ = (λ1, λ2, · · ·λk), i.e.,
λ1 > λ2 > · · · > λk > 0. Then
O =
⋃
λ∈SP
Cλ disjoint union,
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where
Cλ = {a
(
φ−λ1 +
∑
j>−λ1
aj1φj
)(
φ−λ2 +
∑
j>−λ2
aj2φj
)
· · ·
(
φ−λk +
∑
j>−λk
ajkφj
)
|0〉}
(14)
and a, ajℓ ∈ C, a 6= 0.
(b) Let ESP be the set of extended strict partitions λ = (λ1, λ2, · · ·λk), i.e., λ1 >
λ2 > · · · > λk ≥ 0, and let ESP0, respectively ESP1, be the subsets of ESP ,
consisting of extended strict partitions λ = (λ1, λ2, · · ·λk) with k even, respectively
odd. Then
Oi =
⋃
λ∈ESPi
Dλ (i = 0, 1),
where
Dλ = {a
(
φ−λ1− 12 +
∑
j>−λ1
aj1φj
)(
φ−λ2− 12 +
∑
j>−λ2
aj2φj
)
· · ·
(
φ−λk− 12 +
∑
j>−λk
ajkφj
)
|0〉}
(15)
and a, ajℓ ∈ C, for all 1 ≤ ℓ ≤ k and a 6= 0.
4 Vertex operators and the BKP hierarchy in the
bosonic picture
In this section we will describe the case that G = B, the case that G = D, will be
done in the next section.
Define the following two generating series:
φ(z) =
∑
j∈Z
φjz
−j , α(z) =
∑
k∈2Z+1
αkz
−k−1 =: φ(z)
φ(−z)
z
: .
Then one has (see e.g. [6] for details):
Theorem 4 ( [3])
φ(z) =
1√
2
exp(−
∑
k<0,odd
αk
k
z−k) exp(−
∑
k>0,odd
αk
k
z−k).
The neutral (twisted) boson-fermion correspondece consists of identifying the
space V with the space B = C[t1, t3, t5, . . .] via the vector space isomorphism σ :
F → B given by
σ(α−m1α−m2 . . . α−ms |0〉) = m1m2 . . .mstm1tm2 . . . tms .
The transported action of the operators αm is as follows
σα−mσ−1(p(t)) = mtmp(t),
σαmσ
−1(p(t)) = 2
∂p(t)
∂tm
.
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Then
σφ(z)σ−1 =
1
2
√
2eξ(t,z)e−η(t,z), where
ξ(t, z) =
∞∑
i=0
t2i+1z
2i+1, η(t, z) =
∞∑
i=0
2
2i+ 1
∂
∂t2i+1
z−2i−1.
We now rewrite the BKP hierarchy (6), using Resz=0dz
∑
j fjz
j = f−1. Namely,
by Theorem 1, we have that 0 6= τ(t) ∈ B is an element of σ(O) if and only if
Resz=0
dz
z
exp
∑
j>0,odd
tjz
j exp(−2
∑
j>0,odd
∂
∂tj
z−j
j
)τ
⊗ exp−
∑
j>0,odd
tjz
j exp(2
∑
j>0,odd
∂
∂tj
z−j
j
)τ = τ ⊗ τ .
(16)
Equation (16) is called the BKP hierarchy in the bosonic picture. It is straightfor-
ward, using change of variables and Taylor’s formula, to rewrite (16) into a generat-
ing series of Hirota bilinear equations on the tau-function (see e.g. [4]). However, we
will not do that here, but rather concentrate on obtaining polynomial tau-functions
of this hierarchy.
Define H(t) =
∑
j>0,odd
tj
2
αj . Since
e
∑
j>0,odd
tj
2
αje
− ∑
k<0,odd
αk
k
z−k
= e
∑
j>0,odd tjz
j
e
− ∑
k<0,odd
αk
k
z−k
e
∑
j>0,odd
tj
2
αj ,
one finds, using the expression for φ(z) of Theorem 4, that
eH(t)φ(z)e−H(t) = e
∑
j>0,odd tjz
j
φ(z), eH(t)|0〉 = |0〉 . (17)
Moreover,
τ(t) = σ(g|0〉) = 〈0|eH(t)g|0〉 . (18)
Let us calculate the following elements (cf. (9))
〈0|eH(t)v1v2 · · · vk|0〉 .
Define the elementary Schur polynomials si(t) by e
∑
∞
j=1 tjz
j
=
∑∞
i=0 si(t)z
i and let
t˜ = (t1, 0, t3, 0, t5, . . .). Let vj be of the form
vj = φ−λj +
∑
n<λj
a−njφ−n, with a−sj = 0 for s << 0 .
Since the map (s1(t), s2(t), . . . , sk(t)) : C
k → Ck is surjective (actually an isomor-
phism), one can find constants cj = (c1j, c2j , . . .) such that
1 +
∑
n<λj
a−njz
λj−n =
∞∑
k=0
sk(cj)z
k = e
∑
∞
i=1 cijz
i
.
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Using this and (17), we have
eH(t)vje
−H(t) = eH(t)

φ−λj +∑
n<λj
a−njφ−n

 e−H(t)
= Resz=0 e
H(t)φ(z)e−H(t)

z−λj−1 + ∑
n<λj
a−njz
−n−1

 dz
= Resz=0 φ(z)e
∑
ℓ,odd tℓz
ℓ

z−λj−1 + ∑
n<λj
a−njz
−n−1

 dz
= Resz=0 φ(z)e
∑
ℓ,odd tℓz
ℓ
z−λj−1e
∑
∞
i=1 cijz
i
dz
= Resz=0 φ(z)e
∑
ℓ,odd tℓz
ℓ+
∑
∞
i=1 cijz
i
z−λj−1dz
= Resz=0 φ(z)e
∑
∞
i=1(t˜i+cij)z
i
z−λj−1dz
= Resz=0 φ(z)
∞∑
ℓ=0
sℓ(t˜+ cj)z
ℓ−λj−1dz
=
∞∑
ℓ=0
sℓ(t˜+ cj)φℓ−λj := vj(t˜+ cj) .
(19)
Hence the BKP tau-function that corresponds to an element of the form (9) is the
vacuum expectation value
〈0|v1(t˜+ c1)v2(t˜ + c2) · · · vk(t˜ + ck)|0〉 . (20)
If k = 2ℓ, this expectation value is equal to (cf. the Appendix of [4] or [9])
〈0|v1(t˜+ c1)v2(t˜+ c2) · · · v2ℓ(t˜+ c2ℓ)|0〉 = Pf
(〈0|vi(t˜+ ci)vj(t˜+ cj)|0〉)ij . (21)
Here Pf stands for the Pfaffian of a 2ℓ× 2ℓ skewsymmetric matrix A = (aij):
Pf (A) =
∑
σ
sgn(σ)
ℓ∏
i=1
aσ(2i−1),σ(2i),
where we take the sum over all permutations σ for which σ(2i− 1) < σ(2i+ 1) and
σ(2i − 1) < σ(2i) for all 1 ≤ i ≤ ℓ. Note that in the Pfaffian of (21) we only take
products of vacuum expectation values 〈0|vi(t˜ + ci)vj(t˜ + cj)|0〉 with i < j. If k is
odd there is a problem, the vacuum expectation value is nonzero, but we cannot
relate this to a Pfaffian, since the Pfaffian of an odd skewsymmetric matrix is 0. We
solve this problem as follows. We can assume that k is always even; if k is odd, we
add the element vk+1 = φ0, since this only changes the vacuum expectation value
by a scalar factor:
〈0|eH(t)v1v2 · · · vkvk+1|0〉 = 〈0|eH(t)v1v2 · · · vkφ0|0〉 = 1√
2
〈0|eH(t)v1v2 · · · vk|0〉.
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In this way we get a vacuum expectation value of an even number of vj’s, which we
can relate to a Pfaffian which is nonzero. Hence, from now on we assume, without
loss of generality, that we have an even number of vj’s. This means that that such an
element is related to a strict partition λ = (λ1, λ2, . . . , λ2ℓ) with an even number of
parts, where the last part is allowed to be zero. We call such partition an extended
strict partitions. Clearly there is a bijection between the this set and the collection
of strict partitions.
Let
χλi,λj (ci, cj) = 〈0|vi(ci)vj(cj)|0〉 .
We have:
χλi,λj(ci, cj) =
∞∑
m=0
sm(ci)
∞∑
ℓ=0
sℓ(cj)〈0|φm−λiφℓ−λj |0〉
=
∞∑
m=λi
sm(ci)
λj∑
ℓ=0
sℓ(cj)〈0|φm−λiφℓ−λj |0〉
=
λj∑
ℓ=0
sλi+λj−ℓ(ci)sℓ(cj)〈0|φλj−ℓφℓ−λj |0〉 , .
Hence
χλi,λj(ci, cj) =
1
2
sλi(ci)sλj (cj) +
λj∑
ℓ=1
(−1)ℓsλi+ℓ(ci)sλj−ℓ(cj) . (22)
Above we assume that λi > λj ≥ 0; in this case we let χλj ,λi = −χλi,λj . This
function is zero if λj < 0.
As a result of Proposition 3 and the above considerations, we obtain the following
Theorem 5 All polynomial tau-functions of the BKP hierarchy are, up to a scalar
multiple, of the form
Pf
(
χλi,λj(t˜ + ci, t˜+ cj)
)
1≤i,j≤2n , (23)
where λ = (λ1, λ2, . . . , λ2n) is an extended strict partition, i.e., λ1 > λ2 > · · · >
λ2n ≥ 0, t˜ = (t1, 0, t3, 0, t5, 0, . . .), ci = (c1i, c2i, c3i, . . .) are constants, and χλi,λj is
given by (22).
Proof. According to Proposition 3, an element in the group orbit O corresponds to
an element in a Cλ for λ a strict partition. Thus, we have to determine the image of
the elements appearing in such a Cλ under the map σ which appears in the neutral
boson-fermion correspondence. According to (18) and the calculations (19), this is
equal to (20). Since we always may assume that k is even (for odd k we add the
element vk+1(t˜+ck+1) = φ0), using (21) we can express this in the Pfaffian. We thus
obtain the desired result.

If one puts all constants ci and cj in (23) equal to 0, one obtains the Q-Schur
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functions, giving a result of You [9] that all Q-Schur functions are tau-functions of
the BKP hierarchy.
Example 6 One of the polynomial tau-functions corresponding to the partition λ1 >
λ2 > λ3 > 0, corresponds to
v1v2v3|0〉 =
√
2v1v2v3φ0|0〉 .
Add λ4 = 0, then
σ(v1v2v3|0〉) =
√
2〈0|eH(t)v1v2v3φ0|0〉
=
√
2〈0|
∑
i
si(t˜+ c1)φi−λ1
∑
j
sj(t˜+ c2)φj−λ2
∑
ℓ
sℓ(t˜ + c3)φℓ−λ3φ0|0〉
=
√
2Pf
(
χλi,λj(t˜ + ci, t˜+ cj)
)
1≤i,j≤4
=
√
2(χλ1,λ2(t˜+ c1, t˜+ c2)χλ3,0(t˜+ c3, t˜)− χλ1,λ3(t˜+ c1, t˜ + c3)χλ2,0(t˜+ c2, t˜)+
+ χλ2,λ3(t˜+ c2, t˜+ c3)χλ1,0(t˜+ c1, t˜))
=
√
2(χλ1,λ2(t˜+ c1, t˜+ c2)sλ3(t˜+ c3)− χλ1,λ3(t˜+ c1, t˜ + c3)sλ2(t˜+ c2)+
+ χλ2,λ3(t˜+ c2, t˜+ c3)sλ1(t˜+ c1)) ,
since χλi,0(t˜ + ci, t˜) = sλi(t˜ + ci).
5 Vertex operators and the DKP hierarchy in the
bosonic picture
In the spirit of [10], we embed b∞ into d∞ by viewing b∞ as the fixed points of the
involution ι on DCℓ that sends φ± 1
2
to φ∓ 1
2
and fixes all other φ’s. Then,
b∞ = {x ∈ d∞| ι(x) = x}.
Define as in the B-case
φ(z) =
∑
j∈Z
φjz
−j :=
1√
2
(φ− 1
2
+ φ 1
2
) +
∞∑
i=1
(
φ−i− 1
2
zi + (−1)iφi+ 1
2
z−i)
)
,
α(z) =
∑
k∈2Z+1
αkz
−k−1 =: φ(z)
φ(−z)
z
: .
There is a slight difference with the B-case in the sense that VD = V0⊕ V1 and that
σ(VD) = C[θ, t1, t3, . . .], where θ ia a Grassmann variable,
i.e., θ2 = 0 and θ commutes with all ti. Then,
σφ(z)σ−1 =
1√
2
(
θ +
∂
∂θ
)
eξ(t,z)e−η(t,z), σ
φ− 1
2
− φ 1
2√
2
σ−1 =
θ − ∂
∂θ√
2
.
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Hence,
SD = SB − 1
2
(
θ − ∂
∂θ
)
⊗
(
θ − ∂
∂θ
)
Hence equation (6) turns into (16) for τ = τ0(t) or τ = τ1(t)θ and (8) turns into
Resz=0
dz
z
exp
( ∑
j>0,odd
tjz
j
)
exp
(
−2
∑
j>0,odd
∂
∂tj
z−j
j
)
τ0
⊗ exp
(
−
∑
j>0,odd
tjz
j
)
exp
(
2
∑
j>0,odd
∂
∂tj
z−j
j
)
τ1 = τ1 ⊗ τ0 .
(24)
We now want to determine τ0(t) = σ(v1v2 · · · v2ℓ|0〉) and τ1(t)θ = σ(v1v2 · · · v2ℓ+1|0〉)
where vi is given by (10). As in the BKP case,
τ0(t) = 〈0|eH(t)v1v2 · · · v2ℓ|0〉, τ1(t) = 〈0|φ 1
2
eH(t)v1v2 · · · v2ℓ+1|0〉 =
Now
vj = φ−λj− 12 +
∑
n<λj
a−n− 1
2
,jφ−n− 1
2
= φ−λj +
∑
λj>n∈Z
b−n,jφ−n + bj(φ− 1
2
− φ 1
2
)
= Resz=0 φ(z)

z−λj−1 +∑
n<λj
b−njz
−n−1

 dz + bj(φ− 1
2
− φ 1
2
) ,
where for k ≥ 1:
b−k,j = a−k− 1
2
,j, bk,j = (−1)kak+ 1
2
,j, b0,j =
1√
2
(a 1
2
,j + a− 1
2
,j), bj =
1
2
(a− 1
2
,j − a 1
2
,j) .
Then similarly to the calculations in (19), we obtain
eH(t)vje
−H(t) = Resz=0 e
H(t)φ(z)e−H(t)

z−λj−1 + ∑
n<λj
b−njz
−n−1

 dz + bj(φ− 1
2
− φ 1
2
)
= Resz=0 φ(z)e
∑
ℓ,odd tℓz
ℓ

z−λj−1 +∑
n<λj
b−njz
−n−1

 dz + bj(φ− 1
2
− φ 1
2
)
=
∞∑
ℓ=0
sℓ(t˜+ cj)φℓ−λj + bj(φ− 1
2
− φ 1
2
) := vj(t˜+ cj ; bj) .
(25)
Define, in a similar way as for G = B for i < j hence λi > λj:
ρλi,λj(ci, cj ; bi, bj) = 〈0|vi(ci; bi)vj(cj ; bj)|0〉 .
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We have:
ρλi,λj(ci, cj; bi, bj)
=〈0|
( ∞∑
m=0
sm(ci)φm−λi + bi(φ− 1
2
− φ 1
2
)
)( ∞∑
ℓ=0
sℓ(cj)φℓ−λj + bj(φ− 1
2
− φ 1
2
)
)
|0〉
=bjsλi(ci)〈0|φ0φ− 1
2
|0〉 − bisλj (cj)〈0|φ 1
2
φ0|0〉 − bibj〈0|φ 1
2
φ− 1
2
|0〉
+
∞∑
m=λi
sm(ci)
λj∑
ℓ=0
sℓ(cj)〈0|φm−λiφℓ−λj |0〉
=
(
sλi(ci)−
√
2bi
)(
sλj (ci) +
√
2bj
)
〈0|φ0φ0|0〉
+
λj−1∑
ℓ=0
sλi+λj−ℓ(ci)sℓ(cj)〈0|φλj−ℓφℓ−λj |0〉 .
Hence
ρλi,λj (ci, cj; bi, bj) =
(
sλi(ci)√
2
− bi
)(
sλj (cj)√
2
+ bj
)
+
λj∑
ℓ=1
(−1)ℓsλi+ℓ(ci)sλj−ℓ(cj) .
(26)
Define
ρλj (cj ; bj) = 〈0|φ 1
2
vj(cj; bj)|0〉 ,
then
ρλj (cj; bj) = sλj (cj)〈0|φ 1
2
φ0|0〉+ bj〈0|φ 1
2
φ− 1
2
|0〉 = sλj (cj)√
2
+ bj . (27)
Thus we proved the following theorem.
Theorem 7 Let t˜ = (t1, 0, t3, 0, t5, 0, . . .) and ci = (c1i, c2i, c3i, . . .) and bi be con-
stants. Denote by c˜j = t˜+ cj = (t1 + c1j , c2j, t3 + c3j, c4j , · · · ).
(a) All polynomial tau-functions in V0 of the DKP hierarchy are, up to a scalar
multiple, of the form
ρλ(t˜; c1, . . . , c2n; b1, . . . b2n) := Pf
(
ρλi,λj (c˜i, c˜j; bi, bj)
)
1≤i,j≤2n , (28)
where λ = (λ1, λ2, . . . , λ2n) is an extended strict partition, i.e., λ1 > λ2 > · · · >
λ2n ≥ 0, and ρλi,λj is given by (26).
(b) All polynomial tau-functions in V1 of the DKP hierarchy are, up to a scalar
multiple, of the form
ρλ(t˜; c1, . . . , c2n+1; b1, . . . b2n+1) := Pf (A), (29)
where A is a (2n+ 2)× (2n+ 2) skewsymmetric matrix, whose k-th row is equal to(−ρλk(c˜k; bb),−ρλ1,λk(c˜1, c˜k; b1, bk), · · · ,−ρλk−1,λk(c˜k−1, c˜k; bk−1, bk), 0,
ρλk ,λk+1(c˜k, c˜k+1; bk, bk+1), · · · , ρλk,λ2n+1(c˜k, c˜2n+1; bk, b2n+1)
)
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Again λ = (λ1, λ2, . . . , λ2n+1) is an extended strict partition, i.e., λ1 > λ2 > · · · >
λ2n+1 ≥ 0, t˜ = (t1, 0, t3, 0, t5, 0, . . .), ci = (c1i, c2i, c3i, . . .) and bi are constants, and
ρλi,λj is given by (26) and ρλi is given by (27).
(c) Let a0, a1 ∈ C. All polynomial tau functions of the MDKP hierarchy are pairs
(τ0, τ1), with either
τ0 = a0ρ(λ1,...λj−1,λj+1,...,λ2n+1)(t˜; c1, . . . , cj−1, cj+1, . . . , c2n+1; b1, . . . , bj−1, bj+1, . . . , b2n+1),
τ1 = a1ρλ1,...,λ2n+1)(t˜; c1, . . . , c2n+1; b1, . . . b2n+1),
(30)
or
τ0 = a0ρλ1,...,λ2n)(t˜; c1, . . . , c2n; b1, . . . , b2n),
τ1 = a1ρ(λ1,...λj−1,λj+1,...,λ2n)(t˜; c1, . . . , cj−1, cj+1, . . . , c2n; b1, . . . , bj−1, bj+1, . . . , b2n).
(31)
Theorem 7 generalizes the results of Y. You [10], that Q-Schur functions are poly-
nomial tau-functions of the DKP and MDKP hierarchies.
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