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1. INTRODUCTION 
Consider the following continuous time programming problem: 
Maximize P(z) = I’ $(z(t), t) dt 
0 
P> 
subject o 
0 < P(z(t), t) = c(t) + 1; k(t, s) g(z(s), s) ds 
and 
z(t) > 0, O<t<T, (2) 
where z E LF[O, T], that is, z is an n-dimensional vector function with each 
component bounded and Lebesgue measurable on [0, T], T finite; 
f(z(t), t) E I?” and g(z(t), t) E IR”; c(t) and k(t, s) are, respectively, m X 1 
212 
0022-247X/84 $3.00 
Copyright 0 1984 by Academic Press, Inc. 
All rights of reproduction in my form reserved. 
CONTINUOUSPROGRAMMING 213 
and m x p time-dependent matrices whose entries are bounded and 
measurable on [0, T] and [0, T] x [0, T]; and ((m , t) is a scalar function, 
concave and continuously differentiable in its first argument throughout 
[0, T]. In addition each component of -f and g is a scalar function, concave 
and differentiable in its first argument hroughout [0, T]. 
Concavity is customarily invoked in establishing duality theory for 
problems of this type. Mond and Weir [l] have recently presented, in finite- 
dimensional programming, a new duality theorem in which the concavity 
condition is relaxed. We generalize this result to apply to the above problem 
(P). This generalization is based on the Kuhn-Tucker theorem for problem 
(P) given by Reiland [2]. As a set of necessary conditions the Kuhn-Tucker 
theorem does not require concavity. In the following we use the notation of 
Reiland. 
2. DEFINITIONS AND NOTATION 
For each z E LF[O, T] which is feasible for (P) define D(z) to be the set 
of functions y E Lp[O, T] for which there exists a scalar u > 0 such that 
z(t) + v(4 > 0 a.e. in [0, T], 
and 
F(z + sy, t) > 0 a.e. in [0, T], 
for 0 < s < cr. 
For each z E L,“[O, T] which is feasible for (P) define g(z) to be the set 
of functions y E Lz[O, T] for which 
YkW 2 0 a.e. in T,,(z), k = l,..., n, 
and 
Y’(l) vFi(z, t, 2 O a.e. in TZi(z), i = l,..., m, 
where 
and 
T,,(z) = {t E [O, T]: Z&) = O), k = l,..., n, 
T*i(z) = {t E [O, T]: F,(z, t) = O}, i = I,..., m. 
Problem (P) is said to satisfy the constraint qualzjkation if the problem is 
feasible and if 
D(F) = cqf), 
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where Z is an optimal solution to (P) and where D(f) is the closure of D(F) 
under the norm on Lz [0, T]. 
Let A(+) and J(., e) be N x )1 matrices, where N = m + it, with components 
in L ’ [0, T] and L ’ { [0, T] x (0, T] }, respectively, and define Q: L ,” [0, T] x 
[0, T] + lRN by 
andR:LF[O,T]x [O,T]+W’by 
qx, t) =~‘(t) x(t) - j=J’(s, t)x(s) ds. 
t 
Define the bounded linear operators 
3: Lff[O, T] --t {L;(o, T])“, 
where * denotes the dual space, and 
9: L?[O, T] --) LA[O, T] 
by 
P(Y))@) = Q(Y, f), O<t<T, 
VW>)(t) = R(x, 0, O<t<T. 
Define I’ and I* to be, respectively, the n X n and m x m time-dependent 
matrices 
I’(t) = diag{Z,Jt)}L,, O<t<T, 
and 
I’(t) = diag{ZTZi(f)JCI, O<t<T, 
where I,Jt) and JrJf) are the indicator functions of the sets T,, and T,i. 
Define the following regularity conditions: 
The set N(9) z {x E Lc[O, T]: 9(x) = 0 E Li[O, T]} is of finite 
dimension, and S(Lg[O, T]) is closed, where A(f) and J(t, s) are taken as 
A(t) = 
I*(t) VW), q 1 -I’(t) ’ O<t<T, 
and 
J(t, s) = 
I”(f) H(z; t, s) 1 on ’ O<s<t<T, 
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where 
H(z, 1, s) = k(t, s)[Vg(z(s), s)]. 
Define the following Slater condition: 
There exists z* E LF(O, 7’) such that 
and 
z*(t) > 0, O<t,<T, 
Vf(qt), t) z*(t) < F(z; t) - f’(C) vqz, t) 
+jn;H(Kf,s)z*(s)ds, O<t<T. 
3. KUHN-TUCKER THEOREM 
If .F is an optimal solution to (P) then under the constraint qualification, 
the regularity conditions and the Slater condition, there exists a G E LF[O, T] 
such that 
G(t) > 0 a.e. in [0, T], 
F*(z; I+, t) + V@((t), t) < 0 a.e. in [0, T], 
I 
T 
G’(t) F(F, t) dt = 0, 
0 
I 
T 
z’(t){F*(z; G, t) + V@(t), t)) dt = 0, 
0 
where 
E;*(z, w, t) =I’ [Vg(z(t), t)]’ k’(s, t) w(s) ds 
: [VW), 41’ 40, O(t<T. 
Using this Kuhn-Tucker theorem Reiland established uality between (P) 
and the following dual 
Minimize I : ww9 0 + w’(t) m4~)~ 0 
- u’(t>[F*(~, w, t) + V(@(O, 01) df Pl) 
409/104/l-15 
216 
subject o 
WEIR, HANSON, AND MOND 
F*(u, w, t) + [Vqw), t)] < 0, O<t,<T, 
w(t) > 0, O<t<T. 
4. DUALITY 
Consider now the problem (P) with -f and g concave but with $ 
pseudoconcave, that is, 
I or (44 - u(t))’ V#(W, 4 dt 
< 0 * j’ qWt), t) dt G j’ q+@(t), t) dt. 
0 0 
We will show that the following problem is a dual to (P) 
subject o 
Minimize J oT O(W t> dt 
F”(f.4 w, t) + Vqqu(t), t) < 0, O<t<T, 
I ’ {w’(t>F(u(t), t) - u’(t>[F*(u, w, t) + V&4), t)]} dt GO, 0 
and 
WI 
(3) 
(4) 
(5) 
THEOREM (Weak Duality). If z and (u, w) are feasible solutions for (P) 
and (D2), respectively, then 
supremum(P) < infimum(D2). 
Proof. 
I T {w’(t) F(z(t), t) - w’(t) quw, 0 0 
+ u’(t>[F*(u, w, t) + V&4t>, t)]} dt > 0, 
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by (l), (4) and (5). Thus 
T f 
j 1, 0 0 
w’(t) k(t, s) g(z(s), 3) ds - j’ w’(t) 4 s> g(u(s>, s) ds 
- w’(qf(z(q, q + w’(t)f(@), t) 
+ u’(t)[F*(u, w, t) + V#(u(t), t)] 1 dt 2 0. 
Since -f and g are concave we have 
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w’(t) W, s)[Vg(z(s), s)]@(s) - u(s)) ds dt 
- T w’(4[?f(~(O, t)l(z(t) - u(t)) dt 
+ joT u’(t)[F*(u, w, t) + V#(u(t), t)] dt 2 0. 
Thus 
T f 
il w’(t) k(t, s>[Vg(u(s), s>l(z(s) - u(s)) ds dt 0 0 
- 
1  ^
T w’(O[V-(u(t), t)](z(t) - u(t)) df 
0 
+(I ]j’ u’(c)[Vg(u(c), t)]’ k’(s, t) w(s) ds 
0 t 
- u’(c)[Vf(u(c), t)]’ w(c) + u’(c) V#(u(c), c) 
I 
dt > 0. 
So by Fubini’s theorem we have 
7‘ t 
II w’(t) 4 s>[Vg(u(s>, s)]z(s) ds dt 0 0 
- I' w'(t)[Vf(u(t), t)] z(t) dt + jT u'(t) V~(U(C>, t) dt  0, 
0 0 
and, again by Fubini’s theorem, 
T T 
II w’(s) k(s, t)[Vg(W), 01 z(t) ds dt 0 t 
- j’ w’(t)[Vf(u(t), t)] z(t) dt + j’ u’(c) V#(u(t), t) dt > 0. 
0 0 
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j’z’(t)F*(u, w, t) dt + IT d(f) VQ(u(t), t) dt > 0, 
0 0 
and by (3), 
I 
T 
0 
-z’(t) V#(u(t), t) dt + j-’ u’(t) Vti(u(t), t) dt > 0; 
0 
that is, 
I T (z’(t) - u’(t)) V~(u(t),  < 0. 0 
Since 4 is pseudoconcave this implies that 
JOT i(zW, t> dt < (,’ tW0, 4 dt. 
THEOREM (Strong Duality). If Z is optimal for (P) then under the 
conditions of the Kuhn-Tucker theorem there exists W such that (Z; 53) is 
optimal for (D2) and the objective values of (P) and (D2) are equal. 
Proof: From the Kuhn-Tucker theorem there exists G such that (Z; G) is 
feasible almost everywhere in [0, T] for (D2). The proof of Reiland 
[2, p. 3 191 shows that there exists B such that I? = 6 almost everywhere in 
[0, T] and (; -) ’ f ‘bl z w 1s easr e everywhere in [0, T] for (D2). The objective 
values of (P) and (D2) are equal since the objective functions are the same 
and so by weak duality (Z; $) is optimal for (D2). 
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