In evolutionary dynamics, a key measure of a mutant trait's success is the probability that it takes over the population given some initial mutant-appearance distribution. Under weak selection, meaning a small perturbation of the neutral model, we give a general firstorder expansion of a mutant's fixation probability for an arbitrary initial configuration of mutant and resident types. This result reduces the problem of whether weak selection favors a trait from exponential to polynomial complexity in the population size. We conclude with applications to evolutionary games in structured populations.
1. Introduction. Many studies of stochastic evolutionary dynamics concern the competition of two types (traits) in a finite population. Through a series of births and deaths, the composition of the population changes over time. Absent recurring mutation, one of the two types will eventually become fixed and the other will go extinct. Such models may incorporate frequencydependent selection as well as spatial structure or other forms of population structure. The fundamental question is to identify the selective differences that favor the fixation of one type over the other.
This question is typically answered by computing a trait's fixation probability (Haldane, 1927; Moran, 1958; Kimura, 1962; Patwa and Wahl, 2008; Traulsen and Hauert, 2010; Der, Epstein and Plotkin, 2011; McCandlish, Epstein and Plotkin, 2015) as a function of the initial configuration of the two types. The techniques used to do so range from direct calculations (Moran, 1958; Taylor et al., 2004; Lieberman, Hauert and Nowak, 2005; Broom and Rychtář, 2008) to approximations inspired by statistical mechanics (Kimura, 1962; Ohtsuki et al., 2006) to perturbative methods for weak selection (Haldane, 1927; Rousset, 2003; Nowak et al., 2004; Taylor, Day and Wild, 2007; Lessard and Ladret, 2007; Chen, 2013; Chen, McAvoy and Nowak, 2016; Allen et al., 2017) . However, it is often the case that a particular method applies only to a restricted class of evolutionary update rules, population structures, or initial configurations of the traits.
In this study, we provide a general method for calculating the first-order effects of selection on a trait's fixation probability, applicable to a broad MSC 2010 subject classifications: Primary 60K35, 91A22, 92D15; secondary 60J10.
variety of evolutionary processes and any initial state. Our method is based on a modeling framework, developed by Allen and Tarnita (2014) and Allen and McAvoy (2019) , which is described in Section 2. This framework describes stochastic trait transmission, incorporating arbitrary forms of spatial structure and frequency-dependent selection, in a population of finite size N . Selection occurs via replacement events, which are pairs of the form (R, α), where R ⊆ {1, . . . , N } is the set of individuals to be replaced and α : R → {1, . . . , N } is the offspring-to-parent map. This setup leads to a finite Markov chain model of selection. Special cases of this framework include the Moran (Moran, 1958) and Wright-Fisher models (Fisher, 1930; Wright, 1931; Imhof and Nowak, 2006) , as well as evolutionary games in graph-structured populations (Szabó and Fáth, 2007; Nowak, Tarnita and Antal, 2009 ). We use this framework to define the degree of an evolutionary process, which later plays an important role in determining the computational complexity of calculating fixation probabilities.
In Section 3 we establish a connection between sojourn times and stationary probabilities. Specifically, we compare the original Markov chain, which is absorbing, to an amended Markov chain, in which the initial configuration ξ can be re-established from the all-A and all-B states with some probability, u. This amended Markov chain is recurrent, and it has a unique stationary distribution. We show that sojourn times for transient states of the original Markov chain are equal to u-derivatives, at u = 0, of stationary probabilities in the amended chain.
Section 4 proves our main results regarding fixation probability. We consider the fixation probability, ρ A (ξ), of type A in a population whose initial configuration of A and B is ξ. The intensity of selection, δ, which quantifies selective differences between the two types, is assumed to be sufficiently weak, meaning δ 1. Our main result is a formula for calculating
ρ A (ξ), which provides a first-order perturbation of ρ A (ξ) around neutral drift (δ = 0). This formula depends on the first-order effects of selection on marginal trait-transmission probabilities together with a set of sojourn times for neutral drift. The latter can be evaluated by solving a linear system of size O N +1 , where is the degree of the process. This linear system is what bounds the complexity in N of calculating
ρ A (ξ). In Section 5, we apply this first-order perturbation to fixation probabilities when the initial configuration of A and B is stochastic rather than deterministic. We give a formula for
, where µ A is an arbitrary distribution over initial configurations of A and B (and which can also depend on δ). Section 6 considers relative measures of evolutionary suc-cess (Tarnita and Taylor, 2014) 
when A and B each have their own initial distributions, µ A and µ B .
Finally, we give some applications to classical evolutionary models in Section 7.
2. Modeling evolutionary dynamics. We build on a framework previously developed by Allen and Tarnita (2014) and Allen and McAvoy (2019) .
2.1. Modeling assumptions. We consider competition between two alleles, A and B, in a population of finite size, N . Although we will use the language of a haploid population, our formalism applies equally well to diploid or haplodiploid populations by considering the alleles to be asexual replicators (the "gene's-eye view"). This approach is formalized using the notion of genetic sites developed in Allen and McAvoy (2019) .
The state of the population is given by x ∈ {0, 1} N , where x i = 1 (resp.
x i = 0) indicates that individual i has type A (resp. B). The population's state is updated in discrete time steps via replacement events (Allen and Tarnita, 2014; Allen and McAvoy, 2019) . A replacement event is a pair, (R, α), where R ⊆ {1, . . . , N } is the set of individuals who are replaced in a given time step and α : R → {1, . . . , N } is the offspring-to-parent map. For a fixed replacement event, (R, α), the state of the population at time t + 1, x t+1 , is obtained from the state of the population at time t, x t , by letting
We can express such a transition more concisely by defining the extended mapping α : {1, . . . , N } → {1, . . . , N } with α (j) = α (j) if j ∈ R and α (j) = j if j ∈ R. We then have x t+1 = x t α , where x α is the vector whose ith component is x α(i) .
In state x, the distribution from which the replacement event is chosen is denoted by p (R,α) (x) (R,α) . We call this distribution (as a function of x) a replacement rule.
We assume that this replacement rule depends on an underlying parameter δ 0 that represents the intensity of selection. We give explicit examples below of how this parameter can affect a replacement rule. In general, we make three assumptions on the replacement rule. The first assumption is that for every δ, there exists at least one individual who can generate a lineage that takes over the entire population, which we state as an axiom: Fixation Axiom. There exists i ∈ G, m 1, and a sequence {(R k , α k )} m k=1 with • p (R k ,α k ) (x) > 0 for every k ∈ {1, . . . , m} and x ∈ {0, 1} N ;
• i ∈ R k for some k ∈ {1, . . . , m};
• for every j ∈ {1, . . . , N }, we have
Our second assumption is that when δ = 0 (neutral drift), the replacement rule does not depend on the state, x. In this case, we denote the replacement rule by p • (R,α) (R,α) . Finally, we assume that for every x ∈ {0, 1} N and every replacement event (R, α), p (R,α) (x) is a continuously differentiable function of δ in a small neighborhood of δ = 0. With B := {0, 1}, the set of all states is B N . We denote by P x→y the probability of transitioning from state x to state y in the Markov chain defined by the replacement rule. Let A be the state in which x i = 1 for every i (all-A), and let B be the state in which x i = 0 for every i (all-B). Clearly, A and B are absorbing states for this Markov chain. By the Fixation Axiom, all other states are transient. We denote by B N := B N −{A, B} these transient states.
2.2. Quantifying selection. For any i and j, let e ij (x) be the marginal probability that i transmits its offspring to j in state x ∈ B N , i.e.
The birth rate of i is b i (x) := N j=1 e ij (x) and the death probability of i is
Since e ij (x) and its derivative with respect to δ at δ = 0 are pseudoBoolean functions, for every i and j there is a unique multi-linear polynomial representation (Hammer and Rudeanu, 1968; Boros and Hammer, 2002) ,
where x I := i∈I x i . We let ij denote the degree of this representation, i.e. For I ⊆ {1, . . . , N }, let 1 I ∈ B N denote the state in which x i = 1 for i ∈ I and x i = 0 for i ∈ I. By applying a Möbius transform to Eq. (3) (Grabisch, Marichal and Roubens, 2000) , we can express the coefficients a ij I as
which can then be calculated directly for a given process (see Section 7).
Definition 1. The degree of the process under weak selection is := max 1 i,j N ij .
Example 1 (Evolutionary games). In an evolutionary game, players in the population interact with one another and receive a net payoff based on the strategies (types) played. In state x ∈ B N , let u i (x) denote the net payoff to player i. This payoff is often converted into relative fecundity,
(These two formulations are equivalent when δ 1.) The replacement rule then depends directly on the fecundity vector,
for every i, j = 1, . . . , N . Since the fecundity derivative
e ij (F) does not depend on x, the degree of the process under weak selection is controlled by the degree of the functions {u i (x)} N i=1 in x. Thus, for a generic fecunditybased update rule, the degree of the process coincides with the degree of the game, as defined by Ohtsuki (2014) (see also McAvoy and Hauert, 2016; Broom and Rychtář, 2016) . As an example, a generic 2 × 2 matrix game of the form
has degree two, but the degree reduces to one for the special case of additive games, for which R + P = S + T (see also Section 7.1).
Let π i be the probability, under neutral drift (δ = 0), that i is eventually the ancestor of the entire population. By the Fixation Axiom,
For any state x ∈ B N , the quantity x := N i=1 π i x i is therefore the probability that A becomes fixed under neutral drift when the process starts in state x. This fixation probability is clearly a martingale for the process, and it follows that for every
(Throughout, the superscript • indicates neutral drift, δ = 0). Since this equation holds for every x ∈ B N , for every i = 1, . . . , N we have
Again, by the Fixation Axiom, this system of equations has a unique solution. The quantity π i can be interpreted as the reproductive value of site i (Fisher, 1930; Taylor, 1990; Maciejewski, 2014; Allen and McAvoy, 2019) , in that it quantifies the expected contribution of site i to the future gene pool, under neutral drift. Reproductive value provides a natural weighting for quantities characterizing selection; for example, we define the reproductive-value-weighted birth rates and death probabilities to
The change in reproductive-value-weighted frequency of A due to selection is
Since every non-absorbing state is transient, there is a well-defined notion of fixation probability. For ξ ∈ B N , let ρ A (ξ) (resp. ρ B (ξ)) be the probability that the state A (resp. B) is eventually reached after starting in state ξ. 3. Stationary distributions as sojourn times. It will be convenient to construct a Markov chain that is recurrent rather than transient. To do so, we amend the evolutionary Markov chain by allowing it, once it has reached one of the monoallelic states, A and B, to "reset" to a particular state ξ. For u > 0, the amended Markov chain on B N has transition probabilities
Once a monoallelic state is reached, with probability u the process transitions to state ξ (see Fig. 1 ). It follows from the Fixation Axiom that this amended chain is ergodic and has a unique mutation-selection stationary distribution, which we denote by π (ξ) to indicate that the mutation simply regenerates the state ξ.
In the limit of rare mutation, this process gives an embedded Markov chain on the absorbing states with transition matrix
One can show that the low-mutation limit of π (ξ) coincides with the stationary distribution of Λ on the absorbing states (Fudenberg and Imhof, 2006) , which means that
For x ∈ B N , let t ξ (x) be the expected number of visits to x prior to hitting {A, B} when the process begins in state ξ ∈ B N . These sojourn Transitions into a fixed transient state, ξ, following absorption. When starting from a non-monomorphic state, the process will eventually reach one of the two absorbing states (all-A or all-B) by the Fixation Axiom. From each absorbing state, the process transitions to ξ with probability u 0. This "artificial" mutation allows one to focus on the fixation probability when the process is started in a fixed initial configuration, ξ, of A and B.
times t ξ (x) are uniquely determined by the recurrence
Since the transition probabilities are continuously differentiable in δ in a neighborhood of δ = 0, so is t ξ (x).
The following result connects these sojourn times to π (ξ) :
where the Kronecker symbol δ x,ξ is equal to 1 if x = ξ and 0 otherwise. Taking the u-derivative at u = 0, and noting that lim u→0 π (ξ) (A) + π (ξ) (B) = 1 by Eq. (13), we obtain
We observe that
π (ξ) (x) satisfies the same recurrence, Eq. (14), as t ξ (x). Since this recurrence uniquely defines the t ξ (x), we have Eq. (15).
As a consequence of Proposition 1, t ξ B N = lim u→0 π (ξ) B N /u is the expected time to absorption when starting from state ξ. Another consequence is the following:
and the sum on the right-hand side converges absolutely.
Proof. The sum on the right converges absolutely because the absolute sum is bounded by t ξ B N max x∈B N |ϕ (x)|. We may therefore rearrange this sum to obtain
as desired.
In light of Corollary 1, we define the operator ξ , acting on state functions ϕ : B N → R with ϕ (A) = ϕ (B) = 0, by
We will use the notation • ξ to indicate that the above expectations are taken under neutral drift (δ = 0). Allen and McAvoy (2019) introduced the rare-mutation conditional (RMC) distribution, defined as for a state x as lim u→0 P (ξ) X = x | x ∈ B N . Here we show that this distribution can be equated to the fraction of time spent in state x out of all transient states:
by Proposition 1.
For any function ϕ : B N → R and any α : {1, . . . , N } → {1, . . . , N }, we define ϕ α :
which gives the following lemma:
4. Fixation probabilities. We now prove our main results regarding fixation probability.
Theorem 1 generalizes earlier results of Rousset (2003) , Lessard and Ladret (2007) , Chen (2013), and Van Cleve (2015) .
Proof. In the chain defined by Eq. (11), the expected change in the reproductive-value-weighted frequency of A in state x is given by
Averaging this expected change out over the (ξ) distribution gives
Differentiating both sides of this equation with respect to u at u = 0, applying Eq. (13), and rearranging, we obtain
Combining this equation with Eq. (28) completes the proof.
Alternatively, Theorem 1 can be established by writing
This calculation recovers Eq. (28), and the rest of the proof follows as above.
Our second main result gives a systematic way to calculate the first-order term:
where η ξ is the unique solution to the equations
The term appearing in this system is the degree of the process under weak selection; see Definition 1. To simplify notation, in what follows we occasionally drop the bracket notation when using η (e.g. η Proof. From Theorem 1 we have
we can let η
which gives η
Some remarks on the recurrence relation of Eq. (32) are in order. Note that since x t is a Martingale under neutral drift,
We also observe that lim t→∞ E • x t I | x 0 = ξ = ξ for each I ⊆ {1, . . . , N }, since A I = 1, B I = 0, and ρ • (ξ) = ξ. Thus η I measures the total deviation, over all t 0 under neutral drift, of x I from its limiting expected value of ξ. To some extent, η I can be understood as quantifying assortment, in that η I is negatively related to the co-occurrence of type A in individuals I. However, η I is not purely a measure of assortment, as can be seen from the case |I| = 1.
Using the marginal replacement probabilities of Eq. (2), we can define a Markov chain on {1, . . . , N } whose transition matrix is
In other words, M ij is the probability that i is replaced by j conditional on i being replaced. We refer to this chain as the ancestral random walk (Allen and McAvoy, 2019) . It is easily verified that a stationary distribution of this chain is proportional to the reproductive-value-weighted death rates,
By the Fixation Axiom, M cannot have more than one closed communicating class, so this stationary distribution is unique.
As a consequence of the uniqueness of the stationary distribution of the ancestral random walk, M has a simple (one-dimensional) unit eigenspace. In particular, any solution to the equation η ρ A is O N 3( +1) .
Mutant appearance distributions.
Let µ A and µ B be mutantappearance distributions (i.e. probability measures on B N ) for A and B, respectively. µ A (ξ) is the probability that the transient state ξ is chosen after the system is in state B. Similarly, µ B (ξ ) is the probability that transient state ξ arises subsequent to state A. These distributions can depend on the intensity of selection, δ, and we assume that they are differentiable at δ = 0. Fig. 2 depicts mutant appearance and fixation in a structured population.
For a state x ∈ B N , let x be the complement defined by x i := 1 − x i for i = 1, . . . , N .
Example 2 (Uniform initialization). Under uniform initialization,
Example 3 (Temperature initialization). Under temperature initialization, a mutant is placed at site i based on the death probability of i (i.e. how likely i is to be replaced). Specifically,
(1 i N ) ; (40a)
Unlike uniform initialization, temperature initialization gives examples of mutant-appearance distributions that can depend on the intensity of selection, δ.
Definition 2. We say that µ A and µ B are symmetric if µ A ξ = µ B (ξ) for every ξ ∈ B N . The expected fixation probabilities for A and B, initialized according to µ A and µ B , respectively, are
The following result is an immediate consequence of Theorem 2:
where η µ A is the unique solution to the equations
where η µ B is the unique solution to the equations
In the case of uniform initialization (Example 2), we have ξ i = ξ = 1/N for all i ∈ {1, . . . , N }. It follows that η i = 0 for each i. Furthermore, ξ I = 0 for all |I| 2. Eq. (43) then simplifies to
In this case, the η I can be understood in terms of a coalescent process (Kingman, 1982; Liggett, 1985; Cox, 1989; Chen, 2013; Allen et al., 2017) . Each time step, the set of individuals, I is replaced by the set α(I) of their parents, for (R, α) chosen according to the neutral replacement rule. Then η I / ξ is the expected time for this process to converge to a singleton set, representing the population's common ancestor.
6. Comparing fixation probabilities. The success of A relative to B is often quantified by whether (Tarnita and Taylor, 2014) . When µ A and µ B are not symmetric, however, it is less natural to compare
Rather, we use the following definition to quantify the effects of selection on A relative to B:
) for all sufficiently small δ > 0.
Thus, when µ •
A and µ • B are symmetric (e.g. temperature or uniform initialization), we have E
, and weak selection favors A relative to B if and only if
For general mutant-appearance distributions, µ A and µ B , we have
where η
I satisfies the system of equations
Weak selection favors A if the right-hand side of Eq. (48) is positive.
Example 4. Let us consider the biologically important case of fixation from a single mutant. Suppose that this mutant arises at site i with some fixed probability µ i , in both monomorphic states A and B. That is,
Then we have E
by symmetry. In this case, weak selection favors A, in the sense
where the η µ AB I satisfy the simplified recurrence
7. Applications & Examples. We now illustrate applications of these results to evolutionary games (frequency-dependent fecundity) and the Moran process (frequency-independent fecundity) in structured populations.
7.1. Linear processes (additive games). An evolutionary game (Example 1) is said to be additive if the payoff function, u i (x), is a linear function of x for every i = 1, . . . , N . As noted in Example 1, an additive game corresponds to an evolutionary process of degree = 1 (a "linear" process).
Thus, for every i and j, there is a sequence a
Let us now suppose that the mutant-appearance distributions µ A and µ B are as given in Example 4; i.e. a single mutant appears at site i with probability µ i . By Eq. (48),
where the η µ AB ij are the unique solution to
7.2. Moran process in graph-structured populations. Let (w ij ) N i,j=1 be an undirected, unweighted graph. Individuals of two types, A and B, occupy the vertices of this graph. A has relative fecundity 1 + δs > 0 and B has relative fecundity 1. Starting from some initial state, the process updates as follows: at each time step, an individual i is selected to reproduce with probability proportional to fecundity. If w i := N j=1 w ij is the degree of vertex i, then the offspring of i replaces j with probability p ij := w ij /w i . This process is a modification of the Moran process (Moran, 1958) that allows for the population to be structured (Lieberman, Hauert and Nowak, 2005) ; it is also known as the Birth-death update rule (Hindersin and Traulsen, 2015) or the invasion process (Antal, Redner and Sood, 2006) .
x i be the abundance of type A in state x. The probability that i replaces j in state x is e ij (x) = 1 + x i δs N + |x| δs p ij .
Differentiating this expression with respect to δ at δ = 0 gives
Since e • ij = p ij /N under neutral drift, we have
where
where (i) χ ξ ii = 0 for i = 1, . . . , N and (ii) for i = j,
This gives the first-order fixation probability from any initial distribution ξ.
7.3. death-Birth updating on a regular graph. Let (w ij ) N i,j=1 be the adjacency matrix for a d-regular, undirected, unweighted graph with N vertices. Let ξ ∈ B N be an initial configuration of A and B. Under death-Birth updating on this graph, an individual is first selected uniformly-at-random for death. The neighbors of this individual compete to send an offspring to the vacant site based on their payoffs in a game. Type A pays a cost of c to donate b to every neighbor; type B donates nothing and pays no cost.
The overall payoff to i in state x is then u i (x) = −dcx i + N j=1 w ij bx j . Letting F i (x) = exp {δu i (x)} be the resulting fecundity of i, the probability of i transmitting an offspring to j can be expressed as
With p ij := w ij /d, it follows that 
which gives a result of Chen (2013) originally proven using voter model perturbations. Theorem 2 extends these results to arbitrary (not just regular) graphs, under a broader variety of evolutionary update rules.
8. Discussion. Our main result, Theorem 2, gives a first-order expansion of ρ A (ξ) in the limit of weak selection for any initial configuration, ξ. This expansion has three main ingredients: (i) reproductive value, π i , which quantifies the expected contribution of i to future generations; (ii) coefficients, a ij I , of first-order effects of the probability that i replaces j in one update step; and (iii) neutral sojourn times, η ξ I , which may be interpreted in terms of the mean number of steps in which all individuals in I have type A prior to absorption, given that the initial state of the population is ξ.
It follows from Theorem 2 that the complexity of calculating this firstorder expansion is O N 3( +1) , where is the degree of the process under consideration. Actually, by the work of Le Gall (2012) , this complexity is (in theory) O N 2.373( +1) . This bound can be further improved in some cases by taking into account structural properties of the population, as we observed in the case of death-Birth updating on a regular graph. In any case, for fixed degree , the system size exhibits polynomial growth in N , whereas the number of states in the evolutionary process grows exponentially in N .
From these results, one can derive many of the well-known results on critical benefit-to-cost ratios for cooperation to be favored in social dilemmas. However, we get more information than just when weak selection favors a particular trait; we can also determine how much, based on the magnitude of d dδ δ=0
ρ A . The latter has been explored considerably less than the former, and our results allow this question to be explored for quite a large class of evolutionary update rules, population structures, and initial configurations.
