Abstract. This paper is concerned with a thermomechanical model describing phase separation phenomena in terms of the entropy balance and equilibrium equations for the microforces. The related system is highly nonlinear and admits singular potentials in the phase equation. Both the viscous and the non-viscous cases are considered in the CahnHilliard relations characterizing the phase dynamics. The entropy balance is written in terms of the absolute temperature and of its logarithm, appearing under time derivative. The initial and boundary value problem is considered for the system of partial differential equations. The existence of a global solution is proved via some approximations involving Yosida regularizations and a suitable time discretization.
Introduction and results
In this paper we address the following system of partial differential equations ∂ t (c s ln θ + λ(ϕ)) − η∆θ = f, (1.1) ∂ t ϕ − ∆µ = 0, (1.2) µ = τ ∂ t ϕ − γ∆ϕ + ξ + σ ′ (ϕ) − λ ′ (ϕ)θ, ξ ∈ β(ϕ), (1.3) in the cylindrical domain Ω×(0, T ), where Ω ⊂ R 3 is a bounded and smooth open set, and T > 0 denotes some final time. The system is complemented by the boundary conditions (1.4) η∂ ν θ + α Γ (θ − θ Γ ) = 0, ∂ ν µ = 0, ∂ ν ϕ = 0 on Γ × (0, T ),
where Γ denotes the smooth boundary of Ω, and by the initial conditions (1.5) (ln θ)(0) = ln θ 0 , ϕ(0) = ϕ 0 in Ω.
The equations and conditions (1.1)-(1.5), with an inclusion in (1.3) as well, yield an initial and boundary value problem for the nonlinear phase field system (1.1)-(1.3), which results from a thermomechanical model describing phase separation in terms of the variables absolute temperature θ, order parameter ϕ and chemical potential µ (cf. [3, 5, 8, 10, 11, 34] ). Equation (1.1) gives account of an entropy balance and (1.2), (1.3) render the equilibrium equations for the microforces that govern the phase separation phenomenon. Note that combining (1.2) and (1.3) yields actually the well-known Cahn-Hilliard equation in which the mixed term −λ ′ (ϕ)θ accounts for the contribution of temperature. Concerning equation (1.1), let us emphasize that this equation is singular with respect to the temperature, due to the presence of the logarithm, which forces the temperature to assume only positive values (in accordance with physical consistency; similar systems have been studied in the literature, e.g., [4-9, 11, 12, 16, 21, 26] ).
Here, the positive constant c s represents the specific heat of the system; η > 0 is a thermal parameter for the entropy flux; the factor λ ′ (ϕ) in ∂ t (λ(ϕ)) = λ ′ (ϕ)∂ t ϕ plays as latent heat, and the known right-hand side f stands for an external entropy source. Moreover, γ > 0 is a small positive parameter and the coefficient τ can be positive or zero: accordingly, we speak of viscous Cahn-Hilliard or non-viscous Cahn-Hilliard system, respectively. In fact, the term τ ∂ t ϕ represents a viscosity term in the description of the order parameter dynamics. Concerning the nonlinearities, we inform that λ and σ are two smooth functions in R, with at most quadratic growth at infinity since the derivatives λ ′ and σ ′ are Lipschitz continuous in R. On the other hand, the nonlinearity β may represent a maximal monotone graph in R×R, possibly multivalued, with 0 ∈ β(0), which turns out to be the subdifferential of a convex and lower semicontinuous function β : R → [0, +∞] with minimum value 0 assumed in 0.
Typical and physically significant examples for β are the regular potential, the logarithmic potential , and the indicator potential , which are given, in this order, by Next, after the presentation of possible functions β , let us remark that the sum of the three terms (1.9) β(ϕ) + σ(ϕ) − λ(ϕ)θ constitutes a part of the (local) free energy density, which has usually the structure of a double-well or multi-well potential and, according to different values of the temperature θ, may prefer one or another of the possible minimal states, or become fully convex if θ enters a suitable range of temperatures. For instance, one can take σ(r) = θ a r − θ b r 2 , λ(r) = r − r 2 , r ∈ R, with θ a < θ b denoting some critical temperatures, so that if θ < θ b one of the two minima if preferred according whether or not θ > θ a ; instead, if θ > θ b the potential in (1.9) is convex.
About the boundary conditions (1.4), we point out that the boundary condition for θ states that the external flow on the boundary is proportional to the difference of temperatures between the interior and exterior of the body, via the given positive function α Γ on Γ, where the external temperature θ Γ is prescribed on Γ × (0, T ). On the other hand, in (1.4) two no-flux boundary conditions are assumed for µ and ϕ, as usual for the dynamics of Cahn-Hilliard models. In particular, this entails that the phase field system under consideration is of conserved type, since the integration by parts over Ω × (0, t) of the equation (1.2) yields the conservation property for the mean value of ϕ, i.e.,
where ϕ 0 represents the known initial value for the order parameter in (1.5) (similar phase field systems of conserved type are studied in [17] [18] [19] . Note that θ 0 stands for the initial value of the temperature, but the right initial condition to prescribe is for ln θ, since it is this function ln θ appearing under the time derivative in (1.1).
The related system for phase transitions, which gives rise to a phase field model of nonconserved type, has been intensively discussed in the papers [5, 6] by taking into account some memory effects as well. Indeed, in the case of a phase transition, the equations (1.2) and (1.3) are replaced by a single equation of Allen-Cahn type:
and the chemical potential does not play any role. The approach of [5, 6] follows some ideas previously developed in [8] , with the aim of combining the thermal memory theory by Gurtin-Pipkin [30] with additional dissipative instantaneous contributions coming from a pseudo-potential of dissipation. The use of an entropy balance is recovered from a rescaling (with respect to the absolute temperature) of the energy balance, under the small perturbations assumption (see, in particular, [5] ). In [11] a fairly general theory is introduced, in which a dual approach (mainly in the sense of convex analysis) is considered, and the entropy and the history of the entropy flux are taken as state variables, along with the phase parameter and possibly its gradient. Then the dissipative functional is written in terms of a dissipative contribution in the entropy flux and for the time derivative of the phase parameter. This argumention may be understood in the light of general theories discussed in [23, 24, 29, 35] as well. However, we have to point out that this framework is not far from the approach by Green-Naghdi [28] (see also [33] ) and Podio-Guidugli [37] , in which some thermal displacement is introduced as state variable and the equations come from a generalization of the principle of virtual powers, in which thermal forces are included. As a consequence, in this setting, the entropy equation is formally obtained as a momentum balance (i.e., a balance of thermal forces acting in the system). Let us mention the related contributions [14, 15] , where some asymptotic analyses are carried out to find the interconnections among peculiar Green and Naghdi types, and [22] , where a model with two temperatures for heat conduction with memory, apt to describe transition phenomena in nonsimple materials, is investigated. Another example of an entropy balance equation can be found in the recent paper [32] , where a diffuse interface model is proposed to describe the multi-component two-phase fluid flow with partial miscibility, by combining the first law of thermodynamics and related thermodynamical relations.
Eventually, let us quote the paper [27] and compare the results with ours. Indeed, the system (1.1)-(1.3) was already considered in the paper [27] , by dealing with Dirichlet boundary conditions for the temperature, and well-posedness results were discussed along with the investigation of the ω-limit set for the system. We advice the reader that the existence results contained in [27] are similar to ours, although in the present contribution we are able to improve the thesis in the interesting non-viscous case τ = 0, by allowing a (significant) quadratic growth for λ, while [27] only deals with Lipschitz continuous functions λ in this limiting case. Moreover, we can give a complete proof of the existence of solutions, with respect to [27] where a priori estimates are plainly derived on the direct problem without implementing a suitable approximation. Furthermore, we treat the case of the third-type boundary condition for θ (cf. (1.4) ), differently from Dirichlet boundary conditions used in [27] (and already examined in [6] for the nonconserved system). Thus, we ask the readers to follow our arguments and refer to the next section, where the problems are mathematically stated and a precise formulation is given with assumptions and results.
Statement of problems and main results
In this paper we consider the following initial-boundary value problems (P)
where Ω is a bounded domain in R (C3) σ, λ ∈ C 1 (R) and σ ′ and λ ′ are Lipschitz continuous.
and there exist positive constants α * , α * such that
(Ω); moreover, the mean value m 0 :=
and there exist positive constants θ * , θ * such that
Please note that a consequence of (C1) is that 0 ∈ β(0) since 0 is a minimum for β. Let us define the Hilbert spaces
with inner products
respectively, and with the related Hilbertian norms. Moreover, we use the notation
The notation V * denotes the dual space of V with duality pairing ·, · V * ,V . Moreover, in this paper, the bijective mapping F : V → V * and the inner product in V * are defined as
This article employs the Hilbert space
with inner product
and with the related Hilbertian norm. The notation V * 0 denotes the dual space of V 0 with duality pairing ·, · V * 0 ,V 0 . Moreover, in this paper, the bijective mapping N : V * 0 → V 0 and the inner product in V * 0 are specified by
We define weak solutions of (P) and (P) τ as follows.
is called a weak solution of (P) if (θ, µ, ϕ, ξ) satisfies
Now the main results read as follows.
Theorem 2.1. Assume that (C1)-(C7) hold and let τ denote a fixed bound for the viscosity coefficient τ . Then there is a weak solution (θ τ , µ τ , ϕ τ , ξ τ ) of (P) τ for all τ ∈ (0, τ ). Moreover, there exists a constant M > 0 depending only on the data such that
for all τ ∈ (0, τ ).
Theorem 2.2. Assume that (C1)-(C7) hold. Then there exists a weak solution of (P).
This paper is organized as follows. In Section 3 we consider a suitable approximation of (P) τ in terms of a parameter ε > 0 and introduce a time discretization as well. Section 4 contains the proof of the existence for the discrete problem. In Section 5 we deduce uniform estimates for the time discrete solutions and consequently pass to the limit as the time step tends to zero. Additional a priori estimates, independent of the parameter ε, are shown in Section 6 so that the existence of solutions for (P) τ is inferred via a limit procedure as ε ց 0. Finally, in Section 7 we prove the existence of solutions to (P) by taking the limit in (P) τ as τ ց 0.
Approximations
To establish existence of solutions to (P) τ we consider the approximation
where ε ∈ (0, 1], Ln ε (r) := εr+ln ε (r), r ∈ R, and ln ε is the Yosida approximation operator of ln on R, β ε : R → R is the Yosida approximation operator of β on R, and λ ε : R → R satisfies λ ε ∈ C 1 (R) and
with some constant M λ > 0.
Indeed, we have that
, and hence we can confirm that λ ε : R → R is Lipschitz continuous, λ 
We have that the function Ln ε is monotone and Lipschitz continuous (see, e.g., [13, p. 28] ) and satisfies the inequality Ln
Remark 3.3. Let ρ ε : R → R be the resolvent operator of ln on R. Then ρ ε is positive and ρ ε (r) is the unique solution of the equation ρ ε (r) + ε ln ρ ε (r) = r for any r ∈ R. Thus we can emphasize that ln ε (r) = ln ρ ε (r) = 1 ε (r − ρ ε (r)) for all r ∈ R.
Remark 3.4. The function β ε : R → R defined by
is called the Moreau-Yosida regularization of β, which has the identity
for all r ∈ R and all ε > 0, where J β ε is the resolvent operator of β on R. Moreover, we can infer that
for all r ∈ R and all ε > 0 (see, e.g., [2, Theorem 2.9, p. 48]).
Remark 3.5. We can observe from Remark 3.4 that β ε (0) = 0. Indeed, the inequalities 0 ≤ β ε (0) ≤ β(0) and the condition (C1) yield that β ε (0) = 0, whence we can derive that
Thus we can verify that J β ε (0) = 0, which implies that β ε (0) = 0 by the identity β ε (r) =
The definition of weak solutions to (P) ε is as follows.
Lemma 3.1. Assume that (C1)-(C7) hold. Then there exists ε 0 ∈ (0, 1] such that there is a weak solution of (P) ε for all ε ∈ (0, ε 0 ).
To prove Lemma 3.1 we employ a time discretization scheme. More precisely, we will deal with the following problem:
in Ω,
Note that, in order to solve the above system, we also need an initial value µ 0 , which is no present in (C1)-(C7), and it is up to our choice. For simplicity, we take
Also, putting
for a.a. t ∈ (nh, (n + 1)h), n = 0, ..., N − 1, we can rewrite (P) n as
Remark 3.6. On account of (3.10) and (3.11)-(3.15), the reader can check directly the following properties:
on Ω, (3.27) where
there exists a unique weak solution of (P) n for n = 0, ..., N − 1.
Existence of time discrete solutions
In this section we will prove Lemma 3.2.
Lemma 4.1. For all g * ∈ V * and all h > 0 there exists a unique function θ ∈ V satisfying the identity
Proof. We define Φ :
Then this operator Φ : V → V * is monotone, continuous and coercive for all h > 0. Indeed, note that there exist constants C * , C * > 0 such that
for all z ∈ V (see, e.g., [36, p. 20] ). The first inequality in (4.1) can be obtained by the trace theorem. Hence we see from (C4), (4.1) and Remark 3.2 that
for all θ, θ, v ∈ V . Thus the operator Φ : V → V * is surjective for all h > 0 (see, e.g., [2, p. 37]), which leads to Lemma 4.1.
Lemma 4.2. For all g ∈ H and all
there exists a unique solution ϕ ∈ W of the equation τ ϕ + (1 − ∆)
is the inverse operator of v ∈ W → v − ∆v ∈ H.
Proof. We define Ψ :
Then this operator Ψ : V → V * is monotone, continuous and coercive for
. Indeed, Lipschitz continuity of β ε and (1 − ∆) −1 with Lipschitz constants 1/ε and 1, respectively, the monotonicity of β ε and (1 − ∆) −1 , and Remark 3.5 yield that
(see, e.g., [2, p. 37]), and hence we can conclude from the elliptic regularity theory that Lemma 4.2 holds.
Proof of Lemma 3.2. The system (3.25)-(3.28) can be written as
on Ω for n = 0, ..., N − 1. To prove Lemma 3.2 it suffices to establish existence and uniqueness of solutions to the system (4.2)-(4.4) in the case that n = 0, for a general
. Then Lemma 4.1 implies that for all ϕ ∈ H there exists a unique
Also, we infer from Lemma 4.2 that for all θ ∈ H there exists a unique function ϕ ∈ W satisfying
Thus we can define A : H → H, B : H → H and S : H → H as
respectively. We are going to show that, for suitable value of h, S is a contraction mapping in H. Now we let ϕ, ϕ ∈ H. Then, since we can deduce from (4.5) that
it follows from Remark 3.2 and (C4) that
Moreover, we have from (4.6) that
and hence combining the monotonicity of (1 − ∆) −1 and β ε , the Lipschitz continuity of
, leads to the inequality
Therefore we see from (4.7) and (4.8) that
, the Banach fixed-point theorem allows us to infer that there exists a unique function ϕ 1 ∈ H satisfying ϕ 1 = S(ϕ 1 ) ∈ W . Hence, putting
we can obtain (4.2)-(4.4) in the case that n = 0. Thus, by extending the argument to any n, we can verify that for all h ∈ 0, min
5. Estimates for (P) h and passage to the limit as h ց 0
In this section we will prove Lemma 3.1. We will establish estimates for (P) h to derive existence for (P) ε by passing to the limit in (P) h as h ց 0.
Lemma 5.1. There exist constants ε 1 ∈ (0, 1] and C > 0 depending on the data such that
, ε ∈ (0, ε 1 ) and τ > 0.
Proof. Taking v = hθ n+1 in (3.25) and using (C4) lead to the inequality
Here we deduce from Remark 3.3 that
where the inequality e x (x − y) ≥ e x − e y (x, y ∈ R) was applied. We point out that this inequality holds true as ze z ≥ e z − 1 for all z ∈ R. Next we observe that the Young inequality, (C4) and (C7) yield that there exist constants C 1 , C 2 > 0 satisfying
Thus we see from (5.1)-(5.3) and (4.1) that
We sum (5.4) over n = 0, ..., m − 1 with 1 ≤ m ≤ N to obtain that
Here, recalling Remark 3.3, we have that
for all ε ∈ (0, 1]. Hence, owing to (5.5) and (5.6), there is a constant C 3 such that
for all h ∈ (0, h 0 ), ε ∈ (0, 1], τ > 0, for m = 1, ..., N. It follows from (3.26) that
for n = 0, ..., N − 1. Using (2.4), multiplying (3.26) by hN ϕ n+1 −ϕn h + µ n+1 − µ n and integrating over Ω yield that
Here we infer from (2.3) and (5.8) that
Thus we derive from (5.9), (5.10) and (3.27) that
On the other hand, we have that
By Remark 3.4 and the definition of subdifferential, it holds that
We see from (5.8) and the Young inequality that
Hence it follows from (5.11)-(5.15) that
Therefore summing (5.16) over n = 0, ..., m − 1 with 1 ≤ m ≤ N and using Remark 3.4 lead to the identity
Owing to (C2), there exist constants ε 1 ∈ (0, 1] and C 4 > 0 such that
for all r ∈ R and all ε ∈ (0, ε 1 ) (see, e.g., [6, Lemma 4.1] ). Thus we deduce from (5.17) and (5.18) that
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ), τ > 0, for m = 1, ..., N. Hence there exists a constant
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ), τ > 0, for m = 1, ..., N. Thus we combine (5.7) and (5.19) to derive that 
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ), τ > 0, for m = 1, ..., N, which means that Lemma 5.1 holds by (3.9), (3.12)-(3.15).
Lemma 5.2. Let h 0 , ε 1 be as in Lemma 5.1 and let τ be as in Theorem 2.1. Then there exists a constant C > 0 depending on the data such that
Proof. Since we can obtain the identity
by multiplying (3.26) by hµ n+1 and integrating over Ω, we deduce from combining (5.9), (5.10) and (5.20) that
Thus (5.21) and Lemma 5.1 imply that there exists a constant
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ) and τ > 0. It follows from (5.8) that
for n = 0, ..., N − 1, and consequently (3.10) enables us to infer that
for j = 0, 1, ..., N. Multiplying (3.27) by ϕ n+1 + hµ n+1 − m 0 and integrating over Ω lead to the identity
Here there exist constant c > 0 and d > 0 such that
for all ε ∈ (0, 1] and for n = 0, ..., N − 1 (see, e.g., [25, Section 5, p. 908]). We can verify from (5.23) that
By the Schwarz inequality we have that
for all τ ∈ (0, τ ). We derive from the Lipschitz continuity of σ ′ that there exists a constant C 2 > 0 satisfying
The continuity of the embedding V ֒→ L 3 (Ω) yields that there exists a constant C 3 > 0 fulfilling
On the other hand, by (3.1) and (3.2) there exists a constant C λ > 0 such that
for all ε ∈ (0, 1] and all r ∈ R, whence we infer from the continuity of the embedding V ֒→ L 6 (Ω) and Lemma 5.1 that
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ), τ > 0 and for some constant C > 0. Therefore, combining (5.22), (5.24)-(5.30) and Lemma 5.1, we can deduce that there exists a constant C 4 > 0 satisfying
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ) and τ ∈ (0, τ). Next integrating (3.27) over Ω leads to the identity
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ) and for some constant C 5 > 0. Thus we can conclude the proof of Lemma 5. 
Proof. We multiply (3.26) by F −1 ∂ t ϕ h (t), integrate over Ω and recall (2.1) and (2.2) to infer that
Hence we can conclude that Lemma 5.3 holds by Lemma 5.1 and (5.22).
Lemma 5.4. Let h 0 , ε 1 be as in Lemma 5.1 and let τ be as in Theorem 2.1. Then there exists a constant C > 0 depending on the data such that
Proof. We see from (3.27) that
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ) and τ ∈ (0, τ ). Here the continuity of the embedding V ֒→ L 3 (Ω) yields that
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ), a.a. t ∈ (0, T ), and for some constant for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ) and τ ∈ (0, τ ).
Proof. We derive from (3.27) that
On the other hand, by the continuity of the embedding V ֒→ L 3 (Ω) there exists a constant Proof. This lemma is an immediate consequence of (3.8) and Lemma 5.1.
Lemma 5.7. Let h 0 , ε 1 be as in Lemma 5.1. Then there exists a constant C > 0 depending on the data such that
and then using the Young inequality, (2.1), (2.2) and (4.1) yields that there exists a constant C 1 > 0 satisfying
Thus it follows from (C7) and Lemma 5.1 that
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ), τ > 0 and for some constant C 2 > 0.
Lemma 5.8. Let h 0 , ε 1 be as in Lemma 5.1 and let τ be as in Theorem 2.1. Then there exists a constant C > 0 depending on the data such that
for all h ∈ (0, h 0 ), ε ∈ (0, ε 1 ) and τ ∈ (0, τ ).
Proof. Since we have
we can conclude that Lemma 5.8 holds by (5.30), Lemmas 5.1 and 5.7.
Lemma 5.9. Let h 0 , ε 1 be as in Lemma 5.1 and let τ be as in Theorem 2.1. Then there exists a constant C > 0 depending on the data such that
Proof. This lemma can be obtained by (3.16)-(3.21), Lemmas 5.1, 5.6 and 5.8.
The following lemma asserts strong convergences of f h and θ Γh .
Lemma 5.10. We have that
as h ց 0.
Proof. The above convergences hold in general; for a proof see, for instance, [20, Section 5] .
Proof of Lemma 3.1. Let ε ∈ (0, ε 1 ) and τ ∈ (0, τ), where ε 1 and τ are as in Lemma 5.1 and Theorem 2.1, respectively. Then we see from Lemmas 5.1, 5.2, 5.5, 5.9, the Ascoli-Arzela theorem, (3.22) and (3.23) that there exist some functions
such that, possibly for a subsequence h j ,
as h = h j ց 0. Combining (5.44) and (3.23) implies that
as h = h j ց 0. Also, from (5.41) and (3.22) we can observe that
as h = h j ց 0. Moreover, it follows from Lemma 5.1, (5.49) and (3.24) that
as h = h j ց 0. Since from (5.42) and (5.48) it turns out that 
as h = h j ց 0. On the other hand, the convergence (5.45) yields that
as h = h j ց 0. Hence, thanks to (5.52) and (5.53), we can verify that
a.e. on Ω × (0, T ). Thus in view of (P) h we can obtain (3. Next we show that 
as h = h j ց 0. Thus (5.55) holds. Then we can conclude that (3.6) holds. Therefore Lemma 3.1 is completely proved.
6. Estimates for (P) ε and passage to the limit as ε ց 0
In this section we will confirm that Theorem 2.1 holds. We will establish estimates for (P) ε in order to show existence for (P) τ by passing to the limit in (P) ε as ε ց 0.
Lemma 6.1. Let ε 1 be as in Lemma 5.1 and let τ be as in Theorem 2.1. Then there exists a constant C > 0 depending on the data such that
for all ε ∈ (0, ε 1 ) and all τ ∈ (0, τ ).
Proof. Combining Lemmas 5.1-5.8 leads to Lemma 6.1.
Lemma 6.2. Let ε 1 be as in Lemma 5.1 and let τ be as in Theorem 2.1. Then there exists a constant C > 0 depending on the data such that
Proof. The Taylor formula with integral remainder and (3.2) imply that
Then we see from the continuity of the embedding V ֒→ L 4 (Ω) and Lemma 6.1 that
for all ε ∈ (0, ε 1 ), τ ∈ (0, τ ), a.a. t ∈ (0, T ) and for some constants C 1 , C 2 , C 3 > 0. Next we take v = c s Ln ε (θ ε (t)) + λ ε (ϕ ε (t)) in (3.4) to derive that
Here it follows from Remark 3.3 that
.
The monotonicity of Ln ε and (C4) entail that
From (C7) we can observe that
for all ε ∈ (0, 1] and a.a. t ∈ (0, T ). We deduce from (4.1), (3.2) , the continuity of the embedding V ֒→ L 4 (Ω) and Lemma 6.1 that
for all ε ∈ (0, ε 1 ), τ ∈ (0, τ ), a.a. t ∈ (0, T ) and for some constants C 3 , C 4 , C 5 > 0. Thus we have from (6.2)-(6.6) and the Young inequality that there exists a constant C 6 > 0 satisfying 1 2 d dt c s Ln ε (θ ε (t)) + λ ε (ϕ ε (t)) 2 H (6.7)
2 W + C 6 for all ε ∈ (0, ε 1 ), τ ∈ (0, τ ) and a.a. t ∈ (0, T ). Here, since we can obtain that hold for all ε ∈ (0, ε 1 ) and for some constants C 7 , C 8 > 0. Hence, integrating (6.7) over (0, t), where t ∈ [0, T ], and using (6.8), (C7), and Lemma 6.1, we conclude that there exists a constant C 9 > 0 such that 1 2 c s Ln ε (θ ε (t)) + λ ε (ϕ ε (t)) for all ε ∈ (0, ε 1 ), τ ∈ (0, τ ) and a.a. t ∈ (0, T ). Therefore by applying the Gronwall lemma there exists a constant C 10 > 0 satisfying c s Ln ε (θ ε (t)) + λ ε (ϕ ε (t)) 2 H ≤ C 10 for all ε ∈ (0, ε 1 ), τ ∈ (0, τ ) and a.a. t ∈ (0, T ), which leads to Lemma 6.2 by (6.1). whence we obtain that
for all ε ∈ (0, ε 1 ) and for some constants C 1 , C 2 > 0. Thus, thanks to (6.9), (6.10), (3.2), (3.3) and the Lebesgue dominated convergence theorem, we can verify that λ ε (ϕ ε ) → λ(ϕ) strongly in L 2 (0, T ; H) (6.19) as ε = ε j ց 0. Therefore it holds that w = λ(ϕ) (6.20) a.e. on Ω × (0, T ) by (6.15) and (6.19) . Hence, in the light of (6.18) and (6.20), we can prove that θ, µ, ϕ satisfy (2.9) and (2.10) by passing to the limit in (3.4) and (3.5) as ε = ε j tends to 0. The initial conditions (2.12) follow from (3.7), due to (6.14), (6.18) and (6.10).
Next we confirm that
for all ψ ∈ C ∞ c (Ω × (0, T )). Indeed, it follows from (3.2) that
Thus we deduce from (6.10), (3.2), (3.3) and the Lebesgue dominated convergence theorem that λ ′ ε (ϕ ε ) → λ ′ (ϕ) strongly in L 2 (0, T ; H) (6.22) as ε = ε j ց 0. Then it follows from (6.9), (6.10), (6.16), (6.17) and (6.22) that 0 = T 0 Ω µ ε (t) − τ ∂ t ϕ ε (t) + γ∆ϕ ε (t) − β ε (ϕ ε (t)) − σ ′ (ϕ ε (t)) + λ ′ ε (ϕ ε (t))θ ε (t) ψ(t) dt = T 0 µ ε (t) − τ ∂ t ϕ ε (t) + γ∆ϕ ε (t) − β ε (ϕ ε (t)) − σ ′ (ϕ ε (t)), ψ(t) H dt Therefore we can conclude that Theorem 2.1 holds.
7. Estimates for (P) τ and passage to the limit as τ ց 0
In this section we will prove Theorem 2.2. We will derive existence for (P) by passing to the limit in (P) τ as τ ց 0.
