Sleep Disordered Breathing (SDB) are a group of diseases that affect the normal respiratory function during sleep, from primary snoring to obstructive sleep apnea (OSA). Children affected by OSA may develop growing disorders and even long-term cognitive disadvantages. However, once they have been diagnosed, treatment is effective in most of the cases improving their quality of life and avoiding consequences in their cognitive development. Although, several models have been reported to be good automatic OSA predictor in adults; no study have been conducted to test whether these models holds when predicting children' OSA or not. Our study uses the largest data base of polysomnogram data in Children under 15 years old. We benchmarked the three best methodologies reported on the literature. Our results show that these models' predictive power is drastically reduced when applied to Children. We present the bases to develop new algorithms which can perform automatic OSA screening in Children.
Introduction
Sleep Disordered Breathing (SDB) are a group of diseases that affect the normal respiration function during the night. These can affect people at any age because of different causes: in newborns and young children it is related to congenital defects or premature birth; in older children and adults it may be related to obesity, morphological causes, and hypertension 1, 2, 3, 4 The diseases considered as SDB are: primary snoring, upper airway resistance, and obstructive sleep apnea (OSA) -from less to most severe-. Any of these diseases have also degrees of severity. For example, a newborn with OSA can experience episodes of apnea (this is the absence of airflow for ten seconds or more) during night and have a relatively normal life, while a severe OSA may lead to sudden death 5 .
Symptoms of SDB are abnormal day sleepiness, sudden naps during day (for example, in a red light while driving), general tiredness, fatigue, trouble sleeping, and some other related diseases 6 . 
Related work
Based on previous studies is known that some signals collected by PSG have enough predictive power to perform an screening 7,8,9 . One signal screening methods have been successfully tested in adults and children 10, 11 , but those methods still require attending personnel and whole night dedicated systems. Most of them, also required a medical evaluation afterwards.
Automated classification methods aim to avoid unnecessary resource consuming screening methods. In this subject, most important contribution was made by Computers in Cardiology Challenge of 2000, where the task was to automatically tag minute-by-minute a single ECG signal as OSA or no-OSA and get to a final diagnosis: OSA or no-OSA for every record 12, 13, 14, 15 .
Some of this methods reached a 100% of precision in the binary diagnosis and over 85% in minute-by-minute tagging. Table 1 summarizes the results and different approaches of the investigations mentioned before. In the comments column can be seen that none of these studies have been tested in children, and most of them were trained and tested on databases specially designed for this task. Specially models tested on the Computers in Cardiology 2000 Database can not be compared, because this database has been preprocessed to obtain extremely clean, but not realistic data.
Evaluation measures
In order to compare models we will compute well known evaluation measures. The main point is to describe its strengths and weaknesses of the models.
Indicators selected for this tasks are Sensitivity, Specificity and Accuracy (commonly used to assess clinical tests performance); and Precision, Recall and F (to assess the classification performance of algorithms). They will be calculated as follows:
Interpretation of this indicators is based on the ability to detect sick people, this is because it is more important to correctly classify sick children as sick than healthy children as healthy.
Sensitivity is the ability to detect sick people, Specificity is the ability to detect healthy people, Accuracy is the ability to correctly classify, that is, how many children were correctly classified.
On the other hand, Precision is the proportion of the sick people group that are correctly classified. Finally, F is a measure of how accurate is the model, in a range of 0 to 1, where 1 is the best model possible.
Model construction

Data understanding
Data used in this study was collected in Sleep Study Center of Clinical Hospital of Catholic University of Chile by Dr. Pablo E. Brockmann and his research fellows.
Each patient spent a whole night in the hospital where 20 or 21 records of biomedical signals were taken (approximately 8 hours of records 1 ), including Electroencephalography (11 channels: EEG F3-A1,EEG C3-A1, EEG P3-A1, EEG O1-A1, EEG F4-A2, EEG C4-A2, EEG P4-A2, EEG O2-A2, EEG A1-A2, EEG Fp1-A1, EEG Fp2-A2), Electrocardiography (ECG or ECGI channel), Electrooculography (EOG Right and EOG Left), Electromyography (EMG Chin), Air Flow (Patient Airflow channel) and Oxygen Saturation (S pO 2 channel) among others.
Each test was manually scored by Dr. Pablo E. Brockmann or one of his fellows according to AASM (American Academy of Sleep Medicine) criteria 16 . Apnea, hypopnea, arousals, leg movement, and any other event of interest were detected.
It is important to mention that most studies of OSA screening have small databases, no more than 20 registers. Even though some bigger databases are available, in children data, Dr. Brockmann's database is the biggest database documented.
We selected the signals used in previous successful studies based on clinical proof of its predictive power (Table  1) to perform our benchmark. These signals to be used are: Electrocardiography (ECG or ECGI channel), Air Flow (Patient Airflow channel) and Oxygen Saturation (S pO 2 channel). Signals to be analysed were selected.
Data preprocessing
As the objective of this study is not to replicate adult results in children, but to compare the classification performance of those algorithms in children. Thus, they must to be trained and tested with the same features.
To accomplish this, a black box feature extraction method was adopted. As algorithm selection, the feature extraction method selection was based on most often used in our references 17, 18, 19 . According to these criteria, Wavelet Transform was adopted.
Wavelet Transform is used in 1D non stationary signals to process time series as the ones collected by PSG. It allows to collect frequency information contained in the timeserie. Also, there is no requirement of the frequency stability, thus it is frequently used for ECG feature extraction. Several wavelets were tested in order to extract features. Daubechies and Symlet of levels from 1 to 10 were tested, in addition to Haar function. This means that every signal was processed 21 times under each of these 21 functions of Wavelet Transform (Daubechies1, Daubechies2, Daubechies3, and so on).
Each signal processed with Wavelet Transform was decomposed to its 14th detail level, obtaining 14 time series for each decomposition function, i.e. 14 time series for ECG processed with WT with Haar function, 14 time series for ECG processed with WT with Daubechies of level 1 function, and so on. In order to reduce data and extract features, three features were calculated for each time serie, these were: mean, variance and energy; calculated as follows:
Variance:
Energy:
Coefficients obtained of the preprocessing were named as Db1 mean1 , Db1 var1 , Db1 ene1 for the mean, variance and energy of first detail level for Daubechies1 WT function. The same process was applied for every WT function and to every signal. This way, 21 different databases were generated for every signal -one for each WT function-, each of them containing 42 features: mean1, var1, ene1, mean2, var2, ene2 up to mean14, var14, ene14.
Selected algorithms
Support Vector Machines
In latest years Support Vector Machines has gain importance in classification problems. Specifically in biomedical classification signals, good quality performance models have been based in SVM.
In this particular case, the objective of the method is to find the optimal hyperplane to obtain the best separation between two groups: OSA and no-OSA. After testing the method with some kernel functions, Gaussian Radial Basis was selected based on its superior performance with these datasets.
As mentioned, all three measures were used to assess the performance of SVM.
Neural Networks
Neural networks are commonly used in problems like this because of its learning ability. Basically a neural networks learn the patterns that determine a later conduct, for this problem, the target was OSA or no-OSA, and the patterns were determined by the feature set.
A one hidden layer neural network was selected, and after testing its performance, 10 neurons were used in this layer.
Performance was assess by three metrics mentioned.
Logit Model
Logit Model inclusion was decided based on its simplicity because it allows to compare more complex machine learning methods -SVM, NN-with simpler classification techniques. The objective was to evaluate how much performance improved with machine learning.
Cross validation
In order to make comparable the three methods selected, all algorithms were trained and tested with the same feature datasets.
With all 78 records available, training datasets were constructed selecting 70% of records that were tagged as OSA, and 70% of records tagged as no-OSA. the remaining 30% was used to test performance on every case. Although as said before, the database had enough OSA and no-OSA cases, this way ensures a balanced train and test set for the methods.
Doing this iteratively, thirty of this training and testing dataset were created and used as input for all classification methods. Metrics of performance for every method were calculated as the average performance of these 30 iterations.
All algorithms were tested in its classification performance and its predictive power using the same metrics: sensitivity, specificity, accuracy, precision and F factor.
Results & discussion
As a summary from previous section, we present our benchmark setup schematically in figure 1. In the figure, we show the chosen signals, the pre-processing using Wavelet Transform, and finally the three algorithms evaluated. 
Support vector machines
SVM applied to the airflow signal had an average 2 sensitivity of 71.14% ± 3.34%, specificity of 33.08% ± 4.71% and accuracy of 54.59%±0.98%. As the method is being tested in order to implement an screening method, specificity is the most important metric, because it measures the ability of the algorithm to detect OSA patients; this is, it does not classify a patient as no-OSA when is OSA.
The maximum performance in specificity for airflow, is 40.67% for Symlet3 decomposition function. Although, sensitivity has some good quality results, with a maximum of 76.41% for Symlet7 decomposition function, this is a poor performance for an screening method.
On the ECG signal, SVM had an average performance of 8, 79% ± 4.50% for sensitivity, 83.49% ± 2.96% for specificity and 51.01% ± 2.42% for accuracy. most of the models had good performance in specificity (over 80%) but bad results in sensitivity (under 10%) resulting in accuracy of no more than 60%.
SVM tested with the S pO 2 dataset resulted in 15.83% ± 6.51% of sensitivity, 79.74% ± 3.78% of specificity and 51.95% ± 1.87% of accuracy.
Neural networks
For the airflow signal, the average sensitivity was 76.36% ± 4.35%, the average specificity 26.30% ± 3.78% and the average accuracy 54.60% ± 1.76%. This particular method has a maximum sensitivity of 84.36% for Daubechies3 decomposition signal. But the Specificity for that same signal is below 20%. Therefore, the method is not good enough to be used as screening technique.
On the ECG signal, poorer results were achieved. Sensitivity had an average of 32.68% ± 4.92%, while specificity and accuracy were 64.32% ± 3.22% and 50.57% ± 1.91% respectively. Best neural network was trained with Symlet9 decomposition signal, with sensitivity of 43.00%, specificity of 65.13% and accuracy of 55.51%. Although, this is the best model, its accuracy shows that is not much better than flipping a coin.
Neural Network applied to S pO 2 signal resulted in good specificity and bad sensitivity models, the metrics obtained were: 24.35% ± 7.99%, 76.04% ± 7.83% and 53.57% ± 2.25% for sensitivity, specificity and accuracy. Although, general results were poor, Symlet2 decomposition signal model, resulted in sensitivity of 16.33%, specificity 87.18% and accuracy 56.38%.
Logit
For airflow signal, the average performances were: 28.66% ± 7.10% for sensitivity, 69.69% ± 4.84% for specificity and 46.14% ± 3.46% for accuracy. Best performance was achieved with Daubechies4 decomposition function, with sensitivity of 19.25%, specificity of 78.89% and accuracy of 44.93%.
It is important to notice that even though its performance was poorer, the best specificity indexes were achieved using Logit, this could mean that Logit Model classify almost every record as OSA, but its accuracy is similar to the other methods.
The average performance for ECG signal were 42.37%±5.89%, 54.07%±3.58% and 49.05%±2.75% for sensitivity, specificity and accuracy respectively. The best model was Daubechies10 with metrics of 38.11%, 60.97% and 50.81%. For this particular signal, Logit model showed no advantage over other more complex models.
Finally, when applied to S pO 2 signal, results were the following: 47.88% ± 5.33% of sensitivity; 54.89% ± 4.03% of specificity; and 51.86% ± 3.97% of accuracy.
In conclusion, the logit model had a poorer performance compared to machine learning algorithms in general. Table 2 shows a sample of the results obtained from the implemented methods. As seen, the overall performance is not good enough for a screening method to be used in clinical trials with children (since we expected a sensitivity over 90%). Although, some of the models may set the base for a good quality screening test. For example, using ANN with Air Flow signals has the best sensitivity from all our benchmark experiments (S enitivity = 84.36%) or the second best model which is SVM with Air Flow signal (S enitivity = 75.64%).
Discussion
As said before, the desirable model should have high sensitivity and high accuracy, this is, it has a good overall performance and its ability to detect sick people is high.
In our benchmark no model by itself has this characteristics, but models using Air Flow signal had an outstanding sensitivity, over 80% in the Neural Network models, and regular accuracy. On the other hand, ECG based models, showed high Specificity which means they have the ability to detect healthy people while the its specificity was below 45% with all classification methods. This suggests that a combination of this signals may lead to a model that outperform both approaches, therefore, a boosting approach could be used in future work.
As seen on Table 1 , several one-signal based models reached 100% of accuracy in adults, this is a clear indicator that to classify accurately children into OSA+ and OSA-groups new algorithms are required.
Another idea that surfaced with this results is that instead of using only one signal a model which uses several signals could be developed to over-perform those models developed for adults.
Conclusions
Sleep Disordered Breathing (SDB) can be detected using a complex exam called polysomnography. This exam monitors the sleep of a person during night by measuring 21 different signals from Electrocardiogram to Nose Air Flow.
Several automatic methods have been developed to detect this disorders in adults, with a very high performance. However, no study have been conducted on Children (under 15 years old). Therefore, it was not possible to know if gold standard techniques holds in children as well as in adults.
In order to demonstrate this, we performed a benchmark using the biggest polysomnography database of children available, with 78 all night records of pediatric patients.
Based on specialized literature we selected two classification techniques: Support Vector Machines (SVM), Artificial Neural Networks (ANN). Besides we include a Logit classifier to evaluate a simpler model. We also selected the three signals that reported best classification quality, which are: Electrocardiography (ECG or ECGI channel), Air Flow (Patient Airflow channel) and Oxygen Saturation (S pO 2 channel).
Then, we pre-processed ECG, Air Flow and S pO 2 with wavelet transform to extract good quality features. All algorithms were trained with all 14 features generated. Then we trained the models with a cross-validation approach, 70% to train and 30% to test and experiments were performed 30 times to generate the final benchmark results.
The best model was the ANN applied over oronasal Air Flow signals, with a S enitivity = 84.36% and the second best model which is SVM with Air Flow signal with a S enitivity = 75.64%.
We demonstrated experimentally that state-of-the-art models for OSA screening in adults are not good enough to be used in children.
