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POINTWISE DENSITIES OF HOMOGENEOUS CANTOR MEASURE
AND CRITICAL VALUES
DERONG KONG, WENXIA LI, AND YUANYUAN YAO
Abstract. Let N ≥ 2 and ρ ∈ (0, 1/N2]. The homogenous Cantor set E is the self-similar
set generated by the iterated function system{
fi(x) = ρx+
i(1− ρ)
N − 1
: i = 0, 1, . . . , N − 1
}
.
Let s = dimH E be the Hausdorff dimension of E, and let µ = H
s|E be the s-dimensional
Hausdorff measure restricted to E. In this paper we describe, for each x ∈ E, the pointwise
lower s-density Θs∗(µ, x) and upper s-density Θ
∗s(µ, x) of µ at x. This extends some early
results of Feng et al. (2000). Furthermore, we determine two critical values ac and bc for the
sets
E∗(a) = {x ∈ E : Θ
s
∗(µ, x) ≥ a} and E
∗(b) = {x ∈ E : Θ∗s(µ, x) ≤ b}
respectively, such that dimH E∗(a) > 0 if and only if a < ac, and that dimH E
∗(b) > 0 if and
only if b > bc. We emphasize that both values ac and bc are related to the Thue-Morse type
sequences, and our strategy to find them relies on ideas from open dynamics and techniques
from combinatorics on words.
1. Introduction
Let N ≥ 2 be an integer, and let ρ ∈ (0, 1/N). The homogeneous Cantor set E = EN,ρ is
the self-similar set generated by the iterated function system (IFS)
fi(x) = ρx+ i R := ρx+ i
1− ρ
N − 1 , i = 0, 1, . . . , N − 1.
When N = 2 and ρ = 1/3, E2,1/3 is the classical middle-third Cantor set. It is easy to
see that the convex hull of E is the unit interval [0, 1], and the first level basic intervals
f0([0, 1]), f1([0, 1]), . . . and fN−1([0, 1]) are located one by one from the left to the right (see
Figure 1). These subintervals fi([0, 1]), i = 0, 1, . . . , N − 1, are pairwise disjoint, and the gaps
between any two neighboring subintervals are the same.
Note that for each x ∈ E there exists a (unique) sequence (di) = d1d2 . . . ∈ {0, 1, . . . , N − 1}N
such that
(1.1) x = lim
n→∞ fd1...dn(0) = R
∞∑
i=1
diρ
i−1 =: π((di)),
where fd1...dn := fd1 ◦ · · · ◦ fdn is the composition of maps. The infinite sequence (di) is called
a coding of x. Since 0 < ρ < 1/N , the self-similar IFS {fi}N−1i=0 satisfies the strong separation
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Figure 1. The convex hull [0, 1] of E and the first level basic intervals
fi([0, 1]), i = 0, 1, 2, 3 with N = 4 and ρ = 1/10. Then R = (1− ρ)/(N − 1) =
3/10.
condition (cf. [6]). So the projection map π : {0, 1, . . . , N − 1}N → E defined in (1.1) is
bijective. In other words, each x ∈ E has a unique coding.
Accordingly, the self-similar set E supports a unique measure µ = µN,ρ satisfying
(1.2) µ =
N−1∑
i=0
1
N
µ ◦ f−1i .
The measure µ is called a homogeneous Cantor measure, which is a self-similar measure
(cf. [10]). In fact, the measure µ is the image measure of the uniform Bernoulli measure on
the symbolic space {0, 1, . . . , N − 1}N under the projection map π. It is also the s-dimensional
Hausdorff measure Hs restricted to E, i.e., µ = Hs|E, where s = sN,ρ := − logN/ log ρ is the
Hausdorff dimension of E. For brevity, we always write E,µ and s instead of EN,ρ, µN,ρ and
sN,ρ if no confusion arises.
Given x ∈ E, the lower and upper s-densities of µ at x are defined by
Θs∗(µ, x) := lim inf
r→0
µ(B(x, r))
(2r)s
= lim inf
r→0
Hs(B(x, r) ∩ E)
(2r)s
and
Θ∗s(µ, x) := lim sup
r→0
µ(B(x, r))
(2r)s
= lim sup
r→0
Hs(B(x, r) ∩E)
(2r)s
respectively, where B(x, r) is the open interval (x − r, x + r). The study of densities for a
self-similar measure attracted a lot of attention in the literature (see [3, 4, 7, 17, 18, 19] and
the references therein). When N = 2 and ρ ∈ (0, 1/3], Feng et al [8] explicitly calculated
the pointwise densities Θs∗(µ, x) and Θ∗s(µ, x) for any x ∈ E. The upper bound 1/3 for ρ
was later improved to (
√
3 − 1)/2 by Wang et al. [20]. Motivated by their work, Li and
Yao [14] determined the pointwise densities of the self-similar measure for non-homogeneous
self-similar IFSs. Dai and Tang [5] considered the same problem as in [8] but for N = 3 and
ρ ∈ (0, 1/6].
In this paper we consider the pointwise lower and upper s-densities Θs∗(µ, x) and Θ∗s(µ, x)
for N ≥ 2 and ρ ∈ (0, 1/N2]. To state our main results we first define a N -to-1 map
T :
⋃N−1
i=0 fi([0, 1])→ [0, 1] such that
T (x) = f−1i (x) =
x− iR
ρ
if x ∈ fi([0, 1]) = [iR, iR + ρ].
POINTWISE DENSITIES AND CRITICAL VALUES 3
Then T (E) = E and µ ◦ T−1 = µ. Furthermore, for x = π(d1d2 . . .) ∈ E we have T n(x) =
π(dn+1dn+1 . . .). So, π is the isomorphic map from the symbolic dynamics ({0, 1, . . . , N − 1}N , σ)
to the expanding dynamics (E,T ), where σ is the left shift map.
Our first result describes the pointwise densities of µ.
Theorem 1. Let N ≥ 2, 0 < ρ ≤ 1/N2 and s = − logN/ log ρ. Suppose µ is the self-similar
measure supported on E satisfying (1.2).
(i) For any x = π(d1d2 . . .) ∈ E the pointwise lower s-density of µ at x is given by
Θs∗(µ, x) =
1
2s
1
(R/ρ− lim infn→∞ γn(x))s ,
where
γn(x) :=


T nx if dn = 0,
max {T nx, 1− T nx} if 1 ≤ dn ≤ N − 2,
1− T nx if dn = N − 1.
(ii) For any x ∈ E the pointwise upper s-density of µ at x is given by
Θ∗s(µ, x) = max
{
1
2s(lim infn→∞ ηn(x))s
, lim sup
n→∞
1 + 2dˆn
2s(dˆnR/ρ+ ηn(x))s
}
,
where
ηn(x) := max {T nx, 1− T nx} and dˆn := min {dn, N − 1− dn} .
(iii) For µ-almost every x ∈ E we have
Θs∗(µ, x) = (2R/ρ)
−s and Θ∗s(µ, x) =
{
1 if N is odd,
(NR)−s if N is even.
Remark 1.1.
• We point out that the upper bound 1/N2 for the contraction ratio ρ in Theorem 1
is not optimal. In fact, by a careful estimation one can improve the upper bound to
1/N log 3/ log 2 for the lower density, and to 1/N log 2/ log(3/2) for the upper density.
• By Theorem 1 (i) it follows that if x is an endpoint of E, i.e., x has a unique coding
ending with 0∞ or (N−1)∞, then γn(x) = 0 for all sufficiently large n. So, Θs∗(µ, x) =
(2R/ρ)−s, which is equal to the typical value of the lower density by Theorem 1 (iii).
Furthermore, by Theorem 1 (ii) it follows that if x ∈ E is an endpoint, then dˆn = 0
and ηn(x) = 1 for all large integers n, and so Θ
∗s(µ, x) = 2−s.
Note by Theorem 1 (iii) that for µ-almost every x ∈ E we have Θs∗(µ, x) < Θ∗s(µ, x).
This implies that E is irregular (see [6, Chapter 5] for its definition). In fact, the pointwise
lower and upper densities are distinct at every point of E. Observe that γn(x) ∈ [0, 1] and
ηn(x) ∈ [1/2, 1] for any x ∈ E. So, by Theorem 1 it follows that
(1.3) (2R/ρ)−s ≤ Θs∗(µ, x) ≤ (2R/ρ− 2)−s < 2−s ≤ Θ∗s(µ, x) ≤ 1
for all x ∈ E, where the third inequality follows by Lemma 2.3 (see below) and the last
inequality is well-known (see [6, Theroem 5.1] or [16]). In fact, when N is even, the upper
bound for Θ∗s(µ, x) can be refined to (NR)−s < 1 (see Lemma 2.8 below). This motivates us
to study the sets
E∗(a) := {x ∈ E : Θs∗(µ, x) ≥ a} and E∗(b) := {x ∈ E : Θ∗s(µ, x) ≤ b}
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with a, b ∈ R.
Clearly, the set-valued map a 7→ E∗(a) is non-increasing. By (1.3) it follows that E∗(a) = E
if a ≤ (2R/ρ)−s, and E∗(a) = ∅ if a > (2R/ρ − 2)−s. So, there must exist a critical value
ac ∈ ((2R/ρ)−s, (2R/ρ − 2)−s) such that dimH E∗(a) > 0 if and only if a < ac. Similarly,
the set-valued map b 7→ E∗(b) is non-decreasing. Again by (1.3) it gives that E∗(b) = ∅ if
b < 2−s, and E∗(b) = E if b ≥ 1. So there exists a critical value bc ∈ (2−s, 1) such that
dimH E
∗(b) > 0 if and only if b < bc.
Our next result is to describe the critical values ac and bc for the sets E∗(a) and E∗(b),
respectively. Inspired by some works on the critical values in unique beta expansions (cf. [9,
13]) and open dynamics (cf. [11]), we introduce two Thue-Morse type sequences (θi) and (λi)
in {0, 1, . . . , N − 1}N. For a word c = c1 . . . cn we define its reflection by c := (N − 1 −
c1) . . . (N − 1− cn). Furthermore, if cn < N − 1, then we write c+ := c1 . . . cn−1(cn + 1); and
if cn > 0, then we set c
− := c1 . . . cn−1(cn − 1).
Definition 1.2. The sequences (λi)
∞
i=1 and (θi)
∞
i=1 are defined recursively as follows. Set
λ1 = θ1 = N − 1, and if λ1 . . . λ2n and θ1 . . . θ2n are defined for some n ≥ 0, then
λ2n+1 . . . λ2n+1 = λ1 . . . λ2n
+
and θ2n+1 . . . θ2n+1 = θ1 . . . θ2n .
By Definition 1.2 it follows that the sequence (λi) ∈ {0, 1, N − 2, N − 1}N begins with
(λi) = (N − 1)10(N − 1) 0(N − 2)(N − 1)1 0(N − 2)(N − 1)0(N − 1)10(N − 1) . . . ,
and the sequence (θi) ∈ {0, N − 1}N begins with
(θi) = (N − 1)00(N − 1) 0(N − 1)(N − 1)0 0(N − 1)(N − 1)0(N − 1)00(N − 1) . . . .
We emphasize that for N = 2 the sequence (λi) is the shift of the classical Thue-Morse
sequence, and the sequence (1− θi) is indeed the Thue-Morse sequence (cf. [2]).
Now we state our second result on the critical values of E∗(a) and E∗(b), respectively.
Theorem 2. Let N ≥ 2 and 0 < ρ ≤ 1/N2.
(A) The critical value for E∗(a) is given by
ac =
(
2
(R
ρ
− 1 +R
∞∑
i=1
λi+1ρ
i−1
))−s
.
That is (i) if a < ac, then dimH E∗(a) > 0; (ii) if a = ac, then E∗(a) is uncountable;
and (iii) if a > ac, then E∗(a) is at most countable.
(B) The critical value for E∗(b) is given by
bc =
(
2R
∞∑
i=1
θiρ
i−1
)−s
.
That is (i) if b < bc, then E
∗(b) is at most countable; (ii) if b = bc, then E∗(b) is
uncountable; and (iii) if b > bc, then dimH E
∗(b) > 0.
Note by (1.3) that (2R/ρ)−s ≤ ac ≤ (2R/ρ − 2)−s < 2−s ≤ bc ≤ 1. By some numerical
calculation we list the values of (2R/ρ)−s, ac, (2R/ρ − 2)−s, 2−s and bc for 2 ≤ N ≤ 8 and
ρ = 1/N2 (see Table 1).
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N 2 3 4 5 6 7 8
(2R/ρ)−s ≈ 0.408248 0.353553 0.316228 0.288675 0.267261 0.25 0.235702
ac ≈ 0.422744 0.38039 0.340358 0.308856 0.284091 0.26419 0.247828
(2R/ρ− 2)−s ≈ 0.5 0.408248 0.353553 0.316228 0.288675 0.267261 0.25
2−s ≈ 0.707107 0.707107 0.707107 0.707107 0.707107 0.707107 0.707107
bc ≈ 0.809703 0.749479 0.730207 0.721665 0.717129 0.714431 0.712695
Table 1. The list of the values (2R/ρ)−s, ac, (2R − 2)−s, 2−s and bc with
N = 2, 3, . . . , 8 and ρ = 1/N2. In this case we have s = − logN/ log ρ = 1/2
and R = (1− ρ)/(N − 1) = N−1 +N−2.
The rest of the paper is arranged as follows. In Section 2 we describe the pointwise lower
and upper densities of µ at each x ∈ E and prove Theorem 1. In Section 3 we determine the
critical values of E∗(a) and E∗(b) respectively, and prove Theorem 2.
2. Pointwise densities of µ
In this section we will describe the pointwise densities of µ at any point x ∈ E, and prove
Theorem 1. Note that E ⊆ ∪N−1i=0 fi([0, 1]) and the union is pairwise disjoint. Then by (1.2)
it follows that the measure µ has the same weight 1/N on each basic interval fi([0, 1]). This
is a special case of the following lemma.
Lemma 2.1. Let N ≥ 2 and 0 < ρ ≤ 1/N2. Then for any measurable subset A ⊂ (−1, 2)
and any d1 . . . dn ∈ {0, 1, . . . , N − 1}n we have
µ
(
fd1...dn(A)
)
=
µ(A)
Nn
.
Proof. Let A ⊂ (−1, 2) be a µ-measurable set. Recall that R = (1 − ρ)/(N − 1). Then
for each i ∈ {0, 1, . . . , N − 1} we have fi(A) ⊂ (−ρ+ iR, 2ρ+ iR) . Since ρ ≤ 1/N2 and
fj(E) ⊂ fj([0, 1]), one can easily verify that
fi(A) ∩ fj(E) = ∅ ∀ i 6= j.
Then by (1.2) this implies that µ(fi(A)) = µ(A)/N. So, by induction on n it follows that
µ(fd1...dn(A)) =
µ(A)
Nn
for all n ∈ N,
completing the proof. 
In the following we give the bounds for µ([0, t]) and µ([t, 1]), which plays an important role
in describing the densities of µ.
Lemma 2.2. Let N ≥ 2 and 0 < ρ ≤ 1/N2. Then for any t ∈ [0, 1] we have( ρ
R
)s · ts ≤ µ([0, t]) ≤ ts and ( ρ
R
)s
(1− t)s ≤ µ([t, 1]) ≤ (1− t)s.
Proof. Let t ∈ [0, 1]. We only prove the bounds for µ([0, t]), since the bounds for µ([t, 1]) can
be obtained by using the symmetry of µ that µ(B(x, r)) = µ(B(1− x, r)) for any x ∈ E and
any r > 0.
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Observe that µ = Hs|E . Then the upper bound for µ([0, t]) follows directly from the work
of Zhou [21] that Hs(E ∩ U) ≤ |U |s for any U ⊂ R. So it suffices to prove the lower bound.
Clearly it holds for t = 0. In the following we assume t ∈ (0, 1]. First we consider t ∈ E.
Then by (1.1) there exists a sequence (di) ∈ {0, 1, . . . , N − 1}N such that t = R
∑∞
i=1 diρ
i−1.
We claim that
µ([0, t]) =
∞∑
i=1
di
N i
.
To prove the claim it suffices to prove for any k ∈ N that
(2.1) µ([0, tk]) =
k∑
i=1
di
N i
when tk = R
k∑
i=1
diρ
i−1.
We will prove (2.1) by induction on k. Clearly, for k = 1 we have t1 = d1R, and then [0, t1]
contains exactly d1 basic intervals of level 1, i.e.,
d1−1⋃
i=0
fi(E) ⊂ [0, t1].
So by Lemma 2.1 it follows that µ([0, t1]) ≥ d1/N . On the other hand, [0, t1] ∩ fd1(E) is a
singleton, and [0, t1]∩fj(E) = ∅ for any j > d1. Therefore, we conclude that µ([0, t1]) = d1/N .
This proves (2.1) for k = 1.
Now suppose (2.1) holds for k = n, and we consider k = n+ 1. Note that
tn+1 = R
n+1∑
i=1
diρ
i−1 = tn +Rdn+1ρn.
Since each basic interval of level n has length ρn, this implies that
[tn, tn+1) ∩ E =
dn+1−1⋃
j=0
fd1...dnj(E).
So, by the induction hypothesis and Lemma 2.1 we obtain
µ([0, tn+1]) = µ([0, tn]) + µ([tn, tn+1]) =
n∑
i=1
di
N i
+
dn+1
Nn+1
=
n+1∑
i=1
di
N i
.
This proves (2.1) for k = n+ 1, and then the claim follows by induction.
By the claim and using N−1 = ρs it follows that
µ([0, t])
ts
=
∑∞
i=1 diρ
is(
R
ρ
)s
(
∑∞
i=1 diρ
i)s
≥
( ρ
R
)s
,
where the inequality follows by using s ∈ (0, 1) and the basic inequality( ∞∑
i=1
xi
)s
≤
∞∑
i=1
xsi ∀ xi ≥ 0.
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Now for t ∈ (0, 1] \ E let t′ be the smallest element in E strictly larger than t. Then
µ([0, t]) = µ([0, t′]), and therefore,
µ([0, t]) = µ([0, t′]) ≥
( ρ
R
)s · (t′)s > ( ρ
R
)s · ts.
This completes the proof. 
The following lemma is elementary but turns out to be useful in our proofs later.
Lemma 2.3. Let N ≥ 2 and 0 < ρ ≤ 1/N2. Then
0 <
ρ
R
≤ 1
N + 1
.
(i) Let A,B ≥ 0. If ρ1−sA < B, then the function
g(r) =
A+ (r −B)s
rs
is strictly increasing in [B,B + ρ].
(ii) Let m ≥ 1. Then for any t ∈ [0, ρ] the sequences
aj :=
j
(jR − t)s and bj :=
1 +mj
(jR + t)s
, j ≥ 1,
are both strictly increasing.
Proof. Note that (N − 1)R = 1− ρ ≥ N2ρ− ρ > 0. This gives
0 <
ρ
R
≤ 1
N + 1
.
For (i) we observe that
(2.2) g′(r) > 0 ⇐⇒ (r −B)1−sA < B.
Note that r ∈ [B,B + ρ] and s ∈ (0, 1). So, if ρ1−sA < B, by (2.2) it follows that g′(r) > 0
for all r ∈ [B,B + ρ]. This proves (i).
For (ii) we note for j ≥ 1 that aj+1 > aj if and only if
(2.3)
j + 1
j
>
(
(j + 1)R − t
jR− t
)s
.
Since ρ ∈ (0, 1/N2], we have s = − logN/ log ρ ∈ (0, 1/2]. Thus, (2.3) holds if it holds for
s = 1/2, i.e.,
j + 1
j
>
(
jR− t+R
jR − t
)1/2
.
By rearrangements and using t ∈ [0, ρ] we only need to prove
(2j + 1)
(
j − ρ
R
)
> j2.
Since 0 < ρ/R ≤ 1/(N +1), it suffices to verify (2j+1)(j− 1N+1) > j2, which follows directly
by using j ≥ 1.
Similarly, one can verify that bj+1 > bj for all j ≥ 1. 
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2.1. Lower density Θ∗(µ, x). In the following we give the lower bound for µ(B(x, r))/(2r)s,
where B(x, r) = (x − r, x + r) is the open ball of radius r at center x. Based on Lemma 2.2
we first consider x ∈ fi([0, 1]) for i = 0 and i = N − 1.
Lemma 2.4. Let N ≥ 2 and 0 < ρ ≤ 1/N2.
(i) If x ∈ [0, ρ], then for any max {x, ρ− x} ≤ r ≤ 1− x we have
µ(B(x, r))
(2r)s
≥ ρ
s
2s(R − x)s ,
where the equality holds for r = R− x.
(ii) If x ∈ [1− ρ, 1], then for any max {1− x, ρ− (1− x)} ≤ r ≤ x we have
µ(B(x, r))
(2r)s
≥ ρ
s
2s(R− (1− x))s ,
where the equality holds for r = R− (1− x).
Proof. Note that µ(B(x, r)) = µ(B(1−x, r)) for any x ∈ E and r > 0. So, (ii) can be deduced
from (i) by the symmetry of µ. In the following we only prove (i).
Let x ∈ [0, ρ], and take max {x, ρ− x} ≤ r ≤ 1 − x. Then B(x, r) ⊂ (−1, 2), and B(x, r)
nearly contains the interval [0, ρ] which means B(x, r) contains [0, ρ] up to a point. Recall
that R = (1− ρ)/(N − 1). We split the proof into the following two cases.
Case I. max {x, (j − 1)R + ρ− x} ≤ r ≤ jR − x for some j ∈ {1, 2, . . . , N − 1}. Then
(j−1)R+ρ ≤ x+r ≤ jR. Note that fi+1(0)−fi(0) = R for any 0 ≤ i < N−1. Then B(x, r)
nearly contains fi([0, 1]) for 0 ≤ i ≤ j − 1, and B(x, r) has no intersect with any other basic
interval of level 1. So, by Lemma 2.1 it follows that
µ(B(x, r)) = jρs.
This implies
µ(B(x, r))
(2r)s
=
jρs
(2r)s
≥ jρ
s
2s (jR− x)s ,
where the equality holds for r = jR − x.
Case II. jR − x < r ≤ jR + ρ − x for some j ∈ {1, 2, . . . , N − 1}. Then B(x, r) contains
the level-1 basic intervals f0([0, 1]), . . . , fj−1([0, 1]) and intersect fj([0, 1]). But B(x, r) has
no intersect with any other level-1 basic interval. So, by Lemmas 2.1, 2.2 and using the
uniformity of µ it follows that
µ(B(x, r)) = jρs + µ([jR, x+ r]) = jρs + µ([0, x+ r − jR]) ≥ jρs +
( ρ
R
)s
(x+ r − jR)s.
This implies
(2.4)
µ(B(x, r))
(2r)s
≥ ρ
s
(2R)s
g1(r), where g1(r) :=
jRs + (x+ r − jR)s
rs
.
We claim that g1(r) is strictly increasing in (jR − x, jR + ρ− x].
By Lemma 2.3 (i) with A = jRs and B = jR − x it suffices to check ρ1−sjRs < jR − x.
Since s ∈ (0, 1/2] and x ∈ [0, ρ], it suffices to verify
jρ
(
R
ρ
)1/2
< jR − ρ.
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Dividing R on both sides reduces to
j
( ρ
R
)1/2
< j − ρ
R
.
This can be easily verified by using j ≥ 1 and 0 < ρ/R ≤ 1/(N +1) (see Lemma 2.3). So, we
establish the claim.
Therefore, by (2.4) and the claim it follows that
µ(B(x, r))
(2r)s
≥ ρ
s
(2R)s
g1(r) >
ρs
(2R)s
g1(jR − x) = jρ
s
2s (jR − x)s
for any r ∈ (jR− x, jR + ρ− x]. Finally, observe by Lemma 2.3 (ii) that the sequence
aˆj =
j
(jR − x)s , j = 1, 2, . . . , N − 1,
is strictly increasing. This proves (i). 
In the following we will determine the lower bound of µ(B(x, r))/(2r)s for x ∈ fk([0, 1])
with k = 1, 2, . . . , N − 2.
Proposition 2.5. Let N ≥ 2 and 0 < ρ ≤ 1/N2.
(i) If x ∈ [kR, kR + ρ/2] for some k ∈ {1, . . . , N − 2}, then for any kR + ρ − x ≤ r ≤
max {x, 1− x} we have
µ(B(x, r))
(2r)s
≥ ρ
s
2s(R − (kR + ρ− x))s ,
where the equality holds when r = R− (kR+ ρ− x).
(ii) If x ∈ [kR + ρ/2, kR + ρ] for some k ∈ {1, . . . , N − 2}, then for any x − kR ≤ r ≤
max {x, 1− x} we have
µ(B(x, r))
(2r)s
≥ ρ
s
2s(R − (x− kR))s ,
where the equality holds when r = R− (x− kR).
Proof. Observe for k ∈ {1, . . . , N − 2} that x ∈ [kR + ρ/2, kR + ρ] if and only if 1 − x ∈
[(N − 1− k)R, (N − 1− k)R+ ρ/2]. So, (ii) can be deduced from (i) by using the symmetry
of µ. In the following we only prove (i).
Take x ∈ [kR, kR+ ρ/2] with k ∈ {1, 2, . . . , N − 2}. Then for kR+ ρ− x ≤ r ≤ x the ball
B(x, r) nearly contains the basic interval fk([0, 1]). Using the uniformity of µ it follows that
µ(B(x, r)) ≥ µ(B((N − 1− k)R + x, r)).
Observe that (N − 1− k)R + x ∈ [1− ρ, 1]. By Lemma 2.4 (ii) it follows that
µ(B(x, r))
(2r)s
≥ µ(B((N − 1− k)R+ x, r))
(2r)s
≥ ρ
s
2s(R− (1− (N − 1− k)R − x))s
=
ρs
2s(R− (kR + ρ− x))s ,
(2.5)
where the equalities hold for r = R− (kR + ρ− x).
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If x ≥ 1/2, then max {x, 1− x} = x and we are done. Now suppose x < 1/2. Then for
x < r ≤ 1− x we have µ(B(x, r)) = µ(B(0, x+ r)). By Lemma 2.2 it follows that
(2.6)
µ(B(x, r))
(2r)s
≥ ρ
s
2s
· (x+ r)
s
(Rr)s
.
Using x ≥ kR, r ≤ 1− x and 0 < ρ ≤ 1/N2, one can verify that
x+ r
Rr
>
1
R− (kR + ρ− x) for all 1 ≤ k ≤ N − 2.
So, by (2.5) and (2.6) we establish (i). 
By Lemma 2.4 and Proposition 2.5 it follows that for any x ∈ E, if B(x, r) contains at
least one level-1 basic interval but it does not contain the unit interval [0, 1], then
(2.7)
µ(B(x, r))
(2r)s
≥ ρ
s
2s(R − S(x))s ,
where
S(x) =


x if 0 ≤ x ≤ ρ,
max {x− kR, kR+ ρ− x} if kR ≤ x ≤ kR+ ρ for 1 ≤ k ≤ N − 2,
1− x if 1− ρ ≤ x ≤ 1.
Recall that the N -to-1 expanding map T :
⋃N−1
k=0 [kR, kR + ρ]→ [0, 1] satisfies
T (x) =
x− kR
ρ
if kR ≤ x ≤ kR+ ρ,
where k = 0, 1, . . . , N − 1. So for any x = π(d1d2 . . .) ∈ E we have T n(x) = π(dn+1dn+2 . . .).
Proof of Theorem 1 (i). Take x = π(d1d2 . . .) ∈ E and r ∈ (0, ρ). Then there exists n ∈ N
such that B(x, r) contains the level-(n + 1) basic interval fd1...dn+1([0, 1]), but it does not
contain the level-n basic interval fd1...dn([0, 1]). This implies that
T n(B(x, r)) = (fd1...dn)
−1(B(x, r)) ⊇ fdn+1([0, 1]),
but T n(B(x, r)) does not contain [0, 1].
Let y = T nx = π(dn+1dn+2 . . .), and let r
′ = ρ−nr. Then y ∈ fdn+1([0, 1]), ρ/2 < r′ < 1
and T n(B(x, r)) = B(y, r′). By Lemma 2.1 and (2.7) it follows that
µ(B(x, r))
(2r)s
=
(ρs)nµ(B(y, r′))
(2r)s
=
µ(B(y, r′))
(2r′)s
≥ ρ
s
2s(R − S(y))s
=
ρs
2s(R − S(T nx))s =
ρs
2s(R − ργn+1(x)) ,
(2.8)
where the last equality holds by the following observation: if 1 ≤ dn+1 ≤ N − 2, then
S(T nx) = max {T nx− dn+1R, dn+1R+ ρ− T nx}
= ρmax
{
T n+1x, 1− T n+1x} = ργn+1(x);
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if dn+1 = 0, then S(T
nx) = T nx = ρT n+1x = ργn+1(x); and if dn+1 = N − 1, then S(T nx) =
1 − T nx = ρ(1 − T n+1x) = ργn+1(x). Letting r → 0 in (2.8), and then n → ∞, we deduce
that
(2.9) Θs∗(µ, x) = lim inf
r→0
µ(B(x, r))
(2r)s
≥ ρ
s
2s(R − ρ lim infn→∞ γn(x))s .
On the other hand, observe that the equality holds in (2.8) when r′ = R − S(T nx), or
equivalently, when r = ρn(R − S(T nx)). So, let rn := ρn(R − S(T nx)). Then rn → 0 as
n→∞. Letting r → 0 along the subsequence (rn) in (2.9) we conclude that
Θs∗(µ, x) =
ρs
2s(R − ρ lim infn→∞ γn(x))s =
1
2s(R/ρ− lim infn→∞ γn(x))s .
This completes the proof. 
2.2. Upper density Θ∗(µ, x). Using the same idea as in the previous subsection we are able
to determine the pointwise upper density of µ at each x ∈ E. But the calculation is more
involved. First we consider x ∈ fi([0, 1]) for i = 0 and i = N − 1.
Lemma 2.6. Let N ≥ 2 and 0 < ρ ≤ 1/N2.
(i) Let x ∈ [0, ρ]. Then for any max {x, ρ− x} ≤ r ≤ 1− x we have
µ(B(x, r))
(2r)s
≤
{ ρs
2s(ρ−x)s if x ∈ [0, ρ/2],
max
{
ρs
2sxs ,
1
2s(1−x)s
}
if x ∈ [ρ/2, ρ],
where the equality is attainable.
(ii) Let x ∈ [1− ρ, 1]. Then for any max {1− x, ρ− (1− x)} ≤ r ≤ x we have
µ(B(x, r))
(2r)s
≤
{
max
{
ρs
2s(1−x)s ,
1
2sxs
}
if x ∈ [1− ρ, 1− ρ/2],
ρs
2s(ρ−(1−x))s if x ∈ [1− ρ/2, 1],
where the equality is attainable.
Proof. Since the measure µ is symmetric on E, (ii) can be deduced from (i). In the following
we only prove (i). Let x ∈ [0, ρ] and max {x, ρ− x} ≤ r ≤ 1−x. Then B(x, r) nearly contains
[0, ρ], and B(x, r) ⊂ (−1, 2). Note that R = (1 − ρ)/(N − 1). We consider the following two
cases.
Case I. max {x, (j − 1)R+ ρ− x} ≤ r ≤ jR−x for some j ∈ {1, 2, . . . , N − 1}. By the same
argument as in the proof of Lemma 2.4 we have µ(B(x, r)) = jρs. So, if x ≤ (j− 1)R+ ρ−x,
then max {x, (j − 1)R + ρ− x} = (j − 1)R + ρ− x, and so
(2.10)
µ(B(x, r))
(2r)s
≤ jρ
s
2s((j − 1)R+ ρ− x)s ,
where the equality holds for r = (j − 1)R + ρ− x. If x > (j − 1)R + ρ− x, then j = 1 and
x > ρ/2. In this case we have
(2.11)
µ(B(x, r))
(2r)s
≤ ρ
s
2sxs
where the equality holds for r = x.
12 DERONG KONG, WENXIA LI, AND YUANYUAN YAO
Case II. jR− x < r ≤ jR+ ρ− x for some j ∈ {1, 2, . . . , N − 1}. Then by Lemma 2.2 one
can verify that
µ(B(x, r)) = jρs + µ([jR, x + r]) ≤ jρs + (x+ r − jR)s.
This implies
µ(B(x, r))
(2r)s
≤ 1
2s
· jρ
s + (x+ r − jR)s
rs
=:
1
2s
g2(r).
By Lemma 2.3 (i) with A = jρs and B = jR − x one can easily verify that ρ1−sA < B, and
thus g2 is strictly increasing in (jR − x, jR + ρ− x]. So, for any jR − x < r ≤ jR + ρ− x,
(2.12)
µ(B(x, r))
(2r)s
≤ 1
2s
g2(jR + ρ− x) = (j + 1)ρ
s
2s(jR + ρ− x)s ,
where the equality holds for r = jR + ρ− x.
Note by Lemma 2.3 (ii) that the sequence
bˆj :=
j + 1
(jR + ρ− x)s , j = 1, . . . , N − 1
is strictly increasing in j. Therefore, by (2.10) and (2.12) it follows that for x ∈ [0, ρ/2],
µ(B(x, r))
(2r)s
≤ max
{
ρs
2s(ρ− x)s ,
Nρs
2s((N − 1)R + ρ− x)s
}
= max
{
ρs
2s(ρ− x)s ,
1
2s(1− x)s
}
=
ρs
2s(ρ− x)s ,
where we have used ρs = 1/N and R = (1 − ρ)/(N − 1). Moreover, by (2.11) and (2.12) it
follows that for x ∈ [ρ/2, ρ] we have
µ(B(x, r))
(2r)s
≤ max
{
ρs
2sxs
,
1
2s(1− x)s
}
.
This completes the proof. 
In the next lemma we consider the upper bound of µ(B(x, r))/(2r)s for x ∈ fk([0, 1]) with
k = 1, . . . , N − 2.
Proposition 2.7. Let N ≥ 2 and 0 < ρ ≤ 1/N2. For k ∈ {0, . . . , N − 1} set kˆ :=
min {k,N − 1− k}.
(i) If x ∈ [kR, kR + ρ/2] for some k = 1, . . . , N − 2, then for any kR + ρ − x ≤ r ≤
max {x, 1− x} we have
µ(B(x, r))
(2r)s
≤ max
{
ρs
2s(kR + ρ− x)s ,
(1 + 2kˆ)ρs
2s(kˆR+ (kR+ ρ− x))s ,
1
2s(max {x, 1− x})s
}
,
where the equality is attainable.
(ii) If x ∈ [kR + ρ/2, kR + ρ] for some k = 1, . . . , N − 2, then for any x − kR ≤ r ≤
max {x, 1− x} we have
µ(B(x, r))
(2r)s
≤ max
{
ρs
2s(x− kR)s ,
(1 + 2kˆ)ρs
2s(kˆR+ (x− kR))s ,
1
2s(max {x, 1− x})s
}
,
where the equality is attainable.
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Proof. Note by the symmetry of µ that (ii) can be deduced from (i). In the following we only
prove (i). Let x ∈ [kR, kR+ ρ/2] and kR+ ρ−x ≤ r ≤ max {x, 1− x}. Then the ball B(x, r)
contains the basic interval fk([0, 1]) and is contained in (−1, 2). We first assume x ≤ 1/2.
Then 1 ≤ k ≤ (N − 1)/2, and thus kˆ = k. We will prove in the following two steps that
(2.13)
µ(B(x, r))
(2r)s
≤ max
{
ρs
2s(kR + ρ− x)s ,
(1 + 2k)ρs
2s(2kR + ρ− x)s ,
1
2s(1− x)s
}
for any x ∈ [0, 1/2] ∩ [kR, kR+ ρ/2] and kR + ρ− x ≤ r ≤ 1− x.
Step I. In this step we will prove that for each 0 ≤ j ≤ k−1 and for any (k+ j)R+ρ−x ≤
r ≤ (k + j + 1)R + ρ− x we have
(2.14)
µ(B(x, r))
(2r)s
≤ max
{
(1 + 2j)ρs
2s(jR + (kR + ρ− x))s ,
(1 + 2(j + 1))ρs
2s((j + 1)R + (kR+ ρ− x))s
}
,
where the equality is attainable. Take 0 ≤ j ≤ k−1. Let (k+j)R+ρ−x ≤ r ≤ (k+j+1)R+
ρ− x. Then B(x, r) contains the basic intervals fi([0, 1]) with k− j ≤ i ≤ k+ j and it might
have intersection with fk−j−1([0, 1]) and fk+j+1([0, 1]) (see Figure 2). Since x ∈ [kR, kR+ ρ],
we can partition the interval [(k + j)R+ ρ− x, (k + j + 1)R + ρ− x] as follows:
(k + j)R + ρ− x ≤ x− (k − j − 1)R − ρ
≤ (k + j + 1)R − x
≤ x− (k − j − 1)R ≤ (k + j + 1)R + ρ− x.
(2.15)
Now we prove (2.14) by considering the following four cases according to the partition.
fk−j−1
(k − j − 1)R
fk−j
(k − j)R
· · ·
fk
kR
x
· · ·
fk+j
(k + j)R
fk+j+1
(k + j + 1)R
Figure 2. The ball B(x, r) with x ∈ [kR, kR + ρ/2] contains fi([0, 1]) with
k − j ≤ i ≤ k + j and might intersect fk−j−1([0, 1]) and fk+j+1([0, 1]). The
left and right endpoints of each basic interval fi([0, 1]) are iR and iR + ρ
respectively.
Case I. (k+ j)R+ρ−x ≤ r ≤ x− (k− j−1)R−ρ. Then the ball B(x, r) contains only the
basic intervals fi([0, 1]) with k − j ≤ i ≤ k + j and it has no intersect with any other basic
interval of level-1. So,
µ(B(x, r))
(2r)s
=
(1 + 2j)ρs
(2r)s
≤ (1 + 2j)ρ
s
2s((k + j)R + ρ− x)s ,
where the equality holds for r = (k + j)R + ρ− x.
Case II. x− (k − j − 1)R − ρ ≤ r ≤ (k + j + 1)R − x. Then the ball B(x, r) contains the
basic interval fi([0, 1]) with k − j ≤ i ≤ k + j and it intersects fk−j−1([0, 1]). But it has no
intersect with any other basic interval of level-1. This gives
µ(B(x, r)) = (1 + 2j)ρs + µ([x− r, (k − j − 1)R + ρ])
≤ (1 + 2j)ρs + ((k − j − 1)R + ρ− x+ r)s,
14 DERONG KONG, WENXIA LI, AND YUANYUAN YAO
where the inequality follows by Lemma 2.2. So,
(2.16)
µ(B(x, r))
(2r)s
≤ (1 + 2j)ρ
s + ((k − j − 1)R + ρ− x+ r)s
(2r)s
=:
1
2s
gˆ1(r).
Let A = (1+2j)ρs and B = x−(k−j−1)R−ρ. Note by Lemma 2.3 that 0 < ρ/R ≤ 1/(N+1).
Then by using x ≥ kR one can easily verify that ρ1−sA < B. So by (2.15) and Lemma 2.3 (i)
it follows that the function gˆ1 is strictly increasing in [x− (k− j − 1)R− ρ, (k+ j +1)R− x].
Therefore,
µ(B(x, r))
(2r)s
≤ 1
2s
gˆ1(r) ≤ 1
2s
gˆ1
(
(k + j + 1)R − x) = (1 + 2j)ρs + (2kR + ρ− 2x)s
2s((k + j + 1)R − x)s .
Case III. (k+j+1)R−x ≤ r ≤ x−(k−j−1)R. Then the ball B(x, r) not only contains the
basic interval fi([0, 1]) with k−j ≤ i ≤ k+j but also intersect fk−j−1([0, 1]) and fk+j+1([0, 1]).
However, it has no intersect with any other basic intervals of level-1. So, by Lemmas 2.2 and
2.4 it follows that
µ(B(x, r))
(2r)s
≤ (1 + 2j)ρ
s + ((k − j − 1)R + ρ− x+ r)s + (x+ r − (k + j + 1)R)s
(2r)s
=:
1
2s
(gˆ1(r) + gˆ2(r)),
where gˆ1 is defined in (2.16) and
gˆ2(r) :=
(x+ r − (k + j + 1)R)s
rs
.
Note by Case II that gˆ1(r) is increasing in [x−(k−j−1)R−ρ, x−(k−j−1)R]. Furthermore, by
Lemma 2.3 (i) one can easily show that gˆ2(r) is increasing in [(k+j+1)R−x, (k+j+1)R−x+ρ].
Therefore, by (2.15) it follows that
µ(B(x, r))
(2r)s
≤ 1
2s
(
gˆ1(x− (k − j − 1)R) + gˆ2(x− (k − j − 1)R)
)
=
(2 + 2j)ρs + (2x− 2kR)s
2s(x− (k − j − 1)R)s
for any (k + j + 1)R − x ≤ r ≤ x− (k − j − 1)R.
Case IV. x − (k − j − 1)R ≤ r ≤ (k + j + 1)R + ρ − x. Then the ball contains the basic
intervals fi([0, 1]) with k− j− 1 ≤ i ≤ k+ j, and it intersects the basic interval fk+j+1([0, 1]).
But it has no intersection with any other basic intervals of level-1. So, by Lemma 2.2 it follows
that
µ(B(x, r))
(2r)s
≤ (2 + 2j)ρ
s + (x+ r − (k + j + 1)R)s
(2r)s
=:
1
2s
gˆ3(r).
Let A = (2+2j)ρs and B = (k+ j+1)R−x. Note by Lemma 2.3 that ρ/R ∈ (0, 1/(N +1)].
Then using x ∈ [kR, kR + ρ/2] one can verify that ρ1−sA < B. So, by (2.15) and Lemma
2.3 (i) it follows that gˆ3(r) is strictly increasing in [x − (k − j − 1)R, (k + j + 1)R − x + ρ].
Therefore,
µ(B(x, r))
(2r)s
≤ 1
2s
gˆ3(r) ≤ 1
2s
gˆ3((k + j + 1)R + ρ− x) = (1 + 2(j + 1))ρ
s
2s((k + j + 1)R + ρ− x)s ,
where the equality holds for r = (k + j + 1)R+ ρ− x.
Observe that gˆ1 and gˆ1 + gˆ2 coincide at r = (k + j + 1)R − x, and gˆ1 + gˆ2 and gˆ3 coincide
at r = x− (k − j − 1)R. Therefore, (2.14) follows by Cases I–IV.
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Step II. Note that kR+ ρ− x ∈ [0, ρ]. Then by Lemma 2.3 (ii) it gives that the sequence
bˆj :=
1 + 2j
(jR + (kR+ ρ− x))s , j ≥ 1
is strictly increasing. So, by (2.14) in Step I it follows that for any r ∈ [kR+ρ−x, 2kR+ρ−x],
(2.17)
µ(B(x, r))
(2r)s
≤ max
{
ρs
2s(kR + ρ− x)s ,
(1 + 2k)ρs
2s(kR + (kR+ ρ− x))s
}
,
where the equality is attainable. If k = (N −1)/2, then 2kR+ρ−x = 1−x and (1+2k)ρs =
Nρs = 1, and therefore (2.17) gives (2.13).
In the following it suffices to consider k < (N−1)/2. Note that for 2kR+ρ−x < r ≤ 1−x
we have x− r < 0. Then by the same argument as in the proof of Lemma 2.6 and using that
the sequence
b˜j :=
(1 + 2k + j)ρs
2s((k + j)R + (kR+ ρ− x))s , j ≥ 1
is strictly increasing, it follows that for any 2kR + ρ− x ≤ r ≤ 1− x we have
µ(B(x, r))
(2r)s
≤ max
{
(1 + 2k)ρs
2s(kR+ (kR+ ρ− x))s ,
Nρs
2s((N − 1)R + ρ− x)s
}
= max
{
(1 + 2k)ρs
2s(kR+ (kR+ ρ− x))s ,
1
2s(1− x)s
}
,
(2.18)
where the equality is attainable. Therefore, (2.13) follows by (2.17) and (2.18).
If x ∈ (1/2, 1], then k > (N − 1)/2 and thus kˆ = N − 1 − k. By the same argument as
above we can prove that for kR + ρ− x ≤ r ≤ (k + kˆ)R + ρ− x,
µ(B(x, r))
(2r)s
≤ max
{
ρs
2s(kR + ρ− x)s ,
(1 + 2kˆ)ρs
2s(kˆR+ (kR+ ρ− x))s
}
.(2.19)
Since x > 1/2, for 1− x < r ≤ x we have x+ r > 1. By the same argument as in Lemma 2.6
it follows that
(2.20)
µ(B(x, r))
(2r)s
≤ max
{
(1 + 2kˆ)ρs
2s(kˆR+ (kR+ ρ− x))s ,
1
2sxs
}
for any 1−x ≤ r ≤ x. Note that (k+ kˆ)R+ ρ− x = (N − 1)R+ ρ−x = 1−x. Therefore, by
(2.19) and (2.20) it follows that for any x ∈ [kR, kR+ ρ/2]∩ (1/2, 1] and kR+ ρ−x ≤ r ≤ x,
(2.21)
µ(B(x, r))
(2r)s
≤ max
{
ρs
2s(kR+ ρ− x)s ,
(1 + 2kˆ)ρs
2s(kˆR+ (kR + ρ− x))s ,
1
2sxs
}
,
where the equality is attainable.
Hence, by (2.13) and (2.21) we prove (i). 
By Lemma 2.6 it follows that Proposition 2.7 also holds for k = 0 and N − 1. So, if
x ∈ [kR, kR + ρ] for some k ∈ {0, 1, . . . , N − 1} and max {kR+ ρ− x, x− kR} ≤ r ≤
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max {x, 1− x}, then the ball B(x, r) contains at least one basic interval fk([0, 1]) and it
does not contain [0, 1]. In this case we conclude by Lemmas 2.6 and Proposition 2.7 that
(2.22)
µ(B(x, r))
(2r)s
≤ max
{
ρs
2s(M(k, x))s
,
(1 + 2kˆ)ρs
2s(kˆR+M(k, x))s
,
1
2s(max {x, 1− x})s
}
,
where the equality is attainable, and M(k, x) := max {kR+ ρ− x, x− kR}.
Proof of Theorem 1 (ii). The proof is similar to (i). Take x = π(d1d2 . . .) ∈ E and r ∈
(0, ρ). Then there exists n ≥ 0 such that B(x, r) contains the level-(n + 1) basic interval
fd1...dn+1([0, 1]) but it does not contain the basic interval fd1...dn([0, 1]). This implies that
(−1, 2) ⊇ T n(B(x, r)) = (fd1...dn)−1(B(x, r)) ⊇ fdn+1([0, 1]),
but T n(B(x, r)) does not contain [0, 1].
Let y = T nx = π(dn+1dn+2 . . .) and let r
′ = ρ−nr. Then y ∈ fdn+1([0, 1]), ρ/2 < r′ < 1 and
T n(B(x, r)) = B(y, r′). By (2.22) it follows that
µ(B(x, r))
(2r)s
=
µ(B(y, r′))
(2r′)s
≤ max
{
ρs
2s(M(dn+1, y))s
,
(1 + 2dˆn+1)ρ
s
2s(dˆn+1R+M(dn+1, y))s
,
1
2s(max {y, 1− y})s
}
= max
{
ρs
2s(M(dn+1, T nx))s
,
(1 + 2dˆn+1)ρ
s
2s(dˆn+1R+M(dn+1, T nx))s
,
1
2s(max {T nx, 1− T nx})s
}
.
(2.23)
Observe that T nx− dn+1R = ρT n+1(x). Then
M(dn+1, T
nx) = max {T nx− dn+1R, dn+1R+ ρ− T nx}
= ρmax
{
T n+1x, 1− T n+1x} = ρηn+1(x).
Substituting this in (2.23) gives that
µ(B(x, r))
(2r)s
≤ max
{
1
2s(ηn+1(x))s
,
1 + 2dˆn+1
2s(dˆn+1R/ρ+ ηn+1(x))s
,
1
2s(ηn(x))s
}
.
Letting r → 0 in the above equation, and then n→∞, we obtain that
Θ∗s(µ, x) = lim sup
r→0
µ(B(x, r))
(2r)s
≤ lim sup
n→∞
max
{
1
2s(ηn+1(x))s
,
1 + 2dˆn+1
2s(dˆn+1R/ρ+ ηn+1(x))s
,
1
2s(ηn(x))s
}
= max
{
1
2s(lim infn→∞ ηn(x))s
, lim sup
n→∞
1 + 2dˆn
2s(dˆnR/ρ+ ηn(x))s
}
.
(2.24)
Observe that the equality in (2.23) is attainable. This implies that the equality holds in
(2.24), completing the proof. 
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2.3. Typical values of the densities. In the following we will prove Theorem 1 (iii) for
the typical pointwise densities of µ. First we need the following upper bound.
Lemma 2.8. If N = 2m for some m ≥ 1, then
Θ∗s(µ, x) ≤ 1
(NR)s
for any x ∈ E.
Proof. Observe that for any x ∈ E,
ηn(x) = max {T nx, 1− T nx} ≥ min
y∈E
max {y, 1− y} = mR = N
2
R.
So, by Theorem 1 (ii) it suffices to prove
(2.25)
1 + 2j
(2jR/ρ +NR)s
≤ 1
(NR)s
for any 1 ≤ j ≤ m− 1.
By the same way as in the proof of Lemma 2.3 (ii) one can verify that the sequence
b′j :=
1 + 2j
(2jR/ρ +NR)s
, j ≥ 1
is strictly increasing. So, to prove (2.25) we only need to prove it for j = m− 1, i.e.,
N − 1
((N − 2)R/ρ+NR)s ≤
1
(NR)s
.
Note that s = − logN/ log ρ. Rearranging the above inequality gives
(2.26) N − 1 ≤
(
1 +
N − 2
Nρ
)− logN
log ρ
=: φ(ρ).
Clearly, (2.26) holds for N = 2. When N ≥ 3, note that φ(1/N2) = N − 1. So it suffices to
prove that the function ρ 7→ φ(ρ) is strictly decreasing on (0, 1/N2]. Write t := 1/ρ. Then
φ(ρ) is strictly decreasing if and only if
(2.27) φ1(t) =
1
ln t
ln
(
1 +
N − 2
N
t
)
is strictly increasing on [N2,+∞),
where ‘ln’ is the logarithm with the natural base e. Taking the derivative of φ1 gives that
φ′1(t) > 0 if and only if
φ2(t) =
N − 2
N
t ln t−
(
1 +
N − 2
N
t
)
ln
(
1 +
N − 2
N
t
)
> 0.
Since t ≥ N2, one can easily verify that φ2 has positive derivative on [N2,+∞). So,
φ2(t) ≥ φ2(N2) = 2
(
N(N − 2) lnN − (N − 1)2 ln(N − 1)) .
Therefore, to prove (2.27) it suffices to prove
N(N − 2)
(N − 1)2 ≥
ln(N − 1)
lnN
.
Using one minus both sides of the above inequality it follows that
1
(N − 1)2 ≤
ln(1 + 1N−1)
lnN
=
ln(1 + 1N−1)
N
N lnN
.
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Since (1 + 1N−1)
N decreases to e as N →∞, we have ln(1 + 1N−1)N > 1, and thus it suffices
to prove
N lnN ≤ (N − 1)2 for all N ≥ 3.
This can be easily verified by simple calculation.
Therefore, we establish (2.26), and thus (2.25). This completes the proof. 
Proof of Theorem 1 (iii). First we consider the typical value for Θs∗(µ, x). By (i) it suffices
to prove
(2.28) lim inf
n→∞ γn(x) = 0 for µ− almost every x ∈ E.
For ℓ ≥ 1 let
Aℓ :=
∞⋂
k=0
{
π(d1d2 . . .) ∈ E : dkℓ+1 . . . d(k+1)ℓ 6= 0ℓ
}
,
Then for any x ∈ E \ ⋃∞ℓ=1Aℓ its unique coding must contain arbitrarily long length of
consecutive zeros. This implies that lim infn→∞ γn(x) = 0 for any x ∈ E \
⋃∞
ℓ=1Aℓ.
Therefore, to prove (2.28) it suffices to prove that µ(Aℓ) = 0 for all ℓ ≥ 1. Take ℓ ≥ 1.
Observe that Aℓ is the self-similar set generated by the IFS{
fi1...iℓ : i1 . . . iℓ ∈ {0, 1, . . . , N − 1}ℓ but i1 . . . iℓ 6= 0ℓ
}
,
which satisfy the open set condition. So,
dimH Aℓ =
log(N ℓ − 1)
−ℓ log ρ <
logN
− log ρ = s = dimH E.
This implies that Hs(Aℓ) = 0, and thus µ(Aℓ) = Hs(E ∩Aℓ) = 0. Hence, we prove (2.28).
Next we turn to the typical value of the upper density. First we assume N = 2m + 1 for
some m ≥ 1. Note by [6, Theroem 5.1] that Θ∗s(µ, x) ≤ 1 for all x ∈ E. Then by Theorem 1
(ii) it suffices to prove
(2.29) lim inf
n→∞ ηn(x) =
1
2
for µ− almost every x ∈ E.
For ℓ ≥ 1 let
Bℓ :=
∞⋂
k=0
{
π(d1d2 . . .) ∈ E : dkℓ+1 . . . d(k+1)ℓ 6= mℓ
}
.
Then for any x ∈ E \ ⋃ℓ≥1Bℓ its unique coding must contain arbitrarily long length of
consecutive m’s. Note that ηn(x) ≥ 1/2 for any x ∈ E. Therefore, lim infn→∞ ηn(x) = 1/2
for any x ∈ E \ ⋃ℓ≥1Bℓ. Furthermore, by a similar argument as above one can verify that
µ(Bℓ) = 0 for all ℓ ≥ 1. This proves (2.29).
Finally, we consider the typical value of the upper density with N = 2m for some m ≥ 1.
Define
B′ℓ :=
∞⋂
k=0
{
π(d1d2 . . .) ∈ E : dkℓ+1 . . . d(k+1)ℓ = m0ℓ−1
}
for any ℓ ≥ 2. So, for any x ∈ E \ ⋃∞ℓ=2B′ℓ its unique coding contains the block m0ℓ
with ℓ arbitrarily large. Note that ηn(x) ≥ mR = NR/2 for any x ∈ E. This implies
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lim infn→∞ ηn(x) = NR/2 for any x ∈ E \
⋃∞
ℓ=2B
′
ℓ. Hence, by Lemma 2.8 and Theorem 1
(ii) it follows that
Θ∗s(µ, x) =
1
(NR)s
∀x ∈ E \
∞⋃
ℓ=2
B′ℓ.
By the same argument as above we can show that µ(B′ℓ) = 0 for any ℓ ≥ 2. This completes
the proof. 
As a corollary of Theorem 1 (iii) we have the precise packing measure of E ( see [8, Theorem
1.2] for a proof).
Corollary 2.9. Let N ≥ 2 and 0 < ρ ≤ 1/N2. Then the s-dimensional packing measure of
E is given by
Ps(E) =
(
2R
ρ
)s
.
3. Critical values for the densities
In this section we will determine the critical values of the sets
E∗(a) = {x ∈ E : Θs∗(µ, x) ≥ a} and E∗(b) = {x ∈ E : Θ∗s(µ, x) ≤ b}
respectively, and prove Theorem 2. Recall that the critical values for E∗(a) and E∗(b) are
defined by
ac := sup {a : dimH E∗(a) > 0} and bc := inf {b : dimH E∗(b) > 0} .
Then by (1.3) it follows that ac < bc. Motivated by some recent works on critical values
of unique beta expansions (cf. [9, 13]) and open dynamical systems [11], we show that the
critical values ac and bc are related to the Thue-Morse type sequences (λi) and (θi) defined
in Definition 1.2.
3.1. Critical value of E∗(a). For t ∈ [0, 1] let
α(t) = α1(t)α2(t) . . . := π
−1(t′),
where t′ is the smallest element of E no less than t. So, if t ∈ E, then α(t) is indeed the
unique coding of t. Since E is a Cantor set, its complement [0, 1] \E is a countable union of
open intervals. The definition of α(t) implies that in each connected component of [0, 1] \ E
the map t 7→ α(t) is constant. Observe by Theorem 1 (i) that Θs∗(µ, x) is uniquely determined
by γ(x) := lim infn→∞ γn(x). So it suffices to consider the critical value of the set
Eγ(t) := {x ∈ E : γ(x) ≥ t} .
To describe the set Eγ(t) it is convenient to study the corresponding set in the coding (se-
quence) space. For this reason we first recall some terminology from the symbolic dynamics
(cf. [15]).
For a sequence (ci) = c1c2 . . . ∈ {0, 1, . . . , N − 1}N we mean an infinite string of digits.
Similarly, for a word c = c1 . . . cn with n ∈ N we mean a finite string of digits with each digit
ci from {0, 1, . . . , N − 1}. For two words c and d we denote by cd the new word which is the
concatenation of them. Also, for n ∈ N we write for cn = c · · · c the n times concatenation
of c, and write for c∞ the periodic sequence with period block c. In this paper we use the
lexicographical ordering ‘≺,4,≻’ and ’<’ between sequences and words in the usual way. For
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example, for two sequences (ci), (di) ∈ {0, 1, . . . , N − 1}N we say (ci) ≺ (di) if c1 < d1, or
there exists n ∈ N such that c1 . . . cn = d1 . . . dn and cn+1 < dn+1. Also, we write (ci) 4 (di)
if (ci) = (di) or (ci) ≺ (di). For two words c and d not necessarily of the same length, we
say c ≺ d if c0∞ ≺ d0∞. Recall that for a word c = c1 . . . cn its reflection is defined by
c = (N − 1− c1) . . . (N − 1− cn). If cn < N − 1, then we write c+ = c1 . . . cn−1(cn + 1); and
if cn > 0 then we write c
− = c1 . . . cn−1(cn − 1). So, c, c+ and c− are all words with each
digit from {0, 1, . . . , N − 1}. Analogously, for a sequence (ci) ∈ {0, 1, . . . , N − 1}N we denote
its reflection by (ci) := (N − 1− c1)(N − 1− c2) . . ..
Now we define the symbolic analogue of Eγ(t). For t ∈ [0, 1] let E′γ(t) be the set of sequences
(di) ∈ {0, 1, . . . , N − 1}N satisfying

dn+1dn+2 . . . < α(t) if dn = 0,
dn+1dn+2 . . . < α(t) or dn+1dn+2 . . . 4 α(t) if 1 ≤ dn ≤ N − 2,
dn+1dn+2 . . . 4 α(t) if dn = N − 1.
In the following proposition we show that Eγ(t) and π(E
′
γ(t)) have the same Hausdorff
dimension for each t /∈ E.
Proposition 3.1. Let N ≥ 2 and 0 < ρ ≤ 1/N2. If t ∈ [0, 1] \ E, then
dimH Eγ(t) = dimH π(E
′
γ(t)).
Proof. Let t ∈ [0, 1] \ E. Since E is compact and {0, 1} ⊂ E, there exists ε > 0 such that
[t − ε, t + ε] ∩ E = ∅. Take x ∈ Eγ(t). Then γ(x) = lim infn→∞ γn(x) ≥ t. So there exists a
large integer M such that
(3.1) γn(x) ≥ t− ε ∀ n ≥M.
Write x = π(d1d2 . . .). We claim that dM+1dM+2 . . . ∈ E′γ(t). Take n ≥M +1. We will prove
the claim by considering the following three cases.
Case I. If dn = 0, then by (3.1) it follows that
(3.2) π(dn+1dn+2 . . .) = T
nx = γn(x) ≥ t− ε.
Since [t− ε, t+ ε] ∩ E = ∅, by (3.2) and the definition of α(t) it follows that
(3.3) π(dn+1dn+2 . . .) ≥ π(α(t − ε)) = π(α(t)).
Observe that the projection map π : {0, 1 . . . , N − 1}N → E is bijective and strictly increasing
with respect to the lexicographical ordering in {0, 1, . . . , N − 1}N. We then conclude from
(3.3) that
dn+1dn+2 . . . < α(t)
as desired.
Case II. If dn ∈ {1, . . . , N − 2}, then again by (3.1) we obtain that
max
{
π(dn+1dn+2 . . .), π(dn+1dn+2 . . .)
}
= max {T nx, 1− T nx} = γn(x) ≥ t− ε.
By the same argument as in Case I we deduce that
dn+1dn+2 . . . < α(t) or dn+1dn+2 . . . < α(t).
Case III. If dn = N − 1, then by (3.1) we also have
π(dn+1dn+2 . . .) = 1− T nx = γn(x) ≥ t− ε.
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Using the same argument as in Case I we obtain that dn+1dn+2 . . . < α(t). This establishes
the claim.
Therefore, by the claim it follows that
Eγ(t) ⊂
∞⋃
k=0
⋃
i∈{0,1,...,N−1}k
fi(π(E
′
γ(t))),
which gives dimH Eγ(t) ≤ dimH π(E′γ(t)).
On the other hand, take x = π(d1d2 . . .) ∈ π(E′γ(t)). Then by the same argument as above
we can deduce that
γn(x) ≥ π(α(t)) ≥ t ∀n ≥ 0.
This implies that γ(x) = lim infn→∞ γn(x) ≥ t. So, π(E′γ(t)) ⊂ Eγ(t), and thus dimH Eγ(t) =
dimH π(E
′
γ(t)). 
Recall from Definition 1.2 that (λi)
∞
i=1 is the Thue-Morse type sequence satisfying
λ1 = N − 1, and λ2n+1 . . . λ2n+1 = λ1 . . . λ2n+ ∀n ≥ 0.
Then (λi) begins with (N − 1)10(N − 1)0(N − 2)(N − 1)10 . . . .
Lemma 3.2.
(i) For any n ∈ N we have
(3.4) λ1 . . . λ2n−i ≺ λi+1 . . . λ2n 4 λ1 . . . λ2n−i ∀ 0 ≤ i < 2n.
(ii) If λi ∈ {1, . . . , N − 2} for some i ≥ 1, then λi+1 ∈ {0, N − 1}.
Proof. First we prove (i). We will prove (3.4) by induction on n. Note that λ1λ2 = (N − 1)1.
Since N ≥ 2, it is clear that (3.4) holds for n = 1. Now suppose (3.4) holds for some n ≥ 1,
and we will prove (3.4) with n replaced by n+ 1, i.e.,
(3.5) λ1 . . . λ2n+1−i ≺ λi+1 . . . λ2n+1 4 λ1 . . . λ2n+1−i ∀ 0 ≤ i < 2n+1.
Clearly, (3.5) holds for i = 0 since λ1 > λ1. So it suffices to prove (3.5) for 0 < i < 2
n+1. We
consider the following two cases.
Case I. 0 < i < 2n. Then by the induction hypothesis it follows that
(3.6) λ1 . . . λ2n−i ≺ λi+1 . . . λ2n 4 λ1 . . . λ2n−i and λ1 . . . λi ≺ λ2n−i+1 . . . λ2n .
Since λ2n+1 . . . λ2n+i = λ1 . . . λi, we then obtain by (3.6) that
λ1 . . . λ2n ≺ λi+1 . . . λ2n+i ≺ λ1 . . . λ2n for 1 ≤ i < 2n.
This proves (3.5) for 0 < i < 2n.
Case II. 2n ≤ i < 2n+1. Write i′ := i− 2n. Then by Definition 1.2 it follows that
(3.7) λi+1 . . . λ2n+1 = λi′+1 . . . λ2n
+
= λi′+1 . . . λ
−
2n .
Note that 0 ≤ i′ < 2n. By the induction hypothesis it follows that
λ1 . . . λ2n−i′ 4 λi′+1 . . . λ−2n ≺ λ1 . . . λ2n−i′ .
Taking the reflection on both sides, and then by (3.7) it follows that
λ1 . . . λ2n+1−i ≺ λi+1 . . . λ2n+1 4 λ1 . . . λ2n+1−i.
22 DERONG KONG, WENXIA LI, AND YUANYUAN YAO
This proves (3.5) for 2n ≤ i < 2n+1.
Therefore, by Cases I and II we establish (3.5). This completes the proof of (i) by induction.
Now we turn to prove (ii). We will prove by induction on n that
(3.8) λi ∈ {1, . . . , N − 2} for some 1 ≤ i < 2n =⇒ λi+1 ∈ {0, N − 1} .
Note that (3.8) is trivial for n = 1, since λ1λ2 = (N − 1)1. Now suppose (3.8) holds for some
n ≥ 1, and we consider it for n+ 1. Suppose λi ∈ {1, . . . , N − 2} for some 1 ≤ i < 2n+1. We
consider the following four cases.
Case 1. If 1 ≤ i < 2n, then by the induction hypothesis it follows that λi+1 ∈ {0, N − 1}.
Case 2. If i = 2n, then by Definition 1.2 we have λi+1 = λ1 = 0.
Case 3. If 2n < i < 2n+1− 1, then write i′ := i− 2n, and by the definition of (λi) it follows
that λi′ = λi ∈ {1, . . . , N − 2}. So by the induction hypothesis we have λi′+1 ∈ {0, N − 1}.
This implies λi+1 = λi′+1 ∈ {0, N − 1}.
Case 4. If i = 2n+1 − 1, then λ2n+1−1 = λ2n−1 ∈ {1, . . . , N − 2}. This gives λ2n−1 ∈
{1, . . . , N − 2}. Note that λ2n−1 = λ2n−1−1. So we also have λ2n−1−1 ∈ {1, . . . , N − 2}.
Proceeding this argument we can deduce that λ1 ∈ {1, . . . , N − 2}, leading to a contradiction
with λ1 = N − 1. So, λ2n+1−1 /∈ {1, . . . , N − 2}.
By Cases 1–4 we prove (3.8) with n replaced by n+ 1. By induction this proves (ii). 
Now we are ready to determine the critical values of Eγ(t), and show that it is equal to
tγ := π(λ2λ3 . . .) = 1−R
∞∑
i=1
λi+1ρ
i−1.
Lemma 3.3. If t < tγ , then dimH Eγ(t) > 0.
Proof. Let sn = π(λ2 . . . λ2n+10
∞). Then sn ր tγ as n → ∞. Note that the set-valued map
t 7→ Eγ(t) is non-increasing and E is a Cantor set. So by Proposition 3.1 it suffices to prove
dimH π(E
′
γ(sn)) > 0 for all n ≥ 1. Fix n ≥ 1 and write
ξ := λ2 . . . λ2n+1 and ζ := λ2n+2 . . . λ2n+1+1.
We claim that the words ξζ, ξξ and ζξ are all admissible in E′γ(sn).
First we show that ξζ is admissible in E′γ(sn). Note that
(3.9) ξζ = λ2 . . . λ2n+1+1 = λ2 . . . λ2nλ1 . . . λ
−
2nλ1 =: c1 . . . c2n+1 .
We will show for all 1 ≤ i ≤ 2n that
(3.10)


ci+1 . . . ci+2n < λ2 . . . λ2n+1 if ci = 0,
ci+1 . . . ci+2n < λ2 . . . λ2n+1 or ci+1 . . . ci+2n 4 λ2 . . . λ2n+1 if 1 ≤ ci ≤ N − 2,
ci+1 . . . ci+2n 4 λ2 . . . λ2n+1 if ci = N − 1.
Observe that if i = 2n, then by (3.9) we have c2n = λ1 = N − 1, and thus
ci+1 . . . ci+2n = λ2 . . . λ
−
2nλ1 ≺ λ2 . . . λ2n+1
as desired. In the following it suffices to prove (3.10) for 1 ≤ i < 2n. We consider the following
three cases.
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Case I. ci = 0 for some 1 ≤ i < 2n. Then by (3.4) and (3.9) it follows that
ci . . . ci+2n−1 = λi+1 . . . λ2nλ1 . . . λi ≻ λ1 . . . λ2n ,
which together with λ1 = 0 = ci implies
ci+1 . . . ci+2n−1 ≻ λ2 . . . λ2n
as required.
Case II. ci = N −1 for some 1 ≤ i < 2n. Note by (3.4) and (3.9) that c2n−1 = λ2n < N −1.
So we have 1 ≤ i < 2n − 1. By (3.4) and (3.9) it follows that
ci . . . c2n−1 = λi+1 . . . λ2n ≺ λ1 . . . λ2n−i.
This, together with λ1 = N − 1 = ci, implies ci+1 . . . c2n−1 ≺ λ2 . . . λ2n−i.
Case III. 1 ≤ ci ≤ N − 2 for some 1 ≤ i < 2n. Then N ≥ 3, and by Lemma 3.2 (ii) we have
ci+1 ∈ {0, N − 1}. Since λ2 = N − 2, it gives that either ci+1 > λ2 or ci+1 < λ2.
By Cases I–III we establish (3.10). Similarly, note that
ξξ = λ2 . . . λ2n+1λ2 . . . λ2n+1 = λ2 . . . λ2nλ1 . . . λ2n+1 =: c
′
1 . . . c
′
2n+1
and
ζξ = λ2n+2 . . . λ2n+1+1λ2 . . . λ2n+1 = λ2 . . . λ
−
2nλ1 . . . λ2n+1 =: c
′′
1 . . . c
′′
2n+1 .
Then by using Lemma 3.2 and the same argument as above we can prove the analogous
inequalities in (3.10) with c1 . . . c2n+1 replaced by c
′
1 . . . c
′
2n+1 and c
′′
1 . . . c
′′
2n+1 , respectively.
Therefore, by using α(sn) = λ2 . . . λ2n+10
∞ it follows that the words ξζ, ξξ and ζξ are
all admissible in E′γ(sn), proving the claim. Observe that the set E′γ(t) is symmetric, i.e.,
(di) ∈ E′γ(t) if and only if (di) ∈ E′γ(t). By the claim it follows that the words
ξζ, ξζ, ξξ, ξξ, ζξ and ζξ
are all admissible in E′γ(sn), and hence E′γ(sn) contains the subshift of finite type XA over
the states
{
ξ, ζ, ξ, ζ
}
with the adjacency matrix
A =


0 1 1 0
0 0 1 0
1 0 0 1
1 0 0 0

 .
This implies that
dimH π(E
′
γ(sn)) ≥ dimH π(XA) =
log rA
− log ρ2n =
log 1+
√
5
2
−2n log ρ > 0,
where rA = (1 +
√
5)/2 is the spectral radius of A. This completes the proof. 
Lemma 3.4. If t > tγ , then the set Eγ(t) is countable.
Proof. Let tn = π(λ2 . . . λ2n+1(N − 1)∞). Then tn ց tγ as n→∞. Note that the set-valued
map t 7→ Eγ(t) is non-increasing, and Eγ(t) is a countable union of scaling copies of π(E′γ(t)).
So it suffices to prove E′γ(tn) is countable for all n ≥ 1. Observe that for n = 1 we have
α(t1) = (N − 2)(N − 1)∞. One can easily verify that any sequence in E′γ(t1) must end with
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(0(N − 1))∞, and thus E′γ(t1) is countable. Since E′γ(tn+1) ⊇ E′γ(tn) for any n ≥ 1, in the
following we only need to prove that E′γ(tn+1) \ E′γ(tn) is countable for all n ≥ 1.
Fix n ≥ 1. Note that α(tn) and α(tn+1) both begin with λ2λ3 = (N − 2)(N − 1). Then
(3.11)
α(tn) ≺ α(tn+1) ≺ α(tn+1) ≺ α(tn) if N ≥ 3,
α(tn+1) ≺ α(tn) ≺ α(tn) ≺ α(tn+1) if N = 2.
Take (di) ∈ E′γ(tn+1) \ E′γ(tn). Then by (3.11) and the definition of E′γ(t) there must exist
k ∈ N such that
(3.12) dk ≤ N − 2 and α(tn+1) 4 dk+1dk+2 . . . ≺ α(tn)
or
(3.13) dk ≥ 1 and α(tn) ≺ dk+1dk+2 . . . 4 α(tn+1).
Write vn := λ2 . . . λ2n+1. We will show in each case that the sequence (di) must end with
(vnvn)
∞.
Suppose (3.12) holds. Then dk ≤ N − 2, and by using α(tn) = λ2 . . . λ2n+1(N − 1)∞ it
follows that
dk+1dk+2 . . . ≺ λ2 . . . λ2n+1(N − 1)∞,
dk+1dk+2 . . . < λ2 . . . λ
n+1
2 + 1(N − 1)∞ = λ2 . . . λ2n+1λ2 . . . λ−2n(N − 1)∞.
(3.14)
This implies dk+1 . . . dk+2n = λ2 . . . λ2n+1 = vn. In particular, dk+2n = λ2n+1 = λ1 = N − 1.
So, by using (di) ∈ E′γ(tn+1) it follows that
(3.15) dk+2n+1 . . . dk+2n+1 4 λ2 . . . λ2n+1.
This together with (3.14) gives dk+2n+1 . . . dk+2n+1−2 = λ2 . . . λ2n−1. If dk+2n+1−1 = λ
−
2n ,
then (3.14) implies that (di) must end with (N − 1)∞, leading to a contradiction with
(di) ∈ E′γ(tn+1). So, dk+2n+1−1 = λ2n . By (3.15) and using λ2n+1 = λ1 = 0 it follows
that dk+2n+1 . . . dk+2n+1 = λ2 . . . λ2n+1. Hence,
(3.16) dk+1 . . . dk+2n+1 = λ2 . . . λ2n+1λ2 . . . λ2n+1 = vnvn.
Now, since dk+2n = λ2n+1 = N − 1 and (di) ∈ E′γ(tn+1), by (3.16) it follows that
(3.17) dk+2n+1+1 . . . dk+2n+1+2n 4 λ2n+2 . . . λ2n+1+1 = λ2 . . . λ2n
+
0.
Also, by (3.16) that dk+2n+1 = λ2n+1 = 0 it follows that
(3.18) dk+2n+1+1 . . . dk+2n+1+2n < λ2 . . . λ2n+1 = λ1 . . . λ2n(N − 1).
By (3.17) and (3.18) it follows that
either dk+2n+1+1 . . . dk+2n+1+2n = λ2 . . . λ2n+1 or dk+2n+1+1 . . . dk+2n+1+2n = λ2 . . . λ2n
+
0.
While in the second case we have by (3.16) and (3.17) that
dk+2n = N − 1 and dk+2n+1 . . . dk+2n+1+2n = λ2 . . . λ2n+1+1.
Using (di) ∈ E′γ(tn+1) this implies (di) must end with 0∞, leading to a contradiction. So,
we have dk+2n+1+1 . . . dk+2n+1+2n = λ2 . . . λ2n+1 = vn. Proceeding this reasoning we conclude
that (di) must end with (vnvn)
∞.
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Symmetrically, if (3.13) holds, then one can also show that (di) ends with (vnvn)
∞. This
completes the proof. 
Proof of Theroem 2 (A). Observe by Theorem 1 that
Eγ(t) = {x ∈ E : γ(x) ≥ t} =
{
x ∈ E : Θs∗(µ, x) ≥
1
2s(R/ρ− t)s
}
= E∗
(
1
2s(R/ρ− t)s
)
.
So it suffices to prove that tγ is the critical values of Eγ(t). By Lemmas 3.3 and 3.4 we only
need to consider Eγ(t) for t = tγ . By the proof of Lemma 3.4 it follows that the set E
′
γ(tγ)
contains all sequences of the form
((N − 1)0)k0(v1v1)k1 · · · (vnvn)kn · · · , kn ∈ {0, 1, 2, . . .} ∪ {∞} ,
and their reflections, where vn = λ2 . . . λ2n+1. This implies that π(E
′
γ(tγ)) is uncountable.
Since π(E′γ(tγ)) ⊂ Eγ(tγ), this proves the uncountability of Eγ(tγ). 
3.2. Critical value of E∗(b). Now we turn to describe the critical value of E∗(b). Let
η(x) := lim infn→∞ ηn(x) = lim infn→∞max {T nx, 1− T nx}. Define
Eη(t) := {x ∈ E : η(x) ≥ t} ,
and the corresponding symbolic set
E′η(t) :=
{
(di) : dn+1dn+2 . . . < α(t) or dn+1dn+2 . . . 4 α(t) ∀n ≥ 0
}
.
We first determine the critical value of Eη(t), and then use it to determine the critical value
of E∗(b).
Proposition 3.5. For any t ∈ [0, 1] \ E we have
dimH Eη(t) = dimH π(E
′
η(t)).
Proof. The proof is similar to Proposition 3.1. Let t ∈ [0, 1] \E. Choose ε > 0 such that [t−
ε, t+ε]∩E = ∅. Take x = π(d1d2 . . .) ∈ Eη(t). Then η(x) = lim infn→∞max {T nx, 1 − T nx} ≥
t. So there exists a large integer M such that
max
{
π(dn+1dn+2 . . .), π(dn+1dn+2 . . .)
}
= max {T nx, 1 − T nx} ≥ t− ε ∀ n ≥M.
This implies that
max
{
π(dn+1dn+2 . . .), π(dn+1dn+2 . . .)
} ≥ π(α(t− ε)) = π(α(t)) ∀n ≥M.
Thus,
dn+1dn+2 . . . < α(t) or dn+1dn+2 . . . 4 α(t) ∀n ≥M,
implying dM+1dM+2 . . . ∈ E′η(t). So dimH Eη(t) ≤ dimH π(E′η(t)).
On the other hand, for any x = π(d1d2 . . .) ∈ π(E′η(t)) one can verify that
max {T nx, 1− T nx} ≥ π(α(t)) ≥ t ∀ n ≥ 0.
This implies η(x) ≥ t, and thus x ∈ Eη(t). Hence, dimH Eη(t) = dimH π(E′η(t)). 
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Recall from Definition 1.2 that the sequence (θi)
∞
i=1 ∈ {0, N − 1}N satisfies
θ1 = N − 1, and θ2n+1 . . . θ2n+1 = θ1 . . . θ2n ∀n ≥ 0.
Then the sequence (θi) begins with (N −1)00(N −1) 0(N −1)(N −1)0 . . . . We will show that
the critical value of Eη is given by
tη := π((θi)) = R
∞∑
i=1
θiρ
i−1.
First we need the following property of the sequence (θi).
Lemma 3.6. For any n ∈ N we have
θ2 . . . θ2n−i+1 4 θi+2 . . . θ2n+1 ≺ θ2 . . . θ2n−i+1 ∀ 0 ≤ i < 2n.
Proof. Recall from [1] that the classical Thue-Morse sequence (τi)
∞
i=0 is defined as follows.
Set τ0 = 0, and if τ0 . . . τ2n−1 is defined for some n ≥ 0, then we set τ2n . . . τ2n+1−1 =
(1 − τ0)(1 − τ1) . . . (1 − τ2n−1). Comparing with Definition 1.2 it follows that the sequence
(θi)
∞
i=1 is a variation of (τi)
∞
i=0, i.e.,
θi = (N − 1)(1 − τi−1) for all i ≥ 1.
Therefore, the lemma follows from the property of (τi) (cf. [12]) that for each n ∈ N,
(1− τ1) . . . (1− τ2n−i) 4 (1− τi+1) . . . (1− τ2n) ≺ τ1 . . . τ2n−i ∀ 0 ≤ i < 2n.

Now we show that tη is indeed the critical value of Eη(t).
Lemma 3.7. If t < tη, then dimH Eη(t) > 0.
Proof. Let sn := π(θ1 . . . θ2n0
∞) with n ∈ N. Then sn ր tη as n → ∞. Since the map
t 7→ Eη(t) is non-increasing, by Proposition 3.5 it suffices to prove dimH π(E′η(sn)) > 0 for
any n ∈ N. We do this now by showing that
(3.19)
{
θ1 . . . θ2n , θ1 . . . θ2n
}N ⊆ E′η(sn) ∀ n ∈ N.
Fix n ∈ N. Note that α(sn) = θ1 . . . θ2n0∞ begins with digit N − 1. By the definition of
E′η(sn) it follows that E′η(sn) ⊆ {0, N − 1}N. Since E′η(sn) is symmetric, to prove (3.19) it
suffices to prove that the words θ1 . . . θ2nθ1 . . . θ2n and θ1 . . . θ2nθ1 . . . θ2n are both admissible
in E′η(sn). In other words, we only need to prove for any 0 ≤ i < 2n that
θi+1 . . . θ2nθ1 . . . θi 4 θ1 . . . θ2n or θi+1 . . . θ2nθ1 . . . θi < θ1 . . . θ2n ,(3.20)
and
θi+1 . . . θ2nθ1 . . . θi 4 θ1 . . . θ2n or θi+1 . . . θ2nθ1 . . . θi < θ1 . . . θ2n .(3.21)
Note that θi+1 ∈ {0, N − 1}. We will first prove (3.20) by considering the following two cases.
Case I. If θi+1 = 0, then by Lemma 3.6 it follows that
(3.22) θi+2 . . . θ2n+1 ≺ θ2 . . . θ2n−i+1.
Note that θi+1 = θ1. If θi+2 . . . θ2n ≺ θ2 . . . θ2n−i, then θi+1 . . . θ2n ≺ θ1 . . . θ2n−i, and we are
done. Otherwise, suppose θi+2 . . . θ2n = θ2 . . . θ2n−i. Then by (3.22) and (θi) ∈ {0, N − 1}N
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it follows that θ2n−i+1 = N − 1 = θ1. Again by Lemma 3.6 it follows that θ2 . . . θi 4
θ2n−i+2 . . . θ2n . So,
θi+1 . . . θ2nθ1 . . . θi 4 θ1 . . . θ2n ,
proving (3.20).
Case II. If θi+1 = N − 1, then by Lemma 3.6 and using θ1 = N − 1 > 0 = θ2n+1 it follows
that
θi+2 . . . θ2nθ1 ≻ θi+2 . . . θ2n+1 < θ2 . . . θ2n−i+1.
Since θi+1 = θ1, this again proves (3.20).
Therefore, by Cases I and II we establish (3.20). Similarly, we can prove (3.21). If θi+1 = 0,
then by Lemma 3.6 it follows that
θi+2 . . . θ2nθ1 = θi+2 . . . θ2n+1 ≺ θ2 . . . θ2n−i+1,
proving (3.21). If θi+1 = N − 1, then by Lemma 3.6 we can deduce that
θi+1 . . . θ2nθ1 = θi+1 . . . θ2n+1 < θ2 . . . θ2n−i+1 and θ2 . . . θi < θ2n−i+2 . . . θ2n .
This again proves (3.21). 
Lemma 3.8. If t > tη, then the set Eη(t) is at most countable.
Proof. Let tn = π((θ1 . . . θ2n)
∞). Note by Definition 1.2 that
θ1 . . . θ2n+1 = θ1 . . . θ2nθ1 . . . θ2n
+ ≺ (θ1 . . . θ2n)2
for any n ≥ 0. This implies that tn ց tη as n → ∞. Observe that the set-valued map
t 7→ E′η(t) is non-increasing, and by the proof of Proposition 3.5 that Eη(t) is a countable
union of scaling copies of π(E′η(t)). It suffices to prove that E′η(tn) is countable for any n ≥ 0.
Clearly, for n = 0 we have t0 = π((N −1)∞). Then one can easily verify that any sequence in
E′η(t0) must end with 0∞ or (N − 1)∞, and thus E′η(t0) is countable. Furthermore, note that
E′η(tn+1) ⊇ E′η(tn) for all n ≥ 0. So, it suffices to prove that E′η(tn+1) \ E′η(tn) is countable
for all n ≥ 0.
Fix n ≥ 0. Then
α(tn) ≺ α(tn+1) ≺ α(tn+1) ≺ α(tn).
Take (di) ∈ E′η(tn+1) \ E′η(tn). By the definition of E′η(t) there must exist k ≥ 0 such that
(3.23) (θ1 . . . θ2n)
∞ = α(tn) ≺ dk+1dk+2 . . . 4 α(tn+1) = (θ1 . . . θ2nθ1 . . . θ2n)∞,
or
(3.24) (θ1 . . . θ2nθ1 . . . θ2n)
∞ = α(tn+1) 4 dk+1dk+2 . . . ≺ α(tn) = (θ1 . . . θ2n)∞.
We consider the following two cases.
Case I. If (3.23) holds, then there exists m ∈ N such that
(3.25) dk+1 . . . dk+m2n = (θ1 . . . θ2n)
m and dk+m2n+1 . . . dk+(m+1)2n ≻ θ1 . . . θ2n .
This, together with (di) ∈ E′η(tn+1), implies that
(3.26) dk+m2n+1dk+m2n+2 . . . < α(tn+1) = (θ1 . . . θ2nθ1 . . . θ2n)
∞.
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Note by (3.25) that dk+(m−1)2n+1 . . . dk+m2n = θ1 . . . θ2n . Then by using (di) ∈ E′η(tn+1) it
gives that
(3.27) dk+(m−1)2n+1dk+(m−1)2n+2 . . . 4 α(tn+1) = (θ1 . . . θ2nθ1 . . . θ2n)∞.
Hence, by (3.25)–(3.27) we conclude that
dk+1dk+2 . . . = (θ1 . . . θ2n)
m(θ1 . . . θ2nθ1 . . . θ2n)
∞.
Case II. If (3.24) holds, then by the same argument as in Case I one can show that (di)
ends with (θ1 . . . θ2nθ1 . . . θ2n)
∞.
Therefore, by Cases I and II it follows that E′η(tn+1)\E′η(tn) is countable for any n ≥ 0. 
Proof of Theorem 2 (B). Observe by Theorem 1 (ii) that
(3.28) Eη(t) = {x ∈ E : η(x) ≥ t} ⊇
{
x ∈ E : Θ∗s(µ, x) ≤ 1
(2t)s
}
= E∗
(
1
(2t)s
)
.
Recall that tη = π((θi)). So it suffices to prove that the critical value bc of E
∗(b) is given by
(2tη)
−s. First, by Lemma 3.8 and (3.28) it follows that E∗(b) is at most countable for any
b < (2tη)
−s. This implies bc ≥ (2tη)−s.
Next, by Lemma 3.7 it follows that for b > (2tη)
−s we have b−1/s/2 < tη, and thus
(3.29) Λn := π
({
θ1 . . . θ2n , θ1 . . . θ2n
}N) ⊆ Eη(b−1/s/2)
for sufficiently large integer n. Furthermore, dimH Λn > 0. Since each x ∈ Λn has a unique
coding in {0, N − 1}N, by Theorem 1 (ii) and (3.29) it follows that
Θ∗s(µ, x) =
1
2sη(x)s
≤ b ∀ x ∈ Λn.
This implies that
Λn ⊆ {x ∈ E : Θ∗s(µ, x) ≥ b} = E∗(b),
and thus, dimH E
∗(b) > 0 for any b > (2tη)−s. This proves bc = (2tη)−s.
Finally we consider E∗(b) for b = bc = (2tη)−s. By the proof of Lemma 3.8 one can show
that E′η(tη) contains all sequences of the form
(θ1θ1)
k0 · · · (θ1 . . . θ2nθ1 . . . θ2n)kn · · · with kn ∈ {0, 1, . . .} ∪ {∞} ,
and their reflections. Since these sequences are all in {0, N − 1}N, by Theorem 1 (ii) it follows
that these sequences also belong to π−1(E∗(bc)). So, E∗(bc) is uncountable, completing the
proof. 
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