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For a long time it was a challenging problem to determine an explicit rational formula
for the Fourier coefficients of level one Siegel Eisenstein series. Siegel [Sie] proved the
rationality and he also gave a formula expressing the nonarchimedian part of the Fourier
coefficients as a product over local “Siegel series”. Then Kaufhold [Ka] and Maaß [Ma1]
gave explicit rational formulas for degree 2 and then finally Katsurada [Ka1] determined the
local Siegel series explicitly for arbitrary degree. The cases with level create new problems
mainly because of more complicated exponential sums to be determined (at the primes
dividing the level). Among recent papers dealing with this problem, we mention [Gu,
Miz1, Ta], all of them have their focus on the case of nontrivial nebentypus. There is also a
quite interesting approach by Kitaoka [Ki2], dealing with the case of principal congruence
subgroups; for elliptic modular forms such results were obtained by Hecke [He].
The main point in the present paper is that the difficulties arising from the exponential
sums can sometimes be avoided.
At least for trivial nebentypus and square-free level, there are two approaches, avoid-
ing the computation of exponential sums: The first one uses the fact that the space of Siegel
Eisenstein series is generated by genus theta series [KSP, BHS]; their Fourier expansion is
accessible [HS]. However, we do not have canonical generators and the Fourier coefficients
will then be written as linear combinations of (perhaps too complicated) expressions (prod-
ucts of local densities for quadratic forms). The second approach studies the H- module
generated by the Eisenstein series of level one, where H is the (full) Hecke algebra for the
congruence subgroup Γ ; actually, for the group Γ = Γ0(p) we will only need the U(p)-
sub-module. We explore in this paper the power of this method. We aim at computing
the Fourier expansion of all Eisenstein series for Γ0(p) in all cusps, taking the results of
Katsurada for granted; we also want to include Eisenstein series with complex parameter s.
We emphasize that we do not focus on computing the Fourier expansion in an “appropriate
cusp” (which is the quite successful strategy in the work of Shimura [Shi1]), but we want
to understand the Fourier expansions in all cusps simultaneously.
Our method can be generalized to square-free levels, but (as far as I can see) if we
apply it to non square-free levels or nontrivial nebentypus, we only may get a “relative
result”: It allows us to go from Eisenstein series forΓ0(M)with nebentypusψ to Eisenstein
series for Γ0(MN) with nebentypus ψ , provided that N is square-free and coprime to M.
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Our focus in this paper will be on Γ0(p) and the Hecke operator U(p). For a general
investigation of Hecke operators on Siegel Eisenstein series we refer to a recent work of
L.Walling [Wa].
Let us finally remark that our result is not completely satisfying, it is, however, more
explicit than what was known before: We write the Fourier coefficients of all Eisenstein
series as universal linear combinations of known data. The coefficients of these linear
combinations are given implicitly (as entries of the inverse of a known matrix) and they
are independent of the coefficient matrix considered (therefore I call them “universal”), see
Theorem I. As far as the expansions in the other cusps are concerned, our formulas involve
Ramanujan sums of matrix arguments, but with a modulus independent of the coefficient
matrix (at most modulus pn · 1n) (Theorem II).
1. The space of Eisenstein series
1.1. Preliminaries
For basic facts about Siegel modular forms we refer to [An, Fr, Kl2]. The group
GSp+(n,R) acts on Siegel’s upper half space Hn in the usual way. We put exp(z) := e2πiz.
Following Maaß [Ma2] we fix an even integer k and a complex number s and we




∈ GSp+(n,R) and a function f on Hn we define the slash-operator by
(f |α,β M)(Z) := det (M) 12 (α+β) det(CZ +D)−k | det(CZ +D) |−2s f (M < Z >) .
If s = 0, we just write f |k M instead of f |k,0 M .
We call a C∞ -function f on Hn a modular form of weight (α, β), if it satisfies f |α,β
γ = f for all γ in a congruence subgroup of Sp(n,Z); this definition is convenient for our
purpose, note that we do not worry about any growth conditions.
1.2. Eisenstein series
For the moment Γ is an arbitrary congruence subgroup of Sp(n,Z), but later on we






∈ Sp(n,Z) | C ≡ 0 mod p
}
,
where p is a prime.
We define for even k and k + 2(s) > n+ 1
Enk (s, Γ ) := {f : Hn −→ C | f satisfies (1)− (2)}
(1) f |α,β γ = f for all γ ∈ Γ
(2) f has an expansion
f (Z) = ∑C,D γ (C,D)det (CZ +D)−k | det (CZ +D) |−2s
Here C,D runs over all “coprime symmetric pairs” as in [Ma2] and γ (C,D) is an arbitrary
complex number, depending only on the GL(n,Z)-class (from the left) of the pair (C,D).
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γ (M)j (M,Z)−k | j (M,Z) |−2s .




and j (M,Z) = det(CZ +D).







(iλ · 1n) = γ (g−1) .
This is in accordance with the fact that such a limit depends only on the double coset
Γ · g · Sp(n,Z)∞ .
Typical elements of Enk (s, Γ ) are the “Eisenstein series attached to the cusps”:




j (M,Z)−k· | j (M,Z) |−2s .
These series depend again only on the double cosets Γ · g · Sp(n,Z)∞ and they define
elements of Enk (s, Γ ) satisfying (for g, h ∈ Sp(n,Z))(




1 if Γ · g · Sp(n,Z)∞ = Γ · h · Sp(n,Z)∞
0 otherwise
PROPOSITION: The space Enk (s, Γ ) is of dimension equal to the number of Γ -
inequivalent zero-dimensional cusps, i.e. equal to the cardinality of the double cosets from
above.
PROOF: Obviously, the Eisenstein series attached to inequivalent cusps are a basis
of this space.
1.3. Siegel’s Φ-operator
For a function f on Hn we define the function Φ(f ) on Hn−1 by






provided that the limit exists. This operator is compatible with the action of the (Klingen)
parabolic subgroup Cn,n−1(R), whose elements have vanishing first 2n − 1 entries in the
last row.
1.4. The level one Eisenstein series
We will later construct the full space Enk (s, Γ0(p)) out of the well-known Eisenstein






det (CZ +D)−k | det(CZ +D) |−2s .
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aα,β(T , Y )e(tr(T X)) (Z = X + iY ) , (1)
where T runs over all half-integral symmetric matrices of size n and we put e(z) =
exp(2πiz).
We refer to [Mi, Ma2] for detailed information about the general structure of the
Fourier coefficients and to Katsurada [Ka1] for more explicit information concerning the
“non-archimedian part” of the Fourier coefficients.
We mention here, that the “zero coefficient” decomposes naturally into n+1 parts





α,β(0n, Y ) ,
where the j-summand arises as contribution of the sum over all (C,D) such that rank(C) =
j . In particular,
a
(0)
α,β(0n, Y ) = 1




α,β(0n, Y ) = 0 .
We also recall from [Kal, Mi] that Enk+s,s has a meromorphic continuation to the whole
complex plane with a functional equation
γ (κ − s) · Enk+κ−s,κ−s det(Y )κ−s = γ (s) · Enk+s,s det(Y )s (2)
where
κ = n+ 1
2
− k
and γ (s) is a certain (explicitly known) Γ -factor.
2. Action of U-operators on level one forms
In this section, N is an arbitrary positive integer. We define the U(N)-operator on any




b(T , Y )e(tr(T X))
by
(f | U(N))(Z) :=
∑
T
b(N · T , 1
N
Y)e(tr(T X)) ,
where T runs over all half-integral symmetric matrices of size n.
In terms of the |α,β -action, this means






0n N · 1n
)
,
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where S runs over symmetric n-rowed integral matrices modulo N . If f is a modular form
for some group Γ0(M), then the same is true for f | U(N) for Γ0(M ·N ′), where N ′ is the
product of all primes dividingN , but not dividingM .
Now we consider the special case that f is a level one modular form of weight (α, β),
i.e. it satisfies f |α,β g = f for all g ∈ Sp(n,Z), then f | U(N) is modular for Γ0(N)
and moreover we can determine its Fourier expansion in the Γ0(N) inequivalent cusps in a
simple way: :
First we observe, that for any integral symmetric matrix S and h ∈ Sp(n,Z) there
exists another h̃ ∈ Sp(n,Z) such that(
1n S
0n N · 1n
)





with an “upper triangular” matrix Δ, whose entries depend on N,h, S (and on h̃). We
denote it by
Δ = Δ(N, h, S) =
(A(N, h, S) B(N, h, S)
0n D(N, h, S)
)
(4)
PROPOSITION: Let f = ∑ b(T , Y )e(tr(T X)) be a modular form of weight (α, β)
of level one, N a positive integer and h a fixed element of Sp(n,Z). Then











are determined according to (3), (4).
We will describe the nature of this formula in more detail later. In any case, the Fourier
expansion of (f | U(N)) |α,β is given by linear combinations of Fourier coefficients of f ,
weighted by some exponential sums.
REMARK: The reasoning above applies not only to the simple Hecke operatorU(N),
but in fact to any Hecke operator for a congruence subgroup Γ .
3. E | U(pj ) as linear combination of Eisenstein series
3.1. Linear combinations
Clearly, U(p)maps Enk (s, Γ0(p)) into itself: We just have to observe, that for any f in
that space, f |α,β
(
1n S
0n p · 1n
)
has a “fractional expansion” and that the operator U(p)
maps modular forms for Γ0(p) again to such modular forms.
Now we want to write this endomorphism of Enk (s, Γ0(p)) explicitly in terms of the
Eisenstein series attached to cusps:
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0 0 −1i 0
0 1n−i 0 0
1i 0 0 0
0 0 0 1n−i
⎞




α,β | U(pj | hi)
)
(i∞) = uα,β(i, j)
with
uα,β(i, j) = pnj (α+β− n+12 )
∑
S=S ′ mod pj




























α,β | U(pi) . (6)
This provides explicit formulas for the Fourier coefficients of all holomorphic Eisen-
stein series for Γ0(p), taking Katsurada’s level one results for granted. In the real analytic
case, this shows that we can reduce questions about the Γ0(p) case to the level one results
of Mizumoto (under the condition of invertibility of the matrix Uα,β ).
REMARK: As we will see later on, the determinant of Uα,β is a meromorphic func-
tion of s (not identically zero). Therefore both identities (5) and (6) make sense for all
s ∈ C as identities of meromorphic functions of s.
3.2. The arithmetic of the coefficients uα,β(i, j).
We look at the “extreme cases” first:
For i = 0 we get
u(0, j) = 1 (j ∈ N)
3.2.1. The case i = n






































∈ Sp(n,Z). The matrixG is the “GCD” of S and pj · 1n














A = D′S − Btpj = pjC−1 .
We observe that for a given regular integral matrix G with pj ·G−1 = C integral,
{S mod pj | GCD(S, pj · 1n) = G}
= {S = S̃ ·G | S̃ coprime to pj ·G−1, S̃ mod pj ·G−1}
we get




Here C runs over all divisors of pj · 1n, i.e.
C ∈ GL(n,Z)\{M ∈ Mn(Z) ∩GL(n,Q) | pj · C−1 ∈ Mn(Z)}
and ϕ(C) is the natural generalization of Euler’s ϕ-function,
ϕ(C) = {D mod C | D coprime to C, CD′ = DC′} ,
computed explicitly by U.Christian [Ch].
It is a special feature of the matrix pj · 1n, that C divides pj · 1n iff the corresponding
diagonal matrix of elementary divisors of C divides it. Taking into account that ϕ(C) also
depends only on the elementary divisors, we get a somewhat simpler formula for uα,β(n, j):




ϕ(diag(pf1, . . . , pfn))λ(pf1 , . . . pfn) · p−(
∑
fi)(α+β) ,
where λ(pf1 , . . . , pfn) denotes the number of integral matrices C (up to left GL(n,Z)-
action) with elementary divisors pf1, . . . , pfn ; an explicit formula for this number is
known, see e.g. [Mc, page 298].
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3.2.2. The case 1 ≤ i < n







with si of size i, s4 of size n− i. Then
(
1n S





s1 0 −1 s2
s3 1 0 s4
pj · 1i 0 0 0
0 0 0 pj · 1n−i
⎞
⎟⎟⎟⎠






















δt 0 −βt 0
0 1n−i 0 0
−γ t 0 αt 0










a 0 −δt δt · s2
s3 1n−i 0 s4
0 0 γ t −γ t s2





1 0 −δt γ t 0
0 1 0 p−j · s4
0 0 1 0





a 0 0 0
s3 1n−i 0 0
0 0 γ t 0




a := δt · s1 − pj · βt = pjγ−1 .
The summation over s2 and s4 is therefore almost irrelevant and we get as a general formula
PROPOSITION: For 0 ≤ i ≤ n and any j ∈ N
uα,β(i, j) = pnj (α+β− n+12 ) · p
j(n−i)(n−i+1)




ϕ(diag(pf1, . . . , pfi ))λ(pf1 , . . . pfi ) · p−(
∑
fi)(α+β) ,
in particular, there exist polynomials
Pni,j (X) = p−nj (
n+1
2 ) · p (n−i)(n−i+1)2 · pi(n−i)Xnj + · · ·
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such that
uα,β(i, j) = Pnij (pα+β) .
After some elementary calculation, we may rephrase the formula above as a recursion for-
mula, expressing the general case by the “extreme case” i = n:
u
(n)




4. On the rank of the matrix Uα,β .
It is desirable to compute the determinant of Uα,β and the entries of Vα,β explicitly.
We show here a much weaker result about the invertibility of Uα,β . First we recall (e.g.
from [Ma2]) that the Fourier coefficients of holomorphic Eisenstein series are of the form




−k)e−2πtr(T Y ) ,
if T is positive definite and k > n+ 1. Here γn,k is an uninteresting factor and bp(T ,X) is




r · T , p−k)Xr
was investigated by several authors: The results of Zharkovskaya [Zh1, Zh2] imply that
it is a rational function of X with a denominator of degree at most 2n, given by the spin-
polynomial (a result, which was proved by Zharkovskaya for arbitrary Hecke eigenforms).
Then Kitaoka [Ki1] showed that the denominator for this generating series is actually at
most of degree n + 1. Finally, Katsurada [Ka2] showed that the reduced denominator is




1 − p (n−j)(n+j+1−2k)2 X
)
with n+1 different zeroes.
From these results we can deduce
PROPOSITION: Assume that k > n+ 1. Then




2 (0 ≤ j ≤ n)
b) The set
{Enk,0,Enk,0 | U(p), . . . ,Enk,0 | U(pn)}
is a basis of the vector space Enk (Γ0(p), 0).
The proof of a) uses a standard procedure for “p-stabilization”, see e.g. prop. 1.11
in chap. 2 of [Pa]; this is basically a result from linear algebra: For an endomorphism
ψ of a finite dimensional C-vector space V and a vector v ∈ V one studies the formal
power series
∑
ψi(v)Xi ; this is a rational function of X and the reciprocal roots of the
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reduced polynomial in the denominator give the nonzero eigenvalues ofψ on theψ-module
generated by v. We observe that going from the formal power series for the local densities
bp(p
r · T , p−k) to the analogous series involving the Fourier coefficients ak,0(pr · T , Y )
creates a shift of X by a factor pn(k−
j (j+1)
2 . The second part is then clear.
COROLLARY: If k > n + 1, then the matrix Uk,0 is invertible. Furthermore the
matrix Uα,β is certainly invertible if (α + β) is sufficiently large.
The last statement follows from the fact that det (Uα,β) is a polynomial in pα+β which
(by the first statement) cannot be the zero polynomial.
For the convenience of the reader, we reformulate our main result directly in terms of
Fourier coefficients:




ank (T )e(tr(T Z))
and for all 0 ≤ i ≤ n
Enk,0(hi, Z) =
∑
ank (T , hi)e(tr(T Z))
THEOREM I: For even k > n+ 1 there are rational numbers vk,0(i, j) such that for
all positive semi-definite half-integral T






j · T ) ,
in particular, all these Fourier coefficients are rational numbers (with bounded denomina-
tors)
REMARKS: Several variants of this theorem are possible: For Fourier coefficients
of real analytic Eisenstein series Enα,β(hi) or for the bad Euler factor in the nonarchimedian
part of the T -Fourier coefficients of Eα,β(hi) for non-degenerate T ; the latter version is
then a purely local result (and should be proved locally!).
Of course the expression above may possibly be not the simplest formula for such
Fourier coefficients; a lot of cancellations may occur. We have nothing to say about this.
5. The Fourier expansion in all cusps
We first recall, that for a modular form f of weight (α, β) for Γ0(p) the function






∈ Λn | T1 ∈ p ·Λr
}
Instead of looking at the Enα,β(hi) |α,β hr , we may as well study
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E
n
α,β | U(pj ) |α,β hr =
∑
T ∈Λ∗n,r
aα,β(j, r, T , Y )e(tr(T X))
So far, we only used the “constant term” in this expansion.
We need matrix argument Ramanujan sums, as considered e.g. in [RS]: For half-






where D runs over all integral matrices modulo C · Z(n,n) such hat (C,D) is a “coprime
symmetric pair”. For T = 0n we get back the generalized Euler ϕ-function ϕ(C), intro-
duced earlier.
The decomposition (7) can be plugged into the Fourier expansion (1) (using r now













p−j s3 p−j · 1n−r
)
and γ runs over all divisors of pj ·1r , s3 ∈ Zn−r,r mod
pj .
Rearranging things then yields (with S ∈ Λn,r )
PROPOSITION:




det(γ )−α−βaα,β(p−j · S[Δ(γ, s3)−1], pj · Y [Δt(γ, s3)])Rr (−p−j · S[Δ−1]1, γ )
Again, for convenience of the reader, we state the holomorphic case separately:
THEOREM II: For j ∈ N, 0 ≤ r ≤ n we put
E
n
k,0 | U(pj ) |k hr =
∑
S∈Λ∗n,r
bnk (S, hr )e(tr(SZ))
Then






det(γ )−kRr (−p−j · S[Δ(γ, s3)−1]1, γ ) · ank (p−j · S[Δ(γ, s3)−1)
Combining this with Theorem I, we may write down a formula for the Fourier expansion of
Enk,0(hi) |k hr or more general versions of it for the real-analytic case.
CONCLUSION: In all cases, we can express all the Fourier coefficients of all Eisen-
stein series in all cusps in terms of Fourier coefficients of the level one form and some
matrix argument Ramanujan sums of modulus dividing pn · 1n.
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6. Some Consequences
Unfortunately, we are at present not able to write down a good general formula for
det(Uα,β); it would be useful for our understanding of the dimension of Enk (s, Γ0(p)) at
s = 0 for small weights k, if we knew something about the rank of Vα,β as a function of s.




α,β = E1α,β(h0)+ E1α,β(h1)
Eα,β | U(pj ) = Eα,β(h0)+ uα,β(1, j)Eα,β(h1)




ϕ(pf ) · p−f κ
= pj(κ−1) + pj(κ−1)(p − 1)
(
p−κ + p · p−2κ + · · · + pj−1 · p−jκ
)
= pj(κ−1) + p(j−1)κ−j (p − 1)
(






1 pα+β−1 + p−1(p − 1)
)
and
detUα,β = pα+β−1 − 1
p
.
Therefore, Uα,β is invertible unless α + β = 0.
6.2. A variant of our method, in particular for n = 2
We can try to simplify our problem a little by using - instead of Enα,β | U(pn−1) and
E
n
α,β | U(pn) - two other, simpler elements of Enk (s, Γ0(p)), namely
F(Z) := Enα,β(hn, Z) =
∑
C,D
det (CZ +D)−k | det(CZ +D) |−2s ,
where (C,D) runs over “coprime non associated symmetric pairs” with the additional con-
dition that det(C) is coprime to p. The Fourier expansion of this Eisenstein series is also
known to be quite simple. The second one is
Gnα,β(Z) := Enα,β |α,β
(
p · 1n 0
0 1n
)
= p n(α+β)2 Eα,β(p · Z) .
We will explore this method for degree 2 below :
We use the “Ansatz”
E2α,β(h0) = A · E2α,β + B ·G+ C · F .
The comparison of constant terms in the cusps gives the three equations:
At h0: A+ pk+sB + 0 · C = 1
At h1: A+ B + 0 · C = 0
At h2: A+ p−k+2s · B + pk+2s · C = 0.
On the Space of Eisenstein Series for Γ0(p): Fourier Expansions 15
This can be solved and we get
E2α,β(h0) =
1








In a similar way we write
E2α,β(h1) = a · E2α,β + b ·G+ c · F
and we get the equations
a + pk+2sb= 0
a + b= 1








pk+2s − 1 ·G− p
−k−2sF (9)
Both formulas (8) and (9) give us the explicit formulas for the Fourier expansions of
all Eisenstein series for Γ0(p).
The paper [Miz2] discusses the first case (9) in detail, using a similar method.
6.3. The case k = n+ 1
Weissauer [We1, We2] showed that even outside the range of convergence we can get
holomorphic modular forms from Enk+s,s by “Hecke summation (i.e. analytic continuation
and evaluating at s = 0). In particular, this is true for n > 1, k = n+ 1 with k even. Fortu-
nately, Katsurada’s results [Ka2] are also valid for k = n+ 1, therefore, the matrix Un+1,0
is also invertible; from this we get a result on the dimension of the space of holomorphic
Eisenstein series outside the range of convergence:
PROPOSITION: For even k and k = n+ 1 > 2, all the Enk+s,s(hi)|s=0 are holomor-
phic modular forms and they generate a space of dimension n+ 1.
The part on the holomorphy of these Eisenstein series is also contained in Shimura’s
work [Shi1].
6.4. Functional equation and scattering matrix
The functional equation (2) gives rise to a functional equation for Enk+s,s | U(pj ):
γ (κ − s)Enk+κ−s,κ−s | U(pj )det (Y )κ−sp−(κ−s)nj = γ (s)Enk+s,s | U(pj )det (Y )sp−snj
Using (5) this implies a functional equation for the Eisenstein series Enk+s,s(hi) attached to
the cusps hi : We rephrase this as a functional equation for the column vector
Enk+s,s := (Enk+s,s(h0, . . . , Enk+s,s(hn))t · det (Y )s









is invariant under s −→ κ − s.
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The Denominator of Kitaoka’s Power Series
by
Hidenori KATSURADA
For a half-integral matrix B of degree n, let bp(B, s) be the local Siegel series. For a
non-degenerate half-integral matrix B of degree n over Zp we define a formal power series
P(s, B; t) in t as





Let k be a positive integer. Then Kitaoka [Ki2] proved that P(k,B; t) is a rational function
in t and can be expressed as
P(k,B; t) = Q(k,B; t)∏n
j=0(1 − p(n−j)(n+j+1−2k)/2t)
where Q(k,B; t) is a polynomial in t with coefficients in Q of degree at most n (see also
[B-S].) We are interested in the reduced denominator ofP(k,B; t).We prove the following:
THEOREM 1.1. Let k and n be positive integers such that k ≥ n+ 1, and p a prime
number. Then there exists a positive definite half-integral matrix B of degree n such that




NOTATION For a commutative ring R, we denote by Mmn(R) the set of (m, n)
matrices with entries in R, and especially write Mn(R) = Mnn(R). We often identify an
element a of R and the matrix (a) of degree 1 whose component is a. If m or n is 0, we
understand an element of Mmn(R) is the empty matrix and denote it by φ. Let GLn(R) be
the group consisting of all invertible elements of Mn(R), and Sn(R) the set of symmetric
matrices of degree n with entries in R. For an integral domain R, let Hn(R) denote the
set of half-integral matrices of degree n over R, that is, Hn(R) is the set of symmetric
matrices (aij ) of degree n with entries in the quotient field of R such that aii (i = 1, . . . , n)
and 2aij (1 ≤ i = j ≤ n) belong to R. We note that Hn(R) = Sn(R) if R contains
the inverse of 2. In particular if R is the field of real numbers, we denote by Sn(R)+ the
subset of Sn(R) consisting of all positive definite matrices. For an (m, n) matrix X and
an (m,m) matrix A, we write A[X] = tXAX, where tX denotes the transpose of X.





. We often write x⊥Y
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instead of (x)⊥Y if (x) is a matrix of degree 1. For a non-zero element a ∈ Qp we put
χp(a) = 1,−1, or 0 according as Qp(a1/2) = Qp,Qp(a1/2) is an unramified quadratic
extension of Qp, or Qp(a1/2) is a ramified quadratic extension of Qp. Let B be a non-
degenerarte half-integral matrix of degree n over Zp. Let i(B) be the least integer l such
that plB−1 is half-integral. Let n be even. Then we put ξp(B) = χp((−1)n/2 detB). We
also put ξp(B)′ = 1 + ξp(B) − ξp(B)2. Let n be odd. Let hp(B) be the Hasse invariants
of B, and put ηp(B) = (−1,−1)(n
2−1)/8
p (detB, (−1)(n−1)/2 detB)php(B). For the precise
definition of the Hasse invariant, see , for example [Ki3].
For a prime number p let Qp be the field of p-adic numbers, and let Zp and Z∗p be
the ring of p-adic integers and the group of p-adic units, respectively. Let ordp denote the
normalized additive valuation on Qp. For a complex number x put e(x) = exp(2πix), and
for a p-adic number x put ep(x) = e(x ′), where x ′ denotes the fractional part of x. For a
prime number p and a half-integral matrix B of degree n over Zp define the local Siegel






where R runs over a complete set of representatives of Sn(Qp)/Sn(Zp) and μ(R) is the
product of denominators of elementary divisors of R. Now for a non-degenerate half-
integral matrix B of degree n over Zp define a polynomial γp(B;X) in X by
γp(B;X) =
{
(1 −X)∏n/2i=1(1 − p2iX2)(1 − pn/2ξp(B)X)−1 if n is even
(1 −X)∏(n−1)/2i=1 (1 − p2iX2) if n is odd ,
where ξp(B) = χp((−1)n/2 detB). Then it is shown by [Ki1] that there exists a polynomial
Fp(B;X) in X such that
Fp(B;p−s ) = bp(B, s)
γp(B;p−s ) .






Assume that k ≥ [(n+ 2)/2]. Then we note that γp(B; k) = 0. Hence by the result due to
Kitaoka stated above, we have
K(s,B; t) = L(s, B; t)∏n
j=0(1 − p(n−j)(n+j+1−2k)/2t)
where L(s, B; t) is a polynomial in t with coefficients in Q of degree at most n.
For a prime number p and a positive integer n, let Dn,p be the set of all matrices
pm1⊥pm2 ⊥ · · ·⊥pmn withm1,m2, . . . ,mn non-negative integers such thatmi−1 ≥ mi+1
for 2 ≤ i ≤ n. We then prove the following theorem, which implies Theorem 1.1.
THEOREM 1.1′. Let k and n be positive integers such that k ≥ n + 1, and p a
prime number. Then there exists an element B of Dn,p such that the reduced denominator




(1 − p(n−j)(n+j+1−2k)/2t) .
To prove the above theorem, we need some lemmas:
LEMMA 1.2. Let p be a prime number, and k and n be positive integers. Let B =
pmb1⊥B2 with m a poisitive integer, b1 ∈ Z∗p and B2 ∈ Hn−1(Zp) ∩ GLn−1(Qp). Put
m2 = ordp(detB2). Assume that m ≥ i(B2)− 1 + 2δ2,p, where δ2,p is Kronecker’ delta.
(1) Let n be an even integer such that k ≥ n/2 + 1. Put ξ = ξ(B), ξ ′ = ξ ′(B), η̃ =
η(B2). Then
K(k,B; t) = (1 − pn+1−2k)−1{K(k − 1, B2; t)(1 − pn/2−kξ)
+ (−1)ξ+1η̃ξ ′p(n−k+1/2)m1p(n/2−k)ξ2+m2/2(1 − pn/2+1−kξ)K(k, B2;pn−kt)} .
(2) Let n be an odd integer such that k ≥ (n+ 3)/2. Then
K(k,B; t) = (1 − p(n+1)/2−kξ̃ )−1{K(k − 1, B2; t)
+ (−1)̃ξ η̃ξ ′p((n+1)/2−k)m1p((n−1)/2−k)(2−ξ̃2)+(m2+2)/2K(k,B2;pn−kt)} .
Proof. The assertion follows from [Ka, Theorem 4.1].
COROLLARY. Let the notation and the assumption be as above.
(1) Let n be even. Then
L(k,B; t) = (1 − pn+1−2k)−1{(1 − pn(n+1−2k)/2t)L(k − 1, B2; t)(1 − pn/2−kξ)
+ (−1)ξ+1η̃ξ ′p(n−k+1/2)m1p(n/2−k)ξ2+m2/2(1 − pn/2+1−kξ)(1 − t)L(k, B2;pn−kt)} .
(2) Let n be odd. Then
L(k,B; t) = (1 − p(n+1)/2−kξ̃ )−1{(1 − pn(n+1−2k)/2t)L(k − 1, B2; t)
+ (−1)̃ξ η̃ξ ′p((n+1)/2−k)m1p((n−1)/2−k)(2−ξ̃2)+(m2+2)/2(1 − t)L(k, B2;pn−kt)}.
LEMMA 1.3. Let b be a non-zero element of Zp. Put m = ordp(b). Assume that
k ≥ 2. Then we have
Kp(k, (b); t) = 1 − p
(1−k)(m+1) − tp1−k(1 − p(1−k)m)
(1 − p1−k)(1 − t)(1 − p1−kt) .
Proof. The assertion follows from [Si, Hilfssatz 16].
LEMMA 1.4. Let B ∈ Dn,p. Assume that k ≥ n+ 1. Then we have
L(k,B; 1) = 0 .
Proof. We prove the assertion by induction on n. Let n = 1. Then the asserttion
follows from Lemma 1.3. Let n ≥ 2, and assume that the assertion holds true for n−1. Put
B = pm1⊥pm2⊥ · · ·⊥pmn with mi−1 ≥ mi + 1 for 2 ≤ i ≤ n, and B2 = pm2⊥ · · ·⊥pmn.
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Then we have m1 ≥ i(B2) + 1, and hence by the induction hypothesis and Corollary to
Lemma 1.2, we have
L(k,B; 1) = 0 .
This proves the assertion.
Proof of Theorem 1.1′.
We prove the assertion by induction on n. The assertion holds for n = 1. Let n ≥ 2,
and assume that there exists a positive definite matrix B2 = pm2⊥ · · · ⊥pmn ∈ Dn−1,p
such that
L(k,B2;p(n−1−j)(2k−n−j)/2) = 0
for any 0 ≤ j ≤ n − 1. Put αj = p(n−1−j)(2k−n−j)/2 for j = 0, 1, .., n. For a positive
integer m put B(m) = p2m⊥B2. We note that ξ(B(m)) is independent of m if n is even,
and η(B(m)) is independent of m if n is odd. Hence by Corollary to Lemma 1.2, for any
m ≥ (m2 + 1)/2 we have
L(k,B(m); t)
= c1(1 − pn(n+1−2k)t)L(k − 1, B2; t)+ c2p2m(n−k+1/2)(1 − t)L(k, B2;pn−kt) ,
where c1 and c2 are non-zero rational numbers independent of m. Assume that for any
m ≥ (m2 + 1)/2 there exists an integer jm depending on m such that 0 ≤ jm ≤ n and
L(k,B(m); αjm) = 0 .
Hence there exists an integer i such that 0 ≤ i ≤ n and
L(k,B(m); αi) = 0
for inifinitely many m. By Lemma 1.4, we have i ≤ n− 1. Hence we have
L(k,B2;pn−kαi) = 0 .
We note that αipn−k = p(n−1−i)(2k−n−i)/2. This contradicts the assumption. Thus we have
proved that there exists an integer m ≥ (m2 + 1)/2 such that
L(k,B(m); αj ) = 0
for any non-negative integer j ≤ n. This completes the induction.
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