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Abstract
We study low rank matrix and tensor completion and propose novel algorithms that employ adaptive
sampling schemes to obtain strong performance guarantees. Our algorithms exploit adaptivity to identify
entries that are highly informative for learning the column space of the matrix (tensor) and consequently,
our results hold even when the row space is highly coherent, in contrast with previous analyses. In the ab-
sence of noise, we show that one can exactly recover a n×nmatrix of rank r from merely Ω(nr3/2 log(r))
matrix entries. We also show that one can recover an order T tensor using Ω(nrT−1/2T 2 log(r)) en-
tries. For noisy recovery, our algorithm consistently estimates a low rank matrix corrupted with noise
using Ω(nr3/2polylog(n)) entries. We complement our study with simulations that verify our theory and
demonstrate the scalability of our algorithms.
1 Introduction
Recently, the machine learning and signal processing communities have focused considerable attention to-
ward understanding the benefits of adaptive sensing. This theme is particularly relevant to modern data
analysis, where adaptive sensing has emerged as an efficient alternative to obtaining and processing the
large data sets associated with scientific investigation. These empirical observations have lead to a number
of theoretical studies characterizing the performance gains offered by adaptive sensing over conventional,
passive approaches. In this work, we continue in that direction and study the role of adaptive data acquisition
in low rank matrix and tensor completion problems.
Our study is motivated not only by prior theoretical results in favor of adaptive sensing but also by
several applications where adaptive sensing is feasible. In recommender systems, obtaining a measurement
amounts to asking a user about an item, an interaction that has been deployed in production systems. Another
application pertains to network tomography, where a network operator is interested in inferring latencies
between hosts in a communication network while injecting few packets into the network. The operator,
being in control of the network, can adaptively sample the matrix of pair-wise latencies, potentially reducing
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the total number of measurements. In particular, the operator can obtain full columns of the matrix by
measuring from one host to all others, a sampling strategy we will exploit in this paper.
Yet another example centers around gene expression analysis, where the object of interest is a matrix of
expression levels for various genes across a number of conditions. There are typically two types of measure-
ments: low-throughput assays provide highly reliable measurements of single entries in this matrix while
high-throughput microarrays provide expression levels of all genes of interest across operating conditions,
thus revealing entire columns. The completion problem can be seen as a strategy for learning the expression
matrix from both low- and high-throughput data while minimizing the total measurement cost.
1.1 Contributions
We develop algorithms with theoretical guarantees for three low-rank completion problems. The algorithms
find a small subset of columns of the matrix (tensor) that can be used to reconstruct or approximate the
matrix (tensor). We exploit adaptivity to focus on highly informative columns, and this enables us to do
away with the usual incoherence assumptions on the row-space while achieving competitive (or in some
cases better) sample complexity bounds. Specifically our results are:
1. In the absence of noise, we develop a streaming algorithm that enjoys both low sample requirements
and computational overhead. In the matrix case, we show that Ω(nr3/2 log r) adaptively chosen sam-
ples are sufficient for exact recovery, improving on the best known bound of Ω(nr2 log2 n) in the
passive setting [21]. This also gives the first guarantee for matrix completion with coherent row space.
2. In the tensor case, we establish that Ω(nrT−1/2T 2 log r) adaptively chosen samples are sufficient for
recovering a n × . . . × n order T tensor of rank r. We complement this with a necessary condition
for tensor completion under random sampling, showing that our adaptive strategy is competitive with
any passive algorithm. These are the first sample complexity upper and lower bounds for exact tensor
completion.
3. In the noisy matrix completion setting, we modify the adaptive column subset selection algorithm
of Deshpande et al. [10] to give an algorithm that finds a rank-r approximation to a matrix using
Ω(nr3/2polylog(n)) samples. As before, the algorithm does not require an incoherent row space but
we are no longer able to process the matrix sequentially.
4. Along the way, we improve on existing results for subspace detection from missing data, the problem
of testing if a partially observed vector lies in a known subspace.
2 Related Work
The matrix completion problem has received considerable attention in recent years. A series of papers
[6, 7, 13, 21], culminating in Recht’s elegent analysis of the nuclear norm minimization program, ad-
dress the exact matrix completion problem through the framework of convex optimization, establishing that
Ω((n1 +n2)rmax{µ0, µ21} log2(n2)) randomly drawn samples are sufficient to exactly identify an n1×n2
matrix with rank r. Here µ0 and µ1 are parameters characterizing the incoherence of the row and column
spaces of the matrix, which we will define shortly. Candes and Tao [7] proved that under random sampling
Ω(n1rµ0 log(n2)) samples are necessary, showing that nuclear norm minimization is near-optimal.
The noisy matrix completion problem has also received considerable attention [5, 17, 20]. The majority
of these results also involve some parameter that quantifies how much information a single observation
reveals, in the same vein as incoherence.
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Tensor completion, a natural generalization of matrix completion, is less studied. One challenge stems
from the NP-hardness of computing most tensor decompositions, pushing researchers to study alternative
structure-inducing norms in lieu of the nuclear norm [11, 22]. Both papers derive algorithms for tensor
completion, but neither provide sample complexity bounds for the noiseless case.
Our approach involves adaptive data acquisition, and consequently our work is closely related to a num-
ber of papers focusing on using adaptive measurements to estimate a sparse vector [9, 15]. In these problems,
specifically, problems where the sparsity basis is known a priori, we have a reasonable understanding of how
adaptive sampling can lead to performance improvements. As a low rank matrix is sparse in its unknown
eigenbasis, the completion problem is coupled with learning this basis, which poses a new challenge for
adaptive sampling procedures.
Another relevant line of work stems from the matrix approximations literature. Broadly speaking, this
research is concerned with efficiently computing a structured matrix, i.e. sparse or low rank, that serves as a
good approximation to a fully observed input matrix. Two methods that apply to the missing data setting are
the Nystrom method [12, 18] and entrywise subsampling [1]. While the sample complexity bounds match
ours, the analysis for the Nystrom method has focused on positive-semidefinite kernel matrices and requires
incoherence of both the row and column spaces. On the other hand, entrywise subsampling is applicable,
but the guarantees are weaker than ours.
It is also worth briefly mentioning the vast body of literature on column subset selection, the task of
approximating a matrix by projecting it onto a few of its columns. While the best algorithms, namely volume
sampling [14] and sampling according to statistical leverages [3], do not seem to be readily applicable to the
missing data setting, some algorithms are. Indeed our procedure for noisy matrix completion is an adaptation
of an existing column subset selection procedure [10].
Our techniques are also closely related to ideas employed for subspace detection – testing whether a vec-
tor lies in a known subspace – and subspace tracking – learning a time-evolving low-dimensional subspace
from vectors lying close to that subspace. Balzano et al. [2] prove guarantees for subspace detection with
known subspace and a partially observed vector, and we will improve on their result en route to establishing
our guarantees. Subspace tracking from partial information has also been studied [16], but little is known
theoretically about this problem.
3 Definitions and Preliminaries
Before presenting our algorithms, we clarify some notation and definitions. Let M ∈ Rn1×n2 be a rank r
matrix with singular value decomposition UΣV T . Let c1, . . . cn2 denote the columns of M .
Let M ∈ Rn1×...×nT denote an order T tensor with canonical decomposition:
M =
r∑
k=1
a
(1)
k ⊗ a(2)k ⊗ . . .⊗ a(T )k (1)
where ⊗ is the outer product. Define rank(M) to be the smallest value of r that establishes this equality.
Note that the vectors {a(t)k }rk=1 need not be orthogonal, nor even linearly independent.
The mode-t subtensors ofM, denotedM(t)i , are order T −1 tensors obtained by fixing the ith coordinate
of the t-th mode. For example, if M is an order 3 tensor, then M(3)i are the frontal slices.
We represent a d-dimensional subspace U ⊂ Rn as a set of orthonormal basis vectors U = {ui}di=1 and
in some cases as n × d matrix whose columns are the basis vectors. The interpretation will be clear from
context. Define the orthogonal projection onto U as PUv = U(UTU)−1UT v.
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For a set Ω ⊂ [n]1, cΩ ∈ R|Ω| is the vector whose elements are ci, i ∈ Ω indexed lexicographically.
Similarly the matrix UΩ ∈ R|Ω|×d has rows indexed by Ω lexicographically. Note that if U is a orthobasis
for a subspace, UΩ is a |Ω| × d matrix with columns uiΩ where ui ∈ U , rather than a set of orthonormal
basis vectors. In particular, the matrix UΩ need not have orthonormal columns.
These definitions extend to the tensor setting with slight modifications. We use the vec operation to
unfold a tensor into a single vector and define the inner product 〈x, y〉 = vec(x)Tvec(y). For a subspace
U ⊂ R⊗ni , we write it as a (∏ni) × d matrix whose columns are vec(ui), ui ∈ U . We can then define
projections and subsampling as we did in the vector case.
As in recent work on matrix completion [7, 21], we will require a certain amount of incoherence between
the column space associated with M (M) and the standard basis.
Definition 1. The coherence of an r-dimensional subspace U ⊂ Rn is:
µ(U) , n
r
max
1≤j≤n
||PUej ||2 (2)
where ej denotes the jth standard basis element.
In previous analyses of matrix completion, the incoherence assumption is that both the row and column
spaces of the matrix have coherences upper bounded by µ0. When both spaces are incoherent, each entry of
the matrix reveals roughly the same amount of information, so there is little to be gained from adaptive sam-
pling, which typically involves looking for highly informative measurements. Thus the power of adaptivity
for these problems should center around relaxing the incoherence assumption, which is the direction we take
in this paper. Unfortunately, even under adaptive sampling, it is impossible to identify a rank one matrix that
is zero in all but one entry without observing the entire matrix, implying that we cannot completely eliminate
the assumption. Instead, we will retain incoherence on the column space, but remove the restrictions on the
row space.
4 Exact Completion Problems
In the matrix case, our sequential algorithm builds up the column space of the matrix by selecting a few
columns to observe in their entirety. In particular, we maintain a candidate column space U˜ and test whether
a column ci lives in U˜ or not, choosing to completely observe ci and add it to U˜ if it does not. Balzano et
al. [2] observed that we can perform this test with a subsampled version of ci, meaning that we can recover
the column space using few samples. Once we know the column space, recovering the matrix, even from
few observations, amounts to solving determined linear systems.
For tensors, the algorithm becomes recursive in nature. At the outer level of the recursion, the algorithm
maintains a candidate subspace U for the mode T subtensors M(T )i . For each of these subtensors, we test
whether M(T )i lives in U and recursively complete that subtensor if it does not. Once we complete the
subtensor, we add it to U and proceed at the outer level. When the subtensor itself is just a column; we
observe the columns in its entirety.
The pseudocode of the algorithm is given in Algorithm 1. Our first main result characterizes the perfor-
mance of the tensor completion algorithm. We defer the proof to the appendix.
Theorem 2. Let M =
∑r
i=1⊗Tt=1a(t)j be a rank r order-T tensor with subspaces A(t) =
span({a(t)j }rj=1). Suppose that all of A(1), . . . A(T−1) have coherence bounded above by µ0. Set mt =
1We write [n] for {1, . . . , n}
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Algorithm 1: Sequential Tensor Completion (M, {mt}Tt=1)
1. Let U = ∅.
2. Randomly draw entries Ω ⊂∏T−1t=1 [nt] uniformly with replacement w. p. mT /∏T−1t=1 nt.
3. For each mode-T subtensor M(T )i of M, i ∈ [nT ]:
(a) If ||M(T )iΩ − PUΩM(t)iΩ ||22 > 0:
i. Mˆ(T )i ← recurse on (M(T )i , {mt}T−1t=1 )
ii. Ui ← PU⊥ Mˆ
(T )
i
||PU⊥ Mˆ
(T )
i ||
. U ← U ∪ Ui.
(b) Otherwise Mˆ(T )i ← U(UTΩUΩ)−1UΩM(T )iΩ
4. Return Mˆ with mode-T subtensors Mˆi
(T )
.
36rt−1/2µt−10 log(2r/δ) for each t. Then with probability ≥ 1 − 5δTrT , Algorithm 1 exactly recovers M
and has expected sample complexity
36(
T∑
t=1
nt)r
T−1/2µT−10 log(2r/δ) (3)
In the special case of a n × . . . × n tensor of order T , the algorithm succeeds with high probability
using Ω(nrT−1/2µT−10 T
2 log(Tr/δ)) samples, exhibiting a linear dependence on the tensor dimensions.
In comparison, the only guarantee we are aware of shows that Ω
((∏T1
t=2 nt
)
r
)
samples are sufficient for
consistent estimation of a noisy tensor, exhibiting a much worse dependence on tensor dimension [23]. In
the noiseless scenario, one can unfold the tensor into a n1×
∏T
t=2 nt matrix and apply any matrix completion
algorithm. Unfortunately, without exploiting the additional tensor structure, this approach will scale with∏T
t=2 nt, which is similarly much worse than our guarantee. Note that the naı¨ve procedure that does not
perform the recursive step has sample complexity scaling with the product of the dimensions and is therefore
much worse than the our algorithm.
The most obvious specialization of Theorem 2 is to the matrix completion problem:
Corollary 3. Let M := UΣV T ∈ Rn1×n2 have rank r, and fix δ > 0. Assume µ(U) ≤ µ0. Setting m ,
m2 ≥ 36r3/2µ0 log( 2rδ ), the sequential algorithm exactly recovers M with probability at least 1− 4rδ + δ
while using in expectation
36n2r
3/2µ0 log(2r/δ) + rn1 (4)
observations. The algorithm runs in O(n1n2r + r3m) time.
A few comments are in order. Recht [21] guaranteed exact recovery for the nuclear norm minimization
procedure as long as the number of observations exceeds 32(n1 + n2)rmax{µ0, µ21}β log2(2n2) where β
controls the probability of failure and ||UV T ||∞ ≤ µ1
√
r/(n1n2) with µ1 as another coherence parameter.
Without additional assumptions, µ1 can be as large as µ0
√
r. In this case, our bound improves on his in its
the dependence on r, µ0 and logarithmic terms.
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The Nystrom method can also be applied to the matrix completion problem, albeit under non-uniform
sampling. Given a PSD matrix, one uses a randomly sampled set of columns and the corresponding rows
to approximate the remaining entries. Gittens showed that if one samples O(r log r) columns, then one can
exactly reconstruct a rank r matrix [12]. This result requires incoherence of both row and column spaces, so
it is more restrictive than ours. Almost all previous results for exact matrix completion require incoherence
of both row and column spaces.
The one exception is a recent paper by Chen et al. that we became aware of while preparing the final
version of this work [8]. They show that sampling the matrix according to statistical leverages of the rows and
columns can eliminate the need for incoherence assumptions. Specifically, when the matrix has incoherent
column space, they show that by first estimating the leverages of the columns, sampling the matrix according
to this distribution, and then solving the nuclear norm minimization program, one can recover the matrix with
Ω(nrµ0 log
2 n) samples. Our result improves on theirs when r is small compared to n, specifically when√
r log r ≤ log2 n, which is common.
Our algorithm is also very computationally efficient. Existing algorithms involve successive singular
value decompositions (O(n1n2r) per iteration), resulting in much worse running times.
The key ingredient in our proofs is a result pertaining to subspace detection, the task of testing if a
subsampled vector lies in a subspace. This result, which improves over the results of Balzano et al. [2], is
crucial in obtaining our sample complexity bounds, and may be of independent interest.
Theorem 4. Let U be a d-dimensional subspace of Rn and y = x + v where x ∈ U and v ∈ U⊥. Fix
δ > 0, m ≥ 83dµ(U) log
(
2d
δ
)
and let Ω be an index set with entries sampled uniformly with replacement
with probability m/n. Then with probability at least 1− 4δ:
m(1− α)− dµ(U) β(1−γ)
n
||v||22 ≤ ||yΩ − PUΩyΩ||22 ≤ (1 + α)
m
n
||v||22 (5)
Where α =
√
2µ(v)m log(1/δ) + 2
µ(v)
3m log(1/δ), β = 6 log(d/δ) +
4
3
dµ(v)
m log
2(d/δ), γ =√
8dµ(U)
3m log(2d/δ) and µ(v) = n||v||2∞/||v||22.
This theorem shows that if m = Ω(max{µ(v), dµ(U), d√µ(U)µ(v)} log d) then the orthogonal pro-
jection from missing data is within a constant factor of the fully observed one. In contrast, Balzano et al. [2]
give a similar result that requires m = Ω(max{µ(v)2, dµ(U), dµ(U)µ(v)} log d) to get a constant factor
approximation. In the matrix case, this improved dependence on incoherence parameters brings our sam-
ple complexity down from nr2µ20 log r to nr
3/2µ0 log r. We conjecture that this theorem can be further
improved to eliminate another
√
r factor from our final bound.
4.1 Lower Bounds for Uniform Sampling
We adapt the proof strategy of Candes and Tao [7] to the tensor completion problem and establish the
following lower bound for uniform sampling:
Theorem 5 (Passive Lower Bound). Fix 1 ≤ m, r ≤ mint nt and µ0 > 1. Fix 0 < δ < 1/2 and suppose
that we do not have the condition:
− log
(
1− m∏T
i=1 ni
)
≥ µ
T−1
0 r
T−1∏T
i=2 ni
log
(n1
2δ
)
(6)
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Then there exist infinitely many pairs of distinct n1 × . . . × nT order-T tensors M 6= M′ of rank r with
coherence parameter ≤ µ0 such that PΩ(M) = PΩ(M′) with probability at least δ. Each entry is observed
independently with probability T = m∏T
i=1 ni
.
Theorem 5 implies that as long as the right hand side of Equation 6 is at most  < 1, and:
m ≤ n1rT−1µT−10 log
(n1
2δ
)
(1− /2) (7)
then with probability at least δ there are infinitely many matrices that agree on the observed entries. This
gives a necessary condition on the number of samples required for tensor completion. Note that when T = 2
we recover the known lower bound for matrix completion.
Theorem 5 gives a necessary condition under uniform sampling. Comparing with Theorem 2 shows that
our procedure outperforms any passive procedure in its dependence on the tensor dimensions. However, our
guarantee is suboptimal in its dependence on r. The extra factor of
√
r would be eliminated by a further
improvement to Theorem 5, which we conjecture is indeed possible.
For adaptive sampling, one can obtain a lower bound via a parameter counting argument. Observ-
ing the (i1, . . . , iT )th entry leads to a polynomial equation of the form
∑
k
∏
t a
(t)
k (it) = Mi1,...,iT . If
m < r(
∑
t nt), this system is underdetermined showing that Ω((
∑
t nt)r) observations are necessary for
exact recovery, even under adaptive sampling. Thus, our algorithm enjoys sample complexity with optimal
dependence on matrix dimensions.
5 Noisy Matrix Completion
Our algorithm for noisy matrix completion is an adaptation of the column subset selection (CSS) algorithm
analyzed by Deshpande et al. [10]. The algorithm builds a candidate column space in rounds; at each round
it samples additional columns with probability proportional to their projection on the orthogonal complement
of the candidate column space.
To concretely describe the algorithm, suppose that at the beginning of the lth round we have a candidate
subspace Ul. Then in the lth round, we draw s additional columns according to the distribution where the
probability of drawing the ith column is proportional to ||PU⊥l ci||22. Observing these s columns in full and
then adding them to the subspace Ul gives the candidate subspace Ul+1 for the next round. We initialize the
algorithm with U1 = ∅. After L rounds, we approximate each column c with cˆ = UL(UTLΩULΩ)−1UTLΩcΩ
and concatenate these estimates to form Mˆ .
The challenge is that the algorithm cannot compute the sampling probabilities without observing entries
of the matrix. However, our results show that with reliable estimates, which can be computed from few
observations, the algorithm still performs well.
We assume that the matrixM ∈ Rn1×n2 can be decomposed as a rank r matrixA and a random gaussian
matrix R whose entries are independently drawn from N (0, σ2). We write A = UΣV T and assume that
µ(U) ≤ µ0. As before, the incoherence assumption is crucial in guaranteeing that one can estimate the
column norms, and consequently sampling probabilities, from missing data.
Theorem 6. Let Ω be the set of all observations over the course of the algorithm, let UL be the subspace
obtained after L = log(n1n2) rounds and Mˆ be the matrix whose columns cˆi = UL(UTLΩULΩ)
−1UTLΩcΩi.
Then there are constants c1, c2 such that:
||A− Mˆ ||2F ≤
c1
(n1n2)
||A||2F + c2||RΩ||2F
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Mˆ can be computed from Ω((n1 + n2)r3/2µ(U)polylog(n1n2)) observations. In particular, if ||A||2F = 1
and Rij ∼ N (0, σ2/(n1n2)), then there is a constant c? for which:
||A− Aˆ||2F ≤
c?
n1n2
(
1 + σ2
(
(n1 + n2)r
3/2µ(U)polylog(n1n2)
))
The main improvement in the result is in relaxing the assumptions on the underlying matrix A. Existing
results for noisy matrix completion require that the energy of the matrix is well spread out across both the
rows and the columns (i.e. incoherence), and the sample complexity guarantees deteriorate significantly
without such an assumption [5, 17]. As a concrete example, Negahban and Wainwright [20] use a notion of
spikiness, measured as
√
n1n2
||A||∞
||A||F which can be as large as
√
n2 in our setup, e.g. when the matrix is zero
except for on one column and constant across that column.
The choices of ||A||2F = 1 and noise variance rescaled by 1n1n2 enable us to compare our results with
related work [20]. Thinking of n1 = n2 = n and the incoherence parameter as a constant, our results
imply consistent estimation as long as σ2 = ω
(
n
r2polylog(n)
)
. On the other hand, thinking of the spikiness
parameter as a constant, [20] show that the error is bounded by σ
2nr logn
m where m is the total number of
observations. Using the same number of samples as our procedure, their results implies consistency as long
as σ2 = ω(rpolylog(n)). For small r (i.e. r = O(1)), our noise tolerance is much better, but their results
apply even with fewer observations, while ours do not.
6 Simulations
We verify Corollary 3’s linear dependence on n in Figure 1, where we empirically compute the success
probability of the algorithm for varying values of n and p = m/n, the fraction of entries observed per
column. Here we study square matrices of fixed rank r = 5 with µ(U) = 1. Figure 1(a) shows that our
algorithm can succeed with sampling a smaller and smaller fraction of entries as n increases, as we expect
from Corollary 3. In Figure 1(b), we instead plot success probability against total number of observations per
column. The fact that the curves coincide suggests that the samples per column, m, is constant with respect
to n, which is precisely what Corollary 3 implies. Finally, in Figure 1(c), we rescale instead by n/ log2 n,
which corresponds to the passive sample complexity bound [21]. Empirically, the fact that these curves do
not line up demonstrates that our algorithm requires fewer than log2 n samples per column, outperforming
the passive bound.
The second row of Figure 1 plots the same probability of success curves for the Singular Value Thresh-
olding (SVT) algorithm [4]. As is apparent from the plots, SVT does not enjoy a linear dependence on n;
indeed Figure 1(f) confirms the logarithmic dependency that we expect for passive matrix completion, and
establishes that our algorithm has empirically better performance.
In the third row, we study the algorithm’s dependence on r on 500× 500 square matrices. In Figure 1(g)
we plot the probability of success of the algorithm as a function of the sampling probability p for matrices of
various rank, and observe that the sample complexity increases with r. In Figure 1(h) we rescale the x-axis
by r−3/2 so that if our theorem is tight, the curves should coincide. In Figure 1(i) we instead rescale the
x-axis by r−1 corresponding to our conjecture about the performance of the algorithm. Indeed, the curves
line up in Figure 1(i), demonstrating that empirically, the number of samples needed per column is linear in
r rather than the r3/2 dependence in our theorem.
To confirm the computational improvement over existing methods, we ran our matrix completion algo-
rithm on large-scale matrices, recording the running time and error in Table 1. To contrast with SVT, we
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 1: Probability of success curves for our noiseless matrix completion algorithm (top) and SVT (mid-
dle). Top: Success probability as a function of: Left: p, the fraction of samples per column, Center: np, total
samples per column, and Right: np log2 n, expected samples per column for passive completion. Bottom:
Success probability of our noiseless algorithm for different values of r as a function of p, the fraction of
samples per column (left), p/r3/2 (middle) and p/r (right).
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Figure 2: Reconstruction error as a function of row
space incoherence for our noisy algorithm (CSS) and
the semidefinite program of [20].
Unknown M Results
n r m/dr m/n
2 time (s)
1000
10 3.4 0.07 16
50 3.3 0.33 29
100 3.2 0.61 45
5000
10 3.4 0.01 3
50 3.5 0.07 27
100 3.4 0.14 104
10000
10 3.4 0.01 10
50 3.5 0.03 84
100 3.5 0.07 283
Table 1: Computational results on large low-
rank matrices. dr = r(2n− r) is the degrees of
freedom, so m/dr is the oversampling ratio.
refer the reader to Table 5.1 in [4]. As an example, recovering a 10000 × 10000 matrix of rank 100 takes
close to 2 hours with the SVT, while it takes less than 5 minutes with our algorithm.
For the noisy algorithm, we study the dependence on row-space incoherence. In Figure 2, we plot
the reconstruction error as a function of the row space coherence for our procedure and the semidefinite
program of Negahban and Wainwright [20], where we ensure that both algorithms use the same number
of observations. It’s readily apparent that the SDP decays in performance as the row space becomes more
coherent while the performance of our procedure is unaffected.
7 Conclusions and Open Problems
In this work, we demonstrate how sequential active algorithms can offer significant improvements in time,
and measurement overhead over passive algorithms for matrix and tensor completion. We hope our work
motivates further study of sequential active algorithms for machine learning.
Several interesting theoretical questions arise from our work:
1. Can we tighten the dependence on rank for these problems? In particular, can we bring the dependence
on r down from r3/2 to linear? Simulations suggest this is possible.
2. Can one generalize the nuclear norm minimization program for matrix completion to the tensor com-
pletion setting while providing theoretical guarantees on sample complexity?
We hope to pursue these directions in future work.
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A Proof of Corollary 3
Corollary 3 is considerably simpler to prove than Theorem 2, so we prove the former in its entirety before
proceeding to the latter. To simplify the presentation, a number of technical lemmas regarding incoherence
and concentration of measure are deferred to sections E and F, respectively.
The proof begins by ensuring that for every column cj , if cj /∈ U˜ then ||(I − PU˜Ω)cjΩ||2 > 0 with high
probability. This property is established in the following lemma:
Lemma 7. Suppose that U˜ ⊂ U and a column cj ∈ U but cj /∈ U˜ . If m ≥ 36r3/2µ0 log(2r/δ) then with
probability ≥ 1− 4δ, ||(I − PU˜Ω)cjΩ||2 > 0. If cj ∈ U˜ then with probability 1, ||(I − PU˜Ω)cjΩ||2 = 0.
Proof of Lemma 7. Decompose cj = x+v where x ∈ U˜ and v ∈ U˜⊥. We can immediately apply Theorem 4
and are left to verify that the left hand side of Equation 5 is strictly positive. Since cj /∈ U˜ we know that
||v||22 > 0. Then:
α =
√
2µ(v)
m
log(1/δ) +
2µ(v)
3m
log(1/δ) ≤
√
2rµ0
m
log(1/δ) +
2rµ0
3m
log(1/δ) < 1/2
When m ≥ 32rµ0 log(1/δ). Here we used that µ(v) ≤ rµ(U) since v ∈ span(U). For γ:
γ =
√
8dµ(U˜)
3m
log
(
2d
δ
)
≤
√
8rµ0
3m
log
(
2r
δ
)
≤ 1
3
Whenever m ≥ 24rµ0 log(2r/δ). Finally, with the bounds on α and γ, the expression in Equation 5 is
strictly positive when 3rµ0β ≤ m since dµ(U˜) ≤ rµ0. Plugging in the definition of β we require:
6 log(r/δ) +
4
3
r2µ0
m
log2(r/δ) ≤ m
3rµ0
Which certainly holds when m ≥ 36r3/2µ0 log(r/δ), concluding the proof.
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It is easy to see that if ci ∈ U˜ then ||(I − PU˜Ω)ciΩ||2 = 0 deterministically and our algorithm does not
further sample these columns. We must verify that these columns can be recovered exactly, and this amounts
to checking that U˜TΩ U˜Ω is invertible. Fortunately, this was established as a lemma in [2], and in fact, the
failure probability is subsumed by the probability in Theorem 4. Now we argue for correctness: there can be
at most r columns for which ||(I − PU˜Ω)cΩi||2 > 0 since rank(M) ≤ r. For each of these columns, from
Lemma 7, we know that with probability 1− 4δ ||(I −PU˜Ω)cΩi||2 > 0. By a union bound, with probability
≥ 1 − 4rδ all of these tests succeed, so the subspace U˜ at the end of the algorithm is exactly the column
space of M , namely U . All of these columns are recovered exactly, since we completely sample them.
The probability that the matrices U˜TΩ U˜Ω are invertible is subsumed by the success probability of Theo-
rem 4, except for the last matrix. In other words, the success of the projection test depends on the invertibility
of these matrices, so the fact that we recovered the column space U implies that these matrices were invert-
ible. The last matrix is invertible except with probability δ by Lemma 18.
If these matrices are invertible, then since ci ∈ U˜ , we can write ci = U˜αi and we have:
cˆi = U˜(U˜
T
Ω U˜Ω)
−1U˜TΩ U˜Ωαi = U˜αi = ci
So these columns are all recovered exactly. This step only adds a factor of δ to the failure probability, leading
to the final term in the failure probability of the theorem.
For the running time, per column, the dominating computational costs involve the projection PU˜Ω and
the reconstruction procedure. The projection involves several matrix multiplications and the inversion of a
r×r matrix, which need not be recomputed on every iteration. Ignoring the matrix inversion, this procedure
takes at mostO(n1r) per column for a total running time ofO(n1n2r). At most r times, we must recompute
(UTΩUΩ)
−1, which takes O(r2m), contributing a factor of O(r3m) to the total running time. Finally, we
run the Gram-Schmidt process once over the course of the algorithm, which takes O(n1r2) time. This last
factor is dominated by n1n2r.
B Proof of Theorem 2
We first focus on the recovery of the tensor in total, expressing this in terms of failure probabilities in the
recursion. Then we inductively bound the failure probability of the entire algorithm. Finally, we compute
the total number of observations. For now, define τT to be the failure probability of recovering a T -order
tensor.
By Lemma 13, the subspace spanned by the mode-T tensors has incoherence at most rT−2µT−10 and
rank at most r and each slice has incoherence at most rT−1µT−10 . By the same argument as Lemma 7,
we see that with m ≥ 36rT−1/2µT−10 log(2r/δ) the projection test succeeds in identifying informative
subtensors (those not in our current basis) with probability ≥ 1 − 4δ. With a union bound over these r
subtensors, the failure probability becomes≤ 4rδ+δ, not counting the probability that we fail in recovering
these subtensors, which is rτT−1.
For each order T − 1 tensor that we have to recover, the subspace of interest has incoherence at most
rT−3µT−2 and with probability ≥ 1 − 4rδ we correctly identify each informative subtensor as long as
m ≥ 36rT−3/2µT−2 log(2r/δ). Again the failure probability is ≤ 4rδ + δ + rτT−2.
To compute the total failure probability we proceed inductively. τ1 = 0 since we completely observe
any one-mode tensor (vector). The recurrence relation is:
τt = 4rδ + δ + rτt−1 (8)
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which solves to:
τT = δ + 4r
T−1δ +
T−2∑
t=1
5rtδ ≤ 5δTrT (9)
We also compute the sample complexity inductively. Let mT denote the number of samples needed to
complete a T -order tensor. Then m1 = n1 and:
mt = rmt−1 + 36ntrt−1/2µt−10 log(2r/δ) (10)
So that mT is upper bounded as:
mT = r
T−1n1 +
T∑
t=2
rT−t36ntrt−1/2µt−10 log(2r/δ) ≤ 36(
T∑
t=1
nt)r
T−1/2µT−10 log(2r/δ)
The running time is computed in a similar way to the matrix case. Assume that the running time to
complete an order t tensor is:
O(r(
t∏
i=1
ni) +
t∑
i=2
mir
3+t−i)
Note that this is exactly the running time of our Algorithm in the matrix case.
Per order T − 1 subtensor, the projection and reconstructions take O(r∏T−1t=1 nt), which in total con-
tributes a factor of O(r
∏T
t=1 nt). At most r times, we must complete an order T − 1 subtensor, and invert
the matrix UTΩUΩ. These two together take in total:
O
(
r
[
r(
T−1∏
t=1
nt) +
T−1∑
t=2
mtr
3+T−1−t
]
+ r3mT
)
Finally the cost of the Gram-schmidt process is r2
∏T−1
t=1 nt which is dominated by the other costs. In total
the running time is:
O
(
r
(
T∏
t=1
nt
)
+ r2
T−1∏
t=1
nt +
T∑
t=2
mtr
3+T−t
)
= O
(
r
(
T∏
t=1
nt
)
+
T∑
t=2
mtr
3+T−t
)
since r ≤ nT . Now plugging in that mi = O˜(r2(i−1)), the terms in the second sum are each O˜(rT+t+1)
meaning that the sum is O˜(r2T+1). This gives the computational result.
C Proof of Theorem 6
We will first prove a more general result and obtain Theorem 6 as a simple consequence.
Theorem 8. Let M = A + R where A = UΣV T and Rij ∼ N (0, σ2). Let Mr denote the best rank r
approximation to M . Assume that A is rank r and µ(U) ≤ µ0. For every δ,  ∈ (0, 1) sample a set of size
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s = 5Lr2δ at each of the L rounds of the algorithm and compute Mˆ as prescribed. Then with probability≥ 1− 9δ:
||M − Mˆ ||2F ≤ 5/4
(
1
(1− ) ||M −Mr||
2
F + 
L||M ||2F
)
and the algorithm has expected sample complexity:
Ω
(
L2r
δ
(
n1 + µ0n2
√
r log2
(
n1n2Lr
δ
)))
The proof of this result involves some modifications to the analysis in [10]. We will follow their proof,
allowing for some error in the sampling probabilities, and arrive at a recovery guarantee. Then we will show
how these sampling probabilities can be well-approximated from limited observations.
The first Lemma analyzes a single round of the algorithm, while the second gives an induction argu-
ment to chain the first across all of the rounds. These are extensions of Theorems 2.1 and Theorems 1.2,
respectively, from [10].
Lemma 9. Let M = UΣV T ∈ Rn1×n2 and let U˜ be a subspace of Rn1 . Let E = M − PU˜M and let S be
a random sample of s columns of M , sampled according to the distribution pˆi with:
1− α1
1 + α2
||Ei||2
||E||2F
≤ pˆi ≤ 1 + α2
1− α1
||Ei||2
||E||2F
Then with probability ≥ 1− δ we have:
||M − PU˜∪span(S),rM ||2F ≤
r
sδ
1 + α2
1− α1 ||E||
2
F + ||M −Mr||2F
Where PH,r denotes a projection on to the best r-dimensional subspace of H and Mr is the best rank r
approximation to M .
Proof. The proof closely mirrors that of Theorem 2.1 in [10]. The main difference is that we are using an
estimate of the correct distribution, and this will result in some additional error.
For completeness we provide the proof here. We number the left (respectively right) singular vectors
of M as u(j) (v(j)) and use subscripts to denote columns. We will construct r vectors w(1), . . . , w(r) ∈
U˜ ∪ span(S) and use them to upper bound the projection. In particular we have:
||M − PU˜∪span(S),rM ||2F ≤ ||M − PWM ||2F
so we can exclusively work with W .
For each i = 1, . . . , n2 and for each l = 1, . . . s define:
X
(j)
l =
1
pˆi
Eiv
(j)
i with probability pˆi
That is the ith column of the residual E, scaled by the ith entry of the jth right singular vector, and the
sampling probability. Defining X(j) = 1s
∑s
l=1X
(j)
l , we see that:
E[X(j)] = E[X(j)l ] =
n2∑
i=1
pˆi
pˆi
Eiv
(j)
i = Ev
(j)
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Defining w(j) = PU˜ (M)v(j) +X(j) and using the definition of E, it is easy to verify that E[w(j)] = σju(j).
It is also easy to see that w(j) − σju(j) = X(j) − Ev(j).
We will now proceed to bound the second central moment of w(j).
E[||w(j) − σju(j)||2] = E[||X(j)||2]− ||Ev(j)||2
The first term can be expanded as:
E[||X(j)||2] = 1
s2
s∑
l=1
E[||X(j)l ||2] +
s− 1
s
||Ev(j)||2
So that the second central moment is:
E[||w(j) − σju(j)||2] = 1
s2
s∑
l=1
E[||X(j)l ||2]−
1
s
||Ev(j)||2
Now we use the probabilities pˆi to evaluate each term in the summation:
E[||X(j)l ||2] =
n2∑
i=1
pˆi
||E(i)v(j)i ||2
pˆ2i
≤
n2∑
i=1
(1 + α2)v
(j)2
i ||E||2F
1− α1 =
1 + α2
1− α1 ||E||
2
F
This gives us an upper bound on the second central moment:
E[||w(j) − σju(j)||2] ≤ 1
s
1 + α2
1− α1 ||E||
2
F
To complete the proof, let y(j) = w(j)/σj and define the matrix F = (
∑k
j=1 y
(j)u(j)T )M . Since y(j) ∈W ,
the column space of F is contained in W so ||M − PW (M)||2F ≤ ||M − F ||2F .
||M − F ||2F =
r∑
i=1
||(M − F )v(i)||2 =
r∑
i=k+1
σ2i +
k∑
i=1
||σiu(i) − w(i)||2
We now use Markov’s inequality on the second term. Specifically, with probability ≥ 1− δ we have:
||M − F ||2F ≤ ||M −Mk||2F +
1
δ
E[
k∑
i=1
||σiu(i) − w(i)||2] ≤ ||M −Mr||2F +
r
δs
1 + α2
1− α1 ||E||
2
F
Lemma 10. Suppose that (1 +α2)/(1−α1) ≤ c for some constant c and for each of L rounds of sampling.
Let S1, . . . , SL denote the sets of columns selected at each round and set s = Lcrδ . Then with probability≥ 1− δ we have:
||M − P⋃L
i=1 Si,r
M ||2F ≤
1
1−  ||M −Mr||
2
F + 
L||M ||2F
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Proof. The proof is by induction on the number of rounds L. We will have each round of the algorithm
fail with probability δ/L so that the total failure probability will be at most δ. The base case follows from
Lemma 9. At the lth round, the same lemma tells us:
||M − P⋃l
i=1 Si,r
M ||2F ≤ ||M −Mr||2F +
lcr
sδ
||E||2F
Plugging in our choice of s and the definition of E:
||M − P⋃l
i=1 Si,r
M ||2F ≤ ||M −Mr||2F + ||M − P⋃l−1
i=1 Si,r
M ||2F
and applying the induction hypothesis we have:
||M − P⋃L
i=1 Si,r
M ||2F ≤ ||M −Mr||2F + (
1
1−  ||M −Mr||
2
F + 
L−1||M ||2F )
which gives us the desired result.
To complete the proof, we just need to compute how many observations are necessary to ensure that
(1 + α2)/(1 − α1) ≤ c. We can do this by manipulating Theorem 4 and upper bounding the incoherences
of the subspaces throughout the execution of the algorithm.
Lemma 11. We have:
2
5
||Ei||22
||E||2F
≤ pˆi ≤ 5
2
||Ei||22
||E||2F
with probability ≥ 1− 6δ as long as the expected number of samples observed per column m satisfies:
m = Ω
(
L2r3/2µ(U)
δ
log2(n1n2Lr/δ)
)
Proof. To establish the result, we will use the concentration results from Section F and the incoherence
results form Section E. The goal will be to apply Theorem 4 with a union bound across all rounds and all
columns, but we first need to bound the incoherences.
With a union bound, Lemma 14 shows that each column (once projected onto the orthogonal complement
of one of the subspaces) has incoherence O(rµ(U) log(n1n2L/δ)) with probability ≥ 1 − δ. At the same
time, Lemma 15 reveals that with probability≥ 1− δ all of the subspaces in the algorithm have incoherence
at most O(µ(U) log(n1L/δ)).
We can now apply Theorem 4. We will, as usual, take a union bound across all columns and all
rounds, so each δ term in that lemma will be replaced with a δ/(n1L). Denote by U˜l the subspace pro-
jected onto during the lth round of the algorithm. With m as in the lemma, the condition that m ≥
8/3dim(U˜l)µ(U˜l) log
(
2rn1L
δ
)
is clearly satisfied, since dim(U˜l) ≤ L2rδ and µ(U˜l) ≤ cµ(U) log(n1L/δ).
We also have that:
α =
√
2µ(v)
m
log(
n1L
δ
) +
2
3
µ(v)
m
log(n1L/δ)
≤ c1
√
rµ(U) log2(n1n2L/δ)
m
+ c2
rµ(U) log2(n1n2L/δ)
m
≤ O(1)
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By boosting the size of m by a constant, we can make α ≤ 1/4. For γ we have:
γ =
√
8dim(U˜l)µ(U˜l)
3m
log(2dim(U˜l)/δ) ≤ c
√
L2k
δ
µ(U)
m
log2(
n1rL3
δ2
) ≤ 1/3
if we choose the constants correctly. Finally we have:
β = 6 log(n1Ldim(U˜l)/δ) +
4
3
dim(U˜l)µ(v)
m
log2(n1Ldim(U˜l)/δ)
≤ log(n1rL
3
δ2
) +
L2r2µ(U)
mδ
log3(
n1n2rL
3
δ2
)
which gives:
dim(U˜l)µ(U˜l)
m
β
(1− γ) ≤
L2rµ(U)
mδ
log2(
n1rL
3
δ2
) +
L4r3µ(U)2
m2δ22
log4(
n1n2rL
3
δ2
) ≤ O(1)
again using our definition of m. In particular, if we make this bound ≤ 1/4 we then have that:
m
n1
(1− 1/2)||v − PSv||22 ≥ ||vΩ − PSΩvΩ||22 ≥
m
n1
(1 + 1/4)||v − PSv||22
in which case:
pˆi =
||viΩ − PSΩviΩ||22∑
i ||viΩ − PSΩviΩ||22
≤ 5
2
pi
along with the other direction.
We are essentially done proving the theorem. The total number of samples used is:
n2m = Ω
(
n2L
2r3/2µ(U)
δ
log3
(
n1n2Lr
δ
))
We also completely observe Ω(L2r/δ) columns. In total this gives us the sample complexity bound in
Theorem 8. The failure probability is ≤ 7δ (6δ from Lemma 11 and δ from Lemma 10).
So far we have recovered a subspace that can be used to approximate M . Unfortunately, we can-
not actually compute PULM given limited samples. Instead, for each column c, we compute cˆ =
UL(U
T
LΩULΩ)
−1UΩLcΩ and use cˆ as our estimate of the column. This is similar to another projection
operation, and the error will only be a constant factor worse than before.
Lemma 12. Let ci denote a column of the matrixM and let Uˆ denote the subspace at the end of the adaptive
algorithm. Write cˆ = Uˆ(UˆTΩ UˆΩ)
−1UˆΩc Then with probability ≥ 1− 2δ:
||c− cˆ||2 ≤
(
1 +
rµ(Uˆ)β
m(1− γ)2
)
||PUˆ⊥c||2
With β and γ defined as in Theorem 4.
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Proof. Decompose c = x + y where x ∈ Uˆ and y ∈ Uˆ⊥. It’s easy to see that x = Uˆ(UˆTΩ UˆΩ)−1UˆΩxΩ so
we are left with:
||y − Uˆ(UˆTΩ UˆΩ)−1UˆΩy||2 = ||y||2 + ||Uˆ(UˆTΩ UˆΩ)−1UˆΩy||2
Because y ∈ U⊥ so the cross term is zero. The second term here is equivalant to:
||(UˆTΩ UˆΩ)−1UˆΩy||2 ≤ ||(UˆTΩ UˆΩ)−1||22||UˆΩy||22
By Lemma 3 in [2] the first term is upper bounded by n
2
1
(1−γ)2m2 while Lemma 17 reveals that the second
term is upper bounded by β m
n21
rµ(Uˆ)||y||2. Combining these two yields the result.
We already showed that with our choice of m, the expression in the above Lemma is smaller than 5/4.
Moreover the probability of failure simply adds 2δ to the total failure probability. Thus:
||M − Mˆ ||2F =
∑
i
||ci − cˆi||22 ≤ 5/4||M − PUTM ||2F
and the last expression we bounded previously.
C.1 Proving the Theorem
To prove the main theorem, it is best to view M as equal to A on all of the unobserved entries. In other
words, if Ω is the set of all observations over the course of the algorithm, the random matrix R is zero on
ΩC . Since we never observed M on ΩC , we have no way of knowing whether M was equal to A on those
coordinates. It is therefore fair to write M = A+RΩ where R is zero on ΩC .
We expand the norm and then apply the main theorem:
||A− Mˆ ||2F ≤ 3||M − Mˆ ||2F + 3||RΩ||2F ≤
5
4
(
3
1−  ||M −Mr||
2
F + 3
L||M ||2F
)
+ 3||RΩ||2F
Now since Mr is the best rank r approximation to M (in Frobenius norm) and since A is rank r, we know
that ||M −Mr||F ≤ ||M −A||F . With this substitution and setting  = 1/2, L = log2(n1n2) we will arrive
at the result (below constants are denoted by c and they change from line to line):
||A− Mˆ ||2F ≤ c1||M −A||2F +
c2
n1n2
||M ||2F + c3||RΩ||2F ≤
c1
n1n2
||A||2F + c2||RΩ||2F
which holds as long as n1n2 is sufficiently large.
D Proof of Theorem 5
We start by giving a proof in the matrix case, which is a slight variation of the proof by Candes and Tao [7].
Then we turn to the tensor case, where only small adjustments are needed to establish the result. We work
in the Bernoulli model, noting that Candes’ and Tao’s arguments demonstrate how to adapt these results to
the uniform-at-random sampling model.
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D.1 Matrix Case
In the matrix case, suppose that l1 = n1r and l2 =
n2
µ0r
are both integers. Define the following blocks
R1, . . . Rr ⊂ [n1] and C1, . . . Cr ⊂ [n2] as:
Ri = {l1(i− 1) + 1, l1(i− 1) + 2, . . . l1i}
Ci = {l2(i− 1) + 1, l2(i− 1) + 2, . . . l2i}
Now consider the n1 × n2 family of matrices defined by:
M = {
r∑
k=1
ukv
T
k |uk = [1,
√
µ0]
n ⊗ 1Rk , vk = 1Ck} (11)
M is a family of block-diagonal matrices where the blocks have size l1 × l2. Each block has constant rows
whose entries may take arbitrary values in [1,
√
µ0]. For any M ∈ M, the incoherence of the column space
can be computed as:
µ(U) =
n1
r
max
j∈[n1]
||PUej ||22 =
n1
r
max
k∈[r]
max
j∈[n1]
(uTk ej)
2
(uTk uk)
2
≤ n1
r
max
k∈[r]
µ0
(n1/r)
= µ0
A similar calculation reveals that the row space is also incoherent with parameter µ0.
Unique identification of M is not possible unless we observe at least one entry from each row of each
diagonal block. If we did not, then we could vary that corresponding coordinate in the appropriate uk and
find infinitely many matrices M ′ ∈ M that agree with our observations, have rank and incoherence at
most r and µ0 respectively. Thus, the probability of successful recovery is no larger than the probability of
observing one entry of each row of each diagonal block.
The probability that any row of any block is unsampled is pi1 = (1 − p)l2 and the probability that all
rows are sampled is (1− pi1)n1 . This must upper bound the success probability 1− δ. Thus:
−n1pi1 ≥ n1 log(1− pi1) ≥ log(1− δ) ≥ −2δ
or pi1 ≤ 2δ/n1 as long as δ < 1/2. Substituting pi1 = (1− p)l2 we obtain:
log(1− p) ≤ 1
l2
log
(
2δ
n1
)
=
µ0r
n2
log
(
2δ
n1
)
as a necessary condition for unique identification of M .
Exponentiating both sides, writing p = mn1n2 and the fact that 1− e−x > x− x2/2 gives us:
m ≥ n1µ0r log
(n1
2δ
)
(1− /2)
when µ0r/n2 log(n12δ ) ≤  < 1.
D.2 Tensor Case
Fix T , the order of the tensor and suppose that l1 = n1r is an integer. Moreover, suppose that lt =
nt
µ0r
is an
integer for 1 < t ≤ T . Define a set of blocks, one for each mode and the family
B
(t)
i = {lt(i− 1) + 1, lt(i− 1) + 2, . . . , lti}∀i ∈ [r], t ∈ [p]
M =

r∑
i=1
⊗Tt=1a(t)i
∣∣∣∣∣∣
a
(1)
i = [1,
√
µ0]
n ⊗ 1
B
(t)
i
a
(t)
i = 1B(t)i
, 1 < t ≤ T

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This is a family of block-diagonal tensors and just as before, straightforward calculations reveal that each
subspace is incoherent with parameter µ0. Again, unique identification is not possible unless we observe
at least one entry from each row of each diagonal block. The difference is that in the tensor case, there
are
∏
i 6=1 li entries per row of each diagonal block so the probability that any single row is unsampled is
pi1 = (1 − p)
∏
i6=1 li . Again there are n1 rows and any algorithm that succeeds with probability 1 − δ must
satisfy:
−n1pi1 ≥ n1 log(1− pi1) ≥ log(1− δ) ≥ −2δ
Which implies pi1 ≤ 2δ/n1 (assuming δ < 1/2). Substituting in the definition of pi1 we have:
log(1− p) ≤ 1∏
i 6=j li
log
(
2δ
n1
)
=
µT−10 r
T−1∏
i6=j ni
log
(
2δ
n1
)
The same approximations as before yield the bound (as long as µ
T−1
0 r
T−1∏
i6=j ni
log(n12δ ) ≤  < 1):
m ≥ n1µT−10 rT−1 log
(n1
2δ
)
(1− /2)
E Properties about Incoherence
A significant portion of our proofs revolve around controlling incoherences of various subspaces used
throughout the execution of the algorithms The following technical lemmas will enable us to work with
these quantities.
Lemma 13. Let U1 ⊂ Rn1 , U2 ⊂ Rn2 , . . . UT ⊂ RnT be subspaces of dimension at most d, let W1 ⊂ U1
have dimension d′. Define S = span({⊗Tt=1u(t)i }di=1). Then:
(a) µ(W1) ≤ dim(U1)d′ µ(U1).
(b) µ(S) ≤ dT−1∏Ti=1 µ(Ui).
Proof. For the first property, since W1 is a subspace of U1, PW1ej = PW1PU1ej so ||PW1ej ||22 ≤
||PU1ej ||22. The result now follows from the definition of incoherence.
For the second property, we instead compute the incoherence of:
S′ = span
({
⊗Tt=1u(t)
}
u(t)∈Ut∀t
)
which clearly contains S. Note that if {u(t)i } is an orthonormal basis for Ut (for each t), then the outer
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product of all combinations of these vectors is a basis for S′. We now compute:
µ(S′) =
∏T
i=1 ni∏T
t=1 dim(Ut)
max
k1∈[n1],...,kT∈[nT ]
||PS′(⊗Tt=1ekt)||2
=
∏T
i=1 ni∏T
t=1 dim(Ut)
max
k1,...,kT
∑
i1,...,iT
〈⊗Tt=1u(t)it ,⊗Tt=1ekt〉2
=
∏T
i=1 ni∏T
t=1 dim(Ut)
max
k1,...,kT
∑
i1,...,iT
T∏
t=1
(u
(t)T
it
ekt)
2
=
∏T
i=1 ni∏T
t=1 dim(Ut)
T∏
j=1
max
kj
r∑
i=1
(u
(t)T
i ekj )
2 ≤
T∏
t=1
µ(Ut)
Now, property (a) establishes that µ(S) ≤ rTr µ(S′) which is the desired result.
Lemma 14. Let U be the column space of M and let V be some other subspace of dimension at most
n1/2− k. Let vi = PV ⊥ci for each column ci. Then with probability ≥ 1− δ:
max
i
µ(vi) ≤ 3kµ(U) + 24 log(2n1n2/δ) = O(kµ(U) log(n1n2/δ))
Proof. Decompose vi = xi + ri where xi ∈ U ∩ V ⊥ and ri ∈ U⊥ ∩ V ⊥. Since each column is composed
of a deterministic component living in U and a random component, it must be the case that ri is a random
gaussian vector living inU⊥∩V ⊥, which is a subspace of dimension at least n1−d ≥ n1−dim(U)−dim(V ).
We can now proceed with the bound:
µ(vi) = n1
||vi||2∞
||vi||22
≤ 3n1 ||xi||
2
∞ + ||ri||2∞
||xi||22 + ||ri||22
≤ 3n1 ||xi||
2
∞
||xi||22
+ 3n1
||ri||2∞
||ri||22
≤ 3kµ(U) + 6σ
2n1 log(2n1n2/δ)
σ2(n1 − d)− 2σ2
√
(n1 − d) log(n2/δ)
For the second line, we used that
∑
i ai∑
i bi
≤∑i aibi whenever ai, bi ≥ 0 which is the case here. Finally we use
Lemma 19 on the denominator, 20 on the numerator, and a union bound over all n2 columns. For (n1 − d)
sufficiently large (as long as
√
(n1 − d) log n2/δ ≤ (n1 − d)/4) and if d ≤ n1/2 we can bound as:
3kµ(U) +
12n1 log(2n1n2/δ)
n1 − d ≤ 3kµ(U) + 24 log(2n1n2/δ)
Lemma 15. Let Il =
⋃l
i=1 Si and let Ul = span({ci}i∈Il) as in the execution of the noisy algorithm. If
|Il| ≤ n1/2 then with probability ≥ 1− δ, for all l ∈ [L], we have:
µ(Ul) = O(µ(U) log(n1L/δ))
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Proof. It is clear that Ul ⊂ span({ci}i∈Il)
⋃
span({ri}i∈Il) which will make things much easier to analyze.
Note that span({ci}i∈Il) ⊂ U the original incoherent subspace and let RIl denote the random matrix of
columns corresponding to Il. We then have:
||PUlei||22 ≤ ||PUei||22 + ||PU⊥PRIl ei||22 ≤ ||PUei||22 + ||PRIl ei||22
≤ rµ(U)
n1
+ ||RIl ||22||(RTIlRIl)−1||22||RTIlei||22
≤ rµ(U)
n1
+
(
√
n1 +
√|Il|+ )2
(
√
n1 −
√|Il| − )4 (|Il|+ 2
√
|Il| log(1/δ) + 2 log(1/δ))
Now if |Il| ≤ n1/2 and δ is not exponentially small, the contribution from the random matrix is:
(
√
n1 +
√|Il|+√2 log(2/δ))2
(
√
n1 −
√|Il| −√2 log(2/δ))4 (|Il|+ 2
√
|Il| log(1/δ) + 2 log(1/δ)) = O(|Il| log(1/δ)/n1)
So the total incoherence will be (note that dim(Ul) = |Il| with probability 1 since |Il| ≤ n1/2):
µ(Ul) =
n1
|Il| maxi ||PUlei|
2
2 ≤
n
|Il|
(
rµ(U)
n
+O(|Il|/n)
)
= O(
r
|Il|µ(U) + 1) = O(µ(U) log(1/δ))
The failure probability here is δn1L if there are L rounds so the incoherence is:
µ(Ul) = O(µ(U) log(n1L))
F A Collection of Concentration Results
We enumerate several concentration of measure lemmas that we use throughout our proofs. Many of these
are well known results and we provide the references to their proofs.
F.1 Proof of Theorem 4
We improve on the result of Balzano et al. [2] to establish Theorem 4. The proof parallels theirs but with
improvements to two key Lemmas. The improvement stems from using Bernstein’s inequality in lieu of
standard Chernoff bounds in the concentration arguments and carries over into our sample complexity guar-
antees. Here we state and prove the two lemmas and then sketch the overal proof.
Lemma 16. With the same notations as Theorem 4, with probability ≥ 1− 2δ.
(1− α)m
n
||v||22 ≤ ||vΩ||22 ≤ (1 + α)
m
n
||v||22 (12)
Proof. The difference between Lemma 16 and Lemma 1 from [2] is in the definition of α. Here we have
reduced the relationship between µ(v) and m from µ(v)2/m to µ(v)/m. The proof is an application of
Bernstein’s inequality.
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Let Xi = v2Ω(i) so that
∑m
i=1Xi = ||vΩ||22. We can compute the variance and bound for Xi as:
σ2 = E[X2i ] =
1
n
n∑
i=1
v4i ≤
1
n
||v||2∞||v||22, M = max |Xi| ≤ ||v||2∞
Now we apply Berstein’s inequality:
P
(∣∣∣∣∣
m∑
i=1
Xi − E[
m∑
i=1
Xi]
∣∣∣∣∣ > t
)
≤ 2 exp
(
1
2
−t2
mσ2 + 13Mt
)
Noting that E[
∑m
i=1Xi] =
m
n ||v||22 and setting t = αmn ||v||22 the bound becomes:
P
(∣∣∣∣∣
m∑
i=1
Xi − m
n
||v||22
∣∣∣∣∣ > αmn ||v||22
)
≤ 2 exp
( −α2m||v||22
2n||v||2∞(1 + α/3)
)
≤ 2 exp
( −α2m
2µ(v)(1 + α/3)
)
Finally plugging in the definition of α from the theorem shows that the right hand side is ≤ 2δ.
In similar spirit to Lemma 16 we can also improve Lemma 2 from [2] using Bernstein’s inequality:
Lemma 17. With the same notations as Theorem 4, with probability at least 1− δ:
||UTΩ vΩ||22 ≤ β
m
n
dµ(U)
n
||v||22 (13)
Proof. Again the improvement in our Lemma is in the expression β where we have an improved dependence
between m and µ(y). The proof is an application of Bernstein’s inequality. Note that:
||UTΩ vΩ||22 =
d∑
j=1
(∑
i∈Ω
ujivi
)2
=
d∑
j=1
(∑
i∈Ω
Xji
)2
Where we have defined Xji =
∑n
k=1 ujkvj1Ω(i)=k. We have:
E[Xji] = 0, E[X
2
ji] =
1
n
n∑
k=1
(ujkvk)
2 , σ2j , |Xji| ≤ ||uj ||∞||v||∞ ,M
We apply Bernstein’s inequality and take a union bound, so that with probability ≥ 1− δ:
∀j = 1, . . . , d
m∑
i=1
Xji ≤
√
2mσ2j log(d/δ) +
2
3
M log(d/δ)
d∑
j=1
(
m∑
i=1
Xji
)2
≤ 3
2m
 d∑
j=1
σ2j
 log(d/δ) + 4
9
dM2 log2(d/δ)

Notice that:
d∑
j=1
σ2j =
1
n
d∑
j=1
n∑
i=1
ujivi ≤ 1
n
n∑
i=1
v2i
d∑
j=1
u2ji ≤
1
n
||v||22dµ(U)/n
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Notice also that ||uj ||2∞ ≤ dµ(U)/n. Plugging in these bounds, with probability ≥ 1− δ:
||UTΩ vΩ||22 ≤ 3
(
2
m
n
dµ(U)
n
||v||22 log(d/δ) +
4
9
dµ(U)
n
d||v||2∞ log2(d/δ)
)
≤ m
n
dµ(U)
n
||v||22
(
6 log(d/δ) +
4
3
dµ(v)
m
log2(d/δ)
)
Where we used that ||v||2∞ ≤ ||v||22µ(v)/n via the definition of incoherence.
It will also be essential for these projections matrices to be invertible even with missing observations, as
this will allow us to reconstruct columns of the matrix.
Lemma 18 ( [2]). Let δ > 0 and m ≥ 83rµ0 log(2r/δ), Then:
||(UTΩUΩ)−1||2 ≤
n
(1− γ)m (14)
with probability ≥ 1− δ, provided that γ < 1. In particular UTΩUΩ is invertible.
Proof of Theorem 4. Let WTΩWΩ = (U
T
ΩUΩ)
−1. If Lemma 18 holds, UTΩUΩ is invertible so
vTΩUΩ(U
T
ΩUΩ)
−1UTΩ vΩ = ||WΩUTΩ vΩ||22 ≤ ||WΩ||22||UTΩ vΩ||22 ≤ ||(UTΩUΩ)−1||||UTΩ vΩ||22
And therefore:
||vΩ − PUΩvΩ||22 = ||vΩ||22 − vTΩUΩ(UTΩUΩ)−1UTΩ vΩ ≥ (1− α)
m
n
||v||22 −
dµ(U)
n
β
1− γ ||v||
2
2
yields the lower bound. The upper bound follows from the same decomposition and Lemma 16.
F.2 Concentration for Gaussian Vectors and Matrices
We will also need several concentration results pertaining to gaussian random vectors and gaussian random
matrices. The first of these will help us bound the `2 norm of a gaussian vector:
Lemma 19. [19] Let X ∼ χ2d. Then with probability ≥ 1− 2δ:
−2
√
d log(1/δ) ≤ X − d ≤ 2
√
d log(1/δ) + log(1/δ)
A gaussian random vector r has incoherence that depends on ||r||2∞ so it is crucial that we can control
the maximum of gaussian random variables.
Lemma 20. Let X1, . . . , Xn ∼ N (0, σ2). Then with probability ≥ 1− δ:
max
i
|Xi| ≤ σ
√
2 log(2n/δ)
Finally, we will be projecting on to perturbed subspaces so we will need to control the coherence of these
subspaces. The spectrum of the perturbation, will play a role in the coherence calculations.
Lemma 21. [24] Let R be a n× t whose entries are independent standard normal random variables. Then
for every  ≥ 0, with probability 1− 2 exp{−2/2}, one has:
√
n−√t−  ≤ σmin(R) ≤ σmax(R) ≤
√
n+
√
t+ 
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