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Abstract
We consider the Pauli–Fierz model, which describes a particle (an
electron) coupled to the quantized electromagnetic field and limit the
number of photons to less than 2. By computing the resolvent explic-
itly, we located the spectrum of the Hamiltonian mass. Our results
do not depend on the coupling constant e nor on the infrared cutoff
parameter R.
1 Introduction
In this paper, we study the fiber Hamiltonian for the standard model of non-
relativistic quantum electrodynamics, called the Pauli–Fierz model, when
the number of photons is restricted to 0 or 1. The latter condition allows
us to compute the resolvent of the fiber Hamiltonian explicitly. Therefore,
the spectrum and the effective mass can be obtained for arbitrary values of
parameters such as the coupling constant with the electromagnetic field and
the ultraviolet cutoff radius.
There is a rich literature on the spectral and scattering properties of this
model. The spectral properties of the Pauli-Fierz Hamiltonian was studied
in [5] and the existence of the ground states of the Pauli-Fierz Hamiltonian
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was proved in [6]. See [11] for discussions on the spectral properties and
scattering theory of the Nelson Hamiltonian. The spin-boson model and the
Nelson model are discussed in [13] and [4] for when the number of photons
is restricted to a few. This work was initially inspired by the paper [14],
where the author considered a model with less than two phonons without
polarization and computed the spectrum, the ground state, as well as the
effective mass.
An extensive review of the properties of the ground state of the fiber
Hamiltonian, its differentiability, and the effective mass can be found in [1].
Most of the previous results were derived for various conditions for the above-
mentioned parameters and for a certain limited range of the total momentum.
We note that for the Nelson model, the spectrum shifts from zero to negative
values due to the radiation field, which is not observed in our setup.
Let us introduce the model. We set the bare electron mass m and the
speed of light c to be equal to 1. The Hilbert space for the system is given
by H := L2(R3x)⊗ F , where the bosonic Fock space F is defined by
F =
∞⊕
n=0
F (n) =
∞⊕
n=0
(⊗nsS) ,
with S = L2(R3) ⊕ L2(R3). We have denoted the n-fold symmetric tensor
product of S by ⊗nsS, with ⊗0sS = C. The annihilation and the creation
operators a and a∗ are defined as
a♯(v) =
2∑
λ=1
∫
a♯(k, λ)v(k, λ)dk, (1)
for v = (v(·, 1), v(·, 2)) ∈ L2(R3)⊕L2(R3), where a♯ is for a or a∗ and a♯(k, λ)
is a formal kernel. The free photon field operator Hf on F is defined as
Hf =
2∑
λ=1
∫
ω(k)a∗(k, λ)a(k, λ)dk,
where ω(k) = |k| is the photon energy. The quantized radiation field Ag(x) =
(Ag1(x), Ag2(x), Ag3(x)), x ∈ R3, acting on F is given by
Agj(x) =
1√
2
2∑
λ=1
∫
ej(k, λ)
[
g(k)e−ik·xa∗(k, λ) + g(k)eik·xa(k, λ)
]
dk.
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Here, e(k, λ) = (e1(k, λ), e2(k, λ), e3(k, λ)) are polarization vectors satisfying
the conditions k · e(k, λ) = 0 and e(k, λ) · e(k, µ) = δλµ, λ, µ = 1, 2.
Assumption. We assume that
g(k) =
χ(k)
ω1/2−σ(k)
, (2)
where χ(k) is a characteristic function of region {k ∈ R3 | |k| ≤ R}, R > 0 is
the ultraviolet cutoff radius, and 0 ≤ σ < 1/2 is an infrared renormalization
parameter.
Note that the infrared renormalization was introduced only to remove
singularities of some auxiliary integrals that appear later. Our main results
hold for all values of σ, including zero.
Finally, the Pauli–Fierz Hamiltonian is defined as
H =
1
2
(−i∇x ⊗ 1− eAg(x))2 + 1⊗Hf , (3)
where e is the charge of the electron or the coupling constant with the field.
For assumption (2), it was proved in [7] that H is self-adjoint on the domain
D(−1
2
∆+Hf) for arbitrary values of the coupling constant e. We define the
total momentum operator on H as
Ptot = −i∇x ⊗ 1 + 1⊗ Pf , (4)
where Pf =
∑2
λ=1
∫
ka∗(k, λ)a(k, λ)dk is the photon momentum. Since H
commutes with Ptot, it can be decomposed with respect to the spectrum of
Ptot:
H =
∫ ⊕
R3
H¯(p)dp,
where H¯(p) is defined as
H¯(p) =
1
2
(p− Pf − eAg(0))2 +Hf
on F . Now p ∈ R3 is considered as a parameter. Let Ep be the projection
operator onto the 0 or 1 photon space. We introduce the corresponding
Pauli–Fierz operator:
H(p) := EpH¯(p)Ep. (5)
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In the following, we will work only with the operator H(p).
The rest of this paper is organized as follows. We state our main results in
Section 2 and compute the resolvent of H(p) in Section 3. Then in Section 4,
we locate the spectrum of H(p), and finally in Section 5, we prove our main
results.
2 Main results
We are interested in the spectral properties of the Pauli–Fierz Hamiltonian,
and in particular, in finding the resolvent of the corresponding fiber Hamil-
tonian and calculating the effective mass.
The fiber Hamiltonian H(p), defined in the 0 or 1 photon space, is a
finite-rank perturbation of an operator whose spectrum consists only of an
absolutely continuous part. Therefore, it is very similar to the Friedrichs
Hamiltonian. For the spectral characterization of the Friedrichs Hamiltonian
and related results, see [10] and [9].
Restricting the number of photons allows us to express the resolvent ex-
plicitly. Therefore, all our results were obtained in a nonperturbative way
and are independent of parameters such as e and R. In addition, this en-
ables us to work on the scattering properties of this model, as in [4], which,
however, will be discussed elsewhere.
We are now ready to formulate the main results. For any p ∈ R3, let
z0(|p|) = min
k∈R3
{
1
2
(p− k)2 + |k|+ γ0
}
=

1
2
p2 + γ0, if |p| ≤ 1,
|p| − 1
2
+ γ0, if |p| > 1,
(6)
be the curve on the (|p|, z) plane, where γ0 is a constant depending on e and
R. An example to keep in mind is
γ0 =
π
1 + σ
e2R2+2σ.
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We define the function F (p, z) as
F (p, z) =
1
2
p2 − z + γ0
− πe2
(
1
2
p2 + z − γ0
)∫ R
0
∫ 1
−1
(1− t2)dtρ1+2σdρ
p2/2− |p|ρt+ ρ2/2 + ρ+ γ0 − z , (7)
which is crucial for finding the eigenvalue of the reduced operator H(p). In
Lemma 3 of Section 4, we will derive the following properties of the function
F (p, z) in the region Ω− = {(|p|, z) | z ≤ z0(|p|), z ∈ R}:
• F (p, z) is real analytic and is a decreasing function on z.
• The equation F (p, z) = 0 has a unique solution z = z∗(p) when |p| ≤ 1
and there exists a constant p0 > 1 such that it has no solution when
|p| > p0.
Theorem 1 (Spectrum of H(p)). For any p ∈ R3, the spectrum of H(p) con-
sists of the essential spectrum [z0(|p|),+∞) and the eigenvalue z∗(p), which
is a solution of the equation F (p, z) = 0 in the region
Ω− = {(|p|, z) | z ≤ z0(|p|), z ∈ R}.
Moreover, we have the following bound for z∗(p):
0 < z∗(p) ≤ 7
2
+
4πe2R1+2σ
1 + 2σ
+ γ0.
The eigenvalue z∗(p), when it exists, is the infimum of the spectrum H(p),
which we denote by Eσ(p). Knowing the exact value of Eσ(p) would allow
us to calculate the effective mass meff , defined through
Eσ(|p|)−Eσ(0) = p
2
2meff
+O(|p|3)
for small p. When Eσ(|p|) is a C2-function in a neighborhood of p = 0, as a
direct consequence of the preceding definition, we have
1
meff
= lim
p→0
∂2Eσ(p)
∂|p|2 . (8)
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Theorem 2 (Effective mass). The function Eσ(|p|) is a C2-function in a
neighborhood of p = 0 and the effective mass for H(p) has the following
form:
1
meff
=
1− πe2D12(0, γ0)
1 + πe2D12(0, γ0)
(9)
where
D12(p, z) =
∫ R
0
∫ 1
−1
(1− t2)ρ1+2σdtdρ
p2/2− |p|ρt+ ρ2/2 + ρ+ γ0 − z .
We consider the special case as σ → 0, which removes the infrared renor-
malization.
Corollary 1. For any values of e and R, we have
lim
σ→0
1
meff
=
1− (8/3)πe2 ln(R/2 + 1)
1 + (8/3)πe2 ln(R/2 + 1)
. (10)
Expansion of the effective mass in terms of the fine structure constant
α = e2/4π was done in [8], [2], assuming the constant e be a small. Note
that our result gives the effective mass for arbitrary values of e and R, and
it is consistent with the results of [8] and [2] when e2 ln(R/2 + 1) ≈ o(1).
Indeed, from formula (10), we can derive that
meff ≈ 1 + 16
3
πe2 ln
(
R
2
+ 1
)
.
3 The resolvent of H(p)
Before proving the main results, we will calculate the resolvent of the operator
H(p) defined by (5), in the space H = C⊕ L2(R3)⊕ L2(R3).
For any p ∈ R3 and f = (f0(p), f1(p, k, 1), f1(p, k, 2))t ∈ H, the matrix
form of H(p)f is T˜ (p) −
e√
2
p · 〈G(1)| − e√
2
p · 〈G(2)|
− e√
2
p · |G(1)〉 L˜(p, k) + e22 |G(1)〉 · 〈G(1)| e
2
2 |G(1)〉 · 〈G(2)|
− e√
2
p · |G(2)〉 e22 |G(2)〉 · 〈G(1)| L˜(p, k) + e
2
2 |G(2)〉 · 〈G(2)|

 f0(p)f1(p, k, 1)
f1(p, k, 2)
,
(11)
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where the annihilation and creation operators in H are denoted by
〈G(λ)|v =
∫
G(k, λ)v(k)dk and |G(λ)〉v = G(k, λ)v(k),
respectively, for each polarization direction λ = 1, 2. Here, we have intro-
duced the notation G(k, λ) = e(k, λ)g(k), and note that
‖G‖2 =
2∑
λ=1
∫
|e(k, λ)|2g2(k)dk = 4π
1 + σ
R2+2σ.
The elements on the diagonal are
T˜ (p) =
1
2
p2 +
e2
4
‖G‖2 (12)
L˜(p, k) =
1
2
(p− k)2 + ω(k) + e
2
4
‖G‖2. (13)
To find the resolvent of H(p), we need to solve the equation
(H(p)− z)f = u (14)
for a given u = (u0(p), u1(p, k, 1), u1(p, k, 2))
t.
For ease of writing, we also use the following notation:
T = T˜ (p)− z,
L = L˜(p, k)− z,
bλ(p, k) = − e√
2
p ·G(k, λ), λ = 1, 2,
N(p, k, λ) = bλ(p, k)p+
Te√
2
G(k, λ), λ = 1, 2.
Lemma 1. For any z ∈ C \ R, the solution of Equation (14) can be written
as
f0(p) =
1
T
[
u0(p) + p · (S(p, z)U−1)
]
(15)
f1(p, k, λ) =
1
TL
[
Tu1(p, k, λ)− bλ(p, k)u0(p)−N(p, k, λ) · (S(p, z)U−1)
]
,
(16)
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where λ = 1, 2,
S(p, z) =
e√
2
∫ 2∑
λ=1
G(k, λ)
(
1
L
u1(p, k, λ)− 1
TL
bλ(p, k)u0(p)
)
dk,
and the matrix U := (uij)
3
i,j=1 is given by
uij =
{
a + bp2i , i = j,
bpipj , i 6= j,
(17)
with a =
2 +D1 +D2
2
and b =
D1 − 3D2
2p2
− D1 −D2
T
. Here,
D1(p, z) = πe
2
∫ R
0
∫ 1
−1
ρ1+2σdtdρ
p2/2− |p|ρt+ ρ2/2 + ρ+ γ0 − z , (18)
D2(p, z) = πe
2
∫ R
0
∫ 1
−1
t2ρ1+2σdtdρ
p2/2− |p|ρt+ ρ2/2 + ρ+ γ0 − z . (19)
Proof. By introducing the notation
Q =
∑
λ=1,2
e√
2
∫
G(k′, λ)f1(p, k′, λ)dk′, (20)
Equation (14) can be written using the matrix form (11) of H(p), as
Tf0(p)− p ·Q = u0(p)
bλ(p, k)f0(p) + Lf1(p, k, λ) +
e√
2
G(k, λ) ·Q = u1(p, k, λ), λ = 1, 2. (21)
Upon solving (21), we obtain
f0(p) =
1
T
[u0(p) + p ·Q] , (22)
f1(p, k, λ) =
1
TL
[Tu1(p, k, λ)− bλ(p, k)u0(p)−N(p, k, λ) ·Q] . (23)
To conclude the proof, it suffices to find Q. We substitute (22) and (23) into
(20) to get an equation for Q:
Q+
e
T
√
2
∑
λ=1,2
∫
1
L
G(k, λ)N(p, k, λ) ·Qdk = S(p, z). (24)
8
For k 6= 0, let kˆ := k/|k|. Using the identity
p− (kˆ, p)kˆ = (e(k, 1) · p)e(k, 1) + (e(k, 2) · p)e(k, 2),
Equation (24) can be written as
Q−
(
e2
2T
∫
g2(k)
L
(
p− (p · kˆ)kˆ
)
dk
)
(p ·Q)
+
(
e2
2
∫
g2(k)
L
(
Q− (Q · kˆ)kˆ
)
dk
)
= S(p, z). (25)
Next, we show that all the integrals in (25) can be reduced to certain com-
binations of the integrals D1 and D2, which are defined in (18) and (19). It
is easy to derive that
e2
2
∫
g2(k)
L
dk = πe2
∫ R
0
∫ 1
−1
ρ1+2σdtdρ
p2/2− |p|ρt+ ρ2/2 + ρ+ γ0 − z
= D1(p, z),
(26)
and hence, we can rewrite Equation (25) in a simple matrix form as
Q
(
E +
1
T
(D1E − C)
(
TE − ptp)) = S(p, z). (27)
Here, E is a 3× 3 unit matrix and
C =
(
e2
2
∫
g2(k)kikj
Lk2
dk
)3
i,j=1
. (28)
To calculate the elements of the matrix C, we introduce the following spher-
ical coordinate system (ρ, ϕ, θ) where 0 ≤ ϕ < 2π and 0 ≤ θ < π. We take
the zenith direction to be ~l1(p) = pˆ, and the azimuth direction to be an or-
thogonal vector ~l2(p) = (p2,−p1, 0)/p+. Here, p+ =
√
p21 + p
2
2 and pˆ = p/|p|.
Then, any vector k = (k1, k2, k3) can be written as
k = a1~l1(p) + a2~l2(p) + a3~l3(p),
where the third orthogonal vector is ~l3(p) = (p1p3, p2p3,−p21 − p22)/(|p|p+)
and
a1 = (k,~l1(p)) = ρ cos θ,
a2 = (k,~l2(p)) = ρ cosϕ sin θ,
a3 = (k,~l3(p)) = ρ sinϕ sin θ.
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This gives us
kt =

k1
k2
k3
 =

p1
|p|ρ cos θ +
p2
p+
ρ cosϕ sin θ +
p1p3
|p|p+ρ sinϕ sin θ
p2
|p|ρ cos θ −
p1
p+
ρ cosϕ sin θ +
p2p3
|p|p+ρ sinϕ sin θ
p3
|p|ρ cos θ −
p+
|p|ρ sinϕ sin θ
 . (29)
Now, computing the elements of C, in the aforementioned basis, we get
e2
2
∫
g2(k)kikj
L|k|2 dk =

D1(p
2 − p2i ) +D2(3p2i − p2)
2p2
, if i = j,
−pipj(D1 − 3D2)
2p2
, if i 6= j,
(30)
where D1 and D2 are defined in (18) and (19). As an example, let us compute
one of the elements of the matrix C:
c23 = c32 =
e2
2
∫
g2(k)k2k3
Lk2
dk
= πe2
∫ R
0
dρ
∫ π
0
ρ1+2σ
L
(
p2p3
p2
cos2 θ − p2p3
2p2
(1− cos2 θ)
)
sin θdθ
= −p2p3
2p2
(D1 − 3D2).
Now invoking the identities (26) and (30) in (27), one can obtain the equation
QU = S(p, z), with U defined as in (17). Then, substituting Q = S(p, z)U−1
into (22) and (23) finally establishes the proof.
4 The spectrum of H(p)
In this section, we describe the spectrum of H(p) for each p ∈ R3. We make
the decomposition H(p) = H0(p) +W (p), where
H0(p) =
T˜ (p) 0 00 L˜(p, k) 0
0 0 L˜(p, k)
 (31)
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and
W (p) =
e√
2

0 −p · 〈G(1)| −p · 〈G(2)|
−p · |G(1)〉 e√
2
|G(1)〉 · 〈G(1)| e√
2
|G(1)〉 · 〈G(2)|
−p · |G(2)〉 e√
2
|G(2)〉 · 〈G(1)| e√
2
|G(2)〉 · 〈G(2)|
 . (32)
Note that the spectrum of H0(p) consists only of the essential spectrum,
which is [z0(|p|),+∞). Since H(p) is a finite rank perturbation of H0(p),
by Weyl’s theorem, the essential spectrum of the operator H(p) remains the
same. From (15) and (16) of Lemma 1, one can then see that the only
possible addition to the spectrum in the interval (−∞, z0(|p|)) could be the
zeros of the function detU .
The remainder of this section will be devoted to finding these zeros for
each p ∈ R3. From (17), we derive that
K(p, z) := detU = a3 + a2bp2
=
(D1 +D2 + 2)
2
4T
(T − (D1 −D2)p2 + (D1 −D2)T )
=
(D1 +D2 + 2)
2
4T
[
1
2
p2 − z + γ0 − (D1 −D2)
(
1
2
p2 + z − γ0
)]
.
(33)
Since (D1 +D2 + 2)
2 > 0, it is important to know the behavior of
D12 :=
1
πe2
(D1 −D2)
when finding the zeros of K(p, z). The next lemma gives an estimate for the
function D12 on the curve z0(|p|).
Lemma 2. On the curve z = z0(|p|), we have the following estimate for D12:
D12(p, z0(|p|)) ≤

4
3(1 + 2σ)
· R
1+2σ
1− |p| , if |p| <
1
2
,
4
1 + 2σ
· R
1+2σ
|p| , if |p| ≥
1
2
.
(34)
Proof. From (18) and (19), we infer
D12(p, z) =
∫ R
0
∫ 1
−1
(1− t2)ρ1+2σdtdρ
p2/2− |p|ρt+ ρ2/2 + ρ+ γ0 − z .
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When |p| < 1/2, we have z0(|p|) = p2/2 + γ0 and
D12
(
p,
p2
2
+ γ0
)
≤
∫ R
0
∫ 1
−1
(1− t2)ρ2σdtdρ
1− |p|
=
4R1+2σ
3(1− |p|)(1 + 2σ) .
When 1/2 ≤ |p| ≤ 1, for any t ∈ [−1, 1], we have the following estimate:
1− t2
−|p|t+ ρ/2 + 1 ≤
2(1− t)
−|p|t+ ρ/2 + 1
=
2
|p| −
2
|p| ·
ρ/2 + 1− |p|
ρ/2 + 1− |p|t
≤ 2|p| .
Therefore, we conclude
D12
(
p,
p2
2
+ γ0
)
≤
∫ R
0
∫ 1
−1
2ρ2σdtdρ
|p|
=
4
1 + 2σ
· R
1+2σ
|p| .
Finally, when |p| > 1, we have z0(|p|) = |p| − 1/2 + γ0 and
D12
(
p, |p| − 1
2
+ γ0
)
=
∫ R
0
∫ 1
−1
(1− t2)dtρ1+2σdρ
(1/2)(ρ− |p|+ 1)2 + |p|ρ(1− t)
≤
∫ R
0
∫ 1
−1
(1− t2)dtρ2σdρ
|p|(1− t)
≤ 4
1 + 2σ
· R
1+2σ
|p| .
Combining the two preceding estimates, we complete the proof.
Next, we investigate the real solutions of Equation (33) in the region Ω−,
to locate the eigenvalues (if any) of the operator H(p).
Lemma 3. Let (|p|, z) ∈ Ω− with z real. The equation F (p, z) = 0 has a
unique solution z = z∗(p) when |p| ≤ 1 and there exists a constant p0 > 1
12
such that it has no solution when |p| > p0. This constant p0 satisfies the
estimate
p0 < 4 +
2πe2R1+2σ
1 + 2σ
.
Moreover, when 0 ≤ |p| ≤ p0, the range of z has the following two-sided
bound:
0 < z ≤ 7
2
+
2πe2R1+2σ
1 + 2σ
+ γ0. (35)
Proof. Solving the equation K(p, z) = 0 in the region Ω− is equivalent to
solving the equation
F (p, z) =
1
2
p2 − z + γ0 − πe2D12(p, z)
(
1
2
p2 + z − γ0
)
= 0. (36)
Note that
F ′z(p, z) = −1 − πe2D12(p, z)
− πe2
(
1
2
p2 + z − γ0
)∫ R
0
∫ 1
−1
(1− t2)ρ1+2σdtdρ
(p2/2− |p|ρt+ ρ2/2 + ρ+ γ0 − z)2 < 0
and therefore, F (p, z) is a decreasing function with respect to z in the region
Ω−, if p2/2 + z − γ0 ≥ 0. It is also easy to check that F (p, z) > 0 if
z < γ0 − p2/2. For 0 < |p| ≤ 1 and z = z0(|p|), we have
F (p, z) = −πe2p2D12
(
p,
1
2
p2 + γ0
)
< 0,
and therefore, (36) has a solution at least when 0 < |p| ≤ 1.
The upper bound in (35) follows from (34). Indeed, we have
F (p, z0(|p|)) = 1
2
(|p| − 1)2 − πe
2
2
(p2 + 2|p| − 1)D12
(
p, |p| − 1
2
+ γ0
)
≥ 1
2
(|p| − 1)2 − (|p|+ 2)2πe
2R1+2σ
1 + 2σ
,
and the latter expression is strictly positive if
|p| ≥ 4 + 4πe
2R1+2σ
1 + 2σ
.
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It can be written in terms of z as
z = |p| − 1/2 + γ0 ≥ 7
2
+
4πe2R1+2σ
1 + 2σ
+ γ0.
We prove the lower bound of (35) by contradiction. Assume that there exists
some z ≤ 0 satisfying (36). Let µ = πe2 and rewrite Equation (36) as
2(D12d)µ
2 − ((p2 + 2z)D12 − 2d)µ+ p2 − 2z = 0, (37)
where d = R2+2σ/(1 + σ). Since µ > 0, only the positive solutions of the
equation are of interest, and therefore, the following system of inequalities
should hold: {
((p2 + 2z)D12 − 2d)2 − 8D12d(p2 − 2z) ≥ 0,
(p2 + 2z)D12 − 2d ≥ 0,
(38)
which is equivalent to {
z′ ≥ −1 − s+ 2√2s,
z′ ≥ s− 1,
when z′ ≤ 0. Here,
s =
2d
p2D12(p, z)
and z′ =
2z
p2
.
From the assumption z′ ≤ 0, it follows that s ≤ 1, which is equivalent to
D12(p, z) ≥ 2d
p2
.
The latter inequality is not true for any values of e and R. Indeed, note that
D12(p, z)− 2d
p2
=
∫ R
0
∫ 1
−1
(1− t2)dtρ1+2σdρ
p2/2− |p|ρt+ ρ2/2 + ρ+ γ0 − z
−
∫ R
0
∫ 1
−1
dtρ1+2σdρ
p2/2
=
∫ R
0
∫ 1
−1
2(−(|p|t− ρ)2/2− ρ− γ0 + z)
p2(p2/2− |p|ρt+ ρ2/2 + ρ+ γ0 − z) dtρ
1+2σdρ < 0.
Therefore, the equation K(p, z) = 0 does not admit any solution in the region
Ω− when z ≤ 0.
14
5 Proof of the main results
Summarizing the results from the previous sections, we now prove our main
theorems.
Proof of Theorem 1. Repeating the argument at the beginning of Sec-
tion 4, we prove that the essential spectrum of H(p) is [z0(|p|),+∞) and the
zeros of the function K(p, z) are the only possible addition to the spectrum
in the interval (−∞, z0(|p|)).
By Lemma 3, for each p ∈ R3, there exists a solution to K(p, z) = 0 and
the range of these values of z belongs to the interval[
0,
7
2
+
2πe2R1+2σ
1 + 2σ
+ γ0
)
.
These solutions are the eigenvalues of H(p) for each p, with eigenfunctions
ψ(p, k) =

p2
T (p, z∗(p))
−(p · |G(k, 1)〉)
L(p, z∗(p))
(
p2
T (p, z∗(p))
+ 1
)
−(p · |G(k, 2)〉)
L(p, z∗(p))
(
p2
T (p, z∗(p))
+ 1
)

.
This establishes Theorem 1.
Proof of Theorem 2. It is easy to show that Eσ(|p|) is a C2-function.
Moreover in Lemma 3, we proved the equation F (p, z) = 0 has a unique
solution z = z∗(p) for small p, which is equal to Eσ(|p|). Using that Eσ(0) =
γ0, E
′
σ(0) = 0, and formula (8), we get the desired result:
∂2Eσ(p)
∂|p|2
∣∣∣∣∣
p=0
= −F
′′
|p|
F ′z
∣∣∣∣∣
p=0
=
1− πe2D12(0, γ0)
1 + πe2D12(0, γ0)
.
This establishes Theorem 2.
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