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Abstract
We introduce TLDR generation for scientific
papers, a new automatic summarization task
with high source compression, requiring ex-
pert background knowledge and complex lan-
guage understanding. To facilitate research on
this task, we introduce SCITLDR, a dataset
of 3.9K TLDRs. Furthermore, we introduce
a novel annotation protocol for scalably cu-
rating additional gold summaries by rewriting
peer review comments. We use this protocol
to augment our test set, yielding multiple gold
TLDRs for evaluation, which is unlike most re-
cent summarization datasets that assume only
one valid gold summary. We present a training
strategy for adapting pretrained language mod-
els that exploits similarities between TLDR
generation and the related task of title genera-
tion, which outperforms strong extractive and
abstractive summarization baselines.1
1 Introduction
We introduce the task of TLDR generation of scien-
tific papers.2
An alternative to abstracts, TLDRs of scien-
tific papers leave out nonessential background or
methodological details and capture the key impor-
tant aspects of the paper, such as its main contri-
butions. This is similar to the tasks of extreme
summarization (Narayan et al., 2018) and title gen-
eration (Vasilyev et al., 2019), which seek to pro-
duce single phrase or sentence summaries of news
articles.
Writing a TLDR of a scientific paper requires ex-
pert background knowledge and complex domain-
specific language understanding to identify the
1https://github.com/allenai/scitldr
2TLDR is an acronym that stands for “too long; didn’t read,”
which is often used in online informal discussion (e.g., Twitter
or Reddit) about scientific papers. For visual clarity, we omit
the semi-colon.
Abstract While many approaches to make neural networks
more fathomable have been proposed, they are restricted to in-
terrogating the network with input data. Measures for charac-
terizing and monitoring structural properties, however, have not
been developed. In this work, we propose neural persistence, a
complexity measure for neural network architectures based on
topological data analysis on weighted stratified graphs. [...]
Intro [...] In this work, we present the following contribu-
tions: We introduce neural persistence, a novel measure for char-
acterizing the structural complexity of neural networks that can
be e ciently computed. We prove its theoretical properties, such
as upper and lower bounds, thereby arriving at a normalization
for comparing neural networks of varying sizes. [...]
Conclusion [...] However, this did not yield an early stop-
ping measure because it was never triggered, thereby suggesting
that neural persistence captures salient information that would
otherwise be hidden among all the weights of a network [...]
TLDR We develop a new topological complexity measure
for deep neural networks and demonstrate that it captures their
salient properties.
1
Figure 1: A TLDR is an extreme summary of a scien-
tific paper. Above is an example of a TLDR and its cor-
responding paper. TLDRs could involve paraphrasing
and abstraction from multiple sentences from the paper
to convey the main topic or contribution of a given pa-
per in a concise way.
salient aspects of the paper, while maintaining faith-
fulness to the source and correctness of the written
summary. An example of a TLDR is shown in Fig-
ure 1.
To support this proposed task, we introduce
SCITLDR, a dataset of 3,935 TLDRs in the scien-
tific domain. SCITLDR is built from a combination
of TLDRs written by human experts and author-
written TLDRs of computer science papers from
OpenReview.3 Most summarization datasets pro-
vide a single gold summary for a given document,
despite early work in summarization evaluation
identifying variety in human-generated summaries
(Zechner, 1996; Harman and Over, 2004). We con-
sider this overly simplistic, especially for a high-
compression task like TLDR generation. To address
3https://openreview.net/
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this limitation, SCITLDR includes multiple gold
TLDRs for each paper in the test set, where one
TLDR is written by the author while the rest are
human-written TLDRs that are obtained from peer
review comments. In the latter type of TLDRs, we
employ a novel approach in collecting the sum-
maries where, instead of having human annotators
read a given paper, we ask them to read peer re-
view comments about a paper and rewrite them
into a TLDR. Peer reviews are written by domain
experts and they often include a few sentences sum-
marizing the paper, which facilitates our TLDR data
collection and ensures high quality.
In addition to the unique technical challenges,
TLDR generation has important real-world applica-
tions. Researchers are commonly faced with large
collections of papers to process (e.g., a search result
page or daily feed of new papers). Given the in-
creasing pace of publication (Van Noorden, 2014),
the ability to quickly discern a paper’s key points
and decide whether it’s worth reading is critical
for keeping up with the literature. Automatically-
generated TLDRs could be a time-saving alternative
to skimming abstracts.
We further present a method for generating
TLDRs of scientific papers using BART (Lewis
et al., 2019), a pretrained language model with
strong performance on summarization. Draw-
ing upon connections between TLDRs and a re-
lated task, title generation, we propose a mul-
titask learning strategy using a title generation
scaffold (Swayamdipta et al., 2018; Cohan et al.,
2019) for improving TLDR generation for finetun-
ing pretrained language models. We show that
this method, while simple, is effective in extreme
summarization for the scientific domain. Our con-
tributions are summarized below:
1. We introduce the task of TLDR generation, a
new form of extreme summarization in the scien-
tific domain.
2. We release SCITLDR, a new dataset of 3,935
TLDRs including author-written summaries, and a
test set that is additionally augmented with human-
written summaries derived from the reviewer com-
ments.
3. We propose a multitask learning strategy that
exploits the related task of title generation to im-
prove TLDR generation. We demonstrate its effec-
tiveness against strong baselines using pretrained
language models.
Category Example phrase
Domain, field or
area of study
reinforcement learning,
dependency parsing
Problem of interest mode collapse, catastrophicforgetting
Mode of contribution method, dataset, treebank,theorem
General description
of proposed method
using graph convolution
operations with dynamically
computed graphs
Main results or findings improved performance onImageNet
Value of work state-of-the-art, simplebut effective
Table 1: Example categories of information a TLDR
might contain
2 Scientific paper TLDRs
A scientific paper TLDR is an extreme summary of a
given scientific paper, conveying its main message
or key contributions in one or two sentences (typi-
cally between 15 to 30 tokens in length). TLDRs are
significantly less verbose than abstracts, allowing
the reader to quickly understand what the paper is
about and decide whether they want to continue
reading it. TLDRs are already being used on some
scholarly platforms. OpenReview4 is one such ex-
ample where authors are asked to submit TLDRs
of their papers that communicate the main content
of the paper to both reviewers and other interested
scholars. TLDRs of scientific papers are also com-
mon on social media platforms, such as Twitter.
Table 1 provides a (non-exhaustive, non-disjoint)
categorization of content that can appear in a TLDR,
illustrated with example phrases taken from our
dataset. We observe that there is often large vari-
ability in how TLDRs are written and any individual
TLDR may contain only a subset of these aspects
due to limited length. Further, what a paper’s TLDR
looks like or what information it should include is
subjective and follows (community-specific) com-
monsense rather than a formally defined procedure.
For example, the TLDR “A BERT model trained
on scientific text” omits the problem being solved
and focuses on the method. But another TLDR
“A simple approach for preventing mode collapse
in conditional GANs” focuses on the problem be-
ing solved but omits the method. An alternative
TLDR for the first example could explain the term
BERT at a cost of being more verbose (e.g. “A
Transformer-based bi-directional language model
4https://openreview.net/
Reviewer comment
The authors proposed a new clustering algorithm named deep continuous clustering (DCC)
that integrates autoencoder into continuous clustering. As a variant of continuous clustering
(RCC), DCC formed a global continuous objective for joint nonlinear dimensionality reduction
and clustering. The objective can be directly optimized using SGD like method. Extensive
experiments on image and document datasets show the effectiveness of DCC. However, part of
experiments are not comprehensive enough. The idea of integrating autoencoder with continuous
clustering is novel, and the optimization part is quite different. The trick used in the paper
(sampling edges but not samples) looks interesting and seems to be effective. In the following,
there are some detailed comments: 1. The paper is well written and easy to follow, except the
definition of Geman-McClure function is...
Peer Review TLDR Deep Continuous Clustering is a clustering method that integrates the autoencoder objective withthe clustering objective then train using SGD.
Author-TLDR A clustering algorithm that performs joint nonlinear dimensionality reduction and clustering byoptimizing a global continuous objective.
Table 2: Example of a reviewer’s comment rewritten as a TLDR
trained on scientific text”). But in this example,
since the majority of readers who work in the same
domain know about “BERT,” explaining it again
in the TLDR just adds more verbosity without pro-
viding any new information about the paper. Since
TLDRs are inherently ultra-short, they are not nec-
essarily self-contained statements, and understand-
ing them requires some level of expertise within
their respective scientific domain. Therefore, when
designing our dataset, we assume readers have suf-
ficient background knowledge to follow a general
research topic in a given domain. This eliminates
the need to include explanations for the common
concepts or terms within a domain (e.g., “PennTree-
Bank,” “LSTM,” “BERT”).
3 Dataset
We introduce SCITLDR, a multi-target dataset of
3,935 TLDRs of scientific articles in the Computer
Science domain. The dataset is specific to the AI
related papers that are hosted on OpenReview, a
popular open publishing platform. SCITLDR in-
cludes a total of 3,229 papers each with at least one
gold TLDR.
We use the OpenReview publishing platform
as the basis of our data collections. Most papers
on this platform are accompanied by an author-
provided TLDR, making it a convenient data source.
We use the OpenReview API 5 to collect pairs of
papers and TLDRs, and access PDFs of papers. We
then use the pipeline from S2ORC (Lo et al., 2020)
to convert PDFs to structured, machine-readable
full text. We use ScispaCy (Neumann et al., 2019)
sentence segmentation for the baselines that require
sentence boundaries.
Note that a small fraction of our dataset (< 5%)
5https://github.com/openreview/openreview-py
Figure 2: Annotation protocol for deriving TLDRs from
peer reviews harvested from OpenReview.
did not have an available PDF file, so we could not
parse their full body text. Although these papers
only have abstracts, we still include them in the
dataset, since one can generate a TLDR from an
abstract alone. We split the dataset randomly into
three sets of training, development, and test (with
60/20/20 ratios).
3.1 Deriving TLDRs from peer reviews
There is often variability in human written sum-
maries, as discussed in §2. Standard automated
evaluation methods for summarization, such as the
Rouge framework, rely on comparing system gen-
erated summaries with gold human-written sum-
maries. Therefore, considering only one gold TLDR
for each paper as a basis of evaluation, might result
in inaccurate system quality assessment because
content that might appear in a TLDR can have large
variability (recall Table 1).
To address this limitation, we additionally col-
lect a second type of gold summary for the pa-
pers in our test set. Compared with author written
TLDRs, these TLDRs are from the reader’s point of
view. Having multiple targets allows us to capture
Dataset # Docs Doclength
Summ.
length
Comp.
ratio Target
XSUM (2018) 226K 431 23 18.7 single
CNN (2015) 93K 760 46 16.1 single
DailyMail (2015) 220K 653 55 11.9 single
ArXiv (2018) 215K 4938 220 4.5 single
SCITLDR
SCITLDRFull 3.2k 5009 19 263.6 multi
SCITLDRAbst 3.2k 159 19 8.3 multi
SCITLDRAIC 3.2k 993 19 52.3 multi
Table 3: Comparison of datasets. The lengths are
in tokens. Target summary can be single (only one
gold summary per document) or multi (multiple gold
summaries for each document). Compression ratio
shows the ratio of document length to summary length.
SCITLDRFull refers to SCITLDR with full-text while
SCITLDRAbst only includes abstract and SCITLDRAIC
includes abstract, introduction and conclusion sections.
the natural variation inherent in summarization and
particularly in extreme summarization.
Writing TLDRs of scientific papers requires do-
main expertise and is challenging and expensive to
crowdsource. To facilitate this and ensure a high-
quality dataset, instead of writing a TLDR from the
paper, we propose a new approach of writing a
TLDR from peer reviews. This annotation approach
makes it easier for annotators with sufficient back-
ground knowledge to write TLDRs without having
to read the entire paper. Peer reviews often include
one introductory paragraph with some sentences
summarizing the key points in a paper. We ask an-
notators to extract the summary of the paper from a
paper’s review and rewrite it into a TLDR. Table 2
contains an example of a peer review and its cor-
responding TLDR next to the author-written TLDR.
In addition, this approach provides a deeper level
of abstraction, as the peer reviews already include
summary statements of the paper and are rewritten
into TLDRs.
For this task, we hire 12 annotators, at a rate of
$20 USD per hour.6 The annotators have experi-
ence reading natural language processing papers
and we provide them with an hour of training to
learn how to complete the task. We then manually
check the annotations for factual correctness and
revise or discard the lower quality TLDRs accord-
ingly. This process is depicted in Figure 2. We
obtain peer review comments from OpenReview,
which publishes reviews for certain conferences
(e.g., ICLR). We then use these comments as in-
6This is in line with the median hourly wage in the Wash-
ington State at the time of writing.
1-gram 2-gram 3-gram
XSUM 35.76 83.45 95.50
CNN 16.75 54.33 72.42
DailyMail 17.03 53.78 72.14
Arxiv 17.5 48.1 71.4
SCITLDR
SCITLDRFull 5.65 21.57 62.60
SCITLDRAbst 25.99 65.75 79.62
SCITLDRAIC 11.30 47.60 68.54
Table 4: Percentage of n-grams in summary that are not
in source document. For SCITLDR we show analysis of
different sections as the source document.
puts for our human annotation process.
3.2 Dataset Analysis
Table 3 provides statistics of our SCITLDR dataset
compared with existing summarization datasets.
There are a few key differences to note. First,
SCITLDR is a smaller dataset than existing datasets.
Extreme summaries of scientific papers are signif-
icantly more difficult and expensive to collect be-
cause they require domain expertise to write and
assess for quality. In contrast, other datasets such
as XSUM, were collected automatically from the
web.
The next notable difference is the length of
the documents and summaries. Table 3 com-
pares the average summary and document length
of SCITLDR with other existing datasets. The
compression ratio (ratio of document length to
TLDRs) is significantly higher compared to exist-
ing datasets, making it a more challenging summa-
rization dataset. It is possible for models to only
consider some sections of the paper as input (e.g.,
abstract or abstract + introduction + conclusion).
This reduces the total document length and makes
the task more manageable for models, at the cost
of potentially missing some important information
from other sections of the paper. We therefore de-
fine SCITLDRAbst as a variant of the dataset that
only has abstract as input while SCITLDRAIC has
abstract, introduction and conclusion sections, and
in SCITLDRFull, the entire paper is considered as
input. Even when limiting the input to the abstract,
introduction, and conclusion sections, the compres-
sion ratio of SCITLDR is still significantly higher
than other existing summarization datasets.
Another critical difference is that SCITLDR is
multi-target. SCITLDR has no fewer than two gold
TLDRs for each paper in the test set, one written by
the authors (Author-TLDR) and the others manually
written from peer review comments (PR-TLDR) as
described in §3.1. The standard evaluation mea-
sure in summarization is Rouge (Lin, 2004), which
quantifies lexical overlaps between a system gener-
ated and a gold summary as a score for evaluating
quality. In scientific TLDRs, we observe high lexi-
cal variability in human-written summaries for the
same paper, while all these summaries are perfectly
valid.
This is evidenced by the low Rouge overlap be-
tween Author-TLDRs and PR-TLDRs. Comparing
Author-TLDRs and PR-TLDRs achieves a Rouge-1
score of only 27.4. Furthermore, PR-TLDRs over-
lap less with the titles than Author-TLDRs. Com-
paring the TLDRs to the paper titles, Author-TLDRs
receive a Rouge-1 of 34.1 while PR-TLDRs only
receive a Rouge-1 of 24.7. This stresses the im-
portance of the multi-target evaluation setting in
extreme summarization, as a single paper can have
multiple, sufficiently different TLDRs.
4 TLDRGEN
We propose TLDRGEN, a novel method for learn-
ing to generate TLDRs. Our approach addresses
two main challenges: (1) the limited size of the
training data and (2) the need for domain knowl-
edge in order to produce high quality TLDRs. To
address these challenges, we propose utilizing ti-
tles of scientific papers as additional generation
targets. As titles often contain key information
about a paper, we hypothesize that training a model
to generate titles will allow it to learn how to lo-
cate salient information in the paper that will be
also useful for generating TLDRs. In addition, all
papers have a title, and thus we have an abundant
supply of paper-title pairs for training. Following
previous success utilizing control codes (Keskar
et al., 2019), we append control codes specifying
the style of the output to the source documents and
perform training in a multitask manner by shuffling
paper-title pairs with paper-TLDR pairs.
We utilize an additional dataset of approximately
20K paper-title pairs from arXiv in the computer
science domain for the title generation task. 7 We
then up-sample SCITLDR to match the size of the
title dataset. We shuffle SCITLDR and the arXiv
7This includes all papers on arXiv with at least one of
the following tags CS.CL, CS.CV, CS.LG, CS.AI, CS.NE,
and STAT.ML and have identified introduction and conclusion
sections in S2ORC (Lo et al., 2020). S2ORC is a dataset that
provides structured full text for academic papers, including
those in arXiv.
data together, appending each source with control
tags 〈|TLDR|〉 and 〈|TITLE|〉, respectively. This
allows the parameters of the model to learn to gen-
erate TLDRs and titles at the same time, taking ad-
vantage of the close relationship between the two
tasks. To test if both the multitask setup and the
control codes are important to this setup, we also
conduct the following experiments: (1) the same
multitask setup but without the control codes and
(2) pretraining on title generation before finetuning
on SCITLDR (§6).
5 Experiments
In this section we discuss our experimental setup,
baselines that we use for SCITLDR, as well as im-
plementation and training details.
5.1 Input space
Previous studies have found that the most salient in-
formation in a paper for writing a summary is often
found in the abstract, introduction, and conclusion
sections (Sharma et al., 2019). In our analysis
of SCITLDR, we also found that an oracle extrac-
tive model that uses the full-text of the paper only
slightly improves over a model that uses abstract,
introduction, and conclusion sections (see §6). This
further suggests that most salient information rel-
evant to TLDR generation exists in these sections.
Therefore, we hypothesize that a model should be
able to learn to generate TLDRs by relying mainly
on these sections. This simplifies our experimental
setup both for our approach and the baselines.8
The abstract, alone, is another reasonable input
space. From a practical application point of view,
production level systems do not always have ac-
cess to the full-text of the paper. In these cases,
having the ability to generate a TLDR solely from
the abstract would be useful. Also, considering
this additional experimental setting allows us to
compare quality of TLDRs using these two separate
input spaces.
5.2 Baselines
We evaluate the task of TLDR generation with both
extractive and abstractive state-of-the-art summa-
rization baselines.
Extractive methods We consider both unsuper-
vised and supervised extractive methods. For our
unsupervised extractive baseline, we focus on the
8Most pretrained Transformer models have an input length
constraint and will not scale well for long documents.
SCITLDRAbst SCITLDRAIC
Method Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L
Ext. Oracle 47.7 24.7 38.5 52.4 29.0 42.9
PACSUM (Zheng and Lapata, 2019) 22.5 7.5 17.4 23.0 7.4 17.8
BERTSUMEXT (Liu and Lapata, 2019) 36.7 15.8 29.4 28.3 10.4 23.5
BART (Lewis et al., 2019) 41.6 19.8 33.8 42.0 20.5 34.9
BART.XSUM (Lewis et al., 2019) 41.2 19.7 33.4 43.2 21.2 35.6
TLDRGEN (Ours) 42.6 21.0 34.8 43.4 21.0 35.6
Table 5: Main results of TLDR generation comparing our method with extractive and abstractive base-
lines. In SCITLDRAbst the input is the abstract, while in SCITLDRAIC the input to the models is ab-
stract+introduction+conclusion sections. All baselines are finetuned on SCITLDR, except for PACSUM, our unsu-
pervised baseline.
Rouge-1 Rouge-2 Rouge-L
SCITLDRAbst 47.7 24.7 38.5
SCITLDRAIC 52.4 29.0 42.9
SCITLDRFullText 54.5 30.6 45.0
Table 6: Sentence-level extractive oracle results
state-of-the-art unsupervised summarization model,
PACSUM (Zheng and Lapata, 2019). PACSUM
is an extension of TextRank (Mihalcea and Tarau,
2004), utilizing directed edges and a pretrained
BERT model as a sentence encoder. Addition-
ally, we include a state-of-the-art supervised extrac-
tive summarization baseline, BERTSumExt (Liu
and Lapata, 2019). This model uses BERT as a
sentence encoder augmented with inter-sentence
Transformer layers to capture interactions between
sentences.
Abstractive methods Since TLDRs often include
information that is spread across multiple sen-
tences, we hypothesize that abstractive summariza-
tion models would be strong baselines for this task.
We particularly focus on BART-large, a state-of-
the-art pretrained model with strong results in text
generation and summarization (Lewis et al., 2019).
Additionally, we utilize BART finetuned on XSUM,
hypothesizing that the task of extreme summariza-
tion on news articles might transfer to scientific
papers when further finetuning on SCITLDR. For
brevity, we will refer to these models as BART and
BART.XSUM, respectively. We use the Fairseq
(Ott et al., 2019) implementation of the BART
model.
5.3 Training and implementation details
All our experiments are done on Titan V or V100
GPUs. Below, we describe training hyperparam-
eters for the baselines, as well as our multitask
finetuning approach. Hyperparameters for the base-
lines and our method are selected based on best
performance on the validation set.
Baselines BERTSumExt is trained with a batch
size of 3000 sentences per batch and for 50000 total
steps. We use a learning rate of 2e-3 and a dropout
rate of 0.1. For SCITLDRAbst, the document is
truncated at 512 tokens, and for SCITLDRAIC,
1500 tokens. For the BART finetuning experi-
ments, we train all the models for 500 steps and
100 warmup steps, for an approximate training time
of 45 minutes. We use a learning rate 3e-5, an up-
date frequency of 1, and a max tokens per batch of
1024.
TLDRGEN Our implementation is based on
the Fairseq framework (Ott et al., 2019). On
SCITLDRAbst, we train our TLDRGEN model for
11,000 total steps and on SCITLDRAIC, we train
for 45,000 total steps. For both, we used a learn-
ing rate 3e-5, a linear warmup and linear decay
learning rate scheduler with 20% warmup steps
proportion.
5.4 Evaluation
We use the current standard evaluation metric in
summarization, the Rouge (Lin, 2004) framework.
Following recent work on summarization (Narayan
et al., 2018; Lewis et al., 2019), we use Rouge-1,
Rouge-2, and Rouge-L as our automatic metrics.
The main difference with existing datasets is that
we use multi-target summaries as references. That
is, for each paper, we calculate Rouge score of
the system-generated TLDR with respect to each
of the gold TLDRs individually, and then take the
maximum Rouge score over these gold TLDRs as
SCITLDRAbst SCITLDRAIC
Method Rouge-1 Rouge-2 Rouge-L Rouge-1 Rouge-2 Rouge-L
BART.XSUM→ SCITLDR 41.2 19.7 33.4 43.2 21.2 35.6
→ arXiv titles→ SCITLDR 17.7 2.7 13.9 21.9 2.2 17.8
→ arXiv titles + SCITLDR (no codes) 40.5 19.5 33.5 42.6 21.0 34.8
→ Title + SCITLDR (with codes) 42.6 21.0 34.8 43.4 21.0 35.6
Table 7: Alternative training configurations. Arrows “→” indicate finetuning. Plus signs “+” indicate multitask
training with shuffled data. The final model is TLDRGEN.
the final Rouge score for that paper. An alterna-
tive approach to aggregate scores would be to take
the average. However, we argue that taking the
maximum, rather than average, over the targets for
each prediction is appropriate for the task of TLDR
generation. That is because, given the variability
in human written TLDRs, a good TLDR generation
model should be able to generate a TLDR that is
close to one of the human written TLDRs, and not
necessarily close to all of them. For example, the
gold TLDRs shown in Table 2 are lexically different
while both are perfectly valid. Therefore, if a sys-
tem generates a TLDR that is lexically very similar
to one of the TLDRs, it should not be penalized for
not being similar to the other gold TLDR.
5.5 Oracle
We include a sentence-level extractive oracle as an
upper-bound of Rouge performance for the meth-
ods. This oracle captures the maximum extractive
Rouge score possible given a gold TLDR. We select
a single sentence in the document with the highest
Rouge-1 overlap for each gold TLDR and output
that as the oracle TLDR.9
6 Results
Table 5 shows the main results comparing all
baselines with our proposed method over the
two input spaces, abstract (SCITLDRAbst) and ab-
stract+introduction+conclusion (SCITLDRAIC).
Oracle The oracle score gives an upper-bound on
the performance on sentence-level extraction. As
shown in Table 6, by increasing the input space
from SCITLDRAbst to SCITLDRAIC, the oracle
achieves, on average, approximately 5 points of
9Including an abstractive oracle is not meaningful as an
abstractive oracle trivially always gets Rouge score of 1.0 by
generating the gold TLDR. While it is possible for abstractive
methods to outperform the extractive oracle, we consider the
extractive oracle as a reasonable performance upper-bound for
both the extractive and abstractive the methods.
Rouge-1 improvement, indicating that the intro-
duction and conclusion sections include additional
information helpful for generating TLDRs. How-
ever, there is a smaller performance boost when
increasing the input space from SCITLDRAIC to
SCITLDRFullText. This supports our hypothesis
that the most salient information to a TLDR is in
the abstract, introduction, and conclusion.
Baselines As shown in Table 5, we observe that
BART finetuned on SCITLDR achieves a high
performance, even when finetuned on a small
amount of data. Furthermore, finetuning BART
on XSUM appears to give performance boosts to
SCITLDRAIC but not SCITLDRAbst. We also ob-
serve that the extractive methods achieve Rouge
scores closer to the oracle on SCITLDRAbst. De-
spite the high oracle score on SCITLDRAIC, the
extractive methods generally do not perform well.
In the case of PACSUM, we find that PACSUM
heavily prefers to extract sentences from the ab-
stract, even when provided with additional context.
Furthermore, we can see that BERTSUMEXT per-
forms worse on SCITLDRAIC than SCITLDRAbst.
This is likely because there is not enough data for
the model to properly learn which sentences to ex-
tract.
TLDRGEN Our TLDRGEN method (described in
§4) outperforms all other baselines. Specifically,
we observe 1 to 1.4 points in Rouge improvement
over the best next baseline models. This indicates
the value of the title generation task and our pro-
posed multitask framework in generating TLDRs.
Furthermore, to test the utility of both the multitask
setting and the control codes, we conduct similar
title-based experiments but (1) without the control
codes and (2) finetuning on titles rather than utiliz-
ing the multitask setting, before further finetuning
on SCITLDR. As shown in Table 7, title only fine-
tuning performs poorly. We can also see that, while
the multitask model without control codes performs
well, it does not outperform BART.XSUM fine-
Gold (Author)
A comparison of five deep neural network architectures for detection of malicious domain names
shows surprisingly little difference.
Gold (Peer Review) Authors propose using five deep architectures for the cybersecurity task of domain generation algo-rithm detection.
BART.XSUM
→SCITLDRAbst
In this paper, we present an empirical comparison of the effectiveness of different deep learning
architectures for the detection of Domain Name Corruption (DGA).
BART.XSUM
→SCITLDRAIC
In this paper, we compare the performance of five different deep learning architectures for character
based text classification.
TLDRGENAbst We compare various deep neural networks for character based text classification.
TLDRGENAIC
We compare five different deep neural network architectures for character based text classification of
domain names generated by malware.
Table 8: Example of generated and gold TLDRs. Arrows “→” indicate finetuning.
tuned on SCITLDR. This is likely because the
model is unable to differentiate between the two
tasks without the control codes. Finally, TLDRGEN,
multitask training with control codes, outperforms
all of our baselines and alternative configurations
of the title training. This serves as evidence that
both the multitask learning strategy and the use of
control codes is important to the performance of
TLDRGEN.
Table 8 shows a randomly sampled example for
which each BART model variant generates a dif-
ferent prediction. We observe that most of the gen-
erated TLDRs are sensible with subtle differences
which highlights the domain knowledge required
to analyze the TLDRs. Looking at the difference
between the TLDRGENAbst and TLDRGENAIC we
observe that TLDRGENAIC includes more phrases
that are in the gold TLDRs, a trend that is we also
commonly see throughout the entire dataset. This
suggests that the TLDRGENAIC model with access
to abstract, introduction and conclusion sections is
better able to find salient information from various
input locations compared with the abstract-based
TLDRGENAbst.
7 Related work
Extreme summarization This work builds on
previous work in both scientific document summa-
rization and extreme summarization. All previous
work in extreme summarization has been in the
news domain. To our knowledge, the only other
existing dataset is XSUM, introduced by (Narayan
et al., 2018). XSUM consists of news articles and
single sentence summaries. Our work introduces
an extreme summarization dataset in the scientific
domain. Additionally, various pretraining meth-
ods of transformer models have been found to be
successful in extreme summarization (Zhang et al.,
2019; Lewis et al., 2019; Liu and Lapata, 2019;
Bi et al., 2020). While our multitask and domain
transfer approaches are built upon BART (Lewis
et al., 2019), a state-of-the-art generation model,
our setup is general and can be applied to any other
pretrained models.
Scientific document summarization In the sci-
entific domain, previous work has focused on
longer summaries. Existing datasets include the
arXiv dataset introduced by (Cohan et al., 2018),
an abstract generation task, and SciSummNet, in-
troduced by (Yasunaga et al., 2019), which includes
human annotated reference summaries. Previous
work has also leveraged additional context to aid
in summary generation, such as citation context
(Qazvinian and Radev, 2008; Cohan and Goharian,
2017) or recordings of conference talks (Lev et al.,
2019). Other work has also attempted to gener-
ate citation contexts, given two papers (Luu et al.,
2020). By introducing the task of TLDR generation,
our work bridges the gap in existing summarization
efforts in the scientific domain that mostly focus
on generating long summaries.
8 Conclusion
We propose the task of TLDR generation in the
scientific domain. We introduce SCITLDR, a new
dataset of scientific TLDRs including author-written
summaries, and a test set that is additionally aug-
mented with summaries derived from reviewer
comments. We propose a multitask learning ap-
proach which improves TLDR generation using a
title generation scaffold task when finetuning pre-
trained language models, and show that our ap-
proach outperforms strong baselines.
Although our results are promising, future work
can leverage the full text of the paper in the method-
ology, capturing more context of the paper. Fur-
thermore, we make multiple assumptions about the
background knowledge of the reader. A potential
future direction is to work on explicitly modeling
the readers background knowledge, creating per-
sonalized TLDRs. Additionally, our annotation pro-
cess of converting peer review comments to TLDRs
can be applied to a number of sources that contain
summaries of a paper. For example, future work
can leverage the wide use of scientific TLDRs on
social media, such as Twitter and Reddit, to build
a more informal version of the dataset. Finally,
our model is currently trained on English-language
papers in the computer science domain. Future
work can expand to other languages and scientific
domains.
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