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Abstract
Phylogenetics, the inference of evolutionary trees from molecular sequence data such as
DNA, is an enterprise that yields valuable evolutionary understanding of many biological sys-
tems. Bayesian phylogenetic algorithms, which approximate a posterior distribution on trees,
have become a popular if computationally expensive means of doing phylogenetics. Modern
data collection technologies are quickly adding new sequences to already substantial databases.
With all current techniques for Bayesian phylogenetics, computation must start anew each time
a sequence becomes available, making it costly to maintain an up-to-date estimate of a phylo-
genetic posterior. These considerations highlight the need for an online Bayesian phylogenetic
method which can update an existing posterior with new sequences.
Here we provide theoretical results on the consistency and stability of methods for online
Bayesian phylogenetic inference based on Sequential Monte Carlo (SMC) and Markov chain
Monte Carlo (MCMC). We first show a consistency result, demonstrating that the method
samples from the correct distribution in the limit of a large number of particles. Next we
derive the first reported set of bounds on how phylogenetic likelihood surfaces change when
new sequences are added. These bounds enable us to characterize the theoretical performance
of sampling algorithms by bounding the effective sample size (ESS) with a given number of
particles from below. We show that the ESS is guaranteed to grow linearly as the number of
particles in an SMC sampler grows. Surprisingly, this result holds even though the dimensions
of the phylogenetic model grow with each new added sequence.
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1 Background and main results
Phylogenetics is the theory and practice of reconstructing evolutionary trees. Evolutionary trees
have found wide application in biology and medicine, including use in epidemiology, conservation
planning, and cancer genomics. Maximum likelihood and Bayesian methods are generally consid-
ered to be the most powerful and accurate approaches for phylogenetic inference. The Bayesian
methods in particular enjoy the flexibility to incorporate a wide range of ancillary model features
such as geographical information or trait data which are essential for some applications. However,
Bayesian tree inference with current implementations is a computationally intensive task, often
requiring days or weeks of CPU time to analyze modest datasets with 100 or so sequences.
New developments in DNA and RNA sequencing technology have led to sustained growth in
sequence datasets. This advanced technology has enabled real time outbreak surveillance efforts,
such as ongoing Zika, Ebola, and foodborne disease sequencing projects, which make pathogen
sequence data available as an epidemic unfolds [Gardy et al., 2015, Quick et al., 2016]. In general
these new pathogen sequences arrive one at a time (or in small batches) into a background of
existing sequences. Most phylogenetic inferences, however, are performed “from scratch” even
when an inference has already been made on the previously available sequences. Thus projects
such as nextflu.org [Neher and Bedford, 2015] incorporate new sequences into trees as they
become available, but do so by recalculating the phylogeny from scratch at each update using a
fast approximation to maximum likelihood inference, rather than a Bayesian method.
Modern researchers using phylogenetics are in the situation of having previous inferences, having
new sequences, and yet having no principled method to incorporate those new sequences into
existing inferences. Existing methods either treat a previous point estimate as an established fact
and directly insert a new sequence into a phylogeny [Matsen et al., 2010, Berger et al., 2011], or
use such a tree as a starting point for a new maximum-likelihood search [Izquierdo-Carrasco et al.,
2014]. There is currently no method to update posterior distributions on phylogenetic trees with
additional sequences.
In this paper we develop the theoretical foundations for an online Bayesian method for phyloge-
netic inference based on Sequential and Markov Chain Monte Carlo. Unlike previous applications of
Sequential Monte Carlo (SMC) to phylogenetics [Bouchard-Coˆte´ et al., 2012, Bouchard-Coˆte´, 2014,
Wang et al., 2015], we develop and analyze algorithms that can update a posterior distribution as
new sequence data becomes available. We first show a consistency result, demonstrating that the
method samples from the correct distribution in the limit of a large number of particles in the SMC.
Next we derive the first reported set of bounds on how phylogenetic likelihood surfaces change when
new sequences are added. These bounds enable us to characterize the theoretical performance of
sampling algorithms by developing a lower bound on the effective sample size (ESS) for a given
number of particles. Surprisingly, this result holds even though the dimensions of the phylogenetic
model grow with each new added sequence.
2 Mathematical setting
2.1 Background and notation
Throughout this paper, a phylogenetic tree (τ, l) is an unrooted tree τ with leaves labeled by a
set of taxon names (e.g. species names), such that each edge e is associated with a non-negative
number le. For each phylogenetic tree (τ, l), we will refer to τ as its tree topology and to l as the
vector of branch lengths. We denote by E(τ) the set of all edges in trees with topology τ ; any edge
adjacent to a leaf is called a pendant edge, and any other edge is called an internal edge.
1
K
n-1 particles of
generation n-1
Propose addition
of new sequence
X
n 
via Qn(·)
weighting resampling MH moves
via P n(·)
Final approx-
imation of π
n
New sequence arrives
n ← n + 1
... ... ... ... ... ...
Figure 1: An overview of the Online Phylogenetic Sequential Monte Carlo algorithm.
We will employ the standard likelihood-based framework for statistical phylogenetics on discrete
characters under the common assumption that alignment sites are IID [Felsenstein, 2004], which
we now review briefly. Let Ω denote the set of character states and let r = |Ω|. For DNA
Ω = {A,C,G, T} and r = 4. We assume that the mutation events occur according to a continuous
time Markov chain on states Ω with instantaneous rate matrix Ξ and stationary distribution ω.
This rate matrix Ξ and the branch length le on the edge e define the transition matrix G
e = eΞle
on edge e, where Geij(le) denotes the probability of mutating from state i to state j across the edge
e (with length le).
In an online setting, the taxa {X1, X2, . . . , XN} and their corresponding observed sequences
{ψ1, ψ2, . . . , ψN}, each of length S, arrive in a specific order, where N is a finite but large number.
For all n ≤ N , we consider the set of all phylogenetic trees that have {X1, X2, . . . , Xn} as their set
of taxa and seek to sample from a sequence of probability distributions p¯in of increasing dimension
corresponding to phylogenetic likelihood functions [Felsenstein, 2004].
For a fixed phylogenetic tree (τ, l), the phylogenetic likelihood is defined as follows and will be
denoted by L(τ, l). Given the set of observations ψ(n) = (ψ1, ψ2, . . . , ψS) ∈ Ωn×S of length S up
to time n, the likelihood of observing ψ(n) given the tree has the form
Ln(τ, l) =
S∏
u=1
∑
au
ω(auρ)
∏
(i,j)∈E(τ)
Gijaui auj
(l(i,j))
where au ranges over all extensions of ψ to the internal nodes of the tree, aui denotes the assigned
state of node i by au, ρ denotes the root of the tree. Although we designate a root for notational
convenience, the methods and results we discuss apply equally to unrooted trees.
Given a proper prior distribution with density pi0 imposed on branch lengths and tree topologies,
the target posterior distributions can be computed as p¯in(τ, l) ∼ Ln(τ, l)pi0(τ, l). We will also denote
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by pˆin(τ, l) the un-normalized measure Ln(τ, l)pi0(τ, l).
Throughout the paper, we assume that the phylogenetic trees of interest all have non-negative
branch lengths bounded from above by b > 0 and denote by Tn the set of all such trees. To enable
integration on tree spaces and define p¯in, we consider the natural probability measure on Tn: the
set Tn is viewed as the product space of the space of all possible tree topologies (with uniform
measure) and the space of all branch lengths [0, b]2n−3 (with Lebesgue measure). These measures
can be written as
dµn(τ, l) =
1
Vn
dνn(l) =
(
1
Vn
dτ
) ∏
e∈E(τ)
dν(le)
 ,
where Vn = (2n − 3)!! is the number of different topologies of Tn, le is the length of edge e, dτ is
the counting measure on the set of all topologies on Tn, and dν is the Lebesgue measure on R+.
2.2 Sequential Monte Carlo
SMC methods are designed to approximate a sequence of probability distributions changing through
time. These probability distributions may be of increasing dimension or complexity. They track
the sequence of probability distributions of interest by producing a discrete representation of the
distribution p¯in at each iteration n through a random collection of weighted particles. After each
generation, new sequences arrive and the collection of particles is updated to represent the next tar-
get distribution. While the details of the algorithms might vary, the main idea of SMC interspersed
with MCMC sampling can be described as follows.
At the beginning of each iteration n, a list of Kn particles p
n
1 , . . . , p
n
Kn
are maintained along
with a positive weight wni associated with each particle p
n
i . These weighted particles form an
un-normalized measure and a corresponding normalized empirical measure
pˆin,Kn =
Kn+1∑
i=1
wni δpni (·) and p¯in,Kn = K−1n pˆin,Kn
such that p¯in,Kn approximates p¯in. A new list of Kn+1 particles is then created in three steps:
selection, Markov transition and mutation.
The aim of the selection step is to obtain an unweighted empirical distribution of the weighted
measure pˆin,Kn by discarding samples with small weights and allowing samples with large weights
to reproduce. Formally, after selection we obtain the unweighted measure
αˆn,Kn+1 =
Kn∑
i=1
Kn+1,i δpni (·)
where Kn+1,i is the multiplicity of particle p
n
i , sampled from a multinomial distribution parame-
terized by the weights wni . We denote the particles obtained after this step by s
n
i .
The scheme employed in the selection step introduces some Monte Carlo error. Moreover,
when the distribution of the weights from the previous generation is skewed, the particles having
high importance weights might be over-sampled. This results in a depletion of samples (or path
degeneracy): after some generations, numerous particles are in fact sharing the same ancestor. A
Markov transition step can be employed to alleviate this sampling bias, during which MCMC steps
are run separately on each particle sni for a certain amount of time to obtain a new independent
sample mni with (unweighted) measure denoted βˆn,Kn+1 .
Finally, in the mutation step, new particles tn+11 , . . . , t
n+1
Kn+1
are created from a proposal distri-
bution Qn and are weighted by an appropriate weight function h. If we assume further that for
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each state t, there exists a unique state s, denoted by %(t), such that Qn(%(t), t) > 0, then h can
be chosen as
h(t) =
pˆin+1(t)
pˆin(%(t)) Qn(%(t), t)
. (2.1)
The process is then iterated until n = N .
For convenience, we will denote the unnormalized empirical measures of the particles right
after step n by αˆn,Kn+1 , βˆn,Kn+1 and λˆn,Kn+1 , respectively. Similarly, the corresponding normalized
distributions will be denoted by α¯n,Kn+1 , β¯n,Kn+1 and λ¯n,Kn+1 .
3 Online phylogenetic inference via Sequential Monte Carlo
Here we develop Online Phylogenetic sequential Monte Carlo (OPSMC) methods that continually
update phylogenetic posteriors as new molecular sequences are added. In contrast to the traditional
setting of SMC, for OPSMC when the number of leaves n of the particles increases, not only does
the local dimension of the space Tn increase linearly, the number of different topologies in Tn also
increases super-exponentially in n. Careful constructions of the proposal distribution Qn, which
will build n+ 1-taxon trees out of n-taxon trees, and the Markov transition kernel Pn are essential
to cope with this increasing complexity.
Given two trees r and r′ in the tree space T = ⋃ Tn, we say that r′ covers r if there exists n
such that r ∈ Tn, r′ ∈ Tn+1, and r can be obtained from r′ by removing the taxon Xn+1 and its
corresponding edge. This definition is analogous to the covering definition of Wang et al. [2015],
although is distinct in the setting of online inference. The proposal distributions Qn will be designed
in such a way that the following criterion holds.
Criterion 3.1. At every step of the OPSMC sampling process, the proposal density Qn satisfies
Qn(r, r′) > 0 if and only if r′ covers r.
Under this criterion, for every tree t ∈ Tn+1, there exists a unique tree %(t) in Tn such that
Qn(%(t), t) > 0 and thus a weight function of the form (2.1) can be used.
To obtain an (n+ 1)-taxon tree from an n-taxon tree, a proposal strategy Qn must specify:
1. an edge e to which the new pendant edge is added,
2. the position x on that edge to attach the new pendant edge, and
3. the length y of the pendant edge.
The position x on an edge of a tree will be specified by its distal length, which is the distance
from the attachment location to the end of the edge that is farthest away from the root of the
tree. Different ways of choosing (e, x, y) lead to different sampling strategies and performances.
Throughout the paper, we will investigate two different classes of sampling schemes: length-based
proposals and likelihood-based proposals.
3.1 Length-based proposals
For length-based proposals:
1. the edge e is chosen from a multinomial distribution weighted by length of the edges,
2. the distal position x is selected from a distribution P eX(x) across the edge length,
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3. the pendant length y is sampled from a distribution PY (y) with support contained in [0, b].
For example, if these P distributions are uniform, we obtain a uniform (with respect to Lebesgue
measure) prior on attachment locations across the tree. We assume that
Assumption 3.2. The densities peX of the distal position on edge e and pY of the pendant edge
lengths are absolutely continuous with respect to the Lebesgue measure on [0, le] and [0, b], respec-
tively. Moreover,
1
l2e
∫ le
0
1
peX(x)
dν(x) ≤ C and
∫ ∞
0
1
pY (y)
dν(y) <∞.
where le denotes the length of edge e and C is independent of le.
We note that, for any density function ψ on [0, 1] such that 1/ψ is integrable, the family of
proposals ψl(x) =
1
lψ(
x
l ) satisfies Assumption 3.2. The densities p
e
X and pY are assumed to be
absolutely continuous to ensure Criterion 3.1 holds.
As we will discuss in later sections, to make sure that the proposals can capture the posterior
distributions p¯in efficiently, some regularity conditions on p¯in are also necessary. These conditions
are formalized in terms of a lower bound on the posterior expectation of ζ(s), the average branch
length of s for a given tree s ∈ Tn.
Assumption 3.3 (Assumption on the average branch length). There exist positive constants c
(independent of n) such that for each n
c ≤
∫
Tn
p¯in(r)ζ(r) dr
where ζ(r) denotes the average of branch lengths of the tree r.
3.2 Likelihood-based proposals
In the likelihood-based approach, the edge e (from the tree r) is chosen from a multinomial dis-
tribution weighted by a likelihood-based utility function f(s, e). Similarly, the distributions P eX(x)
and PY (y) might also be guided by information about the likelihood function. Likelihood-based
proposals are capable of capturing the posterior distribution more efficiently, but with an additional
cost for computing the likelihoods.
We define the average likelihood utility function
Gn(r, e) =
∫
x,y
pˆin+1(T (r, e, x, y)) dx dy
and use it as the prototype for likelihood-based utility functions. The likelihood-based utility
function f(r, e) is assumed to satisfy the following assumption.
Assumption 3.4. There exist c1, c2 > 0 such that c1Gn(r, e) ≤ fn(r, e) ≤ c2Gn(r, e) for all r, e.
The following lemma (proven in the Appendix) establishes that the maximum likelihood utility
function also satisfies Assumption 3.4.
Lemma 3.5. Let fn(r, e) = b le supx,y pˆin+1(T (r, e, x, y)), there exists c3 > 0 independent of n such
that Gn(r, e) ≤ fn(r, e) ≤ c3Gn(r, e) for all s, e.
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As for the length-based proposal, we assume the following conditions on the distal position and
pendant edge length proposals for the likelihood-based approach.
Assumption 3.6. The densities peX and pY are absolutely continuous with respect to the Lebesgue
measure on [0, le] and [0, b], respectively. Moreover, there exists a0 independent of n such that
sup
x,y
1
peX(x)
1
pY (y)
≤ a0.
3.3 Markov transition kernels
Besides the SMC proposal strategy Qn, it is also important to choose an appropriate Markov
transition kernel Pn to have an effective OPSMC algorithm. It is worth noting that the problem of
sample depletion is even more severe for OPSMC, since after each generation, the sampling space
actually expands in dimensionality and complexity. To alleviate this sampling bias, MCMC steps
are run separately on each particle for a certain amount of time to obtain new independent samples.
We require the following criterion, which is as expected for any Markov transition kernel used in
standard MCMC.
Criterion 3.7. At every step of the OPSMC sampling process, the Markov transition kernel Pn
has p¯in as its invariant measure.
As we will see later in the proof of consistency of OPSMC, Criterion 3.7 is the only assumption
to be imposed on the Markov transition kernel. This leaves us with a great degree of freedom to
improve the efficiency of the sampling algorithm without damaging its theoretical properties. For
example, this allows us to use global information provided by the population of particles, such as
effective sample size [Beskos et al., 2014], to guide the proposal, or to define a transition kernel on
the whole set (or some subset) of particles [Andrieu et al., 2001]. In the context of phylogenetics, we
can design a sampler that recognizes subtrees that have been insufficiently sampled, and samples
more particles to improve the effective sample size within such regions. Similarly, one can use
samplers that rearrange the tree structure in the neighborhood of newly added pendant edges.
4 Consistency of online phylogenetic SMC
In this section, we establish the consistency of OPSMC in the limit of a large number of particles
by induction on the number of taxa n; that is, for every n < N , assuming that p¯in,Kn → p¯in, we will
prove that p¯in+1,Kn+1 → p¯in+1. We note that although the measures mentioned above are indexed
by Kn, they implicitly depend on the number of particles from the previous generations. Thus, the
convergence should be interpreted in the sense of when the number of particles of all generations
approaches infinity.
The mode of convergence used in this section is “weak convergence”, in which we say µK → µ
if for every appropriate test function φ we have limK→∞
∫
φ(t)dµK(t) =
∫
φ(t)dµ(t). We will use
µ(φ) to denote
∫
φ(t)dµ(t) for any measures µ and test functions φ.
For convenience, let L and K be the number of particles at nth and (n + 1)st generation,
respectively. Recall that the normalized distributions after the substeps of OPSMC are denoted by
α¯n,K , β¯n,K and λ¯n,K , we have the following lemma, proven in the Appendix.
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Lemma 4.1. Assume that Criteria 3.1 and 3.7 are satisfied. If we define
λ¯n(t) := p¯in(%(t))Q
n(%(t), t) and h(t) :=
pˆin+1(t)
pˆin(%(t)) Qn(%(t), t)
then the following statements hold.
1. If p¯in,L converges to p¯in, then α¯n,K converges to p¯in.
2. If α¯n,K converges to p¯in, then β¯n,K converges to p¯in.
3. If β¯n,K converges to p¯in, then λ¯n,K converges to λ¯n.
4. h(t)λ¯n(t) is proportional to p¯in+1(t).
5. If λ¯n,K converges to λ¯n, then p¯in+1,K converges to p¯in+1.
We note that when n = 0, the set of all rooted trees with no taxa consists of a single tree ρ.
Thus, if we use this single tree as the ensemble of particles at n = 0, then p¯i0,K0 is precisely p¯i0.
Alternatively, we can start with n = 1 and use some ergodic MCMC methods to create an ensemble
of particles with stationary distribution p¯i1. In either case, an induction argument with Lemma 4.1
gives the main theorem:
Theorem 4.2 (Consistency). If Criteria 3.1 and 3.7 are satisfied and the sampler starts at n = 0
by a list consisting of a single rooted tree with no taxa, or at n = 1 with an ensemble of particles
created by an ergodic MCMC method with stationary distribution p¯i1, then
p¯in,Kn(φ)→ p¯in(φ) as K1,K2, . . .Kn →∞
for every integrable test function φ : Tn → R and n ≤ N .
5 Characterizing changes in the likelihood landscapes when new
sequences arrive
Although the consistency of OPSMC is guaranteed and informative OPSMC samplers can be
developed by changing the Markov transition kernels, its applicability is constrained by an implicit
assumption: the distance between target distributions of consecutive generations are not too large.
Since SMC methods are built upon the idea of recycling particles from one generation to explore
the target distribution of the next generation, it is obvious that one would never be able to design
an efficient SMC sampler if p¯in and p¯in+1 are effectively orthogonal.
While a condition on minor changes in the target distributions may be easy to verify in some
applications, it is not straightforward in the context of phylogenetic inference. A similar question on
how the “optimal” trees (under some appropriate measure of optimality) change has been studied
extensively in the field, with negative results for almost all regular measures of optimality [Heath
et al., 2008, Cueto and Matsen, 2011]. To the best of our knowledge, no previous work has been
done to investigate how phylogenetic likelihood landscapes change when new sequences arrive.
In this section, we will establish that under some minor regularity conditions on the distribution
described in the previous sections, the relative changes between target distributions from consec-
utive generations are uniformly bounded. This result enables us to provide a lower bound on the
effective sample size of OPSMC algorithms in the next section.
We denote by T (r, e, x, y) the tree obtained by adding an edge of length y to edge e of the tree
r at distal position x. Thus, any tree t can be represented by t = (%(t), e(t), x, y), where e(t) is the
edge on which the pendant edge containing the most recent taxon is attached.
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Lemma 5.1 (Change of variables). The map (r, e, x, y)→ T (r, e, x, y) is bijective. Moreover,
dµn+1(t) =
Vn
Vn+1
dx dy de dµn(r)
where de is the counting measure on the set of edges of an n-tree, and again Vn = (2n− 3)!!.
This result allows us to derive the following Lemma (detailed proof is provided in the Appendix).
Lemma 5.2. Consider an arbitrary tree t ∈ Tn+1 obtained from the parent tree %(t) by choosing
edge e, distal position x and pendant length y. Denote
M(y) = max
ij
Gij(y), m(y) = min
ij
Gij(y) and Zn =
∫
s∈Tn
p¯in(s)ζ(s) ds.
We have
p¯in+1(t)
p¯in(%(t))
≤ 1Zn
M(y)S∫ b
0 m(y)
S dy
, ∀t ∈ Tn+1.
Sketch of proof. By using the one-dimensional formulation of the phylogenetic likelihood function
derived in [Dinh and Matsen, 2016], we can prove that
pˆin+1(t)
pˆin(%(t))
=
Ln+1(t)
Ln(%(t))
≤M(y)S , ∀t ∈ Tn+1. (5.1)
Similarly, we have pˆin+1(t)/pˆin(%(t)) ≥ m(y)S for all t ∈ Tn+1.
Recall that ζ(r) is the average branch length of r. Using the fact that for a fixed tree r,∫ le
0 dx = le and
∑
e le = (2n− 3)ζ(r), we have
‖pˆin+1‖ =
∫
t∈Tn+1
pˆin+1(t) dt ≥
∫
t∈Tn+1
m(y)S pˆin(%(t)) dt
=
∫
r,e,x,y
m(y)S pˆin(r) dx dy
Vn
Vn+1
de dr
=
(2n− 3)Vn
Vn+1
(∫ b
0
m(y)S dy
)∫
r∈Tn
pˆin(r)ζ(r) dr
which implies
p¯in+1(t)
p¯in(%(t))
=
pˆin+1(t)
pˆin(%(t))
‖pˆin‖
‖pˆin+1‖ ≤
1
Zn
M(y)S∫ b
0 m(y)
S dy
, ∀t ∈ Tn+1.
6 Effective sample sizes of online phylogenetic SMC
In this section, we are interested in the asymptotic behavior of OPSMC in the limit of large Kn,
i.e. when the number of particles of the sampler approaches infinity. This asymptotic behavior is
illustrated via estimates of the effective sample size of the sampler with large numbers of particles.
We note that although there are several studies on the stability of SMC as the time step grows, most
of them focus on cases where the sequence of target distributions have a common state space of fixed
dimension [Del Moral, 1998, Douc and Moulines, 2008, Ku¨nsch, 2005, Oudjane and Rubenthaler,
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2005, Del Moral et al., 2009, Beskos et al., 2014]. In general, establishing stability bounds for SMC
requires imposing some conditions on the effect of data at any step k to the target distribution at
step n ≥ k [Crisan and Doucet, 2002, Chopin, 2004, Doucet and Johansen, 2009]. Lemma 5.2 helps
validate a condition of this type.
The effective sample size [Beskos et al., 2014] of the particles at step n+ 1 is computed as
ESSn+1 =
(∑K
i=1w
n+1
i
)2
∑K
i=1 (w
n+1
i )
2
.
The following result, proven in the Appendix, enables us to estimate the asymptotic behavior of
the sample’s ESS in various settings.
Theorem 6.1. In the limit as the number of particles approaches infinity, we have
lim
K→∞
Kn+1
ESSn+1
=
∫
t∈Tn+1
p¯i2n+1(t)
p¯in(%(t)) Qn(%(t), t)
dt.
This asymptotic estimate and the results on likelihood landscapes from the previous section
allow us to prove the following Theorem.
Theorem 6.2 (Effective sample size of OPSMC for likelihood-based proposals). If Assumptions 3.3,
3.6 and 3.4 hold, then there exists α > 0 independent of n such that ESSn ≥ αKn. That is, the
effective sample size of an OPSMC with likelihood-based proposals are bounded below by a constant
multiple of the number of particles. Moreover, if Assumption 3.3 does not hold, the effective sample
size of OPSMC algorithms decays at most linearly as the dimension increases.
Proof of Theorem 6.2. Define fn(r) =
∑
e fn(r, e), we have∫
r
fn(r) ds ≤ c2
∫
r
∑
e
∫
x,y
pˆin+1(T (r, e, x, y)) dx dy dr = c2(2n− 3)‖pˆin+1‖.
Since edge e is chosen from a multinomial distribution weighted by fn(r, e), given any tree t ∈ Tn+1
obtained from the parent tree %(t), chosen edge e(t), distal position x and pendant length y,
Qn(%(t), t) =
Vn+1
Vn
f(%(t), e(t))
f(%(t))
pX(x) pY (y).
By Lemma 5.2 and the fact that M(y) ≤ 1, we have
p¯in+1(t)
p¯in(%(t))
≤ 1Zn
M(y)S∫ b
0 m(y)
S dy
≤ 1
u1Zn ,
where u1 =
∫ b
0 m(y)
S dy and Zn are defined as in the proof of Lemma 6.3. Using Assumptions 3.3
and 3.6, (8.5), Lemma 5.1 and similar arguments as in the previous proof, we have∫
t∈Tn+1
p¯i2n+1(t)
p¯in(%(t)) Qn(%(t), t)
dt
≤ a0 1
u1Zn
(
Vn
Vn+1
)2 ∫
r,e
fn(r)
fn(r, e)
∫
x,y
p¯in+1(T (r, e, x, y)) dx dy dr de
≤ a0
c1
1
u1Zn
1
‖pˆin+1‖
(
Vn
Vn+1
)2(∫
r
fn(r)ds
)(∫
e
de
)
≤ (2n− 3)2a0 c2
c1
1
u1Zn
(
Vn
Vn+1
)2
= a0
c2
c1
1
u1Zn .
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Thus by Theorem 6.1 there exists α > 0 independent of Kn and n such that ESSn ≥ αKn. We also
note that without the assumption on average branch lengths, a crude estimate gives Zn ≥ Z1/n,
which leads to a linear decay in the upper bound on the ESS.
We also have similar estimates for length-based proposals (see Appendix for proof):
Theorem 6.3 (Effective sample size of OPSMC for length-based proposals). If Assumptions 3.2
and 3.3 hold, then the effective sample size of OPSMC with length-based proposals are bounded below
by a constant multiple of the number of particles. Moreover, if Assumption 3.3 does not hold, the
effective sample size of OPSMC algorithms decays at most quadratically as the dimension increases.
In summary, we are able to prove that in many settings, the effective sample size of OPSMC is
bounded from below. These results are interesting, since in the general case it is known that SMC-
type algorithms may suffer from the curse-of-dimensionality: when the dimension of the problem
increases, the number of the particles must increase exponentially to maintain a constant effective
sample size [Chopin, 2004, Bengtsson et al., 2008, Bickel et al., 2008, Snyder et al., 2008].
7 Discussion
In this paper, we establish foundations for Online Phylogenetic Sequential Monte Carlo (OPSMC),
including essential theoretical convergence results. We prove that under some mild regularity
conditions and with carefully constructed proposals, the OPSMC sampling algorithm is consistent.
This includes relaxing the condition used in Bouchard-Coˆte´ et al. [2012], in which the authors
assume that the weight of the particles are bounded from above. We then investigate two different
classes of sampling schemes for online phylogenetic inference: length-based proposals and likelihood-
based proposals. In both cases, we show the effective sample size to be bounded below by a multiple
of the number of particles.
The consistency and convergence results in this paper apply to a variety of sampling strategies.
One possibility would be for an algorithm to use a large number of particles, directly using the
SMC machinery to approximate the posterior. Alternatively, the SMC part of the sampler could be
quite limited, resulting in an algorithm which combines many independent parallel MCMC runs in
a principled way. As described above, the SMC portion of the algorithm enables MCMC transition
kernels that would normally be disallowed by the requirement of preserving detailed balance. For
example, one could use a kernel that focuses effort around the part of the tree which has recently
been disturbed by adding a new sequence.
In the future we will develop efficient and practical implementations of these ideas. Many
challenges remain. For example, the exclusive focus of this paper has been on the tree structure,
consisting of topology and branch lengths. However, Bayesian phylogenetics algorithms typically
co-estimate mutation model parameters along with tree structures. Although proposals for other
model parameters can be obtained by particle MCMC [Andrieu et al., 2010], we have not attempted
to incorporate it into the current SMC framework. In addition, we note that the input for this type
of phylogenetics algorithm consists of a multiple sequence alignment (MSA) of many sequences,
rather than just individual sequences themselves. This raises the question of how to maintain
an up-to-date MSA. Programs exist to add sequences into existing MSAs [Caporaso et al., 2010,
Katoh and Standley, 2013], although from a statistical perspective, it could be preferable to jointly
estimate a sequence alignment and tree posterior [Suchard and Redelings, 2006]. It is an open
question how that could be done in an online fashion, although in principle it could be facilitated
by some modifications to the sequence addition proposals described here.
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8 Appendix
Proof of Lemma 3.5. The lower bound is straightforward. For the upper bound, consider (x, y) ∈
[0, le]× [0, b] and fix δ > 0; by the same arguments as in the proof of Lemma 5.2, we have
pˆin+1(T (r, e, x, y)) ≥ m(δ)S pˆin(r) ∀y ≥ δ.
Thus, if we define
A = {(x, y) ∈ [0, le]× [0, b] : pˆin+1(T (r, e, x, y)) ≥ m(δ)S pˆin(r)},
then we have |A| ≥ (b− δ)le and
Gn(r, e) =
∫
x,y
pˆin+1(T (r, e, x, y)) dx dy
≥
∫
A
pˆin+1(T (r, e, x, y)) dx dy ≥ (b− δ)le m(δ)S pˆin(r).
On the other hand, from Lemma 5.2, we have fn(r, e) ≤ b le pˆin(r)M(b)S .
By choosing δ = b/2, we obtain
fn(r, e) ≤ 2 M(b)
S
m(b/2)S
Gn(r, e)
which completes the proof.
Proof of Lemma 4.1. (1). Assume that p¯in,L converges to p¯in.
|α¯n,K(φ)− p¯in(φ)| ≤
∣∣∣∣∣ 1K
L∑
i=1
Kn+1,i φ(p
n
i )−
1
‖w‖
L∑
i=1
wi φ(p
n
i )
∣∣∣∣∣+ |p¯in,L(φ)− p¯in(φ)|.
By the strong law of large numbers,
lim sup
K→∞
|α¯n,K(φ)− p¯in(φ)| ≤ |p¯in,L(φ)− p¯in(φ)|
This implies that when K,L→∞, we have α¯n,K(φ)→ p¯in(φ).
(2). The rationale behind the use of MCMC moves is based on the observation that if the
unweighted particles are distributed according to p¯in, then when we apply a Markov transition
kernel P of invariant distribution p¯in to any particle, the new particles are still distributed according
to the posterior distribution of interest.
Formally, if α¯n,K(φ) → pin(φ) for every integrable test function φ : Tn → R, by choosing
φ = P r(·, A) for any measurable set A ⊂ Tn+1, we deduce that
β¯n+1,K(A) =
K∑
i=1
P r(s,A) α¯n,K(s
n
i )
K→∞−−−−→
∫
Tn
P r(s,A) p¯in(s) ds = p¯in(A)
since the Markov kernel P is invariant with respect to pˆin. Therefore, for any measurable function
φ : Tn → R, we have that β¯n,K(φ) converges to p¯in(φ).
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(3). Since β¯n,K(φ) → pin(φ) for every integrable test function φ : Tn → R, by choosing φ =
Qn(·, t) for all t ∈ Tn+1, we deduce that
λ¯n,K(t) =
K∑
i=1
Qn(mni , t)β¯n,K(m
n
i ).
K→∞−−−−→
∫
Tn
Qn(m, t)p¯in(m) dm = p¯in(%(t))Q
n(%(t), t) = λ¯n(t).
Moreover, for every measurable set A ⊂ Tn+1 , we can use the same argument to prove that
λ¯n,K(A) =
K∑
i=1
Qn(mni , A)β¯n,K(m
n
i )
K→∞−−−−→
∫
Tn
Qn(m,A)p¯in(dm) =
∫
A
p¯in(%(t))Q
n(%(t), t) dt = λ¯n(A).
Therefore, for any measurable function φ : Tn+1 → R, we also have λ¯n,K(φ) converges to λ¯n(φ).
(4) We note that
h(t)λ¯n(t) = h(t) p¯in(%(t))Q
n(%(t), t)
=
pˆin+1(t)
pˆin(%(t))Qn(%(t), t)
1
‖pˆin‖ pˆin(%(t))Q
n(%(t), t)
=
1
‖pˆin‖ pˆin+1(t). (8.1)
(5). Since the proposal Qn and the Markov kernel P are assumed to be normalized, we have
‖λˆn,K‖ = ‖βˆn,K‖ = ‖αˆn,K‖ = K.
We have:
1
K
‖pˆin+1,K‖ = 1‖λˆn,K‖
K∑
i=1
pˆin+1,K(t
n+1
i ) =
K∑
i=1
h(tn+1i )λ¯n,K(t
n+1
i ) (8.2)
K→∞−−−−→
∫
Tn+1
h(t)λ¯n(t) dt =
1
‖pˆin‖
∫
Tn+1
pˆin+1(t) dt =
‖pˆin+1‖
‖pˆin‖ .
By a similar argument, we have
p¯in+1,K(φ) =
1
K
∑K
i=1 φ(t
n+1
i )pˆin+1,K(t
n+1
i )
1
K ‖pˆin+1,K‖
=
∑K
i=1 φ(t
n+1
i )h(t
n+1
i )λ¯n,K(t
n+1
i )
1
K ‖pˆin+1,K‖
K→∞−−−−→ ‖pˆin‖‖pˆin+1‖
∫
Tn
φ(t)h(t)λ¯n(t)dt =
‖pˆin‖
‖pˆin+1‖
∫
Tn
φ(t)
pˆin+1(t)
‖pˆin‖ dt = p¯in+1(φ).
In other words, p¯in+1,K converges to p¯in+1.
Proof of Theorem 6.1. By definition, we have
h(t) =
pˆin+1(t)
pˆin(%(t)) Qn(%(t), t)
, and wn+1i = pˆin+1,Kn+1(t
n+1
i ) = h(t
n+1
i ).
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Thus,
p¯in+1,Kn+1(h) =
∑Kn+1
i=1 h(t
n+1
i )pˆin+1,K(t
n+1
i )
‖pˆin+1,Kn+1‖
=
∑Kn+1
i=1 (w
n+1
i )
2∑Kn+1
i=1 w
n+1
i
=
∑Kn+1
i=1 w
n+1
i
ESSn+1
=
‖pˆin+1,Kn+1‖
ESSn+1
.
On the other hand, by applying Theorem 4.2 for φ ≡ h, we have
p¯in+1,Kn+1(h) → p¯in+1(h) =
‖pˆin+1‖
‖pˆin‖
∫
t∈Tn+1
p¯i2n+1(t)
p¯in(%(t)) Qn(%(t), t)
dt
which completes the proof via the convergence result (8.2).
Proof of Lemma 5.2. Let le be the length of the edge e and G(α) be the transition matrix across
an edge of length α and ku the observed value at site u of the newly added taxon. We follow the
formulation of one-dimensional phylogenetic likelihood function as in [Dinh and Matsen, 2016] to
fix all parameters except le and consider the likelihood of %(t) a function of le, we have
Ln(%(t)) =
S∏
u=1
∑
ij
duijG
e
ij(le)

where duij the probability of observing i and j at the left and right nodes of e at the site index u,
respectively (note that in [Dinh and Matsen, 2016] it is called duij). Similarly, by representing the
likelihood of the tree t in terms of x, y and le, we have
Ln+1(t) =
S∏
u=1
∑
ij
duijG
e
ij(le, x, y)
 = S∏
u=1
∑
ij
duij
∑
m
Gim(x)Gmj(le − x)Gmku(y)
 (8.3)
where the indices i, j,m are looped over all possible state characters. Since Gmku(y) ≤ M(y) for
all m and ku, we deduce that
pˆin+1(t)
pˆin(%(t))
=
Ln+1(t)
Ln(%(t))
≤M(y)S , ∀t ∈ Tn+1. (8.4)
Similarly, we have pˆin+1(t)/pˆin(%(t)) ≥ m(y)S for all t ∈ Tn+1.
Recall that ζ(r) is the average branch length of r. Using the fact that for a fixed tree r,∫ le
0 dx = le and
∑
e le = (2n− 3)ζ(r), we have
‖pˆin+1‖ =
∫
t∈Tn+1
pˆin+1(t) dt ≥
∫
t∈Tn+1
m(y)S pˆin(%(t)) dt
=
∫
r,e,x,y
m(y)S pˆin(r) dx dy
Vn
Vn+1
de dr
=
(2n− 3)Vn
Vn+1
(∫ b
0
m(y)S dy
)∫
r∈Tn
pˆin(r)ζ(r) dr.
Noting that Vn+1 = (2n− 3)Vn, we obtain
‖pˆin+1‖
‖pˆin‖ ≥
(∫ b
0
m(y)S dy
)
Zn (8.5)
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which implies
p¯in+1(t)
p¯in(%(t))
=
pˆin+1(t)
pˆin(%(t))
‖pˆin‖
‖pˆin+1‖ ≤
1
Zn
M(y)S∫ b
0 m(y)
S dy
, ∀t ∈ Tn+1.
Proof of Theorem 6.3. Since the edge e is chosen from a multinomial distribution weighted by
length of the edges, then given any tree t ∈ Tn+1 obtained from the parent tree %(t) by choosing
edge e, distal position x and pendant length y, we have
Qn(%(t), t) =
Vn+1
Vn
le(%(t))
l(%(t))
pX(x) pY (y)
where le(r), l(r) are the length of edge e and the total tree length, respectively and Vn and Vn+1
are the numbers of tree topologies of Tn and Tn+1.
We denote
u1 =
∫ b
0
m(y)S dy, u2 =
∫ b
0
M(y)2S
pY (y)
dy,
and recall that ∑
e
1
le(r)
∫ le(r)
0
1
peX(x)
dx ≤ C
∑
e
le(r) = Cl(r),
where C is the constant from Assumption 3.2, and
Zn =
∫
s∈Tn
p¯in(r)ζ(r) dr ≥ c
from the assumption on the average branch length (Assumption 3.3). We have∫
t∈Tn+1
p¯i2n+1(t)
p¯in(%(t)) Qn(%(t), t)
dt =
∫
t∈Tn+1
p¯i2n+1(t)
p¯i2n(%(t))
1
Qn(%(t), t)
p¯in(%(t)) dt
≤
(
Vn
Vn+1
)2 1
Z2n
∫
r,e,x,y
M(y)2S
u21
l(r)
le(r)
1
peX(x)
1
pY (y)
p¯in(r) dx dy de dr
=
(
Vn
Vn+1
)2 1
Z2n
u2
u21
∫
Tn
(∑
e
1
le(r)
∫ le(r)
0
1
peX(x)
dx
)
l(r) p¯in(r) dr.
By the assumption of maximum branch length b, we have∫
t∈Tn+1
p¯i2n+1(t)
p¯in(%(t)) Qn(%(t), t)
dt ≤ C(2n− 3)2
(
Vn
Vn+1
)2 1
Z2n
∫
Tn
p¯in(r)ζ
2(r) dr
≤ Cb
2
c2
.
Thus by Theorem 6.1 there exists α > 0 independent of Kn and n such that ESSn ≥ αKn.
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