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Durch den technischen Fortschritt der letzten Jahre werden in immer kürzerer 
Zeit immer größere Mengen von Daten mit tausenden und abertausenden Merk-
malen gesammelt [Stańczyk/Jain, 2017], [H. Liu/Motoda, 2012]. Um diese un-
überschaubar große Datenflut nutzbringend einzusetzen, werden 
computergestützte Auswertungsmethoden benötigt, die die Wissenschaftler bei 
der Extraktion von nützlichen Informationen bzw. Wissen unterstützen [Fayyad 
et al., 1996]. Ein Ansatz dazu sind Methoden der „Feature Selection“.  
In der vorliegenden Arbeit wird ein solcher Algorithmus beispielhaft für Gens-
ätze entwickelt, die anhand von aktuellem Wissen über die genetische Architek-
tur von Merkmalen oder Krankheiten gefunden wurden. Es ist dabei nicht 
notwendig, numerische Messwerte aus Experimenten für die einzelnen Gene zu 
kennen, da ein integrativer Ansatz verfolgt wird, der die Gene Ontology Wis-
sensbasis [Ashburner et al., 2000] als Grundlage für das Kriterium zur Auswahl 
der wichtigsten Gene verwendet. Die hier vorgestellte funktionserhaltende, in-
tegrative Genselektion reduziert eine Menge von Genen auf ihre wichtigsten Ele-
mente, indem für jedes Gen ein Score berechnet wird, der die Wichtigkeit der 
Gene beschreibt. Dieser Score wird mithilfe der Annotationen der Gene zu den 
signifikanten, biologischen Prozessen in der polyhierarchisch organisierten 
Gene Ontology Wissensbasis ermittelt. Der sich ergebende gerichtete, azyklische 
Graph (DAG) von signifikanten, biologischen Prozessen beschreibt die Genfunk-
tionen des Datensatzes von Genen. Mit dem Gen-Score können die Gene in eine 
Rangfolge entsprechend ihrer Wichtigkeit gebracht werden. Die ersten 𝑘∗ Gene 
bilden eine optimale Teilmenge, wobei diejenige Teilmenge der Gene ausge-
wählt wird, die die beste funktionserhaltende Eigenschaft hat. Die Funktionser-
haltung wird dabei über Precision und Recall bzw. deren Verrechnung zum 𝐹1-
Maß bezüglich der Reproduktion des gesamten DAGs mit der gewählten Teil-
menge bewertet. 
Mit der funktionserhaltenden, integrativen Genselektion konnte für die unter-
suchten Gensätze der ursprüngliche DAG jeweils mit Recall und Precision von 
etwa 70% reproduziert werden, wobei nur etwa 5% der ursprünglichen Gene 




Recently, due to the technical progress and development more and more data 
with thousands and thousands of features is collected in increasingly less time 
[Stańczyk/Jain, 2017], [H. Liu/Motoda, 2012]. In order to make use of this un-
manageable flood of data, computer-aided evaluation methods are needed to 
support scientists in extracting useful information or knowledge [Fayyad et al., 
1996]. One approach to this are methods of "feature selection".  
In the present work, such an algorithm is developed exemplarily for sets of genes 
found on the basis of current knowledge about the genetic architecture of fea-
tures or diseases. It is not required to have numerical measurements from exper-
iments for the individual genes, since an integrative approach is pursued, which 
uses the Gene Ontology Knowledge Base [Ashburner et al., 2000] as a basis for 
the criterion for the selection of the most important genes. The function-preserv-
ing, integrative gene selection presented here reduces a set of genes to their most 
important elements by calculating a score for each gene that describes the im-
portance of the genes. This score is determined using the annotations of the genes 
to the significant biological processes in the polyhierarchically organized Gene 
Ontology knowledge base. The resulting directed acyclic graph (DAG) of signif-
icant biological processes describes the gene functions of the set of genes. With 
the gene score, genes can be ranked according to their importance. The first 𝑘∗ 
genes form an optimal subset, whereby the subset of genes is selected that has 
the best function-preserving property. The preservation of function is evaluated 
by precision and recall and their combination to the 𝐹1 measure, respectively, re-
garding the reproduction of the entire DAG with the selected subset. 
With the function-preserving, integrative gene selection, the original DAG could 
be reproduced with recall and precision of about 70% for each of the examined 
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Infolge der Digitalisierung von fast allen Lebensbereichen, rasant gestiegener 
Computerleistungen und der fortschreitenden Entwicklung von Technologien 
zur Datenerhebung werden heute in immer kürzerer Zeit immer größere Men-
gen von digitalen Daten generiert und gespeichert [H. Liu/Motoda, 2012]. So-
wohl Menge, Varietät als auch Komplexität der Daten wachsen exponentiell 
[Critchlow/van Dam, 2016]. Allein in den letzten drei Jahren wurden bereits 
mehr Daten generiert als bisher in der gesamten Geschichte der Menschheit 
[Deshpande/Kumar, 2018]. Um diese unüberschaubar große Datenflut nutz-
bringend einzusetzen, werden computergestützte Auswertungsmethoden benö-
tigt, die die Wissenschaftler bei der Extraktion von nützlichen Informationen 
bzw. Wissen unterstützen [Fayyad et al., 1996].  
Ein Ansatz sind Algorithmen zur Datenreduktion, die aus der Menge der Daten 
anhand eines Kriteriums eine minimale, repräsentative Teilmenge auswählen 
[H. Liu/Motoda, 2012]. Durch die Auswahl einer solchen Teilmenge werden be-
züglich des Kriteriums irrelevante und redundante Daten entfernt und nur die 
wichtigsten Elemente beibehalten, die die Gesamtmenge beschreiben [H. 
Liu/Motoda, 2012]. Dadurch wird die Menge der Daten reduziert, bereinigt und 
vereinfacht, was zu präziseren Ergebnissen und besserer Verständlichkeit füh-
ren kann [H. Liu/Motoda, 2012]. 
In der vorliegenden Arbeit wird ein solcher Algorithmus zur Datenreduktion 
beispielhaft für Gensätze entwickelt, da als Grundlage für das Kriterium zur 
Auswahl der wichtigsten Gene eine exzellente Datengrundlage 
[Gaudet/Dessimoz, 2017] zur Verfügung stand: die Gene Ontology Wissensba-
sis [Ashburner et al., 2000]. Diese ist eine sehr gut gepflegte und formal struktu-
rierte Quelle von Wissen über biologische Prozesse, molekulare Funktionen und 
zelluläre Komponenten von Genfunktionen [Gaudet/Dessimoz, 2017]. Es wer-
den Konzepte der Wissensrepräsentation und Ideen der Datenbionik vereint, um 
eine Methode, die sogenannte funktionserhaltende, integrative Genselektion, zu 
entwickeln, die aus einer unüberschaubar großen Menge von Genen eine opti-
male Teilmenge von wichtigen Genen herausfiltert.  
Wissensrepräsentation und –verarbeitung ist ein Kerngebiet der Künstlichen In-
telligenz, das versucht intelligentes menschliches Verhalten nachzubilden 
[Lämmel/Cleve, 2012]. Es beschäftigt sich damit, wie Wissen symbolisch darge-
stellt und in automatisierter Weise manipuliert werden kann, so dass logische 




Schlussfolgerungen möglich sind [Brachman/Levesque, 2004]. Dazu muss Wis-
sen für den Computer zugänglich gemacht, also so formalisiert werden, so dass 
es maschinell verarbeitbar ist [Lämmel/Cleve, 2012].  
Die Datenbionik beschäftigt sich mit der Informationsverarbeitung in der Natur 
[Ultsch, 2014]. Prinzipien und Methoden, die dafür in der Natur erkannt wur-
den, werden in Computerprogrammen umgesetzt [Ultsch, 2014]. Dabei spielt 
das Prinzip der Optimierung eine wichtige Rolle [Bein et al., 2005]. Optimierung, 
die dank der Evolution bereits in der Natur vorgenommen wurde, sollte mög-
lichst auch im Computer nachempfunden werden [Bein et al., 2005]. Dabei stellt 
die „Kunst des Übersehens, die zu einem neuen Sehen des sonst Unsichtbaren 
führt“[Schwemmer, 2008/2009, p. 14] eine wichtige Methode des wissenschaft-
lichen Fortschritts dar [Ultsch, 2019]. Diese Abstraktion hilft dabei, die wichtigs-
ten Informationen herauszufiltern, sich nicht im Detail zu verlieren und 
möglichst verständliche Ergebnisse zu liefern [Ultsch, 2019]. Insbesondere für 
die Suche nach neuartigem, bisher unerkanntem und nützlichem Wissen in ge-
gebenen Datensammlungen bieten sich datenbionische Methoden an [Ultsch, 
2014]. 
In dieser Arbeit wird basierend auf der Wissensrepräsentation ein Score entwi-
ckelt, der die Wichtigkeit der einzelnen Objekte einer Menge von Daten bewer-
tet. Anhand des Scores kann eine Rangfolge der Objekte bestimmt werden. Diese 
Rangfolge dient anschließend als Auswahlkriterium für die Objekte der optima-
len Teilmenge mit Hilfe eines datenbionischen Algorithmus. Durch die Reduk-
tion auf eine wichtige Teilmenge wird das Ziel verfolgt, eine möglichst 
verständliche, aber trotzdem repräsentative Darstellung der Gesamtmenge zu 
finden [Ultsch, 2019].  
Wie bereits erwähnt, wird als Wissensrepräsentation die Gene Ontology 
[Ashburner et al., 2000] verwendet. Die Repräsentation dieses Wissens in Form 
eines gerichteten, azyklischen Graphen ermöglicht es Regeln aufzustellen, die 
logisches Schließen erlauben. Ergänzt wird die Gene Ontology durch die Gene 
Ontology Annotationen, mit deren Hilfe Gene und Genfunktionen in Verbin-
dung gebracht werden können [The Gene Ontology Consortium, 2018a]. Durch 
eine Überrepräsentationsanalyse werden für einen Satz von Genen die Prozesse 
bzw. biologischen Funktionen bestimmt, in die diese Gene signifikant involviert 
sind. Für jeden Satz von Genen ergibt sich dadurch ein azyklischer, gerichteter 
Teilgraph, der das Wissen über diesen Gensatz repräsentiert. Um eine Rangfolge 




der Gene zu erstellen, wird ein Score pro Gen errechnet, der sich aus der Struktur 
dieses Teilgraphen und den grundlegenden Ideen der Functional Abstraction 
[Ultsch/Lötsch, 2014a] ergibt. Anhand dieser Rangfolge werden mögliche opti-
male Teilmengen erstellt und mit einer datenbionischen Methode, die sich an der 
ökonomischen Idee der berechneten ABC-Analyse [Ultsch/Lötsch, 2015] orien-
tiert, bewertet. Die Teilgraphen, die zu den jeweiligen in Frage kommenden Teil-
mengen durch weitere Überrepräsentationsanalysen gefunden werden, werden 
mit dem ursprünglichen Teilgraphen verglichen, wodurch sich ein Maß für die 
Optimalität der Größe der jeweiligen Teilmenge ergibt. In dieser optimalen Teil-
menge sollen so wenig Gene wie möglich enthalten sein, aber gleichzeitig mög-
lichst viele Prozesse des ursprünglichen Gensatzes erhalten bleiben. Die 
Funktionen der Gesamtmenge der Gene werden somit bei der Reduktion auf 
eine Teilmenge beibehalten, was durch die Integration einer Wissensbasis in den 
Reduktionsprozess ermöglicht wird. 
Diese Arbeit ist wie folgt gegliedert: Das zweite Kapitel dient enzyklopädisch als 
Nachschlagewerk für eine Reihe grundlegender Definitionen, die für die funkti-
onserhaltende, integrative Genselektion relevant sind. In Kapitel 3 werden Vor-
arbeiten anderer Autoren präsentiert und eine Systematik zu ihrer 
Strukturierung gegeben, um die in Kapitel 4 vorgestellte Methode in den Stand 
der wissenschaftlichen Forschung einzuordnen. Kapitel 4 umfasst neben der 
Vorgehensweise auch die wichtigsten Ergebnisse der funktionserhaltenden, in-
tegrativen Genselektion, die in Kapitel 5 kritisch diskutiert werden. Kapitel 6 
fasst diese Arbeit zusammen und gibt einen Ausblick auf mögliche Ansätze zur 
Verbesserung bzw. Erweiterung der Methode. 
Die wichtigsten Ergebnisse dieser Dissertation konnten bereits erfolgreich peer-
reviewed publiziert werden: [Lippmann et al., 2019].  
 
4 
2 Grundlagen  
In diesem Kapitel werden wichtige grundlegende Konzepte, auf die die vorlie-
gende Arbeit aufbaut, eingeführt.  
Die statistischen Grundlagen werden hauptsächlich für die Überrepräsentati-
onsanalyse in Kapitel 2.5 wichtig sein. Grundlagen aus der Graphentheorie wer-
den für die Beschreibung von Wissensbasen in Form einer Ontologie genutzt. 
Die datenbionischen Grundlagen ermöglichen in Kapitel 4.2 die Auswahl einer 
optimalen Teilmenge. Die Grundlagen der Wissensrepräsentation beschreiben 
wie Wissen formal dargestellt werden kann und werden für die Definition der 
Gene Ontology benötigt. Die grundlegenden Definitionen aus der Informations-
theorie werden ebenfalls in Kapitel 4.2 in die Berechnung des Gen-Scores zur 
Erstellung einer Rangfolge der untersuchten Gene abhängig von ihrer Wichtig-
keit einfließen. In den biologischen Grundlagen werden die biologischen Hinter-
gründe umrissen, die in dieser Arbeit vor allem in Bezug auf die Gene Ontology 
Wissensbasis verwendet werden. Zudem wird der datenbionische Algorithmus, 
die berechnete ABC-Analyse, dessen Idee zur Bestimmung der optimalen Teil-
menge verwendet wird, vorgestellt. 
 
 Statistische Grundlagen 
Sofern nicht anders gekennzeichnet sind die folgenden Definitionen im Wesent-
lichen aus [Fahrmeir et al., 2016] entnommen. 
Definition 2.1.1: Grundgesamtheit, Population 
Die Menge aller für eine Fragestellung relevanten Objekte, an denen interessie-
rende Größen erfasst werden, wird Grundgesamtheit oder Population genannt. 
Definition 2.1.2: Stichprobe 
Eine Stichprobe ist eine endliche Teilmenge der Grundgesamtheit. 
Definition 2.1.3: Merkmal, Variable 
Ein Merkmal oder eine Variable ist eine interessierende Größe. 
Definition 2.1.4: Merkmalsausprägung 
Die Merkmalsausprägung ist ein konkreter Wert einer Variablen für ein be-
stimmtes Objekt aus der Grundgesamtheit oder Stichprobe. 




Definition 2.1.5: Zufallsvorgang 
Ein Zufallsvorgang führt zu einem von mehreren sich gegenseitig ausschließen-
den Ergebnissen. Es ist vor der Durchführung ungewiss, welches Ergebnis tat-
sächlich eintreten wird. 
Definition 2.1.6: Ereignisraum, Ereignis 
Der Ereignisraum Ω = {𝜔1, … , 𝜔𝑛} ist die Menge aller Ergebnisse 𝜔𝑖, 𝑖 = 1,… , 𝑛, 
eines Zufallsvorgangs. Teilmengen von Ω heißen (Zufalls-)Ereignisse.  
Definition 2.1.7: Wahrscheinlichkeit 
Die (Eintritts-)Wahrscheinlichkeit für das Eintreten eines Ereignisses 𝐴  wird 
durch 𝑃(𝐴) bezeichnet. 
Definition 2.1.8: bedingte Wahrscheinlichkeit 
Seien 𝐴, 𝐵 ⊂ Ω und 𝑃(𝐵) > 0, dann ist die bedingte Wahrscheinlichkeit von 𝐴 
unter 𝐵 definiert als 𝑃(𝐴|𝐵) ≔ 𝑃(𝐴∩𝐵)
𝑃(𝐵)
. 
Definition 2.1.9: Zufallsvariable, Realisierung 
Eine Variable 𝑋, deren Werte oder Ausprägungen die Ergebnisse eines Zufalls-
vorgangs sind, heißt Zufallsvariable 𝑋. Die Zahl 𝑥 ∈ ℝ, die 𝑋 bei einer Durchfüh-
rung des Zufallsvorgangs annimmt, heißt Realisierung oder Wert von 𝑋.  
Definition 2.1.10: diskrete Zufallsvariable, Wahrscheinlichkeitsverteilung ei-
ner diskreten Zufallsvariablen 
Eine Zufallsvariable 𝑋 heißt diskret, falls sie nur endlich oder abzählbar unend-
lich viele Werte 𝑥1, 𝑥2, … , 𝑥𝑘, … annehmen kann. Die Wahrscheinlichkeitsvertei-
lung von 𝑋  ist durch die Wahrscheinlichkeiten 𝑃(𝑋 = 𝑥𝑖) = 𝑝𝑖 , 𝑖 = 1, 2, … , 𝑘, … 
gegeben. 
Definition 2.1.11: Wahrscheinlichkeitsfunktion einer diskreten Zufallsvari-
able 
Die Wahrscheinlichkeitsfunktion 𝑓(𝑥) einer diskreten Zufallsvariable 𝑋  ist für 
𝑥 ∈ ℝ definiert durch 𝑓(𝑥) =  {𝑃(𝑋 = 𝑥𝑖) = 𝑝𝑖, 𝑥 = 𝑥𝑖 ∈ {𝑥1, 𝑥2, … , 𝑥𝑘 , … }
0, sonst.   
Definition 2.1.12: hypergeometrisch verteilte, diskrete Zufallsvariable, hyper-
geometrische Verteilung 
Eine diskrete Zufallsvariable 𝑋 heißt hypergeometrisch verteilt mit Parametern 
𝑛 , 𝑀  und 𝑁 , kurz 𝑋 ~ 𝐻(𝑛,𝑀,𝑁) , wenn sie die Wahrscheinlichkeitsfunktion 





















, 𝑥 ∈ 𝑇 
besitzt. Dabei ist 𝑇  durch {max(0, 𝑛 − (𝑁 −𝑀)),… , min(𝑛,𝑀)}  gegeben. Die 
Verteilung heißt hypergeometrische Verteilung. Sie ergibt sich, wenn aus einer 
endlichen Grundgesamtheit von 𝑁 Einheiten, von denen 𝑀 eine Eigenschaft 𝐴 
besitzen, 𝑛-mal rein zufällig, aber ohne Zurücklegen gezogen wird. Die Zufalls-
variable 𝑋 modelliert dann die Anzahl der gezogenen Objekte mit der Eigen-
schaft 𝐴. 
Definition 2.1.13: binomialverteilte, diskrete Zufallsvariable, Binomialvertei-
lung 
Eine diskrete Zufallsvariable 𝑋 heißt binomialverteilt mit den Parametern 𝑛 und 
𝜋, kurz 𝑋~𝐵(𝑛, 𝜋), wenn sie die Wahrscheinlichkeitsfunktion 




) 𝜋𝑥(1 − 𝜋)𝑛−𝑥, 𝑥 = 0,1, … , 𝑛
0, sonst 
 
besitzt. Die Verteilung heißt Binomialverteilung. Sie ergibt sich, wenn aus 𝑛 un-
abhängigen Wiederholungen eines Zufallsvorgangs mit nur zwei möglichen 
Ausgängen mit konstanter Wahrscheinlichkeit 𝜋  die Summe der Treffer, also 
nur eines Ausgangs, gebildet wird. 
Definition 2.1.14: statistisches Testproblem, Nullhypothese, Alternative, ein-
seitiges Testproblem 
Ein statistisches Testproblem besteht aus einer Nullhypothese 𝐻𝑜 und einer Al-
ternative 𝐻1, die sich gegenseitig ausschließen und Aussagen über die gesamte 
Verteilung oder über bestimmte Parameter des interessierenden Merkmals in 
der Grundgesamtheit beinhalten. Falls 𝐻0 : „≤“ gegen 𝐻1 : „>“ bzw. 𝐻0 : „≥“ ge-
gen 𝐻1 : „<“ getestet wird, spricht man von einem einseitigen Testproblem. 
Definition 2.1.15: statistischer Test, Prüfgröße, Teststatistik 
Das geeignete Instrumentarium zur Lösung eines statistischen Testproblems lie-
fert ein statistischer Test. Dieser stellt eine formale Entscheidungsregel dar, mit 
der es möglich sein soll zu unterscheiden, ob das in der Stichprobe beobachtete 
Verhalten ein reines Zufallsprodukt ist oder den Schluss auf die Grundgesamt-
heit zulässt. Ein solcher statistischer Test basiert auf einer Zufallsvariablen, der 




sogenannten Prüfgröße bzw. Teststatistik. Diese ist so konstruiert, dass sie für 
das interessierende Testproblem sensibel ist und dass ihre Verteilung unter der 
Nullhypothese bekannt ist. 
Definition 2.1.16: Test zum Signifikanzniveau 𝜶 , Signifikanztest, Signifi-
kanzniveau  
Ein statistischer Test heißt Test zum Signifikanzniveau 𝛼, 0 < 𝛼 < 1, oder Signi-
fikanztest, falls die bedingte Wahrscheinlichkeit, dass die Alternative angenom-
men wird, obwohl die Nullhypothese wahr ist, kleiner als das Signifikanzniveau 
𝛼 ist; also 𝑃(𝐻1 angenommen|𝐻0 wahr) ≤ 𝛼 gilt. 
Definition 2.1.17: p-Wert 
Der p-Wert ist definiert als die Wahrscheinlichkeit unter 𝐻0 den beobachteten 
Wert der Prüfgröße oder einen in Richtung der Alternative extremeren Wert zu 
erhalten. Ist der p-Wert kleiner als das vorgegebene Signifikanzniveau 𝛼, so wird 
𝐻0 verworfen. Ansonsten wird 𝐻0 beibehalten. 
Definition 2.1.18: 2x2-Kontingenztablle 
Die allgemeine Form einer zweidimensionalen 2x2-Kontingenztablle ist gegeben 
durch Tabelle 2.1 [Everitt, 1992]. Eine Grundgesamtheit von 𝑁 Objekten wird 
durch zwei Merkmale 𝐴 und 𝐵, die jeweils zwei Merkmalsausprägungen haben, 
beschrieben, indem die Auftrittshäufigkeiten 𝑎, 𝑏, 𝑐 und 𝑑 der Kombinationen 
der Merkmalsausprägungen in die Tabelle eingetragen werden [Everitt, 1992].  
Tabelle 2.1: Allgemeine Form einer zweidimensionalen 2x2-Kontingenztab-
elle. (Darstellung angelehnt an [Everitt, 1992].) 
  Merkmal 𝐵 Summe 








𝑎 𝑏 𝑁1 = 𝑎 + 𝑏 
Ausprägung 
𝐴2 
𝑐 𝑑 𝑐 + 𝑑 
Summe  𝑎 + 𝑐 𝑏 + 𝑑 𝑁 = 𝑎 + 𝑏 + 𝑐 + 𝑑 
 
Definition 2.1.19: Exakter Test nach Fisher, hypergeometrischer Test 
Der exakte Test nach Fisher für 2x2-Kontingenztabellen geht auf die Theorien 
von R.A. Fisher [Fisher, 1935] zurück. Der Test ist exakt in dem Sinne, dass die 
exakte Wahrscheinlichkeitsverteilung der beobachteten Häufigkeiten berechnet 




wird [Everitt, 1992]. Für feste Zeilen- und Spaltensummen der Häufigkeiten ent-
spricht die Wahrscheinlichkeitsverteilung dem Ziehen ohne Zurücklegen aus ei-
ner endlichen Grundgesamtheit, das mit der hypergeometrischen Verteilung 
modelliert wird [Everitt, 1992].   
Seien 𝐴 und B zwei Merkmale, die jeweils nur zwei Merkmalsausprägungen an-
nehmen, wobei die Ausprägungen von A als zwei unterschiedliche Populatio-
nen angesehen und diejenigen von B mit „Erfolg“ und „Misserfolg“ kodiert 
seien.  
Man betrachte zwei voneinander und untereinander unabhängige Stichproben 
𝑋1, 𝑋2, … , 𝑋𝑛1 ,  𝑋𝑖~𝐵(1; 𝑝1) , ∀ 𝑖 ∈ {1,… , 𝑛1}  und 𝑌1, 𝑌2, … , 𝑌𝑛2 , 𝑌𝑗~𝐵(1; 𝑝2) , ∀ 𝑗 ∈
{1,… , 𝑛2} des binären Merkmals 𝐵 aus den zwei Populationen des Merkmals 𝐴. 
Für die Summe dieser Zufallsvariablen gilt dann: 
𝑋 ≔∑ 𝑋𝑖~𝐵(𝑛1; 𝑝1)
𝑛1
𝑖=1




Sei 𝑍 ≔ 𝑋 + 𝑌. Der exakte Test von Fisher nutzt die Tatsache, dass die Zeilen-
summen 𝑛1und 𝑛2 in der 2x2-Kontingenztabelle Tabelle 2.2 durch die Stichpro-
benumfänge 𝑛1 und 𝑛2 festgelegt sind. 
Tabelle 2.2: Kontingenztabelle zweier Merkmale A und B. 
  Merkmal B Summe 
  Erfolg Misserfolg  
Merkmal A Population 1 𝑋 𝑛1 − 𝑋 𝑛1 Population 2 𝑌 = 𝑍 − 𝑋 𝑛2 − 𝑌 𝑛2 
Summe  𝑍 𝑛1 + 𝑛2 − 𝑍 𝑛 = 𝑛1 + 𝑛2 
 
Bedingt auf die Gesamtzahl 𝑍 = 𝑧 der Erfolge (d.h. die Spaltensummen werden 
auch festgehalten) ist 𝑋 die einzige Zufallsvariable, da die anderen Einträge der 
Tabelle durch die Realisation 𝑥 von 𝑋 und die Randsummen bestimmt sind. 𝑋 
ist dann hypergeometrisch verteilt, 𝑋~𝐻(𝑧, 𝑛1, 𝑛), mit 𝑛 = 𝑛1 + 𝑛2. Es gilt nach 
Definition 2.1.12 

















Wird die Nullhypothese 𝐻0: 𝑝1 ≤ 𝑝2  gegen 𝐻1: 𝑝1 > 𝑝2  getestet, ergibt sich der 
linksseitige p-Wert als  






[Looney/Hagan, 2015]. Für den Test von 𝐻0: 𝑝1 ≥ 𝑝2  gegen 𝐻1: 𝑝1 < 𝑝2 , ergibt 
sich der rechtsseitige p-Wert entsprechend als 






[Looney/Hagan, 2015]. Der einseitige exakte Test nach Fisher wird auch hyper-
geometrischer Test genannt [Piegorsch, 2015, p. 279]. 
 
 Graphentheoretische Grundlagen 
Die Definitionen dieses Abschnitts sind im Wesentlichen aus [Hartmann, 2015] 
entnommen, sofern nicht anders gekennzeichnet.  
Definition 2.2.1: Euklidischer Abstand 
Sind 𝑥 =  (𝑥1, … , 𝑥𝑛) und 𝑦 = (𝑦1, … , 𝑦𝑛) zwei Elemente des ℝ𝑛, so heißt die Met-
rik 𝑑(𝑥, 𝑦) = √(𝑥1 − 𝑦1)2 +⋯+ (𝑥𝑛 − 𝑦𝑛)2 euklidische Metrik [Walz, 2016]. Sie 
überträgt den intuitiven Abstandsbegriff aus dem ℝ2 und ℝ3, den euklidischen 
Abstand, in die allgemeinere Situation des ℝ𝑛 [Walz, 2016].  
Definition 2.2.2: endlicher, gerichteter Graph, gerichtete Kante, Anfangs-
punkt, Endpunkt 
Ein endlicher, gerichteter Graph 𝐺 ∶= (𝑉, 𝐸) besteht aus einer endlichen Menge 
von Knoten 𝑉 = 𝑉(𝐺) und aus einer endlichen Menge von geordneten Paaren, 
𝐸 = 𝐸(𝐺) = {(𝑥𝑖, 𝑥𝑗): 𝑥𝑖 , 𝑥𝑗 ∈ 𝑉}, den gerichteten Kanten von 𝐺. Die Richtung der 
Kante (𝑥𝑖, 𝑥𝑗)  zeigt dabei von 𝑥𝑖  nach 𝑥𝑗 . 𝑥𝑖  heißt Anfangspunkt und 𝑥𝑗  End-
punkt der gerichteten Kante (𝑥𝑖, 𝑥𝑗). 
Definition 2.2.3: gerichtete Kantenfolge 
Existiert für zwei Knoten 𝑥1  und 𝑥𝑘  eines gerichteten Graphen 𝐺  mit 𝑉(𝐺) =
{𝑥1, … , 𝑥𝑘, … , 𝑥𝑛}  eine Folge 
𝑥1, (𝑥1, 𝑥2), 𝑥2, … , 𝑥𝑖, (𝑥𝑖, 𝑥𝑖+1), 𝑥𝑖+1, … , 𝑥𝑘−1, (𝑥𝑘−1, 𝑥𝑘), 𝑥𝑘  mit 𝑖 ∈ {1,… , 𝑛}  von 




Knoten und gerichteten Kanten, die diese Knoten miteinander verbinden, dann 
heißt die Folge der gerichteten Kanten (𝑥1, 𝑥2),… , (𝑥𝑘−1, 𝑥𝑘) gerichtete Kanten-
folge von 𝑥1 nach 𝑥𝑘. 
Definition 2.2.4: gerichteter Pfad 
Ein gerichteter Pfad von 𝑥1 nach 𝑥𝑛 ist eine gerichtete Kantenfolge, in der alle 
Knoten verschieden sind.  
Definition 2.2.5: gerichteter Kreis 
Ein gerichteter Kreis ist eine gerichtete Kantenfolge, in der alle Knoten bis auf 
Anfangs- und Endpunkt verschieden sind. 
Definition 2.2.6: azyklischer, gerichteter Graph (DAG) 
Ein gerichteter Graph, in dem es keinen gerichteten Kreis gibt, heißt azyklischer, 
gerichteter Graph (DAG). 
Definition 2.2.7: Adjazenzmatrix 
Ein gerichteter Graph kann in Form einer Adjazenzmatrix repräsentiert werden. 
Ein Element 𝑎𝑖𝑗  der Adjazenzmatrix ist genau dann 1, falls es eine gerichtete 
Kante von Knoten 𝑥𝑖 nach Knoten 𝑥𝑗 gibt, und hat sonst den Wert 0.  
Definition 2.2.8: Wurzel 
Existiert in einem DAG nur ein Knoten 𝑥𝑗 , dessen zugehörige Spaltensumme 
∑ 𝑎𝑖𝑗𝑖  der Adjazenzmatrix den Wert 0 hat, bezeichnet man den Knoten 𝑥𝑗 als die 
Wurzel des DAGs. Im Folgenden wird immer von einem DAG mit Wurzel aus-
gegangen, falls nicht explizit anders gekennzeichnet. 
Definition 2.2.9: Elter, Kind 
Existiert eine gerichtete Kante von 𝑥𝑖  nach 𝑥𝑗 , so heißt 𝑥𝑖  Elter von 𝑥𝑗  und 𝑥𝑗 
Kind von 𝑥𝑖. 
Definition 2.2.10: Vorfahre, Nachfahre 
Existiert ein gerichteter Pfad von 𝑥𝑖 nach 𝑥𝑗, dann heißt 𝑥𝑖 Vorfahre von 𝑥𝑗 und 
entsprechend 𝑥𝑗 Nachfahre von 𝑥𝑖. 
Definition 2.2.11: Blatt 
Knoten ohne Nachkommen heißen Blätter. 
 




 Grundlagen der Wissensrepräsentation und der Daten-
bionik 
Definition 2.3.1: Daten 
Daten sind eine Menge von unabhängigen, isolierten Fakten, Messungen, Objek-
ten, Worten, Zahlen oder Symbolen [Wang et al., 2001]. 
Definition 2.3.2: Information 
Informationen sind organisierte, strukturierte, gegebenenfalls adjustierte und 
analysierte Daten, die in einen Kontext gesetzt werden [Wang et al., 2001].  
Bemerkung 2.3.1: 
Die Definition von Wissen ist komplex, umstritten und kann auf viele Arten und 
Weisen interpretiert werden [Wang et al., 2001]. Ein ausführlicher Versuch einer 
übersichtlichen Auflistung der verschiedenen sprachlichen Verwendungen des 
Begriffs „Wissen“ wird in [Riethmüller, 2012] gemacht. In dieser Arbeit wird je-
doch eine eher technische Definition nach [Ultsch, 1987] verwendet: 
Definition 2.3.3: Wissen 
Repräsentiertes Wissen ist eine symbolische Repräsentation von Objekten, Fak-
ten und Regeln in einer operationalen Form für einen Interpreter mit Symbol-
verarbeitungskompetenz [Ultsch, 1987], wobei Objekte, Fakten und Regeln und 
deren symbolische Repräsentation im Sinne der Prädikatenlogik [Dengel, 2011] 
verstanden werden und ein Interpreter mit Symbolverarbeitungskompetenz z.B. 
ein Mensch oder Beweissysteme für Prädikatenlogik erster Stufe wie Prolog 
[Clocksin/Mellish, 2012; Sterling et al., 1994] ist [Ultsch, 1987]. 
Definition 2.3.4: Wissensbasis 
Eine Wissensbasis ist eine organisierte Sammlung von Wissen zusammen mit 
Operationen, um auf das Wissen zuzugreifen und es manipulieren zu können 
[Ultsch, 1987]. 
Definition 2.3.5: kontrolliertes Vokabular 
Ein kontrolliertes Vokabular ist eine endliche Liste von Begriffen 
[Lassila/McGuinness, 2001], die eindeutig festgelegt sind [Merkl/Waack, 2013]. 
Definition 2.3.6: Taxonomie 
Eine Taxonomie ist eine Hierarchie von Begriffen aus einem kontrollierten Vo-
kabular, die Elemente in einer Über-/Unterordnung darstellt [Jerroudi, 2010]. 




Definition 2.3.7: Ontologie 
Wissen wird häufig in Form einer Ontologie repräsentiert [Brewster/O’Hara, 
2007]. Der Begriff der Ontologie, wörtlich „die Lehre vom Seienden“ [Dengel, 
2011], stammt aus der Philosophie und bezeichnet dort die Beschäftigung mit 
real existierenden Dingen [Merkl/Waack, 2013].  
In der Informatik werden für gewöhnlich die Definition von [Gruber, 1993] als 
explizite Spezifikation einer Konzeptualisierung und diejenige von 
[Uschold/Gruninger, 1996] als gemeinsames Verständnis eines Interessensge-
biets zusammengefasst zur Definition: „Eine Ontologie ist eine formale, explizite 
Spezifikation einer gemeinsamen Konzeptualisierung.“ [Dengel, 2011, p. 65]. Da-
bei wird eine gemeinsame Konzeptualisierung verstanden als ein Modell von 
Objekten, Begriffen und anderen Entitäten, von denen angenommen wird, dass 
sie in einem bestimmten Interessensgebiet existieren [Guarino et al., 2009], und 
den zwischen ihnen geltenden Relationen [Baader et al., 2009]. Eine formale, ex-
plizite Spezifikation bedeutet, dass das Modell in einer eindeutigen Sprache spe-
zifiziert sein soll, die sowohl menschen- als auch maschinenverständlich ist 
[Baader et al., 2009].  
Bemerkung 2.3.2: 
In der Regel wird diese formale Definition einer Ontologie umgesetzt, indem 
eine Begriffshierarchie in Form einer Taxonomie mit zusätzlichen Relationen 
zwischen den Begriffen versehen wird und Regeln aufgestellt werden, die die 
Gegebenheiten in einer Domäne beschreiben, immer wahr sein müssen und mit 
Hilfe derer logische Schlüsse gezogen werden können [Dengel, 2011]. 
Definition 2.3.8: berechnete ABC-Analyse 
Seien {𝑥𝑖}𝑖=1𝑛  die Realisationen einer diskreten Zufallsvariable 𝑋. Die berechnete 
ABC-Analyse [Ultsch/Lötsch, 2015] ist ein datenbionisches Verfahren, das die 
Menge {𝑥𝑖}𝑖=1𝑛  in drei Teilmengen 𝐴, 𝐵 und 𝐶 einteilt, um die wichtigsten Reali-
sationen zu identifizieren [Ultsch/Lötsch, 2015]. In Teilmenge 𝐴 werden mög-
lichst die (oftmals) wenigen, wichtigen Realisationen zusammengefasst [Juran, 
1975], die also aus ökonomischer Sicht mit minimalem Aufwand maximalen Er-
trag ermöglichen [Ultsch/Lötsch, 2015]. Teilmenge 𝐵 enthält diejenigen Realisa-
tionen, wo Aufwand und Ertrag weitestgehend proportional zueinander sind 
[Ultsch/Lötsch, 2015] und Teilmenge 𝐶 die (meist) vielen, trivialen Realisatio-
nen [Juran, 1975], durch die nur mit großem Aufwand zusätzlicher Ertrag ge-
wonnen werden kann [Ultsch/Lötsch, 2015].  




Es wird eine graphische Darstellung der gegebenen Daten, die ABC-Kurve, im 
ℝ2 erstellt [Ultsch/Lötsch, 2015]. Die Realisationen werden dazu der Größe nach 
absteigend sortiert, es gilt also bis auf Umbenennung 𝑥𝑖 ≥ 𝑥𝑖+1∀ 𝑖 ∈ {1, … , 𝑛} 
[Ultsch/Lötsch, 2015]. Auf der x-Achse wird 𝑖
𝑛
, 𝑖 ∈ {1, … , 𝑛}  aufgetragen, 
wodurch der Aufwand, den der zugehörige Ertrag kostet, dargestellt wird 
[Ultsch/Lötsch, 2015]. Die zugehörigen Werte der y-Achse, den Ertrag, bilden 





𝑗=1 , ∀ 𝑘 ∈
{1,… , 𝑛} [Ultsch/Lötsch, 2015]. Um eine stetige [Forster, 2016] ABC-Kurve zu er-
halten, werden die Werte zwischen den empirischen Datenpunkten mit Hilfe 
von quadratischen Splines [Friedrich/Pietschmann, 2010] interpoliert 
[Ultsch/Lötsch, 2015].  
Die Grenzen zwischen den Teilmengen 𝐴 , 𝐵  und 𝐶  werden rechnerisch be-
stimmt [Ultsch/Lötsch, 2015]. Die erste Grenze 𝐴𝑥 ist der x-Wert des Punktes auf 
der ABC-Kurve, der den minimalen, euklidischen Abstand zum Punkt (0, 1) hat, 
dem Punkt von minimalem Aufwand (𝑥 = 0) und maximalem Ertrag (𝑦 = 1) 
[Ultsch/Lötsch, 2015]. Die zweite Grenze 𝐵𝑥 wird ganz ähnlich bestimmt. Sie ist 
der x-Wert des Punktes auf der ABC-Kurve, der den minimalen, euklidischen 
Abstand zum Punkt (𝑥0, 1) hat, wobei 𝑥0 bestimmt wird als derjenige Punkt auf 
der x-Achse, in dem die erste Ableitung [Forster, 2016] der ABC-Kurve gleich 1 
ist, also Aufwand exakt dem Ertrag entspricht [Ultsch/Lötsch, 2015]. Die Grenze 
zwischen Teilmengen 𝐴  und 𝐵 , ist gegeben als 𝑡𝐴𝐵 = min(𝐴𝑥, 𝐵𝑥) 
[Ultsch/Lötsch, 2015]. Die Teilmenge 𝐴 enthält dann alle Realisationen für die 
gilt 𝐴 = {𝑥𝑖|𝑥𝑖 ≤ 𝑖𝑐𝑑𝑓(𝑡𝐴𝐵), ∀ 𝑖 ∈ {1,… , 𝑛}} , wobei 𝑖𝑐𝑑𝑓(𝑝)  die Quantilfunktion 
[Steland, 2013] zur stetigen ABC-Kurve ist [Ultsch/Lötsch, 2015]. Die Grenze 
zwischen Teilmengen 𝐵 und 𝐶 ist entsprechend gegeben als 𝑡𝐵𝐶 = max (𝐴𝑥, 𝐵𝑥) 
[Ultsch/Lötsch, 2015]. Teilmenge 𝐶  enthält alle Realisationen für die gilt 𝐶 =
{𝑥𝑖|𝑥𝑖 > 𝑖𝑐𝑑𝑓(𝑡𝐵𝐶), ∀𝑖 ∈ {1,… , 𝑛}} [Ultsch/Lötsch, 2015]. 
 
 Informationstheoretische Grundlagen 
Definition 2.4.1: Information Retrieval System, Information Retrieval 
Ein Information Retrieval System erlaubt einem User katalogisierte und indi-
zierte Sammlungen von Dokumenten, Bildern oder Tonaufnahmen zu durchsu-
chen [Chowdhury, 2010]. Ziel von Information Retrieval ist das Heraussuchen 




von relevanten Informationen bzw. Dokumenten aus einem Information Ret-
rieval System [Chowdhury, 2010].  
Definition 2.4.2: Precision, Recall 
Um die Güte eines Information Retrieval zu beurteilen, werden meist zwei 
Maße, Precision und Recall, verwendet [Baeza-Yates/Ribeiro, 2011]. Sie werden 
definiert als  
Precision = Anzahl gefundener, relevanter Informationen
Anzahl gefundener Informationen
 und 
Recall = Anzahl gefundener, relevanter Informationen
Anzahl relevanter Informationen in der Sammlung
  [Salton/McGill, 1984]. Die Ergeb-
nisse des Information Retrieval können auch in Form einer 2x2-Kontingenztab-
elle ausgedrückt werden, siehe Tabelle 2.3. 
Tabelle 2.3: 2x2-Kontingenztabelle für ein Information Retrieval System (Dar-
stellung angelehnt an [Chowdhury, 2010]) 
  Information Summe 
  Gefunden Nicht gefunden  
Information 
Relevant 𝑡𝑝 𝑓𝑝 𝑡𝑝 + 𝑓𝑝 
Nicht 
relevant 𝑓𝑛 𝑡𝑛 𝑓𝑛 + 𝑡𝑛 
Summe  𝑡𝑝 + 𝑓𝑛 𝑓𝑝 + 𝑡𝑛 𝑡𝑝 + 𝑓𝑝 + 𝑓𝑛 + 𝑡𝑛 
 












wobei 𝑡𝑝 für richtig positiv, also gefunden und relevant, 𝑓𝑝 für falsch positiv, 
also gefunden aber nicht relevant, 𝑓𝑛 für falsch negativ, also nicht gefunden aber 
relevant und 𝑡𝑛 für richtig negativ, also nicht gefunden und auch nicht relevant 
steht [Chowdhury, 2010]. 
Precision misst die Qualität der Resultate und Recall deren Vollständigkeit 
[Pentreath, 2015, p. 136]. 




Definition 2.4.3: 𝑭𝜷-Maß 
Das 𝐹𝛽-Maß kombiniert Precision und Recall zu einer einzigen Maßzahl und er-
laubt es Precision und Recall verschiedene Gewichte zuzuordnen [Baeza-
Yates/Ribeiro, 2011]. Es ist definiert als  
𝐹𝛽 = (1 + 𝛽
2) ⋅
Precision ⋅ Recall
𝛽2 ⋅ Precision + Recall , 
wobei 𝛽  die relative Wichtigkeit von Precision und Recall definiert [Baeza-
Yates/Ribeiro, 2011]. Ist 𝛽 = 0, so wird nur Precision, für 𝛽 = ∞, nur Recall in 
die Berechnung einbezogen [Baeza-Yates/Ribeiro, 2011]. Für 𝛽 = 0.5 wird Re-
call als halb so wichtig erachtet wie Precision [Baeza-Yates/Ribeiro, 2011]. 
Die am häufigsten verwendete Gewichtung ist 𝛽 = 1, woraus sich gleiche Ge-
wichte für Precision und Recall ergeben [Baeza-Yates/Ribeiro, 2011]. Das 𝐹1-
Maß bildet das harmonische Mittel von Precision und Recall [Baeza-




[Baeza-Yates/Ribeiro, 2011]. Der Wert des 𝐹1-Maßes ist nur dann hoch, wenn 
sowohl Precision als auch Recall einen hohen Wert haben [Baeza-Yates/Ribeiro, 
2011]. Es kann als bester Kompromiss zwischen Precision und Recall angesehen 
werden [Baeza-Yates/Ribeiro, 2011]. 
Definition 2.4.4: Informationsgehalt 
Um Information numerisch messen zu können, wird der Begriff des Informati-
onsgehalts definiert. Sei 𝑋  eine diskrete Zufallsvariable, die die Werte 
𝑥1, 𝑥2, … , 𝑥𝑛  mit den Wahrscheinlichkeiten 𝑝1, 𝑝2, … , 𝑝𝑛  annimmt, wobei 
∑ 𝑝𝑖
𝑛
𝑖=1 = 1 gilt [Spǎtaru, 2013], dann ist der Informationsgehalt einer Realisie-
rung von 𝑋 definiert als  
𝐼𝐶(𝑥𝑖) = 𝑐 ⋅ loga (
1
𝑝𝑖
) = −𝑐 ⋅ log𝑎(𝑝𝑖), ∀𝑖 ∈ {1,… , 𝑛} 
wobei 𝑎 und 𝑐 positive Konstanten sind [Applebaum, 1996].  
Definition 2.4.5: Shannon-Entropie 
Die Entropie Η(𝑋) der Zufallsvariable 𝑋, nach Claude Shannons Definition in 
[Shannon, 1948] auch Shannon-Entropie genannt, ist definiert als das mit den 
Eintrittswahrscheinlichkeiten gewichtete arithmetische Mittel des Informations-
gehalts 











wobei die Konvention 0 ⋅ log(0) = 0 angenommen wird, um Wohldefiniertheit 
zu garantieren [Karmeshu/Pal, 2003]. 
 
 Biologische Grundlagen 
Bemerkung 2.5.1: 
Den Begriff des Gens zu definieren ist nicht trivial, da darunter je nach Betrach-
tungsweise Verschiedenes verstanden werden kann. Einen Überblick liefert 
[Graw, 2015b, pp. 6-7]. In dieser Arbeit wird der Begriff des Gens in folgendem 
Sinne verstanden: 
Definition 2.5.1: Gen 
Ein Gen ist ein Abschnitt auf der Desoxyribonukleinsäure (DNA) eines Chromo-
soms, der bestimmte Proteinbausteine codiert oder eine bestimmte Regulations-
funktion hat [Anhäuser et al., 2001]. 
Definition 2.5.2: Genprodukt 
Die in einem Gen gespeicherte Erbinformation erlaubt es einer Zelle ein Makro-
molekül oder möglicherweise mehrere verschiedene Makromoleküle zu erzeu-
gen [Thomas, 2017]. Ein solches Makromolekül wird Genprodukt genannt und 
kann entweder ein Protein (häufigster Fall) oder eine nicht-codierende Ribonuk-
leinsäure (RNA) sein [Thomas, 2017]. 
Bemerkung 2.5.2 
Im Rahmen dieser Arbeit wird, obwohl biologisch nicht ganz korrekt, zwischen 
Gen und Genprodukt der Einfachheit halber nicht unterschieden. Es wird mit 
Namen von Genen gearbeitet es sei aber darauf hingewiesen, dass die biologi-
schen Prozesse in der Regel nicht über die Gene sondern über deren Produkte 
realisiert werden [Lötsch, 2019]. Die Namen von Gen und Genprodukt sind nicht 
unbedingt identisch [Lötsch, 2019]. Beispielsweise codiert das Gen OPRM1 das 
Genprodukt 𝜇-Opioid Rezeptor, welches als Protein mit „MOR“ abgekürzt wird 
[Lötsch, 2019]. Da wir uns in dieser Arbeit aber auf die Gene Ontology beziehen, 




verwenden wir durchgehend die Namen der Gene, während die Namen der ko-
dierten Genprodukte einfach nachgeschlagen werden können [Lötsch, 2019]. 
Definition 2.5.3: molekulare Maschine 
Ein Genprodukt kann als eine molekulare Maschine agieren. Das heißt es kann 
eine chemische Aktion, also eine Aktivität, vollführen [Thomas, 2017]. 
Definition 2.5.4: makromolekularer Komplex 
Genprodukte von verschiedenen Genen können sich zu größeren molekularen 
Maschinen zusammenschließen, was makromolekularer Komplex genannt wird 
[Thomas, 2017]. 
Definition 2.5.5: Genfunktion 
Genprodukte oder makromolekulare Komplexe führen zelluläre Prozesse oder 
Aktivitäten aus, die im Folgenden auch als Genfunktion bezeichnet werden, ob-
wohl eigentlich nicht das Gen selbst eine Funktion ausführt, sondern das Gen-
produkt bzw. ein makromolekularer Komplex [Thomas, 2017]. 
Definition 2.5.6: Gene Ontology Wissensbasis 
Das Ziel des Gene Ontology Consortiums [Ashburner et al., 2000], [The Gene 
Ontology Consortium, 2017] ist es, ein strukturiertes, dynamisches, präzise defi-
niertes, allgemein gültiges und kontrolliertes Vokabular zu gewährleisten, mit 
dem die Genfunktionen von Genprodukten in jedem beliebigen Organismus be-
schrieben werden können [Ashburner et al., 2000]. Das Resultat dieser Bemü-
hungen ist die Gene Ontology Wissensbasis. Sie besteht aus zwei Komponenten: 
der Gene Ontology (siehe Definition 2.5.7) und den Gene Ontology Annotatio-
nen (siehe Definition 2.5.11) [The Gene Ontology Consortium, 2018c].  
Definition 2.5.7: Gene Ontology (GO) 
Die Gene Ontology (GO) ist die zurzeit erfolgreichste biologische Ontologie 
[Hastings, 2017]. Sie liegt in Form dreier DAGs vor [Gaudet et al., 2017], die ver-
schiedene biologische Aspekte repräsentieren: (i) Molekulare Funktionen (MF), 
von Genen ausgeführte Aktivitäten auf molekularer Ebene, (ii) biologische Pro-
zesse (BP), größere Prozesse ausgeführt durch multiple molekulare Aktivitäten, 
und (iii) zelluläre Komponenten (CC), die Orte in der zellulären Struktur, an de-
nen ein Gen seine Funktion erfüllt [Ashburner et al., 2000], 
[The Gene Ontology Consortium, 2018d].  
 




Definition 2.5.8: GO Term, Relation 
Ein GO Term ist ein Begriff, der eine Genfunktion beschreibt 
[The Gene Ontology Consortium, 2018d]. Die zulässige Menge all dieser Begriffe 
bildet die Knoten in den drei DAGs der GO und die gerichteten Kanten reprä-
sentieren die Relationen zwischen den GO Termen 
[The Gene Ontology Consortium, 2018d]. Die in dieser Arbeit verwendeten Re-
lationen sind is a und part of. 
Definition 2.5.9: is a Relation 
Die is a Relation formt die grundlegende Struktur der GO 
[The Gene Ontology Consortium, 2018d]. Haben zwei GO Terme 𝑇1 und 𝑇2 die 
Relation 𝑇2 is a 𝑇1, bedeutet dies, dass Knoten 𝑇2 ein Subtyp von Knoten 𝑇1 ist 
[The Gene Ontology Consortium, 2018d]. Es existiert dann eine gerichtete Kante 
von 𝑇1 nach 𝑇2 und der Elter 𝑇1beschreibt eine Genfunktion, von der das Kind 𝑇2 
nur ein Detail beschreibt [The Gene Ontology Consortium, 2018d].  
Definition 2.5.10: part of Relation  
Die part of Relation beschreibt Teile-Ganzes-Beziehungen zwischen zwei GO 
Termen. Haben zwei GO Terme 𝑇1 und 𝑇2 die Relation 𝑇2 part of 𝑇1, bedeutet 
dies, dass Kind 𝑇2  notwendigerweise Teil von Elter 𝑇1  ist 
[The Gene Ontology Consortium, 2018d] und entsprechend eine gerichtete 
Kante von 𝑇1 nach 𝑇2 existiert. 
Bemerkung 2.5.3: 
Die Relationen is a und part of zwischen den Knoten in der GO ermöglichen 
logisches Schließen in dem Sinne, dass die biologische Korrektheit innerhalb ei-
nes Pfades durch das Gene Ontology Consortium sichergestellt wird. Gilt bei-
spielsweise 𝑇1  is a 𝑇2  und 𝑇2  is a 𝑇3 , dann gilt auch 𝑇1  is a 𝑇3 . Analog können 
auch für part of Relationen und die Kombination von is a und part of Relationen 
Schlüsse gezogen werden [The Gene Ontology Consortium, 2018d]. 
Definition 2.5.11: Gene Ontology Annotation (GO Annotation), Evidenzcode 
Eine Gene Ontology Annotation (GO Annotation) ist eine Zuordnung zwischen 
einem spezifischen Gen und einem zugehörigen GO Term 
[The Gene Ontology Consortium, 2018a]. Die GO Annotation wird immer mit 
einem Evidenzcode angegeben, der kodiert wie die Zuordnung belegt wird. Z.B. 
ob ein Biokurator die Zuordnung händisch überprüft hat, der Beweis nur auf 
wissenschaftlicher Literatur beruht oder ein Experiment durchgeführt wurde 




[The Gene Ontology Consortium, 2018a]. Eine Übersicht der Evidenzcodes mit 
entsprechender Erklärung findet sich unter [The Gene Ontology Consortium, 
2018b]. 
Definition 2.5.12: Überrepräsentationsanalyse auf Grundlage der Gene Onto-
logy Wissensbasis (ORA) 
Die Überrepräsentationsanalyse wurde für die statistische Auswertung von 
Mengen von Genen entwickelt [Backes et al., 2007]. In dieser Arbeit wird nur die 
Überrepräsentationsanalyse auf Grundlage der Gene Ontology Wissensbasis 
(ORA) behandelt, da diese die am häufigsten verwendete Datengrundlage ist 
[Bennett/Bushel, 2017]. Die ORA stellt mit Hilfe der GO Annotationen fest, ob 
ein bestimmter GO Term für die gegebene Menge der Gene in Bezug auf eine 
Referenzmenge [Backes et al., 2007] über- oder unterrepräsentiert ist 
[Bennett/Bushel, 2017], d.h. ob zu einem GO Term signifikant häufiger oder sel-
tener Gene aus der gegebenen Menge annotiert sind als durch reinen Zufall zu 
erwarten gewesen wäre [Backes et al., 2007]. Dazu nutzt die ORA einen statisti-
schen Test, meist den exakten Test nach Fisher, den 𝜒2-Test [Fahrmeir et al., 
2016] oder den Binomialtest [Fahrmeir et al., 2016] [Khatri/Drăghici, 2005]. Diese 
sind geeignet, da sie die hypergeometrische Verteilung verwenden bzw. appro-
ximieren, die die Wahrscheinlichkeitsverteilung für dieses Problem modelliert 
[Khatri/Drăghici, 2005]. Das Resultat einer ORA sind die signifikanten GO 
Terme, die die Genfunktionen des gegebenen Gensatzes beschreiben [Lippmann 
et al., 2018]. 
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3 Verwandte Arbeiten zur Reduktion einer Menge 
von Genen auf ihre wichtigsten Elemente 
In diesem Kapitel wird ein Überblick über verschiedene bestehende Verfahrens-
techniken zur Reduktion einer Menge von Genen auf ihre wichtigsten Elemente 
gegeben. Außerdem werden Beispiele verwandter Arbeiten vorgestellt. 
Durch den technischen Fortschritt der letzten Jahre werden einerseits mehr und 
mehr Daten mit tausenden und abertausenden Merkmalen gesammelt, anderer-
seits werden immer noch passende Methoden gesucht, die es erlauben heraus-
zufinden, welche der Daten essentiell und welche unbrauchbar oder irrelevant 
sind [Stańczyk/Jain, 2017]. Diese Art von Methoden wird unter dem Begriff der 
„Feature Selection“ zusammengefasst. Das Hauptziel von Feature Selection ist 
das Entfernen von Features, die nicht informativ also irrelevant oder redundant 
sind, um dadurch Dimensionsreduktion zu erreichen, Wissen zu entdecken und 
gesammelte Daten zu erforschen [Stańczyk/Jain, 2017]. Die Anwendungsberei-
che von Feature Selection-Verfahren sind vielfältig. Sie werden beispielsweise 
für Textmining (z.B. [Forman, 2003], [T. Liu et al., 2003]), Bildverarbeitung (z.B. 
[Muštra et al., 2012], [Swets/Weng, 1995]), Data Mining (z.B. [H. Liu/Motoda, 
2012]), Machine Learning (z.B. [Vafaie/De Jong, 1992], [Hall, 1999], [Khalid et 
al., 2014]), Mustererkennung (z.B. [Pudil et al., 1994], [Kittler, 1975]) 
[Mahajan/Singh, 2016], [Jović et al., 2015]) und auch in der Bioinformatik einge-
setzt.  
In der Bioinformatik werden diese Verfahren unter anderem genutzt, um Daten 
aus Microarray Experimenten [Tan/Lynch, 2012] zu analysieren [Hira/Gillies, 
2015]. Diese Daten liegen für gewöhnlich in Form einer zweidimensionalen Mat-
rix mit 𝑛 Zeilen und 𝑚 Spalten vor [Huawen Liu et al., 2010]. Die 𝑚 Spalten re-
präsentieren 𝑚  verschiedene Gene und jede Zeile ( 1  bis 𝑛 ) enthält eine 
Stichprobe, für die die Expression dieser Gene gemessen wurde [Huawen Liu et 
al., 2010]. Die Einträge der Matrix bilden die Expressionswerte. Sie beschreiben 
für jede Stichprobe die Quantität der mRNA-Moleküle [Graw, 2015a], die von 
der DNA auf den Microarray-Chips [Tan/Lynch, 2012] abgelesen werden 
[Tan/Lynch, 2012], also die erhöhte oder erniedrigte Expression der getesteten 
Gene [Tan/Lynch, 2012].  
Expressionswerte aus Microarray Experimenten werden analysiert, um haupt-
sächlich drei verschiedene Probleme zu lösen [Tarca et al., 2006]:  





Erstens die Unterscheidung von gesunden und kranken Stichproben [Tarca et 
al., 2006], z.B. kanzeröses Gewebe und nicht-kanzeröses Gewebe (z.B. in [Furey 
et al., 2000]).  
Zweitens die Klassifikation [Runkler, 2015b] von Stichproben [Tarca et al., 2006], 
d.h. es ist bereits für andere Stichproben z.B. deren Typ von Krebs bekannt und 
eine neue Stichprobe kann anhand der Expressionswerte der einzelnen Gene ei-
ner der vorgegebenen Klassen zugeordnet werden (z.B. in [Singh et al., 2002]).  
Drittens die Clusterung [Runkler, 2015a] von Stichproben [Tarca et al., 2006] bei 
denen noch keine Klassen vorgegeben sind, sondern Gruppen in den Stichpro-
ben gesucht werden, die ähnliche Expressionswerte der einzelnen Gene haben 
(z.B. in [de Souto et al., 2008]). 
Eine häufig auftretende Schwierigkeit bei der Analyse von biologischen Daten-
matrizen stellt ihre Größe dar [Dramiński et al., 2007]. Eine sehr kleine Anzahl 
von Stichproben (z.B. Versuchspersonen) wird einer sehr viel größeren Menge 
von Merkmalsausprägungen (z.B. Genen) gegenübergestellt [Dramiński et al., 
2007]. Für gewöhnlich werden weniger als hundert Stichproben 𝑛 < 100 gemes-
sen [Huawen Liu et al., 2010]. Für jede Stichprobe werden dabei je nach Quelle 
tausende bis zehntausende [Huawen Liu et al., 2010], zehntausende 
[Tan/Lynch, 2012] oder sogar hunderttausende [Hira/Gillies, 2015] Gene 𝑚 >>
1.000 analysiert. Bei der komplexen Prozedur zur Datenerhebung können die 
Daten einerseits durch Messfehler verunreinigt werden [Huawen Liu et al., 
2010], andererseits neigen Klassifikatoren [Runkler, 2015b] für Probleme mit 
kleinem 𝑛 und sehr großem 𝑚 zu Overfitting [Huawen Liu et al., 2010]. Das be-
deutet, dass der Algorithmus, der anhand der bekannten Klassen „lernt“ wie 
neue Stichproben bewertet werden, „auswendig lernt“ und neue Stichproben 
entsprechend falsch klassifiziert [Paris et al., 2004]. Das Phänomen ist als „Fluch 
der hohen Dimension“ bekannt [Bellman, 1961]. Es besagt, dass eine verlässliche 
Datenanalyse nur dann stattfinden kann, wenn die Anzahl der Stichproben ex-
ponentiell zur Dimension der erhobenen Daten gesteigert wird [Bellman, 1961]. 
Im Falle der Microarray Experimente müsste also die Anzahl der Stichproben 
exponentiell gesteigert werden, was mit hohen Kosten verbunden wäre. Um dies 
zu umgehen, ist es notwendig, die Dimension des betrachteten Datensatzes zu 
reduzieren, also die Menge der Gene einzuschränken [Hira/Gillies, 2015].  





Indem irrelevante und/oder redundante Gene aus der betrachteten Menge ent-
fernt werden, können nicht nur die Berechnungskomplexität gesenkt, besser ge-
neralisierbare Modelle erstellt, die Größe des benötigten Speicherplatzes 
reduziert und bei Klassifikationsproblemen [Runkler, 2015b] die Lern-Perfor-
mance gesteigert werden [J. Tang et al., 2014], sondern auch das Verständnis der 
Prozesse verbessert werden, die durch die Daten beschrieben werden [Guyon et 
al., 2003].  
Die zur Reduktion von Mengen von Genen verwendeten Verfahren können an-
hand ihrer Vorgehensweise in zwei Gruppen eingeteilt werden: Genextraktion 
und Genselektion [Hira/Gillies, 2015]. 
Da die in dieser Arbeit vorgestellte Methode beispielhaft anhand der Gene On-
tology Wissensbasis entwickelt wird, werden im Folgenden Arbeiten anderer 
Autoren vorgestellt, die ebenfalls Verfahren vorgeschlagen haben, wie man eine 
Menge von Genen auf ihre wichtigsten Elemente reduzieren kann. Eine syste-
matische Übersicht zur Einordnung der funktionserhaltenden, integrativen 
Genselektion wird in Abbildung 3.1 gegeben.  
  






































































































































































































































































































































































Bei der Genextraktion aus Expressionsdaten werden im Gegensatz zur Gense-
lektion neue künstliche Gene als reduzierte Menge erzeugt, die durch Kombina-
tion oder Transformation der ursprünglichen Gene gebildet wurden [Jović et al., 
2015; J. Tang et al., 2014]. Die Expressionsdaten der Gene werden dabei von ei-
nem höherdimensionalen Vektorraum in einen niederdimensionalen abgebildet 
[J. Tang et al., 2014]. Dadurch wird die weitere inhaltliche Analyse der Gene 
schwieriger, da den transformierten Genen keine direkte Bedeutung mehr zuge-
messen werden kann [J. Tang et al., 2014]. In diesem Sinne ist die Genselektion 
der Genextraktion im Bewahren besserer Verständlichkeit und Interpretierbar-
keit überlegen [J. Tang et al., 2014]. Wird andererseits nur eine kleine Menge von 
Genen ausgewählt und waren die originalen Gene sehr divers, hat Genselektion 
den Nachteil, dass ein größerer Informationsverlust auftritt als bei Genextrak-
tion, da in jedem Fall einige Gene beim Selektionsprozess ausgeschlossen 
[Khalid et al., 2014], bei der Genextraktion hingegen alle Gene zur Berechnung 
der neuen Gene einbezogen werden [J. Tang et al., 2014]. 
In dieser Arbeit sollen die wichtigsten Repräsentanten aus der Menge der Gene 
ausgewählt werden, damit anschließend z.B. weitere biologische Analysen mit 
diesen Genen vorgenommen werden können. Da aber künstliche Gene nicht für 
weitere Experimente verwendet werden können, wird die Genextraktion im Fol-
genden nicht näher betrachtet.  
 
 Genselektion 
Bei der Genselektion werden Gene typischerweise mit einem beliebigen Maß be-
wertet, das es erlaubt, die wertvollsten Gene auszuwählen [Grasnick et al., 2019]. 
Die Verfahren der Genselektion können anhand der zugrundeliegenden Mo-
delle in sechs Untergruppen unterteilt werden: Filter, Wrapper, Hybrid, Embed-
ded, Ensemble und Integrated [Grasnick et al., 2019].  
Filter 
Filtermethoden selektieren Gene nur anhand der intrinsischen Eigenschaften der 
Daten [Saeys et al., 2007] mit Hilfe eines Suchverfahrens. Am häufigsten werden 





Rangfolgen der Gene erstellt und die ersten 𝑘, also die 𝑘 wichtigsten, ausgewählt 
[Saeys et al., 2007]. Dadurch sind Filter unabhängig vom Problem, für das die 
Genselektion durchgeführt wird [Jović et al., 2015]. Filtermethoden sind schnel-
ler und weniger rechenintensiv als Wrapper [Hira/Gillies, 2015]. Andererseits 
ist ihre Güte, die sie bei Klassifikationsproblemen erreichen, nicht so hoch wie 
die von Wrappern [Jović et al., 2015]. 
Wrapper 
Wrapper wenden zuerst ein Suchverfahren an, um verschiedene Teilmengen der 
Gesamtmenge zu generieren [Saeys et al., 2007]. Auf alle gefundenen Teilmen-
gen wird ein Lernalgorithmus angewendet, dessen Performance als Gütekrite-
rium verwendet [Mahajan/Singh, 2016] und anhand dessen die optimale 
Teilmenge von Genen ausgewählt wird. Wrapper-Genselektions-Methoden sind 
dementsprechend von der Aufgabe abhängig, für die die Genselektion durchge-
führt werden soll. Zum Beispiel bei Klassifikationsproblemen wertet der Wrap-
per Teilmengen der Gene basierend auf der Performance des Klassifikators aus, 
bei Clustering-Problemen anhand der Performance eines Cluster-Algorithmus 
[Jović et al., 2015]. Durch die Integration des Lernalgorithmus können Wrapper 
eine höhere Güte bei der Problemlösung erreichen als Filter, da auch Abhängig-
keiten zwischen Genen berücksichtigt werden können [Mahajan/Singh, 2016]. 
Wrapper können aber gerade wegen der Integration des Lernalgorithmus nicht 
ohne weiteres auf andere Modelle übertragen werden [Mahajan/Singh, 2016] 
und sind zudem durch das Testen aller generierten Teilmengen auch sehr re-
chenintensiv [Saeys et al., 2007].  
Hybrid 
Hybride Genselektionsmethoden sind Kombinationen von Wrapper- und Filter-
methoden, die versuchen die guten Eigenschaften beider Methoden auszunut-
zen [Jović et al., 2015]. Zuerst wird der Suchalgorithmus einer Filtermethode 
angewendet, um mögliche Teilmengen mit einer festgelegten Kardinalität zu fin-
den [Huan/Lei, 2005]. Anschließend wird mit dem Lernalgorithmus einer 
Wrappermethode aus den vorgeschlagenen Teilmengen die optimale Teilmenge 
ausgewählt [Huan/Lei, 2005]. Hybride Genselektionsmethoden erreichen 
dadurch für gewöhnlich eine hohe Güte bei der Problemlösung und sind trotz-
dem effizient in der Berechnung [Jović et al., 2015]. Hybride Verfahren sind we-
niger anfällig für Overfitting als Wrapper, aber ebenso abhängig vom 
behandelten Problem [Mahajan/Singh, 2016]. Dementsprechend sind sie auch 





nicht einfach auf andere Probleme anzupassen, beachten jedoch Abhängigkeiten 
zwischen Genen [Mahajan/Singh, 2016]. 
Embedded 
Bei der Embedded Genselektion wird die optimale Teilmenge von Genen bereits 
während der Ausführung des Lernalgorithmus ausgewählt [Jović et al., 2015], 
[Hira/Gillies, 2015]. Dadurch sind embedded Methoden, ebenso wie Wrapper, 
stark abhängig vom Lernalgorithmus und können nicht direkt auf andere Gense-
lektions-Probleme übertragen werden [Hira/Gillies, 2015]. Sie sind dabei aller-
dings weniger rechenintensiv als Wrapper [Saeys et al., 2007]. Genselektion ist 
bei diesen Methoden im Grunde nur ein Nebenprodukt der Lösung des Prob-
lems, für das die Genselektion genutzt wird [P. Yang et al., 2010]. 
Ensemble 
Anstatt eine einzelne Genselektionsmethode zu verwenden, nutzen Ensemble-
Methoden mehrere Genselektionsmethoden und resultieren in derjenigen Teil-
menge, die in den meisten Methoden die besten Ergebnisse erzielt [Saeys et al., 
2007]. Die Idee dahinter ist, dass es oft nicht nur eine einzige universell beste 
Genselektionsmethode gibt [Yang et al., 2005]. Ensemble-Methoden sind nach 
Konstruktion flexibel und robust [Saeys et al., 2007]. 
Integrated 
Integrative Genselektion verwendet Domänenwissen aus externen Wissensba-
sen, wie der GO oder KEGG Pathways [M. Kanehisa/Goto, 2000], zur Auswahl 
der Gene, was eine bessere biologische Interpretierbarkeit ermöglicht [Grasnick 
et al., 2019]. 
In dieser Arbeit wird ein Ansatz einer integrativen Genselektion auf Grundlage 
der GO verfolgt, weshalb einige vorangegangene Arbeiten auf diesem Gebiet im 
Folgenden ausführlicher vorgestellt werden. 
 
Eine Übersicht einer Auswahl von häufig verwendeten Filter-, Wrapper-, hybri-
den, embedded und ensemble Genselektions-Methoden, findet sich in Tabelle C. 
im Anhang. 
 





 Verwandte Verfahren zur Genselektion, die biologi-
sches Wissen integrieren  
Viele Verfahren nutzen die GO als Wissensbasis, so wird zum Beispiel in 
[Qi/Tang, 2007] ein Verfahren beschrieben, das die Gene Ontology Annotatio-
nen für die Genselektion zur Klassifikation von Microarray Daten ausnutzt. Je-
dem GO Term wird das Mittel der Expressionswerte derjenigen Gene 
zugewiesen, die zu diesem GO Term in der GO annotiert sind. Die GO Terme 
werden nach diesem Kriterium absteigend sortiert. Aus den zum ersten GO 
Term annotierten Genen wird dasjenige Gen ausgewählt, das den größten Ex-
pressionswert hat. Dieses Gen wird in die Menge der relevanten Gene aufge-
nommen und nicht mehr für die restliche Analyse verwendet. Mit den 
Expressionswerten der restlichen Gene werden die mittleren Expressionswerte 
der GO Terme neu berechnet und wiederum dasjenige Gen ausgewählt, das den 
größten Expressionswert hat und gleichzeitig an den GO Term mit dem aktuell 
höchsten mittleren Expressionswert annotiert ist. Daraus entsteht eine Rangfolge 
der Gene. Für jede Teilmenge der ersten 𝑘 Gene, mit 𝑘 = 1,… , 𝐴𝑛𝑧 𝑎𝑙𝑙𝑒𝑟 𝐺𝑒𝑛𝑒, 
wird die Güte der Klassifikation gemessen und dann die kleinste Teilmenge mit 
der besten Güte als endgültige Teilmenge ausgewählt.  
Ein anderer Ansatz, der sogar als Java Plattform „SoFoCles“ implementiert 
wurde, versucht ebenfalls ein Klassifikationsproblem mit Hilfe der GO zu lösen 
[Papachristoudis et al., 2010]. Damit soll eine gewöhnliche Genselektion um die 
biologisch relevantesten Gene erweitert werden, sofern diese sonst nicht ausge-
wählt worden wären [Papachristoudis et al., 2010]. Als gewöhnliche Genselek-
tion sind die Filtermethoden basierend auf dem Chi-Quadrat-Algorithmus, 
Information Gain, und ReliefF implementiert. Die gefundene Menge von Genen 
wird anschließend um semantisch ähnliche Gene ergänzt. Semantische Ähnlich-
keit wird dabei über verschiedene Gewichtungen des Informationsgehalts der 
einzelnen GO Terme und/oder die DAG Struktur der GO definiert. Die mit die-
ser Maßzahl als sehr ähnlich zu den selektierten Genen befundenen Gene, die 
zuvor nicht ausgewählt wurden, werden anschließend ergänzend in die rele-
vante Teilmenge aufgenommen. Wie viele Gene ausgewählt werden sollen, 
muss vom User vorgegeben werden. 





Mitra und Ghosh haben einen Ansatz zur Lösung eines Clusterproblems unter 
Einbeziehung der GO entwickelt [Mitra/Ghosh, 2012]. Die Gene aus einem 
Microarray-Experiment werden zunächst anhand ihrer Expressionswerte 
geclustert, anschließend wird für die Gene in jedem einzelnen Cluster die biolo-
gische Relevanz bestimmt und das relevanteste Gen als Repräsentant auswählt. 
Als Clusteralgorithmus wird CLARANS [Ng/Han, 2002] und in einem Folgepa-
per, [Ghosh et al., 2014], Fuzzy CLARANS [Ghosh/Mitra, 2013] verwendet. Die 
Autoren merken aber an, dass theoretisch ein beliebiger Clusteralgorithmus ver-
wendet werden könne. Die biologische Relevanz der Gene wird mit Hilfe einer 
ORA auf Basis der GO für jedes Cluster einzeln festgestellt. Cluster, zu denen 
mindestens ein signifikanter GO-Term gefunden wurde, werden als biologisch 
relevant angesehen. Die reduzierte Menge der Gene wird durch Auswahl eines 
Gens aus jedem Cluster gebildet. Es wird jeweils dasjenige Gen ausgewählt, des-
sen Expressionswert am ähnlichsten zum Mittelwert aller Expressionswerte der 
Gene in diesem Cluster ist. 
Wu et al. [Wu et al., 2009] schlagen einen Algorithmus zur Genselektion basie-
rend auf der KEGG Pathway Datenbank [M. Kanehisa/Goto, 2000] vor. Für Ex-
pressionsdaten aus einem Microarray Experiment werden die beteiligten Gene 
zunächst in Gruppen eingeteilt. Zusätzlich werden unwichtige Gene mithilfe ei-
ner Gewichtung entfernt, wodurch sich eine Genselektion ergibt. Die Gruppen 
bestimmen sich dabei durch die Zugehörigkeit der Gene zu je einem KEGG Path-
way. Für jede Gruppe wird ein gemeinsamer Expressionswert als Linearkombi-
nation der Expressionswerte aller in der Gruppe zusammengefassten Gene be-
rechnet. Die optimalen Gewichte der Linearkombination werden mit Hilfe von 
linearer Diskriminanzanalyse [Backhaus et al., 2016] geschätzt, die um eine wei-
tere Bedingung ergänzt wurde, sodass nur wenige der Gewichte ungleich Null 
geschätzt werden. Diese Bedingung beruht auf der Annahme, dass viele der 
Gene in einem KEGG Pathway keinen Effekt haben, also unwichtig sind. Durch 
die Gewichtung mit Null wird automatisch eine Genselektion durchgeführt, die 
die wichtigen Gene beibehält, so dass nur die Gene mit Gewichten ungleich Null 
als reduzierte Menge übrig bleiben. 
Ein weiteres Verfahren, das zur Klassifikation von Microarray Daten entwickelt 
wurde, wird in [Fang et al., 2014] beschrieben. Es integriert sowohl GO als auch 
KEGG Pathways. Es wird zunächst wie bei [Papachristoudis et al., 2010] eine 





Genselektion anhand der Expressionswerte mit Hilfe der Filtermethode berech-
net, die Information Gain verwendet. Gene, deren Information Gain gleich Null 
ist, werden für die weitere Analyse nicht berücksichtigt. Anschließend werden 
die Annotationen der übrigen Gene mit Hilfe der Wissensbasen bestimmt. Durch 
eine Assoziationsanalyse [Bankhofer/Vogel, 2008], in die sowohl Annotationen 
als auch Expressionswerte einfließen, werden verschiedene (nicht unbedingt 
disjunkte) Gruppen in den Genen gefunden und nach ihrer Interessantheit ge-
ordnet, wobei die Interessantheit der Gruppen als durchschnittlicher Informa-
tion Gain der beteiligten Gene gegeben ist. Aus jeder Gruppe wird jeweils das 
Gen, das den höchsten Information Gain hat, als Repräsentant gewählt. Dadurch 
entsteht ein Ranking der Gene. Für jede Teilmenge der ersten 𝑘  Gene,  𝑘 ∈
{1,… , 𝐴𝑛𝑧 𝑎𝑙𝑙𝑒𝑟 𝐺𝑒𝑛𝑒}, wird wiederum die Güte der Klassifikation gemessen und 
dann die kleinste Teilmenge mit der besten Güte als endgültige Teilmenge aus-
gewählt. 
Alle zuvor vorgestellten Arbeiten verwenden Expressionsdaten der Gene aus 
Laborexperimenten zur quantitativen Bewertung der Gene bei der Genselektion. 
Liegen aber für einen Gensatz keine Expressionsdaten vor, da dessen gemein-
same Thematik z.B. nur durch Literaturrecherche eines Experten belegt wird, 
können diese Verfahren nicht angewendet werden. Der in dieser Arbeit präsen-
tierte Ansatz verzichtet daher auf Expressionswerte. Der folgende, für diese Ar-
beit relevante Ansatz von Acharya et al. beschreibt ebenfalls ein Vorgehen, für 
das zur Auswahl der Gene keine Expressionsdaten erforderlich sind. Eine aus-
führlichere Diskussion der Methode findet sich in Kapitel 5.2.  
Zunächst wird in [Acharya et al., 2017] für eine Menge von Genen eine ORA 
durchgeführt, die signifikante GO Terme in der GO liefert. Zu jedem signifikan-
ten GO Term wird ein „struktureller Informationsgehalt“ berechnet, der sich aus 
der Position des GO Terms und der Anzahl seiner Nachfahren im DAG errech-
net, der aus der ORA resultiert. Es wird eine Matrix erstellt, die die Gene Onto-
logy Annotationen beschreibt. Ihre Einträge sind Null, sofern ein Gen in der 
jeweiligen Zeile nicht zu dem GO Term der jeweiligen Spalte annotiert ist. Ist das 
Gen zum GO Term annotiert, enthält die Matrix den strukturellen Informations-
gehalt des entsprechenden GO Terms. Die Gene aus dieser Matrix werden an-
schließend unter Verwendung des Partitioning around Medoids Algorithmus 





[Kaufman/Rousseeuw, 2009] in 𝑘𝑖, 𝑖 ∈ {1,… , √𝐴𝑛𝑧𝑎ℎ𝑙 𝐺𝑒𝑛𝑒} verschiedene Clus-
ter eingeteilt, sodass funktionell ähnliche Gene, die also zu den gleichen GO Ter-
men annotiert sind, in Clustern zusammengefasst werden. Mit Hilfe eines 
Silhouette-Plots [Rousseeuw, 1987] wird die optimale Anzahl an Clustern 𝑘∗ ∈
{𝑘1, … , 𝑘√𝐴𝑛𝑧𝑎ℎ𝑙 𝐺𝑒𝑛𝑒} bestimmt. Die reduzierte Menge der Gene wird schließlich 
durch Auswahl von Repräsentanten der einzelnen Cluster gebildet. Die Reprä-
sentanten sind diejenigen Gene, die von allen Genen des gleichen Clusters am 
wenigsten weit entfernt, also in der Mitte der Cluster liegen.  
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4 Funktionserhaltende, integrative Genselektion 
In diesem Kapitel wird ein eigener datenbionischer Ansatz, die funktionserhal-
tende, integrative Genselektion vorgestellt. Sie dient der Gewinnung einer klei-
nen, verständlichen Menge von relevanten Objekten aus einer für Menschen 
unüberschaubar großen Menge von Objekten. Dabei wird der datenbionischen 
Idee entsprochen, eine möglichst optimale Teilmenge zu finden, indem a priori 
Wissen in die Methode integriert wird. Es wird also im Prinzip ein Information 
Retrieval System erstellt, das das Wissen aus einer zugrundeliegenden Wissens-
basis ausnutzt. Das vorgeschlagene Verfahren wird anhand der gut gepflegten 
Gene Ontology Wissensbasis entwickelt, es ist aber durchaus denkbar, es auf an-
dere Wissensbasen, die in einer entsprechenden Form vorliegen, zu übertragen. 
Im Zusammenhang mit dem Anwendungsbeispiel der Gene Ontology Wissens-
basis eignet sich das Verfahren zur Genselektion. Die Bewertung der Gene ba-
siert nicht auf numerischen Messwerten aus Experimenten, daher ist das 
Verfahren auch für Datensätze verwendbar, die nur durch Fachexpertise oder 
Literaturrecherche gewonnen wurden.  
Es wird eine möglichst kleine Teilmenge der Gene gesucht, die die biologischen 
Prozesse der Menge aller Gene möglichst vollständig reproduziert. Dazu wird 
für jede gefundene Teilmenge eine ORA durchgeführt und der resultierende 
DAG mit dem DAG, der aus einer ORA mit allen Genen stammt, verglichen. Die 
Teilmengen werden dabei gezielt ausgesucht. Es wird mit Hilfe der GO Annota-
tionen ein Gen-Score für jedes Gen berechnet, der die Wichtigkeit jedes Gens be-
stimmt. Die ersten 𝑘  Gene bilden für jedes 𝑘  je eine Teilmenge. Welches 𝑘 
optimal ist, wird mit Hilfe einer Idee aus der ABC-Analyse [Ultsch/Lötsch, 2015] 
und Precision- und Recall-Kurve bestimmt. 
 
 Verwendete Datensätze 
Zur praktischen Anwendung und Überprüfung der Methode wurden verschie-
dene Datensätze herangezogen. Hauptsächlich wurde die Idee anhand einer 
Menge von Genen, die mit Schmerz assoziiert sind, entwickelt. Es konnte aber 
gezeigt werden, dass sich die Methode auch auf andere Gensätze übertragen 
lässt. 




Der Satz der Gene, die mit Schmerz zusammenhängen, im Folgenden Schmerz-
gene genannt, stammt größtenteils aus der Pain Genes Database 
(http://www.jbldesign.com/jmogil/enter.html [LaCroix-Fralish et al., 2007]). 
Diese Datenbank beinhaltet hauptsächlich Gene, die in mindestens drei unab-
hängigen Studien zur Modulation von Schmerz an transgenen Mäusen gefunden 
wurden [Lippmann et al., 2018]. Die Studien wurden dabei durch eine Suche in 
der Literaturdatenbank MEDLINE/PubMed 
(https://www.ncbi.nlm.nih.gov/pubmed/) nach „‘Pain Measurement’ AND 
‘Mice, Knockout’” und nach „(mutant OR knockout OR knock-out OR deficient 
OR transgenic) AND (mice OR mouse) AND (pain OR *nocicepti* OR hyperal-
gesi* OR allodyni*) NOT review” identifiziert [LaCroix-Fralish et al., 2007]. Zu-
sätzlich zu diesen Genen enthält der Datensatz Gene, die ursächlich mit 
hereditären Krankheiten, die mit extremen Schmerzen einhergehen, in Verbin-
dung gebracht werden (zusammengefasst z.B. in [Lötsch et al., 2017]), und Gene, 
die für Arzneimittelzielstrukturen [Müller-Esterl, 2017] von zugelassenen anal-
getischen Medikamenten oder neuen in klinischen Phasen der Entwicklung be-
findlichen Analgetika kodieren [Lötsch/Geisslinger, 2011]. Dies ergab eine Liste 
von insgesamt 𝑛𝐺 = 540 Schmerzgenen [Lippmann et al., 2018]. 
Die Validierung der hier vorgeschlagenen Methode wurde an drei weiteren Da-
tensätzen durchgeführt. Dies beinhaltete erstens eine Menge von 𝑛𝐺 = 2 954 Ge-
nen, die mit micro RNAs (miRNAs [Graw, 2015b]) interagieren [Ultsch/Lötsch, 
2014b], zweitens eine Menge von 𝑛𝐺 = 719 Genen, die ursächlich mit verschie-
denen Krebsarten in Verbindung gebracht werden [Futreal et al., 2004], im Fol-
genden „Krebsgene“ genannt, und drittens eine Menge von 𝑛𝐺 = 387 Genen, die 
mit substanzgebundener Abhängigkeit assoziiert wurden [Lötsch/Ultsch, 2016], 




Um die Wichtigkeit der Gene in der untersuchten Menge numerisch bewerten 
und entsprechend eine Rangfolge erstellen zu können, wird für jedes Gen ein 
Gen-Score berechnet. Dieser setzt sich aus verschiedenen Maßzahlen zusammen. 
Der Idee von [Ultsch/Lötsch, 2014a] folgend werden deshalb während der ORA 
neben den p-Werten der signifikanten GO Terme weitere Maßzahlen berechnet 




[Lippmann et al., 2018], die die Relevanz der GO Terme bewerten 
[Ultsch/Lötsch, 2014a]. Die für diese Arbeit interessierenden Maßzahlen sind 
Certainty, Information Value und Remarkableness [Ultsch/Lötsch, 2014a]. 
Die Maßzahl Certainty drückt aus, wie sicher es ist anzunehmen, dass ein GO 
Term 𝑇𝑖 die gegebene Menge der Gene beschreibt [Ultsch/Lötsch, 2014a]. Sie ist 
definiert als  
Cert(𝑇𝑖) = 𝑝(es ex. ein Term mit kleinerem p-Wert)
=
|{𝑇𝑘 ∶ p-Wert(𝑇𝑘) < p-Wert(𝑇𝑖)}|
𝑛𝑇
, 
wobei 𝑛𝑇  die Anzahl signifikanter GO Terme ist und Cert(𝑇𝑖) ∈ [0; 1] , 𝑖 ∈
{1,… , 𝑛𝑇} [Ultsch/Lötsch, 2014a].  
Der Information Value eines GO Terms 𝑇𝑖 bestimmt, wie informativ dieser GO 
Term ist [Ultsch/Lötsch, 2014a]. Er wird mithilfe der einzelnen Summanden der 
Shannon-Entropie (siehe Definition 2.4.5) definiert [Ultsch/Lötsch, 2014a]. 
Wählt man die Konstanten 𝑐  und 𝑎 in (Definition 2.4.4) gleich der eulerschen 
Zahl 𝑒 ergibt sich der Information Value als 
Info(𝑇𝑖) = −𝑒 ∙ 𝑝𝑖 ∙ ln(𝑝𝑖) , 𝑖 ∈ {1, … , 𝑛𝑇} 
mit 𝑝𝑖 = 𝑛𝐺(𝑇𝑖) 𝑛𝐺⁄ , wobei 𝑛𝐺(𝑇𝑖)  die Anzahl der Gene aus der gegebenen 
Menge, die zum GO Term 𝑇𝑖 annotiert sind, und 𝑛𝐺  die Anzahl der Elemente der 
gegebenen Menge der Gene ist [Ultsch/Lötsch, 2014a]. Mit Hilfe der eulerschen 
Zahl 𝑒 und des natürlichen Logarithmus wird der Information Value eines GO 
Terms auf das Intervall [0; 1] normiert [Ultsch/Lötsch, 2014a]. 
Die Maßzahl Remarkableness fasst Certainty und Information Value in einer 
Maßzahl, die die Wichtigkeit jedes GO Terms beschreibt, zusammen. Sie berech-
net sich als Produkt von Certainty und Information Value [Ultsch/Lötsch, 2014a] 
in Prozent. Für einen GO Term 𝑇𝑖 gilt somit 
Rem(𝑇𝑖) = Cert(𝑇𝑖) ⋅ Info(𝑇𝑖) ⋅ 100 
[Ultsch/Lötsch, 2014a]. 
Der Gen-Score eines Gens 𝐺𝑖 berechnet sich als Summe der Remarkableness je-
des GO Terms, zu dem das Gen annotiert ist. Sei 𝐺 = {𝐺1, … , 𝐺𝑛𝐺} eine Menge 




von Genen und 𝑇 = {𝑇1, … , 𝑇𝑛𝑇} die Menge von signifikanten GO Termen, die 
aus einer ORA von 𝐺  resultieren, mit Remarkableness-Werten 𝑅 =
{Rem(𝑇1), … , Rem(𝑇𝑛𝑇)}. Sei weiterhin 𝑀 ∈ ℝ
𝑛𝐺 × ℝ𝑛𝑇  die Matrix, die die Anno-
tationen der Gene 𝐺1, … , 𝐺𝑛 zu den GO Termen 𝑇1, … , 𝑇𝑛𝑇 repräsentiert. Das heißt 
es gilt 𝑀[𝑖, 𝑗] = 1, 𝑖 ∈ {1, … , 𝑛𝐺}, 𝑗 ∈ {1,… , 𝑛𝑇}, falls Gen 𝐺𝑖 zu GO Term 𝑇𝑗 anno-
tiert ist, sonst ist 𝑀[𝑖, 𝑗] = 0. Dann ist der Gen-Score definiert als 𝑆 ∶= 𝑀 ⋅ 𝑅, d.h. 
Gen 𝐺𝑖 hat den Score 
 




Der Gen-Score erlaubt also eine Gewichtung der Gene abhängig von der Wich-
tigkeit der Genfunktionen, an denen die Gene beteiligt sind. 
 
Auswahl der optimalen Teilmenge 
Anhand des Gen-Scores werden die Gene einer Menge 𝐺 = {𝐺1, … , 𝐺𝑛𝐺} in ab-
steigender Reihenfolge sortiert. Teilmengen, die auf ihre Optimalität hin über-
prüft werden sollen, werden aus den ersten 𝑘, 𝑘 ∈ {1,… , 𝑛𝐺} Genen gebildet, so 
dass sich eine Folge von ineinander liegenden Teilmengen ergibt. Für jede der 
𝑛𝐺  Teilmengen wird mit Hilfe der ORA die zugehörige Menge signifikanter GO 
Terme berechnet und Precision und Recall bezüglich der signifikanten biologi-
schen Prozesse bestimmt, die aus der ORA mit der gesamten Menge der Gene 
resultieren. Zudem wird auch das 𝐹1-Maß berechnet, das eine Kombination von 
Precision und Recall darstellt. Wird die Anzahl 𝑘 der pro Teilmenge verwende-
ten Gene gegen 𝐹1-Maß, Precision und Recall aufgetragen, wird die Qualität der 
Reproduktion der GO Terme des ursprünglichen DAGs in Abhängigkeit zur An-
zahl der dazu verwendeten Gene dargestellt (siehe Abbildung 4.1). Es ergeben 
sich empirische Kurven für 𝐹1-Maß, Precision und Recall.  
Die optimale Teilmenge der Gene wird als Minimum von zwei verschiedenen 
Verfahren bestimmt. Einerseits wird der Schnittpunkt von Precision- und Recall-
Kurve bestimmt, andererseits ein optimaler Punkt auf der 𝐹1-Kurve. 
Der Schnittpunkt der beiden Kurven (siehe Abbildung 4.1) liefert den optimalen 
Wert 𝑘′. Die Teilmenge der Größe 𝑘′ erhält so viel wie möglich des funktionell  




Abbildung 4.1: Empirische Precision-, Recall- und 𝑭𝟏-Maß-Kurven der signi-
fikanten GO-Terme für den Datensatz der Schmerzgene. Die Kurven zeigen 
Precision, Recall und 𝑭𝟏-Maß für die signifikanten GO Terme, die aus ORAs 
der Teilmengen mit 𝒌 ∈ {𝟏,… , 𝒏𝑮} der bestbewerteten Schmerzgene resultie-
ren, bezüglich der GO-Terme, die aus der ORA mit der Gesamtmenge der 
Schmerzgene resultierten. 
 
genomischen Bildes der gesamten Menge der Gene, während sie den kleinsten 
Trade-off zwischen für den DAG der Teilmenge relevanten GO Termen und der 
Reproduktion von GO Termen des ursprünglichen DAGs hat. Der Schnittpunkt 
ist auch gerade derjenige Punkt, in dem der DAG der Teilmenge die gleiche An-
zahl GO Terme beinhaltet wie der DAG aller Gene. Dies folgt unmittelbar aus 
den Definitionen von Precision und Recall. Bezogen auf die Anzahl der GO 
Terme aus der ORA mit der gesamten Menge der Gene 𝑛𝑇 beziehungsweise der 
Teilmenge 𝑛𝑇′, kann man die Formeln (2.1) und (2.2) aus Definition 2.4.2 um-

















, wobei 𝑛𝑇′∩𝑇 die Anzahl der GO Terme ist, die in beiden DAGs 
enthalten sind, 𝑛𝑇′\𝑇 die Anzahl der GO Terme, die ausschließlich im DAG der 
Teilmenge, und 𝑛𝑇\𝑇′ die Anzahl der GO Terme, die ausschließlich im DAG der 




gesamten Menge vorkommen. Aus den beiden Formeln ergibt sich, dass Preci-
sion gleich Recall ist, falls 𝑛𝑇′ = 𝑛𝑇 gilt, d.h. die beiden DAGs die gleiche Größe 
haben.  
In [Lippmann et al., 2019] wurde der Schnittpunkt der Precision- und Recall-
Kurve als optimaler, leicht zu berechnender Punkt gewählt, durch den die Größe 
der Teilmenge 𝑘′ festgelegt wurde. Dieses Verfahren wurde mit Hilfe der Idee 
der berechneten ABC-Analyse [Ultsch/Lötsch, 2015] erweitert, um die Methode  
Abbildung 4.2: Empirische 𝑭𝟏-Maß-Kurve der signifikanten GO-Terme für 
den Datensatz der Schmerzgene (Ordinate) und Anteil der verwendeten 
𝒌
𝒏𝑮
, 𝒌 ∈ {𝟏,… , 𝒏𝑮} bestbewerteten Gene (Abszisse). In grau markiert: kürzester 
euklidischer Abstand der 𝑭𝟏-Maß-Kurve zum Punkt (𝟎, 𝟏). 
 
weiter zu verbessern. Gemäß der berechneten ABC-Analyse [Ultsch/Lötsch, 
2015] wird der Punkt (𝑘 = 0, 𝐹1 = 1) als ökonomisches Optimum angesehen, da 
in diesem Punkt minimal wenige Gene verwendet werden, um die maximale 
Güte der Reproduktion der GO Terme des ursprünglichen DAGs gemessen an 
𝐹1 zu erhalten. Daher kann der optimale Punkt auf der 𝐹1-Kurve (𝑘′′, 𝐹1(𝑘′′)) 




analog zur Idee der berechneten ABC-Analyse [Ultsch/Lötsch, 2015] als derje-
nige Punkt, der den geringsten euklidischen Abstand zu (𝑘 = 0, 𝐹1 = 1) hat, be-
stimmt werden. In diesem Punkt wird mit minimalem Aufwand, also mit 
möglichst wenig Genen 𝑘′′, ein maximaler Ertrag, also ein möglichst hoher Wert 
für 𝐹1, erzielt. Dazu wird jeweils die Anzahl der Gene in der Teilmenge 𝑘 mit der 
Anzahl der Gene in der Gesamtmenge 𝑛𝐺  normiert und der Abstand des Punk-
tes dieses Anteils und dem zugehörigen 𝐹1-Maß zum Punkt (0,1) bestimmt. Die 
optimale Anzahl an Genen 𝑘′′ analog zur berechneten ABC-Analyse wird ent-
sprechend definiert als 𝑘′′ ≔ min(𝑘) : 𝑑𝑖𝑠𝑡 (( 𝑘
𝑛𝐺








+ (1 − 𝐹1(𝑘))
2, 𝑘 ∈ {1, … , 𝑛𝐺} (siehe Abbildung 4.2). 
Um möglichst wenig Gene aus der gesamten Menge der Gene zu verwenden 
und der Idee der „Kunst des Übersehens, die zu einem neuen Sehen des sonst 
Unsichtbaren führt“[Schwemmer, 2008/2009, p. 14] zu folgen, wird die Größe 
der optimalen Teilmenge als Minimum beider Verfahren, 𝑘∗ = min(𝑘′, 𝑘′′), be-
stimmt. 
 
Robustheit der Methode 
Um zu testen, ob die funktionelle, integrative Genselektion robust gegen kleine 
Veränderungen der Daten ist, wurde ein Cross-Validierungs-Experiment durch-
geführt. Dazu wurden von den 𝑛𝐺 = 540 Schmerzgenen je 10 Stichproben von 
90%, 80%, 70% und 60% der Gene gezogen, was zu Teilmengen der Schmerzgene 
von 482, 429, 375 und 322 Genen führte. In diesen Teilmengen wurden wie zuvor 
die wichtigsten Gene gesucht und die Ergebnisse mit denen der gesamten 
Menge der Schmerzgene verglichen. 
 
 Resultate 
Die ORA der Menge der 𝑛𝐺 = 540 Schmerzgene resultierte in einem DAG von 
𝑛𝑇 = 761 signifikanten GO Termen im DAG der biologischen Prozesse der GO. 
Für die ORA wurden eine p-Wert-Schranke von 1% und nur manuell kuratierte 
Annotationen verwendet. Die Anzahl, die minimal an einen signifikanten GO 




Term annotiert sein sollte, wurde auf 2 gesetzt und zur Korrektur für multiples 
Testen wurde die Bonferroni-Korrektur verwendet. Da für 4 der 540 Gene keine 
manuell kuratierten Annotationen bekannt waren, wurde die Analyse mit nur 
536 Genen durchgeführt. Der komplexe, vollständige DAG der 𝑛𝑇 = 761 GO 
Terme ist online in [Lippmann et al., 2019] veröffentlicht. Ein beispielhafter Aus-
schnitt des gesamten DAGs wird in Abbildung B.1 im Anhang gezeigt. 
Für jedes der 𝑛𝐺 = 540 Schmerzgene wurde der Gen-Score nach Formel (4.1) aus 
den Ergebnissen der ORA berechnet. Anschließend wurden Teilmengen aus den 
ersten 𝑘 ∈ {1,… , 540} Genen mit den höchsten Gen-Scores gebildet und für jede 
Teilmenge eine ORA mit den gleichen Parametern wie zuvor durchgeführt.  
Die resultierenden Mengen der GO Terme wurden mit Precision und Recall mit 
den GO Termen aus dem DAG, der aus der ORA aller Schmerzgene resultierte, 
verglichen (siehe Abbildung 4.1) und der Schnittpunkt1 der beiden sich ergeben-
den Kurven berechnet. Zudem wurde auch das 𝐹1-Maß für jede der 𝑘 Teilmen-
gen berechnet und der Abstand der 𝐹1-Kurve zum Punkt (0, 1) bestimmt. Der 
Schnittpunkt von Precision- und Recall-Kurve lag bei 𝑘′ = 29 Genen. Der ge-
ringste Abstand zur 𝐹1-Kurve lag bei 𝑘′′ = 52 Genen. Es wurde eine Teilmenge 
von 𝑘∗ = min(𝑘′, 𝑘′′) = 29 Schmerzgenen als optimale Teilmenge gefunden, mit 
der der DAG aller Schmerzgene am besten reproduziert werden konnte (siehe 
Tabelle C. im Anhang). Die Werte von 𝐹1-Maß, Precision und Recall in den durch 
die beiden Verfahren als optimal bestimmten Punkten 𝑘′ und 𝑘′′ können Tabel-
len 4.1 entnommen werden.  
Eine ORA der 𝑘∗ = 29 besten Gene lieferte (mit den gleichen Parametern wie zu-
vor) 𝑛𝑇 = 767 signifikante GO Terme. Precision und Recall im Vergleich zum 
DAG aller Schmerzgene lagen bei 70.14% bzw. 70.70%. Es konnte also mit nur 
5.41% der Schmerzgene mehr als zwei Drittel des funktionell genomischen Bil-
des des Schmerzes reproduziert werden. 
Validierung: Zufallsexperiment 
Um festzustellen, ob die Ergebnisse tatsächlich durch die Auswahl der 𝑘∗ = 29 
Genen mit hohem Gen-Score erklärt werden können oder ob jede gleich große 
                                                 
 Es wurde der betragsmäßig kleinste Abstand zwischen den Werten von Precision und Recall für jedes 𝑘 
berechnet und nicht der tatsächliche theoretische Schnittpunkt der beiden Kurven, da nur ein ganzzahli-
ger Wert für die Anzahl von Genen in der optimalen Teilmenge sinnvoll ist. 




Teilmenge von beliebigen Schmerzgenen einen DAG liefert, der den ursprüngli-
chen DAG aller Gene genauso gut reproduziert, wurden 1 000 Teilmengen aus 
𝑘∗ = 29 zufällig gewählten Schmerzgenen gebildet und wie zuvor analysiert. In 
den 1 000 Versuchen wurden eine durchschnittliche Precision von 93.03% und 
ein durchschnittlicher Recall von 1.77% (maximaler Recall in den 1 000 Versu-
chen: 13.40%) beobachtet. Der Wert von Precision nahe 100% ergibt sich daher, 
dass es nur wenige GO Terme gab, zu denen signifikant mehr oder signifikant 
weniger der 𝑘∗ = 29 Gene annotiert waren, als rein zufällig zu erwarten wäre.  
Abbildung 4.3: Verteilung der Anzahl von signifikanten GO-Termen, die aus 
𝟏 𝟎𝟎𝟎  ORAs mit zufällig gezogenen Teilmengen von 𝒌∗ = 𝟐𝟗  der 𝟓𝟒𝟎 
Schmerzgene resultieren; Maximum bei nur etwa 𝟓 GO-Termen in der Onto-
logie der biologischen Prozesse der GO. 
 
 
Das bedeutet, dass die Anzahl der falsch positiven GO Terme nahezu Null und 
somit Nenner und Zähler in Formel (2.1) in Definition 2.4.2 nahezu identisch wa-
ren. Recall hingegen war wegen der wenigen signifikanten GO Terme sehr nied-
rig, da viele GO Terme aus dem ursprünglichen DAG nicht mit der zufälligen 
Teilmenge von Genen reproduziert werden konnten. Die Verteilung der Anzahl 
der GO Terme aus den 1 000 wiederholten ORAs für die zufälligen Teilmengen 




von 𝑘∗ = 29 der Schmerzgene zeigt ein Maximum bei nur 5 GO Termen (siehe 
Abbildung 4.3), wobei keine der ORAs auf 𝑛𝑇 > 760 GO Terme kam, die mit den 
𝑘∗ = 29 bestbewerteten Schmerzgenen erzielt wurden. 
 
Ergebnisse der Robustheits-Analyse 
Von den 𝑛𝐺 = 540 Schmerzgenen wurden je 10 Stichproben von 90%, 80%, 70% 
und 60% der Gene gezogen, was zu Teilmengen der Schmerzgene von 482, 429, 
375 und 322 Genen führte. In diesen Teilmengen wurden wie zuvor die wich-
tigsten Gene gesucht und die Ergebnisse mit denen der gesamten Menge der 
Schmerzgene verglichen. Es wurden in den 10 Versuchen durchschnittlich je 
27.0, 24.5, 20.1 und 19.5 Gene in den Teilmengen als wichtigste Gene identifiziert. 
Die zuvor gefundenen 29 wichtigsten Schmerzgene konnten mit durchschnitt-
lich 95.53%, 97.00%, 91.78% und 88.27% Precision und durchschnittlich 93.80%, 
88.67%, 90.03% und 77.94% Recall wiedergefunden werden. 
 
Validierung: Weitere Datensätze 
In der Menge der 𝑛𝐺 = 2 954 Gene, die mit miRNAs interagieren (siehe Kapitel 
4.1), wurden für 2 787 Gene Annotationen zu GO Termen gefunden, mit denen 
die nachfolgende Analyse erfolgte. Eine ORA, die mit den gleichen Parametern 
durchgeführt wurde wie für die Schmerzgene, lieferte 𝑛𝑇 = 840 signifikante GO 
Terme in der Ontologie der biologischen Prozesse. Die Menge der Gene, die mit 
miRNAs interagieren, konnte auf eine Teilmenge von nur 𝑘∗ = 28 Gene redu-
ziert werden. Die ORA der 𝑘∗ = 28 bestbewerteten Gene lieferte einen DAG von 
𝑛𝑇 = 838 biologischen Prozessen, wobei Werte von 70.53% und 70.36% für Pre-
cision bzw. Recall erreicht wurden (siehe Abbildung B.2). Für eine Teilmenge 
von 𝑘 = 28 zufällig ausgewählten, mit miRNAs interagierenden Genen hinge-
gen wurde in 1 000 Versuchen eine durchschnittliche Precision von 62.89% und 
ein durchschnittlicher Recall von 0.34% (maximaler Recall in 1 000 Versuchen: 
4.17%) beobachtet. Die Verteilung der Anzahl der GO Terme aus den 1 000 O-
RAs mit 𝑘 = 28 Genen hatte ein Maximum bei nur einem GO Term (siehe Abbil-
dung B.3). In diesem Experiment wurden aber überhaupt nur in 204 der 1 000 
Versuche signifikante GO Terme durch die ORA gefunden, während 796 Versu-
che beendet wurden, ohne einen signifikanten biologischen Prozess unter den 
gegebenen Parametern zu finden. 




In der Menge der 𝑛𝐺 = 719 Krebsgene (vgl Kapitel 4.1), wurden für 692 Gene 
Annotationen zu GO Termen gefunden, mit denen die nachfolgende Analyse er-
folgte. Eine ORA, die mit den gleichen Parametern durchgeführt wurde wie für 
die Schmerzgene, lieferte 𝑛𝑇 = 687 signifikante GO Terme in der Ontologie der 
biologischen Prozesse. Die Menge der Krebsgene konnte auf eine Teilmenge von 
𝑘∗ = 39 Gene reduziert werden. Die ORA der 𝑘∗ = 39 bestbewerteten Gene lie-
ferte einen DAG von 𝑛𝑇 = 594 biologischen Prozessen, wobei Werte von 82.32% 
und 70.97% für Precision bzw. Recall erreicht wurden (siehe Abbildung B.4). 
Für eine Teilmenge von 𝑘 = 39  zufällig ausgewählten Krebsgenen hingegen 
wurde in 1 000 Versuchen eine durchschnittliche Precision von 97.32% und ein 
durchschnittlicher Recall von 4.98%  (maximaler Recall in 1 000  Versuchen: 
20.32%) beobachtet. Die Verteilung der Anzahl der GO Terme aus den 1 000 O-
RAs mit 𝑘 = 39 Genen hatte ein Maximum bei 3 GO Termen (siehe Abbildung 
B.5). In diesem Experiment wurden in 983 der 1 000 Versuche signifikante GO 
Terme durch die ORA gefunden, während 17  Versuche beendet wurden, ohne 
einen signifikanten biologischen Prozess unter den gegebenen Parametern zu 
finden. 
In der Menge der 𝑛𝐺 = 387 Suchtgene (vgl. Kapitel 4.1), wurden für 381 Gene 
Annotationen zu GO Termen gefunden, mit denen die nachfolgende Analyse er-
folgte. Eine ORA, die mit den gleichen Parametern durchgeführt wurde wie für 
die Schmerzgene, lieferte 𝑛𝑇 = 454 signifikante GO Terme in der Ontologie der 
biologischen Prozesse. Die Menge der Suchtgene konnte auf eine Teilmenge von 
nur 𝑘∗ = 14 Gene reduziert werden. Die ORA der 𝑘∗ = 14 bestbewerteten Gene 
lieferte einen DAG von 𝑛𝑇 = 383  biologischen Prozessen, wobei Werte von 
79.37% und 66.96% für Precision bzw. Recall erreicht wurden (siehe Abbildung 
B.6). Für eine Teilmenge von 𝑘 = 14 zufällig ausgewählten Suchtgenen hinge-
gen wurde in 1 000 Versuchen eine durchschnittliche Precision von 58.77% und 
ein durchschnittlicher Recall von 0.59% (maximaler Recall in 1 000 Versuchen: 
7.27%) beobachtet. Die Verteilung der Anzahl der GO Terme aus den 1 000 O-
RAs mit 𝑘 = 14 Genen hatte ein Maximum bei nur einem GO Term (siehe Abbil-
dung B.7). In diesem Experiment wurden aber überhaupt nur in 479 der 1 000 
Versuche signifikante GO Terme durch die ORA gefunden, während 521 Versu-
che beendet wurden, ohne einen signifikanten biologischen Prozess unter den 
gegebenen Parametern zu finden. 




Tabellen 4.1: Übersicht von Precision, Recall und 𝑭𝟏-Maß für die optimale 
Größe der Teilmenge je Verfahren. Fett markiert: Ausgewähltes Optimum 
𝒌∗ = 𝒎𝒊𝒏(𝒌′, 𝒌′′)  pro Datensatz bei der funktionserhaltenden, integrativen 
Genselektion.  
Verfahren: Schnittpunkt Precision- und Recall-Kurve 
Maß: 
Datensatz: Anz Gene 𝑘′ Precision Recall 𝐹1-Maß 
Schmerz 29 70.1434 69.6035 69.8724 
Sucht 19 68.9956 75.6168 72.1546 
Krebs 63 75.6168 70.3571 72.8922 
miRNA 28 70.5251 70.6965 70.6107 
 
Verfahren: Abstand der 𝐹1-Kurve zu (0,1) 
Maß: 
Datensatz: Anz Gene 𝑘′′ Precision Recall 𝐹1-Maß 
Schmerz 52 68.2203 84.6255 75.5425 
Sucht 14 79.3734 66.9604 72.6404 
Krebs 39 82.3232 70.9724 76.2276 




In diesem Kapitel wird die im vorhergehenden Kapitel vorgestellte Methode der 
funktionserhaltenden, integrativen Genselektion kritisch diskutiert. Sie wird mit 
einem ähnlichen Verfahren von [Acharya et al., 2017] verglichen, wobei Vor- und 
Nachteile aufgezeigt werden. Zudem werden die erzielten Ergebnisse erörtert 
und validiert. 
 
 Diskussion der Methode 
In der vorliegenden Arbeit wurde eine Methode entwickelt, um eine Menge von 
Objekten auf eine optimale Teilmenge von relevanten Objekten zu reduzieren. 
Dabei soll die Menge aller Objekte den Begriffen einer Ontologie zugeordnet 
werden können, die in Form eines DAGs Wissen über die Objekte repräsentiert. 
Weiterhin wird angenommen, dass die Menge aller Objekte unüberschaubar 
groß und damit für einen Betrachter unverständlich ist. Die gesuchte Teilmenge 
sollte daher möglichst klein sein, so dass anhand der wenigen, herausgefilterten 
Objekte die Menge aller Objekte verstanden und beschrieben werden kann. 
Gleichzeitig sollte durch die Objekte in der Teilmenge auch so viel wie möglich 
des DAGs, also des Wissens über die gesamte Menge, reproduziert werden kön-
nen.  
Für das Anwendungsbeispiel von Sätzen von Genen, deren Funktionen in der 
Gene Ontology Wissensbasis beschrieben werden, filtert die funktionserhal-
tende, integrative Genselektion aus einer großen Menge von Genen die kleinst-
mögliche Menge von relevanten Genen heraus, so dass die biologischen Prozesse 
und Funktionen, die die Gene der gesamten Menge ansprechen, möglichst gut 
erhalten bleiben.  
Dieser Idee könnte man den unweigerlichen Informationsverlust, den eine Se-
lektion mit sich bringt, entgegenstellen. Allerdings ist die „Kunst des Überse-
hens, die zu einem neuen Sehen des sonst Unsichtbaren führt“ [Schwemmer, 
2008/2009, p. 14] eine wichtige Methode des wissenschaftlichen Fortschritts 
[Ultsch, 2019]. So können durch die Auswahl der wichtigsten Elemente einer 





Rechenzeit und –kosten verringert, Vorhersagemodelle aufgrund der bereinig-
ten Daten verbessert und gleichzeitig ein besseres Verständnis der Daten ermög-
licht werden [Guyon et al., 2003].  
Da die Methode unabhängig von der Quelle der Gensätze konzipiert wurde, 
wurde im Vergleich zu existierenden Methoden, die anhand von experimentel-
len Messwerten optimale Teilmengen von Genen selektieren, ein neues Bewer-
tungskriterium benötigt. Daher wurde ein integrativer Ansatz verfolgt, der die 
Struktur einer Ontologie als Wissensbasis ausnutzt und anhand derer eine Be-
wertung der Gene vorgenommen werden kann. 
Dass die Methode nicht auf experimentelle Messwerte angewiesen ist, sollte kei-
nesfalls als Nachteil angesehen werden. Die Methode schließt die Analyse expe-
rimentell gefundener Gensätze nicht aus, sondern kann zusätzlich auch Mengen 
von Genen, die nur durch Literaturrecherche oder Fachexpertise zusammenge-
stellt wurden, auf ihre wichtigsten Elemente hin untersuchen. Dadurch kann auf 
Experimente verzichtet werden, wodurch unter anderem Kosten und Zeit ge-
spart werden können. Allerdings ist zu bemerken, dass die Methode kritisch von 
der Qualität der zugrundeliegenden Wissensbasis abhängt. Jede Auswertung 
kann nur so gut sein wie die Datengrundlage. Gleiches gilt aber ebenso für Me-
thoden, die experimentelle Messwerte zur Selektion heranziehen. Bei der Erhe-
bung experimenteller, insbesondere klinischer Daten ist stets mit 
Messungenauigkeiten zu rechnen [Stommel/Wills, 2004]. So wurde z.B. festge-
stellt, dass die Ergebnisse von Microarray-Experimenten kritisch von vielen ver-
schiedenen Faktoren wie z.B. der Raumtemperatur abhängen [Jaksik et al., 2015]. 
Daher könnte ein (systematischer) Fehler in den experimentellen Daten sich 
leicht in den Ergebnissen fortsetzen, wogegen die hier vorgestellte Methode we-
gen der von den Messwerten unabhängigen Bewertung resistent ist.  
Es spricht theoretisch nichts dagegen die Methode auch auf andere Wissensba-
sen zu übertragen, da die verwendeten Maße dem Konzept der Wissensreprä-
sentation und –verarbeitung in der künstlichen Intelligenz entsprechend nicht 
inhaltlich an das Wissen der Gene Ontology Wissensbasis gebunden sind. Sie 
wurden allgemeingültig anhand der Struktur Gene Ontology gewählt, so dass 
die Wissensrepräsentation austauschbar ist, sofern nur die Struktur überein-
stimmt. Findet sich also eine bessere Wissensbasis, kann dies direkt durch die 





Für die Anwendung der funktionserhaltenden, integrativen Genselektion auf 
Mengen von Genen wurde als Wissensbasis die Gene Ontology Wissensbasis 
ausgewählt. Dadurch konnte die Methode an verschiedenen Datensätzen von 
Genen getestet werden. Ein Problem der Gene Ontology Wissensbasis ist, dass 
sie nie vollständig sein kann, da durch Forschung immer wieder neue Erkennt-
nisse gewonnen werden, andererseits wird sie dadurch ständig aktualisiert und 
repräsentiert den neusten Stand der Forschung [Gaudet/Dessimoz, 2017]. Ein 
weiterer Nachteil der Gene Ontology, der sich direkt aus der Unvollständigkeit 
ergibt, ist die unterschiedlich intensive Forschung. Genfunktionen, die leicht zu 
untersuchen sind oder die potentiell interessanter erscheinen als andere, werden 
entsprechend stärker erforscht, so dass auch mehr Annotationen gefunden wer-
den [Gaudet/Dessimoz, 2017]. Dadurch verzerrt sich die Verteilung der Anno-
tationen, die zum Beispiel in der ORA verwendet wird [Gaudet/Dessimoz, 
2017]. Es kann also sein, dass zukünftige Analysen mit einer aktualisierten Wis-
sensbasis andere Ergebnisse liefern [Gaudet/Dessimoz, 2017]. Allerdings ist da-
von auszugehen, dass eine Wissensbasis im Laufe der Zeit durch jeden 
Erkenntnisgewinn die Realität besser modelliert und daher auch die Ergebnisse 
von Analysen wie der funktionserhaltenden, integrativen Genselektion verbes-
sert werden. Eine andere Schwierigkeit, die sich aus der Verwendung der Gene 
Ontology Wissensbasis ergibt ist, dass die GO Terme nicht in allen Bereichen der 
Struktur der GO gleichermaßen detailliert sind, auch wenn sie gleich viele Vor-
fahren haben [Gaudet/Dessimoz, 2017]. Dagegen hilft es informationsbasierte 
Maße einzusetzen, anstatt die Längen der Pfade zwischen den GO-Termen als 
Maß zu betrachten [Gaudet/Dessimoz, 2017], was in der vorliegenden Arbeit 
getan wurde. Ebenso zu beachten sind die unterschiedlichen Evidenzen, mit de-
nen die Annotationen zu den GO Termen erstellt werden [Gaudet/Dessimoz, 
2017]. Diese sind unterschiedlich zuverlässig [Gaudet/Dessimoz, 2017]. In der 
vorliegenden Arbeit wurde dies berücksichtigt, indem nur manuell kuratierte 
Annotationen verwendet wurden, die den höchsten Grad an Zuverlässigkeit ha-
ben [Gaudet/Dessimoz, 2017].Werden all diese Schwierigkeiten beachtet, ist die 
Gene Ontology Wissensbasis eine formidable Quelle von biologischem Wissen 
[Gaudet/Dessimoz, 2017] und nicht umsonst die zurzeit erfolgreichste biologi-
sche Ontologie [Hastings, 2017]. 
Die Gewichtung der GO Terme nach ihrer Wichtigkeit wird mit Hilfe des Re-
markableness-Wertes bestimmt. Dies lag nahe, da Remarkableness zur Functio-





als geeignetes Maß für die Wichtigkeit von GO-Termen herausgestellt hatte 
[Ultsch/Lötsch, 2014a]. Remarkableness ist definiert als Produkt aus Certainty 
und Information Value (siehe Kapitel 4.2). Certainty drückt die Sicherheit aus, 
mit der ein GO Term die Menge der analysierten Gene beschreibt. GO Terme, 
die der hypergeometrische Test mit sehr kleinem p-Wert bewertet, werden als 
besonders sicher angesehen, GO Terme mit größerem p-Wert als unsicherer. 
Dies ergibt sich daraus, dass die p-Werte der GO Terme, die aus einer ORA re-
sultieren, direkt auch die Effektstärke der ORA beschreiben [Thrun, 2018]. Der 
Information Value bestimmt, wie informativ dieser GO Term im Sinne der 
Shannon-Entropie ist. Beide Werte nutzen die Struktur der Ontologie aus, sind 
dabei aber trotzdem unabhängig von den Pfadlängen zwischen den GO-Termen 
wie in [Gaudet/Dessimoz, 2017] empfohlen.  
Nachdem die Gene mit Hilfe des Gen-Scores bewertet und in eine ihrer Wichtig-
keit entsprechenden Reihenfolge gebracht wurden, wird eine optimale Teil-
menge gesucht. Dabei soll ein Benutzer insofern unterstützt werden, als er keine 
eigene Vorgabe machen muss, wie viele Gene er als optimal erachtet und eine 
mathematische, eindeutige und reproduzierbare Auswahl getroffen wird. Zu-
nächst wird der Schnittpunkt der Precision- und Recall-Kurve als optimaler, 
leicht zu berechnender Punkt gewählt. Anschließend wird die als datenbioni-
sches Optimalitätskriterium bewährte ABC-Analyse herangezogen, die Auf-
wand gegen Ertrag abwägt. In diesem Fall wird also die Anzahl der 
verwendeten Gene gegen den Wert des 𝐹1-Maßes aufgetragen und der Punkt des 
kürzesten Abstands zum Punkt (0 Gene, 100%  𝐹1-Maß) auf der sich ergebenden, 
empirischen 𝐹1-Kurve bestimmt. Da möglichst wenige Gene in der optimalen 
Teilmenge sein sollen, wird die kleinere Teilmenge von Genen aus den zwei Ver-
fahren als optimale Teilmenge ausgewählt.  
Da sich das 𝐹1-Maß aus Precision und Recall zusammensetzt, kann das Ergebnis 
der ABC-Analyse detaillierter bewertet werden und von einem Experten in be-
kannten Größenordnungen eingeschätzt werden. Zukünftig wäre es auch vor-
stellbar, die Pareto-Front [Gandibleux et al., 2012] der Lösungen zu betrachten, 
wodurch ein Anwender der integrativen, funktionserhaltenden Genselektion in-
dividueller entscheiden könnte, ob bei der Auswahl der optimalen Menge von 
Genen mehr Wert auf Precision oder Recall bezüglich der Reproduktion des 





Bei der Bestimmung der optimalen Menge von Genen wurde ursprünglich in 
[Lippmann et al., 2019] in der Matrix 𝑀, die die Annotationen der Gene zu den 
GO Termen repräsentiert und in der Remarkableness als Gewichtung der Terme 
eingetragen ist (siehe Kapitel 4.2 in Formel (4.1)), als erste einfache Idee die Zei-
lensumme als Gen-Score für jedes Gen gewählt, wodurch eine Rangfolge der 
Gene festgelegt werden konnte. Auf diese Matrix 𝑀 kann aber jeder Genselekti-
onsalgorithmus angewendet werden, der keine Klassenlabels voraussetzt, also 
unüberwachte Algorithmen [Solorio-Fernández et al., 2019]. Beispielsweise kön-
nen der Gewichtsvektoren der Random Forest Methode zum Erstellen einer 
Rangfolge der Gene verwendet werden (vgl. Abschnitt 5.3; insbesondere Tabel-
len 5.1). Andere unüberwachte Algorithmen werden beispielsweise genutzt, um 
Cluster zu erstellen. Dafür muss aber die Clusteranzahl vorgegeben werden, die 
in diesem Fall nicht bekannt ist. Außerdem beinhalten die Cluster zunächst nur 
ähnliche Mengen von Genen, die zusammengefasst wurden. Es wird dadurch 
aber noch keine relevante Teilmenge bestimmt. Es müssten also Repräsentanten 
der Cluster ausgewählt werden, wobei die gleiche Schwierigkeit wie bei 
[Acharya et al., 2017] auftritt, dass entweder die Form der Cluster vorgegeben 
wird und mittlere Elemente als Repräsentant ausgewählt werden - was nicht 
sehr robust und inhaltlich nicht unbedingt valide ist - oder andererseits die Form 
von Clustern nicht vorgegeben ist, aber dann nicht klar ist, was ein guter Reprä-
sentant eines unförmigen Clusters ist (vgl. Abschnitt 5.2).  
Um zu messen wie gut die mit der funktionserhaltenden, integrativen Genselek-
tion gefundenen Teilmengen von Genen den DAG reproduzieren, der aus der 
ORA der Menge aller Gene resultiert, wurden die im Information Retrieval üb-
lichen Maße Precision und Recall [Baeza-Yates/Ribeiro, 2011] verwendet. Sie be-
werten die Teilmengen aus den 𝑘  bestbewerteten Genen jeweils durch den 
Anteil der gefundenen und relevanten GO Terme an allen gefundenen GO Ter-
men (Precision) bzw. durch den Anteil der gefundenen und relevanten GO 
Terme an allen relevanten GO Termen (Recall) [Gaudet/Dessimoz, 2017].  
Um Precision und Recall zu einem Maß zusammenzufassen wird im Information 
Retrieval oft das 𝐹1-Maß verwendet [Zhai/Massung, 2016]. Es kann als Versuch, 
einen bestmöglichen Kompromiss zwischen Precision und Recall zu finden, in-
terpretiert werden [Baeza-Yates/Ribeiro, 2011]. In der vorliegenden Arbeit 
wurde mit Hilfe des 𝐹1-Maßes der optimale Punkt unter Berücksichtigung der 





ist kritisch, dass nur drei der vier Felder der Kontingenztabelle (vgl. Tabelle 2.3) 
verwendet werden. Die Anzahl der nicht gefundenen und auch nicht relevanten, 
also der richtig negativen Objekte, wird nicht berücksichtigt. Allerdings wurde 
zur Validierung die optimale Anzahl der Gene auch durch Matthews Correla-
tion Coefficient [Matthews, 1975] bestimmt, der alle vier Felder der Kontingenz-
tabelle berücksichtigt. Die Versuche lieferten die gleichen Anzahlen von Genen, 
so dass die Wahl auf das einfacher zu berechnende 𝐹1-Maß fiel. 
Bei der Berechnung des Gen-Scores werden Zeilensummen der Matrix gebildet, 
die die Annotationen der Gene zu den signifikanten Termen beschreibt. Das 
heißt Gene, die zu vielen Termen annotiert sind, haben tendenziell einen höhe-
ren Gen-Score als solche, die nur zu sehr wenigen Termen annotiert sind. Daher 
liegt die Annahme nahe, dass das Verfahren nur Gene herausfiltert, die zu be-
sonders vielen Termen annotiert sind. Dieses Argument ist nicht ganz von der 
Hand zu weisen. Allerdings wurde bei der Validierung mit dem Random-Fo-
rests-Verfahren, das mit Hilfe der zuvor erwähnten Matrix eine andere Auswahl 
von Genen trifft, keine Verbesserung sondern eine Verschlechterung in Precision 
und Recall bezüglich der Reproduktion des Teil-DAGs, der die signifikanten 
Terme für die Schmerzgene enthält, festgestellt. Zudem konnte zumindest für 
die Schmerzgene gezeigt werden, dass die getroffene Auswahl auch bio-medizi-
nisch relevante Gene beinhaltet. 
 
 Diskussion bestehender Verfahren 
Die Idee, die Wichtigkeit der Gene mithilfe der Remarkableness der Terme, zu 
denen sie annotiert sind, zu bestimmen und anhand dieser Werte rechnerisch 
eine optimale Teilmenge auszuwählen, ist neu. Diese Idee beruht darauf, dass 
Gensätze, die anhand von aktuellem Wissen über die genetische Architektur von 
Merkmalen oder Krankheiten bestimmt wurden, ähnliche funktionelle Eigen-
schaften haben. Diese funktionellen Eigenschaften sind in der Gene Ontology 
abgebildet. Deren Struktur wurde zur Berechnung des Gen-Scores zur Bewer-
tung der Wichtigkeit eines jeden Gens zur Reproduktion des Teil-DAGs ausge-






Bisher wurden zwar schon mehrere Verfahren vorgeschlagen, die die Gene On-
tology oder eine andere Wissensbasis ausnutzen, aber meist wurden zusätzlich 
auch numerische Messergebnisse benötigt. Von den in Kapitel 3 vorgestellten 
Arbeiten anderer Autoren verwendet nur das Verfahren von [Acharya et al., 
2017] - ebenso wie die in dieser Arbeit behandelte Methode - keine Expressions-
daten der Gene aus Laborexperimenten zur quantitativen Bewertung der Gene 
bei der Genselektion. Liegen für einen Satz von Genen numerische Messwerte 
vor, können sie aber dennoch mit beiden Methoden ausgewertet werden. Dies 
stellt einen Vorteil der funktionserhaltenden, integrativen Genselektion und der 
Methode von [Acharya et al., 2017] gegenüber den anderen Verfahren dar, da 
die Menge der Datensätze, die analysiert werden können, erweitert wird. 
Die Idee von [Acharya et al., 2017] Cluster von funktionell ähnlichen Genen zu 
bilden und anschließend einen Repräsentanten zu wählen, erscheint interessant 
und sinnvoll, allerdings ist die Umsetzung verbesserungswürdig. Das Verfahren 
Gene, die „in der Mitte“ eines Clusters liegen, als Repräsentant  zu wählen ist 
nicht besonders robust, da bei einer kleinen Veränderung der Auswahl der Stich-
proben, die für den Klassifikator als Training verwendet werden, nicht unbe-
dingt wieder die gleichen Gene die Mitte der Cluster bilden [Huawen Liu et al., 
2010]. Zudem wird durch die Verwendung des euklidischen Abstands als Ab-
standsmaß implizit eine sphärische Form der Cluster angenommen [Kuri-
Morales/Aldana-Bobadilla, 2010], die nicht unbedingt gegeben sein muss, für 
nicht-sphärische Clusterformen ist die „Mitte“ eines Clusters unter Umständen 
gar nicht eindeutig definiert. 
Für die funktionserhaltende, integrative Genselektion hingegen konnte in Ab-
schnitt 4.2 gezeigt werden, dass es sehr robust gegenüber Veränderungen des 
Inputs ist. 
Leider war es nicht möglich den hier vorgestellten Ansatz mit dem von Acharya 
et al. noch genauer zu vergleichen. In [Acharya et al., 2017] wurden zwei Bei-
spieldatensätze, Experimente zur Genexpression für Hefe und für einen Daten-
satz, der verschiedene Krebsarten beinhaltet, präsentiert. Aus diesen 
Beispieldatensätzen wurden mit dem vorgeschlagenen Algorithmus Gene selek-
tiert. Da der hier vorgeschlagene Algorithmus nur menschliche Gene verwendet, 
war nur der zweite Datensatz von Interesse für diese Arbeit. Folgt man den 
Schritten wie in [Acharya et al., 2017] angegeben, erhält man allerdings schon 





der GO Webseite (http://geneontology.org/) zur Verfügung steht – Ergebnisse, 
die nicht mit den im Paper dokumentierten übereinstimmen. Es wird angegeben, 
dass zu den 5565 Genen, die mit verschiedenen Krebsarten assoziiert wurden, 
nur 147 signifikante GO Terme (davon 71 BP, 42 MF, 34 CC) gefunden wurden - 
bei einer p-Wert-Schranke von 0.5[sic!]. Beim Nachvollziehen der Ergebnisse 
wurden zu den 5565 Genen mit den voreingestellten Standardparametern (p-
Wert Schranke von 0.05; Bonferroni-Korrektur für multiples Testen, vollständige 
Version der GO, Homo Sapiens) allein im BP-DAG 8724 signifikante GO-Terme 
gefunden - bei einer schärferen p-Wert Schranke von 0.05, die nicht vom User 
eingestellt werden konnte. Um weniger signifikante GO-Terme zu erhalten, gibt 
es drei Möglichkeiten: 1. Eine schärfere p-Wert Schranke verwenden, 2. Eine GO-
Slim-Version verwenden, also eine ausgedünnte GO in der viele der detaillierte-
ren Knoten fehlen [The Gene Ontology Consortium, 2019], 3. Eine schärfere Kor-
rektur für multiples Testen verwenden. Es fehlen Angaben, ob eine Korrektur 
für multiples Testen durchgeführt oder eine GO-Slim-Version verwendet 
wurde. Verwendet man die Bonferroni Korrektur, eine GO-Slim-Version und die 
p-Wert Schranke von 0.05, erhält man immer noch 234 signifikante GO-Terme 
allein in BP. Diese große Diskrepanz ist möglicherweise durch die unterschied-
lichen Zeitpunkte der Verwendung der GO zu erklären (Einreichen des Papers 
von [Acharya et al., 2017] im August 2017 – wann die angegebenen Webseiten 
verwendet wurden, ist im Paper nicht angegeben; Nachvollziehen der Ergeb-
nisse 19.12.2018), dies ist aber recht unwahrscheinlich. Da man nun raten müsste, 
wie die Parameter gewählt wurden um auf die angegebenen Zwischenergeb-
nisse zu kommen, kann dieses Verfahren nicht zum Vergleich mit dem hier vor-
gestellten Algorithmus herangezogen werden. Verwendet man den Datensatz 
mit dem hier vorgestellten Algorithmus, erhält man eine Menge von 58 Genen, 
mit Precision und Recall jeweils über 71%, im Paper wird eine optimale Menge 
von 40 Genen angegeben, was größenordnungsmäßig übereinstimmt, allerdings 
werden die einzelnen 40 Gene nur als abgekürzte Symbole aufgelistet, die nicht 
eindeutig sind, so dass ein Vergleich der Ergebnisse auch hier nicht exakt mög-
lich ist. Der Schnitt der beiden Mengen enthält nur ein einziges Gen. Die Idee 
hinter der Clusterung von [Acharya et al., 2017] ist allerdings auch nicht die 
funktionell wichtigsten Gene zu finden, sondern Gene, die anschließend für eine 
gute Clusterung verwendet werden können bzw. diejenigen, die Klassen für ei-





Das Verfahren kann also als teils verbesserungswürdiger, alternativer Ansatz 
verstanden, aber nicht zum direkten Vergleich mit der funktionserhaltenden, in-
tegrativen Genselektion herangezogen werden.  
 
 Diskussion der Resultate 
Mit der vorgeschlagenen Methode, um genetische Information auf eine relevante 
Teilmenge von Genen zu reduzieren, gelang es mehr als zwei Drittel der signifi-
kanten biologischen Prozesse, zu denen die 540 Schmerzgene annotiert sind, mit 
nur etwa 5% der gesamten Menge der Schmerzgene zu reproduzieren. Der Idee 
der vorliegenden Analyse folgend, bilden die 𝑘∗ = 29 bestbewerteten Schmerz-
gene (siehe Tabelle C.) die relevantesten Gene, die mit der Krankheit, d.h. 
Schmerz, assoziiert werden. Tatsächlich beinhaltet die Teilmenge verschiedene 
aus der biomedizinischen Forschung bekannte Schlüsselgene. Beispielsweise ge-
ben das Opioid- und Toll-like System, die durch OPRM1 bzw. TLR4 repräsen-
tiert werden, einen Hinweis auf die Interaktion des Immunsystems mit 
chronischen Schmerzen mit Fokus auf neuroimmunen Crosstalk am sogenann-
ten „Glial-Opioid Interface“ [Tian et al., 2012]. Weitere der 𝑘∗ = 29 Gene weisen 
auch auf Immun-Prozesse hin welche als gemeinsamer Nenner chronischer 
Schmerzzustände gefunden werden [D. Kringel et al., 2018]. Diese stehen im be-
sonderen Interesse öffentlich finanzierter, konzertierter Forschungen z.B. [Dario 
Kringel/Lötsch, 2015], was das Interesse der Schmerz- und Analgesieforschung 
zeigt. Eine deutliche Wichtigkeit der 𝑘∗ = 29 Gene für Schmerz wird auch durch 
ihre Rolle als Arzneimittelzielstrukturen von Analgetika in der aktiven Entwick-
lung und Forschung belegt. Eine Abfrage nach „Lead Compounds AND Under 
Active Development AND Condition = ‚Pain‘“ der Thomson Reuters Integrity 
Datenbank (https://integrity.thomson-pharma.com, Zugriff 22 Mai 2018), einer 
kommerziellen Datenbank, die bereits zugelassene oder in klinischen Entwick-
lungsphasen befindliche Analgetika listet, identifizierte 15 der 29 bestbewerteten 
Schmerzgene (51,72%) als Arzneimittelzielstrukturen von neuen Analgetika, 
aber nur 142 der restlichen 511 Schmerzgene (27,79%). Die bestbewerteten 
Schmerzgene waren also gegenüber allen Schmerzgenen als Arzneimittelziel-
strukturen für neue Medikamente statistisch signifikant überrepräsentiert. (Der 





Der vorliegende Ansatz zur Reduktion der genetischen Informationen, die rele-
vant für ein Merkmal oder eine Krankheit sind, bietet eine Alternative zu vorhe-
rigen Vorschlägen, um die Datensätze auf ihre wichtigsten Repräsentanten zu 
reduzieren.  
Zur weiteren Validierung wurde untersucht, ob das Verfahren der funktionser-
haltenden, integrativen Genselektion vergleichbar gut ist wie andere Verfahren, 
die nur eine Matrix mit Gewichtungen der Wichtigkeit als Input benötigen. Viele 
Methoden (z.B. [Neumann et al., 2017], [Singh et al., 2002], [Qi/Tang, 2007]Qi) 
verwenden allerdings nicht nur eine Matrix, sondern benötigen auch a priori 
eine bekannte Klassenzugehörigkeit. Diese war für die gegebenen Datensätze 
nicht gegeben, so dass diese Verfahren sich nicht zum Vergleich eignen.  
Ein bekannter und etablierter Algorithmus, der auch in R im Package „random-
Forest“ (https://cran.r-project.org/web/packages/randomForest/randomFo-
rest.pdf) bereits implementiert war, ist Random Forests. Random Forests wird 
genutzt, um Klassen für Gene anhand einer Kombination von Entscheidungs-
bäumen vorherzusagen [Breiman, 2001]. Jeder Entscheidungsbaum teilt die 
Gene in Klassen. Diejenige Klasse, in die ein Gen von den meisten Entschei-
dungsbäumen eingeteilt wurde, wird vom Random Forest verwendet [Breiman, 
2001]. Dabei werden Gewichtsvektoren erstellt, die als Indikator für die Wich-
tigkeit der Gene herangezogen werden können. Für die Datensätze aus Kapitel 
4.1 wurden die Ergebnisse in Tabellen 5.1 erzielt: 
Für jeden der vier Datensätze ist die Auswahl der Teilmenge durch Random Fo-
rests größer als durch die funktionserhaltende, integrative Genselektion. Zudem 
sind auch alle Recall- und 𝐹1-Maß-Werte kleiner als bei der funktionserhalten-
den, integrativen Genelektion. Bei den Schmerzgenen, den Suchtgenen und den 
Genen, die mit miRNA assoziiert sind, sind auch alle Precision-Werte kleiner als 
bei der funktionserhaltenden, integrativen Genselektion. Bei den Krebsgenen, ist 
der Wert der Precision um 0.0795 größer, was 0.90% entspricht.  
Es kann also festgehalten werden, dass für 3 der 4 Datensätze die Auswahl der 
funktionserhaltenden, integrativen Genselektion besser ist als die Auswahl mit 
Hilfe des Random Forests Verfahren und bei einem Datensatz ein ähnliches Er-





Tabellen 5.1: Übersicht von Precision, Recall und 𝑭𝟏-Maß für die optimale 
Größe der Teilmenge je Verfahren, wobei die Gewichtsvektoren aus dem 
Random Forests-Verfahren als Bewertungskriterium herangezogen wurden. 
Fett markiert: Optimum 𝒌∗ = 𝒎𝒊𝒏 (𝒌′, 𝒌′′) pro Datensatz nach Random Forests. 
Verfahren: Schnittpunkt Precision- und Recall-Kurve 
Maß: 
Datensatz: Anz Gene 𝑘′ Precision Recall 𝐹1-Maß 
Schmerz 40 68.9153 68.4626 68.6882 
Sucht 26 62.3913 63.2159 62.8009 
Krebs 83 75.6996 74.6009 75.1462 
miRNA 51 70.4192 70.0000 70.2090 
 
Verfahren: Abstand der 𝐹1-Kurve zu (0,1) 
Maß: 
Datensatz: Anz Gene 𝑘′′ Precision Recall 𝐹1-Maß 
Schmerz 58 68.4724 83.0486 75.0594 
Sucht 38 62.0209 78.4141 69.2607 
Krebs 54 82.4027 70.6822 76.0938 
miRNA 67 68.0982 79.2857 73.2673 
 
Random Forests ist selbstverständlich nicht der einzige Algorithmus, der keine 
Klassifikation der Daten voraussetzt. Es wäre daher möglich die funktionserhal-
tende, integrative Genselektion auch gegen andere Verfahren zu testen wie z.B. 
diverse Clusterverfahren mit anschließender Auswahl eines Repräsentanten wie 
z.B. auch in Kapitel 3 von [Acharya et al., 2017] vorgeschlagen. Dies würde aller-
dings den Rahmen dieser Arbeit sprengen und die Nachteile der Methode von 
[Acharya et al., 2017] wurden bereits im vorherigen Abschnitt 5.2 erläutert.  
Zuletzt muss bemerkt werden, dass zur Interpretation der Ergebnisse der ORA 
und der Genselektion eine enge Zusammenarbeit zwischen Informatik- und 
Fachexperten stattfinden muss. In der vorliegenden Analyse wurde die biologi-
sche Plausibilität und Validität der Ergebnisse durch den Vergleich der bestbe-
werteten Schmerzgene mit den Arzneimittelzielstrukturen von zur Zeit in 
klinischen Phasen der Entwicklung befindlichen Analgetika bewertet. Dabei 
konnte ein deutlich höherer Anteil der bestbewerteten Schmerzgene an den Arz-
neimittelzielstrukturen festgestellt werden als für diejenigen Schmerzgene, die 
nicht durch die funktionserhaltende, integrative Genselektion ausgewählt wur-





Validierungs-Datensätze, daher wurde der Schmerzgendatensatz als hauptsäch-
licher Analysedatensatz ausgewählt. 
 
55 
6 Zusammenfassung und Ausblick 
In der vorliegenden Arbeit wurde eine Methode, die funktionserhaltende, integ-
rative Genselektion, zur Reduktion von Mengen von Objekten auf eine optimale 
Teilmenge von relevanten Objekten vorgestellt. Die Methode integriert dabei das 
Wissen und die Struktur aus einer zugrundeliegenden Ontologie in die Analyse, 
um die Objekte nach ihrer Wichtigkeit zu ordnen und anschließend die wich-
tigsten Objekte herauszufiltern. Als Anwendungsbeispiel wurde die Gene On-
tology Wissensbasis [Ashburner et al., 2000] als Ontologie gewählt. Diese ist eine 
sehr gut gepflegte und formal strukturierte Quelle von Wissen über biologische 
Prozesse, molekulare Funktionen und zelluläre Komponenten von Genfunktio-
nen [Gaudet/Dessimoz, 2017]. Für einen gegebenen Gensatz, der anhand von 
aktuellem Wissen über die genetische Architektur von Merkmalen oder Krank-
heiten gefunden wurde, werden mithilfe der Annotationen der Gene die signifi-
kanten, biologischen Prozesse in der polyhierarchisch organisierten Gene 
Ontology Wissensbasis ermittelt. Der sich ergebende gerichtete, azyklische 
Graph (DAG) von signifikanten, biologischen Prozessen beschreibt die Genfunk-
tionen des Gensatzes. Für jedes Gen in dieser Menge wird ein Gen-Score be-
stimmt, der sich aus der Position und dem Informationsgehalt der zuvor 
bestimmten Prozesse der Gene Ontology Wissensbasis ergibt. Mit Hilfe des Gen-
Scores, der die Wichtigkeit der Gene beschreibt, können die Gene in eine Rang-
folge gebracht werden. Aus den ersten 𝑘∗ Genen wird die optimale Teilmenge 
von Genen bestimmt, indem die Teilmenge der Gene ausgewählt wird, die die 
beste funktionserhaltende Eigenschaft hat. Wie gut die Genfunktionen des 
DAGs der signifikanten, biologischen Prozesse erhalten werden, bestimmt sich 
über Precision und Recall bzw. deren Verrechnung zum 𝐹1-Maß bezüglich der 
Reproduktion des DAGs mit der gewählten Teilmenge.  
Für das Anwendungsbeispiel von Gensätzen, deren Funktionen in der Gene On-
tology Wissensbasis beschrieben werden, filtert die funktionserhaltende, integ-
rative Genselektion also aus einer großen Menge von Genen die kleinstmögliche 
Teilmenge von relevanten Genen heraus, so dass die biologischen Prozesse und 
Funktionen, die die Gene der gesamten Menge ansprechen, möglichst gut erhal-
ten bleiben.  
Für die untersuchten Datensätze konnte der ursprüngliche DAG jeweils mit Re-
call und Precision von etwa 70% reproduziert werden, wobei nur etwa 5% der 
ursprünglichen Gene verwendet wurden. In einem Zufallsexperiment mit 1 000 




Wiederholungen lieferte jede andere, gleich große, zufällig ausgewählte Teil-
menge aus der Menge aller Gene nur einen durchschnittlichen Recall von etwa 
2% - in allen Versuchen wurden 15% nicht überschritten. Precision lag in allen 
Versuchen zwischen 58% und 98%. Der hohe Wert von Precision ergab sich da-
raus, dass es nur wenige GO Terme gab, zu denen signifikant mehr oder signifi-
kant weniger der 𝑘∗ Gene annotiert waren, als rein zufällig zu erwarten wäre. 
Das bedeutet, dass die Anzahl der falsch positiven GO Terme nahezu Null und 
somit Nenner und Zähler in Formel (2.1) in Definition 2.4.2 nahezu identisch wa-
ren. Recall hingegen war wegen der wenigen signifikanten GO Terme sehr nied-
rig, da viele GO Terme aus dem ursprünglichen DAG nicht mit der zufälligen 
Teilmenge von Genen reproduziert werden konnten. 
Dass die gefundenen Gene in der Teilmenge als die wichtigsten Elemente der 
gesamten Menge angesehen werden können, wurde für schmerzrelevante Gene 
auch inhaltlich belegt. Es konnte durch einen Schmerzforscher die biologische 
Plausibilität validiert werden. Für die Hypothese die wichtigsten Gene gefunden 
zu haben spricht ebenso die Überrepräsentation der ausgewählten Gene im Ver-
gleich zu der gesamten Menge der Gene in der Menge der Gene, die als Arznei-
mittelzielstrukturen für in klinischen Phasen der Entwicklung befindlichen 
Analgetika dienen. Mit der vorliegenden Methode war es möglich, eine Teil-
menge schmerzrelevanter Gene zu finden, von denen mehr als die Hälfte bereits 
als mögliche Arzneimittelzielstrukturen für Analgetika erforscht werden.  
Die funktionserhaltende, integrative Genselektion liefert eine Teilmenge von Ge-
nen, die zu untersuchen besonders interessant oder lohnenswert ist. Eine mögli-
che Anwendung der vorgestellten Methode könnte daher als Vorschlagssystem 
im Bereich der Drug Discovery liegen. Dabei könnte die Entwicklung von Medi-
kamenten mit bekannten Arzneimittelzielstrukturen verbessert werden. Außer-
dem könnte versucht werden, insbesondere die durch die Genselektion 
identifizierten Gene, die noch nicht als Arzneimittelzielstrukturen genutzt wur-
den, durch neue Medikamente zu beeinflussen. Während es schwierig ist, diese 
Suche auf alle Elemente einer Menge von einigen hundert Genen auszudehnen, 
kann die Menge der zu untersuchenden Gene mit Hilfe der vorgestellten Me-
thode auf weit unter hundert interessante Kandidaten eingegrenzt werden. Die 
deutlich kleinere Teilmenge der Gene kann als Ausgangspunkt für nachfolgende 
Laboruntersuchungen dienen. 




Weiterhin wäre es interessant, die Methode zur Dimensionsreduktion in weite-
ren themenspezifischen Datensätzen von Genen anzuwenden und dadurch eine 
möglichst verständliche, aber trotzdem repräsentative Darstellung der Gesamt-
menge der Gene zu finden. 
Eine Idee für zukünftige Forschung ist es, weitere biologische Wissensbasen in 
die Analyse einzubinden. So konnte in [Richards et al., 2012] bei einem integra-
tiven Ansatz gezeigt werden, dass die besten Ergebnisse mit einer Kombination 
von Wissen aus GO und Pub-Med-Literaturrecherche erzielt werden konnten, 
wobei die gleichzeitige Erwähnung von Genen in einem Fachartikel als Faktor 
gewertet wurde, dass diese Gene funktionell ähnlich seien [Richards et al., 2012]. 
Es wurden auch die KEGG- [Minoru Kanehisa et al., 2006] und MINT-Datenbank 
[Ceol et al., 2009] als Wissensbasen getestet, die aber keinen zusätzlichen Infor-
mationsgewinn lieferten [Richards et al., 2012]. Die Idee bei [Richards et al., 2012] 
war eine etwas andere als bei der funktionserhaltenden, integrativen Genselek-
tion. Eine gegebene Liste von Genen wurde mit Hilfe von spektralem Clustering 
[Bolla, 2013] in Teilmengen aufgeteilt, so dass jede Teilmenge eine funktionell 
zusammenhängende Gruppe von Genen bildet. Es wurden also in der Liste der 
Gene Cluster gesucht und nicht wie in der vorliegenden Arbeit die wichtigsten 
Gene, die die Funktionen der Gesamtmenge möglichst gut abbilden. Dennoch 
hat sich „Mixture of Experts“ als Problemlösungsansatz bewährt, bei dem ange-
nommen wird, dass ein Komitee aus verschiedenen Experten zu einer besseren 




 Beispiele verschiedener Genselektions-
verfahren 









[Yuhang Wang et al., 
2005], [P. Yang et al., 
2010], 
[Papachristoudis et 
al., 2010], [Cai et al., 
2014] 
Filter Die dem ReliefF-Algorithmus zugrunde 
liegende Idee ist es für einen gegebenen 
Datensatz, dessen Klassen bekannt sind, 
wiederholt zufällig Proben zu ziehen, an-
schließend deren nächste Nachbarn in 
der gleichen und allen anderen Klassen 
zu bestimmen und anhand dessen einen 
Gewichtsvektor für die Gene zu berech-
nen, der diejenigen Gene stärker gewich-
tet, die Proben unterschiedlicher Klassen 
voneinander unterscheiden und Proben 
gleicher Klassen zusammen gruppieren 




[Yuhang Wang et al., 
2005], [P. Yang et al., 





Filter Information Gain (IG) misst den Mehr-
wert eines Gens in Bezug auf eine Klas-
senvorhersage für eine neue Probe 
anhand der dazugewonnenen Informa-
tion durch das Wissen um die Werte, die 
dieses Gen annimmt [Yu Wang et al., 
2005]. Ist eine Menge von Klassen {𝑐𝑖}𝑖=1𝑚  
gegeben und ist 𝑉 die Menge der mögli-
chen Expressionswerte, die ein Gen an-
nehmen kann, dann ist der IG eines Gens 
definiert als: 𝐼𝐺(𝑔) ≔
 −∑ 𝑃(𝑐𝑖) log2(𝑃(𝑐𝑖))
𝑛
𝑖=1  
+∑ ∑ 𝑃(𝑔 =𝑚𝑖=1𝑣∈𝑉




[Yuhang Wang et al., 




Filter Mit dem Chi-Quadrat Test wird die Ab-
weichung von der erwarteten Verteilung 
unter der Annahme, dass Gene und Klas-
sen voneinander unabhängig sind, ge-
messen [Khalid et al., 2014]. Ist also die 
Chi-Quadrat Statistik für ein Gen beson-
ders hoch, kann angenommen werden, 
dass die Annahme falsch war, dass also 





werden können. Für Klassen {𝑐𝑖}𝑖=1𝑚  und 
mögliche Expressionswerte des Gens 𝑉 






𝑖=1𝑣∈𝑉 , wobei 
𝑁(𝑔 = 𝑣, 𝑐𝑖) und 𝐸(𝑔 = 𝑣, 𝑐𝑖) das beo-
bachtete bzw. erwartete gemeinsame 
Auftreten der Klasse 𝑐𝑖 und des Gens 𝑔, 







[Yu Wang et al., 2005] 
Filter Korrelationsbasierte Feature Selektion 
bewertet eine Teilmenge von Genen da-
nach, wie gut die einzelnen Gene der 
Teilmenge Klassen vorhersagen können 
und beachtet dabei deren Korrelation 
[Hira/Gillies, 2015] mit dem Gedanken, 
dass gute Teilmengen Gene enthalten, 
die stark mit der Klassifikation, aber un-









Filter Die MRMR-Methode zielt darauf ab, ma-
ximal relevante und minimal redundante 
Teilmengen von Genen auszuwählen, 
um zwischen Klassen zu diskriminieren. 
[Huang et al., 2018]. Dabei wird die Kor-
relation der Gene untereinander berück-
sichtigt, um Redundanz zu vermeiden 
und Information Gain um maximale Re-










Wrapper Genetische Algorithmen (GA) sind rand-
omisierte Such- und Optimierungstech-
niken, die in Analogie zu Prinzipien der 
Evolution und natürlichen Selektion de-
signt werden [Ooi/Tan, 2003]. In traditi-
onellen GAs wird ein String fester Länge, 
der Nullen und Einsen enthält, als Reprä-
sentation verwendet 
[Sivanandam/Deepa, 2007]. Von jeder 
Position des Strings wird angenommen, 
dass sie eine bestimmte Eigenschaft eines 
Individuums repräsentiert und der Wert 
dieser Position die Ausprägung dieser 
Eigenschaft beschreibt 





Genselektion steht jede Position des 
Strings für ein Gen und bestimmt, ob das 
Gen für die Genselektion ausgewählt 
wird oder nicht. Strings werden dann 
nach verschiedenen Verfahren (analog 
zu Vererbung und Mutation in der Gene-
tik) miteinander kombiniert, wodurch 
eine neue „Generation“ von Strings ent-
steht [Sivanandam/Deepa, 2007]. Zur 
Genselektion wird deren Güte zur Lö-
sung eines Klassifikationsproblems mit 
verschiedenen Methoden bestimmt 
[Sivanandam/Deepa, 2007]. GAs sind 
sehr robust und können komplexe und 
große Datenmengen nach Lösungen des 
Genselektionsproblems durchsuchen 





[Inza et al., 2002], 
[Xiong et al., 2001] 
Wrapper Sequential Forward Selection ist ein de-
terministischer Suchalgorithmus, der mit 
einer leeren Teilmenge von Genen star-
tet, alle Gene durchsucht und das Beste 
zur Teilmenge hinzufügt [Inza et al., 
2002]. So werden sukzessive Gene aus-
wählt, bis keine Verbesserung der Be-
wertungsfunktion, also z.B. die Güte der 
Klassifikation, mehr erreicht wird [Inza 
et al., 2002].  




[C.-H. Yang et al., 
2010], [Chuang et al., 
2011] 
Hybrid In [C.-H. Yang et al., 2010] wird ein hyb-
rides Verfahren aus einer Kombination 
des Information Gain Filters und eines 
genetischen Algorithmus, in [Chuang et 
al., 2011] aus einer Kombination des kor-
relationsbasierten Filters und eines Gene-
tischen Algorithmus vorgeschlagen. 
Zunächst wird für alle Gene eine Rang-
folge mit der Filtermethode festgelegt, 
anschließend werden die Gene, die als 
relevant befunden wurden, durch den 
Genetischen Algorithmus noch weiter se-
lektiert [C.-H. Yang et al., 2010], [Chuang 
et al., 2011]. Die Güte der gefundenen 
Teilmengen der Gene wurde mit Hilfe 
der Klassifikationsgüte eines Klassifika-











et al., 2002] 
 
Beispiele: 
[Guyon et al., 2002], 
[Y. Tang et al., 2007] 
Embedded SVM-RFE bildet eine Rangfolge der Gene 
mit Hilfe der Gewichte aus der SVM [Y. 
Tang et al., 2007]. Dann wird wiederholt 
eine kleine Menge von Genen mit den 
kleinsten Gewichten, die also am wenigs-
ten zur Klassifikation beitragen, aus der 
Menge der Gene entfernt und die Ge-
wichte neu berechnet [Y. Tang et al., 
2007]. Dies erfolgt solange, bis die vorge-
gebene Anzahl an Genen übrig bleibt [Y. 








[Gunther et al., 2003] 
Embedded Random Forests sagt Klassen für Gene 
anhand einer Kombination von Entschei-
dungsbäumen vorher [Breiman, 2001]. 
Jeder Entscheidungsbaum teilt die Gene 
in Klassen und diejenige Klasse, in die 
ein Gen von den meisten Entscheidungs-
bäumen eingeteilt wurde, wird vom Ran-
dom Forest verwendet [Breiman, 2001]. 
Um die Random Forests zur Genselek-
tion für Klassifikationsprobleme zu ver-
wenden, werden iterativ Random Forests 
auf die Menge von Genen angepasst, 
nachdem diejenigen Gene, die am we-
nigsten wichtig für die Klassifikation wa-
ren, aus der Menge entfernt wurden 
[Díaz-Uriarte/Alvarez de Andrés, 2006]. 
Die reduzierte Menge von Genen, die 
schließlich ausgewählt wird, minimiert 
den Fehler der Klassifikation [Díaz-






[Nguyen et al., 2015], 
[Saeys et al., 2008] 
Ensemble Es werden mit verschiedenen Genselekti-
onsverfahren Gene ausgewählt und be-
wertet, so dass eine Rangfolge der Gene 
für jedes Verfahren entsteht [Nguyen et 
al., 2015]. Anschließend werden die am 
häufigsten als wichtig bewerteten Gene 
als relevante Teilmenge ausgewählt 





 Ergänzende Abbildungen 
Abbildung B.1: Beispielhafter Ausschnitt aus dem DAG, der aus der ORA der 
Schmerzgene resultiert. Rote Knoten und rot umrandete Knoten sind signifi-
kant überrepräsentiert, Blätter sind zusätzlich blau markiert und sogenannte 
Headlines [Ultsch/Lötsch, 2014a] gelb. Diese Graphik wurde mit dem R Pack-
age dbtORA [Lippmann et al., 2018] erzeugt. 
            
                                
        
        
              
          
                  
        
        
              
          
                       
        
        
              
          
                                        
        
        
              
          
                             
        
        
            
          
                                        
        
        
              
          
            
         
        
              
          
             
         
        
             
          
                               
        
        
              
          
                          
         
        
             
          
                                        
        
        





Alle folgenden Abbildungen ebenso wie die entsprechenden Abbildungen in 
Kapitel 4.2 und 4.3 für die Schmerzgene wurden mithilfe des R Packages 
„ggplot2“ (https://cran.r-project.org/package=ggplot2; [Wickham, 2016]) er-
stellt. 
Abbildung B.2: Empirische Precision-, Recall- und 𝑭𝟏-Maß-Kurven der signi-
fikanten GO-Terme für den Datensatz der mit miRNAs interagierenden Gene. 
Die Kurven zeigen Precision, Recall und 𝑭𝟏-Maß für die signifikanten GO 
Terme, die aus ORAs der Teilmengen mit 𝒌 ∈ {𝟏,… , 𝒏𝑮} der bestbewerteten 
mit miRNAs interagierenden Gene resultieren, bezüglich der GO-Terme, die 








Abbildung B.3: Verteilung der Anzahl von signifikanten GO-Termen, die aus 
𝟏 𝟎𝟎𝟎 ORAs mit zufällig gezogenen Teilmengen von 𝒌∗ = 𝟐𝟖 der 𝟐𝟗𝟓𝟒 mit 
miRNAs interagierenden Gene resultieren; Maximum bei nur etwa 𝟏  GO-







Abbildung B.4: Empirische Precision-, Recall- und 𝑭𝟏-Maß-Kurven der signi-
fikanten GO-Terme für den Datensatz der Krebsgene. Die Kurven zeigen Pre-
cision, Recall und 𝑭𝟏-Maß für die signifikanten GO Terme, die aus ORAs der 
Teilmengen mit 𝒌 ∈ {𝟏,… , 𝒏𝑮} der bestbewerteten Krebsgene resultieren, be-








Abbildung B.5: Verteilung der Anzahl von signifikanten GO-Termen, die aus 
𝟏 𝟎𝟎𝟎 ORAs mit zufällig gezogenen Teilmengen von 𝒌∗ = 𝟑𝟗 der 𝟕𝟏𝟗 Krebs-
gene resultieren; Maximum bei nur etwa 𝟑 GO-Termen in der Ontologie der 







Abbildung B.6: Empirische Precision-, Recall- und 𝑭𝟏-Maß-Kurven der signi-
fikanten GO-Terme für den Datensatz der Suchtgene. Die Kurven zeigen Pre-
cision, Recall und 𝑭𝟏-Maß für die signifikanten GO Terme, die aus ORAs der 
Teilmengen mit 𝒌 ∈ {𝟏,… , 𝒏𝑮} der bestbewerteten Suchtgene resultieren, be-








Abbildung B.7: Verteilung der Anzahl von signifikanten GO-Termen, die aus 
𝟏 𝟎𝟎𝟎 ORAs mit zufällig gezogenen Teilmengen von 𝒌∗ = 𝟏𝟒 der 𝟑𝟖𝟕 Sucht-
gene resultieren; Maximum bei nur etwa 1 GO-Term in der Ontologie der bi-





 Liste der bestbewerteten Schmerzgene. 
Tabelle C.1: Liste der 𝒌∗ = 𝟐𝟗  mit der funktionserhaltenden, integrativen 
Genselektion bestbewerteten Schmerzgene. 
NCBI# Gensymbol Genbeschreibung 
7124 TNF Tumor necrosis factor 
3569 IL6 Interleukin 6 
2150 F2RL1 F2R like trypsin receptor 1 
2149 F2R Coagulation factor II thrombin receptor 
3553 IL1B Interleukin 1 beta 
1813 DRD2 Dopamine receptor D2 
348 APOE Apolipoprotein E 
7099 TLR4 Toll like receptor 4 
1236 CCR7 C-C motif chemokine receptor 7 
4067 LYN LYN proto-oncogene, Src family tyrosine kinase 
4988 OPRM1 Opioid receptor mu 1 
5578 PRKCA Protein kinase C alpha 
1139 CHRNA7 Cholinergic receptor nicotinic alpha 7 subunit 
972 CD74 CD74 molecule 
150 ADRA2A Adrenoceptor alpha 2A 
177 AGER Advanced glycosylation end-product specific receptor 
54106 TLR9 Toll like receptor 9 
729230 CCR2 C-C motif chemokine receptor 2 
6352 CCL5 C-C motif chemokine ligand 5 
5594 MAPK1 Mitogen-activated protein kinase 1 
5027 P2RX7 Purinergic receptor P2X 7 
958 CD40 CD40 molecule 
1906 EDN1 Endothelin 1 
5580 PRKCD Protein kinase C delta 
1812 DRD1 Dopamine receptor D1 
3458 IFNG Interferon gamma 
154 ADRB2 Adrenoceptor beta 2 
920 CD4 CD4 molecule 
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