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POINTS DE HAUTEUR BORNE´E





Nous de´montrons ici la conjecture de Batyrev et Manin pour le
nombre de points de hauteur borne´e des hypersurfaces de certaines
varie´te´s toriques dont le rang du groupe de Picard est 2. La me´thode
utilise´e est inspire´e de celle de´veloppe´e par Schindler pour le cas des hy-
persurfaces de l’espace biprojectif, qui elle-meˆme s’inspire de la me´thode
du cercle de Hardy-Littlewood. La constante obtenue dans la formule
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1 Introduction
On conside`re une varie´te´ torique comple`te lisse X = X(∆) de dimension
n de´finie par le re´seau N = Zn et un e´ventail ∆ ayant n+2 areˆtes engendre´es
par des vecteurs note´s v0, v1, ..., vn, vn+1 ∈ Rn. De telles varie´te´s ont e´te´
classifie´es par Kleinschmidt dans [K]. Nous supposerons par ailleurs que le
groupe de Picard et le coˆne effectif de X sont engendre´s par les classes de
diviseurs associe´s aux areˆtes de 2 vecteurs ge´ne´rateurs de l’e´ventail, disons
v0 et vn+1. On note note D0 et Dn+1 les diviseurs associe´s, et [D0], [Dn+1]
leurs classes dans Pic(X). On peut alors e´crire




et la classe du diviseur anticanonique de X est de la forme
[−KX ] = n1[D0] + n2[Dn+1]
avec n1, n2 ∈ Z. D’autre part, pour d1, d2 ∈ N fixe´s conside´rons un diviseur
de classe d1[D0] + d2[Dn+1] et une hypersurface Y de dimension suppose´e
supe´rieure ou e´gale a` 3, de´finie par une section de ce diviseur. On supposera
que l’hypersurface choisie est lisse. La classe du diviseur anticanonique de
Y est alors donne´e par
[−KY ] = (n1 − d1)[D˜0] + (n2 − d2)[D˜n+1],
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ou` D˜0 et D˜n+1 de´signent les diviseurs induits par D0 et Dn+1 sur Y . En
utilisant par exemple la construction de´crite par Salberger dans [Sa, §10], on
peut construire explicitement la hauteur H sur X associe´e a` (n1−d1)[D0]+
(n2 − d2)[Dn+1]. Elle induit une hauteur sur Y qui est la hauteur associe´e
a` [−KY ], et que l’on notera encore H. L’objectif est alors de donner une
formule asymptotique pour le nombre
NU(B) = Card{P ∈ Y (Q) ∩ U | H(P ) 6 B},
pour un ouvert U bien choisi. Plus pre´cise´ment nous allons montrer (cf.
proposition 8.1) que NU (B) ve´rifie la conjecture de Manin, i.e que pour un
nombre de variables n + 2 assez grand (condition analogue a` celle donne´e
par Birch dans [Bi] pour les hypersurfaces de l’espace projectif), ce cardinal
est de la forme
NU (B) = CH(Y )B log(B) +O(B),
ou` CH(Y ) est la constante conjecture´e par Peyre.
Dans la section 2 nous fixons pre´cise´ment le cadre de notre e´tude. Nous y
de´crivons entre autres les varie´te´s toriques auxquelles nous nous inte´resserons,
l’expression de la hauteur, et la forme des e´quations de´finissant les hypersur-
faces. Nous montrons par ailleurs que le calcul de NU (B) peut se ramener a`
celui de
Nd,U (B) = card
{
(x,y,z) ∈ (Zr+1 × Zm−r × Zn−m+1) ∩ U | x 6= 0,






ou` m, r, d1, d2 sont des entiers fixe´s, et F un polynoˆme homoge`ne de degre´
d1 (resp. d2) en (x,y) (resp. (y,z)).
La me´thode utilise´e pour e´valuer les Nd,U (B) est fortement inspire´e de
celle de´veloppe´e par Schindler dans [Sch2] pour traiter le cas des hyper-
surfaces des espaces biprojectifs. Cette me´thode consiste dans un premier
temps a` donner une formule asymptotique pour le nombre Nd,U (P1, P2) de






pour des bornes P1, P2 fixe´es. Dans la section 3, en utilisant des arguments
issus de la me´thode du cercle, on e´tablit une formule asymptotique pour
Nd,U (P1, P2) lorsque P1 et P2 sont ≪ relativement proches ≫ en un sens que
nous pre´ciserons. Dans la section 4 (resp. 5), pour un x ∈ Zr+1 (resp. z ∈
Zn−m+1) fixe´, on donne une formule asymptotique pour le nombre de points






(resp. |x| 6 P1) en utilisant a` nouveau la me´thode du cercle. Les re´sultats
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obtenus combine´s avec ceux de la section 2 nous permettrons dans la sec-
tion 6 d’e´tablir une formule asymptotique pour Nd,U (P1, P2) avec P1, P2
quelconques. Dans la section 7, on utilise les re´sultats e´tablis par Blomer et
Bru¨dern dans [B-B] pour conclure quant a` la valeur de Nd,U (B) a` partir des
estimations obtenues dans les sections pre´ce´dentes. Enfin, dans la section
8, on conclut en de´montrant le the´ore`me 8.8 donnant une formule asymp-
totique pour NU(B). On ve´rifie en particulier que la constante obtenue est
bien celle avance´e par Peyre dans [Pe].
2 Pre´liminaires
2.1 Notations et premie`res proprie´te´s
Rappelons les de´finitions suivantes :
De´finition 2.1. E´tant donne´ un re´seau N , un e´ventail est un ensemble ∆
de coˆnes polyhe´draux de NR = N ⊗R ve´rifiant :
1. Pour tout coˆne σ ∈ ∆, on a 0 ∈ σ ;
2. Toute face d’un coˆne de ∆ est un coˆne de ∆ ;
3. L’intersection de deux coˆnes de ∆ est une face de chacun de ces deux
coˆnes.
On dit de plus que l’e´ventail est
– complet si
⋃
σ∈∆ σ = NR,
– re´gulier si chaque coˆne de ∆ est engendre´ par une famille de vecteurs
pouvant eˆtre comple´te´e en une base de NR.
Pour tout e´ventail ∆ nous noterons ∆max l’ensemble des coˆnes de di-
mension maximale, et pour tout coˆne σ ∈ ∆, on notera σ(1) l’ensemble des
vecteurs ge´ne´rateurs des areˆtes de σ). Pour un coˆne polyhe´dral σ de NR
donne´ on de´finit semi-groupe
Sσ = σ
∨ ∩N∨,
ou` σ∨ (resp. N∨ = M) de´signe le coˆne (resp. re´seau) dual de σ (resp. N).
La varie´te´ torique affine sur un corps k associe´e a` σ est la varie´te´ affine :
(1) Uσ = Spec(k[Sσ])
On remarque que si σ, τ sont deux coˆnes de NR, alors
τ ⊂ σ ⇒ Uτ ⊂ Uσ.
E´tant donne´ un re´seau N et un e´ventail ∆, on de´finit une varie´te´ alge´brique
X = X(∆) sur k par recollement des ouverts Uσ pour σ ∈ ∆. Nous ren-
voyons le lecteur a` [F, §1,2,3] pour plus de de´tails sur les varie´te´s toriques.
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Remarquons que la varie´te´ X(∆) est lisse (resp. comple`te) si ∆ est re´gulier
(resp. complet).
Dans ce qui va suivre nous allons conside´rer X une varie´te´ torique de
dimension n de´finie par un e´ventail ∆ a` d = n+r areˆtes dont les ge´ne´rateurs
seront note´s dans cette section, v1, v2, ..., vn, vn+1, ..., vn+r ∈ Zn, et un re´seau
N = Zn. On note D1, ...,Dn, ...,Dn+r les diviseurs associe´s aux vecteurs
ge´ne´rateurs (voir [F, §3.3]). Rappelons que dans le cas ou` la varie´te´ to-
rique X est lisse, le groupe de Picard de X est de rang r. Pour simplifier
nous allons imposer une premie`re condition aux varie´te´s torique que nous
conside`rerons : nous nous inte´resserons exclusivement aux varie´te´s toriques
comple`tes lisses dont le coˆne effectif est simplicial et que tout diviseur ef-
fectif soit combinaison line´aire de r diviseurs Di, disons [Dn+1], ..., [Dn+r ].
Une premie`re question naturelle est de se demander si ceci peut se traduire
en termes de proprie´te´s sur les coˆnes de l’e´ventail. Nous allons re´pondre a`
cette question dans ce qui va suivre.





avec ai,j ∈ N pour tous i, j. Ceci e´quivaut a` dire qu’il existe des entiers
naturels ai,j tels que les diviseurs Di −
∑r
j=1 ai,jDn+j soient principaux
pour tous i ∈ {1, ..., n}. Rappelons que les diviseurs principaux de X sont
exactement les diviseurs div(χu) associe´s aux caracte`res χu du tore de X





On cherche donc des vecteurs u1, ..., un ∈ Zn tels que pour tous i, j ∈
{1, ..., n},
(2) 〈ui, vj〉 = δi,j
(i.e (u1, ..., un) est la base duale de (v1, ..., vn) au sens des espaces vectoriels)
et
(3) 〈ui, vk〉 6 0
pour tout k ∈ {n+1, ..., n+r}. Quitte a` permuter les vi, on peut supposer que
(v1, ..., vn) est une famille ge´ne´ratrice d’un coˆne maximal (i.e. de dimension
n) de ∆. Puisque l’on a suppose´ que X est lisse, (v1, ..., vn) est alors une
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base du re´seau Zn dont (u1, ..., un) est la base duale (au sens des re´seaux).
La condition (3) impose d’autre part que pour cette base duale (u1, ..., un) :
∀k ∈ {n+ 1, ..., n + r}, 〈ui, vk〉 6 0.
Une condition ne´cessaire et suffisante pour que ceci soit ve´rifie´ est que :
vn+1, ..., vn+r ∈ C〈−v1,−v2, ...,−vn〉
ou` C〈−v1,−v2, ...,−vn〉 de´signe le coˆne de Rn engendre´ par −v1, ...,−vn.
Remarque 2.2. Si l’on note




avec ai,k ∈ N, on ve´rifie qu’alors :




2.2 Hauteurs sur les hypersurfaces de varie´te´s toriques
E´tant donne´e une varie´te´ torique comple`te lisse X de´finie par un e´ventail
∆ a` n + r areˆtes et un re´seau N = Zn, dont le groupe de Picard et le
coˆne effectif sont engendre´s par [Dn+1], ..., [Dn+r ] (cf. section pre´ce´dente),








avec n1, ..., nr ∈ N. On conside`re alors un diviseur de classe
∑r
k=1 dk[Dn+k],
avec d1, ..., dr ∈ N. Une section globale s du fibre´ en droites associe´ a` ce
diviseur sur X permet de de´finir une hypersurface de X que l’on notera






Nous allons donner une construction de la hauteur associe´e a` O(D0) sur
X. Pour cela, nous utiliserons la construction des hauteurs sur les varie´te´s
toriques de´crite par Salberger dans [Sa].
Soit ν une place sur Q, et |.|ν : Q∗ → R+ la valeur absolue associe´e.
On pose, comme dans la section pre´ce´dente, N = Zn, M = N∨ = Zn et
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U(Qν) le tore Hom(M,Q
∗
ν) qui peut eˆtre identifie´ avec un ouvert dense de
Zariski de X(Qν) a` condition de fixer un point de cet ouvert. L’application
log |.|ν : Q∗ν → R induit un morphisme
L : U(Qν)→ NR = Rn.
Pour tout σ ∈ ∆, L−1(−σ) est un sous-ensemble ferme´ de U(Qν). On note
alors Cσ,ν l’adhe´rence de L
−1(−σ) dans X(Qν). On utilise ces ensembles
Cσ,ν pour construire une norme ||.||D,ν sur O(D) pour tout diviseur de Weil
D sur X, via la proposition suivante :
Proposition 2.3. Soit D =
∑n+r
i=1 aiDi un diviseur de Weil sur X et s
une section locale analytique de O(D) de´finie en P ∈ X(Qν). Le point P ∈
X(Qν) appartient a` Cσ,ν pour un certain σ ∈ ∆. Soit χu(σ) un caracte`re
sur U repre´sentant le diviseur de Cartier correspondant a` D sur Uσ (i.e.
〈u(σ), vi〉 = −ai pour tout vi ∈ σ(1)). On pose alors :
||s(P )||D,ν = |s(P )χu(σ)(P )|ν ,
et cette expression est inde´pendante du choix de σ ∈ ∆ tel que P ∈ Cσ,ν .
De´monstration. Voir [Sa, Proposition 9.2].
On a alors la proposition suivante qui nous sera utile par la suite.
Proposition 2.4. Soit D =
∑n+r
i=1 aiDi un diviseur de Weil sur X tel que
O(D) est engendre´ par ses sections globales. Alors, pour σ ∈ ∆max, si χ−u(σ)
de´signe l’unique caracte`re sur U qui engendre O(D) sur Uσ (i.e. 〈u(σ), vi〉 =
−ai pour tout vi ∈ σ(1)), alors χ−u(σ) est une section globale de O(D) et
χ−u(σ)(P ) 6= 0 pour tout P ∈ Uσ(Qν). Si s est une section locale de O(D)
de´finie en P ∈ X(Qν), alors
||s(P )||D,ν = inf
σ∈∆max
|s(P )χu(σ)(P )|ν ,
ou` ∆max de´signe l’ensemble des coˆnes de ∆ de dimension n. De plus, si D
est ample et σ ∈ ∆max, alors Cσ,ν est l’ensemble des P ∈ X(Qν) tels que
|χu(σ)−u(τ)(P )|ν 6 1 pour tout τ ∈ ∆max.
De´monstration. Voir [Sa, Proposition 9.8].
On peut alors de´finir la hauteur associe´e a` un diviseur D. Si D =∑n+r
i=1 aiDi est un diviseur de Weil sur X et P ∈ X(Q), la hauteur associe´e





ou` Val(Q) de´signe l’ensemble des places de Q, et s une section locale de
O(D) de´finie en P telle que s(P ) 6= 0.
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Remarque 2.5. Comme on peut le voir dans [Sa, Proposition 10.12], pour
tout P ∈ U(Q), HD(P ) ne de´pend que de la classe de D dans Pic(X).
Par la suite, on notera H la hauteur sur X associe´e au diviseur D0 de´fini
par (4). Notre objectif sera alors d’e´valuer
NV (B) = Card{P ∈ V (Q) ∩ Y (Q) | HD0(P ) 6 B},
pour un certain ouvert dense V ⊂ U de X. Pour e´valuer cette quantite´ il
est plus pratique de se ramener a` compter le nombre de points de hauteur
borne´e sur un torseur universel (voir [Sa, §3] pour la de´finition de torseurs
universels) associe´ a` X. Pour les varie´te´s toriques, la construction du tor-
seur universel est relativement simple et est donne´e dans [Sa, §8]. Nous allons
rappeler cette construction.
On conside`re le re´seau N0 = Z




ge´ne´rateur vi d’une areˆte du coˆne ∆ on associe l’e´le´ment e0,i de la base
canonique de N0 = Z
n+r. On pose alors N1 = N0 et ∆1 l’e´ventail constitue´
de tous les coˆnes engendre´s par les e0,i. La varie´te´ torique X1 de´termine´e par
(N1,∆1) est alors l’espace affine A
n+r. Pour tout σ ∈ ∆, on note d’autre
part σ0 le coˆne de N0,R engendre´ par les e0,i pour i tel que vi ∈ σ. Les
coˆnes σ0 ainsi associe´s forment alors un e´ventail re´gulier ∆0 de N0,R (cf.
[Sa, Proposition 8.4]), et (∆0, N0) de´finit une varie´te´ torique X0 ⊂ X1.
Soit U0,σ = Spec(Q[Sσ0 ]) ou` Sσ0 = σ
∨
0 ∩ M0. Les morphismes toriques
πσ : U0,σ → Uσ de´finies par les applications naturelles de σ0 sur σ se re-
collent en un morphisme π : X0 → X qui est alors un torseur universel sur
X (cf. [Sa, Proposition 8.5]).
E´tant donne´ que X0 ⊂ X1 = An+rQ les points de X0 s’e´crivent sous forme
de (n + r)-uplets de coordonne´es x = (x1, ..., xn, xn+1, ..., xn+r). On notera







Remarque 2.6. Si σ ∈ ∆ , on note
σ =
∑
i | vi /∈σ(1)
Di,
alors U0,σ est l’ouvert de X1 de´termine´ par x
σ 6= 0, et donc X0 est l’ouvert
de X1 de´fini par :
x ∈ X0 ⇔ ∃σ ∈ ∆max | xσ 6= 0.
En rappelant que D0 =
∑r
k=1(nk−dk)Dn+k, on de´finit alors les diviseurs
D(σ) associe´s :
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De´finition 2.7. Soit σ ∈ ∆max, et soit χu(σ) le caracte`re de U tel que χ−u(σ)
engendre O(D0) sur Uσ. On pose alors




Remarque 2.8. Les diviseurs D(σ) ne de´pendent que de la classe de D0
dans Pic(X).
Lemme 2.9. Soit σ ∈ ∆max. Si O(D0) est engendre´ par ses section globales,
alors χ−u(σ) est une section globale de O(D0), et D(σ) est un diviseur effectif




De´monstration. Si O(D0) est engendre´ par ses sections globales alors, pour
tout σ ∈ ∆max, il existe une section globale de O(D0) qui engendre O(D0)
sur Uσ. Or, Uσ est un espace affine, donc a` multiplication par un scalaire
pre`s, il existe une unique section locale qui engendre O(D0) sur Uσ. Donc
la section locale χ−u(σ) est en fait une section globale.
Puisque χ−u(σ) est une section globale, on a d’apre`s la description de
Γ(X,D0) donne´e dans [F, p.68] :
〈−u(σ), vi〉 > −ai
ou` ai = 0 pour tout i ∈ {1, ..., n} et an+k = (nk−dk) pour tout k ∈ {1, ..., r}.
De plus, on a
〈−u(σ), vi〉 = −ai





Nous pouvons a` pre´sent de´finir une fonction hauteur H0 sur X0(Q) en
posant simplement H0 = H ◦ π.
Proposition 2.10. On suppose que O(D0) est engendre´ par ses sections
globales. Avec les notation ci-dessus, on a :






De´monstration. La de´monstration de cette proposition est directement ins-
pire´e de la preuve de [Sa, Proposition 10.14]. On conside`re un point P0 ∈
X0(Q), P = π(P0), et τ ∈ ∆max tel que P ∈ Uτ . On a alors que χ−u(τ) est
une section locale de´finie en P ∈ Uτ , et




Remarquons que puisque P ∈ Uτ , d’apre`s le lemme 2.9, xD(τ) 6= 0 (e´tant







Par conse´quent, si s de´signe la section locale χ−u(τ), on a alors :










De la meˆme manie`re que nous avons construit X0, on peut construire un
Z-torseur universel sur la varie´te´ X˜ sur Z obtenue a` partir des ouverts affines
U˜σ = Spec(Z[Sσ]) (voir [Sa, p. 207]). On notera ce torseur π˜ : X˜0 → X˜ . On
conside`re alors la proposition suivante (issue de [Sa, Proposition 11.3]) :
Proposition 2.11. Soit P0 = x ∈ X0(Q) qui se rele`ve en un Z-point P˜0 = x˜




ou` |.| de´signe la valeur absolue usuelle sur R.
De´monstration. Remarquons que comme pre´ce´demment on a une immersion
ouverte X˜0 →֒ Zn+r. Soit p un nombre premier, et soit
Y0 ⊂ Spec(Z/pZ[(xi)16i6n+r])
la re´duction modulo p de X˜0. On a alors, comme pre´ce´demment, que x˜
D(σ) 6=










Plutoˆt que de compter les Q-points de hauteur borne´e de X, nous allons
compter les Z-points de X˜0 en utilisant le lemme ci-dessous :
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Lemme 2.12. Pour m ∈ N, soient
c(m) = Card{P ∈ U(Q) | H(P ) = m},
c0(m) = Card{P ∈ X˜0 ∩ U0(Q) | H0(P0) = m}.
Alors c(m) = c0(m)/2
r.
De´monstration. Voir de´monstration de [Sa, Lemme 11.4.a)].
Ainsi, e´tant donne´ un ouvert de Zariski V de X, si l’on note
N0,V (B) = Card{P0 ∈ Y˜0(Z) ∩ U0(Q) ∩ π−1(V ) | H0(P0) 6 B}
(ou` Y˜0 est l’hypersurface de X˜0 correspondant a` l’hypersurface Y de X), on
a alors
NV (B) = N0,V (B)/2r.
Nous chercherons donc dore´navant a` e´valuer N0,V (B). Nous allons le faire
pour le cas des varie´te´s toriques comple`tes lisses a` n+2 ge´ne´rateurs (i.e. cas
ou` r = 2). Nous allons d’abord, dans la section suivante, de´crire ces varie´te´s,
puis construire la hauteur sur les torseurs universels correspondants.
2.3 Cas des varie´te´s toriques a` n + 2 ge´ne´rateurs
On conside`re n + 2 vecteurs v0, v1, ..., vn, vn+1 ∈ Zn tels que (v1, ..., vn)









ou` 1 6 r 6 m 6 n, et ai ∈ Z. On pose alors I = {0, ..., r} et J = {r +






pour tous i ∈ I et j ∈ J . D’apre`s [K, The´ore`me 1], nous savons que toute
varie´te´ torique comple`te lisse dont l’e´ventail ∆ admet n + 2 areˆtes est iso-
morphe a` une varie´te´ torique de ce type pour un certain (r,m, (ai)i∈{r+1,...,m})
fixe´.
Dans ce qui va suivre, pour simplifier, nous nous inte´resserons exclusi-
vement a` la sous-famille de ces varie´te´s de´finies par ar+1 = ... = am = 1 de




Remarquons a` pre´sent que dans ce cas pre´cis, d’apre`s les re´sultats obte-
nus dans la section 2.1, si, pour tout i ∈ {0, 1, ..., n}, Di de´signe le diviseur
associe´ a` vi, on a :
[D1] = [D0] [Dr+1] = [D0] + [Dn+1] [Dm+1] = [Dn+1]
[D2] = [D0] [Dr+2] = [D0] + [Dn+1] [Dm+2] = [Dn+1]
. . . . . . . . .
[Dr] = [D0] [Dm] = [D0] + [Dn+1] [Dn] = [Dn+1]




[Di] = (m+ 1)[D0] + (n− r + 1)[Dn+1].
Conside´rons a` pre´sent une hypersurface Y de X donne´e par une section
globale s de O(D) ou` D de´signe le diviseur d1D0 + d2Dn+1. Le diviseur
anticanonique de Y est alors le diviseur induit par
(m+ 1− d1)[D0] + (n− r + 1− d2)[Dn+1].
Remarque 2.13. Dans tout ce qui va suivre, nous supposerons que la di-
viseur anticanonique de Y appartient a` l’inte´rieur du coˆne effectif. Ce qui
revient a` dire, d’apre`s ce qui pre´ce`de que m+ 1 > d1 et n− r + 1 > d2.






ou` χu est le caracte`re associe´ a` u, et PD le polytope :
PD = {u ∈ Zn | ∀k ∈ {1, ..., n}, 〈u, vk〉 > 0,
〈u, v0〉 > −d1 et 〈u, vn+1〉 > −d2}




u ou` αu ∈ Q
de´finit une hypersurface Y (que l’on suppose lisse) de X, et se rele`ve en une
fonction f : X˜0 → R de´finie par pour tous (x,y,z) ∈ Qn+2 tels que x0 6= 0




















L’hypersurface de X˜0 de´finie par l’annulation de cette fonction correspond
alors au torseur universel au-dessus de Y . Par conse´quent, en utilisant le
lemme 2.12, on a que les Q-points de Y correspondent (modulo l’action des
12
points de torsion de TNS) aux Z-points (x,y,z) de X˜0 tels que F (x,y,z) = 0
ou` F est le polynoˆme :























Remarque 2.14. – On remarque que le polynoˆme ainsi de´fini est de
degre´ homoge`ne e´gal a` d1 en (x,y) et de degre´ homoge`ne d2 en (y,z),
c’est-a`-dire, pour tous λ, µ ∈ C :
F (λx, λµy, µz) = λd1µd2F (x,y,z).
En effet le degre´ de chaque monoˆme en (x,y) est
d1 + 〈u, v0〉+
m∑
i=1
〈u, vi〉 = d1,
car v0 = −
∑m
i=1 vi, et de meˆme pour (y,z).
– Re´ciproquement on peut voir que tout polynoˆme en (x,y,z) de degre´
homoge`ne d1 en (x,y) et de degre´ homoge`ne d2 en (y,z) est un po-
lynoˆme correspondant a` une unique section globale s de O(D).
Remarque 2.15. Dans tout ce qui va suivre on supposera que l’hypersurface
Y de´finie par F (x,y,z) = 0 est lisse. En fait cette proprie´te´ est vraie pour
un ouvert dense de Zariski de coefficients (αu)u∈PD∩Zn. En effet on re´alise
un plongement de X dans un espace projectif PN en conside´rant l’application


















Par ailleurs, d’apre`s le the´ore`me de Bertini (cf. [Ha]), pour une famille ou-




0} ⊂ PN , on a que X∩Hα est lisse. Or on remarque que X∩Hα = Y et par
conse´quent, Y est lisse pour un ouvert dense de coefficients (αu)u∈PD∩Zn .
Nous allons a` pre´sent construire la hauteur sur X associe´e au diviseur
DY = (m + 1 − d1)D0 + (n − r + 1 − d2)Dn+1 (correspondant au diviseur
anticanonique sur Y ). Comme pre´ce´demment, d’apre`s [F, §3.4], les sections







ou` PDY est le polytope :
PDY = {u ∈ Zn | ∀k ∈ {1, ..., n}, 〈u, vk〉 > 0,
〈u, v0〉 > m+ 1− d1 et 〈u, vn+1〉 > n− r + 1− d2}
Une base des sections globales est donc donne´e par les (χu)u∈PDY , qui se
rele`vent en des fonctions (fu)u∈PDY de X˜0 dans R qui sont exactement les
monoˆmes en (x,y,z) de degre´s (m+1−d1) en (x,y) et de degre´ (n−r+1−d2)
en (y,z). La hauteur H associe´e a` DY est donc de´finie sur X˜0(Z) ⊂ Zn+2





























Remarquons efin que dans le cas pre´sent, X˜0(Z) ⊂ Zn+2 peut eˆtre de´crit
comme l’ensemble des (n + 2)-uplets d’entiers note´s q = (x,y,z), avec
x = (x0, x1, ..., xr), y = (yr+1, ..., ym), z = (zm+1, ..., zn+1) tels que (cf.
[Sa, 11.5]) :














ql = qiqj .
Par conse´quent, la condition (5) e´quivaut a` :
∃(i, j) ∈ I × J | qiqj 6= 0
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soit encore
∃i ∈ I | qi 6= 0, et ∃j ∈ J | qj 6= 0,
et donc (5) e´quivaut a` :
(8) x 6= 0 et (y,z) 6= 0.
De meˆme, on remarque que :
pgcdσ∈∆max(q
σ) = pgcd(i,j)∈I×J(qiqj)
= (pgcdi∈I qi)(pgcdj∈J qj)
= pgcd(x) pgcd(y,z),
et la condition (6) e´quivaut donc a`
(9) pgcd(x) = 1 et pgcd(y,z) = 1.
Ainsi, calculer
N (B) = card{P ∈ Y (Q) | H(P ) 6 B}
revient a` calculer le nombre de points de
{q = (x,y,z) ∈ X˜0(Z) | H(x,y,z) 6 B}.
Par ailleurs, quitte a` appliquer une inversion de Mo¨bius (en un sens que
nous pre´ciserons ulte´rieurement), on peut se ramener au calcul de
Nd,U (B) = card
{
(x,y,z) ∈ Zn+2 ∩ U | x 6= 0, (y,z) 6= (0,0),
F (dx,y,z) = 0, Hd(x,y,z) 6 B}
pour un certain ouvert U que nous pre´ciserons ulte´rieurement, et pour tout
d ∈ N∗, avec





Dans ce qui va suivre nous allons donc chercher a` obtenir une formule asymp-
totique pour Nd,U (B).
3 Premie`re e´tape
Nous allons e´tablir une formule asymptotique pour NU,d(B), pour un
d ∈ N∗ fixe´, en nous inspirant de la me´thode de´crite par Schindler dans
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[Sch1] et [Sch2]. L’ide´e ge´ne´rale est de conside´rer la fonction hd : N
2 → [0,∞[
de´finie par
(11) hd(k, l) = card
{







= l et F (dx,y,z) = 0
}
(ou` U est un ouvert de Zariski deAn+2 que nous pre´ciserons ulte´rieurement),











afin de pouvoir appliquer un re´sultat de Blomer et Bru¨dern (voir [B-B]) pour
en de´duire une formule asymptotique pour∑
km+1−d1 ln−r+1−d26B
hd(k, l) ∼B→∞ NU,d(B).
Dans cette premie`re partie, pour des re´els P1, P2 > 1 fixe´s, nous allons
chercher a` calculer
(12) Nd(P1, P2) = card{(x,y,z) ∈ (P1B1 × P1P2B2 × P2B3) ∩ Zn+2 |
|y| 6 d|x|P2 et F (dx,y,z) = 0},
ou` B1 = [−1, 1]r+1, B2 = [−1, 1]m−r, B3 = [−1, 1]n−m+1. Plus pre´cise´ment,
nous allons montrer que pour n assez grand on a :








ou` σd est une constante (ne de´pendant que de d), δ > 0 un re´el arbitrairement
petit et υ un re´el que nous pre´ciserons. Ceci qui nous permettra plus tard






3.1 Une ine´galite´ de Weyl
Dans toute cette partie nous allons supposer 1 6 P2 6 P1. On notera
donc P1 = P
b
2 avec b > 1. Nous allons e´valuer Nd(P1, P2) en nous inspirant
de la me´thode du cercle de Hardy-Littlewood. Pour cela, on introduit la



















E´tant donne´s x ∈ Zr+1 et y ∈ Zm−r, on constate que












(ce qui e´quivaut a` dire que |y| ∈]d(N − 1)P2, dNP2]),






















BN,I = {y ∈ EN | ∀i ∈ I, yi > 0 et ∀i /∈ I, yi < 0}.

























Par une ine´galite´ de Ho¨lder, on a, pour N fixe´






ou` l’on a note´






Dans ce qui va suivre, nous allons chercher a` ≪ line´ariser ≫ le polynoˆme
F en appliquant un opre´rateur ∆ de´fini de la fac¸on suivante : pour tout
polynoˆme f a` N variables on pose pour tous t1, t2 ∈ RN :
∆t1(t2) = f(t1 + t2)− f(t1).
Dans ce qui suit, nous appliquons d2 − 1 fois l’ope´rateur ∆ a` F en les
variables (y,z), et nous obtenons un polynoˆme en d2(n − r + 1) + r + 1
variables (x,y(j),z(j))j∈{1,...,d2}. Puis, en appliquant l’ope´rateur ∆ d1−1 fois
a` ce polynoˆme en les variables (x,y(j))j∈{1,..,d2}, nous obtenus finalement un
polynoˆme en (r + 1)d1 + (m − r)d1d2 + (n − m + 1)d2 variables du type
(x(i),y(j,i),z(j))i∈{1,...,d1}
j∈{1,..,d2}






















d est line´aire en (x
(i),y(j,i))j∈{1,...,d2} pour tout
i ∈ {1, ..., d1} et line´aire en (y(j,i),z(j))i∈{1,...,d1} pour tout j ∈ {1, ..., d2}.
Pour N,I,J fixe´s, posons
UN,I,J = CN,I,J × P2B3 ⊂ dP1P2B2 × P2B3,
et on de´finit
UDN,I,J = UN,I,J − UN,I,J ,




(UN,I,J − ε1(y(1),z(1))− ...− εt(y(t),z(t))).
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Si l’on note F(y,z) = αF (dx,y,z) (pour x fixe´), et




(−1)ε1+...+εtF(ε1(y(1),z(1)) + ...+ εt(y(t),z(t))),
en utilisant l’e´quation (11.2) de [Schm], on obtient la majoration
































On remarque que pour tous (y,z), (y′,z′) ∈ UN,I,J((y(1),z(1)), ..., (y(d2−2),z(d2−2)))
on a :
Fd2−1((y(1),z(1)), ..., (y,z))−Fd2−1((y(1),z(1)), ..., (y′,z′))
= Fd2((y(1),z(1)), ..., (y(d2 ,z(d2))−Fd2−1((y(1),z(1)), ..., (y(d2−1),z(d2−1))),
pour
(y(d2−1),z(d2−1)) ∈ UN,I,J ((y(1),z(1)), ..., (y(d2−2),z(d2−2)))D
et
(y(d2),z(d2)) ∈ UN,I,J ((y(1),z(1)), ..., (y(d2−1),z(d2−1))),
donne´s par :
(y,z) = (y(d2),z(d2),
(y′,z′) = (y(d2−1) + y(d2),z(d2−1) + z(d2)).
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On obtient donc la majoration :










e(Fd2((y(1),z(1)), ..., (y(d2 ,z(d2))
−Fd2−1((y(1),z(1)), ..., (y(d2−1),z(d2−1)))).
ou` chaque y(i) (resp. z(i)) appartient a` une union de boˆıtes de taille au plus
dP1P2 (resp. P2).
D’apre`s [Schm][Lemme 11.4], on a que
Fd2((y(1),z(1)), ..., (y(d2 ,z(d2))−Fd2−1((y(1),z(1)), ..., (y(d2−1),z(d2−1)))
= αF1(dx, y˜, z˜) + αF2(dx, yˆ, zˆ).
ou` l’on a note´
y˜ = (y(1), ...,y(d2)) z˜ = (z(1), ...,z(d2))
yˆ = (y(1), ...,y(d2−1)) zˆ = (z(1), ...,z(d2−1)).
















i si i ∈ {r + 1, ...,m}
z
(j)
i si i ∈ {m+ 1, ..., n + 1}
pour tout j ∈ {1, ..., d2}, et Ei(dx) syme´trique en i. Remarquons par ailleurs
que F1 et F2 sont homoge`nes de degre´ d1 en (x, y˜).






e(αF1(dx, y˜, z˜) + αF2(dx, yˆ, zˆ)),













En posant d˜ = d1 + d2 − 2, on en de´duit :













Par une ine´galite´ de Ho¨lder, on a ∑
|z˜|6P2
|Sd,z˜(α)|
2d1−1 ≪ (P d2(n−m+1)2 )2d1−1−1 ∑
|z˜|6P2
|Sd,z˜(α)|2d1−1 ,
et ainsi (23) devient









































F (i)d1 ((x(1), (y(j,1))j∈{1,...,d2}, ..., (x(d2), (y(j,d1))j∈{1,...,d2})
−F (i)d1−1((x(1), (y(j,1))j∈{1,...,d2}, ..., (x(d1−1), (y(j,d1−1))j∈{1,...,d2}
)
,
ou` pour i ∈ {1, 2}, F (i)k de´signe la forme de (21) associe´e a` F(x, y˜) =


























d est une forme line´aire en (x
(i),y(j,i))j∈{1,...,d2} pour chaque i ∈



















i si i ∈ {0, 1, ..., r}
y
(l,j)
k si i = (k, l) ∈ {r + 1, ...m} × {1, ..., d2}
avec Gd,i(z˜) ∈ Z[d, z˜] syme´trique en i et dont le degre´ en d est
fi = card{k ∈ {1, ..., d1} | ik ∈ {0, ..., r}}
et on peut donc e´crire
Gd,i(z˜) = d
fiGi(z˜)
avec Gi(z˜) syme´trique en i.





























d est une forme line´aire en (x
(i),y(j,i))j∈{1,...,d2−1} pour tout i ∈











avec I ′ = {0, 1, ...r}∪{(r+1, 1), ...(m, 1)...(r+1, d2−1), ..., (m,d2−1)}. On
observe en particulier que Γ
(2)
d est inde´pendant de (y
(d2,i),z(d2))i∈{1,...,d1}.
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En regroupant les re´sultats obtenus on trouve

































Avant d’aller plus loin, il convient de faire la remarque suivante :
Lemme 3.1. Remarquons que si l’on avait diffe´rencie´ la forme F en (x,y)
puis en (y˜,z) plutoˆt qu’en (y,z) puis en (x, y˜), on aurait obtenu :
















































αi,j,kxi1 ...xim1 yj1 ...yjm2zk1 ...zkm3 ,



























ou`M(1, ..., d2) de´signe l’ensemble des permutations σ de {1, ..., d2} telles que
σ(1) < σ(2) < ... < σ(m2) et σ(m2 + 1) < σ(m2 + 2) < ... < σ(m2 +m3) =
23
σ(d2). La forme multiline´aire Γ
(1)


































Il est alors clair que l’on obtient le meˆme re´sultat en diffe´renciant en (x,y)
puis en (y˜,z).
On remarque que, pour z˜ et (x(i),y(j,i))i∈{1,...,d1−1}
j∈{1,...,d2}

















































ou` la somme sur u
(d1)
i porte sur u
(d1)
i appartenant a` un intervalle de taille
O(P1) si i ∈ {0, ..., r} et de taille O(dP1P2) pour
i ∈ {(r + 1, 1), ...(m, 1)...(r + 1, d2), ..., (m,d2)}.








































i sont les variables de´finies par 24, et










et en conside´rant la majoration∑
m∈I(P )∩Z
e(βm)≪ min{P, ||β||−1}


















P1 si i ∈ {0, 1, ..., r}
dP1P2 si i = (k, l) ∈ {r + 1, ...m} × {1, ..., d2} .
Pour tout r = (ri)i∈I ∈
∏
i∈I(N∩[0,Hi[), et pour (x(i),y(j,i),z(j))i∈{1,...,d1−1}
j∈{1,...,d2−1}






, l’ensemble des e´le´ments
z(d2),y(d2,1), ...,y(d2,d1−1) tels que |z(d2)| 6 P1, |y(d2,k)| 6 dP1P2 pour tout
k ∈ {1, ..., d1 − 1} et
























































































d,i ne de´pend pas de (z
(d2), (y(d2,k))k∈{1,...d1−1}) et γ
(1)
d,i est line´aire en






cardinal de l’ensemble des z(d2),y(d2,1), ...,y(d2,d1−1) tels que |z(d2)| 6 P1,



















































































de´signe le cardinal de l’ensemble des (x(i),y(j,i),z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
tels que
|x(i)| 6 H(i)1 , |y(i,j)| 6 H(i,j)2 , |z(j)| 6 H(j)2 pour tous (i, j) ∈ {1, ..., d1−1}×
{1, ..., d2} et







∣∣∣∣∣ < B−11 ,







∣∣∣∣∣ < B−12 ,











α, (P1, dP1P2, P2)i∈{1,...,d1−1}
j∈{1,...,d2}




On en de´duit (en sommant sur N ∈ {0, ..., P1} et sur les I,J ⊂ {r +
1, ...,m}) le lemme ci-dessous
Lemme 3.2. Pour ε > 0 arbitrairement petit, et pour κ > 0, P > 0 des
re´els fixe´s, l’une au moins des assertions suivantes est vraie









α, (P1, dP1P2, P2)i∈{1,...,d1−1}
j∈{1,...,d2}
, P−11 , (dP1P2)
−1
)
≫ dd1(r+1) (P r+11 )(d1−1) ((dP1P2)m−r)(d1−1)d2 (Pn−m+12 )d2 P−2d˜κ
Remarque 3.3. Si κ est petit, la condition 1 donne une majoration de
|Sd(α)| plus grande que la majoration triviale,
|Sd(α)| ≪ dm−rPm+11 Pn−r+12 ,




3.2 Ge´ome´trie des nombres
Nous allons a` pre´sent e´tablir des re´sultats de ge´ome´trie des nombres
qui nous serons utiles pour la suite de cette section. Il s’agit en fait de
ge´ne´ralisations de [Da, Lemme 12.6] et de [Sch1, Lemme 3.1].
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Soient a1, ..., an2 , b1, ..., bn1 > 1 des re´els fixe´s. Pour tout 0 6 Z 6 1, on note
U(Z) = Card
{
(u1, ..., un2 , un2+1, ..., un2+n1) ∈ Zn1+n2 | ∀j ∈ {1, ..., n2}
|uj| 6 ajZ et ∀i ∈ {1, ..., n1} |Li(u1, ..., un2)− un2+i| 6 b−1i Z
}
,
U t(Z) = Card
{
(u1, ..., un1 , un1+1, ..., un1+n2) ∈ Zn1+n2 | ∀i ∈ {1, ..., n1}
|ui| 6 biZ et ∀j ∈ {1, ..., n2} |Ltj(u1, ..., un1)− un1+i| 6 a−1j Z
}
.















Remarque 3.5. Le lemme 3.1 de [Sch1] pre´sente uniquement le cas ou`
a1 = ... = an2 = a et b1 = ... = bn1 = b. Cette ge´ne´ralisation aux ai et
bi distincts permet de donner des estimations du nombre de points dans un
re´seau dont les coordonne´es sont borne´es par des bornes distinctes.
De´monstration du lemme 3.4. On conside`re le re´seau Λ de Rn2+n1 de´fini
comme l’ensemble des points
(x1, ..., xn2 , xn2+1, ..., xn2+n1) ∈ Rn1+n2
tels qu’il existe




an2xn2 = un2 ,
b−11 xn2+1 = L1(u1, ..., un2) + un2+1,
...
b−1n1 xn2+n1 = Ln1(u1, ..., un2) + un2+n1 .
28
Ce re´seau est de´fini par la matrice (i.e une base de ce re´seau est donne´e
par les colonnes de la matrice)
A =





(0) a−1n2 0 · · · 0




bn1λn1,1 · · · bn1λn1,n2 (0) bn1

.
On remarque que U(Z) est alors le nombre de points (x1, ..., xn1+n2) de Λ
tels que |xi| 6 Z pour tout i ∈ {1, ..., n1 + n2}. Par ailleurs,
B = (At)−1 =





(0) an2 −an2λ1,n2 · · · −an2λn1,n2




0 · · · 0 (0) b−1n1

.








(0) b−1n1 0 · · · 0




an2λ1,n2 · · · an2λn1,n2 (0) an2

.






et Λnor = cΛ, Ωnor = c−1Ω˜ les re´seaux
normalise´s (i.e de de´terminant 1) associe´s a` Λ et Ω. Par la de´monstration













En particulier, lorsque n1 = n2 = n, ai = bi pour tout i et λi,j = λj,i on
obtient le re´sultat suivant :
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Lemme 3.6. Soit n > 0 un entier et (λi,j)16i,j6n des re´els tels que λi,j = λj,i
pour tous i, j, et des formes line´aires




Soient a1, ..., an > 1 des re´els fixe´s. Pour tout 0 6 Z 6 1, on note
U(Z) = Card {(u1, ..., un, un+1, ..., u2n) | ∀j ∈ {1, ..., n} |uj | 6 ajZ










Revenons a` pre´sent a` la situation de la section pre´ce´dente, et conside´rons,
pour (x(i),y(i,j),z(j))i∈{1,...,d1−2}
j∈{1,...,d2}
fixe´s les N = (r + 1) + d2(m − r) formes
line´aires en (x(d1−1),y(j,d1−1))j∈{1,...,d2} donne´es par les αγ
(1)
d,k pour k ∈ I.


























(ou` z˜ = (z(1), ...,z(d2)) et les u
(j)
i sont donne´s par (24)) et donc pour tous










et on observe que, puisque les Gi(z˜) sont syme´triques en i ∈ Id1 .
λk,l = λl,k.
Pour P > 0 fixe´, et θ ∈ [0, 1] suppose´s tels que P θ 6 P1, on pose Z2 = 1,
Z1 = (dP1)
−1P θ, ak = P1 pour tout k ∈ I1 = {0, ..., r}, et ak = dP1P2
pour k ∈ I2 = {r + 1, ...m} × {1, ..., d2} de sorte que (en remarquant que
I = I1 ∪ I2) :
∀k ∈ I1, akZ2 = P1, akZ1 = P θ/d
∀k ∈ I2, akZ2 = dP1P2, akZ1 = P2P θ
∀k ∈ I1, a−1k Z2 = P−11 , a−1k Z1 = d−1P−21 P θ
∀k ∈ I2, a−1k Z2 = (dP1P2)−1, a−1k Z1 = (dP1)−2P−12 P θ
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(x(d1−1), (y(j,d1−1))j∈{1,...,d2}) | |x(d1−1)| 6 P1, |y(j,d1−1)| 6 dP1P2,





















(x(d1−1), (y(j,d1−1))j∈{1,...,d2}) | |x(d1−1)| 6 P θ/d, |y(j,d1−1)| 6 P θP2,















∣∣∣∣∣ < d−2P−21 P−12 P θ
}
,
En sommant sur les (x(i),y(i,j),z(j))i∈{1,...,d1−2}
j∈{1,...,d2}




































∀ i ∈ {1, ..., d1 − 1}, B(i)1 = P1









P1 si i ∈ {1, ..., d1 − 2}





dP1P2 si i ∈ {1, ..., d1 − 2}





Par la suite, on applique le lemme de la meˆme manie`re avec (x(i),y(j,i),z(j))i/∈{d1,d1−l}
fixe´s (pour l variant de 1 a` d1 − 1), et en conside´rant les αγ(1)d,k comme

































2 pour k ∈ I2 de sorte que
∀k ∈ I1, akZ2 = P1, akZ1 = P θ/d
∀k ∈ I2, akZ2 = dP1P2, akZ1 = P2P θ
∀k ∈ I1, a−1k Z2 = d−(l−1)P−l1 P (l−1)θ, a−1k Z1 = d−(l+1)P−(l+1)1 P lθ
∀k ∈ I2, a−1k Z2 = d−lP−l1 P−12 P (l−1)θ, a−1k Z1 = d−(l+1)P−(l+1)1 P−12 P lθ
















































P1 si i ∈ {1, ..., d1 − l}





dP1P2 si i ∈ {1, ..., d1 − l}









P1 si i ∈ {1, ..., d1 − l − 1}





dP1P2 si i ∈ {1, ..., d1 − l − 1}




On obtient donc finalement, au rang l = d1 − 1 :
(32) M
(
α, (P1, dP1P2, P2)i∈{1,...,d1−1}
j∈{1,...,d2}





















Nous allons a` pre´sent chercher a` e´tablir des majorations analogues avec
les n2 = (m − r)(d1 − 1) + (n − m + 1)-uplets de variables donne´s par
les (y(j,i),z(j))i∈{1,...,d1−1} pour j ∈ {1, ..., d2}, en conside´rant toujours les
formes line´aires αγ
(1)












∣∣∣∣∣ < d−d1P−d11 P−12 P (d1−1)θ
pour l ∈ {r+1, ...,m} (les formes γ(1)d,(l,d2) ne de´pendant pas des y(d2,i),z(d2)).
On conside`re les variables (y(d2,i),z(d2))i∈{1,...,d1−1} et les n1 = (r + 1) +
(d2 − 1)(m − r) formes line´aires αγ(1)d,k, k 6= (l, d2) correspondantes. On


































2 pour tout k ∈ J1 =











2 pour k ∈ J2 = {r+ 1, ...m} ×
























2 pour k ∈ I ′2 = {r + 1, ...m} × {1, ..., d2 − 1} de
sorte que
∀k ∈ J1, akZ2 = P2, akZ1 = P θ
∀k ∈ J2, akZ2 = P θP2, akZ1 = P 2θ
∀k ∈ I1, b−1k Z2 = d−(d1−1)P−d11 P (d1−1)θ, b−1k Z1 = d−(d1−1)P−d11 P−12 P d1θ
∀k ∈ I ′2, b−1k Z2 = d−d1P−d11 P−12 P (d1−1)θ, b−1k Z1 = d−d1P−d11 P−22 P d1θ
et de plus
∀k ∈ J1, a−1k Z1 = d−d1P−d11 P−12 P d1θ
∀k ∈ J2, a−1k Z1 = d−d1P−d11 P−12 P (d1−1)θ
∀k ∈ I1, bkZ1 = P θ/d










































((y(d2,i),z(d2))i∈{1,...,d1−1}) | |z(d2)| 6 P2, |y(d2,i)| 6 P θP2,







∣∣∣∣∣ < d−(d1−1)P−d11 P (d1−1)θ,














(d2)) | |z(d2)| 6 P θ, |y(d2,i)| 6 P 2θ,







∣∣∣∣∣ < d−(d1−1)P−d11 P−12 P d1θ,







∣∣∣∣∣ < d−d1P−d11 P−22 P d1θ
}
,
U t(Z1) = card
{
(x(d1), (y(j,d1))j∈{1,...,d2−1}) | |x(d1)| 6 P θ/d, |y(j,d1)| 6 P θP2,















∣∣∣∣∣ < d−d1P−d11 P−12 P (d1−1)θ
}
.








































































Par conse´quent les formes line´aires (γ
(1)
d,k)
t sont exactement celles que l’on
aurait obtenu en diffe´renciant en (x,y) puis en (y˜,z) et en sommant en-









comme des formes en (yj,i,z(j))i∈{1,...,d1−1}
pour un certain j ∈ {1, ..., d2} alors ces formes line´aires ve´rifient la condi-
tion de syme´trie du lemme 3.6, et on peut alors appliquer ce lemme comme




















| ∀(i, j) ∈ {1, ..., d1} × {1, ..., d2 − 1},
|x(i)| 6 H(i)1 , |y(i,j)| 6 H(i,j)2 , |z(j)| 6 H(j)2







∣∣∣∣∣ < B−11 ,








































































































En proce´dant de la meˆme manie`re pour tous les n2-uplets de variables











































En regroupant le lemme 3.2, et les majorations (32) et (34), on obtient
le lemme ci-dessous :
Lemme 3.7. Pour ε > 0 arbitrairement petit, et pour κ > 0, P > 0 des
re´els fixe´s, pour tout α ∈ [0, 1], l’une au moins des assertions suivantes est
vraie























Conside´rons a` pre´sent un e´le´ment (x(i),y(j,i),z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
tel que






∣∣∣∣∣ < d−(d1−1)P−d11 P−d22 P (d˜+1)θ






∣∣∣∣∣ < d−d1P−d11 P−d22 P (d˜+1)θ
















. Rappelons que d’apre`s


























Par conse´quent, si k0 ∈ I1 alors d divise q et on a q ≪ dP (q˜+1)θ (car |x(i)| 6
P θ/d, |y(j,i)| 6 P 2θ, |z(j)| 6 P θ) et si a est l’entier le plus proche de αq, on
a donc
|αq − a| 6 d−(d1−1)P−d11 P−d22 P (d˜+1)θ.
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Dans le cas ou` k0 ∈ I2 on a q ≪ P (q˜+1)θ et si a est l’entier le plus proche de
αq,
|αq − a| 6 d−d1P−d11 P−d22 P (d˜+1)θ.












, on voit que le lemme
3.7 implique
Lemme 3.8. Pour ε > 0 arbitrairement petit, et pour κ > 0, P > 0 des
re´els fixe´s, pour tout α ∈ [0, 1], l’une au moins des assertions suivantes est
vraie






2. Il existe q tel que d|q, 0 < q 6 dP (d˜+1)θ et a tels que 0 6 a < q et
|αq − a| 6 d−(d1−1)P−d11 P−d22 P (d˜+1)θ,
3. Il existe q tel que 0 < q 6 P (d˜+1)θ et a tels que 0 6 a < q, pgcd(a, q) =
1 et






| |x(i)| 6 P θ/d, |y(j,i)| 6 P 2θ,













| |x(i)| 6 P θ/d, |y(j,i)| 6 P 2θ,








Avant d’aller plus loin, nous introduisons le lemme ci-dessous qui sera
utile a` plusieurs reprise par la suite :
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Lemme 3.9. On conside`re p, q, r ∈ N et (Li)i∈{1,...,r} des formes line´aires





= card {(x,y) ∈ Zp × Zq | |x| 6 A, |y| 6 B,
∀i ∈ {1, ..., r}, ||Li(x,y)|| < Ci} .













De´monstration. On subdivise le cube [−B,B]q en (2ξ)q cubes de taille B/ξ.
Prenons un tel cube C et conside´rons
E(C) = card {(x,y) ∈ Zp × Zq | |x| 6 A, y ∈ C,
∀i ∈ {1, ..., r}, ||Li(x,y)|| 6 Ci} .
Si (x,y), (x′,y′) sont deux points de E(C), on a alors que
|x− x′| 6 2A, |y − y′| 6 2B/ξ
et pour tout i ∈ {1, ..., r} :
|Li(x− x′,y − y′)| 6 2Ci.








pour tout cube C. D’ou` le re´sultat.
Conside´rons a` pre´sent le cas 4. du lemme 3.8. Remarquons avant tout
qu’il est facile de voir, en appliquant d1−1 fois le lemme 3.9 (avec Li = γ(1)d,i ,
et Ci = 1/2







| |x(i)| 6 2P θ/d,







Quitte a` agrandir θ, nous pouvons remplacer la borne 2P θ sur x(i) et y(j,i)
























































| |x(i)| 6 P θ/d, |y(j,i)| 6 P θ,











| |x(i)| 6 P θ, |y(j,i)| 6 P θ,








On conside`re la varie´te´ affine L1 de´finie par l’ensemble des e´le´ments
(x(i),y(j,i),z(j))i∈{1,...,d1−1}
j∈{1,...,d2}
de l’espace affine de dimension (d1− 1)(r+1)+
(d1 − 1)d2(m − r) + d2(n − m + 1) ve´rifiant les e´quations γ(1)k = 0 pour
tout k ∈ I. En posant κ = Kθ, d’apre`s (35), la condition 4. du lemme 3.8
implique (par la de´monstration de [Br, The´ore`me 3.1]) :
dim(L1) > (d1 − 1)(r + 1) + (d1 − 1)d2(m− r) + d2(n−m+ 1)− 2d˜K.
On conside`re par ailleurs la sous-varie´te´ affine V ∗1 de A
n+2
C de´finie par les
(x,y,z) ∈ An+2C tels que
∀i ∈ {0, ..., r}, ∂F
∂xi
= 0,
∀j ∈ {r + 1, ...,m}, ∂F
∂yj
= 0.
Notons par ailleurs D le sous-espace de l’espace affine de dimension (d1 −
1)(r+1)+ (d1− 1)d2(m− r)+ d2(n−m+1) de´fini par les (r+1)(d1− 2)+
(m− r)((d1 − 1)d2 − 1) + (d2 − 1)(n −m+ 1) e´quations :
x(1) = x(2) = ... = x(d1−1)
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∀(i, j) ∈ {1, ..., d1 − 1} × {1, ..., d2}, y(i,j) = y(1,1),
z(1) = z(2) = ... = z(d2).
On a alors
dim(L1 ∩ D) > dim(L1)− ((r + 1)(d1 − 2) + (m− r)((d1 − 1)d2 − 1)
+ (d2 − 1)(n −m+ 1)) > n+ 2− 2d˜K.
D’autre part, L1 ∩ D est isomorphe a` V ∗1 . Donc, en re´sume´ la condition 4.
implique
dim(V ∗1 ) > n+ 2− 2d˜K.
De la meˆme manie`re, en notant V ∗2 la sous-varie´te´ de A
n+2
C de´finie par
∀i ∈ {m+ 1, ..., n + 1}, ∂F
∂zi
= 0,
∀j ∈ {r + 1, ...,m}, ∂F
∂yj
= 0,
on ve´rifie que la condition 5. implique
dim(V ∗2 ) > n+ 2− 2d˜K.
Par conse´quent, on choisira
(37) K = (n+ 2−max{dim(V ∗1 ),dim(V ∗2 )} − ε)/2d˜
(pour un ε > 0 arbitrairement petit) de sorte que les assertions 4. et 5. ne
soient plus possibles. On posera par ailleurs
(38) P = P d11 P
d2
2 .
Rappelons que l’on conside`re des re´els θ tels que P θ 6 P2 6 P1, et donc, si
P1 = P
b
2 , alors θ 6
b
bd1+d2
. D’autre part, pour un tel θ, pour a, q tels que
0 < q 6 dP (d˜+1)θ, d|q et 0 6 a < q, on de´finit les arcs majeurs
(39) M(1)a,q(θ) =
{













De meˆme pour a, q tels que 0 < q 6 P (d˜+1)θ, et 0 6 a < q, on de´finit
(41) M(2)a,q(θ) =
{














On notera par ailleurs m(θ) = [0, 1[\ (M(1)(θ) ∪M(2)(θ)) l’ensemble des
arcs mineurs. Avec ces notations, le lemme 3.8 devient alors
Lemme 3.10. Pour ε > 0 arbitrairement petit, pour tout α ∈ [0, 1], l’une
au moins des assertions suivantes est vraie
1. |Sd(α)| ≪n,m,r,ε dm−r+ε+d1(r+1)/2d˜Pm+21 Pn−r+12 P−Kθ+ε,
2. Le re´el α appartient a` M(θ) = M(1)(θ) ∪M(2)(θ).




α ∈ [0, 1] | |αq − a| 6 P−1+(d˜+1)θ
}
et le lemme 3.10 peut eˆtre exprime´ sous la forme suivante :
Lemme 3.12. Pour ε > 0 arbitrairement petit, l’une au moins des asser-
tions suivantes est vraie
1. |S1(α)| ≪ Pm+21 Pn−r+12 P−Kθ+ε,
2. Il existe a, q tels que 1 6 q 6 P−1+(d˜+1)θ, pgcd(a, q) = 1, 0 6 a < q et
le re´el α appartient a` Ma,q(θ).
3.3 Les arcs mineurs











(44) 1 > (bd1 + d2)(5(d˜ + 1)θ0 + δ).
Remarque 3.13. Pour que les conditions (43) et (44) puissent eˆtre ve´rifie´es,
il est ne´cessaire d’avoir
K − 2(d˜ + 1) > b
bd1 + d2
(bd1 + d2)5(d˜ + 1) = 5b(d˜+ 1),
Soit encore
K > (5b+ 2)(d˜ + 1),
ce que nous supposerons dore´navant.
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Avec ces conditions, on a alors le lemme suivant :








De´monstration. On conside`re une suite (θi)i telle que








∀i ∈ {0, ..., T − 1}, 2(d˜+ 1)(θi+1 − θi) < δ
2
Un tel choix de θT est possible, e´tant donne´ que
K
bd1 + d2
> 2δ + 1 +
b
bd1 + d2
⇔ K > (2δ + 1)(bd1 + d2) + b,
ce qui est assure´ par la condition K > (5b+ 2)(d˜ + 1) de la remarque 3.13.
Quitte a` supposer P assez grand, on suppose de plus que T est tel que






































On a donc que∫
α∈M(θi+1)\M(θi)
|Sd(α)|dα
≪ dm−r+ε+d1(r+1)/2d˜−(d1−1)P−1+2(d˜+1)θi+1Pm+21 Pn−r+12 P−Kθi+ε
≪ dm−r+ε+d1(r+1)/2d˜−(d1−1)Pm+21 Pn−r+12 P (2(d˜+1)−K)θiP−1+2(d˜+1)(θi+1−θi)+ε
≪ dm−r+ε+d1(r+1)/2d˜−(d1−1)Pm+11 Pn−r+12 P−1−2δ+2(d˜+1)(θi−θi+1)+ε




On obtient le re´sultat en sommant sur tous les i avec i ∈ {0, ..., T − 1} et
T ≪ P δ2 .
Ainsi, l’inte´grale de S(α) sur les arcs majeurs donne une contribution






−1. Nous allons a`
pre´sent nous inte´resser a` la contribution des arcs majeurs.
3.4 Les arcs majeurs
Pour des raisons pratiques, nous allons introduire de nouveaux arcs ma-
jeurs. Pour tout θ ∈ [0, 1], a, q ∈ Z, on pose
(45) M′a,q(θ) =
{












Remarquons que ce nouvel ensemble M′(θ) contient M(θ). En effet, si α ∈
M
(1)
a,q(θ) pour un d|q et q 6 dP (d˜+1)θ on a alors q > d et∣∣∣∣α− aq
∣∣∣∣ 6 q−1d−(d1−1)P−1+(d˜+1)θ 6 d−d1P−1+(d˜+1)θ,
donc si aq =
a′
q′ avec pgcd(a
′, q′) = 1, on a alors q′ 6 dP (d˜+1)θ et∣∣αq′ − a′∣∣ 6 q′d−d1P−1+(d˜+1)θ,
et donc α ∈M′a′,q′(θ). D’autre part il est imme´diat que M(2)(θ) ⊂M′(θ).
Par ailleurs, si θ0 ∈ [0, 1] ve´rifie les conditions (43) et (44), on a le lemme
suivant
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Lemme 3.15. Pour d1 > 2, les ensembles M
′
a,q(θ0) sont disjoints deux a`
deux.
De´monstration. Supposons qu’il existe α ∈M′a,q(θ0)∩M′a′,q′(θ0), avec (a, q) 6=









1 6 2qq′d−d1P−1+(d˜+1)θ 6 2d2−d1P−1+3(d˜+1)θ 6 2P−1+3(d˜+1)θ,
ce qui est absurde car d’apre`s (44),
θ <
1





Puisque M(θ0) ⊂M′(θ0), le lemme 3.14 implique le re´sultat suivant :





















Par la suite, e´tant donne´ α ∈ M′a,q(θ0), on pose α = aq + β, avec |β| 6




















On e´tablit alors le lemme suivant ;












































Soient (x′y′,z′) et (x′′,y′′,z′′) tels que
(qx′ + b1, qy
′ + b2, qz
′ + b3) ∈ P1B1 × dP1P2B2 × P2B3,
et |qy′ + b2| 6 d|qx′ + b1|P2,
(qx′′ + b1, qy
′′ + b2, qz
′′ + b3) ∈ P1B1 × dP1P2B2 × P2B3,
et |qy′′ + b2| 6 d|qx′′ + b1|P2,
|x′ − x′′| 6 2, |y′ − y′′| 6 2, |z′ − z′′| 6 2,
On a dans ce cas :
|F (qx′ + b1, qy′ + b2, qz′ + b3)− F (qx′′ + b1, qy′′ + b2, qz′′ + b3)|
≪ qdd1P d1−11 P d22 + qdd1P d1−11 P d2−12 + qdd1P d11 P d2−12 ≪ qdd1P d11 P d2−12 ,
Remarquons que lorsque q > P2, l’e´galite´ du lemme est triviale. En effet,
on a dans ce cas la majoration imme´diate :
|Sd(α)| ≪ dm−rPm+11 Pn−r+12
≪ dm−r+1Pm+11 Pn−r+12 P 2(d˜+1)θ0P−12
car P2 < q 6 dP




−(n+2)|Sa,q,d||I(dd1Pβ)| ≪ dm−rPm+11 Pn−r+12
≪ dm−r+1Pm+11 Pn−r+12 P 2(d˜+1)θ0P−12 .
On suppose donc dore´navant que P2 > q. En remplac¸ant alors S3 par une
inte´grale on obtient :







e(βF (dqu˜, qv˜, qw˜))du˜dv˜dw˜
+O
(




















En rappelant que |β| 6 d−d1P−1+(d˜+1)θ0 , et en effectuant le changement de
variables
u = qP−11 u˜, v = q(dP1P2)
−1v˜, w = qP−11 w˜,
on trouve (puisque P = P d11 P
d2
2 .














































Puis, en remplac¸ant S3 par cette expression dans (49), on obtient le re´sultat.
En regroupant les lemmes 3.16 et 3.17, on trouve :






















































































Or, d’apre`s (44) on a suppose´ 5(d˜+ 1)θ0 + δ <
1
bd1+d2




−1+5(d˜+1)θ0P−12 ≪ dm−r+3−d1Pm+11 Pn−r+12 P−1−δ.












Afin de pouvoir remplac¸er J(P (d˜+1)θ0) par J dans (52), nous allons e´tablir
le lemme ci-dessous :
Lemme 3.18. L’inte´grale J est absolument convergente, et on a, pour tout
φ assez grand :
|J − J(φ)| ≪ φ−1.
De´monstration. On choisit un e´le´ment θ ∈ [0, 1] ve´rifiant les meˆmes condi-
tions (43) et (44) que θ0. Soit β tel que |β| > φ, on conside`re P1, P2, P tels
que 2|β| = P (d˜+1)θ et on prend d = 1. On a alors que P−1β ∈ M0,1(θ), et
d’apre`s le lemme 3.17
(55) S1(P











D’autre part, P−1β appartient au bord deM0,1(θ), donc, puisque lesMa,q(θ)
sont disjoints, pour tout ε > 0 arbitrairement petit, on a, par le lemme 3.12,
(56) S1(P
−1β)≪ Pm+21 Pn−r+12 P−Kθ+ε.
Par conse´quent, en regroupant (55) et (56), on trouve :

















Or on a d’apre`s (44) que
1
bd1 + d2





+2(d˜+1)θ ≪ P−3(d˜+1)θ−δ ≪ |β|−3.
Par ailleurs, d’apre`s (43), on a







−Kθ+ε ≪ P−2(d˜+1)θ ≪ |β|−2.
On en de´duit donc ∫
|β|>φ
|I(β)|dβ ≪ φ−1.
D’ou` le re´sultat du lemme.
De meˆme, pour pouvoir remplac¸er Sd(dP
(d˜+1)θ0) par Sd dans (52), on
e´tablit :
Lemme 3.19. Pour d1 > 2, la se´rie Sd est absolument convergente, et on
a, pour tout Q > d assez grand :
|Sd −Sd(Q)| ≪ max{dd1(r+1)/2d˜+ε, d}Q−δ ,
pour δ > 0 arbitrairement petit.
De´monstration. On choisit un e´le´ment θ ∈ [0, 1] ve´rifiant les conditions (43)
et (44). Soit q > Q > d quelconque et a tel que 0 6 a < q et pgcd(a, q) = 1.
On choisit P1, P2 > 1 tels que q = dP
(d˜+1)θ avec P = P d11 P
d2
2 . D’apre`s le
lemme 3.17, si α = aq , on a










Par ailleurs, si l’on pose θ′ = θ − ν avec ν > 0 arbitrairement petit, on a
alors que α = aq /∈ M(θ′). En effet, supposons qu’il existe a′, q′ tels que d|q′
q′ 6 dP (d˜+1)θ
′
< dP (d˜+1)θ = q, 0 6 a′ < q′, et α ∈ M(1)a′,q′(θ′). Si aq′ = qa′,
on a donc, puisque pgcd(a, q) = 1, a|a′ et donc si a′ 6= 0 q′ = a′a q, ce qui
est absurde car q > q′, et si a = a′ = 0, alors q = 1 ce qui contredit encore
q > q′. On a alors
1 6 |aq′ − a′q| 6 qd−(d1−1)P−1+(d˜+1)θ′ < d2−d1P−1+2(d˜+1)θ
ce qui est absurde car θ < 1
2(d˜+1)
d’apre`s (44). De la meˆme manie`re, s’il existe
a′, q′ tels que q′ 6 P (d˜+1)θ
′
< dP (d˜+1)θ = q, 0 6 a′ < q′, pgcd(a′, q′) = 1 et
α ∈M(2)a′,q′(θ′), on a
1 6 |aq′ − a′q| 6 qd−d1P−1+(d˜+1)θ′ < d1−d1P−1+2(d˜+1)θ.
Par conse´quent, d’apre`s le lemme 3.10, on a
|S(α)| ≪ dm−r+ε+d1(r+1)/2d˜Pm+21 Pn−r+12 P−Kθ
′+ε
et on obtient donc (e´tant donne´ que I(0) ≍ 1), pour ν assez petit :















−Kθ+2ε ≪ P−2(d˜+1)θ−δ′(d˜+1)θ = q−2−δ′
P
2(d˜+1)θ− 1
bd1+d2 ≪ P−3(d˜+1)θ−δ ≪ q−3.
On a donc

















≪ max{dd1(r+1)/2d˜+ε, d}Q−δ′ .
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Remarque 3.20. Remarquons que
Sd(d)≪ d2,
et donc le lemme pre´ce´dent nous donne une majoration de Sd ;
|Sd| ≪ d2 +max{dd1(r+1)/2d˜+ε, d}d−δ ≪ max{dd1(r+1)/2d˜ , d2}.
En utilisant les lemmes 3.19 et 3.18, et en notant
(57) σd = d
m−r−d1SdJ,
on obtient finalement le re´sultat suivant
Proposition 3.21. Pour, P1 = P
b
2 avec b > 1, si d1 > 2 et si l’on suppose
que , K = (n+ 2−max{dimV ∗1 ,dimV ∗2 } − ε)/2d˜ est tel que
K > max{bd1 + d2, (5b+ 2)(d1 + d2 − 1)},
on a alors










pour un re´el δ > 0 arbitrairement petit.
Remarque 3.22. Remarquons que dans le cas ou` P1 6 P2, et P2 = P
u
1 , on
obtient exactement la meˆme estimation de Nd(P1, P2) lorsque
K > max{d1 + ud2, 7(d1 + d2 − 1)}.
4 Deuxie`me e´tape
Dans cette section nous allons e´tablir, pour un x ∈ Zr+1 fixe´, en notant
k = |x|, une formule asymptotique pour
Nd,x(P2) = Card
{
(y,z) ∈ (dkP2B2 × P2B3) ∩ Zn−r+1 | F (dx,y,z) = 0
}
.








































dkP2 si j ∈ {r + 1, ...,m}



















yi si i ∈ {r + 1, ...,m}
zi si i ∈ {m+ 1, ..., n + 1} ,
et les coefficients Fdx,i,j sont syme´triques en (i, j) ∈ {r + 1, ..., n + 1}d2 . A`























(y(1),z(1), ...,y(d2−1,z(d2−1)) | |y(i)| 6 H1,
|z(i)| 6 H2, et,∀j ∈ {r+1, ...,m}
∣∣∣∣∣∣αγd,x,j ((y(i),z(i))i∈{1,...,d2−1})∣∣∣∣∣∣ 6 B−11
∀j ∈ {m+ 1, ..., n + 1}
∣∣∣∣∣∣αγd,x,j ((y(i),z(i))i∈{1,...,d2−1})∣∣∣∣∣∣ 6 B−12 } .
On en de´duit :
Lemme 4.1. Si P > 1, κ > 0 et ε > 0 arbitrairement petit, l’une au moins
des assertions suivantes est ve´rifie´e :
1. |Sd,x(α)| ≪ (dk)m−r+εPn+1−r+ε2 P−κ,
2. Md,x
(
α, dkP2, P2, (dkP2)
−1, P−12
)≫ ((dkP2)m−r)d2−1 (Pn−m+12 )d2−1 P−2d2−1κ.
Or pour (y(i),z(i))i∈{1,...,d2−2} fixe´s, le re´seau de´fini par les (y
(d2−1),z(d2−1))









Z ′ = P−12 P
θ
∀j ∈ {r + 1, ...,m}, aj = dkP2
∀j ∈ {m+ 1, ..., n + 1}, aj = P2
,
avec θ tel que P θ 6 P2 de sorte que
∀j ∈ {r + 1, ...,m}, ajZ = dkP2 a−1k Z = (kP2)−1
∀j ∈ {m+ 1, ..., n + 1}, ajZ = P2 a−1j Z = P−12
∀j ∈ {r + 1, ...,m}, ajZ ′ = dkP θ a−1j Z ′ = (dk)−1P−22 P θ
∀j ∈ {m+ 1, ..., n + 1}, ajZ ′ = P θ a−1j Z ′ = P−22 P θ






























∀j ∈ {r + 1, ...,m}, ajZ = dkP2 a−1j Z = (dk)−1P−i2 P (i−1)θ
∀j ∈ {m+ 1, ..., n + 1}, ajZ = P2 a−1j Z = P−i2 P (i−1)θ
∀j ∈ {r + 1, ...,m}, ajZ ′ = dkP θ a−1j Z ′ = (dk)−1P−(i+1)2 P iθ
∀j ∈ {m+ 1, ..., n + 1}, ajZ ′ = P θ a−1j Z ′ = P−(i+1)2 P iθ
.
On obtient alors finalement :
Md,x
(














On remarque par ailleurs (en utilisant le lemme 3.9) que
Md,x
(










On a donc le lemme suivant :
53
Lemme 4.2. Si P > 1, κ > 0 et ε > 0 arbitrairement petit, l’une au moins
des assertions suivantes est ve´rifie´e :


















) 6= 0 pour un certain (y(i),z(i))i∈{1,...,d2−1} tel
que |y(i)| 6 P θ, |z(i)| 6 P θ pour tout i ∈ {1, ..., d2 − 1}, et∣∣∣∣∣∣αγd,x,j0 ((y(i),z(i))i∈{1,...,d2−1})∣∣∣∣∣∣ 6 P−d22 P (d2−1)θ,




, on a q ≪ dd1kd1P (d2−1)θ
et il existe a tel que
|αq − a| 6 P−d22 P (d2−1)θ.
Quitte a` changer θ, on peut supposer q 6 dd1kd1P (d2−1)θ, 0 6 a < q et
pgcd(a, q) = 1. Dans ce qui suit, on posera
(59) Md,xa,q (θ) =
{












On en de´duit donc :
Lemme 4.3. Si P > 1, κ > 0 et ε > 0 arbitrairement petit, l’une au moins
des assertions suivantes est ve´rifie´e :
1. |Sd,x(α)| ≪ (dk)m−r+εPn+1−r+ε2 P−κ,




(y(i),z(i))i∈{1,...,d2−1}, |y(i)| 6 P θ, |z(i)| 6 P θ,













On de´finit a` pre´sent, pour x fixe´ :
(61) V ∗2,x =
{
(y,z) ∈ Cn−r+1 | ∀j ∈ {r + 1, ...,m}, ∂F
∂yj
(x,y,z) = 0





Remarquons que, puisque F est homoge`me de degre´ d1 en (x,y), on a pour
tous j, k :
∂F
∂yj










et donc l’application (y,z) 7→ (dy,z) re´alise un isomorphisme de V ∗2,dx sur
V ∗2,x, donc en particulier :
dimV ∗2,dx = dimV
∗
2,x.
On note par ailleurs :
(62) Aλ2 =
{
x ∈ Cr+1 | dimV ∗2,x < dimV ∗2 − (r + 1) + λ
}
,
ou` λ ∈ N est un parame`tre que nous pre´ciserons ulte´rieurement. Par abus
de langage on notera
Aλ2(Z) = Aλ2 ∩ Zr+1.
Supposons a` pre´sent que x ∈ Aλ2(Z) et que l’assertion 3. du lemme 4.3
est ve´rifie´e. Posons par ailleurs K2 = κ/θ. Si L2,d,x est la sous-varie´te´ affine






on a alors, d’apre`s la de´monstration de [Br, The´ore`me 3.1] :
dimL2,d,x > (n− r + 1)(d2 − 1)− 2d2−1K2.
On conside`re d’autre part l’intersection avec la diagonale
D2 :
{
y(1) = ... = y(d2−1)
z(1) = ... = z(d2−1)
.
On a
dim(L2,d,x ∩ D2) > dimL2,d,x − (n− r + 1)(d2 − 2)
> n− r + 1− 2d2−1K2
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On remarque par ailleurs que L2,d,x ∩ D2 est isomorphe a` V ∗2,dx, et donc,
puisque x ∈ Aλ2(Z), et dimV ∗2,dx = dimV ∗2,x, on obtient
2d2−1K2 > n− r + 1− dimV ∗2,x > n+ 2− dimV ∗2 − λ.
On posera donc dore´navant
(63) K2 = (n+ 2− dimV ∗2 − λ)/2d2−1
et le lemme 4.3 devient alors :
Lemme 4.4. Si ε > 0 est un re´el arbitrairement petit, l’une au moins des
assertions suivantes est ve´rifie´e :
1. |Sd,x(α)| ≪ (dk)m−r+εPn+1−r+ε2 P−K2θ,
2. le re´el α appartient a` Md,x(θ).
Pour tout le reste de cette section on fixera P = P2. Avant d’aller plus
loin, nous e´tablissons une proprie´te´ de l’ensemble Aλ2




x ∈ [−P1, P1]r+1 ∩ (Aλ2)c ∩ Zr+1
}
≪ P r+1−λ1 .
De´monstration. On commence par montrer que {x ∈ Ar+1C | dimV ∗2,x > λ}
est un ferme´ de Zariski de Ar+1C .
Notons Y le ferme´ de Ar+1C ×Pn−rC de´finit par :
Y =
{










π : Y ⊂ Ar+1C ×Pn−rC → Ar+1C ,
est un morphisme projectif, donc ferme´. Par conse´quent, d’apre`s [G-D, Co-
rollaire 13.1.5],
{x ∈ Ar+1C | dimYx > λ− 1}
est un ferme´, et puisque dimYx = dimV
∗
2,x − 1, l’ensemble
{x ∈ Ar+1C | dimV ∗2,x > λ}
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est un ferme´ de Zariski de Ar+1C .
Nous allons a` pre´sent montrer que dim(Aλ2)c 6 r + 1 − λ. On remarque
que






dim(Aλ2 )c + dimV ∗2 − (r + 1) + λ− 1 6 dimY = dimV ∗2 − 1,
ce qui implique
dim(Aλ2)c 6 r + 1− λ,
et donc
card{x ∈ [−P1, P1]r+1 ∩ (Aλ2)c(Z)} ≪ P r+1−λ1
(cf. de´monstration de [Br, The´ore`me 3.1])
4.2 Me´thode du cercle
On fixe a` pre´sent un re´el θ ∈ [0, 1]. On suppose de plus que
(64) K2 > 2(d2 − 1).
On notera
(65) φ(d, k, θ) = (dk)d1P
(d2−1)θ
2 ,
(66) ∆2(θ,K2) = θ(K2 − 2(d2 − 1))
Nous allons a` pre´sent, comme dans la section pre´ce´dente, se´parer l’inte´grale
sur [0, 1] de S(α) en inte´grales sur les arcs majeurs et les arcs mineurs. Com-
menc¸ons par traiter le cas des arcs mineurs.
Lemme 4.6. Pour tout x ∈ Aλ2(Z), on a la majoration :∫
α/∈Md,x(θ)
|Sd,x(α)|dα ≪ (dk)d1+m−r+εPn+1−r−d2−∆2(θ,K2)+ε2 .
De´monstration. On conside`re une subdivision de l’intervalle [0, 1]
0 < θ = θ0 < θ1 < ... < θT−1 < θT = 1
telle que
(67) 2(θi+1 − θi)(d2 − 1) < ε
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et T ≪ P ε2 pour ε > 0 arbitrairement petit (et P2 assez grand). Puisque




















On a alors pour tout i ∈ {0, ..., T − 1} :∫
α∈Md,x(θi+1)\Md,x(θi)











et on obtient le re´sultat souhaite´ en sommant sur les i ∈ {0, ..., T − 1}.


















Lemme 4.7. Si l’on suppose (dk)2d1P
−d2+3θ(d2−1)
2 < 1, alors les arcs ma-
jeurs Mx
′
a,q(θ) sont disjoints deux a` deux.
De´monstration. Supposons qu’il existe α ∈M′d,xa,q (θ)∩M
′d,x
a′,q′(θ) pour (a, q) 6=
(a′, q′), q, q′ 6 φ(d, k, θ), 0 6 a < q, 0 6 a′ < q′ et pgcd(a, q) = pgcd(a′, q′) =















Remarquons que puisque Md,x(θ) ⊂ M′d,x(θ), d’apre`s le lemme 4.6, on
a le re´sultat suivant :



















On conside`re a` pre´sent x ∈ Zr+1 quelconque, et on suppose α ∈M′d,xa,q (θ).
On pose β = α − aq et donc |β| 6 12P
−d2+(d2−1)θ
2 . On a alors le lemme ci-
dessous :


























e (βF (x, kv,w)) dvdw.
De´monstration. Lorsque P2 > q, l’e´galite´ est trivialement ve´rifie´e. En effet,
dans ce cas, on observe que :





≪ (dk)m−rPn−r+12 ≪ (dk)2d1+m−rPn−r+2θ(d2−1)2 ,





















e (βF (dx,y,y)) .
Si l’on conside`re qy′+b2, qy
′′+b2 ∈ [−dkP2, dkP2] et qz′+b3, qz′′+b3 ∈
[−P2, P2] avec
|y′ − y′′| ≪ 1, |z′ − z′′| ≪ 1,
























En rappelant que |β| 6 12P
−d2+(d2−1)θ
2 , q 6 φ(d, k, θ) = (dk)
d1P (d2−1)θ et en











En remplac¸ant S3 par cette nouvelle expression dans (72), on obtient le
re´sultat.
On pose dore´navant






(74) η(θ) = 1− 5θ(d2 − 1).
Lemme 4.10. Pour x ∈ Aλ2(Z), et ε > 0 arbitrairement petit, on a l’esti-
mation suivante :
Nd,x(P2) = (dk)


























































d1P d22 β)dβ +O(E1) +O(E2).












= P−d22 Jd,x(φ˜(P2, θ)).

















E2 ≪ (dk)4d1+m−rPn−r−d2+5θ(d2−1)2 = (dk)4d1+m−rPn−r+1−d2−η(θ)2 ,
ce qui cloˆt la de´monstration du lemme.















Lemme 4.11. Soit x ∈ Aλ2(Z), et ε > 0 arbitrairement petit. On suppose
par ailleurs que d2 > 2. L’inte´grale Jd,x est absolument convergente, et on
a :
|Jd,x(φ˜(P2, θ))− Jd,x| ≪ P θ((d2−1)−K2)2 max {P ε2 , (dk)ε} .
On a de plus |Jd,x| ≪ (dk)ε.
De´monstration. On conside`re β tel que |β| > φ˜(θ). On choisit alors des
parame`tres P et θ′ tels que















log(2|β|) + 2d1 log(dk)
)
donc en particulier







Par ailleurs, l’e´galite´ (80) implique
P−2+4θ
′(d2−1)(dk)4d1 < 1,
donc, pour d2 > 2,
P−d2+3θ
′(d2−1)(dk)2d1 < 1,
et ainsi, d’apre`s le lemme 4.7, les arcs majeurs Md,xa,q (θ′) correspondant a`
P et θ′ sont disjoints deux a` deux. Le re´el P−d2β appartient au bord de
M0,1(θ
′), et donc par le lemme 4.4, on a l’estimation :
|Sd,x(P−d2β)| ≪ (dk)m−rPn−r+1−K2θ′+ε.
D’autre part, le lemme 4.9 donne :
Sd,x(P






On a ainsi :















θ′(d2−1) ≪ max{|β|ε′ , (dk)ε′},






(d2−1) max{|β|ε′ , (dk)ε′}dβ
≪ φ˜(θ)1−
K2
(d2−1) max{φ˜(θ)ε′ , (dk)ε′}




avec ε′′ arbitrairement petit.
D’autre part, en choisissant P2 ≪ 1, cette ine´galite´ donne
|Jd,x(φ˜(θ))− Jd,x| ≪ (dk)ε′′ ,
et puisque |Jd,x(φ˜(θ))| ≪ 1 lorsque P2 ≪ 1, on a imme´diatement
|Jd,x| ≪ (dk)ε′′
Lemme 4.12. Soit x ∈ Aλ2(Z), et ε > 0 arbitrairement petit. On suppose
par ailleurs que d2 > 2. La se´rie Sx est absolument convergente, et on a :
|Sd,x(φ(d, k, θ)) −Sd,x| ≪ (dk)2d1+εP θ(2(d2−1)−K2)2 .
On a de plus |Sd,x| ≪ (dk)2d1+ε.







e (αF (dx,y,z)) .
De la meˆme manie`re que pour le lemme 4.4, on e´tablit :
Lemme 4.13. Si ε > 0 est un re´el arbitrairement petit, l’une au moins des
assertions suivantes est ve´rifie´e :
1. |S′d,x(α)| ≪ Pn+1−r+ε−K2θ,
2. le re´el α appartient a` Md,x(θ).
De´monstration du lemme 4.12. Soit q > φ(d, k, θ) et α = aq avec 0 6 a < q
et pgcd(a, q) = 1. On a alors que Sa,q,d(x) = S
′
d,x(α) avec P = q. On
conside`re θ′ tel que q = (dk)d1q(d2−1)θ
′
. Si θ′′ = θ′− ν pour ν > 0 arbitraire-
ment petit, on a alors que α /∈Md,x(θ′′). En effet s’il existait a′, q′ ∈ Z tels
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que 0 6 a′ < q′, pgcd(a′, q′) = 1, q′ 6 (dk)d1qθ
′′(d2−1) < q et α ∈Md,xa′,q′(θ′′),
on aurait alors
1 6 |aq′ − a′q| < q1−d2+θ′(d2−1),
ce qui est absurde pour d2 > 2. On a donc, d’apre`s le lemme pre´ce´dent :
|Sa,q,d(x)| ≪ qn+1−r+ε−K2θ′ .
Par conse´quent


































Par ailleurs, en prenant P2 ≪ 1 cette majoration donne :
|Sd,x(φ(d, k, θ)) −Sd,x| ≪ (dk)2d1+ε,
et en conside´rant la majoration triviale |Sd,x(φ(d, k, θ))| ≪ (dk)2d1 , on
trouve finalement
|Sd,x| ≪ (dk)2d1+ε.
On de´duit des lemmes 4.12 et 4.11 le re´sultat suivant :
Lemme 4.14. Soit x ∈ Aλ2(Z). On suppose fixe´s θ ∈ [0, 1] et P2 > 1 tels
que (dk)2d1P
−d2+3θ(d2−1)











et ε > 0 arbitrairement petit.
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De´monstration. Nous avons de´ja` vu avec le lemme 4.10
Nd,x(P2) = (dk)






Par ailleurs, d’apre`s les lemmes 4.12 et 4.11, on a∣∣∣Sd,x(φ(d, k, θ))Jd,x(φ˜(θ))−Sd,xJd,x∣∣∣
6 |Sd,x(φ(d, k, θ)) −Sd,x| |Jd,x|+ |Sd,x(φ(d, k, θ))|
∣∣∣Jd,x(φ˜(θ))− Jd,x∣∣∣
≪ (dk)2d1+2εP θ(2(d2−1)−K2)2 + (dk)2d1+εP θ((d2−1)−K2)2 max {P ε2 , (dk)ε}






En fixant θ > 0 tel que θ < 15(d2−1) (de sorte que η(θ) > 0), on obtient
le corollaire suivant :
Corollaire 4.15. Soit x ∈ Aλ2(Z). On suppose que K2 > 2(d2−1). Il existe











Remarque 4.16. La condition d’uniformite´ k < d−1P
d2−1
2d1
2 de´coule de la
condition (dk)2d1P
−d2+3θ(d2−1)
2 < 1 du lemme 4.14.
Dans ce qui va suivre, pour P2 = P
u
1 , avec u > 1 on introduit la fonction














(84) Nd,2(P1, P2) = Card
{
(x,y,z) ∈ Zn+2 | x ∈ Aλ2(Z), |x| 6 P1,
|y| 6 d|x|P2, |z| 6 P2, F (dx,y,z) = 0} .
On a alors le re´sultat ci-dessous :
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Proposition 4.17. On suppose K2 > 2(d2 − 1), d2 > 2, P2 = P u1 avec u
suppose´ strictement supe´rieur a` 5d1, et de plus que















pour δ > 0 arbitrairement petit.
De´monstration. Commenc¸ons par de´montrer que la proprie´te´ est triviale




2 . Dans ce cas on observe que d’une part (en utilisant












et d’autre part :
Nd,2(P1, P2)≪ dm−rPm+11 Pn−r+12








≪ dm−r+5d1Pm+1−d11 Pn−r+1−d2−δ2 .
L’e´galite´ du lemme est donc trivialement ve´rifie´e.




2 . Si θ est tel que
(85) d2d1P 2d11 P
−d2+3θ(d2−1)
2 < 1,


































































la condition (85) est donc satisfaite, et on a de plus
5d1
u
− η(θ) = −δ.
On a par ailleurs, puisque K2 − 2(d2 − 1) > g2(u, δ),












4.3 Le cas d2 = 1
Lorsque d2 = 1, on peut obtenir des re´sultats semblables a` ceux des
propositions 4.15 et 4.17 en utilisant des re´sultats de ge´ome´trie des re´seaux.
On introduit la de´finition suivante issue de [Wi, Definition 2.1] :
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De´finition 4.18. Soit S un sous-ensemble de Rn, et soit c un entier tel que
0 6 c 6 d. Pour M ∈ N et L > 0, on dit que S appartient a` Lip(n, c,M,L)
s’il existe M applications φ : [0, 1]n−c → Rd ve´rifiant :
||φ(x)− φ(y)||2 6 L||x− y||2,
||.||2 de´signant la norme euclidienne, telles que S soit recouvert par les
images de ces applications.
On a le re´sultat suivant (cf. [M-V, Lemme 2]) :
Lemme 4.19. Soit S ⊂ Rn un ensemble borde´ dont le bord ∂S appartient
a` Lip(n, 1,M,L). L’ensemble S est alors mesurable et si Λ est un re´seau de
Rn de premier minimum successif λ1, on a∣∣∣∣card(S ∩ Λ)− Vol(S)det(Λ)
∣∣∣∣ 6 c(n)M ( Lλ1 + 1
)n−1
,
ou` c(n) est une constante ne de´pendant que de n.
Soit x ∈ Aλ2(Z) fixe´ de norme |x| = k. Puisque d2 = 1 le polynoˆme








avec Aj(dx) ou Bj(dx) non tous nuls (car x ∈ Aλ2(Z)). On note alors Hd,x
l’hyperplan de Rn−r+1 de´fini par
F (dx,y,z) = 0.
On note par ailleurs Cd,x le corps convexe Bd,x ∩Hd,x ou`
Bd,x = {(y,z) | |y| 6 dk, |z| 6 1} ,
et Λd,x le re´seau Z
n−r+1 ∩ Hd,x. Nous allons appliquer le lemme 4.19 a`
S = P2Cd,x et Λ = Λd,x vus respectivement comme un sous-ensemble et un
re´seau de Hd,x que l’on identifiera a` R
n−r+1. Nous allons pour cela montrer
que ∂Cd,x ∈ Lip(n−r, 1, 2n−r+1(dk)m−r , (n−r−1)
√
n− r + 1). Une face du
polytope Cd,x est obtenue en prenant l’intersection d’une face F du polytope
Bd,x avec Hd,x. Conside´rons par exemple l’intersection (suppose´e non vide)
de la face F = {z ∈ Bd,x | zn+1 = 1} avec Hd,x. Pour simplifier les notations,
on pose {
αj = Aj(dx) pour j ∈ {r + 1, ...,m}
βj = Bj(dx) pour j ∈ {m+ 1, ..., n + 1} ,
de sorte que Hd,x a pour e´quation αr+1yr+1 + ... + αmym + βm+1zm+1 +
... + βn+1zn+1 = 0 (les αk ou les βk e´tant non tous nuls). Par ailleurs on
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remarque que l’on peut subdiviser Cd,x en une union de 2
n−m+1(dk)m−r







Cd,x,a,ε = Hx ∩
 m∏
j=r+1




[εj , εj + 1]
 .
On peut par conse´quent subdiviser chaque face F ∩ Hd,x en conside´rant
F ∩ Cd,x,a,ε pour tout (a, ε). Pour un couple (a, ε) fixe´, et pour tout z ∈
F ∩ Cd,x,a,ε, on a alors
αr+1yr+1 + ...+ αmym + βm+1zm+1 + ...+ βnzn + βn+1 = 0
avec max{maxr+16j6m |αj |,maxm+16j6n |βj |} 6= 0 puisque l’intersection F∩





|βj |} = |βn|,










zj , et on peut construire
l’application φF ,a,ε : [0, 1]
n−1 → Cd,x,a,ε ⊂ Rn−r+1 de´finie par













(εj + tj), 1
 .
On remarque alors que F ∩ Cd,x,a,ε ∩Hd,x ⊂ φF ,a,ε([0, 1]n−1) et que
||φF ,a,ε(t)− φF ,a,ε(t′)||2 6
√
n− r + 1||φF ,a,ε(t)− φF ,a,ε(t′)||∞
6
√










6 (n− r − 1)√n− r + 1||t − t′||2.
On a donc ∂Cd,x ∈ Lip(n − r, 1, 2n−r+1(dk)m−r , (n − r − 1)
√
n− r + 1) et
par conse´quent
∂P2Cd,x ∈ Lip(n, 1, 2n−r+1(dk)m−r, (n − r − 1)
√
n− r + 1P2).
De plus puisque Λd,x ⊂ Zn−r+1 le premier minimum successif de ce re´seau
est supe´rieur ou e´gal a` 1. Ainsi, puisque
(86)
Nd,x(P2) = {(y,z) ∈ P2Bd,x∩Zn−r+1 | F (dx,y,z) = 0} = card(Λd,x∩P2Cd,x)
le lemme 4.19 nous donne un analogue du corollaire 4.15
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uniforme´ment pour tout x tel que |x| = k.
On de´duit alors de ce lemme un re´sultat analogue a` la proposition 4.17 :
Proposition 4.21. On suppose d2 = 1, P2 = P
u















pour un certain δ > 0 arbitrairement petit.





















car on a suppose´ u > d1.
Les re´sultats des propositions 4.17 et 4.21 se re´ve`leront cruciaux pour
donner plus tard des estimations de Nd,2(P1, P2) inde´pendamment de u.
Mais avant cela, nous allons, dans la section qui va suivre, chercher a` e´tablir
des re´sultats analogues a` ceux obtenus dans cette section pour z fixe´.
5 Troisie`me e´tape





























< |z| = l. On choisira donc de fixer z de norme
|z| = l. Plutoˆt que calculer directement∑k6P1 hd(k, l), nous allons, dans un




(x,y) ∈ Zm+1 | |x| 6 P1, |y| < dl|x|, F (dx,y,z) = 0
}
.






e (αF (dx,y,z)) .




Comme nous l’avons fait dans les sections pre´ce´dentes, on commence par
e´tablir une ine´galite´ de type Weyl. A` cette fin, on remarque que












(ce qui e´quivaut a` dire que |y| ∈ [d(N − 1)l, dNl[),












Comme dans la section 3.1, e´tant donne´ que le polynoˆme F (x,y,z) est



























P1 si j ∈ {0, ..., r}



















xi si i ∈ {0, ..., r}
yi si i ∈ {r + 1, ...,m},
et les coefficients Fd,z,i,j sont syme´triques en (i1, ..., id1−1, j) ∈ {0, ...,m}d2 .




fi,j = card{k ∈ {1, ..., d1} | ik ∈ {0, ..., r}},




























(x(1),y(1), ...,x(d1−1,y(d2−1)) | ∀i ∈ {1, ..., d1 − 1} |x(i)| 6 H1,
|y(i)| 6 H2, et ∀j ∈ {0, ..., r}
∣∣∣∣∣∣αγd,z,j ((x(i),y(i))i∈{1,...,d2−1})∣∣∣∣∣∣ 6 B−11 ,
et ∀j ∈ {r + 1, ...,m}
∣∣∣∣∣∣αγz,j ((x(i),y(i))i∈{1,...,d1−1})∣∣∣∣∣∣ 6 B−12 } .
On en de´duit, en sommant sur N , le lemme ci-dessous :
Lemme 5.1. Pour tous P > 1, κ > 0 et pour tout ε > 0 arbitrairement
petit, l’une au moins des assertions suivantes est ve´rifie´e :












≫ d(d1−1)(r+1) (P r+11 )d1−1 ((dlP1)m−r)d1−1 P−2d1−1κ.
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On fixe alors (x(i),y(i))i∈{1,...,d2−2} et on applique le lemme 3.6 avec les
variables x(d1−1),y(d1−1) et les formes line´aires αγd,z,j pour j ∈ {0, ...,m},
et en choisissant : Z2 = 1, Z1 = d
−1P−11 P
θ, aj = P1 pour tout j ∈ {0, ..., r},
et aj = dlP1 pour j ∈ {r + 1, ...,m} de sorte que
∀j ∈ {0, ..., r}, ajZ2 = P1, ajZ1 = P θ/d
∀j ∈ {r + 1, ...,m}, ajZ2 = dlP1, ajZ1 = lP θ
∀j ∈ {0, ...,m}, a−1j Z2 = P−11 , a−1j Z1 = d−1P−21 P θ
∀j ∈ {r + 1, ...,m}, a−1j Z2 = (dlP1)−1, a−1j Z1 = d−2P−21 l−1P θ
avec P > 0 fixe´, et θ ∈ [0, 1] tels que P θ 6 P1. En appliquant ce proce´de´ aux
















α,P θ/d, lP θ, d−(d1−1)P−d11 P
(d1−1)θ, d−d1 l−1P−d11 P
(d1−1)θ
)
En appliquant le lemme 3.9, on a par ailleurs que
Md,z
(
α,P θ/d, lP θ , d−(d1−1)P−d11 P





α,P θ/d, P θ, d−(d1−1)P−d11 P
(d1−1)θ, d−d1 l−1P−d11 P
(d1−1)θ
)
On a donc le lemme suivant :
Lemme 5.2. Pour tous P > 1, κ > 0 et tout ε > 0 arbitrairement petit,
l’une au moins des assertions suivantes est ve´rifie´e :

















On introduit a` pre´sent les nouvelles familles d’arcs majeurs
(92) M(1),za,q (θ) =
{













(94) M(2),za,q (θ) =
{












(96) Mz(θ) = M(1),z(θ) ∪M(2),z(θ)
On a alors comme dans les sections pre´ce´dente :
Lemme 5.3. Si P > 1, κ > 0 et ε > 0 arbitrairement petit, l’une au moins
des assertions suivantes est ve´rifie´e :








(x(i),y(i))i∈{1,...,d1−1}, |x(i)| 6 P θ/d, |y(i)| 6 P θ,












Pour un z fixe´, on de´finit a` pre´sent :
(97) V ∗1,z =
{
(x,y) ∈ Cm+1 | ∀i ∈ {0, ..., r}, ∂F
∂xi
(x,y,z) = 0





On note par ailleurs :
(98) Aµ1 =
{
z ∈ Cn−m+1 | dimV ∗1,z < dimV ∗1 − (n−m+ 1) + µ
}
,
ou` µ ∈ N est un parame`tre que nous pre´ciserons ulte´rieurement. Par abus
de langage on note
Aµ1 (Z) = Aµ1 ∩ Zn−m+1.
On a alors une proprie´te´ analogue a` la proposition 4.5
Proposition 5.4. L’ensemble Aµ1 est un ouvert de Zariski de An−m+1C , et
de plus, on a que
Card
{
z ∈ [−P2, P2]n−m+1 ∩ (Aµ1 )c ∩ Zn−m+1
}≪ Pn−m+1−µ2 .
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(x(i),y(i))i∈{1,...,d1−1}, |x(i)| 6 P θ, |y(i)| 6 P θ,























Puis, comme dans la section pre´ce´dente, en choisissant κ = K1θ avec
(99) K1 = (n+ 2− dimV ∗1 − µ)/2d1−1
on de´duit du lemme 5.3 :
Lemme 5.5. Si ε > 0 est un re´el arbitrairement petit, l’une au moins des
assertions suivantes est ve´rifie´e :




2. le re´el α appartient a` Mz(θ).
Pour tout le reste de cette section, on fixera P = P1.
5.1.2 Me´thode du cercle
On fixe un re´el θ ∈ [0, 1]. On suppose de plus que
(100) K1 > 2(d1 − 1).
On notera




(102) ∆1(θ,K1) = θ(K1 − 2(d1 − 1))
On supposera de plus θ est tel que
∆1(θ,K1) > 1.
Comme pre´ce´demment nous allons ve´rifier que les arcs mineurs fournissent
bien un terme d’erreur.








De´monstration. Conside´rons une suite
0 < θ = θ0 < θ1 < ... < θT−1 < θT = 1
telle que
(103) 2(θi+1 − θi)(d1 − 1) < ε
et T ≪ P ε1 pour ε > 0 arbitrairement petit (et P1 assez grand). Puisque











































≪ d(2−d1) ld2P−d1+2(d1−1)θ1 .



















et on obtient le re´sultat souhaite´ en sommant sur les i ∈ {0, ..., T − 1}.



















et on ve´rifie que Md,z(θ) ⊂ M′d,z(θ). On a alors le re´sultat analogue au
lemme 4.7 :
Lemme 5.7. Si d1 > 2 et si l’on suppose l
2d2P
−d1+3θ(d1−1)
1 < 1, alors les
arcs majeurs M
′d,z
a,q (θ) sont disjoints deux a` deux.
De´monstration. Supposons qu’il existe α ∈M′d,za,q (θ)∩M
′d,z
a′,q′(θ) pour (a, q) 6=
(a′, q′), q, q′ 6 φ1(d, l, θ), 0 6 a < q, 0 6 a
′ < q′ et pgcd(a, q) = pgcd(a′, q′) =

































On conside`re α ∈M′d,za,q (θ). On pose β = α−aq et donc |β| 6 d−d1P
−d1+(d1−1)θ
1 .
De la meˆme manie`re que nous avons e´tabli le lemme 4.9, on de´montre :



























e (βF (u, lv,z)) dudv.
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(110) η1(θ) = 1− 5θ(d1 − 1),
on de´montre un analogue du lemme 4.10 :
Lemme 5.9. Pour z ∈ Aµ1 (Z), et ε > 0 arbitrairement petit, on a l’estima-
tion suivante :
Nd,z(P1) = d











































Lemme 5.10. Soit z ∈ Aµ1 (Z), et ε > 0 arbitrairement petit. On suppose
de plus que d1 > 2 et que θ <
1
2(d1−1)
. L’inte´grale Jz est absolument conver-
gente, et on a :





On a de plus |Jz | ≪ ld2+ε.
78
De´monstration. On conside`re β tel que |β| > φ˜(θ). On choisit alors des
parame`tres P et θ′ tels que








Remarquons que ces deux e´galite´s impliquent
(117) θ′ =
(d1 − 1)−1 log(2|β|)(
2 + K1(d1−1)
)
log(2|β|) + 2d2 log(l)
donc en particulier







Par ailleurs, on a d’apre`s (116) :
P−2+3θ
′(d1−1)l2d2 = P θ
′(d1−1−K1) < 1,
donc, pour d1 > 2,
P−d1+3θ
′(d1−1)l2d2 < 1,
et ainsi, d’apre`s le lemme 4.7, les arcs majeursMa,q(θ
′) correspondant a` P et
θ′ sont disjoints deux a` deux. Le re´el P−d1β appartient au bord de M0,1(θ
′),
et donc par le lemme 5.5 applique´ a` d = 1, on a l’estimation :
|S1,z(P−d1β)| ≪ lm−r+εPm+2−K1θ′+ε.
Par le lemme 5.8 on a :
S1,z(P






On a ainsi :

















θ′(d1−1) ≪ max{|β|ε′ , lε′},
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avec ε arbitrairement petit.
D’autre part, en choisissant P1 ≪ 1, cette ine´galite´ donne
|Jz(φ˜(θ))− Jz | ≪ ld2+ε,
et puisque |Jz(φ˜(θ))| ≪ 1 lorsque P1 ≪ 1, on a imme´diatement
|Jz | ≪ ld2+ε






e (αF (dx,y,z)) .
De la meˆme manie`re que pour le lemme 5.5, on e´tablit :
Lemme 5.11. Si ε > 0 est un re´el arbitrairement petit, l’une au moins des
assertions suivantes est ve´rifie´e :
1. |S′d,z(α)| ≪ d
(d1−1)(r+1)
2d1−1 Pm+1+ε−K1θ,









De la meˆme manie`re que pour le lemme 4.12, on en de´duit :
Lemme 5.12. Soit z ∈ Aµ1 (Z), et ε > 0 arbitrairement petit. On suppose
de plus que d1 > 2. La se´rie Sz est absolument convergente, et on a :













De´monstration. On conside`re q > φ(d, k, θ), α = aq avec 0 6 a < q et
pgcd(a, q) = 1. On a alors Sa,q,d(z) = S
′
d,z(α) avec P = q. On conside`re
θ′ tel que q = dld2q(d1−1)θ
′
. Si θ′′ = θ′ − ν pour ν > 0 arbitrairement
petit, alors s’il existait a′, q′ ∈ Z tels que 0 6 a′ < q′, pgcd(a′, q′) = 1,
q′ 6 dld2qθ
′′(d1−1) < q et α ∈Mza′,q′(θ′′), on aurait alors
1 6 |aq′ − a′q| 6 q1−d1+θ′(d1−1),
















































En prenant P1 ≪ 1 cette majoration donne :





et en conside´rant la majoration triviale |Sd,z(φ1(d, l, θ))| ≪ d2l2d2 , on trouve
finalement





On de´duit alors des lemmes 5.12 et 5.10 :
Lemme 5.13. Soit z ∈ Aµ1 (Z). On suppose fixe´s θ ∈ [0, 1] et P1 > 1 tels
que l2d2P
−d1+3θ(d1−1)
1 < 1. On suppose de plus que K1 > 4(d1−1) et d1 > 2.
On a alors que
Nd,z(P1) = Sd,zJzd















et ε > 0 arbitrairement petit.
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De´monstration. Par le lemme 5.9 :
Nd,z(P1) = d








Par ailleurs, d’apre`s les lemmes 5.12 et 5.10, on a∣∣∣Sd,z(φ1(d, l, θ))Jz(φ˜1(θ))−Sd,zJz∣∣∣




























En fixant θ > 0 tel que θ < 15(d1−1) , on obtient le corollaire suivant :
Corollaire 5.14. Soit z ∈ Aµ1 (Z). On suppose que K1 > 4(d1−1) et d1 > 2.
















On pose a` pre´sent P1 = P
b
2 , avec b > 1 et on introduit la fonction
















d,1 (P1, P2) = Card
{
(x,y,z) ∈ Zn+2 | z ∈ Aµ1 (Z), |x| 6 P1,
|y| < d|x|P2, |z| 6 P2, |y| 6 d|x||z|, F (dx,y,z) = 0}
= Card
{
(x,y,z) ∈ Zn+2 | z ∈ Aµ1 (Z), |x| 6 P1,




< |z|, F (dx,y,z) = 0
}
.
On a alors la proposition suivante qui est l’analogue de 4.17 :
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Proposition 5.15. On suppose K1 > 4(d1 − 1), P1 = P b2 et de plus que
K1
2




















pour δ > 0 arbitrairement petit.
De´monstration. On sait, d’apre`s le lemme 5.13 que :
N˜
(1)










































































− η(θ) = −δ.
On a par ailleurs, puisque 2θ(d1 − 1)− K1θ2 > g1(b, δ),

















> |z|. Dans cette partie nous fixerons




(x,y) ∈ Zm+1 | |x| 6 P1, dl|x| 6 |y| < d(l + 1)|x|, F (dx,y,z) = 0
}
.






e (αF (dx,y,z)) ,
de sorte que Nd,l,z(P1) =
∫ 1
0 Sd,l,z(α)dα.
Les re´sultats que nous obtiendrons dans cette section seront sensiblement
identiques a` ceux de la section pre´ce´dente, a` quelques modifications pre`s.
5.2.1 Somme d’exponentielles









. On a alors
dl|x| 6 |y| < d(l + 1)|x| ⇔M < |x| 6 N.















En appliquant la me´thode de diffe´rencietion deWeyl des sections pre´ce´dentes























a e´te´ de´fini dans la section pre´ce´dente
(cf. (91)).
Puis, en sommant sur M et N , on en de´duit le lemme ci-dessous :
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Lemme 5.16. Pour tous P > 1, κ > 0 et tout ε > 0 arbitrairement petit,
l’une au moins des assertions suivantes est ve´rifie´e :












)≫ (P r+11 )d1−1 ((dlP1)m−r)d1−1 P−2d1−1κ.
Par les meˆmes arguments que ceux employe´s dans la section pre´ce´dente,
on en de´duit l’e´quivalent du lemme 5.5,
Lemme 5.17. Si ε > 0 est un re´el arbitrairement petit, et si z ∈ Aµ1 (Z),
l’une au moins des assertions suivantes est ve´rifie´e :






2. le re´el α appartient a` Ml(θ),
ou` l’on a note´
(125) Ml(θ) = M(1),l(θ) ∪M(2),l(θ)
(126) M(1),la,q (θ) =
{












(128) M(2),la,q (θ) =
{












A` partir d’ici, on fixe a` nouveau P = P1.
5.2.2 Me´thode du cercle
Pour les arcs mineurs, les calculs effectue´s pour e´tablir le lemme 5.6







Pour les arcs majeurs, on a les e´quivalents des lemmes 5.8 et 5.9 :
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e (βF (u, lv,z)) dudv.
Lemme 5.20. Pour z ∈ Aµ1 (Z), et ε > 0 arbitrairement petit, on a l’esti-
mation suivante :
Nd,l,z(P1) = d



































on montre alors comme pour le lemme 5.10 :
Lemme 5.21. Soit z ∈ Aµ1 (Z), et ε > 0 arbitrairement petit. On suppose
de plus que d1 > 2. L’inte´grale Jl,z est absolument convergente, et on a :
















et on de´duit des lemmes 5.20, 5.21 et 5.12 :
Lemme 5.22. Soit z ∈ Aµ1 (Z). On suppose fixe´s θ ∈ [0, 1] et P1 > 1 tels
que l2d2P
−d1+3θ(d1−1)
1 < 1. On suppose de plus que K1 > 7(d1−1) et d1 > 2.
On a alors que
Nd,l,z(P1) = Sd,zJl,zd





















et ε > 0 arbitrairement petit.
Corollaire 5.23. Soit z ∈ Aµ1 (Z). On suppose que K1 > 7(d1−1) et d1 > 2.
















On pose a` pre´sent P1 = P
b
2 , avec b > 1 et on introduit la fonction
















d,1 (P1, P2) = Card
{
(x,y,z) ∈ Zn+2 | z ∈ Aµ1 (Z), |x| 6 P1,




> |z|, F (dx,y,z) = 0
}
.
On a alors la proposition suivante qui est l’analogue de 5.15 :
































pour δ > 0 arbitrairement petit.
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6 Quatrie`me e´tape
L’objectif est a` pre´sent de regrouper les re´sultats obtenus pour en de´duire
une formule asymptotique pour Nd(P1, P2) avec n assez grand et P1, P2 quel-
conques.
On de´finit dans un premier temps b1 comme le re´el minimisant la fonction
(137)
b 7→ max{2d˜(bd1+d2), 2d˜(5b+2)(d˜+1), 2d1−1(4(d1−1)+2g1(b, δ)+⌈bd1+d2+δ⌉)
2d1−1(7(d1 − 1) + 3g′1(b, δ) + ⌈bd1 + d2 + δ⌉)}
et on notera m1 le minimum correspondant. On de´finit de meˆme u1 le re´el
minimisant
(138)
u 7→ max{2d˜(d1+ud2), 7.2d˜(d˜+1), 2d2−1(2(d2−1)+g2(u, δ)+⌈d1+ud2+δ⌉)}
et m2 le minimum correspondant. On note par ailleurs m = max{m1,m2}.
Un calcul en b = 10d2 et u = 10d1 montre que
(139) 2d1+d2 6 m 6 13d2(d1 + d2)2
d1+d2 .
A` partir d’ici on fixe
(140) µ = ⌈b1d1 + d2 + δ⌉, λ = ⌈d1 + u1d2 + δ⌉
On commence par e´tablir le lemme suivant :
Lemme 6.1. On suppose n + 2 − max{dimV ∗1 ,dimV ∗2 } > m. On a alors
























De´monstration. On choisit dans un premier temps P1 tel que P1 = P
b1
2 .
D’apre`s les propositions 5.15 et 5.24, on a
(141) N˜
(1)





























(142) N˜d,1(P1, P2) = Card
{











(143) Nd,1(P1, P2) = Card
{





6 P2, F (dx,y,z) = 0
}
.
On remarque d’une part que




d,1 (P1, P2) = N˜d,1(P1, P2) 6 Nd,1(P1, P2+1),
et d’autre part, en utilisant la proposition 5.4 :

























par de´finition de µ.
Par ailleurs, e´tant donne´ que n + 2 −max{dimV ∗1 ,dimV ∗2 } > 2d˜(5b1 +
2)(d˜ + 1), la proposition 3.21 donne :









On a donc que
|N (1)d,1 (P1, P2) + N˜ (2)d,1 (P1, P2)−Nd(P1, P2)|











≪ dm−rmax{dd1(r+1)/2d˜+ε, d3−d1}Pm+1−d11 Pn−r+1−d2−δ2 ,
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e´tant donne´ que σd = d
m−r−d1SdJ ≪ dm−r−d1 max{d
d1(r+1)






























en simplifiant par Pm+1−d11 on obtient le re´sultat.
On de´montre de meˆme :
Lemme 6.2. On suppose n + 2 − max{dimV ∗1 ,dimV ∗2 } > m. Alors pour





Pour le cas d2 = 1, en notant u
′
1 = d1 + δ, m
′
2 = 7d12
d1−1 et λ′ =
⌈d1 + u′1 + δ⌉ on trouve :
Lemme 6.3. On suppose n+2−max{dimV ∗1 ,dimV ∗2 } > m′ = max{m1,m′2}.









Nous sommes en mesure de de´montrer la proposition suivante :
Proposition 6.4. On suppose d1 > 2, P1 > P2 et n+2−max{dimV ∗1 ,dimV ∗2 } >
m. On a alors















De´monstration. On suppose dans un premier temps que b > b1. On a alors
puisque n+ 2−max{dimV ∗1 ,dimV ∗2 } > m et puisque les fonctions g1 et g′1
sont de´croissantes en b :
K1
2





(d1 − 1) > g′1(b1, δ) > g′1(b, δ).
Par conse´quent on peut appliquer les propositions 5.15 et 5.24 et on a alors
N
(1)








































en utilisant le lemme pre´ce´dent. On remarque d’autre part que
N˜
(1)
d,1 (P1, P2) + N˜
(2)
d,1 (P1, P2) = N˜d,1(P1, P2)
et ainsi que














Si l’on suppose a` pre´sent b < b1, on a alors
K > max{b1d1 + d2, (5b1 + 2)(d˜ + 1) > max{bd1 + d2, (5b+ 2)(d˜ + 1)}.
Par la proposition 3.21, on a donc














Or comme dans la de´monstration du lemme 6.1, on a que :










ce qui cloˆt la de´monstration.
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Si l’on note
(144) N˜d,2(P1, P2) = Card
{







6 P2, F (dx,y,z) = 0
}
,
on a un re´sultat analogue :
Proposition 6.5. Si l’on suppose d1, d2 > 2, P1 6 P2 et n + 2 −
max{dimV ∗1 ,dimV ∗2 } > m, On a alors










Si l’on a d1 > 2, d2 = 1 , P1 6 P2 et n + 2 −max{dimV ∗1 ,dimV ∗2 } > m′,
alors










Conside´rons a` pre´sent l’ouvert de Zariski
(145) U = Aλ2 ×Am−rC ×Aµ1 ⊂ An+2C .
On note alors
(146) N˜d,U (P1, P2) = Card
{







6 P2, F (dx,y,z) = 0
}
,
On en de´duit :
Proposition 6.6. Si l’on suppose d1, d2 > 2 et n+2−max{dimV ∗1 ,dimV ∗2 } >
m, on a alors











, d5d1}Pm+1−d11 Pn−r+1−d22 min{P1, P2}−δ
)
,
pour δ > 0 arbitrairement petit. Pour d1 > 2, d2 = 1 , P1 6 P2 et n + 2 −
max{dimV ∗1 ,dimV ∗2 } > m′, on a















De´monstration. On suppose P1 > P2. On e´value le terme d’erreur









car u1 > 1. Pour P1 6 P2, on obtient le meˆme re´sultat avec |N˜d,U (P1, P2)−
N˜d,2(P1, P2)|.
7 Cinquie`me e´tape
7.1 Un re´sultat interme´diaire
Nous allons a` pre´sent utiliser la formule obtenue pour N˜U (P1, P2) dans
la proposition 6.6 pour trouver une formule asymptotique pour Nd,U (B).
Pour re´soudre ce proble`me, nous allons appliquer une version le´ge`rement
modifie´e (tenant compte de la de´pendance en d des fonctions de comptage)
de la me´thode de´veloppe´e par Blomer et Bru¨dern dans [B-B] pour le cas
les hypersurfaces diagonales des espaces multiprojectifs, et reprise dans la
section 9 de [Sch2].
Pour tout d ∈ N∗, on conside`re une fonction fd : N2 → [0,+∞[.
Conforme´ment aux notations de [B-B], on dira que fd est une (β1, β2, Cd,D, α,
υ, δ)-fonction si elle ve´rifie les trois conditions suivantes :
1. On a ∑
k6K
l6L
fd(k, l) = CdK
β1Lβ2 +O(dυKβ1Lβ2 min{K,L}−δ)
pour tous K,L > 1.
2. Il existe des fonctions c1,d, c2,d : N→ [0,+∞[ telles que :∑
l6L






uniforme´ment pour tous L > 1 et k 6 d−1Lα,∑
k6K






uniforme´ment pour tous K > 1 et l 6 d−1Kα.
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Nous allons alors de´montrer, en nous inspirant des arguments de [Sch2,
§9], la proposition suivante qui est une adaptation de [B-B, The´ore`me 2.1]
pour le cas d’une famille de fonctions de´pendant d’un parame`tre d :
Proposition 7.1. Si (fd)d∈N∗ est une famille de (β1, β2, Cd,D, α, υ, δ)-
fonctions avec (Cd)d∈N∗ telle que Cd ≪ dυ, alors on a, pour tout d, la
formule asymptotique :∑
kβ1 lβ26P
fd(k, l) = CdP log(P ) +O(d
υ+δ log(d)P ).
On conside`re (fd)d∈N∗ une famille de (β1, β2, C,D, α, υ, δ)-fonctions, avec























De´monstration. D’apre`s la condition 1, on a
(147) Fd(K,L) = CdK
β1Lβ2 +O(dυKβ1Lβ2 min{K,L}−δ).

























En choisissant L tel que K 6 Lα et KD+1L−δ = O(Kβ1−δ), on obtient alors









Lemme 7.3. On fixe un re´el µ tel que

































Td,1 = β1µCdP log(P ) +O(d
υ+δ log(d)P ).





































































































. Par sommation par parties,






















































− β1µ)CdP log(P ) +O(dυ+δ log(d)P ).
De´monstration. On fixe d ∈ N∗. On conside`re un entier J assez grand et on
de´finit θ > 0 via :





On conside`re alors des re´els d−1Pµ 6 K < K ′ 6 P
1
2β1 avec K ′ = K(1 + θ).

























et on remarque que :
























































= Cd((1 + θ)
β1 − 1)P +O
(
dυ+δ(1 + θ)β1P 1−µδ
)
,
d’apre`s (148). En remarquant que (1 + θ)β1 = 1 + β1θ +O(θ



































2 +O(dυP 1−µδ) +O(dυθ2P ).
On en de´duit :
V+(K) = Cdβ1θP +Cdβ1θK
β1P
1
2 +O(dυP 1−µδ) +O(dυθ2P ).
Par des arguments analogues, on obtient la meˆme estimation pour V−(K),
et donc
V (K) = Cdβ1θP + Cdβ1θK
β1P
1
2 +O(dυ+δP 1−µδ) +O(dυθ2P ).














υ+δJP 1−µδ) +O(dυJθ2P ).
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(1 + θ)Jβ1 − 1












2 +O(d−β1P β1µ) +O(P
1
2 θ).
On obtient alors :





+O(dυθ2P ) +O(dυ+δJP 1−µδ) +O(dυJθ2P )
= Cdβ1(Jθ)P +O(d
υJθ2P ) +O(dυP ) +O(dυ+δJP 1−µδ).











log(P ) + log(d)
)⌋
Par de´finition de θ on a :
























log(P ) + log(d)
)2)
,



















log(P ) + log(d)
))
.







P log(P ) + Cdβ1 log(d)P
+O(dυ+δ log(d)P 1−
µδ
2 log(P )) +O(dυP ),
et le lemme est de´montre´.
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fd(k, l) = Td,1 + Td,2 =
1
2
CdP log(P ) +O(d
υ+δ log(d)P ),







fd(k, l), et la proposition est de´montre´e.
Remarque 7.5. Par les meˆmes arguments, on de´montre, sous les meˆmes
hypothe`ses que :∑
kβ1(l+1)β26P
fd(k, l) = CdP log(P ) +O(d
υ+δ log(d)P ).
Cette remarque nous sera utile dans ce qui va suivre.
7.2 Formule asymptotique pour Nd,U(B)
L’ide´e est alors d’appliquer la proposition 7.1 a` la fonction hd(k, l) de´finie
en (11). Pour cela nous allons montrer que cette fonction est bien une
(β1, β2, Cd,D, α, υ, δ)-fonction (pour des constantes Cd, δ, β1, β2, α, υ,D que
nous pre´ciserons).
Remarquons avant tout que, d’apre`s la proposition 6.6, la fonction h
ve´rifie bien la condition 1 avec β1 = m+1−d1, β2 = n− r+1−d2, Cd = σd
et υ = m − r + max{ (r+1)(d1−1)
2d1−1
+ ε, 5d1}. D’autre part, par les corollaires
5.14 et 5.23, pour tout z ∈ Aµ1 (Z) et P2 6 P1, on a
Nd,z(P1) = Sd,zJzd










uniforme´ment pour tout z, l < P
d1−1
2d2
1 et z ∈ Aµ1 (Z). En notant



































uniforme´ment pour tout l < P
d1−1
2d2








uniforme´ment pour tout k < P
d2−1
2d1
2 et x ∈ Aλ2(Z). En notant



























uniforme´ment pour tout k < d−1P
d2−1
2d1



















D = max{m+ 1 + 4d1, n − r + 1 + 4d2}
et






On a donc montre´ que hd est une (m+1−d1, n−r+1−d2, σd,D, α, υ, δ)-
fonction, et donc en notant
N˜
(1)
d,U (B) = card
{
(x,y,z) ∈ Zn+2 ∩ U | x 6= 0, (y,z) 6= (0,0),











d,U (B) = card
{
(x,y,z) ∈ Zn+2 ∩ U | x 6= 0, (y,z) 6= (0,0),








la proposition 7.1 et la remarque 7.5 donnent :
N˜
(i)
d,U (B) = σdB log(B) +O (d
υ log(d)B)
pour i ∈ {1, 2}. Par ailleurs, on observe que
N˜
(2)
d,U (B) 6 Nd,U (B) 6 N˜
(1)
d,U (B),
et on en de´duit finalement :
Proposition 7.6. Si d1, d2 > 2 et n + 2 − max{dimV ∗1 ,dimV ∗2 } > m, ou
si d1 > 2, d2 = 1 et n + 2 − max{dimV ∗1 ,dimV ∗2 } > m′, alors pour tout
B > 1, on a la formule asymptotique :





pour un certain δ > 0 arbitrairement petit.
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8 Conclusion et interpre´tation des constantes




card{(x,y,z) ∈ U ∩ Zn+2 | pgcd(x) = 1, pgcd(y,z) = 1
F (x,y,z) = 0, H(x,y,z) 6 B}.
On remarque en effet que si Nd,e(B) de´signe
card{(dx, ey, ez) ∈ U∩(dZr+1×eZn−r+1) | F (dx, ey, ez) = 0, H(dx, ey, ez) 6 B}
= card
{








N˜k,l(B) = card{(kx, ly, lz) ∈ U∩(kZr+1×lZm−r×lZn−r+1) | pgcd(x) = 1,
pgcd(y,z) = 1, F (x,y,z) = 0, H(kx, ly, lz) 6 B}























































B log(B) +O (B) ,
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car υ = m− r+max{ (r+1)(d1−1)
2d1−1
+ ε, 5d1} < (m+ 1− d1) + 2, pour r choisi





























On obtient donc finalement
Proposition 8.1. Pour d1, d2 > 2, n + 2 − max{dim V ∗1 ,dimV ∗2 } > m et
r > 6d1 − 3, on a :
NU(B) = σB log(B) +O(B),







. On a de
plus la meˆme formule pour d1 > 2, d2 = 1, n+2−max{dim V ∗1 ,dimV ∗2 } > m′
et r > 6d1 − 3.
Nous allons a` pre´sent donner une interpre´tation des constantes intro-
duites, et de´montrer que l’expression obtenue est bien en accord avec les
formules conjecture´es par Peyre dans [Pe].
Rappelons que l’on a note´ π : X0 → X la projection du torseur universel
X0 = (A
r+1 \ {0})× (An−r+1 \ {0}) sur la varie´te´ torique ambiante X. On
conside`re un point (x,y,z) ∈ Y0 tel que ∂F∂tj (x,y,z) 6= 0, ou`
tj =

xj si j ∈ {0, ..., r}
yj si j ∈ {r + 1, ...,m}
zj si j ∈ {m+ 1, ..., n + 1}
et on note P = π(x,y,z). La forme de Leray ωL sur un voisinage de (x,y,z)






dt0 ∧ ... ∧ d̂tj ∧ ... ∧ dtn+1(x,y,z).
Pour toute place ν ∈ Val(Q) la forme de Leray induit une mesure locale ωL,ν.
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On suppose a` pre´sent que le point (x,y,z) est tel que, par exemple,
x0 6= 0, zm+1 6= 0 et ∂F∂zn+1 (x,y,z) 6= 0. Pour toute place ν de Q, on
conside`re le morphisme





, ..., xrx0 ,
yr+1
x0zm+1






Par le the´ore`me d’inversion locale, il existe un voisinage ouvert de P note´ V
sur lequel ρ est bien de´fini et induit un isomorphisme analytique sur ρ(V ).
On pose W = π−1(V ). Si l’on note
u = (1, u1, ..., ur)
v = (vr+1, ..., vm)
w = (1, wm+2, ..., wn+1)
,
la mesure de Tamagawa ων est de´finie par
ρ∗ων =
du1,ν ...dur,νdvr+1,ν ...dvm,νdwm+2,ν ...dwn,ν
hν(u,v,w)
∣∣∣ ∂F∂zn+1 (u,v,w)∣∣∣ν ,









ν (u) = |u|m+1−d1ν
h
(2)











8.1 E´tude de l’inte´grale singulie`re J















Nous allons montrer que l’inte´grale J co¨ıncide avec σ∞(Y ). Il nous suffit de le
ve´rifier localement i.e. montrons que pour tout ouvert V ′ de {(x,y,z) | |y| 6













Conside´rons donc un tel ouvert V ′. On note alors t = F (x,y,z), et zn+1 est
alors de´fini implicitement par x,y, zˆ, t sur V ′. On note zn+1 = g(x,y, zˆ, t).












1 si (x,y, zˆ, g(x,y, zˆ, t)) ∈ V ′
0 sinon
La fonction t 7→ χ(t,x,y,zˆ)e(βt)∣∣∣ ∂F∂zn+1 (x,y,g(x,y,zˆ,t))
∣∣∣
est a` variations borne´es, par conse´quent,










Remarquons que ces calculs constituent un e´quivalent du travail effectue´ par
Igusa dans [Ig, §IV.6] pour le cas des inte´grales de fonctions indicatrices.
Nous allons a` pre´sent interpre´ter cette constante J en termes de mesures
de Tamagawa. Plus pre´cise´ment, en notant τ∞ = ω∞, nous allons de´montrer
le re´sultat suivant :
Lemme 8.2. On a
τ∞ =




De´monstration. Il nous suffit de montrer que par exemple pour l’ouvert V
de´fini pre´ce´demment, on a τ∞(V ) =
(m+1−d1)(n−r+1−d2)
4 σ∞(V ). Par de´finition

















On applique alors les changements de variables xi = x0ui, yj = zm+1x0vj et
zk = zm+1wk dans l’inte´grale ci-dessus. On a alors que{ |y| 6 |x| 6 1







|x0|m+1−d1 6 h(1)∞ (u)−1






























8.2 E´tude de la se´rie singulie`re S
























F (db1, b2, b3)
)
.
Lemme 8.3. Pour tout d ∈ N∗, la fonction Ad est multiplicative.
De´monstration. On conside`re deux entiers q1, q2 tels que pgcd(q1, q2) = 1,










































Or si l’on conside`re l’unique e´le´ment (b1, b2, b3) ∈ (Z/qZ)n+2 tel que
∀i ∈ {1, 2, 3},
{
bi ≡ b(1)i (q1)

































∗ × (Z/q2Z)∗ → (Z/qZ)∗
(a1, a2) 7→ a1q2 + a2q1
est bijective. On obtient donc finalement :
Ad(q1)Ad(q2) = Ad(q).
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(x,y,z) ∈ (Z/pkZ)n+2 | x 6≡ 0 (p), F (x,y,z) ≡ 0 (pk)
}
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Nous allons a` pre´sent interpre´ter les constantes σ′p en terme de mesures







Pour cela nous commenc¸ons par e´tablir deux lemmes interme´diaires :
Lemme 8.5. Pour tout N ∈ N∗, on note
W ∗p (N) = {(x,y,z) ∈ (Zp/pN )n+2 | x 6≡ 0 (p),
(y,z) 6≡ 0 (p), F (x,y,z) ≡ 0 (pr)}
ainsi que M∗p (N) = CardW
∗(N). Il existe alors un entier N0 tel que pour
tout N > N0 : ∫
(x,y,z)∈Zn+2p






De´monstration. Soit (x,y,z) ∈ Zn+2p . Dans tout ce qui suit, on note
[x,y,z]N = (x,y,z) mod p
N .
On e´crit alors :
∫
{(x,y,z)∈Zn+2p , x 6≡0 (p)




x 6≡0 (p), (y,z)6≡0 (p)















Puisque Y est lisse, il existe un N > 0 assez grand tel que, pour tout






















soit non nul et constant sur la classe de´finie par (x,y,z). On peut supposer






. On conside`re (u,v,w) ∈ Zn+2p tel
que [u,v,w]N = (x,y,z), et (u
′,v′,w′) ∈ Zn+2p quelconque. On a alors



















ou` G(u,v,w,u′,v′,w′) est une somme de termes contenant au moins




k. Ainsi, on a donc, si (u
′,v′,w′) ∈ (pNZp)n+2 :
F (u+ u′,v + v′,w +w′) ≡ F (u,v,w) (pN+c).
Par conse´quent, l’image de F (u,v,w) dans Zp/p
N+c de´pend uniquement de
(u,v,w) mod pN = (x,y,z), on note alors F ∗(x,y,z) cette image.





est nulle, et l’ensemble
{(u,v,w) mod pN+c | [u,v,w]N = (x,y,z), F (u,v,w) ≡ 0 (pN+c)}
est vide.
Si F ∗(x,y,z) = 0 alors, par le lemme de Hensel, les applications co-
ordonne´es X0, ...,Xr , Yr+1, ..., Ym, Zm+1, ..., Zn de´finissent un isomorphisme
de
{(u,v,w) ∈ Zn+2p | [u,v,w]N = (x,y,z), F (u,v,w) = 0}
sur
(x,y, zˆ) + (pNZp)
n+1,










On a d’autre part, puisque F (u,v,w) mod pN+c ne de´pend que de (x,y,z) :
p−(N+c)(n+1) card{(u,v,w) mod pN+c | [u,v,w]N = (x,y,z),
F (u,v,w) ≡ 0(pN+c)} = p−(N+c)(n+1)p(n+1)c = pc−N(n+1).
On a donc finalement :∫
{(x,y,z)∈Zn+2p , x6≡0 (p)









p−(N+c)(n+1) card{(u,v,w) mod pN+c | [u,v,w]N = (x,y,z),
F (u,v,w) ≡ 0(pN+c)} = M
∗





Lemme 8.6. On a∫
(x,y,z)∈Zn+2p





















De´monstration. La premie`re partie du lemme re´sulte du fait que :
ωL,p(x, py, pz) = p
−(n−r+1−d2)ωL,p(x,y,z).
Pour la deuxie`me partie, on conside`re un entier j tel que N > jd2 +1 et on
conside`re l’ensemble
N˜(j) = Card{x ∈ (Zp/pNZp)r+1, (y,z) ∈ (pjZp/pNZp)n−r+1 | x 6≡ 0 (p),
(y,z) 6≡ 0 (pj+1), F (x,y,z) ≡ 0 (pN )}
On remarque que, pour tout N > jd2
N˜(j) = Card{x ∈ (Z/pNZ)r+1, (y,z) ∈ (Z/pN−jZ)n−r+1 | x 6≡ 0 (p),
(y,z) 6≡ 0 (p), F (x,y,z) ≡ 0 (pN−jd2)}
= p(r+1)jd2+(n−r+1)(jd2−j)M∗(N − jd2)
















Or, d’apre`s le lemme pre´ce´dent :






















et puisque σ′p = limN→∞
Mp(N)
pN(n+1)
, on obtient le re´sultat.




x 6≡0 (p), F (x,y,z)=0
ωL,p.
On conclut alors en utilisant le lemme ci-dessous :

















ωL,p(x,y,z) = a(p)ωp(Y (Qp)).
De´monstration. Il suffit de montrer que pour tout ouvert V de An−1Qp ⊂
X(Qp) tel que pour tout P = π(x,y,z) ∈ V on a (par exemple) x0zm+1 6= 0
et ∂F∂zn+1 (x,y,z) 6= 0 (les autres cas se traitant de fac¸on analogue) l’e´galite´∫
pi−1(V )∩pi−1(Y )
∩{|x|p=1, h2p(x,y,z)61}
ωL,p(x,y,z) = a(p)ωp(V ∩ Y )











du1,p...dur,pdvr+1,p...dvm,pdwm+2,p...dwn,p∣∣∣ ∂F∂zn+1 (u,v,w)∣∣∣p h1p(u)h2p(u,v,w)
.
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Or, e´tant donne´ que
















et on obtient le re´sultat souhaite´.









ωp(Y (Qp)) = τp(Y (Qp)).
8.3 Conclusion
Rappelons que la formule asymptotique conjecture´e par Peyre dans [Pe],
dans sa version corrige´e par Batyrev et Tschinkel, pour le nombre NU(B)
de points de hauteur borne´e par B sur l’ouvert U de Zariski de la varie´te´ Y
(pour la hauteur associe´e au fibre´ anticanonique ω−1Y ) est :













∨ = {y ∈ Pic(Y )⊗R∨ | ∀x ∈ Λ1eff(Y ), 〈x, y〉 > 0}
et






Dans le cas pre´sent on a
Pic(Y ) = Z[D˜0]⊕ Z[D˜n+1] ≃ Z2, rg(Pic(Y )) = 2,
−[KY ] = (m+ 1− d1)[D˜0] + (n− r + 1− d2)[D˜n+1],
Λ1eff(Y ) = R
+[D˜0] +R
+[D˜n+1] ≃ (R+)2.






(m+ 1− d1)(n − r + 1− d2) .
D’autre part Pic(Y ) ≃ Z3, et le groupe de Galois Gal(Q/Q) agit triviale-
ment sur Pic(Y ), on a donc
β(Y ) = 1.
Par ailleurs, d’apre`s ce qui a e´te´ vu dans les sections pre´ce´dentes, on a∏
p∈P









(m+ 1− d1)(n − r + 1− d2)
4
J.
Ainsi on a :












et on retrouve bien la formule de la proposition 8.1. Nous avons donc de´montre´
le re´sultat ci-dessous :
The´ore`me 8.8. Pour d1, d2 > 2, n + 2 − max{dimV ∗1 ,dimV ∗2 } > m >
2d1+d2 (avec m 6 13d2(d1 + d2)2
d1+d2) et r > 6d1 − 3, on a :
NU(B) = CH(X)B log(B) +O(B),
ou` CH(X) est la constante conjecture´e par Peyre, lorsque B →∞. On a de
plus la meˆme formule pour d1 > 2, d2 = 1, n+ 2−max{dimV ∗1 ,dimV ∗2 } >
m′ > 2d1+d2 et r > 6d1 − 3.
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