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Resumen
El proceso de realce resulta crucial en el ana´lisis
de ima´genes. En esta contribucio´n estudiamos
el comportamiento nume´rico de filtros de difusio´n
uniparame´tricos que automaticen el estudio de es-
tas ima´genes. Para ello se propone la te´cnica de
los tres p´ıxeles que da lugar a una solucio´n semi-
anal´ıtica del proceso de difusio´n no lineal con una
funcio´n de difusio´n uniparame´trica.
Palabras clave: Difusio´n no lineal, ecuaciones
en derivadas parciales, ca´lculo nume´rico.
1 INTRODUCCIO´N
Una parte fundamental en el manipulado de una
imagen es la segmentacio´n. Este procedimiento
permite destacar los diferentes elementos que
constituyen la imagen, con el objeto de facilitar
su estudio. Como proceso previo, tanto para las
te´cnicas de segmentacio´n orientadas a regiones, a
fronteras o a una combinacio´n de ambas, es pre-
ciso un realce de los bordes y un suavizado de las
distintas partes de la imagen (denoising). Este
tratamiento previo, conlleva por tanto, una elim-
inacio´n del ruido (inherente a la adquisicio´n de
la imagen) y un aumento del contraste (realce).
Existen diferentes te´cnicas para abordar este pro-
ceso inicial. Un resumen del estado actual de estas
te´cnicas puede encontrarse en Buades et al [5]. En
este art´ıculo se utilizara´n procedimientos conec-
tados con la ecuacio´n de difusio´n no lineal, es-
tablecido inicialmente en el trabajo de Perona y
Malik[11]. Este planteamiento consiste en obtener
a partir de una imagen inicial u0 : Ω→ R definida
sobre el dominio Ω ⊂ Rn, otra imagen u(x) como
solucio´n de una ecuacio´n de difusio´n no lineal con
condiciones de contorno de Neumann e iniciales
(ver [2] y sus referencias):


∂tu = div (g(‖∇u‖)∇u) x ∈ Ω t > 0
u(x, 0) = uo(x) x ∈ Ω c.i.
∂nu = 0 x ∈ ∂Ω c.c.
(1)
g(‖∇u‖) es el coeficiente de difusio´n. Es una
funcio´n no negativa y normalmente decreciente re-
specto al mo´dulo del gradiente. La idea, por tanto,
consiste en escoger un coeficiente de difusio´n ade-
cuado en la ecuacio´n de difusio´n no lineal, que
transforme la Ecuacio´n en Derivadas Parciales no
so´lo en un filtro de paso bajo (y de esta forma fil-
tre los ruidos de la imagen) sino que localmente,
tambie´n pueda evolucionar en un filtro de paso
alto, con el objetivo de realzar los bordes. No ob-
stante, las propiedades del filtrado de difusio´n no
lineal quedan ma´s claras si se plantean en un nuevo
sistema de referencia ortonormal, en el que uno de
los ejes venga determinado por la direccio´n y sen-
tido de η = ∇u/‖∇u‖ si ‖∇u‖ 6= 0, que junto
con ξ y ζ construyen la curva/superficie de nivel
perpendicular a η[2, 8, 17, 21, 13]. Entonces
∂tu =g(‖∇u‖) (∂ξξu+ ∂ζζu)+
[ g(‖∇u‖) + g′(‖∇u‖) · ‖∇u‖ ]∂ηηu
(2)
donde ∂ηηu representa la segunda derivada de u
en la direccio´n de η.
En el caso unidimensional, el proceso de realce
queda ligado directamente con el incremento o
decremento de las pendientes definidas por los
p´ıxeles contiguos. Esto hace que el coeficiente de
∂xxu en (2) para n = 1 sea
g(|∂xu|) + g
′(|∂xu|) |∂xu| < 0 (3)
Este razonamiento se generaliza a ma´s dimen-
siones. En dos y tres dimensiones el coeficiente
de ∂ηηu en (2) es negativo[2, 18]. Sin embargo,
el inconveniente de estos planteamientos reside en
que el modelo continuo de realce conduce a un pro-
blema mal propuesto[9, 6, 2, 20]. Esta situacio´n,
en el caso discreto, puede cambiar bajo ciertas
condiciones de los datos, dando lugar a soluciones
convergentes tal y como se menciona en [6] y se
analiza ma´s concretamente en [20, 21].
Otro apartado importante del proceso de difusio´n
no lineal consiste en la eleccio´n del coeficiente de
difusio´n, de manera que permita establecer un
proceso de suavizado en las regiones de bajo con-
traste y por otra parte, preserve o incremente las
pendientes de los bordes, buscando su mantenimi-
ento o realce. Habitualmente estas funciones de
difusio´n contienen un para´metro de contraste λ
con el cual se determina el umbral entre la difusio´n
y el realce, en particular los filtros de Perona-
Malik[8, 11]. Esto plantea la necesidad de un
ajuste previo ad hoc de estos para´metros internos
para obtener un resultado o´ptimo. Para evitar
esta situacio´n, de una sintonizacio´n previa de los
para´metros de contraste, no siempre directa, uti-
lizaremos las siguientes funciones de difusio´n uni-
parame´tricas[19, 4]:
g(‖∇u‖) =
1
‖∇u‖p
(4)
Esta familia de difusio´n tiene un buen compor-
tamiento en los procesos de realce[12], pero tienen
el inconveniente de la singularidad en las regiones
uniformes. En esta comunicacio´n, se pretende
salvar parte de esta dificultad, siguiendo la l´ınea
de los trabajos de Brox[4] y Welk et al [23]. As´ı
pues, el estudio se dividira´ por una parte, en la
introduccio´n de la familia uniparame´trica de di-
fusio´n, para continuar en la formulacio´n semidis-
creta. Posteriormente se habla de la manera de
evitar la singularidad del sistema de ecuaciones,
mediante la introduccio´n de una funcio´n de re-
gularizacio´n. Posteriormente se desarrollara´ un
modelo semi-anal´ıtico llamado de tres pixeles que
pretende englobar al ya introducido por [16, 4].
Esto permitira´ prescindir de regularizaciones de la
funcio´n de difusio´n y obtener una solucio´n semi-
anal´ıtica consistente con el problema semidiscreto.
Para terminar se establecera´ un esquema nume´rico
discreto y se comparara´ con los me´todos semi-
impl´ıcitos [22] que utilizan la funcio´n de difusio´n
uniparame´trica regularizada [12].
2 FILTRADO DE DIFUSIO´N NO
LINEAL SIN PARA´METROS
DE CONTROL
Uno de los aspectos importantes de una funcio´n
de difusividad TV[1] es la ausencia de para´metros
de control. Sin embargo, esta ventaja resulta in-
suficiente pues no permite un aumento del realce
de la imagen, debido a que el coeficiente ∂ηηu en
(2) no es negativo. Recientemente se han consid-
erado una familia de difusio´n de intere´s creciente
que tampoco requiere de ajustes ad hoc [4, 19, 12].
g(‖∇u‖) =
1
‖∇u‖p
; F (u) =
∇u
‖∇u‖p
; p ≥ 0 (5)
donde F representa el campo generado por la
funcio´n de difusio´n. Para p = 0 coincide con la
difusio´n lineal, con p = 1 se corresponde con TV
y p = 2 con BFB (Balance Forward Backward) [8].
Dada esta funcio´n de difusio´n se trata de determi-
nar co´mo evoluciona el proceso difusivo dependi-
endo de p, del tiempo y del mo´dulo del gradiente.
Se pretende, por tanto, determinar las relaciones
entre el tiempo de difusio´n, el para´metro p y que´
detalles difumina y que´ otros realza. La bu´squeda
de un realce de la imagen implica que tanto en
1D como en ma´s dimensiones, por generalizacio´n
directa, requiera que el coeficiente ∂ηηu en (2) sea
negativo[2]. Esto implica la condicio´n p > 1 en
estas familias de difusio´n uniparame´tricas.
Para la comprensio´n de la dina´mica de este pro-
ceso difusivo ser´ıa deseable una solucio´n anal´ıtica
que permita comprender las relaciones entre el
tiempo de difusio´n, la magnitud del gradiente y
el valor de p. La bu´squeda de una solucio´n con-
tinua resulta dif´ıcil. En el caso unidimensional,
el ma´s simple, se puede apreciar fa´cilmente dicha
dificultad. En esta situacio´n se cumple que:
∂t u =
(1− p)
|∂xu|p
∂xx u (6)
El primer inconveniente es que la ecuacio´n no
esta´ acotada cuando el gradiente se aproxima a
cero. El segundo, surge porque el coeficiente de
∂xx u toma valores negativos, lo cual da pie a una
ecuacio´n evolutiva regresiva con problemas de es-
tabilidad para tiempos acotados[7]. Por tanto la
localizacio´n de una solucio´n exacta y continua al
problema planteado es complicada. Una aproxi-
macio´n a este tipo de ecuaciones se puede encon-
trar en Tsurkov[19] con te´cnicas ya empleadas en
modelos de medios porosos y de una manera ma´s
clara y precisa en Barenblatt y Va´zquez[3] que se
plantean soluciones a ecuaciones similares a (6)
pero con coeficiente positivo.
2.1 FORMULACIO´N SEMIDISCRETA
Es conocido que problemas no correctamente
planteados en el caso continuo, s´ı pueden ser es-
tudiados con cierto e´xito en el caso semidiscreto y
discreto[9, 21]. En este sentido, una discretizacio´n
espacial de la ecuacio´n (2) unidimensional con la
funcio´n de difusio´n uniparame´trica (6) se obtiene
utilizando la habitual aproximacio´n progresiva y
regresiva compensada de la derivada[14]. De este
modo, resulta un sistema de ecuaciones diferen-
ciales ordinarias auto´nomo:
u˙i(t) = h
p−2
[
ui+1 − ui
|ui+1 − ui|p
−
ui − ui−1
|ui − ui−1|p
]
(7)
con i = 2, . . . n − 1 y donde h ≡ ∆x representa
la discretizacio´n espacial. Su expresio´n puede ser
puesta en funcio´n de la expresio´n discreta del coe-
ficiente de difusio´n g [21]:
u˙i(t) = h
p−2
[
gi+ 1
2
(ui+1 − ui)− gi− 1
2
(ui − ui−1)
]
(8)
con i = 2, . . . n− 1 y siendo:
gi+ 1
2
=
1
|ui+1 − ui|p
; gi− 1
2
=
1
|ui − ui−1|p
(9)
La expresio´n (8) permite una conexio´n con los
me´todos nume´ricos conservativos[10]. Reorgani-
zando el sistema (8) se llega a una expresio´n dife-
rencial ordinaria auto´noma matricial del tipo
du
dt
(t) = A(u(t))u(t) (10)
siendo los coeficientes para i = 2, . . . , n− 1:
aij =


hp−2gi± 1
2
si j = i± 1
−hp−2(gi+ 1
2
+ gi− 1
2
) si i = j
0 resto
(11)
Y aplicando las condiciones de contorno ya es-
tablecidas en (2):
a11 = −
hp−2
|u2 − u1|p
a12 =
hp−2
|u2 − u1|p
(12)
ann−1 =
hp−2
|un − un−1|p
ann = −
hp−2
|un − un−1|p
(13)
La generalizacio´n a ma´s dimensiones es directa
pues la ecuacio´n (1) se escribe
∂tu =
n∑
r=1
∂xr (g(‖∇u‖) ∂xru) (14)
De esta manera el caso semidiscreto toma la forma
du
dt
(t) =
n∑
r=1
Ar(u(t))u(t) (15)
donde los coeficientes de la matriz Ar(u(t)) son:
aijr =


hp−2r gi± 1
2
si j = i± 1
−
∑n
r=1 h
p−2
r (gi+ 1
2
+ gi− 1
2
) si i = j
0 resto
(16)
3 SOLUCIONES EVOLUTIVAS
PARA FUNCIONES
UNIPARAME´TRICAS DE
REALCE
3.1 ANTECEDENTES
La formulacio´n semidiscreta (7) o (10) de la
ecuacio´n (1), plantea una singularidad sobre el sis-
tema para valores del gradiente pro´ximos a cero.
Una manera de evitar esta situacio´n consiste en
introducir una constante positiva ε que tienda a
cero [4]. Esta regularizacio´n lleva a considerar una
nueva funcio´n de difusio´n
gε(s) =
1
(s+ ε)p
≤
1
εp
con s ≥ 0 (17)
cumpliendo gε → g si ε → 0. Con esta regu-
larizacio´n planteada, se esta´ dentro del marco de
escala-espacio no lineal admisible planteado por
Weickert[20], para asegurar la existencia de una
solucio´n nume´rica estable al problema. A par-
tir de aqu´ı, se plantea la discretizacio´n total del
problema. La utilizacio´n de un esquema expl´ıcito
lleva consigo la condicio´n de estabilidad [20, 22]
∆t =
εp
2N
(18)
siendo N la dimensio´n del espacio. Esta solucio´n
nume´rica obliga a considerar incrementos de
tiempo ∆t muy bajos si el valor de la constante
de estabilizacio´n ε es pequen˜o. Por el contrario,
si se aumenta ∆t, se produce una pe´rdida de
consistencia en la solucio´n nume´rica; como una
opcio´n de compromiso se situ´a a ε = 10−3 [4].
Una manera eficiente de evitar esta restriccio´n so-
bre el incremento de tiempo, consiste en consid-
erar el algoritmo semi-impl´ıcito AOS [22]. En
este sentido trabajos sobre el comportamiento de
este esquema sobre la funciones de difusio´n uni-
parame´tricas pueden verse en [12, 4].
Otro manera de proceder es considerar el efecto
de las ecuaciones (7) en un nu´mero limitado de
p´ıxeles, para despue´s generalizar el resultado a
todos los dema´s. Este me´todo tendr´ıa la ven-
taja inicial de obtener una solucio´n semidiscreta
expl´ıcita, sin necesidad adema´s de introducir un
para´metro de regularizacio´n ε positivo. De hecho,
el marco de escala-espacio no lineal anteriormente
expuesto, nos plantea la existencia de una solucio´n
aproximada, pero no se calcula expl´ıcitamente. Su
solucio´n se determina a partir de esquemas total-
mente discretos ya comentados. As´ı pues, inicial-
mente se considera el me´todo de los Dos Pı´xeles
(Two-Pixel Signal Method) [16, 4] introducido a
partir del me´todo Soft Haar Wavelet Shrinkage
of Two-Pixel Signals. Este procedimiento se basa
inicialmente en establecer un modelo conserva-
tivo entre los dos p´ıxeles que emule el equilibrio
de transferencia de energ´ıa en el proceso de di-
fusio´n. Sin pe´rdida de generalidad, se considera
inicialmente so´lo el intercambio de energ´ıa entre
los p´ıxeles i e i+ 1:
u˙i = 2h
p−2 ui+1 − ui
|ui+1 − ui|p
(19a)
u˙i+1 = −2h
p−2 ui+1 − ui
|ui+1 − ui|p
(19b)
u˙i + u˙i+1 = 0 (19c)
En el planteamiento establecido en [16] el valor
de 2 de las ecuaciones anteriores no aparec´ıa. Sin
embargo, a la hora de proceder a la discretizacio´n
completa, duplica el incremento de tiempo, si-
guiendo un procedimiento de tres pasos inspirada
en la cycle spinning technique. Esto es necesario
para lograr la consistencia y as´ı la convergencia
del me´todo discreto[14]. Por otra parte Welt et
al [23] ya inicialmente parten de la ecuacio´n (7).
3.2 ESQUEMA DE TRES PI´XELES
Nosotros planteamos la necesidad de tratar inicial-
mente con tres p´ıxeles. Esto permite considerar de
forma ma´s directa la influencia de los p´ıxeles de
los extremos sobre el p´ıxel central. Sin pe´rdida de
generalidad se consideran los p´ıxeles i−1, i e i+1
para los que (7) se escribe
u˙i−1 =
1
α
ui−ui−1
|ui−ui−1|p
u˙−i = −
1
α
ui−ui−1
|ui−ui−1|p

 (20)
con la condicio´n u˙i−1+ u˙
−
i = 0, que mide el efecto
de los p´ıxeles i − 1 e i y posteriormente el efecto
del pixel i+ 1 dando lugar al sistema:
u˙+i =
1
1−α
ui+1−ui
|ui+1−ui|p
u˙i+1 = −
1
1−α
ui+1−ui
|ui+1−ui|p

 (21)
con la condicio´n u˙i+1 + u˙
+
i = 0.
La solucio´n buscada debe ser una ponderacio´n de
ambos efectos. As´ı pues, se establece que el inter-
cambio de energ´ıa sobre el pixel i no so´lo es debido
al efecto de i− 1 sino tambie´n de i + 1. El valor
final debe ser una ponderacio´n de los efectos de los
p´ıxeles de los extremos, por lo que se considera:
ui = αu
−
i + (1− α)u
+
i (22)
donde u−i y u
+
i son las soluciones de los sistemas
anteriores para el pixel i. Los coeficientes de 1/α
y de 1/(1 − α) que aparecen en los sistemas de
ecuaciones (20) y (21), son necesarios para poder
establecer la consistencia de las soluciones semi-
discretas como se vera´ ma´s adelante. Se aborda
inicialmente la solucio´n de u+i . Siguiendo [16],
se define primeramente la diferencia de niveles de
grises entre los dos p´ıxeles adyacentes, mediante
la funcio´n
w(t) = ui+1 − ui (23)
De esta manera, la evolucio´n discreta de las pen-
dientes ∂t(∂xu) se puede expresar mediante la
ecuacio´n diferencial:
w˙(t) = −
2 hp−2
1− α
w(t)
|w(t)|p
w(0) = ui+1(0)− ui(0) = fi+1 − fi
(24)
Es evidente que la parte derecha no esta´ definida
para w(t) = 0. Sin embargo, desde el punto de
vista de la analog´ıa f´ısica cuando los dos p´ıxeles
tienen el mismo nivel de gris, no deber´ıa de haber
transferencia de energ´ıa. Por tanto, se considera
que w(t) es una solucio´n de (24), si se trata de
una funcio´n absolutamente continua que verifica
la ecuacio´n evolutiva:
w˙(t)
c.t.p.
=


−
2 hp−2
1− α
w(t)
|w(t)|p
si |w(t)| 6= 0
0 si |w(t)| = 0
w(0) = fi+1 − fi (Condiciones iniciales)
(25)
casi para todo punto (c.t.p.) en (0,+∞). El pro-
ceso de resolucio´n de esta ecuacio´n diferencial de-
pendera´ del signo de w(t) y de las condiciones ini-
ciales, obtenie´ndose
w(t) = w(0)
[
1−
2t p hp−2
(1 − α)|w(0)|p
]1/p
(26)
si 0 < t < (1−α)|w(0)|
p
2p hp−2 pero w(t) = 0 si
t ≥
(1− α)|w(0)|p
2p hp−2
A partir de (26) y centra´ndose en el p´ıxel i es
posible definir la dina´mica del nivel de gris en este
proceso evolutivo [14]
u+i (t) = µi+
[
1−
2t p hp−2
(1− α)|fi+1 − fi|p
]1/p
(fi − µi)
si
0 < t <
(1− α)|fi+1 − fi|
p
2p hp−2
y
u+i (t) = µi si t ≥
(1− α)|fi+1 − fi|
p
2p hp−2
donde µi =
fi+1+fi
2 . Ana´logamente:
u−i (t) = µi−1 +
[
1−
2t p hp−2
α|fi − fi−1|p
]1/p
(fi − µi−1)
si
0 < t <
α|fi − fi−1|
p
2p hp−2
y
u−i (t) = µi−1 si t ≥
α|fi − fi−1|
p
2p hp−2
donde µi−1 =
fi+fi−1
2 . Con estos funciones se
construye la funcio´n buscada:
ui(t) = αu
−
i (t) + (1− α)u
+
i (t) (27)
El siguiente paso es comprobar que esta solucio´n
ui(t) es consistente (i.e. ‘se ajusta’) con el sistema
de ecuaciones (7) para el tiempo
0 < t < min
(
α|fi − fi−1|
p
2p hp−2
,
(1− α)|fi+1 − fi|
p
2p hp−2
)
(28)
En efecto, al derivar u−i resulta
u˙−i =− (1/α)h
p−2 ·
[
|fi − fi−1|
p − (2/α)tphp−2
]1/p
[|fi − fi−1|p − (2/α)tphp−2]
·
fi − fi−1
|fi − fi−1|
(29)
adema´s tambie´n se cumple que:
u−i − ui−1
|u−i − ui−1|
p
=
[
|fi − fi−1|
p − (2/α)tphp−2
]1/p
[|fi − fi−1|p − (2/α)tphp−2]
·
·
fi − fi−1
|fi − fi−1|
(30)
con lo cual:
u˙−i = −(1/α)h
p−2 u
−
i − ui−1
|u−i − ui−1|
p
(31)
y de manera ana´loga se obtiene el resultado para
u+i
u˙+i =
hp−2
1− α
ui+1 − u
+
i
|ui+1 − u
+
i |
p
(32)
y de esta forma:
u˙i(t) = α u˙
−
i (t) + (1− α) u˙
+
i (t)
= hp−2
[
ui+1 − u
+
i
|ui+1 − u
+
i |
p
−
u−i − ui−1
|u−i − ui−1|
p
]
(33)
se aproxima al sistema de ecuaciones (7). Es in-
mediato que para α = 1/2 se recupera el me´todo
de Dos p´ıxeles [16].
3.2.1 Caracter´ısticas
En la expresio´n (28) se relaciona el tiempo, el valor
de p y del mo´dulo del gradiente discreto. Este
hecho es importante ya que permite determinar
en funcio´n de p y del mo´dulo del gradiente, los
tiempos de difusio´n no lineal y al reve´s: dado un
tiempo y un valor de p, se calcula que´ orden de
pendiente (incremento del gradiente discreto), se
puede esperar en una difusio´n no lineal. Como
ejemplo en la tabla 1, se aprecia, para un tiempo
Tabla 1: Pendientes en funcio´n de p para t = 0.1.
p 1.2 1.5 1.8 2 2.5
Pend. 0.542 0.7113 0.8333 0.8944 1
t = 0.1, los valores mı´nimos de pendiente a partir
de los cuales se producira´ una difusio´n no lineal.
En ella se observa adema´s, que a medida que au-
menta el valor de p, los valores de las pendientes
Tabla 2: Tiempos en funcio´n de p para s = 0.1.
p 1.2 1.5 1.8 2 2.5
Tiempo 0.01312 0.0051 0.0021 0.00125 0.0003
aumentan, con lo cual la difusio´n no lineal queda
restringida, para los valores mayores de las pen-
dientes. Por otra parte, en la tabla 2 se ha fijado
un valor de la pendiente s = 0.1. Se observa que
a medida que aumenta el valor de p ,los valores
del tiempo disminuyen de forma apreciable. Esto
supondra´ cierto inconveniente pues sera´ necesario
aumentar el coste computacional.
3.3 DISCRETIZACIO´N COMPLETA
A continuacio´n se trata de obtener un esquema
nume´rico a partir de la solucio´n semi-anal´ıtica del
proceso de difusio´n no lineal propuesta en (27).
La ventaja de esta discretizacio´n es que no pre-
cisa de un para´metro de regularizacio´n ε sobre la
funcio´n de difusio´n que pueda modificar la consis-
tencia el sistema de ecuaciones que pretende resol-
verse. El proceso a seguir es similar al planteado
para determinar la solucio´n semi-anal´ıtica: se con-
sidera las intesidades lumı´nicas entre ui+1 y ui,
para posteriormente, hacer el mismo proceso en-
tre ui y ui−1. Por u´ltimo se ponderan los val-
ores obtenidos. Para simplicar las expresiones y
las notaciones, se toma el valor α = 1/2, aunque
de forma ana´loga se podr´ıa desarrollarse arras-
trando los factores α y (1−α) de la soluciones ya
obtenidas en (27). As´ı pues, se considera inicial-
mente el intervalo (ui, ui+1). En este caso a partir
de las ecuaciones (21) y una vez discretizado ex-
plicitamente respecto del tiempo, se tiene
un+1i = u
n
i + 2kh
p−2 u
n
i+1 − u
n
i
|uni+1 − u
n
i |
p
(34)
un+1i+1 = u
n
i+1 − 2kh
p−2 u
n
i+1 − u
n
i
|uni+1 − u
n
i |
p
(35)
con lo cual siempre que |uni+1 − u
n
i | 6= 0 puede
establecerse:
wn+1i = u
n+1
i+1 −u
n+1
i = u
n
i+1−u
n
i −4kh
p−2 u
n
i+1 − u
n
i
|uni+1 − u
n
i |
p
(36)
Si uni+1 − u
n
i > 0 entonces implica que
un+1i+1 − u
n+1
i > 0 siempre que
(uni+1 − u
n
i )
p
4hp−2
> k
(37)
Si sucede que
4 hp−2 k = (uni+1 − u
n
i )
p
entonces:
un+1i+1 − u
n+1
i = 0 =⇒ u
n+1
i+1 = u
n+1
i
adema´s se cumple por (21) que
un+1i+1 + u
n+1
i = u
n
i+1 + u
n
i
con lo cual
un+1i+1 =
uni+1 + u
n
i
2
y un+1i =
uni+1 + u
n
i
2
Si se da la situacio´n
4 hp−2 k > (uni+1− u
n
i )
p entonces un+1i+1 − u
n+1
i < 0
lo que implica que ya no puede utilizarse el es-
quema (36) en la siguiente iteracio´n y adema´s no
se ajustar´ıa a la solucio´n semi-anal´ıtica (25) que se
pretende discretizar. Realmente un valor negativo
no tendr´ıa sentido ‘f´ısicamente’, pues si la imagen
tiende a suavizarse (disminuye w) carece de sen-
tido que vuelva a aumentar (esto es, se haga un
realce en sentido opuesto). As´ı pues, es coherente
considerar en este caso
un+1i+1 − u
n+1
i = 0
Haciendo un razonamiento ana´logo para el caso
uni+1 − u
n
i < 0 se llega a la expresio´n
un+1i+1 − u
n+1
i = u
n
i+1 − u
n
i
− 4khp−2
uni+1 − u
n
i
|uni+1 − u
n
i |
p
min
(
1,
|uni+1 − u
n
i |
p
4khp−2
)
(38)
Para despejar el te´rmino un+1i de nuevo es nece-
sario tener en cuenta que un+1i+1 +u
n+1
i = u
n
i+1+u
n
i .
Esto permite concretar el valor de un+1i como
(un+1i )
+ ≡ un+1i = u
n
i + 2 k h
p−2 u
n
i+1 − u
n
i
|uni+1 − u
n
i |
p
·min
(
1,
|uni+1 − u
n
i |
p
4 k hp−2
)
(39)
Ana´logamente se obtendr´ıa un resultado para la
discretizacio´n del sistema (20) dando lugar a
(un+1i )
− ≡ un+1i = u
n
i − 2 k h
p−2 u
n
i − u
n
i−1
|uni − u
n
i−1|
p
·min
(
1,
|uni − u
n
i−1|
p
4 k hp−2
)
(40)
Se obtiene as´ı la solucio´n
un+1i =
1
2
(un+1i )
− +
1
2
(un+1i )
+ =
uni + k h
p−2 u
n
i+1 − u
n
i
|uni+1 − u
n
i |
p
·min
(
1,
|uni+1 − u
n
i |
p
4 k hp−2
)
− k hp−2
uni − u
n
i−1
|uni − u
n
i−1|
p
·min
(
1,
|uni − u
n
i−1|
p
4 k hp−2
)
(41)
3.3.1 Convergencia
La estabilidad del esquema (41) queda asegurada
a partir de (39) y (40) pues
min(uni−1, u
n
i , u
n
i+1) ≤ u
n+1
i ≤ max(u
n
i−1, u
n
i , u
n
i+1)
De esta forma con la condicio´n inicial u0i = fi
para i = 0, . . . , N − 1 se sigue que el esquema tres
p´ıxeles (41) cumple el principio ma´ximo-mı´nimo:
min
i
fi ≤ u
n+1
i ≤ maxi
fi
para i = 0, . . . , N − 1 y todas las iteraciones tem-
porales n = 0, 1, . . . , y para cualquier incremento
de tiempo k > 0. Esto muestra que el esquema es
absolutamente estable con la norma del ma´ximo.
La consistencia del esquema queda asegurada por
la consistencia de las soluciones semi-anal´ıticas ya
probada en (33). No obstante esto puede confir-
marse en el caso discreto. En efecto, si
k ≤
1
4 hp−2
min
(
|uni+1 − u
n
i |
p, |uni − u
n
i−1|
p
)
(42)
y resulta el esquema expl´ıcito
un+1i = u
n
i +k h
p−2
[
uni+1 − u
n
i
|uni+1 − u
n
i |
p
−
uni − u
n
i−1
|uni − u
n
i−1|
p
]
(43)
correspondiente al sistema (7)
4 NUME´RICO-EXPERIMENTAL
Para verificar la propuesta de solucio´n semi-
anal´ıtica del me´todo de los tres p´ıxeles se han
hecho una serie de ensayos nume´ricos y se han
comparado con los obtenidos mediante te´cnicas
de regularizacio´n y utilizando esquemas semi-
impl´ıcitos [22, 15, 12]. Cada figura corresponde a
diferentes valores de p. Asociado a cada gra´fico en
las respectivas figuras se asocia el cuadro NINLI,
que corresponden a las iteraciones de difusio´n no
lineal realizadas por el algoritmo semi-anal´ıtico de
tres p´ıxeles propuesto. En los casos en los que este
gra´fico, llamado NINLI, corresponde a una l´ınea
horizontal quiere decir que las pendientes no eran
suficientemente grandes como para establecer una
difusio´n no lineal. En otros casos cuando aparece,
indica que las pendientes eran suficientemente sig-
nificativas como para establecer un realce no lin-
eal. La curva de color rojo corresponde a la mod-
elizacio´n del borde de la imagen. En alguna de el-
las, tiende a ser ma´s plana para indicar un mayor
emborronamiento de la imagen (caso ma´s desfa-
vorable)
5 CONCLUSIONES
El me´todo de los tres p´ıxeles nos proporciona una
solucio´n semi-anal´ıtica expl´ıcita a partir del sis-
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Figura 3: Estudio con diferentes p > 2
tema de ecuaciones (7). Este me´todo plantea la
ventaja, desde el punto de vista teo´rico que aborda
la solucio´n del sistema de ecuaciones sin ningu´n
tipo de regularizacio´n sobre la funcio´n de difusio´n
uniparame´trica (3). Aunque, desde el punto de
vista discreto, las limitaciones sobre el incremento
de tiempo, para obtener una difusio´n no lineal
pueden ser significativas, tambie´n es cierto, que
el realce es ma´s preciso, minimizando el efecto es-
calera en ciertas ocasiones, incluso cuando el borde
esta´ ma´s emborronado (la pendiente del borde es
menor como muestran la figura 2 y figura 3), se
aprecia un mejor realce que el caso semi-impl´ıcito.
Por ello, este me´todo se puede presentar como al-
ternativa al me´todo de regularizacio´n cuando sea
necesario una mayor precisio´n en el realce en bor-
des ma´s difusisos, a costa de un mayor coste com-
putacional.
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