We compare the algorithmic implication of our work to the ones of Kleinberg, [6] .
Introduction.
A social network (who knows whom?) can be modeled as a random graph on a node set {0,1,...,N} ~. The coordinates of a node x E {0,1,..., N} 2 correspond to the person's geographical location. The edges (x, y) of this graph are selected with probability ~ ~/I I x -Y]I' if I[ x -Yll > 1, and with probability 1 if IIx -Yll = 1, for some parameters/~, s > 0, meanlag, we tend to know our neighbors with high probability and people at distance with probability diminishing in distance. What is the diameter of this graph? This question roots back to the famous experiment conducted by Milgram [8] , which essentially studied the diameter of the actual social network and introduced the notion of "six degrees of separation". The experiment motivated Watts and Strogatz [11] to use random graph models for social networks. They considered a random graph model on integer points of a circle, in which neighboring nodes T are always connected by an edge, and, in addition, each node is connected to a constant number of other nodes uniformly chosen from a circle. Watts and Strogatz argued that their graph provides a good model for different types of networks, not only social networks (world wide web, power grids), and showed that the diameter of their random graph is much smaller than the size of the graph. This model was elaborated recently by Kleinberg [6] , who considered a model similar to ours, with the exception that each node has a deterministic number of neighbors distributed proportionally to the fl/llx -yll 8. This work is concerned mostly with algorithmic questions of constructing simple decentralized algorithms for finding short paths between the nodes. An algorithm is understood to be decentralized if it only uses so called "local" information (exact definition is given in [6] ). Specifically, Kleinberg finds that for s = 2 a simple greedy algorithm finds paths between any two points with poly-logarithmic lengths, with high probability. On the other hand, for any s ~ 2 any decentralized algorithm will lead to a polynomially large path. In other words if this random graph models correctly the social network, then the network must satisfy s --2. A version of this model was considered by Kempe, Kleinberg and Demers in [5] to study a gossip problem.
The model considered in our paper was introduced by Benjamini and Berger [2] in a one dimensional setting: node set is {0, 1,...,N}. It is a variation of a long-range percolation model (infinite version) studied by Schulman [10] , Aizenman and Newman [1] and Newman and Schulman [9] , who were primarily interested in the question of existence of an infinite component. It was shown in [9] and in [1] respectively, that percolation occurs if s = 2,/3 > 1 and (suitably defined) short range probability is high enough, and does not occur if s = 2,fl < 1, for any value of the short range probability. The random graph considered in our model and in [2] is connected and finite by definition, so the percolation question is irrelevant as such; rather the diameter is of interest. It is shown in [2] that the diameter of the long-range percolation graph on {0, 1,..., N} is, with high probability, a constant, when s < 1; is O(log ~N), for some 6 > 1, when 1 < s < 2; and is linear (O(N)), when s > 2. A multidimensional version of this problem with a graph on a node set {0, 1, . . . , N } d was also considered by Benjamini, et.al in [3] , who showed that the diameter is [ d / ( d -s)] when s < d. The cases s = 1 , 2 w e r e left open in [2] and the authors conjectured that the diameter is O(logN) when s --1, and O(h r~) for some 0 < 7/ < 1, when s -2. In addition, the authors conjectured that, for the case 1 < s < 2, log 6 N is also a lower bound for some 5 > 1. In other words, the system experiences a phase transition at s = 1 and s = 2.
R e s u l t s .
In this work we consider a multidimensional version of the problem. Our graph has a node set {0, 1 , . . . , N } d and edges are selected randomly using a long-range
We obtain upper and lower bounds on the diaTn~ter for the regimes s = d, d < s < 2d, s = 2d and s > 2d. This corresponds to regimes s = 1,1 < s < 2,s = 2, s > 2 for the one-dimensional case. We show that, with high probability, for s = d, the diameter of this graph is O(logN/loglogN); for d < s < 2d the diameter is at most log6N for some constant ~ > 1; and for s = 2d, the diameter is at most Nm, for some constant 0 < 02 < 1. We also prove a lower bound N m, ~1 < 1 on the diameter, which holds with high probability but only when d >__ 1, s > 2d or d ----1, s ----2,f~ < 1. We do not have lower bounds for other cases. Note that our lower bound for s > 2d is weaker than known linear lower bound when d = 1. We conjecture that the linear lower bound holds for general dimensions. We also conjecture that the diameter is at least N n for some 0 < 7} < 1 when s = 2d, for all fL Our results, when applied to the one-dimensional case, prove bounds conjectured in [2] for the case s = 2 and disprove it for the case s = 1. As we mentioned above, the upper bound log6N for the case d < s < 2d was proven in [2] for the one-dimensional case. It was pointed to the authors, that the proof extends to a multidimensional case as well. We provide here an alternative proof which seems simpler. Summarizing, the diameter of the longrange percolation graph experiences a phase transition at s = d and s = 2d. Specifically, it has a qualitatively different values for s < d; s = d; d < s < 2d; s > 2d. Same would be true for s = 2d, assuming the truth of our conjectures that the diameter is linear in N when s > 2d and is at least N °, 0 < ~/< 1. 
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As we mentioned above, it was shown in [3] In this section we show that,with high probability, the diameter of the graph G(N) is at least essentially 
For the given choice of ~b, we have d + (1 -~b)(d -s + 
. 
Proof of Theorem 3.1, Part 2:
We first assume that N is a power of 3 : N -3 m, for some integer m > 0. 1. x , y belong to the same subcube I = Ii,...id.
The length of a shortest path between these two points using edges of [N]d is not bigger than the length of the shortest path between same points but using only edges of the subcube I. Therefore
2. x, y belong to different subcubes I, I'. Let £ = E ( I , I ' ) be the event "there exists at least one edge between some nodes v 6 I , v ' 6 I'. The probability that E occurs is at least 1 -e x p ( -f l (~ + We now estimate E[P(x, y)] conditioned on E and g. Given that £ occurs, select an edge ( v , v ' ) between the cubes I, I'. Then
Note, however, that edges within each cube I, I' are selected independently from edges between cubes and specifically axe independent from the event E. Therefore, since x , v belong the the same cube,
1. Now, suppose £ does not occur. Select a cube I" which is a neighboring cube for cubes I,I' (it is easy to see that such a cube exists). Specifically, let z(z') be the nodes shared by cubes I and I" (I' and I"). Then arguing as )a) , where the last equality follows since pairs (x, zl), (Zl,Z2), (z2,y) lie within cubes I~t, h2,/is respectively and each of them has a side length 3 m. But 3 m < N. We conclude
O(N").
We . Fix ally such cube I and let x(l) be its lower corner (the node with smallest possible coordinates).
We showed above E[P(0, x(/))] _< O(Na), from which, using Markov inequality,
On the other hand for every cube I and every x E I we have trivially, P ( x ,
We take r/ = m a x { 7 , a + e} < 1 and obtain large N. Then we show that this bound holds actually with high probability. Given a node 1 < i < N -1, we call it a cut node if there are no edges which go across i. Namely, i is a cut point ff edges (j, k) do not exist for all j < i < k. The probability that i is a cut node is exp(-/5)-~.j<i< h l~x ) >_ exp(-/5~-']q<n< u nn-~) = O (~r ) . Then the expected number of cuts is ll(N t-a) (which will be helpful to us only if /5 < 1). But To prove that the bound actually holds with high probability, we need the following lemma. A node Proof. See Appendix.
We now complete the proof of the lower bound. f~(N~) molated nodes voth high probability. In other words, the original graph has f l ( N ] ) intervals Ii which do not have edges connecting it to other intervals except for possibly intervals Ii-1, h + l . We call these intervals isolated intervals and the number of them is denoted by
= 12(N~). For each interval Ii and each x E I i , we say that x is a local cut point if it is a cut point with respect to just the graph induced by vertices from Ii. We showed above that the expected number of local cut points is at least I/il ~ = N~, for any W < 1 -and for all i. Let C(I~) be the number of local cut p o i n t s in the interval Ii. We now show that, with high probability, at least one of the isolated intervals has at least (1/2)N~ local cut points. Note C(Ii) are independent from each other. We have E[C(I,)] ~ N~. between these local cuts m at least (1/3)L = fl(N* ). We conclude, D(N) = fl(N~}), with high probability. [] 6 Cased<s<2d. The lower bound D(N) > C, logN was proven to hold with high probability in [2] for the case d = 1, using branching theory and the fact that for each node, the expected number of its neighbors is a constant. The proof extends easily to all dimensions d. We now focus on an upper bound. Our proof is similar to the one in [2] and is based on renormalization technique, although our analysis is simpler. is not an integer then we make the cubes containing nodes (..., N,...) overlap partially with some other cubes. In the following we drop the rounding r.] for simplicity, the argument still holds. Consider the following event El: "there exist two cubes I, I ~ such that no edge exists between points x E I and y E I ''1. Each resulting cube I =Iil .i~ we split further into subcubes with side length Naa. We consider the event Ea: "there exist a cube I with side length N ~ and any two subcubes Ix,/2 with side length N ~, such that no edge exists between points in I1 and Iz". We continue this process m times, obtaining in the end cubes with side length N a=. Assume that none of the events El, F-,2,..., Em occurs. We claim that then the diameter of our original graph is at most 2n~+IN ~m . In fact, since event Et does not occur any two points x, y 6 [N]d are connected by a path with length at most 2/)(N ~) + 1, where /)(N ~) is the (random) largest diameter of the cubes lil...ia with side length N a. Similarly, since event E2 does not occur, /)(N a) _< 2D(N aa) + 1, where /)(N ~2) is the largest diameter of the subcubes with side length N a~, obtained in second stage. In the end we obtain that the diameter of our graph satisfies D(N) < 2roD(N= ~) + 2 "~ < 2m+ldN a= , since trivially, D(N a ~) <_ dN ~ . We now-show that for a certain value of m this upper bound on the diameter D(N) is at most log 8 N for some constant 5 > 1 and simultaneously, the probability Prob{Arm=l/~r} -4 1, as N -+ co. For a given cube with side length N a'-t and its two given subcubes with side length N a', the probability that no edges exist between these two subcubes is at most exp(-BN 2~'/(dN)'~'-l) = exp(_O(N~.-1Cada_,))), since there are N 2do" pairs of points considered and the largest distance among any two of them is dN a'-a . Since there are at most N 2d pairs of such subcubes, then the probability of the event Er is bounded above by N 2a exp (-0 (N a -(aam-,)) ). We conclude Prob{Vrm=xEr} < ~ <_
mNaae-O(lVO =Cad"-,))
Let us fix a large constant C and take log log N -log log log N + log(2da -s) -log C' m= = log t
O(log log N).
A straightforward computation shows that for this value of m, (6.1) Prob{Yrm=l/~r} = O(e-O0oge Jr)).
On the other hand, we showed above that, conditioned on event Ar/~r, we have D(N) = O(2mdNa'n). Our assumption now is s = d. The lower bound on the diameter is obtained easily by comparing the graph with a Galton-Watson branching process. The details are in the Appendix. We now focus on a more difficult part -the upper bound. The proof is fairly technical, but is baaed on a simple observation which we present now. We have already noted that any fixed node z, in particular, node N, has in expectation O(logN) neighbors. We will show later in the formal proof that this actually holds with high probability. Consider a subcube I = [O,N/logCN] d for a certain constant c. Let y be a neighbor of x. The probability that y has no neighbors in I is at most exp(--~Nd/(ddNdlogedN)), since the largest possible distance is dN and the number of nodes in I is Nd/logCdN. Then probability that none of the O(logN) neighbors of N is connected to some node of I by a path of length < 2 is at most exp(-l~NdlogN/(ddN'llogC'~N)) = exp(--/~ log x-ed N). If c < lid then this quantity converges to zero. Therefore, with high probability N is connected to some node Xl E I by a path of length < 2. Applying this argument for Xx we find a node Xz which is connected to Xl by a path of length < 2 and such that all the coordinates of X2 are at most N/log 2c N. Continuing m times we will obtain that N is connected by a path of length O(m) to some node Xm with all the coordinates < N/log cm N. Taking m = O(log N/log log N) we will obtain that, with high probability, N is connected to 0 by a path of length _< O(m). The formal proof of the bound is provided in the Appendix.
Algorithmic implications.
How constructive are the upper bounds presented in our paper? In this section we discuss this question and relate our results to the ones of Kleinberg in [6] . As in [6] we will be interested in constructing short paths between a fixed pair of nodes, specifically 0 --(0, ..., 0) and N = (N,..., N), and not all the pairs of nodes. Also, as in [6] , for the case s = d we are interested in decentralized algorithms.
Note, that whatever the probabilistic assumptions axe, the shortest path between any two points can be found in time 0(n2), where n = N d is the number of nodes, using Dijkstra's algorithm. We now show that for certain values of 8, paths satisfying our bounds can be constructed in shorter time. Unfortunately, this is not the case with s -2d. Our bound naturally leads to the following algorithm: split the node set {0, 1,..., We now turn to an interesting case s = d. The algorithm suggested by our O(log N/loglog N) upper bound on the diameter is as follows: find a node zl connected to 0 by a path of length two, which is closest to the node N. Find a node z9 connected to zl by a path of length two, which is closest to the node N, and so on. This algorithm, while it finds a path of length O(log N~ log log N), as is proven in our theorem, unfortunately, requires at least O(n z) time steps to complete. In addition it is not fully decentralized, since it requires knowing neighbors of the neighbors. We now propose a simpler alternative which is greedy algorithm studied by Kleinberg in [6] : find a neighbor zl of 0 which is closest to N. Find a neighbor z2 of zl which is closest to N, and so on. That is, use a one-step instead of a two step greedy algorithm. It turns out that this algorithm (call it One-Step Greedy) also performs quite well. This result clearly extends to the case s < d and it contrasts with the performance of the OneStep Greedy algorithm in the two dimensional d = 2 model considered by Kleinberg in [6] . As we mentioned in the introduction, for the model in [6] , the greedy algorithm finds a short (poly-log) path only if s = 2, and no decentralized algorithm can find a path shorter that n6,~ > 0, when s ~ 2. The difference in the performance of the same algorithm is explained by the assumptions of the two models. Unlike in [6] , we do not assume that all the nodes have exactly the same number of neighbors, rather the number of the neighbors is random itself. Just this difference allows one to extend the range of good performance of the One-Step Greedy algorithm from a singleton s = 2 to the range s _< d. Proof of Lemma 5.1: Given i E [N~, the probability that it is isolated is 
)E[I(N)]} ( (l/4)E2[I(N)]
= O(l/v~).
We proved that the number of isolated points is linear in N with high probability.
[]
Proof of Theorem 3.1, part 4: We first prove a lower bound. We show that D(N) >_ (d-e)logN/loglogN
with high probability, for any constant 0 < ~ < 1. Observe, that, for any 1 < k <_ N and for each node We now focus on a more difficult part -the upper bound. We fix an arbitrary node z0 E [N]d. Consider all the paths (x,y, z0) with length two, which end in node z0. That is edges (x,y),(y, zo) exist. Let Xl -argmin[[x[[, where the minimum is taken over all such paths. In other words, Xl is the smallest, in norm, node connected to Zo via a path of length at most 2. Note, Xl is random and [[Xl[[ _< [Izo[I, as z0 is connected to itself by a path of length two. Similarly, let X~. < X~ be the smallest, in norm, node, connected to Xt via a path of length 2. We continue this procedure for rn (to be defined later) steps and obtain a (random) node Xra. Before we prove the lemma, let us show how it is used to prove the result. We invoke part 3 of Theorem 3.1, which we proved in the previous section. Choose a constant integer c such that 2Old >_ 26, where 6 > 1 is a constant from part 3 of Theorem 3.1. Applyhag part 3 of Theorem 3.1, the diameter of the cube [exp ((logN) Proof. Let B(x) be the total number of nodes which are connected to X,_~ = x and which have a norm smaller than Ilxll-Note, that for each such node y, Ily -xll _< Ilyll + Ilxll < 2tlxll-We first show that 1 with probability at least 1 -0(0°s~),/~. ), the equality B(x) = ~(log [Ixll) holds. For any fixed k < 211xll there are O(k ~-I) nodes y which for which fly -x1[ = k and llyll < [Ixll -Each such node is connected by an edge to x with probability 1 -exp(--~/kd). Then
Let c~ < c2 be constants, such that c, logllxll < E[B(x)] _< c=logllxll. We now estimate the second logN)gm+') ).
which, e x p ( -(loaN)a/2 +~ j _ It follows, that the probability that no node in V(x) is connected to x by a path of length two, is at most 
