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ABSTRACT
Area traffic control systems play an important role in determining
the equilibrium between demand and supply in an urban highway network.
The paper describes some of the methods that have been developed for the
operation of these systems and derives the level-of-service that would
result from a given set of flows. Currently used techniques attempt to
optimize network performance assuming a fixed pattern of demands. It is
shown, via an example, that control measures can be used to affect the de-
mand pattern in such a way that total network performance is improved. A
model for achieving this objective is discussed.
1.
1. INTRODUCTION
According to a recent survey(1) more than 100 urban areas in the United
States and Canada are in the process of planning, designing and implementing
area-wide computerized traffic control systems. It is anticipated that with-
in the next few years every city of more than 100,000 people will have such
systems in operation for controlling the traffic flow through its inter-
sections and freeway corridors.(2) These systems are bound to have a pro-
found impact on the performance of the traffic network in those areas in
terms of level-of-service and capacity. It is the purpose of this paper to
describe some of the methods that have been developed for the operation of
these systems and to discuss possible further developments.
The methods that are used for setting signals to control the flow of
traffic through the intersections of a highway network are, perhaps, the most
practical application of the concepts of traffic equilibrium in a transporta-
tion network. The systems in which they are implemented have the additional
capability of monitoring the traffic flow, keeping track of its time-varying
dynamics in great detail via vehicle detectors, and responding quickly to
changes in demand via the communication system linking detectors, signals,
and computer altogether. Unfortunately, the electronic hardware seems to be
far more advanced than the engineering knowledge is capable of making use of
it.
The basic paradigm of equilibrium in a transportation network is illus-
trated in Fig. 1A.(3) Let us define:
L = level-of-service (such as trip time) on a particular facility
V = volume of flows on this facility
T = specification of the transportation system (including its control
measures)
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A = specification of the activity system
Then the supply function
L = S(T, V) (1.1)
shows an increase in the level-of-service as volume increases, and the de-
mand function
V = D(A, L) (1.2)
a decrease in volume as the level-of-service increases (in the negative sense).
The resulting equilibrium point E(Lo, V) occurs at the intersection of the
two curves.
In the context of computing the traffic equilibrium in a signal-control-
led highway network the simplifying assumption is made that demand is an in-
-elastic function, fixed at a flow pattern F . This assumption is a good
approximation when estimating short-run equilibrium. The equilibrium values
in this case, E(Lo, F), represent the level-of-service at which the given de-
mand is serviced (Fig. 1B). It is also useful in calculating long-run equi-
librium, such as in the traffic assignment phase of the transportation plan-
(4,5)
ning process, and has been used widely in previous studies. Models for
determining this equilibrium are described in the following sections.
2. THE CONTROLLED INTERSECTION
The most important elemqnt determining the level-of-service of traffic
in an urban area is the at-grade signal-controlled intersection. The effect
of traffic flow on travel time between intersections is usually minor com-
pared to its effect on the delay time incurred at the intersection itself.(6)
Therefore, the primary determinant of the level-of-service variable L becomes
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the delay time. This section describes traffic performance at a single iso-
lated signal-controlled intersection.
Let us consider first one approach to a signalled intersection. Assuming
that arriving traffic is not modulated by any nearby controlling devices, the
average delay per vehicle on the approach, d, can be regarded as the sum of
two components
d = ds + dd (2.1)
where dd is the delay that would result if the flow were uniform and ds is
the additional delay caused by the stochastic nature of traffic flow. Let
us define,
C = the signal cycle time (sec)
G = effective green time for the approach (sec)
g = G/C, proportion of cycle which is effectively green
q = arrival flow on approach (veh/sec)
s = saturation flow at the signal stop line (veh/sec)
x = q/gs, degree of saturation; ratio of flow to. maximum possible flow
under given setting.
(7)According to Webster, the average delay per vehicle on an approach can be
approximated by
C 1 2 x2d = K + (- x) ] (2.2)
where K is a constant (usually 0.9). The predictions made by this formula
were found to correlate very well with field data. Similar expressions were
also derived by Miller(8) and Newell.(9)
The way the delay varies with traffic flow (or, with the degree of satura-
tion) is illustrated, for a typical case, in Fig. 2. It is seen that at high
degrees of saturation the delay rises steeply. Theoretically, the delay in-
''
jl
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creases to infinity as the flow approaches capacity (x + 1.0). But in prac-
tice the flow does not sustain a high value for a long period; it falls off
at the end of the peak period, and the queue does not reach a length required
to cause excessive long delays. Furthermore, it has been observed that drivers,
upon seeing a long queue-Up away from the intersection, will turn off and seek
alternative routes.
To derive the level-of-service (i.e., the delay) at which traffic through
the intersection will be served, both the green times G and the cycle time
C have to be determined and all flows must be considered. Let us examine,
for example, the signalled intersection analysed in Fig. 3. The signal has two
phases corresponding to the two possible directions of movement, N - S and
E - W. The sum of the effective green times for the phases is
GEW + GNS = C - L (2.3)
where L, in this case, is the total 'lost time' for the intersection. Using
equ. (2.2) to calculate the average delay per vehicle on each approach, and
noting the symmetry in the flows, we obtain for the rate of delay, D, for each
phase,
DEW = (qE + qW)dEW )
(2.4)
DNS = (qN + qS)dNS
The rate of total delay, D, considering all flows through the intersection
is
D = DEW + DNS (2.5)
The three functions in equ. (2.5) are illustrated in Fig. 3 for various com-
binations of effective green times satisfying equ. (2.3) and a fixed cycle
time C. (G)min is the minimum effective green time that still can accommodate
i;
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the demand on the approach, though at a very high rate of delay, and is given
by
(G)min = qC/s i.e., x = 1.0
The apportioning of green time among the conflicting streams at the
section can be formulated as the following optimization program:
(2.6)
inter-
Given qi, si for all approaches i, and C
Find Gj for all phases j to
Min D = ED.
jJ
Subject to
EG .C-L
jJ
G > '(Gj)min
The optimal solution is obtained as an equilibrium point where
rate of delay for the conflicting phases is equalized. In the
example this would be
8DEW - DNS
BGEW $GNS
(2.7)
the marginal
simple two-phase
(2.8)
Webster gives an approximate rule for determining the optimal splits of green
time,
G = (C - L)yj/Y (2.9)
where yj is the maximum ratio of flow to saturation flow for the different
approaches having simultaneous right-of-way during phase j, and
Y = y.jJ (2.10)
To determine the optimum cycle time C for the intersection, capacity
considerations play an important role. -For each approach i we must have
6.
qiC < siG i (2.11)
When the approaches are assigned to phases j we obtain,
-yj < Gj/C (2.12)
Summation over all phases j at the intersection yields
Eyj < Egj (2.13)
Using equs. (2.3) and (2.10), we obtain
Y < 1 - L/C, or, C > L/(1 - y) (2.14)
The minimum cycle time, Cmin, i.e., the cycle time that will serve all phases
at a degree of saturation of unity, is
Cmin = L/(1 - Y) (2.15)
Obviously, because of the randomness in arrivals, such a cycle will cause an
intolerable amount of delay. When plotting the total rate of delay at an in-
tersection, D, as a function of cycle time (splits being optimized indepen-
dently for each cycle), one obtains a family of curves as shown in Fig. 4.
It is seen that the rate of delay is asymptotic to the minimum cycle ordinate.
It decreases toward a minimum at higher cycle times as the increased capacity
causes a reduction in the stochastic delay component. At still higher cycle
times the rate of delay increases again. At this stage the deterministic
delay component becomes dominant because of the larger red times on each ap-
proach. Webster shows that the optimum cycle time is roughly twice the mini-
mum cycle time, i.e.,
C*' 2Cmin 2L/(1 - Y) (2.16)
Miller (lO ) derives an expression for the optimal cycle time that gives simi-
lar results. On the other hand, Allsop(ll) develops an iterative procedure
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to determine delay-minimizing settings to all traffic passing through the in-
tersection.
3. AREA TRAFFIC CONTROL
When two or more intersections are in close proximity, some form of link-
ing is necessary to reduce delays to traffic and prevent frequent stopping.
A signal-controlled intersection has a platooning effect on the traffic leaving
it, and it is advantageous to have the signals synchronized, i.e., operating
with a common cycle time. It also becomes necessary to coordinate the signals,
i.e., to establish an offset between the signals, so that loss to traffic is
minimized. A typical platoon profile that was measured at the downstream end
of a signalized traffic link is shown in Fig. 5A. Fig. 5B shows the associated
link performance function, i.e., the delay incurred by the platoon when pass-
ing through the downstream signal as a function of the offset between the up-
stream and downstream signals. The maximum of the function corresponds rough-
ly to the head of the platoon arriving at start of downstream red and the mini-
mum corresponds roughly to the tail of the platoon arriving at the end of down-
(12)stream green.
The usual procedure for setting signals on arterials and in networks in-
volves three steps. {13) First, a common cycle time is determined according to
the requirements of the most heavily loaded intersection. Then splits of green
time are apportioned at each intersection according to the interacting flow/
capacity ratios. Lastly, a computer optimization procedure is used to deter-
mine a set of offsets throughout the network. Several computer programs have
been developed for determining offsets in a network [e.g., references 14-21],
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the main differences among them being in the way the traffic flow process
is modeled and the optimization technique employed. Practically all these
methods have shown an improvement in network performance, when compared
with the earlier manual methods that were used by traffic engineers.(22'23)
However, the three-step sequential decision process used for setting
the signals is not entirely satisfactory. Similar to the single inter-
section case where all the interacting flows have to be considered when
determining optimal cycle time and splits, the network case too requires
that all demands be considered simultaneously when determining the con-
trol variables. A model for such a program is presented below.
The signal-controlled traffic network consists of a set of links
(i, j) connecting the adjacent signals S and Sj. Let,
Gij(Rij) = effective green (red) time at Sj facing link (i, j)
1ij = lost time at signal phase serving link (i, j)
ij = offset time between Si and Sj along (i, )
qij(sij) = average flow (saturation flow) on link (i, j)
The link performance function is composed of a deterministic delay
component and a stochastic delay component. The deterministic component,
zij(+ij, Rij, C), is given by the average delay incurred per vehicle in
a periodic flow through Sj. The stochastic component, which arises from
variations in driving speeds, marginal friction, and turns, is expressed
by the occurence of an overflow queue Qij(Rij, C) at the stop line of Sj.
An estimation of the expected overflow queue was given by Wormleighton,(24)
who considered traffic behavior along the link as a non-homogeneous Poisson
process with a periodic intensity function represented by the flow pattern
on the link. Therefore, we can consider the total delay in the network,
9.
D, to be composed of two components
D Dd + Ds (3.1)
where,
Dd = qij zj R C) (3.2)
Ds = .ij(Ri j, C) (3.3)
A number of constraint equations involving the decision variables are
necessary to model the network. First, the algebraic sum of offsets around
any loop of the network must equal an integral multiple of the cycle time,(25)
i.e.,
ij nC (3.4)
(ij)ci
where n is an integer number associated with loop . Effective green and
effective red are related by,
Gij + Rij = C (3.5)
In order for the network to be able to handle the given flow we must have
for each link the capacity constraint
qijC < sijGi j (3.6)
Practical considerations, including pedestrian crossing times and driver be-
havior prescribe
Rij >_ (Rij)min (3.7)
Cmin C Cmax (3.8)
Assuming, for simplicity, two-phase intersections we also have
Rij - lj .Gkj + kj (3.9)
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where (i, j) and (k, j) are assigned conflicting phases at S..3
Thus, the network signal setting problem can be stated in a general
form as the following nonlinear optimization program:
Find ij' Rj C to:
Min D = Dd + D
Subject to:
i = nC
(ij)ct 
Gij + Rij C
ij lij = Gk + kj
(3.10)
qijC sjGij
Rij > (Rij)min
C. <C<C
min - max
Gij, Rij > O; n. integer.
This program is nonlinear in the objective function and in the loop con-
straint equations, and has integer decision variables. By a suitable representa-
tion of the objective function, the program can be solved by mixed-integer pro-
gramming. (26) In principle, the program can also be solved by dynamic pro-
gramming, though, for computational reasons the splits have to be determined
independently rather than simultaneously with the other decision variables.(27
It is important to study the sensitivity of the network objective func-
tion with respect to the network cycle time. A typical relationship is shown
in Fig. 6. Each point in the graph represents network performance optimized
with respect to splits and offsets at a fixed cycle time. It is evident that
f1I
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the optimal cycle time for the network constitutes a least-cost equilibrium
point between delays occuring in a deterministic situation and delays con-
tributed by stochastic factors. While the first component of delay usually
increases with cycle length (though at a decreasing rate), the latter com-
ponent decreases with it because of the increase in capacity at higher cycle
times. The stochastic component, and the total delay, is asymptotic from
above to the minimal cycle time for the network, which is the theoretical
minimum for the most heavily loaded intersection if all flows were uniform
periodic. These characteristics are analogous to those observed at a single
intersection, however, the implications regarding signal settings in a net-
work are different and a single intersection analysis would virtually never
give the optimum settings for the network.
4. TRAFFIC CONTROL AND ROUTE CHOICE
The foregoing discussion has considered methods for determining traffic
control settings that minimize total cost, given a fixed pattern of traffic
flows. It is assumed that all route choices are fixed, resulting in constant
flows on each link regardless of the controls imposed on that link and, hence,
regardless of the level-of-service that is offered by the link. This assump-
tion would be correct only in the event that the level-of-service on the con-
trolled links is insensitive to the control settings, which is, of course,
incorrect. It seems, therefore, to be of fundamental importance to have a
model which incorporates both traffic controls and route choice and provides
a tool for establishing a system-optimized traffic flow pattern. A practi-
cal example illustrates the argument.
12.
Fig. 7A shows the intersection of Commonwealth Avenue/Boston University
Bridge in Boston with an advanced green phase allowing for west-to-north
left-turns. The average delay for the left-turners is 63.0 seconds and the
rate of total delay for all traffic passing through the intersection is 41.6
veh x sec/sec. Turning to Fig. 7B it is seen that west-to-north movements
can also be accomplished by traveling an extra 75 seconds through route
A1 - E - F - B2. The signal can now be operated on a shorter cycle time by dis-
allowing the left-turn movement. The total expected travel time on the ex-
tended route is 22.0 + 75.0 + 16.7 = 103.7 seconds, i.e., an increase of 64%
in travel time. However, the total rate of delay for all users of the inter-
section is now only 32.3 veh x sec/sec, i.e., a reduction of 22.3% with res-
pect to the previous figure. It should be noted that despite the fact that
no left-turn arrow exists anymore, it is physically possible to make the
turn, through the opposing traffic, and occasionally some vehicles are making
it. But taking into account that there is a good chance of getting a costly
ticket, which can be regarded to be equivalent to a very high delay, most of
the drivers will choose the longer route, thus achieving a system-optimiza-
tion at this location.
The question still remains, how to incorporate route choice as part of
the traffic control optimizing program (for a general discussion on this sub-
ject, see a recent paper by Allsop(28)). One possible approach might be to
use the general formulation given by equs. (3.10), and let the qij's be de-
cision variables rather than input parameters. The objective function V.wuld
have to be modified to include also the cost of traveling on the links,
i q j xtij, where tij is the travel cost on link (i, j). And to the con-
i,j
straints, a set of equations would have to be added, respresenting the 0 - D
demands and the nodal continuity of flow equations. This set will be of the form,
13.
Axgq= (4.1)
where,
A = node-link incidence matrix of the network
= link flow vector
p = nodal trip productions (attractions) vector
A solution to this nonlinear optimization program would represent a system-
optimized flow pattern and control program. Recent results on traffic assign-
ment indicate that such a pattern may not be significantly different from a
user-optimized pattern.{2 ) Alternatively, the settings obtained with this
program could be used in conjunction with a suitable simulation program to
arrive at a user-optimized equilibrium flow pattern that would also constitute
a minimization of community costs.
Route choice and route control are also connected with the time-vary-
ing characteristics of traffic flow, and the possibilities of exerting dyna-
mic, traffic-responsive, control. In theory, the potential savings could be
substantial. However, no successful schemes have been reported to-date,(30)
and the area is open for further research.
14.
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