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BAB III 
METODOLOGI PENELITIAN 
 
A. Lokasi Penelitian  
Untuk mendapatkan data yang diperlukan pada penelitian ini adalah 
data sekunder pada negara Indonesia, dengan menggunakan data ekspor 
kakao Indonesia, jumlah produksi kakao Indonesia, harga kakao dunia, serta 
nilai tukar. 
 
B. Jenis Penelitian  
Jenis penelitian yang dilakukan adalah bersifat penelitian deskriptif 
kuantitatif, yaitu: penelitian dilakukan untuk menekankan analisisnya pada 
data-data numerik (berupa angka) yang diolah dengan metode statistik 
tertentu dan mendeskripsikan gejala-gejala sektor secara tepat dan ringkas 
berdasarkan data yang ada. 
 
C. Jenis dan Sumber Data 
Data yang digunakan dalam penelitian ini adalah data sekunder 
dengan bentuk data time series. Data diperoleh dari Direktorat Jenderal 
Perkebunan (Ditjenbun), Bank Indonesia (BI), International Cocoa 
Organization (ICCO), dan lembaga lainnya. 
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D. Teknik Pengumpulan Data 
Teknik pengumpulan data dalam penelitian ini adalah cara 
dokumentasi data sekunder dari instansi terkait berupa ekspor kakao 
Indonesia, jumlah produksi kakao Indonesia, harga kakao dunia, dan nilai 
tukar. 
 
E. Definisi Operasional 
Definisi operasional variabel dalam penelitian ini adalah sebagai 
berikut: 
1. Ekspor kakao 
Ekspor adalah suatu barang yang diproduksi di dalam negeri 
untuk dijual ke luar negeri. Dalam perdagangan ini barang yang 
diekspor adalah komoditi kakao. Adapun komoditi kakao yang 
diekspor Indonesia antara lain kakao biji dan kakao olahan lainnya. 
Ekspor kakao dalam penelitian ini menggunakan satuan US$. 
 
2. Jumlah produksi kakao 
Jumlah produksi kakao adalah sejumlah barang atau 
komoditi kakao yang diolah dengan mutu yang baik dan siap untuk 
diperdagangkan oleh negara produsen kakao untuk negara 
konsumen di pasar internasional. Produksi kakao Indonesia 
merupakan jumlah hasil dari perkebunan milik rakyat, perkebunan 
milik swasta, dan perkebunan milik negara. 
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3. Harga kakao dunia 
Harga adalah suatu nilai tukar dari barang atau jasa berupa 
sejumlah uang atas suatu barang atau jasa yang harus dibayarkan 
oleh konsumen untuk mendapatkan atau memiliki suatu barang 
maupun jasa. Harga yang digunakan dalam penelitian ini adalah 
harga kakao dunia.  
 
4. Nilai tukar atau kurs 
Nilai tukar atau kurs adalah nilai tukar mata uang suatu 
negara terhadap mata uang negara lain. Nilai tukar atau Kurs yang 
digunakan dalam penelitian ini sebagai patokan dalam melakukan 
transaksi yang melibatkan mata uang asing adalah nilai tukar atau 
kurs tengah. 
 
F. Teknik Analisis Data 
1. Analisis Regresi Linier Berganda 
Analisis regresi berkaitan dengan studi mengenai 
ketergantungan satu variabel, yaitu variabel dependen, terhadap satu 
atau lebih variabel lainnya yaitu variabel penjelas dengan tujuan untuk 
mengestimasi dan atau memperkirakan nilai rerata atau rata-rata 
(populasi) variabel dependen dari nilai yang diketahui atau nilai tetap 
dari variabel penjelas (dalam sampling berulang-repeated sampling) 
(Gujarati, 2010). 
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Model regresi berganda atau model majemuk merupakan suatu 
model regresi yang terdiri atas lebih dari satu variabel independen. 
Bentuk umum regresi berganda dapat ditulis sebagai berikut: (Ajija, 
2011) 
 
𝐿𝑛(𝑌𝑖𝑡) = 𝛽0 + 𝛽1𝐿𝑛(𝑋1𝑡) + 𝛽2𝐿𝑛(𝑋2𝑡) + 𝛽3𝐿𝑛(𝑋3𝑡) + 𝜇𝑡 
 
Keterangan: 
Yit  = Ekspor kakao Indonesia pada tahun t (US$) 
Ln  = Log natural 
X1t  = Jumlah produksi kakao Indonesia (Ton)  
X2t  = Harga kakao dunia (US$/ton) 
X3t = Nilai tukar  
µt  = Error term   
 
 
2. Uji Normalitas  
Uji normalitas dimaksudkan untuk menguji apakah nilai 
residual yang telah distandarisasi pada model regresi berdistribusi 
normal atau tidak. Nilai residual dikatakan berdistribusi normal jika 
nilai residual terstandarisasi tersebut sebagian besar mendekati nilai 
rata-ratanya. Nilai residual terstandarisasi yang berdistribusi normal 
jika digambarkan dengan betuk kurva akan membentuk gambar 
lonceng (bell-shaped curve) yang kedua sisinya melebar sampai tidak 
terhingga. Berdasarkan pengertian uji normalitas tersebut maka uji 
normalitas di sini tidak dilakukan per variabel (univariate) tetapi hanya 
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terhadap nilai residual terstandarisasinya (multivariate) (Suliyanto, 
2011). 
Uji statistik yang digunakan dalam uji normalitas pada 
penelitian ini adalah uji normalitas dengan Jarque-Bera (JB Test). 
Keputusan terdistribusi normal tidaknya suatu residual secara 
sederhana dengan cara membandingkan nilai probabilitas Jarque-Bera 
hitung dengan tingkat alpha 0,05 (5%). Apabila nilai probabilitas 
Jarque-Bera hitung lebih besar dari tingkat alpha 0,05 maka dapat 
disimpulkan bahwa residual terdistribusi dengan normal. Begitupun 
sebaliknya, apabila nilai probabilitas Jarque-Bera lebih kecil dari nilai 
tingkat alpha 0,05 maka dapat disimpulkan bahwa residual tidak bisa 
dikatakan terdistribusi dengan normal. 
 
3. Uji Multikolinearitas 
Multikolinearitas berarti terjadi korelasi linier yang mendekati 
sempurna antar lebih dari dua variabel bebas. Uji multikolineritas 
bertujuan untuk menguji apakah dalam model regresi yang terbentuk 
ada korelasi yang tinggi atau sempurna di antara variabel bebas atau 
tidak. Jika dalam model regresi yang terbentuk terdapat korelasi yang 
tinggi atau sempurna di antara variabel bebas maka model regresi 
tersebut dinyatakan mengandung gejala multikolinier (Suliyanto, 
2011). 
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Uji multikolinearitas dapat dilakukan dengan melihat nilai 
variance inflation factors (VIF) dari masing-masing variabel bebas 
terhadap variabel terikatnya. Terjadi multikolinieritas jika nilai Value 
Inflation Factors (VIF) diatas nilai 10 dan multikolinieritas tidak terjadi 
apabila nilai Value Inflation Factors (VIF) dibawah nilai 10. 
 
4. Uji Heterokedastisitas 
Heterokedastisitas berarti ada varian variabel pada model 
regresi yang tidak sama (konstan). Sebaliknya, jika varian variabel pada 
model regresi memiliki nilai yang sama (konstan) maka disebut dengan 
homokedastisitas. Yang diharapkan pada model regresi adalah yang 
homokedastisitas (Suliyanto, 2011). 
Uji heterokedastisitas dapat dilakukan dengan cara pembuktian 
dugaan adanya heterokedastisitas pada model regresi, maka perlu 
dilakukan uji heterokedastisitas melalui Breusch-Pagan-Godfrey test. 
Keputusan terjadi atau tidaknya heterokedastisitas pada suatu model 
regresi linier dapat dilihat dari nilai probabilitas F-Statistik (F hitung). 
Dengan kriteria yang digunakan dalam uji heterokedastisitas 
sebagai berikut: 
 H0 = tidak ada heterokedastisitas 
H1 = ada heterokedastisitas 
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 Apabila nilai prob. F-statistic (F hitung) > α (0,05), maka H0 
diterima dan H1 ditolak.  
 Apabila nilai prob. F-statistic (F hitung) < α (0,05), maka H0 
ditolak dan H1 diterima. 
Apabila terjadi penolakan H0 dan penerimaan H1 maka dapat 
disimpulkan bahwa pada model regresi tersebut terdapat 
heterokedastisitas. Begitupun sebaliknya, apabila terjadi penerimaan H0 
dan penolakan H1 maka dapat disimpulkan bahwa pada model regresi 
tersebut tidak terdapat heterokedastisitas atau bebas dari 
heterokedastisitas. 
 
5. Uji Autokorelasi 
Menurut Suliyanto (2011), uji autokorelasi bertujuan untuk 
mengetahui apakah ada korelasi antara anggota serangkaian data 
observasi yang diuraikan menurut waktu (time-series) atau (cross 
section). Beberapa penyebab munculnya masalah autokorelasi dalam 
analisis regresi adalah: 
 Adanya kelembaman (Inertia), yaitu salah satu ciri yang menonjol 
dari sebagian data runtut waktu (time series) dalam fenomena 
ekonomi adalah kelembaman, yang mana data menunjukkan 
adanya pola konjungtur. Dalam situasi seperti ini, data observasi 
pada periode sebelumnya dan periode sekarang, kemungkinan 
besar akan mengandung saling ketergantungan (interdependence). 
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 Bias spesifikasi model kasus variabel yang tidak dimasukkan. 
 Adanya fenomena laba-laba, yaitu munculnya fenomena sarang 
laba-laba terutama terjadi karena reaksi penawaran terhadap 
perubahan harga terjadi setelah melalui tenggang waktu (getation 
period). 
 Manipulasi data (manipulation of data). 
 Adanya kelambanan waktu (time lags). 
Dalam penelitian ini untuk mendeteksi ada tidaknya 
autokorelasi pada model regresi digunakan dengan uji LM (Lagrange 
Multiplier) melalui metode Brusch Godfrey. Penentuan ada tidaknya 
autokorelasi pada model regresi, metode Brusch Godfrey ini didasarkan 
pada nilai probabilitas F-statistik (F hitung), dimana harus adanya 
kriteria pengujian hipotesis autokorelasi sebagai berikut: 
 H0 : tidak ada atau terbebas dari autokorelasi 
H1 : terdapat autokorelasi 
 Apabila nilai probabilitas F-statistik (F hitung) lebih besar 
dari nilai tingkat alpha 5% (0,05), maka H0 diterima dan H1 
ditolak. 
 Apabila nilai probabilitas F-statistik (F hitung) lebih kecil 
dari nilai tingkat alpha 5% (0,05), maka H0 ditolak dan H1 
diterima. 
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Apabila terjadi penolakan H0 dan penerimaan H1 maka dapat 
disimpulkan bahwa pada model regresi tersebut terdapat autokorelasi. 
Begitupun sebaliknya, apabila terjadi penerimaan H0 dan penolakan H1 
maka dapat disimpulkan bahwa pada model regresi tersebut tidak 
terdapat autokorelasi atau bebas dari autokorelasi. 
 
6. Uji t (Uji Parsial) 
Uji t merupakan pengujian terhadap koefisien dari variabel 
penduga atau variabel bebas. Koefisien penduga perlu berbeda dari nol 
secara signifikan atau p-value sangat kecil (Ajija, 2011). 
Nilai t hitung digunakan untuk menguji pengaruh secara parsial 
(per variabel) terhadap variabel tergantungnya. Apakah variabel 
tersebut memiliki pengaruh yang berarti terhadap variabel 
tergantungnya atau tidak (Suliyanto, 2011). 
Uji t dapat dilakukan dengan cara membandingkan nilai 
probabilitas t-statistik pada hasil regresi dengan nilai tingkat kesalahan 
(alpha) 0,05. Dengan kriteria yang digunakan sebagai dasar 
perbandingan adalah uji hipotesis secara parsial dengan kriteria: 
 H0 : variabel bebas tidak berpengaruh signifikan secara parsial 
terhadap variabel terikat 
H1 : variabel bebas berpengaruh signifikan secara parsial 
terhadap variabel terikat 
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 H0 ditolak dan H1 diterima apabila nilai prob. t-statistik < nilai 
tingkat kesalahan (alpha) 0,05. 
 H0 diterima dan H1 ditolak apabila nilai prob. t-statistik > nilai 
tingkat kesalahan (alpha) 0,05. 
Apabila terjadi penolakan H0 dan penerimaan H1 maka dapat 
disimpulkan bahwa variabel bebas berpengaruh signifikan secara parsial 
terhadap variabel terikat. Begitupun sebaliknya, apabila terjadi 
penerimaan H0 dan penolakan H1 maka dapat disimpulkan bahwa 
variabel bebas tidak berpengaruh signifikan secara parsial terhadap 
variabel terikat. 
 
7. Uji F (Uji Simultan) 
Uji F atau uji model secara keseluruhan dilakukan untuk melihat 
apakah semua koefisien regresi berbeda dengan nol atau model diterima 
(Ajija, 2011). 
Nilai F hitung digunakan untuk menguji pengaruh secara 
simultan variabel bebas terhadap variabel tergantungnya. Jika variabel 
bebas memiliki pengaruh secara simultan terhadap variabel tergantung 
maka model persamaan regresi masuk dalam kriteria cocok atau fit. 
Sebaliknya, jika tidak terdapat pengaruh secara simultan maka masuk 
dalam kategori tidak cocok atau not fit (Suliyanto, 2011). 
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Sama halnya dengan uji t, uji F juga dapat dilakukan dengan 
cara membandingkan nilai probabilitas F-statistik pada hasil regresi 
dengan nilai alpha (0,05). Kriteria yang digunakan untuk perbandingan 
adalah dengan uji hipotesis secara simultan sebagai berikut: 
 H0 : variabel bebas tidak berpengaruh signifikan secara simultan 
terhadap variabel terikat 
H1 : variabel bebas berpengaruh signifikan secara simultan 
terhadap variabel terikat 
 H0 ditolak dan H1 diterima apabila nilai prob. F-statistik < 
tingkat alpha (0,05)  
 H0 diterima dan H1 ditolak apabila nilai prob. F-statistik > 
tingkat alpha (0,05) 
Apabila terjadi penolakan H0 dan penerimaan H1 maka dapat 
disimpulkan bahwa variabel bebas berpengaruh signifikan secara 
simultan terhadap variabel terikat. Begitupun sebaliknya, apabila 
terjadi penerimaan H0 dan penolakan H1 maka dapat disimpulkan 
bahwa variabel bebas tidak berpengaruh signifikan secara simultan 
terhadap variabel terikat. 
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8. Koefisien Determinasi
Koefisien determinasi merupakan besarnya kontribusi variabel 
bebas terhadap variabel tergantungnya. Semakin tinggi koefisien 
determinasi, semakin tinggi kemampuan veriabel bebas dalam 
menjelaskan variasi perubahan pada variabel tergantungnya (Suliyanto, 
2011). 
Uji koefisien determinasi atau R2 ini menunjukkan kemampuan 
garis regresi menerangkan variasi variabel terikat (proporsi (persen) 
variasi variabel terikat yang dapat dijelaskan oleh variabel bebas). Nilai 
kofisien determinasi atau R2 berkisar antara 0 sampai 1. Nilai R2 
semakin mendekati 1, maka semakin baik. 
