Quantum spin Hall (QSH) materials promise revolutionary device applications based on dissipationless propagation of spin currents. They are two-dimensional (2D) representatives of the family of topological insulators, which exhibit conduction channels at their edges inherently protected against scattering. Initially predicted for graphene 1, 2 , and eventually realized in HgTe quantum wells 3, 4 , in the QSH systems realized so far 5, 6 , the decisive bottleneck preventing applications is the small bulk energy gap of less than 30 meV, requiring cryogenic operation temperatures in order to suppress detrimental bulk contributions to the edge con- 
sized as honeycomb lattice of bismuth atoms, forming "bismuthene", on top of the wide-gap substrate SiC(0001). Consistent with the theoretical expectations, the spectroscopic signatures in experiment display a huge gap of ≈ 0.8 eV in bismuthene, as well as conductive edge states. The analysis of the layer-substrate orbitals arrives at a QSH phase, whose topological gap -as a hallmark mechanism -is driven directly by the atomic spin-orbit coupling (SOC).
Our results demonstrate how strained artificial lattices of heavy atoms, in contact with an insulating substrate, can be utilized to evoke a novel topological wide-gap scenario, where the chemical potential is located well within the global system gap, ensuring pure edge state conductance. We anticipate future experiments on topological signatures, such as transport measurements that probe the QSH effect via quantized universal conductance, notably at room temperature.
While the QSH phase as such is characterized by universal topological properties 2 , other aspects such as the bulk energy gap are material-specific, and depend on the combination of SOC (in elements of atomic number Z scaling as Z 4 ), orbital hybridization, and the symmetries of the layer-substrate system. In QSH honeycomb layers mimicking graphene 1 (where minute SOC precludes a noticeable gap), one obvious strategy to generate enhanced gaps is to replace C by heavier atoms. For systems with the group-IV elements Si, Ge, and Sn, predicted gaps are 2 meV 9 , 24 meV 9 , and 100 meV 10 , respectively. This applies to hypothetical freestanding material -with poor chemical stability. Real-world variants require a supporting substrate for epitaxial synthesis, which also brings concurrent bonding interactions into play. Attempts were made to grow, e.g., silicene on a metallic Ag substrate 11, 12 , which however short-circuits any edge states of interest.
An insulating MoS 2 substrate can stabilize germanene 13 , yet the compressive strain renders the material a metal. Stanene flakes on Bi 2 Te 3 are plagued by the same problem 14 .
Turning to group V of the Periodic Table, bismuth (Z = 83) must be expected to yield an even larger gap. It is predicted as topological non-trivial for thin free-standing layers [15] [16] [17] .
The conceptual existence of a monolayer bismuthene QSH phase on a silicon substrate has been proposed 18 , and extended to SiC by modelling of the edge states 19 . However, experimental growth of a hexagonal single-layer Bi phase on Si(111) has failed 20, 21 .
Our experimental realization of supported bismuthene employs a SiC(0001) substrate, on which we generate a (
• superstructure of Bi atoms in honeycomb geometry, as illustrated in Fig. 1a (details in Extended Data Fig. E1 ). The resulting lattice constant of 5.3Å
implies a sizeable tensile strain of +18 % compared to buckled Bi(111) bilayers. This causes a fully planar configuration of the honeycomb rings. The synthesis (described in Methods) starts from a hydrogen-etched SiC wafer on which a monolayer of Bi is epitaxially deposited, giving rise to sharp electron diffraction peaks (Fig. E2) . A scanning tunneling microscopy (STM) overview (Fig. 1b) shows that the whole surface is smoothly covered with flakes of typical diameter ∼ 25 nm, separated by phase-slip domain boundaries (related to the Bi-induced surface reconstruction), and including occasional defects. Alternatively, the flakes are also terminated by SiC substrate steps, Next, we disentangle the key mechanisms that determine the energetics near the Fermi level E F by reducing (downfolding) the full DFT band structure to the relevant low-energy model (see Supplementary Information for details). Inclusion of the substrate bonding proves indispensable in this procedure. We decompose the band structure into σ-bond contributions formed by Bi 6s-, p xand p y -orbitals, and π-bond contributions formed by p z -orbitals. As a consequence of hybridization with the substrate via π-bonds, the orbital content at low energies is predominantly of σ-type (Fig. 3a) . This manifests "orbital filtering", where the p x -and p y -orbitals play the pivotal role close to E F , while the p z -orbital is projected out of this energy region.
Focussing on the low-energy bands around the Fermi level, we find that without relativistic effects the mere orbital hybridization in the σ-bonding sector (with eight bands due to two-fold orbital, spin, and sublattice degrees of freedom) yields a Dirac-like band crossing at the K point, see Fig. 3b . SOC comes into play via two leading contributions: First, the local (on-site) SOC term λ SOC L z σ z generates large matrix elements between p x -and p y -orbitals, and directly determines the magnitude of the energy gap at the K-point (Fig. 3c) , which is of order ∼ 2λ SOC . Second, the π-bonding sector hybridizes with the substrate, which breaks inversion symmetry. It features a Rashba term which, in leading order of perturbation theory, couples into the σ-bonding sector, yielding a composite effective Hamiltonian: We derive the prefactors for Bi/SiC as λ SOC ∼ 0.435 eV and λ R ∼ 0.032 eV. Although the Rashba term λ R is much smaller than λ SOC , it induces the large valence band splitting into states of opposite spin character, while leaving the conduction band spin-degenerate at K (Fig. 3d) . The six valence band maxima are energy-degenerate, yet carry inverted spin character at the K-versus K'-points, respectively 23 . Their large momentum separation and the huge Rashba splitting prevents spin scattering in the bulk 24 , as discussed for 2D semiconductors.
The mechanism at work here is very different from the Kane-Mele mechanism 1 for graphene.
Its gap emerges due to SOC between next-nearest neighbours and at the level of second-order perturbation theory -and is therefore minute. In other group-IV monolayers, such as silicene, the SOC remains of next-nearest neighbour type 25 , and the relevant orbital is still p z . In contrast, bismuthene represents the first realized honeycomb material in which the low-energy physics is 5 driven by the huge on-site SOC of p x -and p y -orbitals. This is also distinguished from HgTe/CdTe quantum wells, where the small band gap is governed by a complex band situation and opens only upon strain 3, 4 .
Another fundamental ingredient making the wide-gap QSH phase possible is the tensile strain regime (+18 %) of bismuthene on SiC. As argued for functionalized stanene 10 , the topological gap is lost when external strain shifts another band through the gap. This phase transition to a trivial system is promoted by compressive strain, while tensile strain stabilizes the QSH phase.
Not surprisingly, compressed germanene 13 and stanene 14 are reported as metals, which underpins the importance of the substrate.
A landmark feature of QSH systems are the helical edge channels, connecting valence and conduction states by two bands of opposite spin (Fig. E5) , irrespective of the edge architecture (zigzag or armchair). Within the bulk gap, they exhibit an approximately constant density of states (DOS). In a ribbon simulation, the states rapidly decay towards the bulk within one unit cell, i.e.
∼ 5Å (Fig. E5 ).
Using a tunneling tip, the local DOS (LDOS) is inspected at the atomic scale. Bismuthene edges exist at SiC substrate steps. Differential tunneling conductivity (dI/dV ) curves, reflecting the LDOS, have been recorded along a path towards an uphill step in Fig. 4a . Far from the edge, the spectrum evidences the large bulk gap of ∼ 0.8 eV. Closer to the boundary, a state emerges filling the entire gap -as in the ribbon model. Its signal increases continuously towards the edge, while retaining its shape. A suppression of dI/dV around zero bias might be a tip-related anomaly, or hint at Luttinger behaviour of the 1D edge states 26 , which requires further study. The edge DOS 6 in Fig. 4b shows equivalent behaviour for upper and lower terrace. The dI/dV signal (integrated over the gap) in Fig. 4c shows a decay length of (4 ± 1)Å, matching well with DFT for simple ribbon edges (Fig. E6) .
These results bear important differences to a single Bi layer: free-standing it is hypothesized as QSH phase 17 with metallic edge states 16 , which is presumed stable for up to several Bi layers 15, 27 . Edge states for a single Bi layer on Bi 2 Te 3 of ∼ 2 nm extent have been detected 28 within a small gap of ∼ 70 meV, yet with E F in the substrate valence band. In Bi 14 Rh 3 I 9 edge states are also found, but E F is pinned in the bulk conduction band 29 . In contrast, E F resides within both the bismuthene gap (∼ 0.8 eV) as well as the SiC gap (3.2 eV), so that conduction is solely governed by the edge states.
While the topological character of the edge states has experimentally yet to be established, e.g., by a direct measurement of the QSH effect with its universal quantized conductance, the remarkable coherence of experimental evidence and theoretical prediction already makes a strong case for the QSH scenario in Bi/SiC. For HgTe 4, 5 the gap is ∼ 30 meV, and in InAs/GaSb/AlSb quantum wells 6 merely ∼ 4 meV, which necessitates experiments below 300 mK. The key problem are "charge puddles", where defects push E F into the bulk bands, overriding the 1D channel 7, 8 .
By comparison, the large-gap bismuthene suggests to be operational at RT. The domain size of 
