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Abstract. By deriving influence functions related to multiple-set linear
canonical analysis (MSLCA) we show that the classical version of this anal-
ysis, based on empirical covariance operators, is not robust. Then, we intro-
duce a robust version of MSLCA by using the MCD estimator of the covari-
ance operator of the involved random vector. The related influence functions
are then derived and are shown to be bounded. Asymptotic properties of the
introduced robust MSLCA are obtained and permit to propose a robust test
for mutual non-correlation. This test is shown to be robust by studying the
related second order influence function under the null hypothesis.
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1 Introduction
Many multivariate statistical methods are based on empirical covariance op-
erators. That is the case for multiple regression, principal components anal-
ysis, factor analysis, linear discriminant analysis, linear canonical analysis,
multiple-set linear canonical analysis, and so on. However, these empir-
ical covariance operators are known to be extremely sensitive to outliers.
That is an undesirable property that makes the preceding methods them-
selves sensitive to outliers. For overcoming this problem, robust alternatives
for these methods have been proposed in the literature, mainly by replac-
ing the aforementioned empirical covariance operators by robust estimators.
In this vein, robust versions of multivariate statistical methods have been
introduced, especially for multiple regression ([21]), principal components
analysis ([8],[10],[16],[22]), factor analysis ([19]), linear discriminant analysis
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([6],[9],[14]), linear canonical analysis ([5],[24]). Multiple-set linear canonical
analysis (MSLCA) is an important multivariate statistical method that ana-
lyzes the relationship between more than two random vectors, so generalizing
linear canonical analysis. It has been introduced for many years (e.g., [12])
and has been studied since then under different aspects (e.g., [15],[23],[25]).
A formulation of MSLCA within the context of Euclidean random variables
has been made recently ([18]) and permitted to obtain an asymptotic theory
for this analysis when it is estimated by using empirical covariance opera-
tors. To the best of our knowledge, such estimation of MSLCA is the one
that have been tackled in the literature, despite the fact that it is known
to be nonrobust as it is sensitive to outliers. So, there is a real interest in
introducing a robust estimation of MSLCA as it was done for the others
multivariate statistical methods. This can be done by using robust estima-
tors of the covariance operators of the involved random vectors instead of
the empirical covariance operators. Among such robust estimators, the min-
imum covariance determinant (MCD) estimator has been extensively studied
([1], [2],[3],[7]), and it is known to have good robustness properties. Also, its
asymptotic properties have been obtained ([1],[2],[3]) mainly under elliptical
distribution.
In this paper, we propose a robust version of MSLCA based on MCD
estimator of the covariance operator. We start by recalling, in Section 2, the
notion of MSLCA for Euclidean random variables and we study its robustness
properties by deriving the influence functions of the functionals that lead to
its estimator from the empirical covariance operators. It is proved that the
influence function of the operator that determines MSLCA is not bounded.
In Section 3, we introduce a robust estimation of MSLCA (denoted by RM-
SLCA) by using the MCD estimator of the covariance operator on which
this analysis is defined. Then we derive the influence function of the opera-
tor that determines RMSLCA, which is proved to be bounded, and that of
the canonical coefficients and the canonical directions. Section 4 is devoted
to asymptotic properties of RMSLCA. We obtain limiting distributions that
are then used in Section 5 where a robust test for mutual non-correlation is
introduced. The robustness properties of this test are studied through the
derivation of the second order influence function of the test statistic under the
null hypothesis. The proofs of all theorems and propositions are postponed
in Section 6.
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2 Influence in multiple-set canonical analysis
In this section we recall the notion of multiple-set linear canonical analysis
(MSLCA) of Euclidean random variables as introduced by Nkiet[18], and also
its estimation based on empirical covariance operators. Then, the robustness
properties of this analysis are studied through derivation of the influence
functions that correspond to the functionals related to it.
2.1 Multiple-set linear canonical analysis
Letting (Ω,A, P ) be a probability space, and K be an integer such that
K ≥ 2, we consider random variables X1, · · · , XK defined on this probability
space and with values in Euclidean vector spaces X1, · · · ,XK respectively.
We then consider the space X := X1 × · · ·XK which is also an Euclidean
vector space equipped with the inner product 〈·, ·〉X defined by:
∀α ∈ X , ∀β ∈ X , 〈α, β〉X =
K∑
k=1
〈αk, βk〉k,
where 〈·, ·〉k is the inner product of Xk and α = (α1, · · · , αK), β = (β1, · · · , βK).
From now on, we assume that the following assumption holds :
(A1): for k ∈ {1, · · · , K}, we have E(Xk) = 0 and E(‖Xk‖2k) < +∞, where
‖ · ‖k denotes the norm induced by 〈·, ·〉k .
Then, we consider the random vector X = (X1, · · · , XK) with values in
X , and we can give the following definition of multiple-set linear canonical
analysis (see [18]):
Definition 2.1 The multiple-set linear canonical analysis (MSLCA) of X
is the search of a sequence
(
α(j)
)
1≤j≤q
of vectors of X , where q = dim(X ),
satisfying:
α(j) = argmax
α∈Cj
E
(
< α,X >2X
)
, (1)
where C1 =
{
α ∈ X / ∑Kk=1 var(< αk, Xk >k) = 1} and for j ≥ 2 :
Cj =
{
α ∈ C1 /
K∑
k=1
cov
(
< α
(r)
k , Xk >k, < αk, Xk >k
)
= 0, ∀r ∈ {1, · · · , j − 1}
}
.
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A solution of the above maximization problem is obtained from spectral
analysis of an operator that will know be specified. For (k, ℓ) ∈ {1, · · · , K}2,
let us consider the covariance operators
Vkℓ = E (Xℓ ⊗Xk) = V ∗ℓk and Vk := Vkk,
where ⊗ denotes the tensor product such that x ⊗ y is the linear map :
h 7→< x, h > y, and A∗ denotes the adjoint of A. Letting τk be the canonical
projection
τk : α ∈ X 7→ αk ∈ Xk
which adjoint operator τ ∗k is the map
τ ∗k : t ∈ Xk 7→ (0, · · · , 0︸ ︷︷ ︸
k−1 times
, t, 0, · · · , 0) ∈ X ,
we consider the operators defined as
Φ =
K∑
k=1
τ ∗kVkτk and Ψ =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗kVkℓτℓ. (2)
The covariance operator Vk is a self-adjoint and positive operator; we assume
throughout this paper that it is invertible. Then, it is easy to check that Φ
is also self-adjoint positive and invertible operator, and we consider
T = Φ−1/2ΨΦ−1/2.
The spectral analysis of this last operator gives a solution of the maximiza-
tion problem specified in Definition 2.1. Indeed, if
{
β(1), · · · , β(q)} is an
orthonormal basis of X such that β(j) is an eigenvector of T associated with
the j-th largest eigenvalue ρj , then we obtain a solution of (1) by taking
α(j) = Φ−1/2β(j), and we have ρj =< β
(j), Tβ(j) >X . Finally, the MSLCA
of X is the family
(
ρj , α
(j)
)
1≤j≤q
obtained as indicated above. The ρj’s are
termed the canonical coefficients and the α(j)’s are termed the canonical di-
rections.
Note that T can be expressed as a function of the covariance operator V =
E (X ⊗X) of X . Indeed, denoting by L(X ) the space of linear maps fom X
to itself, and considering the linear maps f and g from L(X ) to itself defined
as
f(A) =
K∑
k=1
τ ∗k τkAτ
∗
k τk and g(A) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗k τkAτ
∗
ℓ τℓ, (3)
it is easy to check, by using properties of tensor produts (see [11]), that
Vkℓ = E
(
(τℓ(X))⊗ (τk(X))
)
= τkE (X ⊗X) τ ∗ℓ = τkV τ ∗ℓ , Vk = τkV τ ∗k (4)
and, therefore, from (2), (3) and (4), it follows
T = f (V )−1/2 g (V ) f (V )−1/2 .
2.2 Estimation based on empirical covariance operator
Now, we recall the classical way for estimating MSLCA by using empirical
covariance operators (see, e.g., [18]). For k = 1, · · · , K, let {X(i)k }1≤i≤n be
an i.i.d. sample of Xk. We then consider the sample means and empirical
covariance operators defined for (k, ℓ) ∈ {1, · · · , K}2 as
Xk·n =
1
n
n∑
i=1
X
(i)
k , V̂kℓ·n =
1
n
n∑
i=1
(
X
(i)
ℓ −Xℓ·n
)
⊗
(
X
(i)
k −Xk·n
)
=
1
n
n∑
i=1
X
(i)
ℓ ⊗X(i)k −Xℓ·n ⊗Xk·n,
and V̂k·n := V̂kk·n. These permit to define random operators, with values in
L(X ), as
Φ̂n =
K∑
k=1
τ ∗k V̂k·nτk and Ψ̂n =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗k V̂kℓ·nτℓ (5)
and to estimate T by
T̂n = Φ̂
−1/2
n Ψ̂nΦ̂
−1/2
n . (6)
Considering the eigenvalues ρ̂1·n ≥ ρ̂2·n · · · ≥ ρ̂q·n of T̂n, and
{
β̂
(1)
n , · · · , β̂(q)n
}
an orthonormal basis of X such that β̂(j)n is an eigenvector of T̂n associated
with ρ̂j·n, we can estimate ρj by ρ̂j·n, β
(j) by β̂
(j)
n and α(j) by α̂
(j)
n = Φ̂
−1/2
n β̂
(j)
n .
5
The random operator T̂n can also be expressed as a function of the empirical
covariance operator of the X(i)’s that are defined as X(i) =
(
X
(i)
1 , · · · , X(i)K
)
;
this empirical covariance operator is
V̂n =
1
n
n∑
i=1
(
X(i) −Xn
)⊗ (X(i) −Xn)
=
1
n
n∑
i=1
X(i) ⊗X(i) −Xn ⊗Xn.
where Xn = n
−1
∑n
i=1X
(i). Since V̂kℓ·n = τkV̂nτ
∗
ℓ and V̂k·n = τkV̂nτ
∗
k , we
straighforwardly obtain from (3), (5) and (6):
T̂n = f
(
V̂n
)−1/2
g
(
V̂n
)
f
(
V̂n
)−1/2
. (7)
2.3 Influence functions
For studying the effect of a small amount of contamination at a given point
on MSLCA it is important, as usual in robustness litterature (see [13]), to
use influence function. More precisely, we have to derive expressions of the
influence functions related to the functionals that give T , ρj and α
(j) (for
1 ≤ j ≤ q) at the distribution PX of X . Recall that the influence function of
a functional S at P is defined as
IF (x;S,P) = lim
ε↓0
S ((1− ε)P+ εδx)− S(P)
ε
,
where δx is the Dirac measure putting all its mass in x.
First, we have to specify the functionals related to T , ρj and α
(j) (for 1 ≤
j ≤ q) and their empirical counterparts. Let us consider the functional T
given by
T(P) = f (V(P))−1/2 g (V(P)) f (V(P))−1/2 .
where V is the functional defined as
V(P) =
∫
x⊗ x dP(x)−
(∫
x dP(x)
)
⊗
(∫
x dP(x)
)
.
Applying this functional to the distribution PX of X gives V(PX) = V and,
therefore, T(PX) = T . For j ∈ {1, · · · , q}, denoting by Rj (resp. Bj ; resp.
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Aj ) the functional such that Rj(P) is the j-th largest eigenvalue of T(P)
(resp. the associated eigenvector; resp. Aj(P) = f (V(P))
−1/2
Bj(P) ), we
have Rj(PX) = ρj, Bj(PX) = β
(j) and Aj(PX) = α
(j).
Furthermore, denoting by Pn the empirical measure corresponding to the
sample {X(1), · · · , X(n)}, we have
V(Pn) = V̂n, T(Pn) = T̂n, Rj(Pn) = ρ̂j·n, Bj(Pn) = β̂
(j)
n and Aj(Pn) = α̂
(j)
n .
These functionals are to be taken into account in order to derive the influence
functions related to MSLCA. We make the following assumption:
(A2) : For all k ∈ {1, ..., K}, we have Vk = Ik, where Ik denotes the identity
operator of Xk.
Then, we have the following theorem that gives the influence function of T .
Theorem 1 We suppose that the assumptions (A1) and (A2) hold. Then,
for any vector x = (x1, · · · , xK) ∈ X we have:
IF(x;T,PX) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
−1
2
τ ∗k (xk ⊗ xk) Vkℓτℓ−
1
2
τ ∗ℓ Vℓk (xk ⊗ xk) τk+τ ∗k (xℓ ⊗ xk) τℓ.
(8)
As T determines MSLCA, it is important to ask whether its influence function
is bounded. If so, we say that MSLCA is robust because it would mean that
a contamination at the point x has a limited effect on T . The following
proposition shows that IF(x;T,PX) is not bounded. We denote by ‖ · ‖L(X )
the operators norm defined as ‖A‖L(X ) =
√
tr (AA∗).
Proposition 1 We suppose that the assumptions (A1) and (A2) hold. Then,
there exists x0 ∈ X such that:
lim
t→+∞
‖IF(tx0;T,PX)‖L(X ) = +∞.
Now, we give in the following theorem, the influence functions related to the
canonical coefficients and the canonical directions.
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Theorem 2 We suppose that the assumptions (A1) and (A2) hold. Then,
for any x ∈ X and any j ∈ {1, · · · , q}, we have:
(i) IF(x; ρj ,PX) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< β
(j)
k , xk >k< xℓ − Vℓkxk, β(j)ℓ >ℓ .
(ii) We suppose, in addition, that ρ1 > ρ2 > · · · > ρq. Then :
IF(x, α(j),PX) =
K∑
k=1
K∑
ℓ=1
l 6=k
q∑
m=1
m6=j
1
ρj − ρm
(
< β
(m)
k , xk >k< xℓ, β
(j)
ℓ >ℓ
−1
2
< β
(m)
k , xk >k< xk, Vkℓβ
(j)
ℓ >k
−1
2
< xk, Vkℓβ
(m)
ℓ >ℓ< xk, β
(j)
k >k
)
β(m) (9)
−1
2
(
K∑
k=1
[
τ ∗k (xk ⊗ xk) τk+ < β(j)k , xk >2k I
]
− 2I
)
β(j),
where I denotes the identity operator of X .
Remark 1 Romanazzi[20] derived influence functions for the squared canon-
ical coefficients and the canonical directions obtained from linear canonical
analysis (LCA) of two random vectors. LCA is in fact a particular case of
MSLCA obtained when K = 2 (see [18]). With Theorem 2 we recover the
results of [20] when whe take K = 2. We will only show it below for the
canonical coefficients. For j ∈ {1, ..., q}, by applying Theorem 2 with K = 2,
we obtain
IF(X ; ρj,PX) = < β
(j)
1 , x1 >1< β
(j)
2 , x2 − V21x1 >2
+ < β
(j)
2 , x2 >2< β
(j)
1 , x1 − V12x2 >1
= 2 < β
(j)
1 , x1 >1< x2, β
(j)
2 >2 − < β(j)1 , x1 >1< x1, V12β(j)2 >1
− < x2, V21β(j)1 >2< x2, β(j)2 >2 . (10)
The linear canonical analysis (LCA) of X1 and X2 is obtained from the spec-
tral analysis of R = V12V21 (since V1 = I1 and V2 = I2). If we denote by λj,
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η
(j)
1 , η
(j)
2 the related squared canonical coefficients and canonical vectors, it is
known (see Remark 2.2 in [18]) that
λj = ρ
2
j , η
(j)
k =
√
2β
(j)
k (k = 1, 2), V12η
(j)
2 = ρjη
(j)
1 , and V21η
(j)
1 = ρjη
(j)
2 .
(11)
Then, putting uj =< x1, η
(j)
1 >1 and vj =< x2, η
(j)
2 >2, we deduce from (10),
(11) and the equality IF(X ; ρ2j ,PX) = 2ρj IF(X ; ρj,PX) that:
IF(X ; ρ2j ,PX) = 2ρj uj vj − ρ2ju2j − ρ2jv2j , (12)
what is the result obtained in [20].
3 Robust multiple-set linear canonical anal-
ysis (RMSLCA)
It has been seen that the MSLCA based on empirical covariance operator is
not robust since IF(x;T,PX) is not bounded. There is therefore an interest
in proposing a robust version of MSLCA. In this section, we introduce such
a version by replacing in (7) the empirical covariance operator by a robust
estimator of V . More precisely, we use the minimum covariance determinant
(MCD) estimator of V . We consider the following assumption:
(A3) : the distribution PX of X is an elliptical contoured distribution with
density
fX(x) = (det(V ))
−1/2h(< x, V −1x >X ),
where h : [0,+∞[→ [0,+∞[ is a function having a strictly negative deriva-
tive h′.
We first define the estimator of MSLCA based on MCD estimator of V , then
we derive the related influence functions.
3.1 Estimation of MSLCA based on MCD estimator
Letting γ be a fixed real such that 0 < γ < 1, we consider a subsample
S ⊂ {X(1), ..., X(n)} of size hn ≥ ⌈nγ⌉, where X(i) = (X(i)1 , · · · , X(i)K ),
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and we define the empirical mean and covariance operator based on this
subsample by:
M̂n(S) = 1
hn
∑
X(i)∈S
X(i)
and
V̂n(S) = 1
hn
∑
X(i)∈S
(
X(i) − M̂n(S)
)
⊗
(
X(i) − M̂n(S)
)
.
We denote by Ŝn the subsample of
{
X(1), ..., X(n)
}
which minimizes the de-
terminant det
(
V̂n(S)
)
of V̂n(S) over all subsamples of size hn. Then, the
MCD estimators of the mean and the covariance operator of X are M̂n(Ŝn)
and V̂n(Ŝn), respectively. It is well known that the these estimators are
robusts and have high breakdown points (see, e.g., [21]). From them, we
can introduce an estimator of MSLCA which is expected to be also robust.
Indeed, putting
V˜n := V̂n(Ŝn),
we consider the random operators with values in L(X ) defined as
Φ˜n =
K∑
k=1
τ ∗k V˜k·nτk and Ψ˜n =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗k V˜kℓ·nτℓ,
where V˜k·n = τkV˜nτ
∗
k and V˜kℓ·n = τkV˜nτ
∗
ℓ , and we estimate T by
T˜n = Φ˜
−1/2
n Ψ˜nΦ˜
−1/2
n . (13)
Considering the eigenvalues ρ˜1·n ≥ ρ˜2·n · · · ≥ ρ˜q·n of T˜n, and
{
β˜
(1)
n , · · · , β˜(q)n
}
an orthonormal basis of X such that β˜(j)n is an eigenvector of T˜n associated
with ρ˜j·n, we estimate ρj by ρ˜j·n, β
(j) by β˜
(j)
n and α(j) by α˜
(j)
n = Φ˜
−1/2
n β˜
(j)
n .
This gives a robust MSLCA that we denote by RMSLCA.
3.2 Influence functions
In order to derive the influence functions related to the above estimator of
MSLCA, we have to specify the functional that corresponds to it. For doing
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that, we will first recall the functional associated to the above MCD estimator
of covariance operator. Let
Eγ =
{
x ∈ X , < x, V −1x >X ≤ r2(γ)
}
where r(γ) is determined by the equation
2πq/2
Γ(q/2)
∫ r(γ)
0
tq−1 h(t2) dt = γ,
Γ being the usual gamma function. The functional V1,γ related to the afore-
mentioned MCD estimator of V is defined in [2] (see also [1], [7]) by
V1,γ(P) =
1
γ
∫
Eγ
(x−MP(Eγ))⊗ (x−MP(Eγ)) dP (x) ,
where
MP(B) =
1
γ
∫
B
x dP (x) .
It is known that V1,γ(PX) = σ
2
γ V where
σ2γ =
2πq/2
γ q Γ(q/2)
∫ r(γ)
0
tq+1h(t2) dt.
Therefore, the functional T1,γ related to T is defined as
T1,γ(P) = f(V1,γ(P))
−1/2g(V1,γ(P))f(V1,γ(P))
−1/2
where f and g are defined in (3). Now, we can give the influence functions
related to RMSLCA of X . First, putting
κ0 =
πq/2
(q + 2)Γ(q/2 + 1)
∫ r(γ)
0
tq+3 h′(t2) dt,
and Tγ = T1,γ(PX), we have:
Theorem 3 We suppose that the assumptions (A1) to (A3) hold. Then
IF (x;Tγ ,PX) = −
σ−2γ
2κ0
1Eγ (x) IF(x;T,PX),
where IF(x;T,PX) is given in (8).
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From this theorem we to obtain the following proposition which proves that
RMSLCA is robust since the preceding influence function is bounded. We de-
note by ‖·‖∞ the usual operators norm defined by ‖A‖∞ = supx∈X−{0} (‖Ax‖X/‖x‖X ).
Proposition 2 We suppose that the assumptions (A1) to (A3) hold. Then,
sup
x∈X
‖IF(x;Tγ ,PX)‖∞ ≤
σ−2γ
2|κ0|K(K − 1)
(
‖V ‖∞ + 1
)
‖V 1/2‖2∞ r2(γ).
Now, we give in the following theorem, the influence functions related to the
canonical coefficients and the canonical directions obtained from RMSLCA.
For j ∈ {1, · · · , q}, denoting by Rγ·j (resp. Bγ·j; resp. Aγ·j ) the functional
such that Rγ·j(P) is the j-th largest eigenvalue of T1,γ(P) (resp. the associated
eigenvector; resp. Aγ·j(P) = f (V1,γ(P))
−1/2
Bγ·j(P) ), we put ργ·j = Rγ·j(PX),
β
(j)
γ = Bj(PX) and α
(j)
γ = Aγ·j(PX). Considering
ν0 =
2πq/2
Γ(q/2)
h
(
r(γ)2
)
r(γ)q−1σγ , ν1 =
r(γ)
σγ
, ν2 =
2ν0ν
3
1
σγ q(q + 2)
− 2γ
σγ
,
κ1 = −r(γ)
2
qγ
, κ2 =
σγ ν2 + 2γ
q γ σγν2
, κ3 = − 2
σγν2
, κ4 =
r(γ)2 − qσ2γ
q
, (14)
we have:
Theorem 4 We suppose that the assumptions (A1) to (A3) hold. Then, for
any x ∈ X and any j ∈ {1, · · · , q}, we have:
(i) IF(x; ργ·j,PX) = −
σ−2γ
2κ0
1Eγ(x)
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< β
(j)
k , xk >k< xℓ − Vℓkxk , β(j)ℓ >ℓ .
(ii) We suppose, in addition, that ρ1 > ρ2 > · · · > ρq. Then :
IF(x, α(j)γ ,PX) = −
σ−3γ
2κ0
1Eγ(x) IF(x;α
(j),PX)
+σ−3γ
{(
1
2κ0
− κ1 − κ2‖V −1/2x‖2X
)
1Eγ (x)− κ4
}
β(j),
where IF(x;α(j),PX) is given in (9).
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Remark 2 From this theorem, we recover the results of [5] which gives the
influence function of MCD estimator of LCA of two random vectors. Indeed,
using the notation of Remark 1 and (12), we deduce from the previous theorem
that, when K = 2, we have
IF(X ; ρ2j ,PX) = −
σ−2γ
2κ0
1Eγ (x)
(
2ρj uj vj − ρ2ju2j − ρ2jv2j
)
,
what is the result obtained in [5].
4 Asymptotics for RMSLCA
In this section we deal with asymptotic expansion for RMSLCA. We first
establish asymptotic normality for T˜n and then we derive the asymptotic
distribution of the canonical coefficients.
Theorem 5 Under the assumptions (A1) to (A3),
√
n(T˜n − T ) converges
in distribution, as n → +∞, to a random variable Uγ having a normal
distribution in L(X ), with mean 0 and covariance operator equal to that of
the random operator
Zγ = σ
−2
γ κ31Eγ (X)
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
− 1
2
(
τ ∗k (Xk ⊗Xk) Vkℓτℓ + τ ∗ℓ Vℓk (Xk ⊗Xk) τk
)
+τ ∗k (Xℓ ⊗Xk) τℓ
}
+
(
σ−2γ − 1
)
w
(‖V −1/2X‖X ) K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗kVkℓτℓ.
where w : [0,+∞[→ R is the function defined by
w(t) = 1[0,r(γ)](t)
(
κ1 + κ2 t
2
)
+ κ4 (15)
and κ1, κ2, κ3 and κ4 are given in (14).
This theorem permits to obtain asymptotic distributions for the canonical
coefficients. Let
(
ρ′j
)
1≤j≤s
(with s ∈ N∗) be the decreasing sequence of dis-
tinct eigienvalues of T , and mj the multiplicity of ρ
′
j . Putting ηj =
∑j−1
k=0mk
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with m0 := 0, we clearly have ρi = ρ
′
j for any i ∈ {ηj−1 + 1, · · · , ηj}. We
denote by Πj the orthogonal projector from X onto the eigenspace associated
with ρ′j , and by ∆ the continuous map which associates to each self-adjoint
operator A the vector ∆(A) of its eigenvalues in nonincreasing order. For
j ∈ {1, · · · s}, we consider the mj-dimensional vectors
υˆj =
 ρ
′
j
...
ρ′j
 and υˆnj =
 ρ̂ηj−1+1·n...
ρ̂ηj ·n

from what we consider
Λ =
 υ1...
υs
 and Λ̂n =
 υˆ
n
1
...
υˆns
 .
Then letting {em}1≤m≤q be an orthonormal basis of X , we have:
Theorem 6 Under the assumptions (A1) to (A3),
√
n
(
Λ̂n − Λ
)
converges
in distribution, as n→ +∞, to the random vector
ζ =
 ∆(Π1WγΠ1)...
∆(ΠsWγΠs)
 ,
where Wγ is a random variable having a normal distribution in L(X ), with
mean 0 and covariance operator Σ given by:
Σ =
∑
1≤m,r,u,t≤q
E (Ym,r Yu,t) (em ⊗ er)⊗˜(eu ⊗ et)
with
Ym,r =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
σ−2γ κ31Eγ(X)
[
− 1
2
(
< τℓβ
(m), VℓkXk >ℓ< τkβ
(r), Xk >k
+ < τℓβ
(r), VℓkXk >ℓ< τkβ
(m), Xk >k
)
+ < τℓβ
(m), Xℓ >ℓ< τkβ
(r), Xk >k
]
− (σ−2γ − 1) (w (‖V −1/2X‖X)− κ1γ − κ2µ− κ4) < τkβ(r), Vkℓτℓβ(m) >k },
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the function w being defined in (15), µ = E
(
1Eγ(X) ‖X‖2X
)
and ⊗˜ being
the tensor product related to the inner product < A,B >= tr (AB∗).
When the eigenvalues of T are simple, that is ρ1 > ρ2 > · · · > ρq, the
preceding theorem has a simpler statement. We have:
Corollary 1 We suppose that the assumptions (A1) to (A3) hold and that
the canonical coefficient satisfy: ρ1 > ρ2 > · · · > ρq. Then,
√
n
(
Λ̂n − Λ
)
converges in distribution, as n→ +∞, to a random variable having a normal
distribution in Rp with mean 0 and covariance matrix M = (σij)1≤i,j≤p with:
σij =
∑
1≤m,r,u,t≤q
β(i)m β
(i)
r β
(j)
s β
(j)
t E (Ym,r Yu,t) .
The proof of this corollary is in all respects similar to that of Corollary 3.1
of [18], it is then omitted.
5 Robust test for mutual non-correlation
In this section we consider the problem of testing for mutual non-correlation
between X1, X2, ..., XK . This is testing for the null hypothesis
H0 : ∀(k, ℓ) ∈ {1, ..., K}2 , k 6= ℓ, Vkℓ = 0
against the alternative
H1 : ∃(k, ℓ) ∈ {1, ..., K}2, k 6= ℓ, Vkℓ 6= 0.
This testing problem was already considered in [18]; a test statistic which
depends on empirical covariance operator was then proposed and its asymp-
totic distribution under the null hypothesis was derived. Since the resulting
testing method may be nonrobust because its depends on an estimator which
is itself nonrobust, it could be interesting to propose a new method that de-
pends instead on a robust estimator of the covariance operator of X . Here,
we introduce a test statistic constructed similarly to the one of [18], but with
15
the MCD estimator of the aforementioned covariance operator. It is then
defined as
S˜n =
K∑
k=2
k−1∑
ℓ=1
tr
(
πkℓ
(
T˜n
)
πkℓ
(
T˜n
)∗)
, (16)
where T˜n is the estimator given in (13) and πkℓ is the operator defined as
πkℓ : A ∈ L(X ) 7→ τkAτ ∗ℓ ∈ L(Xℓ,Xk).
5.1 Asymptotic distribution under the null hypothesis
Let us consider
τ =
σ−4γ κ
2
3
q(q + 1)
E
(
1Eγ (X) ‖X‖4X
)
.
Then, we have:
Theorem 7 Suppose that the assumptions (A1) to (A3) hold. Then, under
H0, the sequence τ−1nS˜n converges in distribution, as n→ +∞, to χ2d, where
d =
∑K
k=1
∑k−1
ℓ=1 pkpℓ with pk = dim(Xk).
Remark 3 For performing this test in practice one has to estimate the un-
known parameter τ . This can be done by using an estimate κ̂3 of κ3 as in (14)
by replacing r(γ) (resp. σγ) by an estimate r̂ (resp. σ̂), and by considering
τ̂ =
σ̂−4κ̂23
q(q + 1)n
n∑
i=1
1Êγ (X
(i)) ‖X(i)‖4X ,
where Êγ =
{
x ∈ X , < x, V˜ −1n x >X ≤ r̂2
}
. A consistent estimator of r(γ) is
defined in [1].
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5.2 Second order influence function
In order to study robustness properties of the proposed test, we have to
derive the influence function related to S˜n under the null hypothesis. The
functional Sγ related to this test statistic is defined as
Sγ(P) =
K∑
k=2
k−1∑
ℓ=1
tr (πkℓ (T1,γ(P))πkℓ (T1,γ(P))
∗)
and, putting Sγ = Sγ(PX) we, therefore, obtain the related influence function
as
IF(x;Sγ ,PX) =
∂Sγ(Pε,x)
∂ǫ
∣∣∣∣
ε=0
=
K∑
k=2
k−1∑
ℓ=1
tr (πkℓ (IF(x;T,PX))πkℓ (T )
∗)
+
K∑
k=2
k−1∑
ℓ=1
tr (πkℓ (T )πkℓ (IF(x;Tγ ,PX))
∗) ,
where Pε,x = (1− ε)PX + εδx with ε ∈ [0, 1]. Since under H0 we have T = 0
, it follows that IF(x;Sγ,PX) = 0 for all point x ∈ X . In such case, it
is necessary to derive the second order order influence function of the test
statistic, defined as
IF(2)(x;Sγ,PX) =
∂2Sγ(Pε,x)
∂ǫ2
∣∣∣∣
ε=0
.
We have:
Theorem 8 We suppose that the assumptions (A1) to (A3) hold. Then,
under H0, the second order influence function of Sγ is given by
IF(2)(x;Sγ,PX) =
σ−4γ
4κ20
1Eγ (x)
K∑
k=2
k−1∑
ℓ=1
‖xk‖2k ‖xℓ‖2ℓ . (17)
It is easily seen that this second order influence function is bounded. Indeed,
if x ∈ Eγ then ‖x‖X ≤ ‖V 1/2‖∞ r(γ). In addition, since ‖xk‖k ≤ ‖x‖X we
deduce from (17) that
sup
x∈X
(
IF(2)(x;Sγ,PX)
)
≤ σ
−4
γ
4κ20
(K − 1)2‖V 1/2‖4∞ r4(γ).
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This shows that by using the MCD estimator of V we have obtained a robust
test for mutual non-correlation.
6 Proofs
6.1 Proof of Theorem 1
Since
f(V ) =
K∑
k=1
τ ∗k τkV τ
∗
k τk =
K∑
k=1
τ ∗kVkτk =
K∑
k=1
τ ∗k τk = I,
where I is the identity operator of X , we obtain
T (Pε,x)− T (PX) = f (V(Pε,x))−1/2 g (V(Pε,x)) f (V(Pε,x))−1/2 − g(V )
=
(
f (V(Pε,x))
−1/2 − I
)
g (V(Pε,x)) f (V(Pε,x))
−1/2
+
(
g (V(Pε,x)− V )
)
f (V(Pε,x))
−1/2
+g(V )
(
f (V(Pε,x))
−1/2 − I
)
.
where Pε,x = (1− ǫ)PX + εδx with ε ∈ [0; 1]. Then, using the equality
A−1/2 − I = −A−1(A− I) (A−1/2 + I)−1 (18)
we obtain:
T (Pε,x)− T (PX)
= −f (V(Pε,x))−1 f
(
V (Pε,x)− V (PX)
)(
f (V(Pε,x))
−1/2 + I
)−1
g (V(Pε,x)) f (V(Pε,x))
−1/2
+g
(
V(Pε,x)− V (PX)
)
f (V(Pε,x))
−1/2
−g(V )f (V(Pε,x))−1 f
(
V (Pε,x)− V (PX)
)(
f (V(Pε,x))
−1/2 + I
)−1
.
Then, from
IF (x;V,PX) = lim
ε→0
V (Pε,x)− V (PX)
ε
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and the continuity of the maps ε 7→ V (Pε,x), A 7→ A−1, A 7→ A−1/2, we
deduce that
IF (x;T,PX) = −f (V(PX))−1 f(IF (x;V,PX))
(
f (V(PX))
−1/2 + I
)−1
g (V(PX)) f (V(PX))
−1/2
+g(IF (x;V,PX))f (V(PX))
−1/2
−g(V )f (V(PX))−1 f(IF (x;V,PX))
(
f (V(PX))
−1/2 + I
)−1
= −1
2
f(IF (x;V,PX))g (V )− 1
2
g (V ) f(IF (x;V,PX)) + g(IF (x;V,PX)). (19)
Since IF (x;V,PX)) = x⊗ x− V (see [4]), it follows that
IF (x;T,PX)
= −1
2
f (x⊗ x) g (V )− 1
2
g (V ) f (x⊗ x) + g (x⊗ x)
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
(
− 1
2
K∑
j=1
(
τ ∗j τj(x⊗ x)τ ∗j τjτ ∗kVkℓτℓ + τ ∗kVkℓτℓτ ∗j τj(x⊗ x)τ ∗j τj
)
+ τ ∗k τk(x⊗ x)τ ∗ℓ τℓ
)
;
from τnτ
∗
m = δnmIn, where δ is the susual Kronecker symbol, and from the
equality A(x⊗ y)B∗ = (Bx)⊗ (Ay) (see [11]), we deduce that
IF (x;T,PX) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
(
− 1
2
(
τ ∗k (xk ⊗ xk)Vkℓτℓ + τ ∗kVkℓ(xℓ ⊗ xℓ)τℓ
)
+ τ ∗k (xℓ ⊗ xk)τℓ
)
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
(
− 1
2
(
τ ∗k (xk ⊗ xk)Vkℓτℓ + τ ∗ℓ Vℓk(xk ⊗ xk)τk
)
+ τ ∗k (xℓ ⊗ xk)τℓ
)
.
6.2 Proof of Proposition 1
Clearly, IF(x;T,PX) = IF(x;T,PX)
∗. Then, putting
θkℓ = −1
2
τ ∗k (xk ⊗ xk)Vkℓτℓ −
1
2
τ ∗ℓ Vℓk(xk ⊗ xk)τk + τ ∗k (xℓ ⊗ xk)τℓ,
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we have:
‖IF(x;T,PX)‖2L(X ) = tr
(
IF(x;T,PX)
2
)
= tr

 K∑
k=1
K∑
ℓ=1
ℓ 6=k
θkℓ

2
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
tr
(
θ2kℓ
)
+
K∑
m=1
m6=ℓ,m6=k
tr (θkℓθkm) + tr (θkℓθℓk)
+
K∑
m=1
m6=k,m6=ℓ
tr (θkℓθℓm) +
K∑
j=1
j 6=ℓ, j 6=k
tr (θkℓθjℓ) +
K∑
j=1
j 6=k, j 6=ℓ
tr (θkℓθjk)
+
K∑
j=1
j 6=k, j 6=ℓ
K∑
m=1
m6=k,m6=ℓ,m6=j
tr (θkℓθjm)
}
.
Using the properties (a⊗b)(c⊗d) =< a, d > c⊗b, A(y⊗z)B∗ = (By)⊗(Az),
tr(y ⊗ z) =< y, z > (see [11]), together with tr(AB) = tr(BA) and τkτ ∗l =
δklIk, we obtain:
tr (θkℓθjm) =
1
2
δkmδℓj < Vℓkxk, xℓ >
2
ℓ +
1
2
δkjδℓm‖Vℓkxk‖2ℓ‖xk‖2k
−δkjδℓm < Vℓkxk, xℓ >ℓ ‖xk‖2k −
1
2
δkmδℓj < Vℓkxk, xℓ >ℓ ‖xk‖2k
−1
2
δkmδℓj < Vℓkxk, xℓ >ℓ ‖xℓ‖2ℓ + ‖xk‖2k ‖xℓ‖2ℓ .
Clearly, tr (θkℓθjm) = 0 if j /∈ {k, ℓ} or if m /∈ {k, ℓ}. Hence
‖IF(x;T,PX)‖2L(X ) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
1
2
‖Vℓkxk‖2ℓ ‖xk‖2k − 2 < Vℓkxk, xℓ >ℓ ‖xk‖2k
+
1
2
< Vℓkxk, xℓ >
2
ℓ +‖xk‖2k ‖xℓ‖2ℓ
}
. (20)
First, if the Xk’s are mutually non-correlated, that is Vkℓ = 0 for any (k, ℓ) ∈
{1, · · · , K}2 with k 6= ℓ. Then, from (20) we obtain for any t ∈ R and any
20
x0 = (x
0
1, · · · , x0K) ∈ X such that x0k 6= 0 for k ∈ {1, · · · , K}:
‖IF(tx0;T,PX)‖L(X ) = t2
√√√√√ K∑
k=1
K∑
ℓ=1
ℓ 6=k
‖x0k‖2k ‖x0ℓ‖2ℓ
from what we deduce that limt→+∞ ‖IF(tx0;T,PX)‖L(X ) = +∞. Secondly,
if the Xk’s are not mutually non-correlated, there exists a pair (k0, ℓ0) ∈
{1, · · · , K}2 such that k0 6= ℓ0 and Vℓ0k0 6= 0. Then, considering a vector a ∈
Xk0 −{0} such that Vℓ0k0a 6= 0, we put x0 = τ ∗k0a. Clearly, x0 = (x01, · · · , x0K)
with x0k0 = a and x
0
k = 0 for any k ∈ {1, · · · , K} such that k 6= k0. Hence, we
have < Vℓkx
0
k, x
0
ℓ >ℓ= 0 and ‖x0k‖2k ‖x0ℓ‖2ℓ = 0 for any pair (k, ℓ) ∈ {1, · · · , K}2
with k 6= ℓ. Then, from (20), we deduce that for any t ∈ R,
‖IF(tx0;T,PX)‖2L(X ) =
t4
2
K∑
k=1
K∑
ℓ=1
ℓ 6=k
‖Vℓkx0k‖2ℓ ‖x0k‖2k =
t4
2
K∑
ℓ=1
ℓ 6=k0
‖Vℓk0x0k0‖2ℓ ‖x0k0‖2k0
=
t4‖a‖2k0
2
K∑
ℓ=1
ℓ 6=k0
‖Vℓk0x0k0‖2ℓ
≥ t
4‖a‖2k0
2
‖Vℓ0k0a‖2ℓ0.
Consequently, limt→+∞ ‖IF(tx0;T,PX)‖L(X ) = +∞.
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6.3 Proof of Therorem 2
(i). Since < β(j), β(k) >X= δjk for all (j, k) ∈ {1, ..., q}2, we obtain by
applying Lemma 3 of [5]:
IF(x; ρj ,PX) = < β
(j), IF(x;T,PX)β
(j) >X
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
(
− 1
2
< β(j), τ ∗k (xk ⊗ xk)Vkℓτℓβ(j) >X
−1
2
< β(j), τ ∗ℓ Vℓk (xk ⊗ xk) τkβ(j) >X
+ < β(j), τ ∗k (xℓ ⊗ xk) τℓβ(j) >X
)
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
(
− 1
2
< τkβ
(j), (xk ⊗ xk) Vkℓτℓβ(j) >k
−1
2
< τℓβ
(j), Vℓk (xk ⊗ xk) τkβ(j) >ℓ
+ < τkβ
(j), (xℓ ⊗ xk) τℓβ(j) >k
)
=
K∑
k=1
K∑
l=1
ℓ 6=k
(
< β
(j)
k , xk >k < xℓ, β
(j)
ℓ >ℓ − < β(j)k , xk >k< xk, Vkℓβ(j)ℓ >k
)
=
K∑
k=1
K∑
l=1
ℓ 6=k
< β
(j)
k , xk >k < xℓ − Vℓkxk, β(j)ℓ >ℓ .
(ii). Since f(V (PX)) = f(V ) = I, we obtain by applying the second part of
Lemma 3 in [5]:
IF(x; β(j),PX) =
q∑
m=1
m6=j
1
ρj − ρm < β
(m), IF(x;T,PX)β
(j) >X β
(m)
−1
2
< β(j), IF(x; f(V ),PX)β
(j) >X β
(j). (21)
22
From the equalities
IF(x; f(V ),PX) = f(IF(x;V,PX)) = f(x⊗x−V ) = f(x⊗x)−I =
K∑
k=1
τ ∗k (xk⊗xk)τk−I
it follows
< β(j), IF(x; f(V ),PX)β
(j) >X =
K∑
k=1
< β(j), τ ∗k (xk ⊗ xk)τkβ(j) >X −‖β(j)‖2X
=
K∑
k=1
< β
(j)
k , (xk ⊗ xk)β(j)k >k −1
=
K∑
k=1
< β
(j)
k , xk >
2
k −1. (22)
On the other hand, similar calculations than in (ii) give
< β(m), IF(x;T,PX)β
(j) >X
=
K∑
k=1
K∑
ℓ=1
ℓ 6=k
(
< β
(m)
k , xk >k< xℓ, β
(j)
ℓ >ℓ −
1
2
< β
(m)
k , xk >k< xk, Vkℓβ
(j)
ℓ >k
−1
2
< xk, Vkℓβ
(m)
ℓ >k< xk, β
(j)
k >k
)
. (23)
Introducing (22) and (23) in (21), we obtain
IF(x; β(j),P) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
q∑
m=1
m6=j
1
ρj − ρm
(
< β
(m)
k , xk >k< xℓ, β
(j)
ℓ >ℓ
−1
2
< β
(m)
k , xk >k< xk, Vkℓβ
(j)
ℓ >k
−1
2
< xk, Vkℓβ
(m)
ℓ >k< xl, β
(j)
k >k
)
β(m)
−1
2
(
K∑
k=1
< β
(j)
k , xk >
2
k −1
)
β(j).
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Putting α(j)(PX) = f(V (PX))
−1/2β(j)(PX), we have:
α(j)(Pǫ,x)− α(j)(PX) = f(V (Pǫ,x))−1/2β(j)(Pǫ,x)− β(j)(PX)
= f(V (Pǫ,x))
−1/2
(
β(j)(Pǫ,x)− β(j)(PX)
)
+
(
f(V (Pǫ,x))
−1/2 − I)β(j)(PX)
= f(V (Pǫ,x))
−1/2
(
β(j)(Pǫ,x)− β(j)(PX)
)
−f(V (Pǫ,x))−1 (f(V (Pǫ,x)− V (PX)))
(
f(V (Pǫ,x))
−1/2 + I
)−1
β(j)(PX).
Therefore
IF(x, α(j),PX) = IF(x, β
(j),PX)− 1
2
f (IF(x, V,PX))β
(j)
=
K∑
k=1
K∑
ℓ=1
l 6=k
q∑
m=1
m6=j
1
ρj − ρm
(
< β
(m)
k , xk >k< xℓ, β
(j)
ℓ >ℓ
−1
2
< β
(m)
k , xk >k< xk, Vkℓβ
(j)
ℓ >k
−1
2
< xk, Vkℓβ
(m)
ℓ >ℓ< xk, β
(j)
k >k
)
β(m)
−1
2
(
K∑
k=1
[
τ ∗k (xk ⊗ xk) τk+ < β(j)k , xk >2k I
]
− 2I
)
β(j).
6.4 Proof of Theorem 3
It is shown in [7] that under spherical distribution P0X , one has
IF(x;Vγ,P
0
X) = −(2κ0)−11{‖x‖2X≤r(γ)} (x⊗ x) + w(‖x‖X ) I,
where w is the function defined in (15). Then affine equivariant property
implies that under elliptical model given in assumtion (A3) we have:
IF(x;Vγ,PX) = V
1/2
(−1
2κ0
1Eγ (x) (V
−1/2x)⊗ (V −1/2x) + w(‖(V −1/2x)‖X ) I
)
V 1/2
=
−1
2κ0
1Eγ (x) x⊗ x+ w(‖V −1/2x‖X ) V. (24)
24
Putting Vγ = V1,γ (PX) = σ
2
γ V , we have f (V1,γ (PX)) = σ
2
γ f(V ) = σ
2
γ I.
Thus
Tγ (Pε,x)− Tγ (PX) = σ−2γ
{
A−1/2ε,γ g (Vγ (Pε,x))A
−1/2
ε,γ − g (Vγ)
}
= σ−2γ
{(
A−1/2ε,γ − I
)
g (Vγ (Pε,x))A
−1/2
ǫ,γ
+g
(
Vγ (Pε,x)− Vγ (PX)
)
A−1/2ε,γ
+g (Vγ)
(
A−1/2ε,γ − I
)}
where Aε,γ = σ
−2
γ f (Vγ (Pε,x)). Then using (18), we obtain
Tγ (Pε,x)− Tγ (PX) = σ−2γ
{
− σ−2γ A−1ε,γf
(
Vγ (Pε,x)− σ2γV
)(
A−1/2ε,γ + I
)−1
g (Vγ)A
−1/2
ε,γ
+g
(
Vγ (Pε,x)− σ2γV
)
A−1/2ε,γ
−σ−2γ g (Vγ)A−1ε,γf
(
Vγ (Pε,x)− σ2γV
)(
A−1/2ε,γ + I
)−1}
.
Then, since limε→0Aε,γ = I, we obtain by using the continuity of the maps
A 7→ A−1 and A 7→ A−1/2:
IF(x;Tγ ,PX) = σ
−2
γ
{
− σ−2γ
1
2
f
(
IF(x;Vγ ,PX)
)
g (Vγ)
+g
(
IF(x;Vγ,PX)
)
− σ−1γ
1
2
g (Vγ) f
(
IF(x;Vγ,PX)
)}
= σ−2γ
{
− 1
2
f
(
IF(x;Vγ,PX)
)
g (V )
+g
(
IF(x;Vγ,PX)
)
− 1
2
g (V ) f
(
IF(x;Vγ ,PX)
)}
. (25)
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Inserting (24) in (25) gives the equality
IF(x;Tγ,PX) = σ
−2
γ
{
1
4κ0
1Eγ(x) f(x⊗ x)g (V )−
1
2
w(‖V −1/2x‖) g (V )
+
1
4κ0
1Eγ(x) g (V ) f(x⊗ x)−
1
2
w(‖V −1/2x‖) g (V )
− 1
2κ0
1Eγ (x) g(x⊗ x) + w(‖V −1/2x‖) g (V )
}
=
σ−2γ
2κ0
1Eγ(x)
{
1
2
f(x⊗ x) g (V ) + 1
2
g (V ) f(x⊗ x)− g(x⊗ x)
}
= −σ
−2
γ
2κ0
1Eγ (x) IF(x;T,PX).
6.5 Proof of Proposition 2
If x ∈ Eγ , then ‖x‖X ≤ ‖V 1/2‖∞ ‖V −1/2x‖X ≤ ‖V 1/2‖∞ r(γ). On the other
hand,
‖IF(x;Tγ ,PX)‖∞ ≤
σ−2γ
2|κ0|1Eγ (x)
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
1
2
‖τ ∗k‖∞ ‖xk ⊗ xk‖∞ ‖Vkℓ‖∞ ‖τℓ‖∞
+
1
2
‖τ ∗ℓ ‖∞ ‖Vℓk‖∞ ‖xk ⊗ xk‖∞ ‖τk‖∞ + ‖τ ∗k‖∞ ‖xℓ ⊗ xk‖∞ ‖τℓ‖∞
}
.
It is easy to check that
‖τ ∗k‖∞ ≤ 1, ‖τℓ‖∞ ≤ 1, ‖xk⊗xk‖∞ ≤ ‖xk‖2k ≤ ‖x‖2X , ‖xℓ⊗xk‖∞ ≤ ‖xk‖k‖xℓ‖ℓ ≤ ‖x‖2X
and
‖Vℓk‖∞ = ‖τkV τ ∗ℓ ‖∞ ≤ ‖τk‖∞ ‖τ ∗ℓ ‖∞ ‖V ‖∞ ≤ ‖V ‖∞, ‖Vkℓ‖∞ ≤ ‖V ‖∞.
Hence, for any x ∈ X , we have
‖IF(x;Tγ ,PX)‖∞ ≤
σ−2γ
2|κ0|K(K − 1)
(
‖V ‖∞ + 1
)
1Eγ(x) ‖x‖2X
≤ σ
−2
γ
2|κ0|K(K − 1)
(
‖V ‖∞ + 1
)
‖V 1/2‖2∞ r2(γ).
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6.6 Proof of Theorem 4
(i). From Lemma 3 in [5] we obtain
IF(x; ργ.j,PX) = < β
(j) , IF(x;Tγ ,PX)β
(j) >X
= −σ
−2
γ
2κ0
1Eγ (x) < β
(j), IF(x;T,PX)β
(j) >X
= −σ
−2
γ
2κ0
1Eγ (x)
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< β
(j)
k , xk >k< xℓ − Vℓkxk , β(j)ℓ >ℓ .
(ii). Since f(σ−2γ Vγ(PX)) = f(V ) = I, we obtain by applying the second part
of Lemma 3 in [5]:
IF(x; β(j)γ ,PX) =
q∑
m=1
m6=j
1
ρj − ρm < β
(m), IF(x;Tγ,PX)β
(j) >X β
(m)
−1
2
< β(j), IF(x; f
(
σ−2γ Vγ
)
,PX)β
(j) >X β
(j) (26)
Further, IF(x; f
(
σ−2γ Vγ
)
,PX) = σ
−2
γ f (IF (x;Vγ , (PX))) and from (24) it fol-
lows
IF(x; f
(
σ−2γ Vγ
)
,PX) = −
σ−2γ
2κ0
1Eγ (x) f (x⊗ x) + σ−2γ w(‖V −1/2x‖X )f (V )
= −σ
−2
γ
2κ0
1Eγ (x)
(
f (x⊗ x)− I
)
+ σ−2γ
(
− 1
2κ0
1Eγ (x) + w(‖V −1/2x‖X )
)
I
= −σ
−2
γ
2κ0
1Eγ (x) IF(x; f (V ) ,PX)
+σ−2γ
{
1Eγ(x)
(
− 1
2κ0
+ κ1 + κ2‖V −1/2x‖2X
)
+ κ4
}
I,
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where w is the function defined in (15). This equality together with (26) and
Theorem 3 imply
IF(x; β(j)γ ,PX) = −
σ−2γ
2κ0
1Eγ(x)
q∑
m=1
m6=j
1
ρj − ρm < β
(m)
γ , IF(x;T,PX)β
(j) >X β
(m)
+
σ−2γ
4κ0
1Eγ (x) < β
(j), IF(x; f (V ) ,PX)β
(j) >X β
(j)
+σ−2γ
{(
1
4κ0
− κ1
2
− κ2
2
‖V −1/2x‖2X
)
1Eγ (x)−
κ4
2
}
β(j)
= −σ
−2
γ
2κ0
1Eγ(x) IF(x; β
(j),PX)
+σ−2γ
{(
1
4κ0
− κ1
2
− κ2
2
‖V −1/2x‖2X
)
1Eγ (x)−
κ4
2
}
β(j).
On the other hand, since
α(j)γ (PX) =
(
f(Vγ(PX))
)−1/2
β(j)γ (PX) = f(Vγ)
−1/2β(j)γ (PX) = σ
−1
γ β
(j)
γ (PX),
it follows
α(j)γ (Pε,x)− α(j)γ (PX) = f(Vγ(Pε,x))−1/2β(j)γ (Pǫ,x)− σ−1γ β(j)γ (PX)
= σ−1γ
{
A−1/2ε,γ β
(j)
γ (Pǫ,x)− β(j)γ (PX)
}
= σ−1γ
{
A−1/2ε,γ
(
β(j)γ (Pǫ,x)− β(j)γ (PX)
)
+
(
A−1/2ε,γ − I
)
β(j)γ (PX)
}
,
where Aε,γ = σ
−2
γ f (Vγ (Pε,x)). Then using (18), we obtain:
α(j)γ (Pǫ,x)− α(j)γ (PX) = σ−1γ
{
A−1/2ε,γ
(
β(j)γ (Pε,x)− β(j)γ (PX)
)
− A−1ε,γ (Aε,γ − I)
(
A−1/2ε,γ + I
)−1
β(j)γ (PX)
= σ−1γ
{
A−1/2ε,γ
(
β(j)γ (Pε,x)− β(j)(P)
)
(27)
− σ−2γ A−1/2ε,γ (f(Vγ(Pε,x)− Vγ(PX)))
(
A−1/2ε,γ + I
)−1
β(j)γ (PX)
}
.
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From the continuity of the maps A 7→ A−1, A 7→ A−1/2, and the equality
limε→0Aε,γ = I, we deduce from (27) that
IF(x;α(j)γ ,PX) = lim
ǫ→0
α
(j)
γ (Pε,x)− α(j)γ (PX)
ε
=
1
σγ
{
IF(x; β(j)γ ,PX)−
σ−2γ
2
f (IF(x;Vγ,PX))β
(j)
}
= −σ
−3
γ
2κ0
1Eγ (x) IF(x; β
(j),PX)
+2σ−3γ
{(
1
4κ0
− κ1
2
− κ2
2
‖V −1/2x‖2X
)
1Eγ (x)−
κ4
2
}
β(j)
+
σ−3γ
4κ0
1Eγ (x) IF(x; f(V ),PX)β
(j)
= −σ
−3
γ
2κ0
1Eγ (x) IF(x;α
(j),PX)
+σ−3γ
{(
1
2κ0
− κ1 − κ2‖V −1/2x‖2X
)
1Eγ(x)− κ4
}
β(j).
6.7 Proof of Theorem 5
6.7.1 A preliminary lemma
The following lemma gives the asymptotic distribution of the random variable
Ĥnγ =
√
n
(
V˜n − σ2γ V
)
. (28)
Lemma 1 We assume that assumptions (A1) to (A3) hold. Then, Ĥnγ con-
verges in distribution in L(X ), as n→ +∞, to a random variable Hγ having
a normal distribution N(0,Λ), where Λ is the covariance operator of
Z = κ31Eγ (X)X ⊗X + w(‖V −1/2X‖X ) V
and w is the function given in (15).
29
Proof. Using affine equivariant property, we deduce from Eq. (A.25) in [2]
that:
Ĥnγ = V
1/2
(
1√
n
n∑
i=1
(
v(‖V −1/2X(i)‖X )
‖V −1/2X(i)‖2X
(V −1/2X(i))⊗ (V −1/2X(i))
+w(‖V −1/2X(i)‖X ) I
)
+ oP (1)
)
V 1/2
=
1√
n
n∑
i=1
(
v(‖V −1/2X(i)‖X )
‖V −1/2X(i)‖2X
X(i) ⊗X(i) + w(‖V −1/2X(i)‖X ) V
)
+ oP (1)
= Ŵn + oP (1)
where Ŵn = n
−1/2
∑n
i=1Zi, with
Zi = v(‖V
−1/2X(i)‖X )
‖V −1/2X(i)‖2X
X(i) ⊗X(i) + w(‖V −1/2X(i)‖X ) V,
and v : [0 +∞[→ [0 +∞[ is the function defined by v(t) = κ3 1[0,r(γ)](t) t2.
Slustky’s theorem permits to conclude that Ĥnγ has the same limiting distri-
bution than Ŵn, which can be obtained by using central limit theorem. For
doing that, we will first show that E(Zi) = 0. Putting Y (i) = V −1/2X(i), we
have
E(Zi) = V 1/2 E
(
v(‖Y (i)‖X )
‖Y (i)‖2X
Y (i) ⊗ Y (i) + w(‖Y (i)‖X ) I
)
V 1/2, (29)
and since Y (i) has a spherical distribution, we deduce from [2] (see p. 2387)
that E
(
v(‖Y (i)‖X ) + q w(‖Y (i)‖X )
)
= 0, E
(
v(‖Y (i)‖X )2
)
< +∞, and E (w(‖Y (i)‖X )2) <
+∞. Therefore E (w(‖Y (i)‖X ) = −q−1E (v(‖Y (i)‖X), and (29) becomes:
E(Zi) = V 1/2
(
E
(
v(‖Y (i)‖X )
‖Y (i)‖2X
Y (i) ⊗ Y (i)
)
− 1
q
E(v(‖Y (i)‖X )) I
)
V 1/2
= V 1/2
(
E
(
κ31[0,r(γ)](‖Y (i)‖X ) Y (i) ⊗ Y (i)
)− 1
q
E(v(‖Y (i)‖X )) I
)
V 1/2.(30)
From the proof of Theorem 4.2 in [2] (see p. 2386) we have
E
(
κ31[0,r(γ)](‖Y (i)‖X ) Y (i) ⊗ Y (i)
)
=
1
q
E
(
κ31[0,r(γ)](‖Y (i)‖X ) ‖Y (i)‖2X
)
I =
1
q
E
(
v(‖Y (i)‖X )
)
I.
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Then, (30) implies E(Zi) = 0. Now, using the central limit theorem we con-
clude that Ŵn converges in distribution, as n→ +∞, to a normal distribution
N(0,Λ) in L(X ), where Λ is the covariance operator of
Z = v(‖V
−1/2X‖X )
‖V −1/2X‖2X
X ⊗X + w(‖V −1/2X‖X ) V
= κ3 1Eγ (X)X ⊗X + w(‖V −1/2X‖X ) V. (31)
6.7.2 Proof of the theorem
Arguing as in the proof of Theorem 3.2 in [18] (see p. 203), we have the
equality
√
n(T˜n − T ) = ϕ̂n
(
Ĥnγ
)
, where Ĥnγ is given in (28) and ϕ̂n is the
random operator from L(H) to itself defined by
ϕ̂n(A) = −σ−1γ f(V˜n)−1f(A)
(
σγf(V˜n)
−1/2 + I
)−1
g(V˜n)f(V˜n)
−1/2 + σ−1γ g(A)f(V˜n)
−1/2
−g(V )f(V˜n)−1f(A)
(
σγf(V˜n)
−1/2 + I
)−1
.
Considering the linear map ϕγ from X to itself defined as
ϕγ(A) = σ
−2
γ
(
−1
2
f(A)g(V ) + g(A)− 1
2
g(V )f(A)
)
,
and denoting by ‖ · ‖∞ and ‖ · ‖∞∞ the norms of L(X ) and L(L(X )),
respectively, defined by ‖A‖∞ = supx∈X−{0} ‖Ax‖X /‖x‖X and ‖Q‖∞∞ =
supB∈L(X )−{0} ‖Q(B)‖∞/‖B‖∞, we have :
‖ϕ̂n(Ĥnγ)− ϕγ(Ĥnγ)‖∞ ≤ ‖ϕ̂n − ϕγ‖∞∞ ‖Ĥnγ‖∞ (32)
31
and
‖ϕ̂n − ϕγ‖∞∞ ≤
(
σ−1γ ‖f‖∞∞ ‖
(
σγf(V˜n)
−1/2 + I
)−1
g(V˜n)f(V˜n)
−1/2‖∞
+
σ−1γ
2
‖f‖∞∞‖g(V )‖∞ + σ−1γ ‖g‖∞∞
+‖f‖∞∞‖g(V )‖∞‖
(
σγf(V˜n)
−1/2 + I
)−1
‖∞
)
‖f(V˜n)−1/2 − σ−1γ I‖∞
+
(
σ−3γ ‖f‖∞∞‖g(V˜n)f(V˜n)−1/2‖∞
+‖f‖∞∞‖g(V )‖∞
)
‖σγf(V˜n)−1/2 + I)−1 − 1
2
I‖∞
+
σ−3γ
2
‖f‖∞∞‖g‖∞∞‖f(V˜n)−1/2‖∞‖V˜n − σ2γ V ‖∞. (33)
Lemma 1 implies that V˜n converges in probability to σ
2
γ V , as n → +∞.
Then, using the continuity of maps f , g, A 7→ A−1 and A 7→ A−1/2 we
deduce that f(V˜n) (resp. f(V˜n)
−1; resp. f(V˜n)
−1/2; resp. g(V˜n)) converges
in probability, as n → +∞, to σ2γI (resp. σ−2γ I; resp. σ−1γ I; resp. σ2γ g(V )).
Consequently, from (32) and (33) we deduce that ϕ̂n(Ĥnγ)−ϕγ(Ĥnγ) converge
in probability to 0 as n → +∞. Slutsky’s theorem allows to conclude that
ϕ̂n(Ĥnγ) and ϕγ(Ĥnγ) both converge to the same distribution, that is the
distribution of ϕγ(Hγ). Since ϕγ is linear this distribution is the normal
distribution with mean equal to 0 and covariance operator equal to that of
the random variable:
Zγ = ϕγ (Z) = κ3 1Eγ (X)ϕγ(X ⊗X) + w(‖V −1/2X‖X )ϕγ(V ).
Besides
ϕγ (X ⊗X) = σ−2γ
K∑
k=1
K∑
ℓ=1
ℓ 6=k
−1
2
(τ ∗k (Xk ⊗Xk) Vkℓτℓ + τ ∗ℓ Vℓk (Xk ⊗Xk) τk) + τ ∗k (Xℓ ⊗Xk) τℓ,
and from f (V ) = I, it follows:
ϕγ (V ) = σ
−2
γ (g (V )− g (Vγ)) =
(
σ−2γ − 1
)
g (V ) =
(
σ−2γ − 1
) K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗kVkℓτℓ.
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Thus
Zγ = σ
−2
γ κ31Eγ (X)
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
− 1
2
(
τ ∗k (Xk ⊗Xk)Vkℓτℓ + τ ∗ℓ Vℓk (Xk ⊗Xk) τk
)
+τ ∗k (Xℓ ⊗Xk) τℓ
}
+
(
σ−2γ − 1
)
w
(‖V −1/2X‖X ) K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗kVkℓτℓ.
6.8 Proof of Theorem 6
Arguing as the proof of Theroem 3.3 in [18] we see that
√
n
(
Λ̂n − Λ
)
con-
verges in distribution, as n → +∞, to the random variable Wγ = P ∗UγP ,
where P =
∑p
ℓ=1 eℓ⊗β(ℓ) and {eℓ}1≤ℓ≤q is an orthonormal basis of X . Clearly,
Wγ has a normal distribution with mean 0 and covariance operator Σ equal
to that of P ∗ZγP and that will now be explicited. We will first specify
E(P ∗ZγP ). Considering the random vector Y = V
−1/2X which has an elip-
tical distribution, we have from the proof of Theorem 4.2 in [2] (see p. 2386)
that
E
(
1[0,r(γ)](‖Y ‖X )Y ⊗ Y
)
=
1
q
E
(
1[0,r(γ)](‖Y ‖X )‖Y ‖2X
)
I.
Hence
E
(
1Eγ (X) Xℓ ⊗Xk
)
= τkV
1/2
E
(
1[0,r(γ)](‖Y ‖X ) Y ⊗ Y
)
V 1/2τ ∗ℓ
=
1
q
E
(
1[0,r(γ)](‖Y ‖X )‖Y ‖2X
)
τkV τ
∗
ℓ
=
1
q
E
(
1Eγ(X) ‖V −1/2X‖2X
)
Vkℓ
=
µ
q
Vkℓ
33
and, therefore,
E(Zγ) = σ
−2
γ κ3
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
− 1
2
(
τ ∗kE
(
1Eγ (X) Xℓ ⊗Xk
)
Vkℓτℓ + τ
∗
ℓ VℓkE
(
1Eγ (X) Xℓ ⊗Xk
)
τk
)
+τ ∗kE
(
1Eγ (X) Xℓ ⊗Xk
)
τℓ
}
+
(
σ−2γ − 1
)
E
(
w
(‖V −1/2X‖X)) K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗kVkℓτℓ
=
σ−2γ µκ3
q
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
− 1
2
(
τ ∗kVkℓτℓ + τ
∗
ℓ Vℓkτk
)
+ τ ∗kVkℓτℓ
}
+
(
σ−2γ − 1
)
E
(
w
(‖V −1/2X‖X )) K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗kVkℓτℓ
=
(
σ−2γ − 1
)
E
(
w
(‖V −1/2X‖X)) K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗kVkℓτℓ.
On the other hand, we have
E
(
w
(‖V −1/2X‖X )) = κ1E (1Eγ (X))+ κ2E (1Eγ(X) ‖V −1/2X‖2X )+ κ4 = κ1γ + κ2µ+ κ4
34
and, consequently,
E(P ∗ZγP ) = P
∗
E(Zγ)P =
(
σ−2γ − 1
)
(κ1γ + κ2µ+ κ4)
K∑
k=1
K∑
ℓ=1
ℓ 6=k
P ∗τ ∗kVkℓτℓP
=
(
σ−2γ − 1
)
(κ1γ + κ2µ+ κ4)
×
q∑
m=1
q∑
r=1
K∑
k=1
K∑
ℓ=1
ℓ 6=k
(β(r) ⊗ er)τ ∗kVkℓτℓ(em ⊗ β(m))
=
(
σ−2γ − 1
)
(κ1γ + κ2µ+ κ4)
×
q∑
m=1
q∑
r=1
K∑
k=1
K∑
ℓ=1
ℓ 6=k
(β(r) ⊗ er)(em ⊗ (τ ∗kVkℓτℓβ(m)))
=
(
σ−2γ − 1
)
(κ1γ + κ2µ+ κ4)
×
q∑
m=1
q∑
r=1
K∑
k=1
K∑
ℓ=1
ℓ 6=k
< τkβ
(r), Vkℓτℓβ
(m) >k (em ⊗ er).
Note that
Zγ = σ
−2
γ κ31Eγ (X)Z
(0) +
(
σ−2γ − 1
)
w
(‖V −1/2X‖X ) K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗kVkℓτℓ
where
Z(0) =
K∑
k=1
K∑
ℓ=1
ℓ 6=k
{
−1
2
(
τ ∗k (Xk ⊗Xk) Vkℓτℓ+τ ∗ℓ Vℓk (Xk ⊗Xk) τk
)
+τ ∗k (Xℓ ⊗Xk) τℓ
}
;
it is known (see [18]) that
P ∗Z(0)P =
p∑
m=1
p∑
r=1
[ K∑
k=1
K∑
ℓ=1
ℓ 6=k
− 1
2
(
< τℓβ
(m), VℓkXk >ℓ< τkβ
(r), Xk >k
+ < τℓβ
(r), VℓkXk >ℓ< τkβ
(m), Xk >k
)
+ < τℓβ
(m), Xℓ >ℓ< τkβ
(r), Xk >k
]
em ⊗ er.
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Thus,
P ∗ZγP − E(P ∗ZγP ) = σ−2γ κ31Eγ (X)P ∗Z(0)P
− (σ−2γ − 1) (w (‖V −1/2X‖X )− κ1γ − κ2µ− κ4) K∑
k=1
K∑
ℓ=1
ℓ 6=k
P ∗τ ∗kVkℓτℓP
=
p∑
m=1
p∑
r=1
K∑
k=1
K∑
ℓ=1
ℓ 6=k
σ−2γ κ31Eγ(X)
×
[
− 1
2
(
< τℓβ
(m), VℓkXk >ℓ< τkβ
(r), Xk >k
+ < τℓβ
(r), VℓkXk >ℓ< τkβ
(m), Xk >k
)
+ < τℓβ
(m), Xℓ >ℓ< τkβ
(r), Xk >k
]
− (σ−2γ − 1) (w (‖V −1/2X‖X )− κ1γ − κ2µ− κ4)
× < τkβ(r), Vkℓτℓβ(m) >k (em ⊗ er)
=
p∑
m=1
p∑
r=1
Ym,r (em ⊗ er).
Finally
Σ = E
(
(P ∗ZγP − E(P ∗ZγP )) ⊗˜ (P ∗ZγP − E(P ∗ZγP ))
)
=
∑
1≤m,r,u,t≤q
E (Ym,r Yu,t) (em ⊗ er)⊗˜(eu ⊗ et).
6.9 Proof of Theorem 7
Under H0 we have T = 0 and, therefore,
√
nT˜n =
√
n
(
T˜n − T
)
. Con-
sequently, from Theorem 5 we deduce that
√
nT˜n converges in distribu-
tion, as n → +∞, to Uγ which has a normal distribution in L(X ) with
mean 0 and covariance operator equal to that of Zγ. Since the map A 7→∑K
k=2
∑k−1
ℓ=1 tr (πkℓ (A)πkℓ (A)
∗) is continuous, we deduce that nS˜n converges
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in distribution, as n→ +∞, to
Qγ =
K∑
k=2
k−1∑
ℓ=1
tr (πkℓ (Uγ) πkℓ (Uγ)
∗) .
By a similar reasoning to that of the proof of Theorem 4.1 in [18] we obtain
that Qγ = WTγWγ where Wγ is a random variable having normal distribution
N(0,Θ) in Rd with
Θ =

Θ21,21 Θ21,31 Θ21,32 · · · Θ21,KK−1
Θ31,21 Θ31,31 Θ31,32 · · · Θ31,KK−1
...
...
... · · · ...
ΘKK−1,21 ΘKK−1,31 ΘKK−1,32 · · · ΘKK−1,KK−1
 ,
where Θkℓ,rs is the pkpℓ × prps matrix given by
Θkℓ,rs =

γkℓ,rs1111 γ
kℓ,rs
1121 · · · γkℓ,rs11pr1 · · · γkℓ,rs111ps γkℓ,rs112ps · · · γkℓ,rs11prps
γkℓ,rs2111 γ
kℓ,rs
2121 · · · γkℓ,rs21pr1 · · · γkℓ,rs211ps γkℓ,rs212ps · · · γkℓ,rs21prps
...
... · · · ... · · · ... ... · · · ...
γkℓ,rspk111 γ
kℓ,rs
pk121
· · · γkℓ,rspk1pr1 · · · γkℓ,rspk11ps γkℓ,rspk12ps · · · γkℓ,rspk1prps
...
... · · · ... · · · ... ... · · · ...
γkℓ,rs1pℓ11 γ
kℓ,rs
1pℓ21
· · · γkℓ,rs1pℓpr1 · · · γkℓ,rs1pℓ1ps γkℓ,rs1pℓ2ps · · · γkℓ,rs1pℓprps
γkℓ,rs2pℓ11 γ
kℓ,rs
2pℓ21
· · · γkℓ,rs2pℓpr1 · · · γkℓ,rs2pℓ1ps γkℓ,rs2pℓ2ps · · · γkℓ,rs2pℓprps
...
... · · · ... · · · ... ... · · · ...
γkℓ,rspkpℓ11 γ
kℓ,rs
pkpℓ21
· · · γkℓ,rspkpℓpr1 · · · γkℓ,rspkpℓ1ps γkℓ,rspkpℓ2ps · · · γkℓ,rspkpℓprps

,
and
γkl,ruijpt = < E
(
πkℓ (Uγ) ⊗˜πrs (Uγ)
)(
e
(l)
j ⊗ e(k)i
)
, e
(u)
t ⊗ e(r)p >
= < E
(
πkℓ (Zγ) ⊗˜πrs (Zγ)
)(
e
(l)
j ⊗ e(k)i
)
, e
(u)
t ⊗ e(r)p >
where ⊗˜ denotes the tensor product related to the inner product of operators
< A,B >= tr(AB∗) and {e(k)i }1≤i≤pk is an orthonormal basis of Xk. Since
under H0, Zγ becomes
Zγ = σ
−2
γ κ31Eγ (X)
K∑
k=1
K∑
ℓ=1
ℓ 6=k
τ ∗k (Xℓ ⊗Xk) τℓ
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we obtain
πkℓ (Zγ) = σ
−2
γ κ31Eγ (X)
K∑
j=1
K∑
m=1
m6=j
τkτ
∗
j (Xm ⊗Xj) τmτ ∗ℓ
= σ−2γ κ31Eγ (X)
K∑
j=1
K∑
m=1
m6=j
δkj δℓm (Xm ⊗Xj)
= σ−2γ κ31Eγ (X) (Xℓ ⊗Xk) .
Hence
γkl,ruijpt = σ
−4
γ κ
2
3E
(
1Eγ (X) <
(
(Xℓ ⊗Xk) ⊗˜ (Xs ⊗Xr)
) (
e
(ℓ)
j ⊗ e(k)i
)
, e
(u)
t ⊗ e(r)p >
)
= σ−4γ κ
2
3E
(
1Eγ (X) < Xl ⊗Xk, e(l)j ⊗ e(k)i >< Xs ⊗Xr, e(u)t ⊗ e(r)p >
)
= σ−4γ κ
2
3E
(
1Eγ (X) < Xk, e
(k)
i >k< Xr, e
(r)
p >r< Xℓ, e
(l)
j >ℓ< Xs, e
(u)
t >s
)
.
Note that under H0 we have V = I, then X has a spherical distribution with
density fX(x) = h(‖x‖2X ). Therefore, if (k, ℓ) = (r, u) and (i, j) = (p, t) with
ℓ 6= k and u 6= r, then γkl,ruijpq equals an integral of the form∫
z
(‖x‖2X ) x2a x2b dx,
with a 6= b, where z is a suitable function from [0,+∞[ to itself. Then from
Lemma 1 in [17], we deduce that∫
z
(‖x‖2X ) x2a x2b dx = 1q(q + 1)
∫
z
(‖x‖2X ) ‖x‖4X dx
and, therefore, that
γkl,ruijpt =
σ−4γ κ
2
3
q(q + 1)
E
(
1Eγ(X)‖X‖4X
)
.
Otherwise, if one of the conditions (k, ℓ) = (r, u), (i, j) = (p, t), ℓ 6= k, u 6= r
does not hold then γkl,ruijpt equals an integral of the form∫
z
(‖x‖2X ) xa xb xc xd dx
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in which at least two of the indices a, b, c, d are different. From elementary
calculus obtained by changing to spherical coordinates we obtain that this
integral equals 0 and, therefore, γkl,ruijpt = 0. We deduce that
Θ =
σ−4γ κ
2
3
q(q + 1)
E
(
1Eγ (X)‖X‖4X
)
Id
where Id is the d×d identity matrix. Thus, Qγ = σ
−4
γ κ23
q(q+1)
E
(
1Eγ(X)‖X‖4X
)
Q′
where Q′ is a random variable with distribution equal to χ2d.
6.10 Proof of Theorem 17
We have:
∂2Sγ(Pε,x)
∂2ε
=
K∑
k=2
k−1∑
ℓ=1
{
tr
[
πkℓ
(
∂2T1,γ(Pε,x)
∂ε2
)(
πkℓ (T1,γ(Pε,x))
)∗]
+2tr
[
πkℓ
(
∂T1,γ(Pε,x)
∂ε
)(
πkℓ
(
∂T1,γ(Pε,x)
∂ε
))∗]
+tr
[
πkℓ (T1,γ(Pε,x))
(
πkℓ
(
∂2T1,γ(Pε,x)
∂ε2
))∗]}
and, therefore,
IF(2)(x;Sγ,PX) =
∂2Sγ(P,X)
∂ε2
∣∣∣∣
ε=0
=
K∑
k=2
k−1∑
ℓ=1
{
tr
[
πkℓ
(
∂2T1,γ(Pε,x)
∂ε2
∣∣∣∣
ε=0
)
πkℓ (T )
∗
]
+2tr
[
πkℓ (IF(x;Tγ,PX)) πkℓ (IF(x;Tγ ,PX))
∗
]
+tr
[
πkℓ (T )
(
πkℓ
(
∂2T1,γ(Pε,x)
∂ε2
∣∣∣∣
ε=0
))∗]}
.
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Since, under H0, one has T = 0 and
πkℓ (IF(x;Tγ,PX)) = −
σ−2γ
2κ0
1Eγ (x)
K∑
j=1
K∑
m=1
m6=j
πkℓ
(
τ ∗j (xm ⊗ xj) τm
)
= −σ
−2
γ
2κ0
1Eγ (x)
K∑
j=1
K∑
m=1
m6=j
τkτ
∗
j (xm ⊗ xj) τmτ ∗ℓ
= −σ
−2
γ
2κ0
1Eγ (x)
K∑
j=1
K∑
m=1
m6=j
δjkδmℓ (xm ⊗ xj)
= −σ
−2
γ
2κ0
1Eγ (x) xℓ ⊗ xk
it follows
IF(2)(x;Sγ,PX) = 2
K∑
k=2
k−1∑
ℓ=1
tr
[
πkℓ (IF(x;Tγ ,PX))πkℓ (IF(x;Tγ,PX))
∗
]
=
σ−4γ
4κ20
1Eγ(x)
K∑
k=2
k−1∑
ℓ=1
tr
[
(xℓ ⊗ xk) (xℓ ⊗ xk)∗
]
.
Then, using (u⊗v)∗ = v⊗u, (x⊗y)(z⊗t) =< x, t > (z⊗y) and tr(x⊗y) =<
x, y > (see [11]), we finally obtain
IF(2)(x;Sγ ,PX) =
σ−4γ
4κ20
1Eγ (x)
K∑
k=2
k−1∑
ℓ=1
‖xk‖2k ‖xℓ‖2ℓ .
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