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Electrical networks containing lossless transmission lines are often modeled 
by difference-differential equations of neutral type. This paper finds sufficient 
conditions for asymptotic stability for linear systems of these equations. Also 
given is a modification of the direct method of Liapunov for difference equations. 
This method is applied to finding asymptotic stability criteria for the discrete 
analogs of the linear system of difference-differential equations. 
1. INTRODUCTION 
Electrical networks containing lossless transmission lines are often modeled 
by systems of difference-differential equations. For linear systems these 
equations take the form 
n(t) + A(t) iqt - T) + B(t) x(t) + C(t) x(t - Y) = 0, (1.1) 
where A, B, C are real n x n matrices, r > 0, and x is an n-vector. A natural 
question to ask regarding such systems is what are sufficient conditions for 
asymptotic stability for the equilibrium solution x = 0. This question has 
been investigated by Brayton and Willoughby [l] for the case when A, B, C 
are constant and symmetric. In this work, we apply the stability theory 
recently developed by Cruz and Hale [2] for functional differential equations 
of neutral type and obtain sufficient conditions for asymptotic stability for 
both the cases when A, B, C are constant matrices and when B and C are 
time dependent. The criteria obtained are independent of I and make no 
symmetry restrictions. In addition, we also study the discrete analogue of 
(1.1) as originally presented in [l] and obtain asymptotic stability criteria 
* This research was supported by the United States Navy under Grant No. NONR 
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for the case when -4, B, C are constant matrices. The main tool is a modified 
version of the direct method of Liapunov which we develop. 
Section 2 contains mathematical preliminaries on functional differential 
equations of neutral type and the Liapunov stability theory of Cruz and Hale 
for autonomous systems. In Section 3, the theory of Section 2 is applied and a 
sufficient condition for asymptotic stability of (1.1) is given for the autono- 
mous case. Section 4 presents the Liapunov stability theory of Cruz and Hale 
for nonautonomous systems which we use in Section 5 to obtain a sufficient 
condition for the asymptotic stability of (1.1) when B and C are time depend- 
ent. Section 6 presents a discrete analogue which is used in the numerical 
integration of (1.1). A stability theory is developed for a class of nonautono- 
mous difference equations and is then applied to this discrete analog to 
obtain sufficient conditions for asymptotic stability. 
2. MATHEMATICAL PRELIMINARIES 
A functional differential equation of neutral type is a differential system in 
which the rate of change of the system depends on both the past history of the 
system and the derivative of the past history of the system. Equation (1.1) 
is such an equation. Cruz and Hale [2] have developed a stability theory for 
this class of equations, the appropriate portion of which is outlined here. The 
reader is referred to [2] for proofs and further details. 
2.1. Notation 
Let Rn be a real or complex n-dimensional linear vector space with norm 
1 * 1 . For Y > 0, let C = C([- Y, 01, Rn) be th e s p ace of continuous functions 
taking [- Y, 0] into R* with I/ v I( , v E C, defined by 
II 9) II = SUP I ?@)I . 
--rG%O 
S uppose 7 is a real number and f is a continuous function taking 
[T, 03) x C -+ Rfl. Define the functional difference operator D : C + R9” by 
h = do) - 2 PPP(- 7k), (2-l) 
k=l 
where P, are n x n constant matrices, k = 1, 2 ,..., N; and rk , 0 < rk ,< T 
are real numbers such that T& are rational if N > I. A system of the form 
(2.2) 
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is a special case of a functional differential equation of neutral type where 
xt E C is defined by ~~(0) = x(t + 6), - Y < 0 < 0. If the function f is not 
explicitly dependent on t, the equation is said to be autonomous. 
For any 9 E C, u E [T, co), a function x = ~(a, p), defined on [G - Y, u + w), 
is said to be a solution of (2.2) on (a, u + W) with initial value v at u if x is 
continuous on [u - Y, u + w), .ro = v, Dx, is continuously differentiable on 
(u, u + w), and the relation (2.2) is satisfied on (a, u + CO). 
For the purposes needed here, it is always assumed that f satisfies enough 
additional hypotheses to ensure the properties of existence, uniqueness, and 
continuous dependence of solutions of (2.2) in the initial data for t > U. For 
further discussion of this topic, see Cruz and Hale [3]. 
DEFINITION 2.1. Let D be the difference operator given by (2.1). If all 
the roots of the equation 
det I = 0 
have modulii less than 1, then D is said to be a stable dajkence operator. 
2.2. Liapunov Stability Theory for Autonomous Equations 
In this section we consider the equation 
-&J =f(xA t > 0, xg = p. 
Here, D is defined by (2.1) and f: C -+ R” is continuous and takes closed 
Founded sets into bounded sets. If V : C-+ R is continuous, we define the 
‘derivatives” for /J E C along the solutions of (2.3) as 
where x0(#) = #. 
DEFINITION 2.2. If x = 0 is an equilibrium point of (2.3), we say it is 
stable if, for every E > 0, there exists a S > 0 such that I/ p (1 < S implies 
// .r,(q)jl < E for all t > 0. If, in addition, there exists a b > 0 such that 
// ‘p 11 < b implies 11 xt(v)ll --f 0 as t ---f co, then x = 0 is said to asymptotically 
stable. 
DEFINITION 2.3.l A subset r of C is said to be invariant with respect to 
1 It should be noted that in an inadvertent omission [2] failed to require go(#) in r 
for all 0 in (- io, co). 
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solutions of (2.3) if, f or any # E r, there is a function g(#) : (- m, 00) + Rn 
which satisfies go(#) =: 4, and 
go($) in T, for all u in (- cc, co). 
We note gt(#) = x~($J) for t > 0 and represents a backwards extension of 
xt(f)) for t < 0. 
DEFINITION 2.4. We say 1’ : C + R is a Liapunov function on a set G 
in C if 1’ is continuous on G, the closure of G, and v < 0 on G. Let 
s = {I/ E G : I’(~) = O}, 
r = largest set in S which is invariant with respect to (2.3). 
THEOREM 2.1. [2] S pp u ose D is a stable difference operator and L,. is a 
Liapunoa function on G = G, = (9’ E C : V(v) < 1}. If there is a constant 
K = K(Z) such that v in G, implies 1 Dp, 1 < K, then any solution x~(T) of 
(2.3) with q~ in G, approaches r, as t -+ 00. 
3. ASYMPTOTIC STABILITY CRITERION: -4, B, C CONSTANT MATRICES 
In this section, we will consider (1.1) when A, B, C are constant 71 2: n 
matrices. First, however, we define a change of variables to make our results 
sharper in a special case. We do this as follows. 
Case 1. B has simple elementary divisors. In this case let A, -= tag k ivfi , 
k = I,..., q; denote the 2q eigenvalues which occur in complex conjugate 
pairs and A, = pli , k = 2q + I,..., n; denote the n - 2q real eigenvalues. 
Define T to be the real nonsingular matrix such that 
T-‘BT z 
I*1 "1 
-"1 111 
0 
rLQ "q 
- V, ra 
P24+1 
0 
rn 
(3.1) 
(For further discussion of this transformation see [4]). 
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Case 2. B arbitrary. In this case let T = I. 
Now let Ty = x. Equation (1.1) becomes 
where 
j(t) + /IIj(t - y) + &y(t) + C,y(t - y) = 0, (3.2) 
A, = T-‘AT, B, = T-IBT, Cl = T-VT. 
Consider the functional on C 
I;($) = MO) + A&(- r>l’ WO) I- -M- y)~ f j" 4'(e) Q@) de. (3.3) 
--I 
It follows by a simple computation that 
%?)M> = - tw) P,‘P + PB, - 81 VW) 
- #‘(- y) [G’PA, + A,‘PCl + Ql #(- y) 
- NV P,‘PA, + PC,1 4(- y) (3.4) 
- #‘(- y> [G’P + A,‘PB,I t@). 
We now must make some suitable restrictions on A, , B, , C, and choose P 
and Q so that the hypotheses of Theorem 2.1 are met. One way of doing this is 
given in the following theorem. 
THEOREM 3.1. Zf, for (1.1) A, B, C are constant n x n matrices and 
(i) spectral radius r(A) < 1, 
(ii) B, + B,’ & C,‘A, * -41’C, is positive dejkzite, 
(iii) 
M = 
[ 
B (4 + B,’ + C,‘A, + A,‘C,} 4’4 + C, 
,4,‘B, + Cl’ Q {B, + B,’ + C,‘A, + A,‘C,} 1 
is positive definite, 
then x = 0 is asymptotically stable. 
Proof. In (3.3), let P = Z, Q = B {B, + B,’ - C,‘A, - A,‘C,}. It then 
follows from (3.4) that v’(4) = - [4(O), #(- Y)]’ M[#(O), $(- Y)]. Since 
r(A) < 1, 01) = #(O) + A,#(- r) is a stable difference operator. Further- 
more, hypotheses (ii) and (iii) imply that 
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where p > 0. Noting that T’(4) ~2 a2 /I # iI2 for some a > 0, we see that for 
any b > 0, 114 /I < b implies 1 D# ( < c&. Thus, if we take I = or2b2 and 
K = cub in Theorem 2.1, we see that any solution y,(y) of (3.1) with jl y 11 < b 
approaches r as t -+ co. Clearly, r T= (0) and, since the change of variables 
x = Ty was nonsingular, the theorem is proven. 
Making use of the nature of the transformation T yields sharper results in 
Case 1. Let 
N = 
[ 
; {C,‘A, + A,‘C,f~ B,‘A, + c, 
A,‘B, + Cl’ 4 {C,‘A, + A,‘C,} 1 * 
The following corollary then immediately follows from Theorem 3.1 for 
Case 1. 
COROLLARY 3.1. Zj 
(i) r(A) < 1, 
(ii) B has simple elementary divisors and B, isgiven by (3. l), 
(iii) 2 diag(pr , pcL1 ,..., pCLa , p. , u29+l ,..., P.~) f (C,‘A, + A,‘C,) is positive 
definite, 
(4 dk(pl , p1 ,-, pqy cLq , pLza+l -CL~ T 
Pl I Pl I*-.) PLP I PP 7 P2a+1 7..., pn) + N is positive dejinite, 
then x = 0 is asymptotically stable. 
We now give a lemma which will simplify our results in a special case. 
LEMMA 3.1. Let J, K be symmetric n x n matrices. If / + K > 0, then 
s = [‘, “I] > 0. 
Proof. Since / h K > 0, it is obvious that / > 0, and we know, for 
11 K )( = 0, that the eigenvalues of S are in the right half plane. As 11 K/j beco- 
mes nonzero, the only way S will cease being positive is if an eigenvalue of S 
becomes equal to zero. In this case S becomes singular, and det S = 0. Since 
det S = det J. det(] - KJ-‘K) and J - KJ-IK = (J - K) J-l(/ + K), 
we see det S = det(J - K) . det(]-l) . det(] + K) > 0. Hence, S is positive 
definite. 
With the aid of this lemma we now state the following corollary. 
COROLLARY 3.2. Zf A, B, C are symmetric, A commutes with B and with C, 
I f A > 0, B -& C > 0, then x = 0 is asymptotically stable. 
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Proof. We shall show that the hypotheses of Theorem 3.1 are satisfied. 
Also, since the assumptions of this corollary are independent of the transforma- 
tion T, we assume T = I. First, we note that I * A > 0 implies T(A) < 1. 
Next, we note that 
and 
2B i CA zt AC = + {(Z T A)(B - C) + (B - C)(Z 7 A) 
+(zr:~)(B+C)+(B+C)(zfA)} 
B + i(Cl4 + =1C) &@-A+ C)= $c{(B 31 C)(Zi d)+(Z+ A)(B * C)}. 
Combining this with the fact that for X, Y positive definite symmetric, commu- 
tative matrices XY + YX > 0 and Lemma 3.1 yield 2B f CA f AC > 0 
and M > 0. Hence, the hypotheses of Theorem 3.1 are satisfied and the 
corollary is proven. 
Brayton and Willoughby [I] obtained Corollary 3.2 without the restrictive 
assumption that A and B commute. While we have been unable to obtain 
their result here, the generality of the Liapunov approach has enabled us to 
gain rather simple tests for asymptotic stability without any symmetry 
assumptions. 
4. LIAPUNOV STABILITY THEORY FOR NONAUTONOMOUS SYSTEMS 
In this section, we consider the equation 
(4-l) 
where D is defined by (2.1), f : [T, co) x C + Rn is continuous, and If(t, #)I 
is bounded2 uniformly in t for Z/ in closed bounded sets of C. If 
Y : [T, co) x C + R is continuous, we define the “derivative” u(t, #) along 
solutions of (4.1) as 
where 
2 The hypothesis onf(t, 4) is stronger than that given in [2]. The proof given in [2] 
appears to be false; it is true under this stronger hypothesis. 
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DEFINITION 4.1. We say that a solution N = 0 of (4.1) is uniformly stable 
if, for every E > 0, there exists a 6 = S(E) > 0 such that for all u E [T, co), 
7 > - ~TJ, any solution X(U, y) of (4.1) with initial value r+~ at (T, I/ v 11 S: 6 
satisfies I/ s,(a, VP)\! f E for t > a. It is uniformly asymptotically stable if it is 
uniformly stable and for some fixed 6 > 0, for any 77 > 0, there exists a 
T = T(T) such that I/ y /I -< S implies 11 x~(u, v)ll < 7 for t 3 (T + T. 
THEOREM 4.1. [2] Supp ose u(s), z(s), w(s) are continuous functions for s in 
[0, co), u(s), z)(s) are positme, nondecreasing for s > 0, u(0) = v(0) = 0, w(s) 
is nonnegatizle, nondecreasing, and T- : [T, CO) x C --f R is a continuous function 
satisfJ&g 
41 w I) G WY #) G 4 (CI I ), 
V(t, 4) < - ~(1 Dll, I). 
If D is a stable difference operator, then the solution x = 0 of (4.1) is uni- 
formly stable. If, in addition, w(s) > 0 for s > 0, then the solution x = 0, 
is uniformly asymptotically stable. 
5. ASYMPTOTIC STABILITY CRITERION: B, C TIME DEPENDENT 
In obtaining asymptotic stability criteria in the nonautonomous case, 
one usually exploits particular transient properties of the coefficient matrices. 
In this section, we first obtain a rather general stability theorem and then 
show how a specific criterion may be obained by making special assumptions 
on B and C. 
Cosider the equation 
qt) + At(t - r) + B(t) x(t) + C(t) x(t - r) = 0. (5.1) 
For the purpose of applying Theorem 4.1 we will assume 11 B(t)ll, // C(t)11 
uniformly bounded for t ,> 0. 
Now, consider the function on R+ x C 
I’-(4 #) == [W) + -Q- r)]’ P[/J(O) + A$(- r)l 
+ j-1, tW) QP + t + r) W de, 
(5.2) 
where P is a constant symmetric n x n matrix, Q is a symmetric n x n 
matrix continuous on [0, co). A straightforward computation shows that 
qt, XJ = - [x(t) + Ax(t - Y)]’ E(t) [x(t) + Ax(t - r)] 
- x’(t)F(t) x(t) - x’(t) G(t) x(t - Y) (5.3) 
- x’(t - Y) G’(t) x(t) - x’(t - Y) H(t) x(t - Y), 
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where 
B’(t) P + PW) - Q(t + y) = E(t) + F(t), 
C’(t) PA + A’PC(t) + Q(t) = A’E(t) A + H(t), 
B’(t) PA + PC(t) = E(t) A + G(t). 
(5.4) 
Applying Theorem 4.1 we may immediately state: 
THEOREM 5.1. If there exist matrices P > 0, Q(t) > 0, such that 
(i) E(t) has positive eigenvalues bounded away from zero, 
(iii) I/ B(t)11 , /I C(t)\1 are uniformly bounded for t 3 0, 
(iv) r(A) < 1, 
then x = 0 is un;formly asymptotically stable. 
Applying Theorem 5.1 to a particular example is not generally simple. 
One type of result which is possible is illustrated below. 
THEOREM 5.2. If, in (l.l), A is constant matrix and 
(i) spectral radius r(A) < 1, det A # 0, OY A = 0, 
(ii) B’(t) + B(t) + C’(t) A + A’C(t) has positive ezgenvalues uniformZy 
bounded away from zero for t 3 0, 
(iii) 
* {2B’(t) + 2B(t) - B’(t + Y) - B(t + Y) 
M(t) = 
i 
B’(t) A + C(t) 
+ C’(t + r) A + A’C(t + Y)} 
A’B(t) + C’(t) 4 {B’(t) + I?(t) + C’(t) A + A’C(t)} 1 
has positive eigenvalues un;formly bounded away from zero for t 3 0, 
(iv) /I B(t)11 ,/I C(t)\/ are uniformly boundedfor t > 0, then x = 0 is uniformly 
asymptotically stable. 
Proof. In (5.2), choose P = I, 2Q(t) = B’(t) + B(t) - C’(t) A - A’C(t), 
2E(t) = A’“[B’(t) + B(t) + C’(t) A + -4’C(t)] A”. Then from (5.4) it fol- 
lows that 
- A’n[B’(t) + B(t) A’“[B’(t) + B(t) 
M(t) + f 
+ C’(t) A + A’C(t)] A” + C’(t) A + A’C(t)] Ant1 
A’“+yB’(t) + B(t) - A’“+l[B’(t) + B(t) 
+ C’(t) A + XC(t)] A” + C’(t) A + A’C(t)] A’l+l 1 
= F(t) 
[ 
G(t) 
G’(t) I II(t) * (5.5) 
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By hypothesis (ii), we see that Q(t) 3 0. Also, by hypotheses (i) and (ii), 
it follows that E(t) has positive eigenvalues uniformly bounded away from 
zero if det ,4 f 0. Hypotheses (iii), (iv), and the fact that r(=l) < 1 imply 
from (5.5) that for a choice of n sufficiently large 
F(t) 
[ G’(t) 
G(t) > o 1 H(t) ’ for all t > 0. 
Thus, if det A # 0, the assumptions of Theorem 5.1 are satisfied. If A = 0, 
there is no need to construct the matrix E(t) and the hypotheses (i)-(iv) imply 
uniform asymptotic stability directly from Theorem 4.1. The proof is 
therefore complete. 
6. ASYMPTOTIC STABILITY CRITERION FOR THE DISCRETE ANALOG 
OF THE AUTONOMOUS EQUATION 
Brayton and Willoughby [l] investigated a discrete analog of the constant 
coefficient case of (1.1). The analog was obtained by making the replace- 
ments 
i(t) 4 
x(t + h) - x(t) 
11 
3 
&qt - r) ---, 
.r(t + 11 - r) - x(t - r) 
11 
3 
-y(t) - p(t + h) + (1 - p) x(t), 
x(t - r) + px(t + h - r) + (1 - CL) x(t - Y), 
where 0 < p < 1. Choosing h so that mh = r for some integer m and letting 
t = kh, we obtain from (1.1) the discrete difference equation 
(I+ cLhB) .~lc+l = (I - (1 - /L) hB) XI; 
(6.1) 
- (a + 4C) xk+l--m + (A - (1 - /L) hC) Xk-,,, . 
Generally, when computing solutions to (1.1) numerically by use of the 
scheme given by (6.1) one has no assurance that the numerical solution will 
be a good approximation to the solution of (1.1) for an arbitrary step size h. 
One would hope, however, that, for step sizes less than some a priori bound, 
the solutions of (1.1) and (6.1) will exhibit similar properties, One such 
property is asymptotic stability. In this section, we obtain asymptotic stability 
criteria for (6.1) when A, 23, C are constant matrices. The result would then 
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enable the numerical investigator to know that, under the conditions that 
matrices A, B, C, step size h, and parameter p satisfy the hypotheses of 
Theorems 3.1 and 6.1, then the solutions to (1.1) and (6.1) will both have the 
property of asymptotic stability. The main tool in the analysis is a slightly 
modified version of the Liapunov stability theory of Hurt [5] for difference 
equations which in turn is based on a theorem of LaSalle [6] for ordinary 
differential equations. 
Let ,P& = (k integers, K > k,}, where K,, is some integer. Also, for any 
integer p denote 
X P = R” x R” x ... y R” / , 
where R” is a real or complex n-dimensional vector space with norm 1 / . 
If 2 = (20 )..., Z-$+r )) a3 E R”, for - p + 1 < j < 0, is an element of X, , 
define 
A difference equation is a system of the form 
Jc!,z+1 =f(k Xk ,.*a, Xk-n), kE&,, 
xj=cj,ko-m<j<k,, 
(6.2) 
where each xj E R”, the cj are given initial values, and f : Tko x X,,, --f R”. 
Denoting c = (c~, ..., c,,-,), a function x(k; k, , c) E R” IS called a solution 
of the difference equation (6.2) if it satisfies the following conditions: 
(i) x(k; k, , c) is defined for k, - m < k < k, + k* for some integer 
k* >O, 
(ii) x(k; k, , c) = ck for some k, - m < k < k, (the initial values), 
(iii) x(k; k, , c) satisfies (6.2) for k, < k < k, + k* - I. For a solution 
x(k; k, , c) of (6.2) denote 
x(k; k, , c) = (x(k; k, , c), x(k - 1; k, , c) ,..., x(k - m, k, , c)) E X,,, . 
We then see that x(k,; k, , c) = c. 
It will be assumed here that a solution to (6.2) exists and is unique for all 
k 3 k, and the solution is continuous in the values c (for example, if f is 
continuous in its arguments). 
DEFINITION 6.1. Let G be any set in the vector space X,,, . G may be 
unbounded. Let L’(k, z) and W(x) be real-valued functions defined for all 
k 3 k, and all z = (z,, ,..., ,z-,) in G. If F’(k, z) and W(x) are continuous in z, 
V(k, 2) is bounded below, and 
AL'& z)(,.z) 2 V(k + l,f(k z), x,,,..., x,+1) - V, z) < - w(z) < 0 
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for all k > k, and z in G, then I* is called a Liupunovfunction for (6.2) on G. 
Let G be the closure of G, including co if G is unbounded, and define the set 
S by (6.3): 
S={zEG:?v(z)=Oj. (6.3) 
Finally, for a set & in X,,,+t and a vector z E S,n+l, denote the distance from 
z to .d by d(z, ~1): 
d(z, .&) = inf{ll z - a 11 : a E ,&>. 
The following result is a slight modification of a theorem of Hurt [SJ. 
THEOREM 6.1. If there esists a Liapunov function I,’ for (6.2) on G, then 
each solution of (6.2)f or which x(k; k, , c) remains in G.for all k >, k, approaches 
the set S* = S u (co) as k - KI. 
Proof. Let x(k; k, , c) be a solution of (6.2) which remains in G for all 
k > k, . Then V(k, x(k; k, , c)) . is a monotone nonincreasing function which 
is bounded from below. Hence, b’(k, x(k; k, , c)) must approach a limit as 
k - CXJ, and W(x(k; k, , c)) --f 0 as k --f 03. If 11 x(k; k, , c)ll --f KI as k + CD 
and G is unbounded, then x(k; k, , c) certainly approaches S*. If, alter- 
natively, /I x(k, k, , c)il remains bounded for k > k, , then x(k; k, , c) must 
again approach S*. For, if this was not the case, there would exist a subse- 
quence x(k,; k, , c) such that d(x(kj; k, , c), S) > E for some E > 0 and 
x(kj; k, , c) -+ b E G as kj --, co. It follows from the continuity of U’, how- 
ever, that this cannot occur, and the theorem is proven. 
The first step in applying Theorem 6.1 is proving boundedness of solutions. 
In order to do this with some generality, we make the following definitions. 
I~EFINITION 6.2. Let F, H : &, .* X, + R”, F(k, 0 ,..., 0) = 0. Then 
yl; = 0 is a solution to the difference equation 
yk+l = F(k, yt ,..., yk++J. (6.4) 
The zero solution of (6.4) is defined to be totally stable if given E > 0, there 
exists a S(E) such that for any equation 
yf+l = W, YI; ,..., or-pi-11 + f-f@> Y/; >...I yk-zl+d, 
J', = Cj P b--p+ 1 <j<kk,, 
(6.5) 
where ) H(k, yk ,..., JJ-~+~)~ 1 6, I! c I/ < 6, the solution satisfies 
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LEMMA 6.1. Zf we define 
k-u+1 
and assume that the matrix given by? 
has all its eigenvahes strictly inside the unit circle, then yL = 0 is a totally 
stable solution of (6.4). In particular, tf all the Ai = 0 except Ail., 
0 6-j* < p - 1, and r(Ai*) < 1, then yk = 0 is a totally stable solution of 
(6.4). 
The proof follows by writing (6.5) as a system of first-order equations and 
explicitly representing the solution. See, for example, Miller [7]. 
DEFINITION 6.3. If, in (6.2), f(k, 0,O ,..., 0) = 0, we say the solution 
X~ = 0 is stable if, for any E > 0 and any k, , there exists a 6(k, , E) such that if 
/I c 11 < 8, then 1) x(k; k, , c)lj < c for all k > k, . The zero solution is unzformly 
stable if the 6 is independent of k, . The zero solution is asymptotically stable 
if it is stable and there exists a b = b(k,) such that 11 c /I < 6 implies 
11 x(k; k, , c)lj -+ 0 as k -+ co. The zero solution is unzformly asymptotically 
stable if it is uniformly stable, b in the definition of asymptotic stability can be 
chosen independent of k, , and for every 7 > 0 there is a T(q) > 0 such that 
j/ c I/ < b implies (I x(k, k,; c)ll < 7 if k > k, + T(v). 
We may now state the following theorem. 
THEOREM 6.2. Assume (6.2) can be rewritten in the form 
.I-~+~ = F(k, xp I..., xk+r+J + g(k, XL ,..., q-m), 
F(k, 0 ,..., 0) = 0, F : J& x A’,,, -+ R”, 
(6.6) 
where the zero solution of (6.6) when g = 0 is totally stable. Also assume u(s), 
v(s), w(s) are continuous functions for s in [0, co), u(s), v(s) are positive non- 
decreasing for s > 0, u(O) = v(0) = 0, w s zs nonnegative nondecreasing, and ( ) . 
L’(k, z), z = (.q, ,..., z-~,), I’ : &., + X,,r+l + R is a continuous function z 
satisfying 
u(l z. - F(k - 1, z1 ,..., z-.,)1) < L-(k, z) d ~(1; z II), 
d r(k, z) e - w(I q, I). 
(6.7) 
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With the above assumptions the solution x,; = 0 of (6.2) is uniformly stable. 
If in addition w(s) > 0 for s > 0, the solution xI, = 0 is asymptotically stable. 
Proof. Let E > 0 be given. Since (6.6) with g --= 0 is totally stable, there 
exists 6,(e) so that if 11 c )! < S,(E) and 1 sg - F(k - 1, .Y~-~ ,...9 .L,,)l < 81(E), 
then the solution .~(cl; K,, , c) of (6.6) satisfies /i x(K; R, , c)l[ < E. Now 
choose 0 < 6 < &(E) so that v(6) 52 u(&(t)). Then, since r(k, x(/z; k, , c)) 
is nondecreasing, we have 
u(l XI: - F(k -. 1, .z&r 1..., .%,)I) < VI& x(k k, , c)) 
< l’(k, , c) < v(S) < U&(E)). 
Consequently, 1 xk - F(k - 1, .vkml ,..., .~~-,,,)l < 6,(e) and // x(K; k, , c)ll << E 
thus proving uniform stability of .Y~ = 0. 
Letting 6(e) be chosen as above, it is then seen that x(k; k, , c) remains in a 
bounded set G if 11 c (1 < S. If w(s) > 0 when s > 0, Theorem 6.1 implies 
x(/z; k, , c) approaches the set S = {z = (as ,..., a_,) E G; a,, = 01. There- 
fore, lim,,, ( x(k, k, , c)i = 0 implying lim,,, jj x(k; k, , c)ii = 0 and xk = 0 
is asymptotically stable. 
Now, let us return to our example (6.1). We again make the change 
variables TyB = Ye , where T is given in Cases 1 and 2 of Section 3. 
Let A, , B, , C, be as in (3.2) and write 
R == I + tLhB, , 
K-Z-(1 --)hB,, 
L = A, + PhC, , 
AZ = A, + (1 - CL) hC, . 
Then the equation (6.1) becomes 
In order to apply Theorem 6.2 we must construct a function r with certain 
specific properties. For this example, let us consider the function defined for 
z = (x0 ,..., x-~,~) in X,,, given by 
V(k, Z) = [Rz, + LX,] P[Rz” + Lz-V~] + h z Zj’QXj 5 
j=-ni 
where P, Q are symmetric n x n matrices. 
A simple computation shows that 
A V(k, z)(~.*) = z,‘[K’PK - R’PR + Qh] z,, 
+ z’,[M’PM - L’PL - Qh] z-,, 
+ z,‘[K’PM - R’PL] z-,, 
+ z’,,[M’PK - L’PR] z,,. 
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Let us now choose P = I, 2hQ = M’M - L’L - K’K + R’R. Then letting 
J=[ a (B, + &’ - (1 - 24 (&‘Cl + Cl’43 - (1 - 24 Cl + 4’4 - (1 - 2p) C,’ + A,‘& 3 {B, + B,’ - (1 - 2/J) (A,‘C, + Cr’A,)) I 
- * ((1 - 24 (Cl’Cl + %‘4)) 
+ h [(I - 2p + 2pZ) C,‘B, 
(I - 2P 4 W) &‘C* 
- 3 {(I - 24 (C,‘C, + B,‘B,)) I ’ 
(6.9) 
we see that 
d W; z)(m) = - [zo ,GJ Jh 9 cnl’. 
Having computed d V(K, z), we now see under what conditions the hypo- 
theses of Theorem 6.2 are met. First, we will need Q > 0; so we require 
B, + B,’ + (1 - 2~) [A,‘C’, + C,‘A, - h(B,‘B, - C,‘C,)] > 0. 
Identifying 
w - l,Yk ,..., ylc-m+l) = - R-lLy,c+n+l, 
g(k Yk ,-.a> yk-,) = R-‘Ky, + R-Wy,-, 
(6.10) 
in (6.8), it follows from (6.6) that we need the zero solution of the difference 
equation 
yk: + R-lLyk-,,l = 0 
to be totally stable. By Lemma 6.1, this will be the case if r(R-‘L) < I. 
Using a well-known result [8], it follows that 
r(R-1L)2 = min max x’L’R~~XR-lLx , 
H x#O 
H real symmetric. 
Setting H = R’R, we get 
X’L’LX 
r(R-1L)2 < max - . 
x#o x’R’Rx 
It then follows that 
Y(R-~L)~ < 1 if 
or 
x’R’Rx 
- -~ 
.dR’Rx 1 < 0. 
414 SLEMROD AND INFANTE 
Hence, if we have L’L ~- R’R < 0, then r(Rm’L) < I. Thus, we require 
1 - ‘4,‘Al + ph(B, + B,’ -~ C,‘A, - A,‘C,) + p”h”(B,‘B, - C,‘C,) > 0. 
(6.11) 
Finally, we require that - l/ph is not an eigenvalue of B so that R-l exists 
and that J > 0 so that AV(k, z) satisfies (6.7). It then follows that all the 
hypotheses of Theorem 6.2 have been met, and the following theorem may be 
stated. 
THEOREM 6.3. If 
(i) J > 0 (as dejSzed in (6.9)), 
(ii) B, + B,’ + (1 - 2~) [A,‘C, + C,‘B, - h(B,‘B, - C,‘C,)] > 0, 
(iii) I - A,‘.& + ph(B, + B,’ - C,‘A, - A,‘C,) + $h2(B,‘BI - C,‘C,) 
> 0, 
(iv) - I/ph is not an eigenvalue of B, 
then the solution X~ = 0 of (6.1) is asymptotically stable. 
Remark. It follows by the definition of T that if B has simple elementary 
divisors that B, is given by (3.1) and 
4 + 4 = 2 diagh , pcL1 ,-., PQ T k,, I-L~~+~ - CL.,~)- 
This equality may be inserted in the hypotheses of Theorem 6.3 to obtain a 
sharper asymptotic stability criterion in this special case. 
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