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Resumen 
 
Este artículo describe un sistema de control visual 
diseñado para el seguimiento de trayectorias 3D 
realizadas por un objeto en movimiento, haciendo 
especial énfasis en la necesidad de “estimar” el 
movimiento del objeto cuya trayectoria se desea 
seguir. Se analizan los distintos componentes de la 
implementación del sistema de control visual,  en el 
que se utiliza un sistema de cámara en  el extremo 
del robot para la realimentación visual. A partir de 
la formulación previa, se muestran los distintos 
resultados obtenidos en los que se observa la 
respuesta del robot ante determinadas trayectorias 
3D a seguir. 
 
Palabras Clave: Control visual, seguimiento, 
estimación de movimiento. 
 
 
 
1 INTRODUCCIÓN 
 
Control visual consiste básicamente en integrar, en 
tiempo real, las informaciones visuales en el bucle de 
control de un robot manipulador. Una aproximación 
muy utilizada, y empleada también en este artículo, 
consiste en dotar al robot de un sistema de visión 
compuesto por una cámara situada en el extremo del 
mismo de forma que le permita determinar la 
localización del extremo del robot y su entorno. De 
esta manera, se pretende controlar la posición y 
orientación del robot a partir de la información 2D 
procedente del sistema de visión. El control visual se 
trata de una disciplina relativamente joven en la que 
se han obtenido resultados preliminares realmente 
interesantes y que implica varias ramas de 
investigación como son el procesamiento de 
imágenes en tiempo real, el control de robots, 
cinemática, dinámica, etc. 
 
Desde que Weiss [13] en 1984 introdujo en su tesis 
doctoral el término “control visual” han sido 
numerosas las publicaciones encaminadas al 
seguimiento de objetos en movimiento [9][10]. En  
los últimos años han surgido numerosos estudios 
encaminados a resolver los distintos problemas que 
limitan la precisión de estos sistemas de control 
visual. Dentro de estos trabajos cabe citar los de 
Corke [5][6] encaminados al análisis de los efectos 
dinámicos durante una tarea de seguimiento. Corke 
muestra distintos errores producidos al ignorar la 
dinámica del robot en la ley de control y menciona la 
utilización de filtros de Kalman [3] como solución 
alternativa cuando se dispone de un conocimiento de 
la trayectoria seguida. Allen [1] describe un sistema 
de control visual para el agarre de objetos en 
movimiento en el que, con el fin de reducir errores en 
el seguimiento, se desarrolla un algoritmo de 
estimación del movimiento del objeto. Dentro de este 
último ámbito destacan trabajos encaminados a dotar 
de mayor flexibilidad a la estimación proporcionada 
por el filtro, introduciendo extensiones al clásico 
filtro de Kalman. Trabajos como los de Bar-Shalom 
[2] y Germain [7] permiten realizar estimaciones 
correctas ante movimientos bruscos o rupturas del 
modelo de movimiento previamente establecido. 
 
Las técnicas de control visual basadas en imagen 
consisten en especificar el problema de control en 
términos de regulación en imagen y no precisan de la 
reconstrucción tridimensional de la escena en cada 
iteración del bucle de control. De esta manera se 
selecciona un conjunto de características s en la 
imagen que habrán de alcanzar una determinada 
configuración s* para la finalización correcta de la 
tarea [8]. 
 
En este artículo se muestra los distintos componentes 
de una implementación de un sistema de control 
visual basado en imagen para la realización del 
seguimiento de un objeto en movimiento. El sistema 
de visión artificial está compuesto por una cámara en 
el extremo de un robot que es el encargado de seguir 
al objeto. El resto del artículo se organiza de la 
siguiente manera: en el apartado 2 se muestra la 
arquitectura del sistema de seguimiento utilizado, en 
el siguiente apartado se describe la formulación del 
sistema de control visual, en los siguientes apartados 
se muestran los resultados y conclusiones que se 
pueden extraer de las pruebas realizadas. 
 
2 ARQUITECTURA 
 
En cuanto a la arquitectura utilizada cabe destacar 
que en la actualidad hay un gran número de 
arquitecturas de control visual utilizadas atendiendo a 
la ubicación del sistema de visión (cámara fija o 
móvil), utilización de más de una cámara para la 
reconstrucción más fiable del entorno, etc. 
 
En la Figura 1 se muestran los distintos componentes 
que intervienen en el sistema de seguimiento: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 1. Arquitectura del sistema. 
 
• Robot. El robot utilizado es el modelo PA-
10 de Mitsubishi. Se trata de un robot 
antropomórfico de 7 grados de libertad que 
será el encargado de realizar el seguimiento 
manteniendo una distancia fija entre su 
extremo y el objeto móvil. 
• Sistema de adquisición de imágenes. La 
adquisición de imágenes se realiza haciendo 
uso de una minicámara JAI CV-M536 
ubicada en el extremo del robot. Se ha 
utilizado una tarjeta MATROX GENESIS 
para la adquisición y procesamiento de las 
imágenes. 
• Objeto seguido. El objeto seguido se trata de 
un patrón cuadrado con cuatro marcas que 
serán las que se reconocerán durante el 
seguimiento. En la Figura 2 se muestra una 
vista superior del sistema propuesto en el 
que se observa el patrón que se empleará 
para realizar el seguimiento. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 2. Vista superior en la que se observa el 
patrón utilizado para el seguimiento. 
 
3 FORMULACIÓN Y CONTROL 
 
En un esquema de control visual, una de las etapas 
esenciales consiste en definir una función de error e 
que refleje la diferencia entre las características de la 
escena observada y aquellas que se corresponden con 
la consecución de forma adecuada de la tarea a 
realizar. De manera que, cuando la función de error 
se anule, se pueda asegurar que la tarea ha finalizado 
correctamente. 
 
Cuando se utiliza un modelo de cámara pinhole un 
punto 3D en coordenadas de la cámara (xC, yC, zC), se 
proyecta en un punto 2D en el sistema de 
coordenadas del sensor (xS, yS), tomando el siguiente 
valor: 
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donde f es la distancia focal de la cámara utilizada. 
 
Utilizando este modelo de proyección: 
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Considerando una cámara en movimiento y un objeto 
fijo, la ecuación fundamental de la cinemática toma 
el siguiente valor: 
 
CCC pVpT ⋅Ω−−== &  
 
donde V y Ω son la velocidad lineal y angular 
respectivamente a la que se encuentra sometida la 
cámara. 
 
 (1) 
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 (3) 
A partir de las relaciones anteriores es posible 
obtener la conocida como matriz de interacción: 
 
 
 
 
 
 
 
 
Realizando la suposición de que el objeto seguido se 
encuentra fijo, y que el sistema de visión artificial 
extrae unas características s de la imagen, se puede 
afirmar que este conjunto dependerá únicamente de 
la posición de la cámara respecto al objeto seguido. 
Bajo estas suposiciones, se puede extraer la siguiente 
relación lineal: 
 
CTLs ⋅=&  
 
donde L es la matriz de interacción. 
 
La función de error se trata de la diferencia entre las 
coordenadas extraídas de la imagen s y las deseadas 
s* que serán aquellas que se observarán cuando la 
tarea se realice correctamente. En la Figura 3 se 
observan las características deseadas, s*, y las que se 
van observando durante una tarea de seguimiento en 
el sistema propuesto. Se observa como las acciones 
de control sobre el robot hace que las características 
observadas vayan acercándose progresivamente a las 
deseadas. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 3. Evolución de las características de la 
imagen desde la posición original a la deseada. 
 
Suponiendo una ley de control proporcional para la 
disminución del error de forma progresiva: 
 
eLKT C ⋅⋅−= +  
 
donde L+ es la psedoinversa de la matriz de 
interacción. 
 
En la tarea de seguimiento implementada el objeto se 
encuentra en movimiento con lo que la relación (5) 
tendrá el siguiente valor: 
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donde el ultimo término de la expresión anterior 
expresa una estimación de la variación en la imagen 
debido al movimiento del objeto seguido. Bajo estas 
condiciones la acción de control toma el siguiente 
valor: 
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4     PREDICCIÓN DEL MOVIMIENTO 
 
De la ecuación (8) se observa que es necesario 
estimar correctamente la contribución de los posibles 
movimientos del objeto seguido para eliminar errores 
durante el seguimiento. La estimación de la 
velocidad del objeto seguido puede ser obtenida a 
partir de medidas de la velocidad de la cámara y de la 
función de error. De esta manera, a partir de (7): 
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De la expresión anterior se pueden deducir 
fácilmente dos tipos de errores que pueden 
presentarse. Por un lado, el estimador será sensible a 
errores en el tratamiento de la imagen y, por lo tanto, 
a errores en la extracción de las características. Este 
hecho, unido a posibles errores debidos a 
inexactitudes en la medida de los movimientos de la 
cámara, ckT 1− , hacen que este estimador no sea 
robusto en la práctica. Para evitar estos problemas en 
la implementación que se muestra en este artículo se 
ha utilizado un estimador basado en el filtro de 
Kalman cuyos detalles pueden encontrarse en 
nuestros trabajos anteriores [12]. 
 
5 ESTIMACIÓN DE LA 
PROFUNDIDAD 
 
Como se observa en la ecuación (4), la matriz de 
interacción es función de z, es decir, de la distancia 
de la cámara a la característica del objeto observada. 
El control visual se realiza  mediante la extracción de 
3 características del objeto, con lo que la matriz de 
interacción será de tamaño 6x6 y, por lo tanto, será 
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necesario extraer información relativa a la 
profundidad de estas tres características.  
 
En sistemas, como el que aquí se presenta, en los que 
se utiliza una única cámara, la estimación de esta 
profundidad es compleja y, a menudo, se evita 
considerando los valores de z de la ecuación (4) 
como la distancia deseada de la cámara al objeto, z* 
[4]. Sin embargo, estas aproximaciones sólo aseguran 
la disminución exponencial de la función de error en 
un entorno cercano a la posición deseada, con lo que 
la opción adoptada en este artículo ha sido la de 
determinar la profundidad en cada iteración del bucle 
de control. 
 
Más concretamente, el método seleccionado consiste 
en, conocido el modelo geométrico del objeto 
seguido, realizar una calibración previa, 
determinando correspondencias entre distancias 
cámara-objeto y área encerrada por las 4 marcas 
presentes en el objeto seguido medida en píxeles. 
Seguidamente se obtiene una interpolación lineal 
(Figura 4) que pasa por los puntos anteriores.  
 
La función representada en la Figura 4 será la 
utilizada para determinar en cada iteración del bucle 
de control la distancia de la cámara al objeto en 
función del área encerrada entre las marcas del 
patrón. De esta manera, los valores zi de la matriz de 
interacción serán los correspondientes a esta 
distancia. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 4: Interpolación lineal para la obtención de la 
distancia cámara-objeto 
 
 
6 RESULTADOS 
 
En este apartado se van a describir los resultados 
obtenidos, reflejando como influyen los distintos 
parámetros en la realización de un correcto 
seguimiento. 
 
La calibración previa de la cámara permite 
determinar que la focal empleada en la matriz de 
interacción será de  7,44 mm. Seguidamente se 
realiza un estudio experimental del valor de la 
ganancia del sistema frente a resultados obtenidos en 
el seguimiento. 
 
En las gráficas de las Figuras 5, 6 y 7 se muestra la 
evolución con el número de iteraciones del error, 
expresado en píxeles de la imagen, de cada una de las 
características, utilizando distintos valores de 
ganancia. Se ha determinado un retardo medio por 
iteración de 50 mseg. 
 
 
 
 
 
 
 
 
 
Figura 5: Evolución del módulo del error de las 
características, empleando una ganancia de –0,3. 
 
 
 
 
 
 
 
 
 
Figura 6: Evolución del módulo del error de las 
características, empleando una ganancia de –0,1. 
 
Como se observa en las gráficas de las figuras 5 y 6, 
la utilización de una ganancia menor implica una 
mayor velocidad de convergencia, no obteniendo una 
oscilación significativa si se compara con la 
utilización de una ganancia de –0,1.  
 
En la figura 7 se muestra la evolución del error 
cuando la ganancia utilizada es de –0,8: 
 
 
 
 
 
 
 
 
 
Figura 7: Evolución del módulo del error de las 
características, empleando una ganancia de –0,8. 
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En la figura 7 se muestra como al disminuir el valor 
de la ganancia, la velocidad de convergencia es 
mayor que en los casos anteriores, sin embargo, en 
este caso las oscilación es mayor según aumenta el 
número de iteraciones y, por lo tanto, se acerca a la 
posición deseada. Como se mostrará a continuación, 
con el uso de esta ganancia el sistema puede no 
converger. 
 
A continuación, se va a observar la evolución de las 
acciones de control ejercidas sobre el robot para la 
disminución progresiva de la función de error. 
 
Utilizando una ganancia de –0,3, la evolución de la 
velocidad angular aplicada al robot frente al número 
de iteraciones es la que se muestra en la siguiente 
gráfica: 
 
 
 
Figura 8: Evolución de la velocidad angular aplicada 
al robot, empleando una ganancia de –0,3. 
 
En cuanto a la velocidad lineal, se obtiene la 
siguiente evolución: 
 
 
 
 
 
 
 
 
 
 
Figura 9: Evolución de la velocidad lineal aplicada al 
robot, empleando una ganancia de –0,3. 
 
En la gráfica presentada en la figura 8 se observa 
como claramente la trayectoria seguida incluye una 
rotación que es rápidamente compensada. La gráfica 
de la figura 9 muestra como las velocidades lineales 
van progresivamente disminuyendo según se anula la 
función de error. 
 
A continuación se analizará la evolución de las 
acciones de control que se genera con la utilización 
de una ganancia menor, en este caso de –0,8. La 
evolución de las tres componentes de la velocidad 
angular aplicada al robot frente al número de 
iteraciones es la que se muestra en la siguiente 
gráfica: 
 
 
 
 
 
 
 
 
 
Figura 10: Evolución de la velocidad angular 
aplicada al robot, empleando una ganancia de –0,8. 
 
En la figura 10 se muestra como la velocidad angular 
de x e y son prácticamente nulas, pero no ocurre así 
con z. En el principio del movimiento se produce una 
rotación de z cuyo valor está limitado a 0.2, que es el 
valor máximo para la velocidad introducida. Pero a 
partir de ahí las rotaciones respecto a z son muy 
pequeñas ya que se desplaza horizontalmente hacia la 
posición deseada. Sin embargo, como quizás cabría 
esperar no son cero, ya que en el desplazamiento 
horizontal se producen oscilaciones para realizar 
correcciones de la orientación. 
 
La evolución de la velocidad lineal empleando esta 
misma ganancia es la que se muestra en la figura 11. 
En esta figura se muestra como las oscilaciones son 
mayores, siendo estas más notables según aumenta el 
número de iteraciones, y, por lo tanto, se acercan las 
características observadas s a las deseadas s*. 
 
 
 
 
 
 
 
 
Figura 11: Evolución de la velocidad lineal aplicada 
al robot, empleando una ganancia de –0,8. 
 
A pesar que al aplicar una ganancia menor el sistema, 
éste responde más rápidamente ante cambios del 
entorno, como se observa en la figura 10, se obtiene 
una respuesta más oscilatoria. Este efecto se muestra 
con mayor claridad en la figura 11, en la que se 
observa como según se disminuye el error, la 
respuesta se hace progresivamente más oscilatoria 
pudiendo no converger el sistema. 
 
7 CONCLUSIONES 
 
A partir de experiencias anteriores [11][12] en 
control visual para seguimiento de objetos en dos 
dimensiones, se ha propuesto un sistema destinado al 
seguimiento de trayectorias 3D utilizando un robot 
antropomórfico dotado de una cámara en su extremo. 
Se ha prestado un especial interés en la estimación 
del movimiento del objeto seguido que permitirá, en 
última instancia, la realización de un buen 
seguimiento. 
 
Se ha abordado la realización de un sistema de 
control visual basado en imagen para el 
posicionamiento del extremo del robot respecto a un 
objeto en movimiento, y más particularmente, en la 
estimación de su movimiento que permita obtener un 
ejecución más satisfactoria de la tarea. Se ha 
mostrado que la calidad del seguimiento se mejora 
con la realización de una estimación robusta del 
movimiento del objeto seguido; sin embargo, los 
resultados obtenidos revelan la necesidad de 
determinar la posición y orientación de las 
características de la imagen utilizando sistemas de 
visión artificial robustos y con una alta velocidad de 
procesamiento. 
 
Actualmente se está trabajando en la utilización de 
un sistema de control visual de características 
similares a las mostradas en este artículo para la 
realización precisa del agarre de objetos, integrando 
control de fuerza de forma adicional a la información 
visual. 
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