A comparison exercise on thermal-optical elemental carbon/organic carbon (ECOC) analysers was carried out among 17 European laboratories. Contrary to previous comparison exercises, the 17 participants made use of an identical instrument set-up, after correcting for temperature offsets with the application of a recently developed temperature calibration kit (Sunset Laboratory Inc, OR, US). Temperature offsets reported by participants ranged from −93 to +100 • C per temperature step. Five filter samples and two su-crose solutions were analysed with both the EUSAAR2 and NIOSH870 thermal protocols.
Introduction
Carbon in suspended atmospheric particulate matter usually falls into one of three wide categories, elemental carbon (EC), organic carbon (OC), and carbonate carbon (CC), the major fraction of inorganic carbon. Recently, more attention has been drawn to EC, due to its linkage to adverse health (Highwood and Kinnersley, 2006; Adar and Kaufman, 2007; Janssen et al., 2011 Janssen et al., , 2012 and climate effects (Jacobson, 2001; IPCC, 2007; Ramanathan and Carmichael, 2008) . Several studies suggest that EC is a valid indicator for traffic emissions and include its analysis during monitoring campaigns (Lena et al., 2002; Schauer, 2003; Qadir et al., 2013; Panteliadis et al., 2014) . A number of EC measurement techniques exist Hitzenberger et al., 2006) with the thermal-optical transmittance (TOT) or reflectance (TOR) methods being broadly used in Europe and the USA. Several thermal protocols, which apply to TOT or TOR analysers, have been developed with NIOSH5040 (Birch and Cary, 1996) , IMPROVE A (Chow et al., 2007) and EUSAAR2 (Cavalli et al., 2010) being the most commonly applied.
Even though quality assurance and quality control (QA/QC) procedures are of importance for any air quality measurements, no standard has yet been established in Europe for ECOC analysis (Chow et al., 2011) . Following the EU Directive 2008/50/EC on ambient air and cleaner air for Europe, a technical report has been published (CEN TR 16243, 2011) and further work is currently being carried out towards method standardization within CEN-TC 264 (European Committee for Standardization) Working Group 35. Alongside the implementation of the technical report recommendations in the standard operation procedures of laboratories, comparison exercises are an important additional step towards QA/QC optimization.
The department of Air Quality of Public Health Service Amsterdam has been organizing laboratory comparison exercises for the past few years on thermal-optical ECOC analysers (Panteliadis, 2009a (Panteliadis, , 2011 . To our knowledge, previous laboratory comparisons performed in Europe up to 2013 considered results derived from different protocols applied by each participant, usually NIOSH-like (CEN TR 16243, 2011) or EUSAAR2, on filter samples, limiting comparability of the performance of each laboratory. Numerous studies have demonstrated that ECOC analysis of ambient samples is sensitive to the temperature protocol selected (Sciare et al., 2003; Schauer et al., 2003; Chow et al., 2004; Cavalli et al., 2010; Zhi et al., 2011; Piazzalunga et al., 2011; Cheng et al., 2011 Cheng et al., , 2012 . As a result, the temperature protocol selection may affect the conclusions obtained from comparisons between thermal-optical and optical (black carbon) analysis (Schmid et al., 2001; Schauer et al., 2003; ten Brink et al., 2004) . Differences also occur with regard to the optical method used for the charring carbon correction, transmittance or reflectance, with the latter usually resulting in greater EC concentrations (Chow et al., 2004; Panteliadis, 2009b; Maenhaut et al., 2011) .
The scope of this 2012 comparison exercise was to evaluate results based on an identical set-up for all participants using a lab ECOC analyser (Sunset Laboratory Inc., Tigard, OR, US) . Generally in such exercises the same thermal protocol would be applied by all participants. However, the debate over the NIOSH-like and the EUSAAR2 thermal protocols is still ongoing in Europe, and the selection of a single temperature protocol would have been controversial and limiting. Comparison exercises performed so far have let the participants decide on the protocol applied (Panteliadis, 2009a (Panteliadis, , 2011 Emblico et al., 2012; Cavalli et al., 2012) . As an alternative, we decided to stipulate the use of both NIOSH870, one of the latest versions of NIOSH-like protocols, and EU-SAAR2 by each participant, providing additional information that could point out possible differences between the two protocols.
Each thermal protocol involves several temperature steps, and instrument-specific deviations from the desired temperature may alter the sample treatment and affect the analysis result . These deviations may originate from differences in type, age or installation of the heating coils used in each instrument. Since the introduction of a temperature calibration kit by the analyser's manufacturer (Sunset Laboratory Inc, OR, US) in early 2012, it has become possible to minimize such deviations. All participants using the lab ECOC analyser performed the calibration procedure and compensated for the temperature offsets before the comparison exercise analysis.
A common practice for total carbon (TC) calibrations and routine checks is the analysis of standard sucrose solutions. Such sucrose solutions were included in the current exercise in order to provide an insight into the degree of repeatability of these procedures, as well as to evaluate the practicability of adding a known volume of sucrose on the filter to be analysed. Unfortunately, the standard sucrose solutions can only provide information on calibration with pure OC. A suitable reference material consisting of pure EC is still lacking (Baumgardner et al., 2012) . Finally, on top of the standard statistical analysis usually performed in such comparison exercises, a more in-depth evaluation of instrument specific parameters and characteristics, including the laser and the flame ionization detector (FID) signal as well as the peak distribution and calibration peak area, was carried out.
Methods

Sample preparation and distribution
A total of five 24 h PM loaded samples were collected for the exercise. Filters were selected with the intention of covering a common range of characteristics that occur in samples used for ECOC analysis. It is known, however, that the limited number of filters selected cannot be fully representative of the wide variety of ambient samples, which can be influenced by a number of parameters such as particle composition, pollution sources, seasonal and spatial variation.
The urban background sample from Amsterdam, The Netherlands, was collected with a PM 10 high volume sampler (HVS) (ESM Andersen Instruments GmbH, Germany) on a Whatman QMA rectangular filter, 20.3 × 25.4 cm. The same filter type was used for the urban background sample from Athens, Greece, collected with a PM 3 GS2312 BL HVS (Tisch Environmental, Ohio, US). Two PM 2.5 suburban samples were collected in Duebendorf, Switzerland, with the use of a DHA80 sampler (Digitel Elektronik AG, Switzerland) on 150 mm diameter Pallflex Tissuquartz filters, on two consecutive dates. The same type of sampler and filter was used for the urban sample collected in Berne, Switzerland. The amount of transmitted laser light compared to the blank value, per filter, was reported by the organizing laboratory. An overview of the filters characteristics and sampling details is presented in Table 1 .
Upon receipt at GGD Amsterdam, all filters were stored at a temperature below 5 • C till the distribution date. Four rectangular punches of 1 × 1.5 cm 2 per participant were cut out from different sections and increasing distance from the centre of each filter to avoid any sampling bias. For the same reason no punches were cut from the sampled area close to the edges of the filters. The punches were then stored in separate, closed, Petri-slide dishes, which were sent to each par-ticipant together with 30 mL vials of two standard sucrose solutions, S1 and S2, with nominal OC concentrations of 10.0 and 33.6 µg 10 µL −1 , respectively. For the two participants using a field instrument four circular punches of 2 cm 2 were prepared instead.
The homogeneity of PM loaded HVS filters, for the exact same samplers and filter media, had already been tested by GGD Amsterdam, and resulted in relative standard deviations of 11 % for EC, 6 % for OC and 5 % for TC, for 150 mm Pallflex Tissuquartz HVS filters, and 10 % for EC, 9 % for OC and 6 % for TC for Whatman QMA HVS filters ( Table S1 in the Supplement). These values, however, represent only an indication of the expected within sample standard deviation for filter samples used in the current comparison exercise.
ECOC analysis
The EC, OC and TC concentrations in the PM samples and sucrose solutions were determined by all participants with the use either of a lab ECOC aerosol analyser (15 participants), or a semi-continuous ECOC field analyser (2 participants), all manufactured by Sunset Laboratory Inc. (Tigard, OR, US).
During the analysis, OC desorbs from the quartz fibre filter through progressive heating under a pure He stream, while a fraction of OC chars and forms pyrolysed organic carbon (POC). The sample is then heated in temperature steps under a mixture of 98 % He -2 % O 2 (HeOx phase) and the POC and EC are desorbed. In order to correct for the pyrolysis effect, the analyser utilizes a 658 nm laser beam, reflected and/or transmitted through the filter media. The split point, which separates OC from EC and compensates for POC, is determined when the laser signal returns to its initial value. OC, EC and POC are catalytically converted, initially to CO 2 and then to CH 4 , which is quantified with the use of an FID. The time necessary for the gaseous compounds desorbed to reach the FID unit from the filter media is defined as transit time and is an instrument-specific parameter. A fixed volume of calibration gas (5 % CH 4 in helium) is injected in the instrument at the end of each analysis and the responding FID signal forms the calibration peak. The area of the calibration peak together with a calibration constant are used for the calculation of the sample concentration. The calibration constant depends on the calibration gas fixed volume analysed per run, which is set by the manufacturer, and is instrumentspecific.
The operating parameters of the analyser vary with the thermal protocol used during analysis. The two protocols mainly used in Europe, NIOSH870 and EUSAAR2, were applied by all participants for the analysis of the sample punches provided. Before analysis, most participants calibrated their instruments for temperature offsets at each step, with the use of a calibration kit. The temperature calibration procedure has to be applied for each thermal protocol separately, since they vary in the number of steps, tempera- Table 2 . Two participants performed the temperature calibration only for the EUSAAR2 protocol while one did not apply it at all. Two participants used the temperature offsets as found for the GGD instrument. The temperature calibration procedure was not applicable for the field analysers. A wide range of temperature offsets was observed between participants (−93 to +100 • C), and also between different temperature steps for the same analyser (up to 86 • C). An overview of the thermal protocols, optical method and temperature offsets applied by each participant can be found in Table 3 . The heating profile of each analyser after the temperature offset correction was also recorded for both protocols (Figs. S1-S2 in the Supplement).
Two of the four punches received by each participant were analysed with NIOSH870 and two with EUSAAR2, whereas triplicate analyses with both protocols were applied for the two sucrose solutions. Table 3 . Thermal protocols used for replicate analysis, optical method applied and temperature offset range per laboratory.
Laboratory Protocols -replicates
Optical method T offset range (
NIOSH870 -EUSAAR2 f TOT Not applicable g a NIOSH930 applies an additional heating step at the end of the HeOx phase at 930 • C for 120 s; b 890 • C applied at the last heating step instead of 870 • ; c limited number of filters analysed in EUSAAR2; d applied only for EUSAAR2 protocol; e no calibration performed, GGD offsets applied instead; f limited sample set analysed; g field analyser.
Statistical analysis
Laboratory performance
The robust means for the filter samples, derived from the means of replicate measurements, were calculated following ISO 13528 (2005, Annex C). Due to the lack of a certified reference material, the robust mean for each sample was taken as the consensus reference value. The z scores were calculated for TC and EC, and for EUSAAR2 and NIOSH870, in order to evaluate the capacity of each laboratory to comply with the selected fit-for-purpose standard deviation, using the equation:
where x is the result of the participant (average of duplicate analyses), X is the robust mean, σ is the fit-for-purpose standard deviation.
Due to the lack of certified reference methods for ECOC measurements, the fit-for-purpose standard deviations were arbitrarily selected, based on experience and the desired level for compliance purposes: 8.3 % for TC and 25 % for EC. The 8.3 % for TC roughly corresponds to a range of ±25 % into which all results should fall. z scores between the warning levels, −2 and +2, were considered as indications of satisfactory performance, while z scores between the warning and the action levels, −3 and +3, were considered questionable. All z scores outside the action levels range were considered as indications of unsatisfactory performance.
Method performance
The laboratory performance was initially evaluated graphically, by sucrose solutions plots and Mandel's h and k statistics for TC and EC results pooled for both EU-SAAR2 and NIOSH870. The Mandel's h statistic indicated the between-laboratory consistency while Mandel's k indicated the within-laboratory consistency. Laboratory results reported above the critical value at 1 % significance level were identified as possible outliers, and between the critical values of 1 and 5 % significance level as stragglers (ISO 5725-2, 1994) . Grubbs' and Cochran's statistical outlier tests were also applied and outliers were removed from the data set for the calculations of the corrected robust means, repeatability and reproducibility relative standard deviations (ISO 5725-2, 1994).
Results
Data evaluation
All results, as reported by the participating laboratories, namely TC, EC, OC and EC/TC for both TOT and TOR are given in the Supplement, Tables S2-S8. The reported TC concentrations ranged on average from 10.1 to 79.0 µg cm −2 , while EC ranged from 0.9 to 11.5 µg cm −2 (TOT) and 1.8 to 17.5 µg cm −2 (TOR), depending on the thermal protocol used. Triplicate sucrose solution analysis (S1 and S2) per protocol and participant. S1 and S2 concentrations of 10.0 and 33.6 µg 10 µL −1 , respectively.
Laboratory performance
An initial overview of deviation in performance can be gained from Fig. 1 , which presents graphically the reported results of all participants for the two sucrose solutions.
The z scores for the EC and TC results of the filter samples, calculated separately for EUSAAR2 and NIOSH870, are shown in Figs. S3-S6 in the Supplement. For TC, seven outliers and three stragglers were identified for EUSAAR2, and 12 outliers for NIOSH870, all of which were reported by three participants. For EC, one outlier and four stragglers were identified for EUSAAR2 while two outliers and four stragglers were identified for NIOSH870. All outliers and stragglers were reported by three participants, two of whom were the same as those with high TC z scores. Figure S7 , in the Supplement, presents the Mandel's k statistic for the sucrose solutions, with the EUSAAR2 and NIOSH870 TC pooled results. Five outliers were identified, two for laboratory 10, two for 12, and one for 16. The outliers of laboratories 10 and 12 were confirmed by Cochran's test while the one of laboratory 16 was identified as a straggler. The Mandel's h statistic values for the sucrose solutions can be found in Fig. S8 in the Supplement. Two outliers were found for laboratory 11, confirmed also by Grubbs' test. Figure S9 , in the Supplement, presents the Mandel's k statistic values for the loaded filters, for EUSAAR2 and NIOSH870 pooled TC results. Seven outliers were identified, three for laboratory 12, two for 16, and one for each of 10 and 11. Two stragglers were also identified, one for laboratory 13, and one for 16. Two out of the three outliers of laboratory 12, both for 16 and the one for 10 were confirmed by Cochran's test while the one for laboratory 11 was identified as a straggler.
Method performance
The Mandel's h statistic values for the loaded filters, EU-SAAR2 and NIOSH870 pooled TC results, can be found in Fig. S10 in the Supplement. Five outliers were identified, all for laboratory 11, four of which were indicated as stragglers by Grubbs' test. Four stragglers were observed, all for laboratory 10, one of which was confirmed by Grubbs' test.
Similarly to Fig. S9, Fig. S11 presents the Mandel's k statistic values for pooled EC (TOT) results of the loaded filters. Three outliers and two stragglers were identified; one outlier for each of laboratories 3, 4 and 16, and one straggler for 15 and 16. The three outliers were also confirmed by Grubbs' test. Figure S12 , in the Supplement, presents the Mandel's h statistic values for the filters pooled EC (TOT) results. Four outliers and three stragglers were identified in total. Laboratories 10 and 11 reported two outliers and one straggler each while one straggler was reported by laboratory 3 and one by 8. The Grubbs' test confirmed all outliers and stragglers for laboratories 10 and 11 but not the stragglers for 3 and 8.
The normalized mean values and the repeatability and reproducibility relative standard deviations for the filter samples were calculated initially for the full data set and then after discarding the verified outliers. Table S9 in the Supplement shows the values separated by protocol for TC, while Table S10, also in the Supplement, shows the same for EC. For the corrected results, the repeatability relative standard deviation for TC was 11 % for EUSAAR2 and 9 % for NIOSH870. The reproducibility standard deviation was 15 % for EUSAAR2 and 12 % for NIOSH870. For EC, the repeatability standard deviation was 15 % for EUSAAR2 and 20 % for NIOSH870. The reproducibility standard deviation was 20 % for EUSAAR2 and 26 % for NIOSH870. All standard deviations were higher for EC than TC. All standard deviation values were higher for EUSAAR2 for TC, while the opposite held for EC.
The TC robust means, repeatability and reproducibility standard deviations per filter were calculated for pooled EU-SAAR2 and NIOSH870 results (Table S11 in the Supplement). TC robust means ranged from 9.7 to 77.0 µg cm −2 . Repeatability ranged from 9 to 12 % and reproducibility from 11 to 15 % per filter.
No significant differences were observed between EUSAAR2 and NIOSH870 for TC, where TC NIOSH870 = 0.97 × TC EUSAAR2 (R 2 = 0.96) for loaded PM filters and TC NIOSH870 = 1.00 × TC EUSAAR2 (R 2 = 0.98) for sucrose solution raw data (Fig. S13 in the Supplement). When the raw data for EC for the loaded filters were compared, EUSAAR2 was found to report higher values, EC NIOSH870 = 0.73 × EC EUSAAR2 (R 2 = 0.72) for TOT. For TOR, EUSAAR2 and NIOSH870 were closer, EC NIOSH870 = 0.85 × EC EUSAAR2 (R 2 = 0.69) ( Fig. S14 in the Supplement). For both protocols the use of TOR resulted in notably higher EC concentrations than TOT, 64 % higher (R 2 = 0.52) for EUSAAR2 and 113 % higher (R 2 = 0.44) for NIOSH870 (N = 89). All zero NIOSH870 EC concentrations shown in the graphs were reported by a single participant due to laser failure. Note that not all participants reported data for both TOT and TOR, as a result of instrument configuration.
When the robust means were used for the same plots TC NIOSH870 = 0.98 × TC EUSAAR2 (R 2 = 1.00) for loaded PM filters and EC NIOSH870 = 0.80 × EC EUSAAR2 (R 2 = 0.96) for TOT and EC NIOSH870 = 1.15 × EC EUSAAR2 (R 2 = 0.95) for TOR were found (Fig. S15 in the Supplement). Table 4 shows the ranges of split points reported by the participants for each filter sample, protocol and optical method used. In all cases the split points in EUSAAR2 occur later than in NIOSH870, due to the extended overall duration of EUSAAR2. The split point defined by TOR appears to occur earlier than that defined by TOT. In most cases the overall split point range among participants for the same filter is ∼ 100 s, except for sample A, where it extends up to 200 s, and sample G, up to 300 s. Both samples A and G were collected on the same filter media, Whatman QMA, while B, D and U are on Pallflex Tissuquartz, which may relate to the observed deviation. Note that Whatman QMA is thicker, 450 µm, than Pallflex Tissuquartz, 432 µm, as reported by their manufacturers.
EUSAAR2 and NIOSH870 comparison
The relative standard deviations of the calibration area of each instrument together with the calibration constant, the transit time and the atmospheric pressure are presented in Table 5. The calibration area relative standard deviations range from 1.4 to 24.6 % and the calibration constant from 17.1 to 28.7. Fluctuations of the atmospheric pressure of the laboratory may be of influence to the gas flows and consequently to the calibration area. The fluctuations in atmospheric pressure, as measured by each instrument, were in most cases within a range of 10 mmHg. Nevertheless, five instruments reported values significantly lower than expected, between 374 and 427 mmHg, indicating a possible malfunction or absence of the pressure sensor, which results in the instrument recording an offset value. The transit time ranges from 6 to 15 s. An incorrect transit time will result in a shift of the split point and thus incorrect concentration values for the OC and EC fractions. A check procedure for the transit time is available from the analyser's manufacturer but its application was not included in the prerequisites of the current comparison exercise.
Thermograms for sample A from different participants using NIOSH870 showed a similar peak distribution with a high first peak, low second, third and fourth peaks and a high fifth peak when POC and EC evolve. The split point range covers almost the whole fifth peak and no EC is measured after 600 s (Fig. 2) . The EUSAAR2 thermograms for sample A show more variation in the peak distribution than the NIOSH870 thermograms, but in general start with a high first peak, with the second, third, and fourth peaks gradually reducing in size. Then a high fifth peak is observed when the POC and EC desorb, followed by a gradual decrease in the sixth and seventh peaks. EC seems to desorb up to the very end of the analysis (Fig. 3) . Similar observations can be made for filter B (Figs. S16-S17).
For the sucrose solutions, with the exception of a couple of participants, there is good agreement in the peak distribution, which is better for NIOSH870 than EUSAAR2 (Figs. 4, 5) . For NIOSH870, most of the OC is evolved in the first peak, followed by low second, third and fourth peaks and a slightly higher fifth peak for the POC. Almost no carbon is measured after 600 s. For EUSAAR2, most of the participants reported a high second peak and lower third, fourth, and fifth peaks. The POC evolves in a wide time frame from 700 s until the end of the analysis in some cases. Four participants report a medium to low first peak, while for the rest of the partici- pants it is not present. This first peak may be an indication of contamination due to handling during the sucrose analysis procedure. Such contamination would not be visible with the NIOSH870 protocol as it would be masked by the already high first peak. Figures 6 and 7 show the concentrations for each temperature step and protocol for samples A and B. In most cases POC and EC are lower for NIOSH870 compared to EU-SAAR2. Some participants reported limited or no POC for sample A, suggesting that oxygen may have been present in the system during the inert phase. This became less visible for sample B, where concentrations were higher. For sucrose, most participants report the greatest fraction of OC at the first temperature step (OC1) for NIOSH870 and the second (OC2) for EUSAAR2 ( Fig. 8) . Similarly to filter A, some participants report low or no POC for the sucrose solutions, indicating instrument specific pre-oxidation. Figures 9-12 show the laser transmittance signal plots for each participant for the analysis of samples A and G for both EUSAAR2 and NIOSH870. A high frequency noise to the laser signal can be observed in all cases for laboratory 5, and non-systematic deviating behaviour for laboratories 4 and 11. Laboratory 12 shows a low frequency noise for all samples. A ramping up of the laser signal before the HeOx phase, indicating pre-oxidation, is seen occasionally for several laboratories, but mostly for 1, 3 and 4. The same ramping effect in the He phase, seen by almost all participants for filter G, indicates that in this case the pre-oxidation is not instrument spe- cific but sample related. A possible explanation may be the presence of metals and/or metal oxides (Wang et al., 2010) . The laser transmittance signal for a blank filter, as derived from the values at the end of each analysis, covers a wide range among the participants, from ∼ 1000 to ∼ 20 000. The respective figures for the laser reflectance signal plots can be found in the Supplement, Figs. S18-S21. However, no observations similar to those for the transmittance signal can be drawn.
A limited number of participants reported data from instrument blank analysis. Supplement Figs. S22 and S23 show the laser signal, TOT and TOR results, for EUSAAR2 and NIOSH870 for the blank filters. The laser signal is stable throughout each analysis with the exception of laboratory 3, showing no dependence on the oven temperature. 
Discussion
Based on z scores for TC, two laboratories showed poor performance, reporting results with a significant positive systematic error; seven outliers and two stragglers for laboratory 10 and ten outliers for laboratory 11 (Figs. S3, S4 ). In the course of this work the causes of the observed deviations were identified and corrected. Laboratory 16, which used a semi-automated field analyser, reported two outliers and one straggler, while the rest of participants were within the warning levels. Similar observations can be made for the EC z scores, with laboratory 10 reporting one outlier and three stragglers, laboratory 11 one outlier and four stragglers, and laboratory 3 one outlier and one straggler. It should be noted that different fit-for-purpose deviations were selected as levels of satisfactory performance for TC (8.3 %), which is thermally defined, and EC (25 %) which is both thermally and optically defined. As seen in Fig. 1 , the analyses of sucrose solutions in comparison exercises can serve as an indicator of poorly conducted TC calibration or unsatisfactory performance. Furthermore, it is clear that the repeatability derived from the analysis of a known volume of sucrose solution is dependent on the laboratory while independent of the thermal protocol used. When performed properly, analysis of standard sucrose solutions can provide a reliable TC calibration procedure. Only three participants showed problems in the within-laboratory consistency, and only one in the betweenlaboratory consistency (Figs. S7, S8) .
No clear differences were noticeable between the z scores for EUSAAR2 and NIOSH870, suggesting that poor laboratory performance or deviating results are not protocol specific. The TC repeatability and reproducibility relative standard deviations, 12 and 15 % for EUSAAR2 and 9 and 12 % for NIOSH870, respectively, were at satisfactory levels, taking into account the homogeneity of similar PM sampled HVS filters that ranged from 6 to 10 %. All TC standard deviations were found lower for NIOSH870, which may be ex- plained by the fact that all TC evolved relatively early during analysis while a larger fraction remained present in later steps for EUSAAR2. It may have been the case that a small fraction of TC did not evolve with EUSAAR2 for some samples, possibly those more highly loaded, resulting in greater standard deviations. Nevertheless, the findings of the current exercise showed that after the temperature calibration, almost identical concentrations of TC were measured by both protocols, TC NIOSH870 = 0.98 × TC EUSAAR2 (R 2 = 1.00) for robust means.
The EC repeatability and reproducibility relative standard deviations, 15 and 20 % for EUSAAR2 and 20 and 26 % for NIOSH870, respectively, were greater than the TC ones, indicating the additional uncertainties associated with the optical determination of EC. This is supported by the wide range of split points that varied by more than 200 s for the same sample among different participants. The EC standard deviations were higher for NIOSH870, probably due to the fact that the split point was located on high sections of FID peaks so deviations of a few seconds would have resulted in relatively large changes in the EC amount reported. For EU- SAAR2, the split point usually fell in less high sections of FID peaks. Furthermore, the wide range of the laser transmittance signal value for a blank filter, from ∼ 1000 to ∼ 20 000, may also have affected the capacity of specific instruments to determine the split point accurately. Pre-oxidation resulting in early desorption of POC and EC could also have altered the split point's position.
Based on robust means, TOT EC reported by NIOSH870 is 20 % lower than by EUSAAR2, EC NIOSH870,TOT = 0.80 × EC EUSAAR2,TOT (R 2 = 0.96). Similar results were found in a comparison performed by GGD Amsterdam, prior to temperature calibration, with EC NIOSH870,TOT = 0.83 × EC EUSAAR2,TOT (R 2 = 0.94) ( Fig. S24 in the Supplement). The above suggests that the temperature offset corrections resulted in no particular improvement in the agreement between thermal protocols. However, the selection of a thermal protocol clearly has an influence on EC analysis and should therefore be stated whenever results are reported, for clarity and comparability.
An additional parameter influencing the EC results is the optical method used. As expected, TOR results were higher than TOT for EC, 64 % higher for EUSAAR2 (R 2 = 0.52) and 113 % higher for NIOSH870 (R 2 = 0.44). However, the above values are based on raw data obtained by a limited number of participants that reported both TOR and TOT results, 10 out of a total of 17. The EC data from the different protocols also varied when applying TOR but in the opposite sense to TOT. More specifically, TOR EC measured with NIOSH870 resulted in higher values by 15 % compared to EUSAAR2, EC NIOSH870,TOR = 1.15 × EC EUSAAR2,TOR (R 2 = 0.95). The stability of the calibration area throughout sequential analysis could serve as an additional indicator of robustness of the instrument, since observed deviations are usually caused by gas flow fluctuations, leakages or oven failures. A typical relative standard deviation (% rSD) of the calibration areas reported throughout an analysis run would be below 5 %. Nevertheless, in some cases it was reported to be much higher, mostly due to the fact that analysis was performed on different analysis days ( Table 5 ). In that case, gas flows were shut down at the end of one day and re-adjusted on the following one. It should be noted that gas flows are not strictly defined but have to lie within a suggested range, set manually by the user. The calibration area can also be affected when the calibration gas cylinder is replaced. While the nominal concentration of CH 4 in helium is 5 %, deviations are possible. A verification of the concentration of the calibration gas is recommended using an independent standard such as a sucrose solution, every time a cylinder is replaced.
When the thermograms were compared across participants, patterns in peak distribution were seen for each sample and protocol used. Overlapping peaks were observed for both protocols but these were not investigated in detail since the focus was mainly given to the EC and OC fractions and not the separate temperature step fractions. Peaks evolving systematically earlier or later may relate to an error in the determination of the transit time of the instrument (Figs. 2-5). Variations in peak distribution may be the result of absent or inaccurate application of the temperature calibration procedure, or even an indication of possible contamination.
Pre-oxidation is another potential cause of peak distribution differences, which can be verified by the POC concentrations. Low or zero reported POC during analysis may be an indication of oxygen entering the main oven during analysis in the helium phase ( Figs. 6-8 ). Pre-oxidation was identified more clearly during sucrose solution analysis, when peaks evolving in the oxygen phase were small or non-existent and no or low POC was measured (Figs. 4, 5, 8) . A possible cause of pre-oxidation may be traces of oxygen present in the helium stream. These can be eliminated by using an in-line oxygen trap.
Leakages, loose connections and oxygen in the helium stream are potential causes of pre-oxidation that may result in a constant presence of oxygen in the instrument during the inert phase of analysis and consequently lead to instrumentspecific systematic deviations. The same effects may also result from sample and/or filter specific properties such as the presence of metals, metal oxides, oxygen donors or other substances that can catalytically affect pyrolytical processes. An example can be seen for the laser transmittance signal values of filter G, where all participants showed signs of preoxidation, which was not the case for the rest of the filters analysed (Figs. 11, 12) . The current study gave no indication that the pre-oxidation effect is thermal protocol specific. While such comparison exercises can point out instrument specific pre-oxidation, individual users can also identify it through examination of the laser signal during sucrose solutions analysis. In this case, the laser signal will systematically ramp up during the He phase, caused by the early desorption of POC from the filter.
When the laser transmittance signal was compared among the participants a wide range in the intensity for a blank filter was noted, varying from ∼ 1000 to ∼ 20 000. However, no systematic differences were observed in the determination of the split point after comparing weak signals with stronger ones. High or low frequency noise in the laser signal was identified for a few participants, which can cause a shift in the split point definition.
The NIOSH870 heating profile ramps up to 870 • C in 360 s during the helium phase, which appears short and aggressive when compared to EUSAAR2, which ramps up to 650 • C in 640 s ( Table 2 ). The POC (TOT) levels were expected to be higher for NIOSH870 after the temperature offset corrections, as observed by Phuah et al. (2009) and Pavlovic et al. (2014) . Nevertheless, when POC was compared between the two thermal protocols, NIOSH870 reported generally lower concentrations than EUSAAR2, even for sucrose solutions (Figs. 6-8) . A possible explanation could be that lower temperature steps in the inert phase result in more OC exposed during the highest temperature step of the inert phase, and thus more POC formation (Phuah et al., 2009; Pavlovic et al., 2014) . Furthermore, the longer residence time of EUSAAR2 on lower temperatures during the inert phase may increase the formation of additional POC compared to NIOSH870.
When the TOT laser signal between the two thermal protocols was compared, no clear difference on the lowest (darkest) point was observed, which is related to POC. This may suggest that not all of the OC was evolved or transformed to POC during the inert phase of EUSAAR2 and some was erroneously measured as POC and EC in the oxygen phase. For the most part, the observations associated with heating profile differences between the two thermal protocols are limited by the number of filters included in the comparison exercise, and further insight would require additional analysis on a wider selection of filters. EC (TOT) levels were found to be lower for NIOSH870 than for EUSAAR2, explained by the differences in the heating profiles. Considering the fact that almost all analysers in this exercise had to correct their higher temperatures after calibration by significant amounts, it would be expected that different EC values would be reported after the temperature offset corrections than before, for the same analyser and sample. The magnitude of this effect would be instrumentspecific and can only be evaluated by each user independently.
Conclusions
An ECOC comparison exercise was organized by GGD Amsterdam involving 17 laboratories. Unlike earlier comparison exercises, the participants had to perform a temperature calibration and adjust for offsets prior to analysis, for both EUSAAR2 and NIOSH870 thermal protocols. The offsets ranged from −90 to +100 • C, varying for each temperature step and instrument, pointing out the necessity of the temperature calibration. The analysis of known volumes of sucrose solutions as well as PM loaded punches of filters functioned as an efficient indicator of erroneous TC calibration and/or laboratory poor performance. Overall, outliers and deviating results were not related to the thermal protocol used.
Reported TC differed on average by only 2 % between EUSAAR2 and NIOSH870 after the implementation of the temperature calibration. EC concentrations differed by a similar ratio to ones observed previously, with EC NIOSH870,TOT = 0.80 × EC EUSAAR2,TOT (R 2 = 0.96). The TC repeatability and reproducibility (expressed as relative standard deviations) were found to be higher for EUSAAR2 (11 and 15 %) than for NIOSH870 (9.2 and 12 %). Repeatability and reproducibility for EC was found to be lower for EUSAAR2 (15 and 20 %) than for NIOSH870 (20 and 26 %). The formation of POC was found to be higher for EUSAAR2 than for NIOSH870.
Pre-oxidation was identified by low or no POC, or by an increase of the laser signal during the inert phase. Preoxidation was either instrument specific, originating from oxygen present in the system during the inert phase, or sample specific, due to metal oxides and/or oxygen donors present on the sample. Thermograms and laser signal plots obtained within the comparison exercise helped to clearly categorize any pre-oxidation event.
Overall, the current comparison exercise findings are twofold. Firstly, comparison exercises that focus on laboratory performance should be implemented in laboratories' QA/QC procedures in order to reduce the likelihood of systematic errors and/or inaccuracies during ECOC analysis. And secondly, additional operational parameters and protocols should be considered for standardization or reporting, in the same way as temperature offset corrections and standardized thermal protocols have been used in the current study. A list of such parameters would include the initial laser value, POC concentration, calibration area stability, FID and laser signal plots. Actions of that kind can improve the consistency of reported EC and TC results, as well as comparability to surrogates of EC, such as black carbon and black smoke.
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