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THERMODYNAMIC LIMIT OF THE TRANSITION RATE
OF A CRYSTALLINE DEFECT
JULIAN BRAUN, MANH HONG DUONG, AND CHRISTOPH ORTNER
Abstract. We consider an isolated point defect embedded in a homogeneous crystalline solid.
We show that, in the harmonic approximation, a periodic supercell approximation of the forma-
tion free energy as well as of the transition rate between two stable configurations converge as the
cell size tends to infinity. We characterise the limits and establish sharp convergence rates. Both
cases can be reduced to a careful renormalisation analysis of the vibrational entropy difference,
which is achieved by identifying an underlying spatial decomposition.
1. Introduction
The presence of defects in crystalline materials significantly affects their mechanical and chem-
ical properties, hence determining defect geometry, energies, and mobility is a fundamental prob-
lem of materials modelling. The inherent discrete nature of defects requires that any “ab initio”
theory should start from an atomistic description. The purpose of the present work is to ex-
tend the model of crystalline defects of [EOS16] (cf. § 2) to incorporate vibrational entropy, in
order to describe the thermodynamic limit of transition rates (mobility) of point defects. As an
intermediate step we will also discuss the thermodynamic limit of defect formation free energy.
Apart from being interesting in their own right, our results provide the analytical foundations
for a rigorous derivation of coarse-grained models [TLK+13, Vot07, BSS14, Hud17], and of nu-
merical and multi-scale models at finite temperature [KLP+14, SL17, TLK+13, BBLP10, BL13]
which entirely lack the solid foundations that static zero-temperature multi-scale schemes enjoy
[LO13, LOSK16, LM13].
Precise definitions will be given in Section 2 but, for the purpose of a purely formal motivation,
we consider a crystalline solid with an embedded defect described by an energy landscape EN :
(Rm)ΛN → R, based on a set of reference atoms ΛN ⊂ Rd. We then consider a local minimizer
u¯minN of EN representing a defect state.
In transition state theory (TST) [Eyr35, Wig38], the transition rate KN from u¯minN to a nearby
state u¯min2N is given by comparing the equilibrium density in a basin A ⊂ (Rm)ΛN around u¯minN
to the density on a hyper-surface S ⊂ (Rm)ΛN separating A from a similar basin around u¯min2N .
That is,
KTSTN =
∫
S e
−βEN (u) du∫
A e
−βEN (u) du
,
with inverse temperature β. The transition state is an index-1 saddle point u¯saddleN ∈ S of EN
representing the most likely transition path between the two minima. For sufficiently large β,∫
S e
−βEN (u) du is concentrated close to u¯saddleN . Similarly,
∫
A e
−βEN (u) du is concentrated around
the local minimum u¯minN . Therefore, it is reasonable to consider the harmonic approximations
EN (u) ≈ EN (u¯saddleN ) + 12
〈∇2EN (u¯saddleN )(u− u¯saddleN ), u− u¯saddleN 〉
EN (u) ≈ EN (u¯minN ) + 12
〈∇2EN (u¯minN )(u− u¯minN ), u− u¯minN 〉,
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2 TRANSITION RATE OF A CRYSTALLINE DEFECT
and to integrate over all states instead of A and the tangent space of S at u¯saddleN instead of S.
The argument is classical, see [Vin57], and evaluating the Gaussian integrals leads to the well
known harmonic TST (HTST) with transition rate
KHTSTN :=
( ∏
λminj∏
λsaddlej
)1/2
exp
(
− β[EN (u¯saddleN )− EN (u¯minN )]), (1.1)
where the λ∗j enumerate the positive eigenvalues of ∇2EN (u¯∗N ), with ∗ = min or ∗ = saddle.
Formally, β−1 logKTSTN = β−1 logKHTSTN + O(β−2), and indeed in materials modelling appli-
cations far from the melting temperature, the harmonic approximation is considered an excellent
model [HTB90, Vot07]. Making this statement rigorous is an interesting question in its own
right, especially in the limit as N → ∞, but will not be the purpose of the present work. Re-
lated results in this direction, though with a very different setup, can be found, for example, in
[BFG07, BBM10].
Instead, the goal of this paper is to show that the thermodynamic limit KHTSTN → KHTST
exists as ΛN tends to an infinite lattice Λ and to characterise the limit KHTST. The interest
in this result is two-fold: (1) it establishes that the finite-domain model is meaningful in that
increasingly large domains yield consistent answers; and (2) it provides a benchmark against
which various numerical schemes to compute transition rates can be measured.
Our starting point in establishing the thermodynamic limit of KHTSTN is a model for the
equilibration of an isolated defect embedded in a homogeneous crystalline solid introduced in
[EOS16, HO14]. Briefly, it is shown under suitable conditions on the boundary condition that,
as ΛN → Λ, u¯∗N has a limit u¯∗ and moreover the decay of u¯∗ away from the defect core is
precisely quantified. These results directly give a convergence result for the energy difference
EN (u¯saddleN )− EN (u¯minN ) and also supply us with structures that can be exploited in the analysis
of the Hessians ∇2E(u¯∗).
Still, the convergence of KHTSTN is a difficult problem. In the limit, one would expect to find
both a continuous spectrum as well as infinitely many eigenvalues for the Hessian, hence the
representation of limN KHTSTN will unlikely be in terms of the spectra of the associated operators.
Mathematically, it turns out to be expedient to rewrite (1.1) in terms of a free energy difference
or an entropy difference. That is, we write
KHTSTN = exp
(
− β
([EdefN (u¯saddleN )− EdefN (u¯minN )]− β−1[SN (u¯saddleN )− SN (u¯minN )]))
= exp
(
− β[FN (u¯saddleN )−FN (u¯minN )]),
and then consider the limiting behaviour of the difference of vibrational entropies SN (u¯saddleN )−
SN (u¯minN ). A key idea in the analysis of the entropy difference is then to discard the spectral
decomposition of the Hessians and instead work with a spatial decomposition that we will derive
in § 2. We then prove locality estimates in this spatial decomposition that allow us to renormalise
before taking the limit N →∞.
In our analysis of the free energy difference, i.e., differences of FN , one can also compare
the homogeneous lattice with a defect state, allowing us to additionally get a result on the
thermodynamic limit for the formation free energy of a defect in the harmonic approximation.
We point out that, for technical reasons and to simplify the presentation of our main ideas,
our paper admits only defects where the number of atoms is equal to that in the reference
configuration, including for example substitutional impurities, Frenkel pairs, and the Stone-
Wales defect. However, we expect that it is possible to adapt our methods and results to the
cases of vacancies and interstitials, while extensions to long-ranged defects such as dislocations
and cracks may be more challenging; cf. § 2.7.
While there is a substantial literature on the scaling limit (free energy per particle), see e.g.
[DF05] and references therein, we are aware of only two references that attempt to rigorously
capture atomistic details of the limit N →∞ of crystalline defects in a finite temperature setting
[SL17, DDO18]. While [SL17] considers the somewhat different setting of observables rather than
formation energies there is a close connection in that those observables are localised. Moreover, an
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asymptotic series in β is derived instead of focusing only on leading terms. By contrast [DDO18]
addresses the finite β regime, but severely restricts the admissible interaction laws. Both of these
references are restricted to one dimension, which yields significant simplifications highlighted for
example by the fact that discrete Green’s functions decay exponentially. Thus, treating the
d-dimensional setting with d > 1, relevant for applications, requires different techniques.
Outline. In § 2, we will precisely define all relevant quantities and present our main results,
namely, the construction of limit quantities F and KHTST on an infinite lattice Λ, as well as the
convergence results FN → F and KHTSTN → KHTST with explicit convergence rates.
In the subsequent sections we will prove these results. Based on operator estimates in § 3, we
construct F in § 4. In § 5, we then prove the convergence FN → F . Finally, in § 6, we will discuss
saddle points in the energy landscape and use the results from §§ 3–5 to construct KHTST and
show KHTSTN → KHTST. In the appendix in § 7, we collect several auxiliary results and proofs
used throughout the previous sections.
General Notation. If X is a (semi-)Hilbert space with dual X∗ then we denote the duality
pairing by 〈·, ·〉. The space of bounded linear operators from X to another (semi-)Hilbert space
Y is denoted by L(X,Y ). If E ∈ C2(X) then δE(x) ∈ X∗ denotes the first variation, while
〈δE(x), v〉 with v ∈ X denotes the directional derivative. Further δ2E(x) ∈ L(X,X∗) denotes
the second variation (informally we may also call it the Hessian).
If V ∈ Cp(Rm) then we will denote its derivatives by ∇jV (x) and interpret them as multi-
linear forms, which supplied with arguments read ∇jV (x)[a1, . . . , aj ] for ai ∈ Rm.
If Λ is a countable index-set (usually a Bravais lattice Λ = AZd with A ∈ Rd×d non-singular)
then `2(Λ;Rm) = {u : Λ → Rm : ∑`∈Λ|u|2 < ∞}. When the range is clear from the context
then we often just write `2(Λ) or `2.
Given A ∈ L(`2(Λ;Rm), `2(Λ;Rm)) we define the components A`inj =
(
A(δ`ei), δnej
)
`2(Λ;Rd)
for `, n ∈ Λ and i, j ∈ {1, ...,m}. We will also use the notation A`n = (A`inj)ij ∈ Rm×m for the
matrix blocks corresponding to atom sites. The identity is denoted by (I`2(Λ;Rm))`inj := δ`nδij ,
sometimes shortened to I`2(Λ) or just I, if the context is clear.
2. Results
We consider a point defect embedded in a homogeneous lattice, following the models in
[EOS16]. To simplify the presentation, we consider a Bravais lattice, a finite interaction radius,
and a smooth interatomic potential. Moreover, we only formulate the model for substitutional
impurities, short-range Frenkel defects, and other point defects that do not change the number
of atoms.
On a Bravais lattice Λ = AZd ⊂ Rd, lattice displacements are functions u : Λ→ Rm, for some
m ∈ N, typically m = d. Let rcut > 0 be an interaction cut-off radius, then R := (Λ\{0})∩Brcut
is the interaction range and
Du(`) :=
(
Dρu(`)
)
ρ∈R :=
(
u(`+ ρ)− u(`))
ρ∈R
a finite difference gradient. We assume rcut is large enough such that spanZ(R) = Λ. For each
` ∈ Λ let V` ∈ Cp((Rm)R), p ≥ 4 be a site energy potential so that the total energy contribution
from site ` is given by V`(Du(`)).
We assume that the interaction is homogeneous away from the defect, i.e., V` ≡ V for all
|`| > rcut, and that V satisfies the natural point symmetry V (A) = V ((−A−ρ)ρ∈R) for all
A ∈ (Rm)R. The presence of a substitutional impurity defect can then be encoded in the fact
that possibly V` 6= V when |`| < rcut. (We also allow V` ≡ V for all `, for example to model a
short range Frenkel pair.)
To simplify the notation we assume that V`(0) = 0 for all `, which is equivalent to considering
a potential energy-difference.
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2.1. Supercell Model. Take a non-singular B ∈ Rd×d with columns in Λ, i.e., A−1B ∈ Zd×d.
For each N ∈ N we let
ΛN := Λ ∩ B(−N,N ]d = AZd ∩ B(−N,N ]d.
denote the discrete periodic supercell. We assume throughout that N is sufficiently large such
that Brcut ∩ Λ ⊂ ΛN . The associated space of periodic displacements is given by
WperN :=
{
u : Λ→ Rm ∣∣u is ΛN -periodic},
that is u ∈ WperN if and only if u(` + 2NBn) = u(`) for all n ∈ Zd. An equilibrium defect
geometry is obtained by solving
u¯N ∈ arg min
{EN (u) ∣∣u ∈ WperN }, (2.1)
where EN (u) :=
∑
`∈ΛN
V`(Du(`)) for u ∈ WperN
is the potential energy functional for the periodic cell problem. In § 2.6 we will also consider
more general critical points δEN (u¯N ) = 0. For future reference, we also define the analogous
functional for the homogeneous (defect-free) supercell,
EhomN (u) :=
∑
`∈ΛN
V (Du(`)) for u ∈ WperN . (2.2)
Due to the assumption that V`(0) = 0, the energy EN (u¯N ) can in fact be interpreted as an
energy difference, EN (u¯N ) − EhomN (0), between the defective and homogeneous crystal in the
supercell approximation, called the defect formation energy. In § 2.3 we review the limit, as
N →∞, of (2.1) and of the associated energetics, which was established in [EOS16].
2.2. Supercell approximation of formation free energy. The focus of the present work
will be to incorporate vibrational entropy into this model. Our first quantity of interest is
the defect-formation free energy, which is used, for example, to obtain the equilibrium defect
concentration [Put92, WSC11] or to analyse defect clustering [SK09, HKM+14].
In the harmonic approximation model (thus incorporating only vibrational entropy into the
model) we approximate the nonlinear potential energy landscapes by their respective quadratic
expansions about the energy minima of interest,
EhomN (w) ≈ 12
〈
HhomN w,w
〉
, and
EN (u¯N + w) ≈ EN (u¯N ) + 12
〈
HN (u¯N )w,w
〉
,
where we used δEhomN (0) = δEN (u¯N ) = 0. Here and in the following, we use the notation
HN (u) := δ
2EN (u), HhomN (u) := δ2EhomN (u), and HhomN := HhomN (0) for the Hessians as mappings
WperN →WperN .
The harmonic approximation of the partition function is then given by∫
WperN,0
e−β
1
2
〈HNw,w〉 du =
[
detWperN,0
(
βHN/(2pi)
)]−1/2
= Cβ,N (det
+HN )
−1/2 (2.3)
where Cβ,N = (2pi/β)((2N)
d−1)m/2 and we introduced the notation WperN,0 := {u ∈ WperN :
∑
u =
0}, as well as det+(A) := ∏j λj , where λj enumerates the positive eigenvalues of A (with
multiplicities). We also implicitly used an assumption that we will formulate below in (2.7) and
(2.8), that HN (u¯N ) and HhomN have only one non-positive eigenvalue, namely λ = 0 with all
translations making up the associated eigenspace (cf. Lemma 2.4).
The resulting harmonic approximation of formation free energy (derived analogously to (1.1))
is then given by
FN (u¯N ) := EN (u¯N )− β−1
(
− 12 log det+HN (u¯N ) + 12 log det+HhomN
)
=: EN (u¯N )− β−1SN (u¯N ). (2.4)
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The limit of EN (u¯N ) is identified in [EOS16], and will be reviewed in § 2.3. One of the main
results of this work is the identification of the limit of the entropy difference limN→∞ SN , which
we summarize in § 2.5.
2.3. Thermodynamic Limit of Energy. To establish the limit of u¯N and EN (u¯N ), we review
the results of [EOS16]. For u : Λ→ Rm let
|Du(`)|2 :=
∑
ρ∈R
|Dρu(`)|2 and ‖Du‖`2 :=
∥∥ |Du|∥∥
`2
.
This defines a semi-norm on the natural spaces of compact and finite energy displacements
W˙c := {u : Λ→ Rm ∣∣ supp(Du) is compact} and
W˙1,2 := {u : Λ→ Rm ∣∣Du ∈ `2}. (2.5)
The homogeneous and defective energy functionals for the infinite lattice are given, respectively,
by
Ehom(u) =
∑
`∈Λ
V (Du(`)) and
E(u) =
∑
`∈Λ
V`(Du(`)) for u ∈ W˙c.
(2.6)
Lemma 2.1. [EOS16, Lemma 2.1] Ehom, E : (W˙c, ‖D · ‖`2) → R are continuous. In particular,
there exist unique continuous extensions of Ehom and E to W˙1,2 as W˙c is dense in W˙1,2. The
extension will still be denoted by Ehom and E. These extended functionals Ehom, E : W˙1,2 → R
are p times continuously Fréchet differentiable.
We then set H(u) := δ2E(u), Hhom(u) := δ2Ehom(u), and for convenience Hhom := Hhom(0).
(STAB): We assume throughout that there exists a strongly stable equilibrium u¯ ∈ W˙1,2,
i.e., δE(u¯) = 0 and that there are constants c0, c1 > 0 such that
c0‖Dv‖2`2 ≤ 〈H(u¯)v, v〉 ≤ c1‖Dv‖2`2 for all v ∈ W˙c. (2.7)
A necessary condition for (2.7) is that the homogeneous lattice is stable, i.e.,
c0‖Dv‖2`2 ≤ 〈Hhomv, v〉 ≤ c1‖Dv‖2`2 for all v ∈ W˙c. (2.8)
(Note that the upper bounds in (2.7), (2.8) are immediate consequences of E ∈ Cp and are stated
here only for the sake of convenience.)
Theorem 2.2. [EOS16, Thm 1] Suppose that u ∈ W˙1,2 is a critical point of E, and that (2.8)
holds, then there exists a constant C > 0 such that for 1 ≤ j ≤ p− 2 and for |`| sufficiently large
|Dju(`)| ≤ C|`|1−d−j . (2.9)
Strong stability (2.7) and regularity (2.9) imply convergence of the supercell approximation:
Theorem 2.3. [EOS16, Thm 3] and [BO18, Thm 2.1] For N sufficiently large, (2.1) has a locally
unique solution u¯N (up to translations) satisfying
‖Du¯N −Du¯‖`2(ΛN ) . N−d/2, (2.10)
‖Du¯N −Du¯‖`∞(ΛN ) . N−d, (2.11)∣∣EN (u¯N )− E(u¯)∣∣ . N−d. (2.12)
A key ingredient in the proof of Theorem 2.3 is the stability of the supercell approximation,
i.e., positivity of the Hessians HN = HN (u¯N ) and HhomN :
Lemma 2.4. [EOS16, Eq (18)] For N sufficiently large and for all v ∈ WperN ,
〈HNv, v〉 ≥ 12c0‖Dv‖2`2(ΛN ), and
〈HhomN v, v〉 ≥ 12c0‖Dv‖2`2(ΛN ).
In particular, for N sufficiently large, (2.3) holds.
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2.4. Spatial decomposition of entropy. Our goal is to characterise the thermodynamic limit
of the entropy difference SN → S as N →∞, as an entropy difference, which formally one might
expect to be of the form S(u) = −12 log det+H(u) + 12 log det+Hhom, but this expression is not
well-defined.
In the following, let piN :WperN →WperN be the orthogonal projector onto the space of constant
displacements. This allows us to define an operator that acts as (HhomN )
−1/2 orthogonal to
constant displacements:
Lemma 2.5. There exist linear operators FN :WperN →WperN such that
F∗N = FN , (2.13)
FNH
hom
N FN + piN = IWperN , (2.14)
FNpiN = piNFN = 0. (2.15)
These operators and additional properties will be discussed in detail in §§ 5.2–5.3. It follows
that
(FN + piN )(H
hom
N + piN )(FN + piN ) = IWperN ,
and we can rewrite the entropy difference as
SN (u) = −12 log det+HN (u) + 12 log det+HhomN (2.16)
= −12 log det
(
HN (u) + piN
)
+ 12 log det
(
HhomN + piN
)
= −12 log det
(
HN (u) + piN
)− log det(FN + piN)
= −12 log det
(
(FN + piN )(HN (u) + piN )(FN + piN )
)
= −12 log det
(
FNHN (u)FN + piN
)
= −12Trace log
(
FNHN (u)FN + piN
)
.
While “log det” is a sum over eigenvalues, which are global objects, the key observation is that
“Trace log” can be interpreted as a sum over atoms. Thus, upon defining
SN,`(u) := −12Trace
[
log
(
FNHN (u)FN + piN
)]
``
, (2.17)
where [L]`` denotes the 3× 3 block of L corresponding to an atomic site ` ∈ Λ, we obtain
SN (u) =
∑
`∈ΛN
SN,`(u). (2.18)
This spatial decomposition of the entropy will play a central role throughout this paper. Indeed,
it is straightforward to write down a suitable limit quantity for each SN,`,
S`(u) := −12Trace
[
log
(
F∗H(u)F
)]
``
,
F :=
(
Hhom
)−1/2 ∈ L(`2, W˙1,2). (2.19)
For a rigorous definition of F via Fourier transform, as well as log
(
F∗H(u)F
)
: `2(Λ) → `2(Λ)
see §§ 3.2–3.3. Since `2(Λ) does not contain any constant displacements, there is no need for a
projector analogous to piN in the definition of F.
We will call SN,` and S` site entropies, since they are contributions from individual lattice
sites to the global (vibrational) entropy. There is moreover a direct analogy with a definition of
site energies in the tight-binding model [CO16].
To formulate our main results, we also define the corresponding homogeneous local entropy
Shom` (u) := −12Trace
[
log
(
F∗Hhom(u)F
)]
``
. (2.20)
The next steps are to define the total entropy S and show that it is the limit of SN .
As we will see in Proposition 4.1, however, the operator log
(
F∗H(u)F
)
cannot be expected
to be of trace class. Consequently we cannot simply define S(u) := −12Trace log
(
F∗H(u)F
)
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which would be the sum of the site contributions S`(u), but a more careful definition of S(u) is
required.
In this analysis we heavily employ estimates quantifying the locality of the site entropies. This
locality is twofold. First, the site entropies S` become smaller as the distance to the defect |`|
grows larger, and, second, each individual S` only depends weakly on far away atom sites which
is quantifiable by the decay of derivatives such as ∂S`(u)∂Du(n) as |` − n| grows. More precisely, one
has estimates of the form∣∣∣ ∂S`(u¯)
∂Du(n)
− ∂S
hom
` (0)
∂Du(n)
∣∣∣ . |`− n|−2d|n|−d + higher order terms. (2.21)
While we will not explicitly use or prove it, (2.21) and similar statements for second derivatives
are implicit in Proposition 4.1 and its proof. More importantly, (2.21) gives a good first intuition
about the locality of S`(u) and why one can hope that its sum over ` may be controlled.
2.5. Definition and convergence of entropy. Let us come to the first main result of the
present paper. The following theorem establishes a rigorously defined notion of the limit entropy
difference S(u¯) and justifies this definition via a thermodynamic limit result.
Theorem 2.6. (1) u 7→ S`(u¯ + u), u 7→ Shom` (u) are well-defined and Cp−2 on Bδ(0) ⊂ W˙1,2,
δ > 0 sufficiently small.
(2) The sequence ` 7→ S`(u¯)−
〈
δShom` (0), u¯
〉
belongs to `1(Λ) and hence
S(u¯) :=
∑
`∈Λ
(
S`(u¯)−
〈
δShom` (0), u¯
〉)
(2.22)
is well-defined.
(3) Let u¯N ∈ WperN denote the locally unique solution to (2.1) identified in Theorem 2.3, then∣∣S(u¯)− SN (u¯N )∣∣ . N−d log5(N). (2.23)
In particular, ∣∣F(u¯)−FN (u¯N )∣∣ . N−d + β−1N−d log5(N), (2.24)
where F(u¯) := E(u¯)− β−1S(u¯).
Proof. The proofs of (1) and (2) are given in § 4, the proof of (3) in § 5. 
Remark 2.7. The definition of S(u¯) in the theorem can be interpreted as follows: One can
show (with the methods in the proof of Proposition 4.1) that for u ∈ Bδ′(u¯) ∩ W˙c, the sums
S(u) = ∑` S`(u) and ∑`∈Λ〈δShom` (0), u〉 converge absolutely and ∑`∈Λ〈δShom` (0), u〉 = 0. As
W˙c ⊂ W˙1,2 is dense, (2.22) then becomes the unique continuous extension. The renormalised
expression (2.22) becomes necessary, as the separate sums do not converge any longer for u¯.
(2) There is no reason to believe that the logarithmic factor log5(N) is sharp. However, we
will discuss the sharpness of the rate N−d up to logarithmic terms in § 2.7. 
2.6. Application to defect migration. Recall from § 1 that transition state theory (TST)
characterises the transition rate from one stable defect configuration (energy minimum) to an-
other via the associated transition state, i.e., the lowest saddle point that must be crossed. A
free energy difference between saddle and minimum describes the transition rate. Thus, our
techniques to characterise the thermodynamic limit of defect formation free energy are almost
directly applicable to (harmonic) TST as well.
Suppose for the moment, that in addition to a sequence of energy minima u¯N there exists a
sequence of saddle points u¯sN ∈ WperN with associated unstable eigenpair φ¯N ∈ WperN , λ¯N < 0
such that
δEN (u¯sN ) = 0,
HsN φ¯N = λ¯N φ¯N ,
λ¯N < 0, and
〈HsNv, v〉 > 0 for v ∈ WperN,0, with (v, φ¯N )`2(ΛN ) = 0,
(2.25)
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where HsN := δ
2EN (u¯sN ). Then, the transition rate according to HTST is given by (1.1), i.e.,
KHTSTN :=
( ∏
λminj∏
λsaddlej
)1/2
exp
(
− β[EN (u¯sN )− EN (u¯N )]), (2.26)
where the λminj and λ
saddle
j enumerate the positive eigenvalues of, respectively, HN and H
s
N
including multiplicities. While (2.26) is the common definition, it is more convenient for our
purpose to restate it as
KHTSTN := exp
(
− β∆FN
)
:= exp
(
− β(∆EN − β−1∆SN)), where
∆EN := EN (u¯sN )− EN (u¯N ), and (2.27)
∆SN := SN (u¯sN )− SN (u¯N )
= −12 log det+HsN + 12 log det+HN
= −12
∑
log λsaddlej +
1
2
∑
log λminj ,
This establishes the connection to the vibrational entropy functional analysed in Theorem 2.6.
Note that, SN (u¯sN ) is defined in the same way for the saddle point, as det+ now also excludes
the negative eigenvalue as well.
With the natural embeddings (W˙1,2)′ ↪→ `2 ↪→ W˙1,2, the canonical thermodynamic limit of
the saddle point and natural analogue of (STAB) can be formulated as
δE(u¯s) = 0,
Hsφ¯ = λ¯φ¯,
〈Hsv, v〉 ≥ c0‖Dv‖2`2 for all v ∈ W˙1,2 with 〈v, φ¯〉W˙1,2,(W˙1,2)′ = 0,
λ¯ < 0 and c0 > 0.
(2.28)
We now make (2.28) our starting assumption and prove the existence of a sequence of approx-
imate saddle points in the supercell approximation. Moreover, we can establish the limit of the
transition rate. In that part, we will also assume that naturally E(u¯s) > E(u¯).
Theorem 2.8. (1) Suppose that (2.28) holds, then for N sufficiently large there exist u¯sN , φ¯N , λ¯N
satisfying (2.25), such that
‖Du¯sN −Du¯s‖`∞ + ‖φ¯N − φ¯‖`2 + |λ¯N − λ¯|+ |EN (u¯sN )− E(u¯s)| . N−d.
(2) The limit KHTST := limN→∞KHTSTN exists, with rate∣∣KHTSTN −KHTST∣∣ . N−d log5(N),
and is characterised in (6.17).
Proof. The proof of (1) is an extension of [BO18] and is given in § 6.1. The proof of (2) is given
in § 6.2. 
Remark 2.9. For large β, the transition rate KHTST becomes very small. In this case one might
prefer to consider the relative error, which can be bounded by∣∣KHTSTN −KHTST∣∣
KHTST . e
CβN−d(βN−d +N−d log5(N)),
which follows from the estimates in the proof of Theorem 2.8. 
Remark 2.10. The characterisation of the limit KHTST = limN KHTSTN is not as explicit as the
limit S(u¯) in (2.22), but is presented in full in § 6. 
Remark 2.11. At first glance our assumption (2.28), which postulates the existence of a stable
saddle, may seem very strong. This is made necessary due to our weak assumptions on the
interatomic potential, aimed at including realistic models of interaction in our analysis.
However, one can also show that (2.28) are the only possible limits of a sequence of index-1
saddle points u¯sN with uniform upper and lower bounds on the spectrum, giving at least a partial
justification. 
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Figure 1. Convergence of energy and entropy contributions to formation energy
FN and transition rate KN , for a vacancy defect in bcc tungsten (W) modelled by
a Finnis-Sinclair (EAM) potential [WZLH13], employing a cubic computational
cell, i.e., B ∝ I.
2.7. Conclusions and Discussion. We have developed a technique to analyse the vibrational
entropy of a crystalline defect in the limit of an infinite lattice. Two applications of this technique
are to characterise the limit of formation free energy as well as of transition rate, both in the
harmonic approximation. These results are interesting in their own right in that they demon-
strate that boundary effects vanish in this limit, but more generally establish the mathematical
techniques to study existing and develop novel coarse-grained models and multi-scale simulation
schemes incorporating temperature effects.
We briefly outline three extensions that may require substantial additional work:
(1) Extension to interstitials and vacancies: We expect that our convergence results can be
exetended to these cases, with only minor differences in the characterisation of the limit.
This is supported by numerical evidence displayed in Figure 1. The main additional
difficulty comes from the different number of degrees of freedom compared to the homo-
geneous lattice when treating the Hessians. A possible approach is to extend the smaller
Hessian to the larger dimension and perform a calculation similar to (2.16). The overall
strategy then proceeds similarly to what we present here, however, there will be an addi-
tional finite rank perturbation. This term is of a different structure for interstitials and
vacancies and requires additional work.
(2) Extension to topological defects such as dislocations and cracks: the key difficulty is that
an inhomogeneous reference configuration must be used in the analysis, for which the
Green’s functions are more difficult to estimate.
(3) It is in general difficult to observe logarithmic contributions in numerical tests, hence our
numerical tests in Figure 1 should not be taken as evidence that the sharp convergence
rate for the entropy is indeed O(N−3). It is unclear to us, at present, whether or not the
sharp rate should include logarithmic contributions.
In the example shown in Figure 1 we even observe the rate O(N−4) for ∆SN . Since
the rate for ∆EN is still O(N−3) we speculate that this is a pre-asymptotic effect likely
caused if the dipole moments of the defect in its minimum and saddle point states nearly
coincide; see [BHO] for a detailed discussion of such cancellation and near-cancellation
effects.
3. Resolvent Estimates
3.1. Notation / Preliminaries. Let us fix some more notation.
10 TRANSITION RATE OF A CRYSTALLINE DEFECT
• |r| is the standard Euclidean norm and
|r|−n
lk
:= (|r|+ 1)−n logk(e+ |r|), (3.1)
where r can be a vector or scalar. For M > 0, we extend the definition by setting
|n|−d
lk,M
= min
{|n|−d
lk
, |M |−d
lk
}
.
• For m,n ∈ Λ and M > 0, k ≥ 0 we then define
Lk(n,m) := |n|−dlk |n−m|−dlk + |m|−dlk |n−m|−dlk + |n|−dlk |m|−dlk , (3.2)
LMk (n,m) := |n|−dlk,M |n−m|−dlk + |m|−dlk,M |n−m|−dlk + |n|−dlk,M |m|−dlk,M . (3.3)
• We use the semi-discrete Fourier transform
uˆ(k) :=
∑
`∈Λ
eik·`u(`), with inverse u(`) =
1
|B|
∫
B
e−ik·`uˆ(k) dk, (3.4)
where B = piA−T (−1, 1)d is a fundamental domain of reciprocal space (equivalent to the
first Brillouin zone) and has the volume |B| = (2pi)d|detA| .
3.2. Estimate of F. We begin by defining and establishing decay estimates for the operator
F. Since Hhom is circulant, it is natural to formally represent Fw = F ∗ w and define F via its
Fourier transform. First, recall that
〈Hhomu, v〉 =
∑
`∈Zd
∇2V (0)[Du(`), Dv(`)],
then applying the SDFT we obtain
〈Hhomu, v〉 = 1|B|
∫
B
uˆ(k)∗hˆ(k)vˆ(k) dk, (3.5)
aT hˆ(k)b := ∇2V (0)[((e−ik·ρ − 1)a)ρ∈R, ((eik·ρ − 1)b)ρ∈R].
One can also reduce hˆ(k) to the simpler form
hˆ(k) = 4
∑
ρ∈R′
Aρ sin
2
(k·ρ
2
)
, (3.6)
with R′ = (R ∪ {0}) + (R ∪ {0}), see [EOS16, Sec. 6.2]. Furthermore, (STAB) implies that
c0|k|2I ≤ hˆ(k) ≤ c1|k|2I in the matrix sense for all k ∈ B, see [HO12]. We observe that
|hˆ(k)−1/2| . |k|−1 as |k| → 0, hence we can define
F (`) :=
1
|B|
∫
B
e−ik·`Fˆ (k) dk, where Fˆ (k) = hˆ(k)−1/2, (3.7)
(Fu)(`) :=
∑
m∈Λ
(
F (`−m)− F (−m))u(m). (3.8)
The constant shift
∑
m F (−m)u(m) in the definition of Fu ensures that Fu is well-defined (when
d = 2 the separate sums need not converge).
Lemma 3.1. Let F : Λ→ Rm×m be defined by (3.7) and F by (3.8), then
(i) For any ρ ∈ Rj, j ≥ 0, there exists a constant C such that
|DρF (`)| ≤ C|`|1−d−jl0 ∀` ∈ Zd.
(ii) F ∈ L(`2, W˙1,2).
(iii) F∗HhomF = I, understood as operators `2 → `2.
Proof. Our argument closely follows the Green’s function estimate of [EOS16], adapted to the
fact that F is the square-root of a Green’s function. The details are given in § 7.1. 
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3.3. Functional calculus. Suppose that A : `2 → `2 is a bounded, self-adjoint operator with
σ(A) ⊂ [σ, σ], 0 < σ < 1 < σ, and C is a contour that encloses [σ, σ], but not the origin, then
[DS58, Ch. VII.3]
logA :=
1
2pii
∮
C
log z(z −A)−1 dz
defines a bounded, self-adjoint operator on `2. More generally, let A : `2 → `2 be bounded,
self-adjoint with σ(A) ∩ (0,∞) ⊂ [σ, σ], we can use the same contour to define
log+A :=
1
2pii
∮
C
log z(z −A)−1 dz. (3.9)
This generalisation will be crucial to be able to apply the subsequent analysis not only to the
formation free energy (Theorem 2.6), but also to the analysis of transition rates (Theorem 2.8).
As clearly logA = log+A in the case that σ(A) ⊂ [σ, σ], it suffices to consider log+A in the
following.
In order to apply this in our setting we substitute A = F∗Ht(u)F, where
Ht(u) := (1− t)Hhom + tH(u), t ∈ [0, 1],
for u in a neighbourhood of u¯. Our first step is therefore to show that these operators remain
uniformly bounded above and below.
Lemma 3.2. Let u¯ be a stable minimiser of E, then there exist , σ, σ > 0 such that, for all
u ∈ B(u¯) ⊂ W˙1,2 and t ∈ [0, 1],
σ
[
F∗Ht(u)F
] ⊂ [σ, σ]. (3.10)
More generally, assume u∞ ∈ W˙1,2 satisfies σ(F∗Ht(u∞)F) ∩ (−σ,∞) ⊂ [2σ, σ/2] for some
0 < σ < σ, then
σ
[
F∗Ht(u)F
] ∩ (0,∞) ⊂ [σ, σ]. (3.11)
for all u ∈ B(u∞) ⊂ W˙1,2 and t ∈ [0, 1].
Proof. According to (STAB) we have
c0‖Dv‖2`2 ≤ 〈Ht(u¯)v, v〉 ≤ c1‖Dv‖2`2 . (3.12)
Hence, Ht(u¯) ∈ L(W˙1,2, (W˙1,2)∗) and Lemma 3.1 implies that F∗Ht(u¯)F ∈ L(`2, `2). Since
F∗HhomF = I (see again Lemma 3.1) it follows that
c0‖DFw‖2`2 ≤ 〈F∗HhomFw,w〉 = ‖w‖2`2 ≤ c1‖DFw‖2`2 .
Substituting v = Fw into (3.12) we obtain
c0
c1
‖w‖2`2 ≤ 〈Ht(u¯)Fw,Fw〉 = 〈F∗Ht(u¯)Fw,w〉 ≤ c1c0 ‖w‖2`2 .
If now u ∈ B(u¯), we use the assumption V` ∈ C3 to estimate∣∣∣〈(Ht(u)−Ht(u¯))Fw,Fw〉∣∣∣ . ‖DFw‖2`2‖Du−Du¯‖`∞ . ‖w‖2`2 ,
which proves the remaining claims. 
In light of the foregoing lemma, there exists a contour C encircling [σ, σ] but not the origin,
such that, for u ∈ B(u∞) and for all t ∈ [0, 1],
log+
[
F∗Ht(u)F
]
=
1
2pii
∮
C
log zRtz(u) dz, where R
t
z = R
t
z(u) := (z − F∗Ht(u)F)−1. (3.13)
From now on, we will fix this contour and always have z ∈ C and t ∈ [0, 1]. We will also use the
notation Rhomz := R0z (u) and Rz(u) := R1z (u). We remark that, since F∗HhomF = I, we have
Rhomz = (z − I)−1 = (z − 1)−1I.
To exploit the representation (3.13) we will analyse the resolvents Rtz. Specifically, we will
estimate how [Rtz]`n decays as |`|, |n| → ∞.
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3.4. Finite-rank corrections. A basic technique that we will employ in the resolvent decay
estimates is to decompose a Hessian operator H into two components H = Hr + Hh where Hr
has finite rank while Hh is close to Hhom. To estimate the correction to the resolvent due to Hr,
the following lemma shows that we can instead estimate powers of the finite rank correction.
Lemma 3.3. Let X be a Hilbert space.
(i) Let A ∈ L(X,X) be a bounded linear operator with range of finite dimension at most r ∈ N
and I +A is invertible, then there exist c1(A), . . . , cr+1(A) ∈ R such that
(I +A)−1 = I +
r+1∑
j=1
cj(A)A
j . (3.14)
If U ⊂ C such that (I + γA) is invertible for all γ ∈ U , then γ 7→ cj(γA) are continuous
functions on U .
(ii) More generally, let X = X1⊕X2 be a fixed orthogonal decomposition with dim(X1) ≤ r then
(3.14) holds for all A for which X2 ⊂ kerA and (I+A) is invertible. The coefficients can be
written as cj(A) = dj(piX1A|X1) where piX1A|X1 : X1 → X1 is the restriction and projection
of A to X1 and the dj are continuous on the finite-dimensional set {B ∈ L(X1, X1) : (I +
B) is invertible}.
Proof. The result is a consequence of the Cayley–Hamilton theorem; we give the complete proof
in § 7.2. 
3.5. Resolvent estimates. The goal of this section is to estimateRtz(u) = (z−F∗Ht(u)F)−1,
where
u ∈ U := U(σ, σ, C) := {u ∈ W˙1,2 : u satisfies (3.11) with σ, σ and |Du(`)| ≤ C|`|−d
l0
}
.
This more stringent condition is sufficient for our purposes and considerably simplifies several
proofs. In particular, C, σ > 0 sufficiently large and σ > 0 sufficiently small are fixed throughout
this discussion and all constants in the following are allowed to depend on them.
As already hinted to above, a key idea is to split the difference of the HamiltoniansH(u)−Hhom
into a sum of a large finite rank operator representing the defect core and a small but infinite
rank part representing the far field. Let
〈HM (u)v, z〉 =
∑
|`|≤M
∇2V (0)[Dv(`), Dz(`)] +
∑
|`|>M
∇2V (Du(`))[Dv(`), Dz(`)], (3.15)
and define HM,t(u) := (1− t)Hhom + tHM (u) and RM,tz analogously. Then,
RM,tz (u)−Rhomz =
(
(z − 1)I − tF∗(HM (u)−Hhom)F)−1 − (z − 1)−1I
= (z − 1)−1
{(
I − tz−1F∗
(
HM (u)−Hhom)F)−1 − I}. (3.16)
We now show that AM := F∗(HM (u) −Hhom)F is small provided that M is sufficiently large.
Starting with this lemma, we will heavily rely on the convenient notation |`|−d
lk
defined in (3.1)
for a decay rate up to k logarithmic factors, as well as the notation Lk and LMk defined in (3.2)
and (3.3) for operator estimates.
Lemma 3.4. There exist C0, C1, C2 > 0 independent of m, n, M , and u ∈ U such that
|(AM )mn| ≤ C0LM1 (m,n), where (3.17)∑
m,n∈Λ
LM1 (m,n)
2 ≤ C1|M |−dl3 , and (3.18)∑
`∈Λ
LM1 (m, `)L
M
1 (`, n) ≤ C2|M |−dl3 LM1 (m,n). (3.19)
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Proof. Many detailed sums we need here and in the following are collected in the appendix in
Section 7.3. Specifically, (7.13) yields (3.17):
|(AM )mn| ≤
∑
|`|>M
|∇2V (Du(`))−∇2V (0)||DF (`−m)||DF (`− n)|
.
∑
|`|>M
|`|−d
l0
|`−m|−d
l0
|`− n|−d
l0
. LM1 (m,n).
For (3.19) we estimate∑
`∈Λ
LM1 (m, `)L
M
1 (`, n) . |n|−dl1,M |m|−dl1,M
∑
`∈Λ
(|`|−d
l1,M
+ |m− `|−d
l1
)(|`|−d
l1,M
+ |n− `|−d
l1
)
+ |n|−d
l1,M
∑
`∈Λ
|`|−d
l1,M
|m− `|−d
l1
(|`|−d
l1,M
+ |n− `|−d
l1
)
+ |m|−d
l1,M
∑
`∈Λ
|`|−d
l1,M
|n− `|−d
l1
(|`|−d
l1,M
+ |m− `|−d
l1
)
+
∑
`∈Λ
|`|−2d
l2,M
|m− `|−d
l1
|n− `|−d
l1
. (3.20)
We look at each of the sums in detail. According to (7.5) and (7.7) we have the estimates∑
`∈Λ
|`|−2d
l2,M
. |M |−d
l2
,∑
`∈Λ
|`|−d
l1,M
|n− `|−d
l1
. |n|−d
l3,M
. |M |−d
l3
,∑
`∈Λ
|m− `|−d
l1
|`|−d
l1,M
. |m|−d
l3,M
. |M |−d
l3
,∑
`∈Λ
|m− `|−d
l1
|n− `|−d
l1
. |n−m|−d
l3
,
Furthermore, according to (7.8) and (7.14) we also have∑
`∈Λ
|`|−2d
l2,M
|m− `|−d
l1
. |m|−d
l1,M
|M |−d
l3
,∑
`∈Λ
|`|−d
l1,M
|m− `|−d
l1
|n− `|−d
l1
. |m|−d
l1,M
|n|−d
l3,M
+ |m− n|−d
l3
|m|−d
l1,M
,
and analogously for m and n reversed. At last, according to (7.16), we also have∑
`∈Λ
|`|−2d
l2,M
|`− n|−d
l1
|`−m|−d
l1
. |n|−d
l1,M
|m|−d
l1,M
(|M |−d
l3
+ |m− n|−d
l3
).
Inserting these intermediate estimates into (3.20) we get (3.19), as∑
`∈Λ
LM1 (m, `)L
M
1 (`, n) . |n|−dl1,M |m|−dl1,M (|M |−dl3 + |m− n|−dl3 ) (3.21)
. |M |−d
l3
LM1 (m,n).
Finally, summing over m = n in (3.21), and using (7.5), we deduce (3.18):∑
m∈Λ
∑
`∈Λ
LM1 (m, `)L
M
1 (`,m) .
∑
m∈Λ
|m|−2d
l2,M
. |M |−d
l3
. 
Proposition 3.5. There exists a constant C3 > 0 such that, for all u ∈ U , t ∈ [0, 1], z ∈ C,∣∣∣[Rtz(u)−Rhomz ]minj∣∣∣ ≤ C3L1(m,n). (3.22)
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Proof. We split Rtz−Rhomz = (Rtz−RM,tz ) + (RM,tz −Rhomz ). To estimate the first group we will
use that Ht−HM,t has finite rank. To estimate the second group we will use that HM,t−Hhom
is small.
We begin by estimating RM,tz −Rhomz . Recall from (3.16) that
RM,tz (u)−Rhomz = (z − 1)−1
((
I − tz−1AM
)−1 − I),
with AM = F∗(HM (u)−Hhom(0))F.
We can show that for M sufficiently large the associated Neumann series converges, from
which we can deduce not only that (I − tz−1AM )−1 (and hence also RM,tz (u)) is well-defined but
also obtain decay estimates. Indeed, we can bound the Frobenius norm by
‖AM‖2F ≤ C20d2
∑
m,n∈Λ
LM1 (m,n)
2 ≤ C20d2C1|M |−dl3 ,
according to Lemma 3.4. As the Frobenius norm is sub-multiplicative, for M sufficiently large,
the Neumann series (
I − tz−1AM
)−1
=
∞∑
k=0
tk
(z − 1)kA
k
M
converges strongly in the Frobenius norm, uniformly in z ∈ C, t ∈ [0, 1] and u ∈ U. From
Lemma 3.4 we can moreover deduce that
|(AkM )mn| ≤ (dC2|M |−dl3 )k−1Ck0LM1 (m,n),
and hence ∣∣∣∣ ∞∑
k=0
tk(AkM )mn
(z − 1)k − Imn
∣∣∣∣ ≤ LM1 (n,m) ∞∑
k=1
Ck0C
k−1
2 d
k−1(|M |−d
l3
)k−1
|z − 1|k .
For M large enough the series on the right-hand side converges uniformly in z, and therefore∣∣∣[RM,tz (u)−Rhomz ]mn∣∣∣ . LM1 (m,n). (3.23)
It remains to estimate Rtz −RM,tz . We begin by rewriting
Rtz(u) =
(
I +RM,tz (u)F
∗(HM,t(u)−Ht(u))F)−1RM,tz (u) =: (I +BM,t)−1RM,tz (u).
Lemma 3.2 implies that the resolvent Rtz(u) exists for all z ∈ C, t ∈ [0, 1], u ∈ U and hence the
inverse on the right hand side exists as well.
Moreover, BM,t has finite-dimensional range since clearly this is the case for HM,t(u)−Ht(u).
More precisely, if we set X2 = {u ∈ `2 : D(Fu)(`) = 0 for all |`| ≤ M}, then X2 ⊂ ker(BM,t),
while X1 := X⊥2 is finite dimensional. According to Lemma 3.3 it follows that(
I +BM,t
)−1
= I +
r+1∑
j=1
(
BM,t
)j
dj , (3.24)
with dj depending continuously on the projected and restricted operators piX1BM,t|X1 . In par-
ticular, these constants remain uniformly bounded in z, t and u ∈ U . Therefore, we only have to
estimate (
BM,t
)j
RM,tz =
(
RM,tz F
∗(HM,t −Ht)F
)j
RM,tz
for 1 ≤ j ≤ r + 1. To that end, we note that similarly as in Lemma 3.4
|(F∗(Ht,M −Ht)F)mn| . t
∑
|`|≤M
|`|−d
l0
|`−m|−d
l0
|`− n|−d
l0
≤
∑
`
|`|−d
l0
|`−m|−d
l0
|`− n|−d
l0
. L1(m,n), (3.25)
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based on (7.13). Recall also from (3.23) that
|(RM,tz (u)−Rhomz )mn| . LM1 (m,n) ≤ L1(m,n), (3.26)
hence we can now use (3.19) with M = 0 to deduce∣∣∣[(RM,tz (u)F∗(Ht,M −Ht)F)jRM,tz (u)]mn∣∣∣ . L1(m,n),
where the implied constant is independent of z ∈ C, t ∈ [0, 1] and u ∈ U . Combined with (3.24)
this completes the proof. 
4. Locality Estimates for S
In the following, will use the definition
S+` (u) := −12Trace
[
log+
(
F∗H(u)F
)]
``
, (4.1)
for u satisfying (3.11). Of course, we have S+` (u) = S`(u) included as a special case if (3.10) is
true.
Let us start with the regularity claim.
Proof of Theorem 2.6 (1). According to Lemma 2.1, H(u), Hhom(u) : W˙1,2 → L(W˙1,2, (W˙1,2)′)
are (p−2)-times continuously Fréchet differentiable. Due to Lemma 3.1 and Lemma 3.2, Rhomz (0)
and Rz(u¯) exist. As the set of invertible linear operators is open and inverting is smooth, we
find that Rhomz (u),Rz(u¯ + u) : Bδ(0) ⊂ W˙1,2 → L(`2, `2) to be (p − 2)-times continuously
Fréchet differentiable for δ > 0 small enough. All of this can be done uniformly in z ∈ C.
Therefore, the same regularity holds true for log
(
F∗H(u)F
)
, log
(
F∗Hhom(u)F
)
, and any of
their components. 
Based on Ht(u) = (1− t)Hhom(0) + tH(u) for u ∈ U , define
St`(u) := −12Trace
[
log+
(
F∗Ht(u)F
)]
``
,
then
S+` (u) = S0` (u) +
∂S0` (u)
∂t
+
∫ 1
0
(1− t)∂
2St`(u)
∂2t
dt.
Indeed, we directly check that t 7→ St` is twice differentiable with
∂St`(u)
∂t
= −1
2
1
2pii
∮
C
log zTrace
(
RtzF
∗(H(u)−Hhom(0))FRtz
)
``
dz
and
∂2St`(u)
∂t2
= −1
2
2
1
2pii
∮
C
log zTrace
(
RtzF
∗(H(u)−Hhom(0))FRtzF∗(H(u)−Hhom(0))FRtz
)
``
dz.
In particular, we find S0` (u) = 0 and
∂S0` (u)
∂t
= −1
2
1
2pii
∮
C
log z
(z − 1)2 Trace
(
F∗(H(u)−Hhom(0))F)
``
dz
= −1
2
Trace
(
F∗(H(u)−Hhom(0))F)
``
.
We can then write
∂S0` (u)
∂t
= −1
2
Trace
(
F∗〈δHhom(0), u〉F)
``
− 1
2
∫ 1
0
(1− s)Trace(F∗〈δ2Hhom(su)u, u〉F)
``
ds
− 1
2
Trace
(
F∗
(
H(u)−Hhom(u))F)
``
.
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Also note that
〈δShom` (0), u〉 = −
1
2
1
2pii
∮
C
log zTrace
(
Rhomz F
∗〈δHhom(0), u〉FRhomz
)
``
dz
= −1
2
Trace
(
F∗〈δHhom(0), u〉F)
``
.
Overall, we have decomposed S+` (u) into
S+` (u) = 〈δShom` (0), u〉+ S`,1(u) + S`,2(u) + S`,3(u), (4.2)
with
S`,1(u) := −1
2
∫ 1
0
(1− s)Trace(F∗〈δ2Hhom(su)u, u〉F)
``
ds,
S`,2(u) := −1
2
Trace
(
F∗
(
H(u)−Hhom(u))F)
``
,
S`,3(u) := −1
2
∫ 1
0
∮
C
(1− t) 2
2pii
log z
Trace
(
RtzF
∗(H(u)−Hhom(0))FRtzF∗(H(u)−Hhom(0))FRtz
)
``
dz dt.
This decomposition will be useful in light of the properties we establish next:
Proposition 4.1. For u ∈ U
|〈δShom` (0), u〉| . |`|−dl0 , (4.3)
but
|S`,i(u)| . |`|−2dl0 , for i ∈ {1, 2}, (4.4)
and
|S`,3(u)| . |`|−2dl2 . (4.5)
In particular, the sum
S+(u) :=
∑
`
(
S+` (u)− 〈δShom` (0), u〉
)
converges absolutely.
First, let us look more closely at the variations of Hhom. Remember that Hhom(u) =
δ2Ehom(u). We can write its components as
Hhom(u)minj := (H
hom(u)mn)ij =
∑
ξ∈Λ
∇2V (Du(ξ))[D(δmei)(ξ), D(δnej)(ξ)].
Accordingly, the first variation is[〈δHhom(u), v〉]
minj
=
∑
ξ∈Λ
∇3V (Du(ξ))[D(δmei)(ξ), D(δnej)(ξ), Dv(ξ)].
Similarly, for the second variation of H we will use the notation[〈δ2Hhom(u)v, w〉]
minj
=
∑
ξ∈Λ
∇4V (Du(ξ))[D(δmei)(ξ), D(δnej)(ξ), Dv(ξ), Dw(ξ)].
Lemma 4.2. For all t ∈ [0, 1] uniformly, it holds that∣∣∣[F∗〈δHhom(tu), v〉F]mn∣∣∣ .∑
ξ∈Λ
|ξ −m|−d
l0
|ξ − n|−d
l0
|Dv(ξ)|, (4.6)∣∣∣[F∗〈δ2Hhom(tu)v, w〉F]mn∣∣∣ .∑
ξ∈Λ
|ξ −m|−d
l0
|ξ − n|−d
l0
|Dv(ξ)||Dw(ξ)|. (4.7)∣∣∣[F∗(H(u)−Hhom(u))F]mn∣∣∣ . |m|−dl0 |n|−dl0 . (4.8)
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Proof. We have[
F∗δHhom(tu)(ξ)F
]
minj
= ∇3V (tDu(ξ))[DF·i(ξ −m), DF·j(ξ − n)],
and |DF (ξ)| . |ξ|−d
l0
according to Lemma 3.1. The same is true for the second variation with
∇4V . As V = Vξ for |ξ| ≥ rcut, we find∣∣∣[F∗(H(u)−Hhom(u))F]minj∣∣∣ . ∑
|ξ|<rcut
(
∇2Vξ(Du(ξ))−∇2V (Du(ξ))
)
[DF·i(ξ −m), DF·j(ξ − n)]
.
∑
|ξ|<rcut
|ξ −m|−d
l0
|ξ − n|−d
l0
. |m|−d
l0
|n|−d
l0
. 
We now have all the tools to prove Proposition 4.1.
Proof of Proposition 4.1. Let us begin with the first order term. Using (4.6), u ∈ U , and (7.8)
we find that
|〈δShom` (0), u〉| .
∣∣∑
ξ∈Λ
Trace
(
F∗δHhom(0)(ξ)[Du(ξ)]F
)
``
∣∣
.
∑
ξ∈Λ
|ξ − `|−2d
l0
|Du(ξ)|
.
∑
ξ∈Λ
|ξ − `|−2d
l0
|ξ|−d
l0
. |`|−d
l0
.
This proves (4.3). Equation (4.4) for S`,2(u) is already included in (4.8) in Lemma 4.2.
To estimate S`,1(u) we can use (4.7) and (7.9) to see that∣∣∣(F∗〈δ2Hhom(su)u, u〉F)``∣∣∣ .∑
ξ∈Λ
|ξ − `|−2d
l0
|Du(ξ)|2
.
∑
ξ∈Λ
|ξ − `|−2d
l0
|ξ|−2d
l0
. |`|−2d
l0
.
The last remaining claim (4.5) requires the resolvent estimates from § 3. We have
S`,3(u) = −1
2
∫ 1
0
(1− t)∂
2St`(u)
∂2t
dt
= −1
2
∫ 1
0
∮
C
(1− t) 2
2pii
log zTrace
(
RtzF
∗(H(u)−Hhom(0))FRtzF∗(H(u)−Hhom(0))FRtz
)
``
dz dt.
We already know from Proposition 3.5 that∣∣∣(Rtz(u)−Rhomz )mn∣∣∣ . L1(m,n),
with Rhomz = (z − 1)−1I. Furthermore, according to Lemma 4.2 and (7.13)∣∣∣(F∗(H(u)−Hhom(0))F)minj∣∣∣ . |m|−dl0 |n|−dl0 + ∣∣∣(F∗(Hhom(u)−Hhom(0))F)minj∣∣∣
. |m|−d
l0
|n|−d
l0
+
∑
ξ∈Λ
|m− ξ|−d
l0
|n− ξ|−d
l0
|Du(ξ)|
. |m|−d
l0
|n|−d
l0
+
∑
ξ∈Λ
|m− ξ|−d
l0
|n− ξ|−d
l0
|ξ|−d
l0
. L1(m,n).
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L1 is submultiplicative up to a constant, in the sense that (see Lemma 3.4)∑
m
L1(`,m)L1(m,n) . L1(`, n).
As also ∑
m
Rhomz (`,m)L1(m,n) . L1(`, n),
we can apply the submultiplicativity several times, and use (3.21), to find
|S`,3(u)| .
∑
m∈Λ
L1(`,m)L1(m, `) . |`|−2dl2 . 
Proof of Theorem 2.6 (2). As u¯ ∈ U with S+` (u¯) = S`(u¯) for all `, we can directly apply Propo-
sition 4.1 to see that ∑
`
∣∣∣S`(u¯)− 〈δShom` (0), u¯〉∣∣∣ <∞. 
5. Periodic Cell Problem and Thermodynamic Limit
5.1. Discrete Fourier Transform. Recall that Λ = AZd, ΛN = B(−N,N ]d ∩ Λ, and that
A,B are non-singular with A−1B ∈ Zd×d. We will extend that notation and later also write
Λt = B(−t, t]d ∩ Λ for t ∈ R, t > 0, to conveniently discuss smaller and larger sections of the
lattice. Based on the periodic cell, we will also use the short notation
|`|−α
lk,ΛN
:= max
z∈Zd
|`+ 2NBz|−α
lk
Lk,ΛN (n,m) := |n|−dlk,ΛN |n−m|
−d
lk,ΛN
+ |m|−d
lk,ΛN
|n−m|−d
lk,ΛN
+ |n|−d
lk,ΛN
|m|−d
lk,ΛN
,
for estimates respecting the periodicity of the supercell approximation.
We wish to define a Fourier transform of functions u : ΛN → Rm. To that end we characterize
the dual group of ΛN . We expect that the following lemma is known; indeed, special cases such
as cubic domains for fcc or bcc crystals are commonly used for FFT implementations [CD08].
Lacking a clear source for the general case A 6= B, we included a proof nonetheless.
Lemma 5.1. All the characters on ΛN (i.e., the group homomorphisms (ΛN ,+)→ (C \ {0}, ·))
are given by
χk(`) = e
i`k, k ∈ pi
N
B−TZd ∩ piA−T (−1, 1]d =: BN .
Proof. First we show that the characters on G = B(0, 1]d ∩ Λ are precisely given by χk with
k ∈ 2piB−TZd ∩ piA−T (−1, 1]d =: Gˆ. Indeed, as eikBej = 1 for k ∈ 2piB−TZd and all j, the χk
with k ∈ 2piB−TZd are all characters on G. Furthermore, χk = χk′ if and only if ei(k−k′)` = 1 for
all ` ∈ G. Since k, k′ ∈ 2piB−TZd, this is equivalent to ei(k−k′)` = 1 for all ` ∈ AZd. This is true
if and only if k − k′ ∈ 2piA−TZd. In particular, all the χk with k ∈ Gˆ are different characters.
As also |G| = |Gˆ|, these are already all characters.
Choosing B′ = 2NB and shifting G by multiples of B gives the desired result. 
Corollary 5.2. With BN defined in Lemma 5.1 we have∑
`∈ΛN
ei`(k−k
′) = δkk′ |ΛN | ∀k, k′ ∈ BN , and (5.1)∑
k∈BN
ei(`−`
′)k = δ``′ |BN | ∀`, `′ ∈ ΛN . (5.2)
Proof. Identity (5.1) follows directly from Lemma 5.1, as the set of characters on any finite
Abelian group G forms an orthogonal basis of the functions G → C, see [Luo09, Thm. 3.2.2].
Identity (5.2) follows for the same reason, using the Pontryagin duality theorem. 
TRANSITION RATE OF A CRYSTALLINE DEFECT 19
We can now define the discrete Fourier transform by
gˆ(k) =
∑
`∈ΛN
eik·`g(`), for k ∈ BN .
According to (5.2), the inverse is given by
g(`) =
1
|BN |
∑
k∈BN
e−ik·`gˆ(k), for ` ∈ ΛN ,
with |BN | = |ΛN | = (2N)d|det(A−1B)|. Although we use the same notation as for the semi-
discrete Fourier transform, it will always be clear from context which one is meant.
Given f : Λ → Rm, for which the SDFT fˆ is well-defined, we can obtain a ΛN -periodic
“projection” fN : ΛN → Rm via
fN (`) :=
1
|BN |
∑
k∈BN
e−ik·`fˆ(k). (5.3)
Lemma 5.3. Suppose that f : Λ → Rm with |f(`)| . |`|−α
l0
where α > d (in particular, fˆ ∈
L∞(B)), then
‖f − fN‖`∞(ΛN ) . N−α.
Proof. As f is summable over Λ, one can directly check the Poisson summation formula
fN (`) =
∑
z∈Zd
f(`+ 2NBz).
Employing the decay |f(`)| . (1 + |`|)−α,
|f(`)− fN (`)| =
∣∣∣∣ ∑
z∈Zd\{0}
f(`+ 2NBz)
∣∣∣∣
.
∑
`∈Λ\{0}
|`+ 2NBz|−α
. N−α
∑
`∈Λ\{0}
∣∣∣B−1`N + 2z∣∣∣−α
. N−α,
where the sum is finite due to α > d and the estimate is uniform due to |B−1`N | ≤ 1. 
5.2. Periodic projection of F . Recall the definition of F from (3.7) via its SDFT Fˆ (k) =
[
∑
ρ∈R′ 4 sin
2(12k ·ρ)Aρ]−1/2. Note that Fˆ (0) is undefined, but this is only related to the constant
part of FN . Therefore, we slightly modify (5.3), to define its periodic projection via
FN (`) :=
1
|BN |
∑
k∈BN\{0}
e−ik·`Fˆ (k). (5.4)
D2FN is then the periodic projection of D2F according to definition (5.3).
Lemma 5.4. There exist constants C1, C2, independent of N such that
‖DF −DFN‖`∞(ΛN ) ≤ C1N−d, and in particular
|DFN (`)| ≤ C2|`|−dl0,ΛN for ` ∈ Λ.
Proof. We cannot employ Lemma 5.3 directly since |DF (`)| . |`|−d
l0
but no faster. Instead, we
first estimate D2F −D2FN .
Let ρ1, ρ2 ∈ R, f(`) := Dρ1Dρ2F (`), and fN its periodic projection (5.3), then it is easy to
see that in fact fN (`) = Dρ1Dρ2FN (`). According to Lemma 3.1, |f(`)| . |`|−1−dl0 and hence
Lemma 5.3 yields ‖f − fN‖`∞(ΛN ) . N−1−d. Stated in terms of D2F we have
‖D2F (`)−D2FN (`)‖`∞(ΛN ) . N−1−d. (5.5)
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To obtain the estimate for DF − DFN we first note that the following discrete Poincaré
inequality is easy to establish: As for all g : ΛN → Rm we clearly have
|g(x)− g(y)| ≤ CN‖Dg‖`∞(ΛN ) for all x ∈ ΛN , y ∈ ΛN ,
it follows that
‖g − 〈g〉ΛN ‖`∞(ΛN ) ≤ CN‖Dg‖`∞(ΛN ), (5.6)
where 〈g〉ΛN = 1|ΛN |
∑
`∈ΛN g(`).
Fix ρ ∈ R and let CN := 〈DρF −DρFN 〉ΛN , then combining (5.5) and (5.6) we obtain
‖DρF −DρFN‖`∞(ΛN ) ≤ ‖DρF −DρFN − CN‖`∞(ΛN ) + |CN |
. N‖DDρF −DDρFN‖`∞(ΛN ) + |CN | . N−d +
∣∣CN ∣∣.
It thus remains to estimate CN .
Periodicity of FN implies that 〈DρFN 〉ΛN = 0, hence,
CN =
1
|ΛN |
∑
`∈ΛN
DρF (`).
Using discrete summation by parts we see that
|CN | = 1|ΛN |
∣∣∣∣ ∑
`∈(ΛN+ρ)\ΛN
F (`)−
∑
`∈ΛN\(ΛN+ρ)
F (`)
∣∣∣∣ . N−dNd−1N1−d = N−d 
5.3. Spectral properties in the periodic setting. We can now make the definition of SN,`
in (2.17) rigorous by specifying FN via FN and proving Lemma 2.5. In analogy with (3.8) but
with a different constant part, we define
(FNf)(`) :=
∑
n∈ΛN
FN (`− n)f(n). (5.7)
Proof of Lemma 2.5. Since
∑
`∈ΛN FN (`) = 0 we directly see that piNFN = 0 and FNpiN = 0,
that is (2.15). As
(FNf, g)`2(ΛN ) =
∑
n,`∈ΛN
FN (`− n)f(n)g(`)
and FN (`) = FN (−`), FN is self-adjoint, establishing (2.13). For k ∈ BN\{0} we have F̂Nf(k) =
Fˆ (k)fˆ(k), while F̂Nf(0) = 0. Hence,
(FNH
hom
N FNf, g)`2(ΛN ) = (H
hom
N FNf,FNg)`2(ΛN )
=
∑
`∈ΛN
∇2V (0)[D(FNf)(`), D(FNg)(`)]
=
1
|BN |
∑
k∈BN\{0}
(Fˆ (k)fˆ(k))∗hˆ(k)Fˆ (k)gˆ(k)
=
1
|BN |
∑
k∈BN\{0}
fˆ(k)∗gˆ(k)
= (f, g)`2(ΛN ) −
1
|BN | fˆ(0)
∗gˆ(0)
= ((I − piN )f, g)`2(ΛN ).
This shows (2.14) and completes the proof. 
In particular, if piNv = 0, then
c‖DFNv‖2`2 ≤ (HhomN FNv,FNv)`2(ΛN ) = ‖v‖2`2 ≤ c′‖DFNv‖2`2 , (5.8)
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based on Lemma 2.4. Furthermore, if u¯N is the solution from Theorem 2.3, then we can combine
Lemma 2.4 with (5.8) to see that
2σ‖v‖2`2 ≤ (FNHNFNv, v)`2(ΛN ) ≤
σ
2
‖v‖2`2 ,
for some σ, σ > 0 and any v with piNv = 0. Therefore
σ(FNHN (u¯N )FN + piN ) ⊂ [2σ, 12σ].
A perturbation argument as in Lemma 3.2 then shows that
σ(FNHN (u)FN + piN ) ⊂ [σ, σ], (5.9)
for all u with ‖Du − Du¯N‖`2(ΛN ) ≤ . Based on FNpiN = piNFN = 0, we have the resolvent
identity (
z − (FNHN (u)FN + piN))−1 − (z − FNHN (u)FN)−1 = (z − 1)−1piNz−1,
which implies
SN,`(u) = −1
2
Trace
[
log
(
FNHN (u)FN + piN
)]
``
= −1
2
1
2pii
Trace
∮
C
log z
[(
z − (FNHN (u)FN + piN))−1]
``
dz
= −1
2
1
2pii
Trace
∮
C
log z
[(
z − FNHN (u)FN
)−1
+ (z − 1)−1piNz−1
]
``
dz
= −1
2
1
2pii
Trace
∮
C
log z
[(
z − FNHN (u)FN
)−1]
``
dz
= −1
2
Trace log+(FNHN (u)FN )``, (5.10)
as log(1) = 0.
For the sake of generality, in the following, we will use the definition
S+N,`(u) := −12Trace
[
log+
(
FNHN (u)FN
)]
``
, S+N (u) :=
∑
`∈ΛN
S+N,`(u), (5.11)
for u satisfying
σ
(
FNHN (u)FN
) ∩ (0,∞) ⊂ [σ, σ]. (5.12)
Due to the calculation in (5.10), SN,`(u) = S+N,`(u) is included as a special case for u with
‖Du −Du¯N‖`2 ≤ . This generalization allows us to include saddle points in § 6. We also look
at a more general sequence. Let us consider any uN ∈ WperN , u∞ ∈ W˙1,2 with
|Du∞(`)| . |`|−dl0 ,
‖DuN −Du∞‖`∞(ΛN ) . N−d,
σ
(
FNHN (uN )FN + piN
) ∩ (−σ,∞) ⊂ [2σ, σ/2],
σ
(
F∗H(u∞)F
) ∩ (−σ,∞) ⊂ [2σ, σ/2].
(5.13)
In particular, for any u with ‖Du − DuN‖`2(ΛN ) ≤ , (5.12) is true and S+N,`(u) is defined
according to (5.11). Similarly, for the limit we have B(u∞) ⊂ U according to Lemma 3.2.
5.4. Resolvent estimates. Before we can proceed with the convergence analysis for the en-
tropies, we need to establish decay estimates for the periodic resolvent operators, analogous to
Proposition 3.5.
We first introduce a compactly supported vN ≈ u∞ that allows us to relate u∞ to the periodic
case. To do that we use a previously developed cut-off operator TR.
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Lemma 5.5. [BO18, Lemma 3.2] For all R ≥ R0, with some sufficiently large R0, there exist
cut-off operators TR such that for all 2 ≤ q ≤ ∞, u : ΛR → Rm, we have TRu : Λ→ Rm and
‖DTRu‖`q ≤ C‖Du‖`q(ΛR), (5.14)
‖DTRu−Du‖`q(ΛR) ≤ C‖Du‖`q(ΛR\ΛR/2). (5.15)
Furthermore, DTRu(`) = 0 for |`| ≥ R and DTRu(`) = Du(`) for |`| ≤ R/2.
Crucially, for R ≤ N , TRu can also be interpreted as a periodic function. We can then define
vN : Λ→ Rm by vN := TN/2u∞ to find
supp(DvN ) ⊂ ΛN/2, (5.16a)
‖DvN −Du∞‖`∞ . N−d, (5.16b)
vN ∈ U for all sufficiently large N. (5.16c)
Here we used Lemma 5.5 and Lemma 3.2. We can also interpret vN as a periodic function, in
which case we rename it vperN ∈ WperN for additional clarity. The uniform convergence rate in
(5.13) and (5.16b) then imply
‖DvperN −DuN‖`∞(ΛN ) . N−d. (5.17)
In particular, vperN satisfies (5.12) and we can use the definition (5.11).
Lemma 5.6. For N sufficiently large, and z ∈ C, the resolvent
RN,z(v
per
N ) :=
(
zI`2(ΛN ) − FNHN (vperN )FN
)−1
is well-defined and ∣∣[RN,z(vperN )−RhomN,z ]`n∣∣ . L1,ΛN (`, n), (5.18)
where
RhomN,z :=
(
zI`2(ΛN ) − FNHhomN FN
)−1
= (z − 1)−1I`2(ΛN ).
Proof. In light of the estimates on FN that we established in Lemma 5.4 this proof is analogous
to the proof of Proposition 3.5 and is hence omitted. 
Treating uN as a perturbation to v
per
N , we also obtain a decay estimate on RN,z(v
per
N + s(uN −
vperN )).
Lemma 5.7. For N sufficiently large and u ∈ conv{uN , vperN } the resolvent RN,z(u) := (z −
FNHN (u)FN )
−1 is well-defined and∣∣[RN,z(u)−RN,z(vperN )]nm∣∣ . N−d|n−m|−dl5,ΛN , and, in particular, (5.19)∣∣[RN,z(u)−RhomN,z ]nm∣∣ . L1,ΛN (n,m) +N−d|n−m|−dl5,ΛN . (5.20)
Proof. We write
RN,z(u) =
[
I`2(ΛN ) +RN,z(v
per
N )FN (HN (v
per
N )−HN (u))FN
]−1
RN,z(v
per
N ).
The resolvent on the left is well-defined if and only if the inverse on the right exists, which is the
case if
AN := RN,z(v
per
N )FN (HN (v
per
N )−HN (u))FN
is sufficiently small in the Frobenius norm.
We first calculate
|(FN (HN (vperN )−HN (u))FN )ij |
.
∑
`
(∇2V`(DvperN (`))−∇2V`(Du(`)))[DFN (`− i), DFN (`− j)]
.
∑
`
|DvperN (`)−Du(`)||`− i|−dl0,ΛN |`− j|
−d
l0,ΛN
. N−d
∑
`
|`− i|−d
l0,ΛN
|`− j|−d
l0,ΛN
.
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Therefore, using the estimate (7.15) and (7.7),
|(AN )ij | .
∑
m,`
(δim +L1,ΛN (i,m))N
−d|`− i|−d
l0,ΛN
|`− j|−d
l0,ΛN
. N−d
∑
`
|`− i|−d
l2,ΛN
|`− j|−d
l0,ΛN
. N−d|i− j|−d
l3,ΛN
. (5.21)
We can thus estimate the Frobenius norm as
‖AN‖2F . N−2d
∑
i,j
|i− j|−2d
l6,ΛN
. N−d.
In particular, for N large enough, the resolvent RN,z(u) exists and is given by the Neumann
series
RN,z(u)−RN,z(vperN ) =
( ∞∑
k=1
(−AN )k
)
RN,z(v
per
N ). (5.22)
Let us now use the easier estimate (5.21) to estimate products. We have∑
m
N−d|m− i|−d
l3,ΛN
N−d|j −m|−d
l3,ΛN
. N−2d|j − i|−d
l7,ΛN
. |N |−d
l4
|j − i|−d
l3,ΛN
N−d,
again according to (7.7). Therefore,
|(AkN )ij | ≤ Ck(|N |−dl4,ΛN )
k−1|j − i|−d
l3,ΛN
N−d
for some constant C > 0. Hence, using (7.15),∣∣[RN,z(u)−RhomN,z ]nm∣∣ . ∞∑
k=1
∑
i∈ΛN
Ck(|N |−d
l4,ΛN
)k−1|i− n|−d
l3,ΛN
N−d(δim +L1,ΛN (i,m))
.
∑
i∈ΛN
|i− n|−d
l3,ΛN
N−d(δim +L1(i,m))
. |m− n|−d
l5,ΛN
N−d. 
5.5. Entropy error estimates. Our aim is the proof of Theorem 2.6(3); that is, a convergence
rate for SN (u¯N )−S(u¯). For the sake of generality we prove the following more general statement.
Proposition 5.8. For uN , u∞ satisfying (5.13),
|S+N (uN )− S+(u∞)| . |N |−dl5 . (5.23)
To prove this statement, we split the entropy error into
S+(u∞)− S+N (uN ) =
(S+(u∞)− S+(vN ))+ (S+(vN )− S+N (vperN ))+ (S+N (vperN )− S+N (uN )).
(5.24)
5.5.1. The term S+(u∞)−S+(vN ). We investigate the term S+(u∞)−S+(vN ) first. Substituting
w := vN − u∞ we rewrite this as
S+(vN )− S+(u∞) =
∑
`∈Λ
(
S+` (vN )− S+` (u∞)−
〈
δShom` (0), w
〉)
=
∑
`∈Λ
〈
δS+` (u∞)− δShom` (0), w
〉
+
∑
`∈Λ
∫ 1
0
(1− s)〈δ2S+` (u∞ + sw)w,w〉 ds
= AN +BN . (5.25)
To estimate AN we decompose it into AN =
∑
`AN,` where
AN,` =
〈
δS+` (u∞)− δShom` (0), w
〉
= −1
2
1
2pii
∮
C
Trace
〈
δ[Rz]`` − δ[Rhomz ]``, w
〉
dz,
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where we write Rz = Rz(u∞) for simplicity. The resolvent variations can be written as〈
δ[Rz]``, w
〉
=
[
RzF
∗〈δH(u∞), w〉FRz
]
``
(5.26)
= (z − 1)−2
[
F∗〈δH(u∞), w〉F
]
``
+ 2(z − 1)−1
[
(Rz −Rhomz )F∗〈δH(u∞), w〉F
]
``
+
[
(Rz −Rhomz )F∗〈δH(u∞), w〉F(Rz −Rhomz )
]
``
, and〈
δ[Rhomz ]``, w
〉
= (z − 1)−2
[
F∗〈δHhom(0), w〉F
]
``
. (5.27)
These expressions highlight the key estimates that we now require.
Lemma 5.9. We have the estimates∑
`∈Λ
∣∣∣[F∗〈δH(u∞)− δHhom(0), w〉F]
``
∣∣∣ . |N |−dl1 , (5.28)∑
`∈Λ
∣∣∣[(Rz −Rhomz )F∗〈δH(u∞), w〉F]
``
∣∣∣ . |N |−dl3 , and (5.29)∑
`∈Λ
∣∣∣[(Rz −Rhomz )F∗〈δH(u∞), w〉F(Rz −Rhomz )]
``
∣∣∣ . |N |−dl5 . (5.30)
In particular,
|AN | . |N |−dl5 .
Proof. Proof of (5.28): We first estimate the site contribution by[
F∗〈δH(u∞)− δHhom(0), w〉F
]
``
=
∑
n∈Λ
(∇3V`(Du∞(n))−∇3V (0))[Dw(n), DF (n− `), DF (n− `)]
.
∑
n∈Λ
|Du∞(n)| |Dw(n)| |DF (n− `)|2
Summing over ` and substituting |DF (n− `)| . |n− `|−d
l0
and |Du∞(n)| . |n|−dl0 , yields∑
`∈Λ
∣∣∣[F∗〈δH(u∞)− δHhom(0), w〉F]
``
∣∣∣ .∑
n∈Λ
∑
`∈Λ
|n|−d
l0
|n− `|−2d
l0
|Dw(n)|
.
∑
n∈Λ
|n|−d
l0
|n|−d
l0,N
.
∑
n∈ΛN
|n|−d
l0
N−d +
∑
n∈Λ\ΛN
|n|−2d
l0
.
. |N |−d
l1
.
Proof of (5.29): Arguing as in the first part of the proof of (5.28), employing Proposition 3.5
to estimate Rz −Rhomz , we obtain∑
`∈Λ
∣∣∣[(Rz −Rhomz )F∗〈δH(u∞), w〉F]
``
∣∣∣ . ∑
`,n,m∈Λ
L1(`,m)|Dw(n)||DF (n− `)||DF (n−m)|
.
∑
n∈Λ
|Dw(n)|
∑
`,m∈Λ
L1(`,m)|n− `|−dl0 |n−m|−dl0 .
As ∑
`∈Λ
L1(`,m)|n− `|−dl0 . L2(n,m)
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according to (7.15), we see that∑
`,m∈Λ
L1(`,m)|n− `|−dl0 |n−m|−dl0
.
∑
m∈Λ
L2(n,m)|n−m|−dl0
. |n|−d
l2
∑
m∈Λ
(|n−m|−d
l2
+ |m|−d
l2
)|n−m|−d
l0
+
∑
m∈Λ
|n−m|−2d
l2
|m|−d
l2
. |n|−d
l2
+ |n|−2d
l5
+ |n|−d
l2
. |n|−d
l2
, (5.31)
where we also used (7.7) and (7.9). Therefore,∑
`∈Λ
∣∣∣[(Rz −Rhomz )F∗〈δH(u∞), w〉F]
``
∣∣∣ .∑
n
|n|−d
l0,N
|n|−d
l2
. |N |−d
l3
.
Proof of (5.30): The proof of this estimate is entirely analogous to that of (5.29), and only
requires replacing the estimate (5.31) with∑
`,a,b∈Λ
L1(`, a)|n− a|−dl0 |n− b|−dl0 L1(`, b) .
∑
`∈Λ
L2(`, n)
2
.
∑
`∈Λ
|n|−2d
l4
|`|−2d
l4
+ |n− `|−2d
l4
|`|−2d
l4
+ |n|−2d
l4
|n− `|−2d
l4
. |n|−2d
l4
,
based on (7.15) and (7.9).
Finally, the result |AN | . |N |−dl5 is an immediate consequence of (5.28)–(5.30). 
We now turn to the second term in (5.25), BN =
∑
`BN,` where
BN,` = −1
2
∫ 1
0
(1− s) 1
2pii
∮
C
log zTrace
〈
δ2[Rz(u∞ + sw)]``w,w
〉
dz ds,
thus we now need to estimate the second variation of the resolvents. Let us := u∞ + sw, then[〈
δ2Rz(us)w,w
〉]
``
=
[
2Rz(us)F
∗〈δH(us), w〉FRz(us)F∗〈δH(us), w〉FRz(us)]
``
+
[
Rz(us)F
∗〈δ2H(us)w,w〉FRz(us)]
``
=: B
(1)
N,` +B
(2)
N,`.
Lemma 5.10. For sufficiently large N , we have the estimates∑
`∈Λ
∣∣B(1)N,`∣∣ . N−d, and (5.32)∑
`∈Λ
∣∣B(2)N,`∣∣ . N−d; and in particular (5.33)
|BN | . N−d, (5.34)
with the implied constants independent of s, z,N .
Proof. Proof of (5.33): According to Proposition 3.5 and (7.15) we know that∣∣[Rz(us)]m`∣∣ . δm` +L1(m, `), and (5.35)∑
m
(δm` +L1(m, `))|n−m|−dl0 . |n− `|−dl2 . (5.36)
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Analogously to the proof of Lemma 5.9, we then calculate∑
`∈Λ
∣∣∣[Rz(us)F∗〈δ2H(us)w,w〉FRz(us)]
``
∣∣∣
.
∑
n∈Λ
|Dw(n)|2
∑
`,m,k∈Λ
|n−m|−d
l0
|n− k|−d
l0
(δm` +L1(m, `))(δk` +L1(k, `))
.
∑
n∈Λ
|Dw(n)|2
∑
`∈Λ
|n− `|−2d
l4
. ‖Dw‖2`2
. N−d.
Proof of (5.32): Throughout this proof let A = F∗
〈
δH(us), w
〉
F, then
B
(1)
N,` =
[
2Rz(us)ARz(us)ARz(us)
]
``
.
We use (5.35) and (5.36), as well as
|Amn| =
∣∣∣∣∑
ξ∈Λ
∇3V (Dus(ξ))[Dw(ξ), DF (ξ −m), DF (ξ − j)]
∣∣∣∣
.
∑
ξ∈Λ
|Dw(ξ)||ξ −m|−d
l0
|ξ − n|−d
l0
to deduce that
|(Rz(us)A)mn| =
∣∣∣∣ ∑
ξ,k∈Λ
(δmk +L1(m, k))|Dw(ξ)||ξ − k|−dl0 |ξ − n|−dl0
.
∑
ξ∈Λ
|Dw(ξ)||ξ −m|−d
l2
|ξ − n|−d
l0
.
Therefore, using also (7.7) and (7.15)∣∣B(1)N,`∣∣ = ∣∣[2Rz(us)ARz(us)ARz(us)]``∣∣
.
∑
ξ,η,k,m
|Dw(ξ)||ξ − `|−d
l2
|ξ − k|−d
l0
|Dw(η)||η − k|−d
l2
|η −m|−d
l0
(δm` +L1(m, `))
.
∑
ξ,η
|Dw(ξ)||ξ − `|−d
l2
|ξ − η|−d
l3
|Dw(η)||η − `|−d
l2
.
Summing over ` and applying (7.7) again then gives∑
`
∣∣B(1)N,`∣∣ = ∑
`
∣∣[2Rz(us)ARz(us)ARz(us)]``∣∣
.
∑
ξ,η,`
|Dw(ξ)||ξ − `|−d
l2
|ξ − η|−d
l3
|Dw(η)||η − `|−d
l2
.
∑
ξ,η
|Dw(ξ)||Dw(η)||η − ξ|−2d
l8
.
Let us split the domain of the sum. First,∑
ξ,η∈Λ2N
|Dw(ξ)||Dw(η)||η − ξ|−2d
l8
. N−2d
∑
ξ,η∈Λ2N
|η − ξ|−2d
l8
. N−d.
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For the mixed terms we use (7.5) and |η| ∼ |η − ξ|∑
ξ∈ΛN ,η∈Λ\Λ2N
|Dw(ξ)||Dw(η)||η − ξ|−2d
l8
.
∑
ξ∈ΛN
|Dw(ξ)|
∑
η∈Λ\Λ2N
|η|−d
l0
|η − ξ|−2d
l8
.
∑
ξ∈ΛN
|Dw(ξ)|
∑
η∈Λ\Λ2N
|η|−3d
l8
.
∑
ξ∈ΛN
|Dw(ξ)||N |−2d
l8
. |N |−2d
l8
NdN−d = |N |−2d
l8
(5.37)
and, due to (7.8) and (7.5),∑
ξ,η∈Λ\ΛN
|Dw(ξ)||Dw(η)||η − ξ|−2d
l8
.
∑
ξ,η∈Λ\ΛN
|ξ|−d
l0
|η|−d
l0
|η − ξ|−2d
l8
.
∑
ξ∈Λ\ΛN
|ξ|−2d
l0
. N−d. (5.38)
In summary, we have shown that ∑
`
∣∣B(1)N,`∣∣ . N−d.
Finally, the estimate (5.34) is an immediate consequence of (5.32) and (5.33). 
Corollary 5.11. For N sufficiently large,∣∣S+(vN )− S+(u∞)∣∣ . |N |−dl5 .
Proof. This result follows by combining Lemma 5.9 and Lemma 5.10. 
5.5.2. The term S+N (uN )−S+N (vperN ). Recalling the error split (5.24) we now turn to S+N (vperN )−
S+N (uN ), the periodic analogue of S(vN )−S(u∞). Recall that in estimating the latter, we relied
on the uniform estimate ‖DvN−Du∞‖`∞ . N−d, as well as the far field estimate |Du∞| ≤ |`|−dl0 .
As the analogous estimate ‖DvperN −DuN‖`∞ . N−d holds and the far field estimates are no
longer needed, the estimates for S+N (vperN )−S+N (uN ) are therefore, for the most part, analogous.
Hence, we will skip many details.
The key difference is that the N−d|n−m|−d
l5,ΛN
in the periodic resolvent estimate, Lemma 5.7,
gives some additional terms.
To justify these claims, we decompose the new error term similarly to the previous one. Let
wN := uN − vperN . Using the periodicity, we have∑
`∈ΛN
〈
δShomN,` (0), wN
〉
= −1
2
∑
`,n∈ΛN
∇3V (0)[DwN (n), DFN (n− `), DFN (n− `)]
= −1
2
∑
m∈ΛN
∇3V (0)
[ ∑
n∈ΛN
DwN (n), DFN (m), DFN (m)
]
= 0. (5.39)
Hence we can write
S+N (uN )− S+N (vperN ) =
∑
`∈ΛN
(
S+N,`(uN )− S+N,`(vperN )−
〈
δShomN,` (0), wN
〉)
=
∑
`∈ΛN
〈
δS+N,`(vperN )− δShomN,` (0), wN
〉
+
∑
`∈ΛN
∫ 1
0
(1− s)〈δ2S+N,`(vperN + swN )wN , wN〉 ds
= pAN + pBN . (5.40)
Note in particular that we have expanded S+N,` around vperN instead of uN . Since the decay
estimate for RN,z(v
per
N ) is equivalent to that for Rz(u∞) according to Lemma 5.6, it follows that
we can repeat the proof of Lemma 5.9 almost verbatim to obtain the following result.
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Lemma 5.12. For N sufficiently large, |pAN | . |N |−dl5 .
We can therefore turn immediately towards the second term, pBN =
∑
`∈ΛN pBN,`, where
pBN,` = −
1
2
∫ 1
0
(1− s) 1
2pii
∮
C
log zTrace
〈
δ2[RN,z(vs)]``wN , wN
〉
dz ds,
vs := v
per
N + suN and[〈
δ2[RN,z(vs)]``w,w
〉]
``
=
[
2RN,z(vs)F
∗〈δHN (vs), wN〉FRN,z(vs)F∗〈δHN (vs), wN〉FRN,z(vs)]
``
+
[
RN,z(vs)F
∗〈δ2HN (vs)wN , wN〉FRN,z(vs)]
``
.
=: pB
(1)
N,` + pB
(2)
N,`.
Lemma 5.13. For sufficiently large N , we have∑
`∈Λ
∣∣pB(1)N,`∣∣ . N−d, and ∑
`∈Λ
∣∣pB(2)N,`∣∣ . N−d; (5.41)
and, in particular, |pBN | . N−d, (5.42)
with the implied constants independent of s, z,N .
Proof. Instead of (5.35) and (5.36), we now use that∣∣[RN,z(vs)]m`∣∣ . δm` +L1,ΛN (m, `) +N−d|m− `|−dl5,ΛN , (5.43)
as well as, (7.15) and (7.7) to obtain∑
m∈ΛN
(δm` +L1,ΛN (m, `) +N
−d|m− `|−d
l5,ΛN
)|n−m|−d
l0,ΛN
. |n− `|−d
l2,ΛN
+N−d|n− `|−d
l6,ΛN
. |n− `|−d
l2,ΛN
. (5.44)
As the result in (5.44) is the same as in (5.36), the rest of the proof for pB(2)N stays the same.
For pB(1)N we also get∑
`
∣∣pB(1)N,`∣∣ . ∑
ξ,η∈ΛN
|DwN (ξ)||DwN (η)||η − ξ|−2dl8,ΛN
exactly as before. Of course, we do not need far field estimates now but only the simpler estimate∑
`
∣∣pB(1)N,`∣∣ . ∑
ξ,η∈ΛN
|DwN (ξ)||DwN (η)||η − ξ|−2dl8,ΛN
. N−2d
∑
ξ,η∈ΛN
|η − ξ|−2d
l8,ΛN
. N−d. 
Corollary 5.14. For N sufficiently large, we have |S+N (vperN )− S+N (uN )| . |N |−dl5
Proof. The result follows by combining Lemma 5.12 and Lemma 5.13 with (5.40). 
5.5.3. The term S+(vN )−S+N (vperN ). The final term from (5.24) can be estimated by comparing
Rz(vN ) with RN,z(v
per
N ), which we will reduce to the error estimate for FN −F from Lemma 5.4.
We begin by recalling the expressions, valid for N sufficiently large,
Rz(vN ) =
(
zI`2(Λ) − F∗H(vN )F
)−1
=:
(
z −A)−1
RN,z(v
per
N ) =
(
zI`2(ΛN ) − FNHN (vN )FN
)−1
=:
(
z −AN
)−1
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We extend the “matrix” AN by defining [AN ]minj = δmnδij for (m,n) ∈ Λ2 \ Λ2N , which induces
a corresponding extension of RN,z(v
per
N ) to a R
ext
z (v
per
N ) by R
hom
z . This allows us to compare[
Rz(vN )−Rextz (vperN )
]
``
=
[
Rz(vN )
(
A−AN
)
Rextz (v
per
N )
]
``
= (z − 1)−2[A−AN]``
+ (z − 1)−1
[
(Rz(vN )−Rhomz )
(
A−AN
)]
``
+ (z − 1)−1
[(
A−AN
)
(Rextz (v
per
N )−Rhomz )
]
``
+
[
(Rz(vN )−Rhomz )
(
A−AN
)
(Rextz (v
per
N )−Rhomz )
]
``
=: R
(1)
` +R
(2)
` +R
(3)
` +R
(4)
` .
Lemma 5.15.∣∣[AN −A]ij∣∣ .
N
−d∑
n∈ΛN/2 |n|
−d
l0
(|j − n|−d
l0
+ |i− n|−d
l0
)
, if (i, j) ∈ Λ2N ,∑
n∈ΛN/2 |n|
−d
l0
|j − n|−d
l0
|i− n|−d
l0
, if (i, j) ∈ Λ2 \ Λ2N .
Proof. For (i, j) ∈ Λ2N we calculate
[AN −A]ij =
[
(AN − I)− (A− I)
]
ij
=
∑
n∈ΛN/2
(∇2Vn(DvperN (n))−∇2V (0))[DFN (i− n), DFN (j − n)]
−
∑
n∈ΛN/2
(∇2Vn(DvN (n))−∇2V (0))[DF (i− n), DF (j − n)],
where we have used the fact that DvN (n) = 0 for n ∈ Λ \ ΛN/2. Observing that DvperN (n) =
DvN (n) for n ∈ ΛN/2 and recalling that |DvN (n)| . |n|−d`0 , we obtain∣∣[AN −A]ij∣∣ . ∑
n∈ΛN/2
|DvN (n)|
(
|DFN (i− n)−DF (i− n)| |DF (j − n)|
+ |DFN (i− n)| |DFN (j − n)−DF (j − n)|
)
. N−d
∑
n∈ΛN/2
|n|−d
`0
(
|j − n|−d
`0
+ |i− n|−d
`0
)
.
where we used that j − n, i− n ∈ Λ3N/2. This completes the case (i, j) ∈ Λ2N .
In the case (i, j) ∈ Λ2 \ Λ2N we simply have∣∣[AN −A]ij∣∣ = ∣∣[I −A]ij∣∣
.
∑
n∈ΛN/2
|DvN (n)| |DF (i− n)| |DF (j − n)|
.
∑
n∈ΛN/2
|n|−d
l0
|i− n|−d
l0
|j − n|−d
l0

Lemma 5.16. For all j ∈ {1, 2, 3, 4} we have the estimate∑
`∈Λ
∣∣R(j)` ∣∣ . |N |−dl3 .
Proof. According to (7.6) we can estimate∑
`∈Λ
∣∣R(1)` ∣∣ . ∑
n∈ΛN/2
|n|−d
l0
(
N−d
∑
`∈ΛN
|`− n|−d
l0
+
∑
`∈Λ\ΛN
|`− n|−2d
l0
)
.
∑
n∈ΛN/2
|n|−d
l0
(|N |−d
l1
+ |N |−d
l0
)
. |N |−d
l2
.
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Furthermore, using (7.15), (7.6), and (7.7),∑
`∈Λ
∣∣R(2)` ∣∣+∑
`∈Λ
∣∣R(3)` ∣∣ . ∑
`,i∈Λ
L1(`, i)
∣∣[AN −A]i`∣∣
.
∑
n∈ΛN/2
|n|−d
l0
(
N−d
∑
(`,i)∈Λ2N
L1(`, i)
(|i− n|−d
l0
+ |`− n|−d
l0
)
+
∑
(`,i)∈Λ2\Λ2N
L1(`, i)|i− n|−dl0 |`− n|−dl0
)
.
∑
n∈ΛN/2
|n|−d
l0
(
N−d
∑
i∈ΛN
L2(n, i) +
∑
i∈Λ\ΛN
L2(n, i) |i− n|−dl0
)
.
∑
n∈ΛN/2
|n|−d
l0
(
|N |−d
l3
|n|−d
l5
+
∑
i∈Λ\ΛN
|n|−d
l2
|i|−2d
l2
)
.
∑
n∈ΛN/2
|n|−d
l0
(
|N |−d
l3
|n|−d
l5
+ |N |−d
l2
|n|−d
l2
)
. |N |−d
l3
.
And finally,∑
`∈Λ
∣∣R(4)` ∣∣ . ∑
`,i,j∈Λ
L1(`, i)
∣∣[AN −A]ij∣∣L1(j, `)
.
∑
`∈Λ
∑
n∈ΛN/2
|n|−d
l0
(
N−d
∑
(i,j)∈Λ2N
L1(j, `)L1(`, i)
(|j − n|−d
l0
+ |i− n|−d
l0
)
+
∑
(i,j)∈Λ2\Λ2N
L1(j, `)L1(`, i)|j − n|−dl0 |i− n|−dl0
)
.
∑
n∈ΛN/2
|n|−d
l0
(
N−d
∑
(i,j)∈Λ2N
L1(i, j)
(|j − n|−d
l0
+ |i− n|−d
l0
)
+
∑
(i,j)∈Λ2\Λ2N
L1(i, j)|j − n|−dl0 |i− n|−dl0
)
.
∑
n∈ΛN/2
|n|−d
l0
(
N−d
∑
i∈ΛN
L2(i, n) +
∑
i∈Λ\ΛN
L2(i, n)|i− n|−dl0
)
. |N |−d
l3
,
where we used the submultiplicativity of L1 and (7.15), as well as the end of the previous
estimate. 
Corollary 5.17. For N sufficiently large, |S+N (vperN )− S+(vN )| . |N |−dl3 .
Proof. According to Proposition 4.1 and (7.5), we have∑
`∈Λ\ΛN
|S`(vN )− 〈δShom` (0), vN 〉| . |N |−dl2 .
Furthermore, we use that ∑
`∈ΛN
〈δShomN,` , vperN 〉 = 0
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according to (5.39). Hence, we have
|SN (vperN )− S(vN )| . |N |−dl2 +
∑
`∈ΛN
|S`(vN )− SN,`(vperN )|
+
∑
`∈ΛN
|〈δShom` , vN 〉 − 〈δShomN,` , vperN 〉|. (5.45)
Lemma 5.16 implies∑
`∈ΛN
|S`(vN )− SN,`(vperN )| .
∑
`∈ΛN
∣∣∣Trace∮
C
log z
(
Rz(vN )`` −RN,z(vperN )``
)
dz
∣∣∣
=
∑
`∈ΛN
∣∣∣Trace∮
C
log z
(
Rz(vN )−Rextz (vperN )
)
``
dz
∣∣∣
. |N |−d
l3
.
For the last term in (5.45) we calculate
〈δShom` , vN 〉 − 〈δShomN,` , vperN 〉 = −12Trace(F 〈δHhom, vN 〉F )`` + 12Trace(FN 〈δHhomN , vperN 〉FN )``
= −12Trace
∑
m∈ΛN
∇3V (0)
[
DvN (m), DF (m− `) +DFN (m− `),
DF (m− `)−DFN (m− `)
]
.
With Lemma 5.4 we therefore obtain∑
`∈ΛN
|〈δShom` , vN 〉 − 〈δShomN,` , vperN 〉| .
∑
`,m∈ΛN
|m|−d
l0
|`−m|−d
l0
N−d
. |N |−d
l2
. 
Proof of Proposition 5.8. The result is an immediate consequence of the splitting (5.24) where
the three individual terms are, respectively, estimated in Corollaries 5.11, 5.14 and 5.17. 
Proof of Theorem 2.6(3). Setting uN := u¯N and u∞ := u¯ satisfy (5.13), as well as SN (u¯N ) =
S+N (u¯N ) and S(u¯) = S+(u¯). Therefore, the result is a consequence of Proposition 5.8. 
6. Thermodynamic Limit of HTST
6.1. Approximation of the Saddle point. Recall our starting assumption in (2.28) that there
exist u¯s, φ¯ ∈ W˙1,2, φ¯ 6= 0, and λ¯ < 0, c0 > 0 such that
δE(u¯s) = 0,
Hsφ¯ = λ¯φ¯,
〈Hsv, v〉 ≥ c0‖Dv‖2`2 for all v ∈ W˙1,2 with 〈v, φ¯〉W˙1,2,(W˙1,2)′ = 0.
(6.1)
Since [EOS16, Thm 1] in fact applies to all critical points and not only minimisers, we again
have
|Dj u¯s(`)| . |`|1−d−j for 1 ≤ j ≤ p− 2.
Furthermore, we even have exponential decay of the unstable mode φ¯.
Proposition 6.1. Under Assumption (6.1) we have
|φ¯(`)| . exp(−c|`|).
Proof. We rewrite the eigenvalue equation as
((Hs)M − λ¯I)φ¯ = f := ((Hs)M −Hs)φ¯,
where (Hs)M is defined by (3.15) which ensures that f is compactly supported.
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Since ‖(Hs)M −Hhom‖L(W˙1,2,(W˙1,2)′) → 0 as M →∞, it follows that, for M sufficiently large,
σ((Hs)M ) ⊂ [0,∞). Since λ¯ is negative, standard Coombe–Thomas type estimates (see e.g.
[CO16] for an applicable result) yield∣∣∣[((Hs)M − λ¯I)−1]`m∣∣∣ . e−γ|`−m|,
for some γ > 0. The stated result now follows immediately. 
Next, we observe that the related W˙1,2-eigenvalue problem has the same structure.
Proposition 6.2. There exist ψ¯ ∈ W˙1,2, µ¯ < 0, c1 > 0 such that
Hsψ¯ = µ¯Hhomψ¯,
〈Hsv, v〉 ≥ c1〈Hhomv, v〉 whenever 〈Hhomv, ψ¯〉 = 0.
(6.2)
Moreover, |Djψ¯(`)| . |`|1−d−j for 1 ≤ j ≤ p− 2.
Proof. Step 1: Existence. As
〈Hsv, v〉 ≥ λ¯ (v, φ¯)
2
`2
(φ¯, φ¯)`2
,
we can set v = ψ − ψj for a sequence with ψj ⇀ ψ in W˙1,2 to find
lim inf
j
〈Hsψj , ψj〉 ≥ 〈Hsψ,ψ〉+ λ¯
(φ¯, φ¯)`2
lim sup
j
|(ψ − ψj , φ¯)`2 |2.
Additionally, the last term vanishes, as φ¯ = λ¯−1Hsφ¯ ∈ (W˙1,2)′. We have thus shown that
ψ 7→ 〈Hsψ,ψ〉 is weakly lower semi-continuous in W˙1,2.
Let R(ψ) = 〈Hsψ,ψ〉/〈Hhomψ,ψ〉 be the associated Rayleigh quotient for ψ ∈ W˙1,2 \ {ψ ≡
c : c ∈ Rd}. Then R(φ¯) < 0. Furthermore, we have Hs ∈ L(W˙1,2, (W˙1,2)∗) which together with
(STAB) implies that
R(ψ) ≥ −C‖Dψ‖
2
`2
c0/2‖Dψ‖2`2
=
−C
c0/2
,
where C = ‖Hs‖L; hence, inf R is finite.
Let ψj be a minimising sequence with 〈Hhomψj , ψj〉 = 1 and R(ψj) ↓ inf R. Then, up to
extracting a subsequence, Dψj ⇀ Dψ¯ weakly in `2. If 〈Hhomψ¯, ψ¯〉 = 1, then ψ¯ is a minimiser of
R and the existence of a corresponding µ¯ < 0 for (6.2) follows.
Set θ = 〈Hhomψ¯, ψ¯〉. As 〈Hhomψ,ψ〉 is non-negative and weakly lower semi-continuous, we
have θ ∈ [0, 1]. It remains to show, that θ = 1. If we had θ ∈ (0, 1), then
R(ψ¯) =
1
θ
〈Hsψ¯, ψ¯〉 ≤ lim inf 1
θ
〈Hsψj , ψj〉 ≤ inf R
θ
< inf R,
a contradiction. As a last case, if θ = 0, then ψ¯ would be constant. Using the weak lower
semi-continuity of v 7→ 〈Hsv, v〉 we have
inf R = lim
j
R(ψj) = lim
j
〈Hsψj , ψj〉 ≥ 0,
and hence obtain another contradiction. Thus ψ¯ is a minimizer of R and we can set µ¯ := R(ψ¯).
Step 2: Stability. We now show that the rest of the spectrum is bounded below by c :=
c0/‖Hhom‖L, where c0 is the constant from (6.1). First note that,
〈Hsv, v〉 ≥ c0‖Dv‖2`2 ≥ c〈Hhomv, v〉 whenever 〈v, φ¯〉W˙1,2,(W˙1,2)′ = 0. (6.3)
If there were a non-constant ϕ ∈ W˙1,2, ε > 0 with 〈Hhomϕ, ψ¯〉 = 0 and R(ϕ) ≤ c− ε, then〈
Hs(tϕ+ sψ¯), (tϕ+ sψ¯)
〉
= t2〈Hsϕ,ϕ〉+ s2〈Hsψ¯, ψ¯〉+ 2stµ¯〈Hhomψ¯, ϕ〉
= t2〈Hsϕ,ϕ〉+ s2〈Hsψ¯, ψ¯〉
≤ (c− ε)
(
t2〈Hhomϕ,ϕ〉+ s2〈Hhomψ¯, ψ¯〉
)
= (c− ε)〈Hhom(tϕ+ sψ¯), (tϕ+ sψ¯)〉.
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Since W := {tϕ + sψ¯ : s, t ∈ R} is two-dimensional, there exists w ∈ W \ {0} such that
〈w, φ¯〉W˙1,2,(W˙1,2)′ = 0, a contradiction to (6.3).
Step 3: Decay. To prove the decay of ψ¯, we can write
(Hs − µ¯Hhom)ψ¯ = 0,
or, equivalently,
(1− µ¯)Hhomψ¯ = (Hhom −Hs)ψ¯ =: f,
where 1− µ¯ > 0. We can rewrite the right-hand side as
〈f, v〉 =
∑
`∈Λ
(∇2V (0)−∇2V (Du¯s))[Dψ¯(`), Dv(`)]
=
∑
`∈Λ
g(`) ·Dv(`),
with |g(`)| . |Du¯s(`)| |Dψ¯(`)|. An application of [EOS16, Lemma 13 and Lemma 14] now yields
the stated decay estimate. 
We can now turn to the approximation results. We begin by citing a result concerning the
convergence of the displacement field. Recall that the cut-off operator TR was defined in Lemma
5.5.
Lemma 6.3. (i) For N sufficiently large there exist u¯sN ∈ WperN such that δEN (u¯sN ) = 0 and
|EN (u¯sN )− E(u¯s)|+ ‖Du¯sN −Du¯s‖`∞ . N−d. (6.4)
(ii) For N sufficiently large, u¯sN , is an index-1 saddle, that is, there exists an orthogonal
decomposition WperN = QN,− ⊕ QN,0 ⊕ QN,+ where QN,− = span{TN/2ψ¯}, QN,0 is the space of
constant functions and there exists a constant a1 > 0 such that
±〈HN (u¯sN )v, v〉 ≥ a1〈HhomN v, v〉 ∀v ∈ QN,±.
(iii) For N sufficiently large, there also exists an `2-orthogonal decompositionWperN = Q′N,−⊕`2
QN,0 ⊕`2 Q′N,+ where QN,− = span{TN/2φ¯} and a constant a′1 > 0 such that
〈HN (u¯sN )v, v〉 ≤ −a′1‖v‖2`2 ∀ v ∈ QN,−, and
〈HN (u¯sN )v, v〉 ≥ a′1‖Dv‖2`2 ∀ v ∈ QN,+.
Proof. The existence of u¯sN and the convergence rate follows from [BO18, Theorem 3.14]. The
convergence rate for the energy is already contained in [EOS16].
The existence of the orthogonal decomposition (ii) is established in [BO18, Lemma 3.10]. Our
only claim that is not made explicit there is that QN,− = span{TN/2φ¯}, but this is precisely the
construction of QN,− employed in the proof of [BO18, Lemma 3.10].
The proof of statement (iii) is very similar to the proof of (ii), following [BO18]. 
Proposition 6.4. For N sufficiently large, there exist φ¯N , ψ¯N ∈ WperN and λ¯N , µ¯N < 0 such that
HN (u¯
s
N )φ¯N = λ¯N φ¯N , HN (u¯
s
N )ψ¯N = µ¯NH
hom
N ψ¯N ,
with convergence rates
‖φ¯N − φ¯‖`2(ΛN ) + |λ¯N − λ¯| . N−d, (6.5)
‖Dψ¯N −Dψ¯‖`2(ΛN ) . N−d/2, and (6.6)
|µ¯N − µ¯| . N−d. (6.7)
Moreover, there exists a constant a > 0, independent of N , such that
〈H(u¯sN )v, v〉 ≥ a〈HhomN v, v〉 for (v, φ¯N )`2(ΛN ) = 0, (6.8)
〈H(u¯sN )v, v〉 ≥ a〈HhomN v, v〉 for 〈HhomN v, ψ¯N 〉 = 0. (6.9)
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Proof. These results follow from relatively standard perturbation arguments, hence we will keep
this proof relatively brief. To simplify notation, let HN := HN (u¯sN ) and H := H(u¯
s).
We first consider the `2-eigenvalue problem. Let φ˜N := TN/2φ¯/‖TN/2φ¯‖`2 , then Lemma 6.1
implies
‖φ˜N − φ¯‖`p . e−cN , (6.10)
for some c > 0, and for all p ∈ [1,∞]. This suggests that φ˜N is an approximate eigenfunction;
specifically, we can show that ∥∥(HN − λ¯)φ˜N∥∥`2 . N−d. (6.11)
To see this, we split this residual into∥∥(HN − λ¯)φ˜N∥∥`2 = ∥∥(H(TN u¯sN )− λ¯)φ˜N∥∥`2
≤ ∥∥H(TN u¯sN )φ˜N −H(u¯s)φ¯∥∥`2 + |λ¯|∥∥φ˜N − φ¯‖`2
≤ ∥∥H(TN u¯sN )φ˜N −H(u¯s)φ¯∥∥`2 + Ce−cN ,
where we used (6.10) in the last step. The first term on the left-hand side can be readily estimated
using (6.4) to yield the rate (6.11).
We now write the `2-eigenvalue problem as a nonlinear system,
〈FN (φ, λ), (w, τ)〉 := 〈HNφ− λφ,w〉+ 12(1− ‖φ‖2`2)τ
!
= 0,
then (6.11) implies that ∣∣〈FN (φ˜N , λ¯), (w, τ)〉∣∣ . N−d‖w‖`2 .
The linearisation of FN is given by〈
δFN (φ, λ)(v, ς), (w, τ)
〉
=
〈
(HN − λ)v, w
〉− ς〈φ,w〉`2 − τ〈φ, v〉`2 .
It follows readily from Lemma 6.3(iii), and (6.11) that δFN (φ˜N , λ¯) is a uniformly bounded iso-
morphism with uniformly bounded inverse. As also δFN is uniformly continuous, an application
of the inverse function theorem shows that there exist λ¯N , φ¯N such that
‖φ¯N − φ˜N‖`2 + |λ¯N − λ¯| . N−d.
This completes the proof of (6.5). Moreover, Lemma 6.3(iii) implies (6.8).
We can now repeat the foregoing argument almost verbatim for the HN ψ¯N = µ¯NHhomN ψ¯N
eigenvalue problem, employing Part (ii) instead of Part (iii) of Lemma 6.3. The main difference
is that the best approximation error now scales as
‖Dψ¯ −DTN/2ψ¯‖`2 . N−d/2,
which leads to (6.6), (6.9) as well as the suboptimal rate
|µ¯N − µ¯| . N−d/2
instead of (6.7). To complete the proof we need to improve this to the optimal rate O(N−d).
Let ψ˜N := TN/2ψ¯. Convergence of ψ¯N , (6.6), implies that 〈Hhomψ¯N , ψ˜N 〉 → 1 as N → ∞;
hence, we can estimate
(µ¯− µ¯N )〈HhomN ψ¯N , ψ˜N 〉 = µ¯〈HhomTN ψ¯N , ψ˜N 〉 − 〈HN (u¯sN )ψ¯N , ψ˜N 〉
= µ¯〈Hhom(ψ˜N − ψ¯), TN ψ¯N 〉+ 〈H(u¯s)ψ¯, TN ψ¯N 〉 − 〈HN (u¯sN )ψ¯N , ψ˜N 〉
=
{
µ¯〈Hhom(ψ˜N − ψ¯), TN ψ¯N 〉 − 〈H(u¯s)(ψ˜N − ψ¯), TN ψ¯N 〉
}
+
{
〈H(u¯s)ψ˜N , TN ψ¯N 〉 − 〈HN (u¯sN )TN ψ¯N , ψ˜N 〉
}
=: A1 +A2.
The first term is readily bounded by∣∣A1∣∣ = ∣∣∣µ¯〈Hhom(ψ˜N − ψ¯), (TN ψ¯N − ψ¯)〉 − 〈H(u¯s)(ψ˜N − ψ¯), (TN ψ¯N − ψ¯)〉∣∣∣
. ‖Dψ˜N −Dψ¯‖`2‖DTN ψ¯N −Dψ¯‖`2 . N−d/2N−d/2 . N−d.
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The second term is best written out in detail,∣∣A2∣∣ = ∣∣∣∣ ∑
`∈ΛN/2
〈[∇2V`(Du¯s(`))−∇2V`(Du¯sN (`))]Dψ˜N (`), Dψ¯N (`)〉∣∣∣∣
. ‖Du¯s −Du¯sN‖`∞(ΛN/2)‖Dψ˜N‖`2‖Dψ¯N‖`2 . N−d.
This establishes (6.7) and thus completes the proof. 
Proof of Theorem 2.8(1). This is included in Proposition 6.4. 
6.2. Convergence of the transition rate. We can now turn to the analysis of the transition
rate,
KHTSTN := exp
(
− β∆FN
)
:= exp
(
− β(∆EN − β−1∆SN)), where (6.12)
∆EN := EN (u¯sN )− EN (u¯N ), and
∆SN := SN (u¯sN )− SN (u¯N )
= −12 log det+HsN + 12 log det+HN
= −12
∑
log λsaddlej +
1
2
∑
log λminj ,
where λminj and λ
saddle
j enumerate the positive eigenvalues of, respectively, HN and H
s
N . We
already know from Theorem 2.3 and Proposition 6.4 that
|∆EN −∆E| . N−d where ∆E := E(u¯s)− E(u¯). (6.13)
From Theorem 2.6 we know that∣∣SN (u¯N )− S(u¯)∣∣ . N−d log5N, (6.14)
hence, it now only remains to characterise the limit SN (u¯sN ) → S(u¯s) and estimate the rate of
convergence. Again, we want to use a localisation argument. To that end, we first rewrite SN (u¯sN )
in a way that then allows us to exploit the functional calculus framework that we developed in
the prior sections. This will require us to consider the logarithm of negative numbers. Let us
therefore look at the branch of the complex logarithm given by
log reiϕ := log r + iϕ, for r > 0, ϕ ∈ (−pi/2, 3pi/2).
The logarithm of a finite-dimensional, invertible, self-adjoint operator with spectral decomposi-
tion A =
∑
j αjvj ⊗ vj , is then given by
logA :=
∑
j
logαjvj ⊗ vj .
Recalling the definitions of λ¯N , µ¯N from Proposition 6.4 and of FN and piN from § 2.4, we
calculate
SN (u¯sN ) = −12
∑
log λsaddlej +
1
2
∑
log λhomj
= −12Trace log(HsN + piN ) + 12Trace log(HhomN + piN ) + 12 log λ¯N
= −12 log
det(HsN + piN )
det(HhomN + piN )
+ 12 log λ¯N
= −12 log det(FN + piN )(HsN + piN )(FN + piN ) + 12 log λ¯N
= −12Trace log(FNHsNFN + piN ) + 12 log λ¯N
= −12Trace log+(FNHsNFN )− 12 log µ¯N + 12 log λ¯N
=
∑
`
S+N,`(u¯sN )− 12 log µ¯N + 12 log λ¯N , (6.15)
based on the definition of S+N,` in (5.11). Note, that the formula log detA = Trace logA is still
true for the complex logarithm as there is only one negative eigenvalue. Otherwise a correction
by a multiple of 2pii would have been needed.
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We already know that µ¯N , λ¯N converge as N → ∞, and from the definition of the complex
logarithm we immediately also obtain that
| log λ¯N − log λ¯|+ | log µ¯N − log µ¯| . N−d. (6.16)
Finally, we must address the group
S+N (u¯sN ) :=
∑
`
S+N,`(u¯sN ).
Due to Proposition 6.4, we have indeed σ(FNHsNFN ) \ {0, µ¯N} ⊂ [σ, σ] for σ > 0 small enough
and σ > 0 large enough.
To define the limit, recall that for u satisfying (3.11)
S+` (u) = −12Trace log+(FH(u)F)``.
As u¯s ∈ U , we can apply (4.2) and Proposition 4.1 to see that∣∣∣S+` (u¯s)− 〈δShom` (0), u¯s〉∣∣∣ . |`|−2dl2 ,
and thus
S+(u¯s) =
∑
`∈Λ
(
S`(u¯s)− 〈δShom` (0), u¯s〉
)
is well-defined.
Lemma 6.5. For N sufficiently large, let u¯sN be given by Proposition 6.4, then
|S+(u¯s)− S+N (u¯sN )| . N−d log5N.
Proof. Setting uN := u¯sN and u∞ := u¯
s, (5.13) is satisfied. Therefore, this result is a consequence
of Proposition 5.8. 
We can now define
KTST := exp
(
− β(∆E − β−1∆S)), where (6.17)
∆E := E(u¯s)− E(u¯), and
∆S := S+(u¯s)− S(u¯)− 12 log|µ¯|+ 12 log|λ¯|
Proof of Theorem 2.8 (2). According to (6.13), (6.14), (6.16), and Lemma 6.5. we have
|∆EN −∆E| . N−d, |∆SN −∆S| . N−d log5(N).
Using ∆E > 0, we have
|KTST −KTSTN | . |∆SN −∆S|+ |∆EN −∆E| sup
β
sup
x∈[∆E/2,2∆E]
βe−βx
. N−d log5(N) +N−d 2
e∆E
. N−d log5(N).

7. Appendix
7.1. Proof of Lemma 3.1. Preliminaries: Recall from (3.5) the Fourier representation of
Hhom. Expanding hˆ(k) in (3.6) as k → 0 yields the continuum (long wave-length) limit
hˆc(k) =
∑
ρ∈R′
Aρ(k · ρ)2,
which is the symbol of a linear elliptic PDE operator of a linear elliptic operator of the form
Hcu := −divA∇u,
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where A is a fourth-order tensor and (STAB) implies that it satisfies the strong Legendre–
Hadamard condition [EOS16, HO12],∑
α,β,i,j
Aαβij ηiηjξ
αξβ ≥ c0|η|2|ξ|2 ∀η, ξ ∈ Rd,
for some c0 > 0.
Let Fˆ c(k) := [hˆc]−1/2, then Fˆ c ∈ C∞(Rd \ {0}) and it is (−1)-homogeneous. It now follows
from [MJ66, Theorem 6.2.1] (see also [BHO] for a more detailed enactment of Morrey’s argument
specific to our setting) that there exists F c ∈ C∞(Rd \ {0}) with symbol Fˆ c such that F c is
(1− d)-homogeneous. In particular,
|∇jF c(x)| ≤ C|x|1−d−j for j ≥ 0. (7.1)
We can now use the sharp decay bounds on F c and the connection between the symbols Fˆ (k)
and Fˆ c(k) to modify the arguments from [EOS16, OO17], to estimate the decay of F as well.
Proof of Lemma 3.1(i): decay estimates. Let ηˆ(k) ∈ C∞c (B) with ηˆ(k) = 1 in a neighbourhood
of the origin. Then its inverse Fourier transform η := F−1[ηˆ] ∈ C∞(Rd) has super-algebraic
decay [Tre00]. Therefore, η ∗ F c is well-defined,
|Dρ(η ∗ F c)(`)| ≤ C|`|1−d−jl0 (7.2)
and F [η ∗ F c] = ηˆFˆ c is compactly supported in BZ and smooth except at the origin.
Next we show that
|Dρ(F − η ∗ F c)(`)| ≤ C|`|−d−jl0 , (7.3)
which, together with (7.2), implies the stated result.
From the explicit representation of hˆ(k) and hˆc(k) we have∣∣|k|−2hˆ(k)− |k|−2hˆc(k)∣∣ ≤ C|k|2.
Recall the (STAB) implies that |k|−2hˆ(k) and |k|−2hˆc(k) are bounded above and below in BZ,
hence ∣∣∣|k| hˆ(k)−1/2 − |k|hˆc(k)−1/2∣∣∣ ≤ C|k|2,
or, equivalently,
∣∣Fˆ (k)− Fˆ c(k)∣∣ ≤ C|k|.
Along similar lines, we can prove that∣∣∇mFˆ (k)−∇mFˆ c(k)∣∣ . |k|1−m.
Applying [OO17, Theorem 7 & Corollary 8], this implies (7.3). 
Proof of Lemma 3.1(ii),(iii): We need to show that F : `2 → W˙1,2. Let v ∈ `2. For a fixed `,
|F (l −m)− F (−m)| . |m|−d
l0
due to the decay for DF established in part (i). Therefore, F (l − ·) − F (−·) ∈ `2 and Fv(`) is
defined for all `. Clearly, we also have Fv(0) = 0.
For any ρ we find
Dρ(Fv)(`) =
∑
m
DρF (`−m)v(m).
The Plancherel theorem then implies
Dρ(Fv)(`) =
1
|B|
∫
B
(eik·ρ − 1)Fˆ (k)vˆ(k)e−ik·` dk
As the Fourier-multiplier satisfies (eik·ρ − 1)Fˆ (k) ∈ L∞(B), we find Dρ(Fv) ∈ `2 and thus
Fv ∈ W˙1,2.
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For v, w ∈ `2 we calculate
〈F∗HhomFv, w〉`2 = 〈Hhom(Fv), (Fw)〉(W˙1,2)′,W˙1,2
=
∑
`
∇2V (0)[D(Fv)(`), D(Fw)(`)]
=
1
|B|
∫
B
∇2V (0)[((eik·ρ − 1)Fˆ (k)vˆ(k))ρ∈R, ((eik·ρ − 1)Fˆ (k)wˆ(k))ρ∈R] dk
=
1
|B|
∫
B
(Fˆ vˆ)∗hˆFˆ wˆ dk
=
1
|B|
∫
B
vˆ∗wˆ dk
= 〈v, w〉`2 ,
which proves (iii). As
‖Dw‖2`2. 〈Hhomw,w〉`2 . ‖Dw‖2`2
for all w ∈ W˙1,2 according to (2.8), we can set w = Fv to find
‖DFv‖2`2. 〈F∗HhomFv, v〉`2 = ‖v‖`2 . ‖DFv‖2`2 .
In particular, F is one-to-one and continuous. 
7.2. Proof of Lemma 3.3. We use arguments similar to those in [Seg92]. Let us start with the
finite-dimensional case. For an r × r matrix B let
pB(λ) := det(λI −B) = λr + c1λr−1 + . . .+ cr−1λ+ cr
be the characteristic polynomial of B. The coefficients ck are of the form
ck = ck(B) = tr(Λ
kB),
where ΛkB is the k-th exterior power of B, i.e., a homogeneous degree k polynomial in the
coefficients of B which can be written as a sum of minors.
If I +B is invertible, then
α := pB(−1) = (−1)r + c1(−1)r−1 + . . .+ cr 6= 0.
Therefore, there is a polynomial
p¯B(λ) = λ
r + c¯1λ
r−1 + . . .+ c¯r−1λ+ α
such that λpB(λ) + α = (1 + λ)p¯B(λ). Indeed, the coefficients are given as
c¯1 = c1 − 1, c¯2 = c2 − c¯1, . . . , c¯k = ck − c¯k−1, . . . , c¯r−1 = cr−1 − c¯r−2
i.e.,
c¯k = (−1)k +
k∑
j=1
(−1)k−jcj .
According to the Cayley-Hamilton theorem, pB(B) = 0. Therefore, α = (I +B)p¯B(B). Hence,
(I +B)−1 =
1
α
p¯B(B)
=
1
α
(
Br + c¯1B
r−1 + . . .+ c¯r−1B + α
)
= I +
1
α
(
Br + c¯1B
r−1 + . . .+ c¯r−1B
)
= I +
Br + c¯1B
r−1 + . . .+ c¯r−1B
(−1)r + c1(−1)r−1 + . . .+ cr
= I +
r∑
k=1
c˜kB
k. (7.4)
A representation as desired with coefficients c˜k = c˜k(B) depending continuously on B.
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Now let us discuss the general case. We will immediately prove the main statement and (ii),
as (i) is clearly a special case of (ii).
So letX be a Hilbert space with orthogonal decompositionX = X1⊕X2 such that dim(X1) ≤ r
andX2 ⊂ kerA for an operator A. If PV : X → X is the orthogonal projection onto V , we can the
operators as A = PX1APX1+PX2APX1 , as PX1APX2 = PX2APX2 = 0. Let us write B : X1 → X1
and C : X1 → X2 for these restricted and projected operators. That means we have
A = ιX1BpiX1 + ιX2CpiX1 ,
where ιXi : Xi → X and piXi : Xi → X are the standard embedding and orthogonal projection.
In particular, for j ≥ 1 we have
Aj = AιX1B
j−1piX1 .
If I+A is invertible, then so is IX1 +B as (IX1 +B)−1 = piX1(I+A)−1ιX1 . We can also represent
(I +A)−1 in terms of (IX1 +B)−1 as a block inverse by
(I +A)−1 = ιX1(IX1 +B)
−1piX1 − ιX2C(IX1 +B)−1piX1 + ιX2piX2 .
In particular,
(I +A)−1 − I = ιX1
(
(IX1 +B)
−1 − I)piX1 − ιX2C(IX1 +B)−1piX1
=
(
ιX1 − ιX2C
)(
(IX1 +B)
−1 − IX1
)
piX1 − ιX2CpiX1
=
(− ιX1B − ιX2C)((IX1 +B)−1 − IX1)piX1 − ιX1BpiX1 − ιX2CpiX1
= −AιX1
(
(IX1 +B)
−1 − IX1
)
piX1 −A
According to (7.4) we have
(IX1 +B)
−1 − IX1 =
r∑
k=1
c˜kB
k,
and hence,
AιX1
(
(IX1 +B)
−1 − IX1
)
piX1 =
r∑
k=1
c˜kA
k+1.
Overall we have,
(I +A)−1 = I +
r+1∑
k=1
cˆkA
k
with cˆ1 = −1 and cˆk = −c˜k−1 for k ≥ 2. In particular, for a family (Aα)α of operators with
the same orthogonal decomposition of X, the cˆk are given as continuous functions of Bα =
piX1AαιX1 ∈ L(X1).
7.3. Auxiliary Estimates. We want to collect a few auxiliary estimates for certain sums that
appear in a number of variations throughout.
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Lemma 7.1. All the implied constants in the following are allowed to depend on the exponents
α, β, γ, p, as well as the dimension d, but not on the lattice points n,m ∈ Λ, or the cut-off M ≥ 0.∑
`∈Λ
|`|−p−dlα,M . |M |−plα for all p > 0, α ≥ 0. (7.5)∑
`∈Λ,|`|≤M
|`|−dlα . |M |0lα+1 for all α ≥ 0. (7.6)∑
`∈Λ
|`|−dlα,M |`−m|−dlβ . |m|−dlα+β+1,M for all α, β ≥ 0, m ∈ Λ. (7.7)∑
`∈Λ
|`|−dlα |`−m|−d−plβ ,M . |m|−dlα,M |M |
−p
lβ+1
for all α, β ≥ 0, p > 0, m ∈ Λ. (7.8)∑
`∈Λ
|`|−d−plα |`−m|−d−plβ . |m|
−d−p
lα for all α ≥ β ≥ 0, p > 0, m ∈ Λ. (7.9)∑
`∈Λ
|`|−dlα,M |`−m|−dlβ |`− n|−dlγ . |n|−dlα,M |m− n|−dlβ+γ+1 + |n|−dlγ ,M |m|−dlα+β+1,M
for all α, β, γ ≥ 0, m, n ∈ Λ with |n| ≥ |m|. (7.10)∑
`∈Λ
|`|−d−plα,M |`−m|−dlβ |`− n|−dlγ . |n|
−d−p
lα,M |m− n|−dlβ+γ+1 + |n|−dlγ ,M |m|−dlβ ,M |M |
−p
lα+1
for all α, β, γ ≥ 0, m, n ∈ Λ with |n| ≥ |m|. (7.11)
As a special case, note that one can always take M = 0, where one finds |`|−qlα,M = |`|−qlα and
|M |−qlα = 1.
Corollary 7.2. In particular, if follows that∑
`∈Λ
|`|−d
l1
|`−m|−d
l1
|`− n|−dlγ . Lγ+2(m,n) for all γ ≥ 0, n,m ∈ Λ. (7.12)∑
`∈Λ,|`|≥M
|`|−d
l0
|`−m|−d
l0
|`− n|−d
l0
. LM1 (m,n) for all n,m ∈ Λ. (7.13)∑
`∈Λ
|`|−d
l1,M
|m− `|−d
l1
|n− `|−d
l1
. |m|−d
l1,M
|m− n|−d
l3
+ |m|−d
l1,M
|n|−d
l3,M
for all n,m ∈ Λ.
(7.14)∑
`∈Λ
L1(m, `)|n− `|−dlγ . Lγ+2(m,n) . |m− n|−dlγ+2 for all γ ≥ 0, n,m ∈ Λ. (7.15)∑
`∈Λ
|`|−2d
l2,M
|`−m|−d
l1
|`− n|−d
l1
. |n|−d
l1,M
|m|−d
l1,M
(|M |−d
l3
+ |m− n|−d
l3
). (7.16)
Proof. To show (7.12) just note that we can estimate |m|−d
l3
. |m|−d
l2
|n|0l1 in (7.10) for the case|n| ≥ |m|. If on the other hand |m| ≥ |n|, (7.10) becomes∑
`∈Λ
|`|−d
l1
|`−m|−d
l1
|`− n|−dlγ . |m|−dl1 |m− n|−dlγ+2 + |m|−dl1 |n|−dlγ+2
which already gives the result.
(7.13) follows directly from (7.10) as it is symmetric in m, n.
(7.14) directly follows from (7.10) and its version with m, n reversed, so (7.14) holds true for
all m,n ∈ Λ.
The first inequality in (7.15) is just a combination of (7.12) and (7.7). The second follows
from |n−m|l0 ≤ |n|l0 |m|l0 .
(7.16) immediately follows from (7.11) as it is symmetric in m, n. 
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Proof of Lemma 7.1. Let us start with (7.5). The statement is trivial if the sum is restricted to
|`| ≤M . At the same time, ∑
|`|>M
|`|−p−dlα .
∫ ∞
M
|r|−p−1lα dr . |M |−plα .
For (7.6), we estimate ∑
|`|≤M
|`|−dlα . log(e+M)α
∫ M+2
1
|r|−1 dr . |M |0lα+1 .
In (7.7), first consider |m| ≤M . Then we can split the sum and estimate∑
`
|`|−dlα,M |`−m|−dlβ .
∑
|`|>2M
|`|−2d
lα+β ,M
+ |M |−dlα
∑
|`|≤2M
|`−m|−d
lβ
≤ |M |−d
lα+β+1
,
according to (7.5) and (7.6). On the other hand, the case |m| > M follows directly if we can
show the entire statement for M = 0. Splitting up the sum, we find∑
`
|`|−dlα |`−m|−dlβ .
∑
`∈B |m|
3
(0)
|`|−dlα |m|−dlβ +
∑
`∈B |m|
3
(m)
|m|−dlα |`−m|−dlβ
+
∑
`∈B2|m|(0)c
|`|−2d
lα+β
+ |m|−2d
lα+β
|m|dl0
. |m|−d
lα+β+1
,
according to (7.5) and (7.6).
Now let us look at (7.8). First consider the case |m| ≤M . Then∑
`
|`|−dlα |`−m|−d−plβ ,M .
∑
`∈B2M (m)
|`|−dlα |M |−d−plβ +
∑
`∈B2M (m)c
|`|−dlα |`|−d−plβ
. |M |−d−p
lα+β+1
. |m|−dlα,M |M |−plβ+1 .
If on the other hand |m| > M , we use the splitting from the proof of (7.7), to find∑
`
|`|−dlα |`−m|−d−plβ ,M .
∑
`∈B |m|
3
(0)
|`|−dlα |m|−d−plβ +
∑
`∈B |m|
3
(m)
|m|−dlα |`−m|−d−plβ ,M
+
∑
`∈B2|m|(0)c
|`|−dlα |`|−d−plβ + |m|
−2d−p
lα+β
|m|dl0
. |m|−d−p
lβ+α+1
+ |m|−dlα |M |−plβ
. |m|−dlα,M |M |−plβ+1 .
The same splitting of the sum for (7.9) gives∑
`
|`|−d−plα |`−m|−d−plβ .
∑
`∈B |m|
3
(0)
|`|−d−plα |m|−d−plβ +
∑
`∈B |m|
3
(m)
|m|−d−plα |`−m|−d−plβ
+
∑
`∈B2|m|(0)c
|`|−d−plα |`|−d−plβ + |m|
−2d−2p
lα+β
|m|dl0
. |m|−d−p
lβ
+ |m|−d−plα + |m|−d−2plα+β
. |m|−d−plα .
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We get to (7.10). First, let |m|, |n| ≤ 2M . Then∑
`∈Λ
|`|−dlα,M |`−m|−dlβ |`− n|−dlγ .
∑
`∈B3M (0)
|M |−dlα |`−m|−dlβ |`− n|−dlγ +
∑
`∈B3M (0)c
|`|−3d
lα+β+γ
. |M |−dlα |m− n|−dlβ+γ+1 + |M |−2dlα+β+γ ,
according to (7.5) and (7.7). Next, let |n| ≥ 2M , |n| ≥ |m|, and |m− n| ≥ |n|/4. Then∑
`∈Λ
|`|−dlα,M |`−m|−dlβ |`− n|−dlγ .
∑
`∈B |n|
8
(n)
|n|−dlα |n|−dlβ |`− n|−dlγ +
∑
`∈B |n|
8
(n)c
|`|−dlα,M |`−m|−dlβ |n|−dlγ
. |n|−2d
lα+β+γ+1
+ |n|−dlγ |m|−dlα+β+1,M .
At last, let |n| ≥ 2M with |m− n| < |n|/4. Then,∑
`∈Λ
|`|−dlα,M |`−m|−dlβ |`− n|−dlγ .
∑
`∈B |n|
2
(n)
|n|−dlα |`−m|−dlβ |`− n|−dlγ +
∑
`∈B2|n|(0)\B |n|
2
(n)
|`|−dlα,M |n|−dlβ |n|−dlγ
+
∑
`∈B2|n|(0)c
|`|−dlα |`|−dlβ |`|−dlγ
. |n|−dlα |m− n|−dlβ+γ+1 + |n|−2dlα+β+γ+1 .
Overall, we have shown that if |n| ≥ |m|, then∑
`∈Λ
|`|−dlα,M |`−m|−dlβ |`− n|−dlγ . |n|−dlα,M |m− n|−dlβ+γ+1 + |n|−dlγ ,M |m|−dlα+β+1,M .
That also means, that if |m| ≥ |n|, then∑
`∈Λ
|`|−dlα,M |`−m|−dlβ |`− n|−dlγ . |m|−dlα,M |m− n|−dlβ+γ+1 + |m|−dlβ ,M |n|−dlα+γ+1,M .
We are only left with (7.11). As in the proof of (7.10), we find for |m|, |n| ≤ 2M that∑
`∈Λ
|`|−d−plα,M |`−m|−dlβ |`− n|−dlγ . |M |
−d−p
lα |m− n|−dlβ+γ+1 + |M |
−2d−p
lα+β+γ
.
Also, for |n| ≥ 2M , |n| ≥ |m|, and |m− n| ≥ |n|/4 we have∑
`∈Λ
|`|−d−plα,M |`−m|−dlβ |`− n|−dlγ .
∑
`∈B |n|
8
(n)
|n|−d−plα |n|−dlβ |`− n|−dlγ +
∑
`∈B |n|
8
(n)c
|`|−d−plα,M |`−m|−dlβ |n|−dlγ
. |n|−2d−p
lα+β+γ+1
+ |n|−dlγ |m|−dlβ ,M |M |
−p
lα+1
,
according to (7.8). At last, let |n| ≥ 2M with |m− n| < |n|/4. Then,∑
`∈Λ
|`|−d−plα,M |`−m|−dlβ |`− n|−dlγ .
∑
`∈B |n|
2
(n)
|n|−d−plα |`−m|−dlβ |`− n|−dlγ +
∑
`∈B2|n|(0)\B |n|
2
(n)
|`|−d−plα,M |n|−dlβ |n|−dlγ
+
∑
`∈B2|n|(0)c
|`|−d−plα |`|−dlβ |`|−dlγ
. |n|−d−plα |m− n|−dlβ+γ+1 + |n|−2dlβ+γ + |n|
−2d−p
lα+β+γ
. |n|−d−plα |m− n|−dlβ+γ+1 + |n|−2dlβ+γ .
Overall, we have shown that for |n| ≥ |m|∑
`∈Λ
|`|−d−plα,M |`−m|−dlβ |`− n|−dlγ . |n|
−d−p
lα,M |m− n|−dlβ+γ+1 + |n|−dlγ ,M |m|−dlβ ,M |M |
−p
lα+1
.

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