Autonomous micromanipulation has been an emerging interest in constructing and assembling microobjects. Manual assembly and manipulation of small-scale objects through teleoperation is possible, however autonomy is necessary for large-volume manipulation and manufacturing. In this study, we discuss a two-dimensional autonomous manipulation system, which is based on an optical microscope and a nanoprobe. We demonstrate the manipulation of polystyrene and silica microspheres, which are detected through image processing using the generalized Hough transform. Using an atomic force microscope nanoprobe as an end-effector, microspheres are autonomously pushed to a user-defined configuration. Furthermore, we demonstrate motion planning in micromanipulation by using the Wavefront expansion algorithm, which is necessary in manipulating microspheres without colliding into obstacles. In experiments, we successfully demonstrate the automatic arrangement of 4.5 µm polystyrene and 5 µm silica microspheres into user-defined patterns with an average precision of around 0.5 µm, which is limited by the microscope imaging resolution. This autonomous microparticle arrangement system would be applied to fabricate mold templates for micro/nanoprinting and prototyping micro/nanodevices.
Introduction
With the recent trends in micro and nanotechnology, commercial markets in micro and nanodevices have been growing rapidly, including Microelectromechanical Systems products, such as inkjet printer heads, accelerometers, and optical components. Many of these products are built in a batch technique with little assembly, however other products such as read/write heads for hard disks and fiber optic assemblies require an assembly step [1] . Manipulation systems and strategies at the micro and nanoscale have been developed and are constantly improving to address the manipulation and assembly problem. Most systems rely on a human operator to perform manipulation, but recently there has been a push towards high-level autonomy in manipulation systems [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . With autonomous systems constructing micro and nanodevices, an increase in production volume is possible, as well as higher quality, smaller parts.
Several groups have demonstrated autonomous micromanipulation under an optical microscope. Kim et al. [1] designed a system that can autonomously assemble a laser pump. Using microgrippers with force-sensing and image processing, a 900 µm diameter optical fiber is inserted into an assembly, constructing the laser pump. Thompson et al . [2] demonstrate a system using force-sensing tweezers that can automatically orient and arrange 200×200×100 µm 3 objects. In this system, autonomy is achieved by using force-sensing and task planning, and without complete feedback of the workspace. Autonomy in biological cell manipulation has been demonstrated by Li et al. [5] , where 90 µm oosperms are injected using image processing for feedback. Yu et al. [7] also demonstrate autonomous cell manipulation, by injecting 50 µm mouse embryos with 100% success rate using image processing.
With limits in optical microscope technology, devices including the scanning electron microscope (SEM) are employed to image smaller manipulatable objects. Kasaya et al. [4] demonstrate the fully automatic arrangement of 30 µm solder microparticles under a SEM. In this system, image processing is used to servo the end-effector, which is a single probe that relies on the natural adhesion between surfaces to pick objects up and place them down. A thrust into autonomy in the nanoscale has been successfully attempted by Sitti [3, 10] , where a high level task, pushing a 28 nm particle from one given location to a desired location, is possible under an atomic force microscope (AFM). Addressing and solving the significant thermal drift problem at the nanoscale, Mokaberi et al. [8] demonstrate precise autonomous manipulation of 15 nm particles using an AFM.
Motion planning is an essential step in the process of automatic manipulation, as it is the function that guides the manipulatable entities to their respective locations. As obstacles can exist in an assembly process, motion planning is necessary to prevent collisions with obstacles during an automatic manipulation. Makaliwe et al. address this problem and create a framework for task planning for the small scale [11] . However in experiment, past research has primarily avoided the problem of obstacles by specifying constructs where obstacles are not encountered. One of the goals of this study is to demonstrate the motion planning process for autonomous manipulation in the presence of obstacles.
In this study, we propose and demonstrate a fully autonomous assembly system that is designed around the benefits of an optical microscope (compared to SEM, AFM, and related): (1) The workspace can be imaged at real-time with relatively high image quality (a SEM can approach real-time scanning at the expense of image quality), which suggests rapid micromanipulation; (2) Non-conductive parts can be imaged and manipulated (an AFM can also image these parts, however very slowly). A final design criteria was to attempt to reliabily autonomously manipulate the smallest size object under an obstacle microscope. Conclusively, our micromanipulation system can operate at the low micro-scale, using 4.5 µm polystyrene and 5 µm silica microspheres. The manipulation is in two-dimensions (2D), that is, particles are pushed rather than picked-and-placed. We implement image processing using the generalized Hough transform [12] to detect objects on the workspace. To prevent collisions with obstacles, we implement motion planning using the Wavefront expansion algorithm [13] . The system we discuss is capable of fully-autonomously arranging microspheres into user-defined patterns relatively rapidly.
The organization of this paper is as follows: first, the hardware and manipulation system used in this study is discussed. Then, adhesion issues in the microscale are discussed, and calibration of the system is explained. Next, the image processing and task planning algorithms are defined. Experiments are then introduced and discussed. Finally, conclusions and future directions are reported.
Micromanipulation System
The micromanipulation system is designed for 2D pushing of microparticles, although it can be directly extended to any other micro-object manipulation by using an appropriate end-effector. The overall experimental system setup is shown in Figure 1 . It uses a stiff non-contact AFM cantilever as the end-effector (Nanoscience ATEC-NC AFM probe, k=45 N/m, see Figure 1c ). The probe is mounted on a 3-DOF fine positioning system (Queensgate NPS-XYZ-100A, with effective x-y-z range of 100 µm x 100 µm x 15 µm and ±5 nm closed-loop precision). On an x-y-z manual positioning stage, a glass slide is mounted and is positioned over the AFM probe, which is pointing upwards. On the underside of the glass slide, microspheres can be deposited (at this scale, the surface adhesion of the particles to the glass surface is significantly greater than the force of gravity on the particles, thus the particles do not fall off). 4.5 µm polystyrene spheres and 5.0 µm silica spheres are used in the experiments. This setup is placed under an optical microscope (Nikon L200 used with a 50× objective under darkfield lighting); a frame grabber (Euresys Picolo) in a PC (using an Intel Pentium-4 1.8GHz in RTAI Linux) is used to acquire images from the microscope's CCD video camera (MTI DC330), and processes the image information. The resolution of the captured image with respect to the fine-positioning stage is approximately 8 pixels/µm. The control software is written in the C programming environment and uses realtime calls for moving the fine-positioning stage at accurate velocities.
This micromanipulation system is inverted; the glass occludes the microscope from directly imaging the workspace [14] . The advantage of the inverted setup is that the AFM probe and probe-particle interactions can be visually observed, and it is easy to place high-powered lens objectives, with small working distances, over the working area. However when the view is occluded, the depth of field of the scene is reduced due to the interactions of light through the glass. This renders high-powered, low depth of field objectives (such as a 100× objective) unusable, as the resulting image will be too poorly focused for reliable image processing. A 50× objective provides sufficient depth of field through the occluding glass slide, and can support the reliable imaging and detection of around 5 µm objects and larger.
In this system the vision feedback from the microscope, along with the positioning information from the fine positioning stage, are the sole forms of feedback used in automatic manipulation tasks. Force information characterizing tip-particle and tip-surface interactions is not required, as the vision feedback is sufficient for 2D automatic positioning. Past research has demonstrated successful autonomous micromanipulation without vision feedback [2, 8] , without force feedback [5, 9] , as well as using both force and visual feedback [1, 3, 4, 6, 7] .
For autonomous manipulation, a pre-configured working space is required. That is, the operator must manually move the end-effector to the working space, where it can manipulate particles, and that no particles are in an unmanipulatable state (i.e. stuck to other particles) . Furthermore the workspace must be calibrated with the image-space, using a semi-automatic calibration process described in Section 4.
Adhesion
At the micro and nano scale, inter-molecular forces become extremely significant and dominate over gravity and inertial forces. The three primary forces are van der Waals interactions, electrostatic forces, and capillary forces. In micromanipulation, it is necessary to design around these adhesion forces between the end-effector, manipulated object, and working surface for repeatable manipulation [15] . As the manipulation in our system occurs in 2D, objects are pushed across the workspace rather than picked-and-placed. It is undesirable to pick an object in this 2D pushing scheme, which can occur due to the adhesive forces between the end-effector and workspace object. Therefore, in this system, it should be ensured that the adhesion between the AFM tip and particle is less than the adhesion between the particle and the surface.
Micromanipulation systems do not need to follow this idea; the ability of a probe to pick up a particle by the natural adhesion is advantageous in producing a pick-and-place operation [4, 6] . Furthermore for microgrippers to operate, these adhesion forces, as well as tribological effects, are necessary [15] . We chose to use a pushing strategy in 2D as it is a simpler operation than picking and placing objects. In a pick-and-place strategy, it is necessary to carefully control adhesion forces between end-effector and particles. Typically during a picking operation, the probe-particle adhesion should exceed the particle-surface adhesion, which allows the probe to pick an object. However during a place operation, the particle must now stick more to the destination surface to leave the manipulator. This additional design criteria is avoided by restricting the manipulation strategy to 2D.
A commercial AFM (Autoprobe CP-II, Veeco) was used to determine the particle-probe and particle-surface adhesions in our experimental setup. Polystyrene and borosilicate (which approximates the silica particles used in experiment) were used as the particle type in measurements. Polystyrene is a hydrophobic material while borosilicate is a hydrophilic material; a hydrophobic material will have less capillary interactions with other surfaces suggesting less adhesion forces. Comparing these two materials will give insight into what types of objects can be manipulated without significantly adhering to an AFM probe. Polystyrene and borosilicate attached AFM particle probes (Novascan PT.PS, PT.GS, polystyrene diameter = 25 µm, k = 1.75 N/m, borosilicate diameter = 12 µm, k = 14 N/m) were used to measure the adhesion forces between a silicon surface (approximating the material of the AFM probe) and a silica (glass) surface (as the working surface during micromanipulation). Table 1 shows the adhesive forces among the surfaces and particles.
Particle
Glass surface Silicon surface Polystyrene 781 nN ±20 nN 678 nN ±88 nN Borosilicate 1321 nN ±250 nN 1251 nN ±120 nN Table 1 : Adhesive forces between glass and silicon surfaces to polystyrene and borosilicate particles. Forces are averages of five measurements on different locations of the given surface. Figure 2: Simplified force diagram between particle (radius R t ) and probe (radius R p ). F p is the particle-probe adhesion force, and F s is the particle-surface adhesion force.
Adhesion modelling for micro and nanoparticle manipulation is discussed by Sitti et al. [16] , where the Johnson-Kendall-Roberts (JKR), Deraguin-Muller-Toporov (DMT), and Maugis-Dugdale (MD) models are discussed. We are interested in the dimensionless parameter λ in analyzing adhesions, which is a ratio of the JKR theory contact area neck height to the intermolecular spacing a o . In theory, the MD model is most accurate in determining the relevant forces and is applicable for all values of λ, however in contrast to the JKR and DMT models, the MD model is inherently complex in solution. The MD model converges with the JKR model as λ → ∞ (typically λ ¿ 5.8) and the DMT model as λ → 0 (typically λ ¡ 0.12). Finally, λ is given as:
( 1) where a o = 1.98Å, R t is the radius of the particle (Figure 2 ), ω is the interfacial surface energy between the particle and surface, and K is a parameter that depends on the particle and surface elastic moduli (E) and poisson ratios (ν). The elastic moduli for silica, silicon, and polystyrene are 70 GP a, 135 GP a, and 3 GP a, respectively. The possion ratios for silica, silicon, and polystyrene are 0.17, 0.26, and 0.33, respectively. K is given as:
The parameter ω is determined using the experimental data in Table 1 with the relation for the adhesive force between the surface and particle, F s :
where c = 1.5 in the JKR model, c = 2.0 in the DMT model, and 1.5 < c < 2.0 in the MD model. As ω depends on the governing model, we assume both the JKR and DMT models to determine a range for λ, given in Table 2 Table 2 : Values of λ using JKR and DMT assumptions.
The values for λ in Table 2 indicate that the MD model is most applicable. For approximation, a range of adhesion values can be determined by using the JKR and DMT models.
The adhesion between the particle and probe (with the probe's tip radius given as R p = 10 nm) is given as:
The forces between the particle-tip and particle-surface are calculated from Equations 3 and 4, with ω computed using Table 1 , and are given in Table 3 ; we assume both the JKR and DMT models when determining both ω and the adhesive forces. Table 3 : Range of adhesive forces between glass and silicon surfaces to polystyrene and silica particles used in experiment (4.5 µm and 5 µm diameters, respectively).
From the adhesion values in Table 3 , F s >> F p in all cases. This indicates that particles cannot be picked by the AFM tip by pure adhesion, as it is weak compared to the particle-surface adhesion. The hydrophillicity of silica indicates higher particle-tip adhesion compared to polystyrene, but is insignificant compared to the particle-surface adhesion. In practice, it is possible that a face of the AFM probe contacts with a particle, creating a sphere-plane contact between the particle and probe. Since adhesion to silicon is greater than to glass, it is possible to pick-up a particle if sufficient surface area exists. For our 2D pushing case, it is critical to minimize contact between the particle and probe, which is possible with a sharp AFM probe tip.
System Calibration
In the micromanipulation system, computations for determining the pushing path of the end-effector are performed in the image-frame (characterized by pixels), however locations in the world-frame (characterized by µm) are required to servo the probe. To map a point from the image-frame to the world-frame, a calibration procedure must be used, which should consider the optical microscope's physical characteristics, including nonlinearities in the optics, and mis-alignments between the camera axis and positioning stage axis.
Zhou et al. [17] discuss an algorithm in determining a closed-form solution for this calibration problem in the context of visually-guided microassembly using optical microscopes [17] . However, this solution is mathematically complex, both in determining the closed-form solution and in mapping a point between the two frames. A simple and effective solution, which relies on approximation, is to create a look-up table between the image-frame and world-frame. For our system, a semi-automatic calibration process [10] to construct a look-up table is adapted:
1. The operator manually brings the end-effector into view and positions it on one corner in the image-frame by teleoperation. 2. The end-effector is tracked using color segmentation [9] . 3. The probe is automatically moved across the image-frame in 5 µm steps in the world-frame; the pixel location of the end-effector is recorded in the image-frame with respect to the position in the world-frame (noted by the fine-positioning stage sensors). 4. A look-up table is constructed for mapping a location from the image-frame to the world-frame, allowing the probe to be precisely positioned by using the image as an interface. Locations that are not on the 5 µm steps used in calibration are linearly interpolated between recorded values. The automatic calibration process takes 5 minutes to complete.
Using the data points in the look-up table, the average error distance of the calibration is defined as [10] :
where (X i , Y i ) refer to the actual position of the positioning stage, (x i , y i ) refer to the corresponding locations on the image (scaled into µm from image pixels), and M is the number of data points. The average error of calibration (for the given example, and are typical values) is = 1.18 µm, and ranges from − = 0.16 µm to + = 2.26 µm. These errors are representative of the positioning error if the image and world-frames were assumed to map linearily, and have aligned axes (the axes were aligned as best as possible by the operator by positioning the camera and stage). This error is significant with respect to the size of the particles being manipulated (4.5−5 µm diameter). Using the look-up table, however, positioning errors are observed to be significantly less than 1 µm, which is appropriate for the size of particle being manipulated. Active real-time detection of the probe for positioning is possible in micromanipulation, and has been demonstrated [4, 6] . In this system, the microscope uses a 50× objective under darkfield; this setting is used to produce the highest contrast possible such that detection of the microspheres in the workspace is consistent. However under this lighting, the probe becomes very difficult to image, resulting in unreliable image processing (as the probe is silicon and reflects light, the image is flooded with light blurring features). Since the positioning accuracy of the fine-positioning stage is extremely high, a look-up table and calibration of image and working-spaces offsets the probe detection problem, thus visual tracking of the probe is not required. To suppress visual noise when detecting the microspheres, the probe is moved out of the image, which also prevents the probe from occluding workspace entities. Figure 3 : Plot experimentally comparing the distance a particle (4.5 µm polystyrene) is pushed vs. height the probe pushes at (height is measured from the top of a particle).
Finally, the optimal z-distance the probe is from the surface is determined for a pushing operation. One concern in determining this height is to prevent the probe from being too close to the surface; in this case, it is possible that a large contact area develops between the end-effector and particle during manipulation, which can result in unwanted sticking effects (such as picking-up a particle). On the other hand, if the probe is too far away from the surface, it will not touch, or barely touch the manipulatable objects. Since the probe is compliant, it will deflect over particles if its contact height is too high. We define the optimal contact height as the maximum height away from the working surface where the probe will manipulate objects while not deflecting over these objects. To determine the ideal pushing height, a probe was positioned at multiple z-heights (the probe is first manually brought to a height where it barely touches a particle, and is offset from this height). The probe is moved at 30 µm/s (the pushing speed used in experiment) for 50 µm towards a particle. The distance the particle travelled was measured (only deflections in the z-direction were considered, occasions when the particle loses contact with the probe due to x-y alignment were ignored). Figure  3 displays the results of this calibration and indicates that the ideal contact height is approximately 1.3 µm from the top of a particle, or 3.2 µm from the surface (as an approximation, the same height is used for silica particles).
Image Processing
Image processing is a continually developing field in computer vision, and is highly applicable in robotics. Image processing in micromanipulation has been demonstrated previously; algorithms such as template matching have been used to detect probes and objects [5, 10] . Kasaya et al. [4] implement the generalized Hough transform [12] to detect objects in the workspace, and our system also uses this robust algorithm. In this method, it is possible to detect any arbitrary shape, provided the shape and size of what is being detected is known, robustly under noise [12] . In our system, the exact size and shape of the particle is known (a circle with a known diameter), which allows for the generalized Hough transform to be implemented. Figure 4 displays an image of the workspace acquired by the imaging system before image processing. In this implementation of the Hough transform, the Sobel edge detector, a noise-resistant algorithm, and thresholding is used to produce a binary image that is used in the voting process of the Hough transform. Figure 5 displays the accumulation of the voting method and final processed image. From the accumulator matrix, the local maxima indicate locations of particles.
Performance is a concern in this system, and image processing is a computationally expensive step. A frame is processed in 0.34 seconds (640×480 pixel image) using the Hough transform. As the pushing strategy is not realtime, this performance is sufficient for updating the status of the workspace. 
Automatic Positioning of Microspheres

Contact Pushing
The ability to autonomously push microparticles with the AFM probe is explored. With the knowledge of particle locations through image processing, and the ability to move the probe from a location on the image-frame to the world-frame through calibration, it is possible to construct an algorithm to autonomously and precisely move the end-effector on a path that pushes a particle to a specified location. Figure 6 (a) illustrates an example problem. Figure 6 : (a) Initial configuration of particle, goal position marked by user, (b) particle pushed to goal.
The algorithm used is as follows:
1. Workspace objects are detected, and the user defines the particle to be pushed and its destination using the graphical interface. 2. In the image-frame, the line that passes through the particle and destination is determined. 3. The probe is moved at a given speed (50 µm/s) in the x-y plane such that it is a set distance behind the particle (3 µm was used). 4. The probe is moved in the z-direction to the pushing height (initially the probe is at a height above the particles to prevent inadvertent pushing). 5. The probe is moved along the straight line path determined in step 1 at a given speed (30 µm/s), which will push the particle along the path. 6. The probe is moved at a given speed (50 µm/s) away from the surface in the z-direction and moved in x-y back to its initial location (outside the viewable image, required by the image processing step).
Is the probe wellaligned with the particle?
Particle moves along path There are three paths computed in this pushing procedure: (1) a path for bringing the probe to a point behind the particle and to the pushing height, (2) a path that pushes the particle, and (3) a path that returns the probe to its initial location outside the window. These paths, which are parametric piecewise functions, are discretized into a 2D vector of points that satisfy the pushing speed in 10 ms intervals. As the points correspond to positions on the image-frame, calibration is used to map the path to the world-frame, corresponding to positions on the fine-positioning stage. The path vector is then enumerated every 10 ms and teh fine-positioning stage is commanded to the position indicated by the path (the fine-positioning stage's PID controller, which gives a settling time of about 10 ms, ensures that positions are realized). The resulting motion smoothly moves the probe along the path.
The probe usually pushes the particle 10-30 µm before it loses contact with the particle, due to small inaccuracies in determining the position of the particle and servoing the probe. Contact is mostly lost due to the particle rolling around the probe, but can also be lost when the probe deflects over the particle (in calibration, the determination of the optimal contact height attempts to reduce this). Therefore, the pushing procedure is repeated until the particle reaches its destination point. The precision of positioning a particle onto a destination point is within 1 µm (see Section 7.2), and is dependent on the image processing quality. Figure 6b shows the final result of the pushing operation shown in Figure 6a , and Figure 7 displays a flow chart of the pushing operation.
Motion Planning
During a pushing task, there may be an obstacle, such as another particle, on the straight line path to the goal. Figure 8a illustrates an example of this problem, where the particle in question is blocked from moving to the desired goal point using a straight line path. Motion planning solves this problem and solutions have been proposed for motion planning in micromanipulation [11, 18] . Since we desire rapid autonomous manipulation, the shortest path should be used for pushing operations. The Wavefront expansion algorithm [13] satisfies this goal, which is a global path planner that determines the shortest path (depending on the metric and the configuration space) from a goal to destination (if it exists), and is an algorithm commonly used robotics. The configuration space must be defined for the motion planner. In our implementation, the configuration space obstacles are derived from the microparticles on the workspace (excluding the microparticle that is to be pushed). To prevent the motion planner from returning paths that would push a particle too close to an obstacle, a safety region is added to each obstacle; a region of 3× the size of the object is initially used. A large safety region encourages safer paths to be taken, however can prevent some paths from being found. Thus the safety region is gradually reduced to 1.5× the size of the obstacle if paths are not found. Furthermore, this configuration space is solely based on relative distances, and not physical properties such as the significant inter-surface forces at this scale [18] . In this system, the size of the configuration space is sufficient such that it prevents particles from being pushed into obstacles and adhering, thus the inter-surface forces need not be considered.
The configuration space is discretized into a 640×480 grid (which corresponds to the image of the workspace, a 640×480 pixel image). For the planner, each rectangular cell in the grid is given 8-point connectivity, and the Wavefront is expanded using the L2 metric from the particle that is to be pushed to its goal. In practice, the path returned by the planner is not necessarily the actual shortest path from the start to the goal (however it is the shortest path by the metric used). For example, a straight-line path may be the shortest path from one point to another, and the planner can return a zig-zag path that is equidistant to the straight-line path under the L2 metric. To reduce overall path lengths, a straight-line path to the goal is hypothesized and determined if it intersects any obstacle's configuration space. If there are no intersections, the straight-line path is used as in section 6.1; if there are intersections, the Wavefront is invoked and the resulting path is used.
With the Wavefront path determined, the probe is servoed similarily to the method described in section 6.1; since the computed path is a 2D vector of points based on the size of the image-frame (a 640×480 grid), linear interpolation is used to increase the resolution of the path creating smooth motion for the probe. Furthermore it is an approximation that the particle moves along the path; we are assuming that by moving the probe along the path, the particle follows. In experimental observations, the particle moves sufficiently along the path such that the approximation holds. As the probe often loses contact with the particle while pushing, the path is recalculated after every push (which is up to 30 µm in length, determined appropriate from experimental observation), and the particle is pushed until it reaches its destination. The Wavefront planner produces a path in 0.1 seconds.
Automatic Arrangement of Microspheres
With the combination of image processing, motion planning and pushing task execution, autonomous arrangement can be realized. In addition, a design criteria for the automatic arrangement process is to create a simple graphical interface where the operator enters a desired configuration, and the system executes the task.
The process of autonomous arrangement in this system is: 1. The user marks the desired goal positions and activates the arrangement algorithm ( Figure 9a shows the user configuring a line). 2. The system detects all of the objects in the workspace and determines whether there are enough objects to fill all goal locations (otherwise produce an error). 3. The system begins at the first goal point and locates the closest movable particle to it; if a particle is already at a goal, it is marked as a fixed object. 4. The system constructs a path and pushes the particle until it arrives at its goal (using the planner described in Sections 6.1 and 6.2). 5. The system enumerates the current goal, until all goals have particles on them (Figure 9b ).
The following section includes examples of autonomous arrangement and discusses the performance of the system.
Experiments
To show the validity of the proposed 2D autonomous micromanipulation system, polystyrene and silica microparticles are pushed on a glass surface to form a predefined arrangement. The setup in Figure 1 is used during experiments. Initially, particles are brought to the scene by manual pushing through teleoperation of the AFM probe using a mouse. Then, the operator marks target locations on the image from the control PC, and the automatic control scheme pushes the particles to the destinations.
For the experiments, three arrangement patterns were devised for the system to complete: 1. Constructing a line from an initial configuration ( Figure 9 ). 2. Constructing a '+' from an initial configuration (Figure 10 ). 3. Constructing a 'W' from an initial configuration ( Figure 11 ). Table 4 : Completion time for the arrangement tasks using 4.5 µm polystyrene and 5 µm silica microspheres.
Time Analysis
The time required to complete these tasks was measured when using 4.5 µm polystyrene microspheres and 5 µm silica microspheres. Table 4 displays the time to complete the three tasks. The primary inefficiency while executing the arrangement task is the AFM probe losing contact with the particle that is being pushed. For a given particle, it can take 1-20 pushes for the particle to reach its goal. Image processing and path planning take approximately 0.4 second to compute, and pushing takes around 1 second, indicating a 1-2 second cycle time between pushes. Thus when the AFM probe loses contact, the image and path need to be reprocessed; the computation time for these recalculations accumulate, increasing task completion time.
Comparing polystyrene particles to silica particles in the tasks, arrangements using silica are generally faster. This can be attributed to adhesion differences between silica and polystyrene, as shown in Section 3. Since the particle-tip adhesion in the silica case is higher than with polystyrene, silica particles will not lose contact with the probe tip as often compared to polystyrene particles. Therefore, the automatic task will require less pushing attempts and recalculations to push silica particles than polystyrene particles, reducing the total amount of time required to complete the goal.
Precision Analysis
We are concerned with the accuracy in an autonomous arrangement task; specifically, how precisely a particle is pushed to its goal. The precision in this system is highly dependent on the optical microscope and its image quality, which results in the feedback that quantifies the positions of particles. Through the arrangement experiments, the average error in pushing ( ) is determined by analyzing the center of the final location of the particles (X i , Y i ) to their respective goal positions (x i , y i ). The average error is given as:
where R is the resolution of the image with respect to the fine-positioning stage (R ∼ 8pixels/µm) and N is the number of particles measured in the image (N = 5 for these experiments). Table 5 displays the average errors in the three experiments. Conclusively, the average error of pushing is about 10× less than the size of the particle, and positioning is always within 1 µm of the goal (in the case of pushing silica, similar positioning results appear). Table 5 : Average, minimum, and maximum errors in pushing a particle to destinations. This data corresponds to the 4.5 µm polystyrene arrangements, and is typical.
Discussion
In summary, the microparticle arrangement process of five 4.5−5 µm microparticles occurs in around 1 minute with a positioning accuracy of < 1 µm. In previous works, Kasaya et al. demonstrate, in a SEM, the arrangement of five 30 µm microspheres into a line in about 10 minutes, with a positioning accuracy of ±10 µm [4] by using a pick-and-place strategy based on van der Waals and electrostatic interactions. Compared to this pick-and-place strategy, our 2D autonomous pushing approach is relatively fast and precise. One way to reduce the performance loss due to the particle losing contact with the probe tip is to actively track the probe and particles. However the concern in this case is whether the image processing will be fast enough such that the movement speed of the probe does not need to be decreased (at 30 µm/sec, it is relatively fast), and whether active tracking will be reliable in these images. Another possible solution is to implement a force sensor on the probe, for example using a piezoresistive AFM probe. The system can monitor whether there is a force on the probe while pushing; if the force goes to zero while pushing, the system will realize that the particle is not being pushed and respond accordingly. Another possible optimization to decrease task completion time is to minimize the total distance travelled by all particles. In this task strategy, the assignment is naïve; the closest particle is chosen for each goal, which is not optimal. Makaliwe et al. [11] discuss a solution to optimize the assignment of objects to destinations and sequence paths optimally.
A limitation of this micromanipulation system is that it is limited to constructing 2D structures; for 3D structures, 3D manipulation methods are needed, such as pick-and-place methods. In these experiments, consistently shaped spherical particles were used to demonstrate manipulation; in a real task, it is likely that the microparts are of varying shapes and sizes. As the image detection algorithm is the generalized Hough transform, it can be modified to detect micro-entities of varying shapes, sizes, and orientations by varying the template parameters. Once detected, these microparts can be pushed by the pushing algorithms; however precise control of micropart orientation by a single point-contact end-effector (such as the AFM probe) is to be investigated.
In motion planning, we demonstrate the ability of the system to plan paths around obstacles successfully. However one limitation of the planning step is that assembly is not possible, that is, bringing two objects into contact. Also, path sequencing is incomplete as there may be cases where paths are not found for a valid particle arrangement. For example, if a circular arrangement of particles existed and an external particle is to be placed inside the circle, a path will not be found as the circular arrangement will be an obstacle. Instead, the circular arrangement will need to be broken in order for the external particle to enter, and then reformed. Improved path planning can incorporate an assembly step, allowing particles to be adjoined (however adhesion properties can prevent these particles from being easily separated), and improved path sequencing can reduce occurences of unreachable goals.
The manipulation takes place in the room environment, which can change in temperature and humidity, and the workspace can be subjected to external forces, such as air flows and acoustic vibrations; a consistent environment is not provided. Control of these parameters can improve reliability of the manipulation task; for example, adhesion properties would remain constant over time and prevent any exceptional events, such as a particle falling off of the glass slide it is deposited on due to environmental shifts. In these experiments, there are infrequent occurences when a particle adheres to the probe due to a sufficient contact area forming between the probe and particle. Exploring different end-effectors, with different adhesion properties, can reduce the possibility of probe-particle adhesion.
Conclusion
This paper proposes a micromanipulation system capable of autonomously arranging microspheres in 2D. Using the generalized Hough transform for image processing, objects in the workspace are reliably detected. Combined with the Wavefront expansion motion planner, microspheres in the workspace are arranged into user-defined patterns autonomously. The success of these experiments shows the feasibility of constructing 2D microstructures autonomously using image processing and motion planning. With further development, arbitrary micro-parts can be arranged to construct useful 2D microstructures, for example, for fabricating mold templates in micro/nanoprinting [19] . The next step in our research is to develop a fully autonomous system that can arrange objects in the nano-scale, based on an atomic force microscope. The ideas in this paper can be directly extended to the nano-scale, including the task planning and motion planning strategies outlined. The imaging system (the optical microscope) would be replaced with non-contact AFM imaging, which switches into contact mode for manipulation and force-feedback. Further goals also include implementing autonomy and motion planning for 3D micromanipulation, with the goal of constructing complex 3D structures autonomously.
