In this paper, new similarity, inclusion measure and entropy between type-2 fuzzy sets corresponding to grades of memberships are proposed. We also create the relationships among these measures between type-2 fuzzy sets. Several examples are used to present the calculation of these similarity, inclusion measure and entropy between type-2 fuzzy sets. The comparison results show that the proposed similarity measure presents better than those of Hung and Yang (2004) and Yang and Lin (2009) . Moreover, measuring the similarity between type-2 fuzzy sets is important in clustering. We also use the proposed similarity measure as a clustering method for type-2 fuzzy sets.
Introduction
Type-2 fuzzy sets are fuzzy sets whose membership values are (type-1) fuzzy sets on [0, 1] . This concept was proposed by Zadeh 1 as an extension of a fuzzy set. 2 Type-2 fuzzy sets possess a great expressive power and are conceptually quite appealing. The membership function of a type-2 fuzzy set provides additional degrees of freedom that make it possible to directly model uncertainties. In addition, type-2 fuzzy sets can better improve certain kinds of inference than do fuzzy sets with increasing imprecision, uncertainty and fuzziness in information. However, type-2 fuzzy sets were relatively hard to understand and clarify compared to fuzzy sets. A fuzzy set is two-dimensional and a type-2 fuzzy set is three-dimensional. Therefore, Mendel and John 3 presented a new are then given. In Sec. 3, new similarity, inclusion measure and entropy between type-2 fuzzy sets corresponding to grades of membership are proposed. The relationships among these measures between type-2 fuzzy sets are then created. In Sec. 4 , some examples and comparisons will be presented. The combined clustering method with Yang and Shih's 27 algorithm as a hierarchical clustering for type-2 fuzzy data is also considered. These clustering results are compared with Hung and Yang's 9 results. Finally, conclusions will be stated in Sec. 5.
Preliminaries
In this section, we first give a brief review of type-2 fuzzy sets. We then review and discuss similarity measure, inclusion measure and entropy between type-2 fuzzy sets.
Type-2 fuzzy sets
A type-2 fuzzy set was first proposed by Zadeh 1 as an extension of a fuzzy set. More studies on type-2 fuzzy sets were then sequentially explored by Mizumoto and Tanaka, 28 , 29 Yager 30 and Mitchell. 31 Mendel and John 3 recently presented a new
Representation Theorem for type-2 fuzzy sets and showed that it can be used to derive formulas for the union, intersection and complement of type-2 fuzzy sets without having to use the Extension Principle. We give a brief review of type-2 fuzzy sets as follows. 
where ∫ ∫ denotes union over all admissible x and u . For discrete universe of discourse ∫ is replaced by Σ. membership function is a vertical slice of ( , )
Ã can be also re-expressed as 
Similarity, inclusion measure and entropy between type-2 fuzzy sets
A similarity measure between fuzzy sets is an important way to measure the degree of similarity between two fuzzy concepts. Zwick et al. 32 reviewed and compared 19 similarity measures between fuzzy sets based on both geometric and set-theoretic. Pappis and Karacapilidis 5 proposed three similarity measures for fuzzy sets. After that, many researches and applications of similarity measures for fuzzy sets had given (see Candan et al., 6 Turksen and Zhong, 7 Liu 8 
The Hausdorff distance between U and V is then defined by 
Based on a similarity measure 
Measures of fuzziness by contrast to fuzzy measures try to indicate the degree of fuzziness of a fuzzy set. The entropy of a fuzzy set is a measure of fuzziness of a fuzzy set. De Luca and Termini 24 introduced the axiom construction of entropy of fuzzy sets and referred to Shannon's probability entropy; they gave an axiom definition of entropy of fuzzy sets. There are several entropies of fuzzy sets proposed in literature. However, up to date, it seems to have no entropy for type-2 fuzzy sets been proposed in literature. Based on De Luca and Termini 24 axioms for entropy of fuzzy sets, we can give a definition of entropy for type-2 fuzzy sets as follows.
Definition 9. A real function
, if e has the following properties:
, the power set of X); 
In the next section, we shall propose new similarity, inclusion measure and entropy for type-2 fuzzy sets and also create the connection between them.
Proposed Similarity, Inclusion Measure and Entropy between Type-2 Fuzzy Sets with their Relationships
In 1965, Zadeh 2 first gave a definition of fuzzy set containment as that, for any two fuzzy sets A and B in ) = ∑ ∑ According to Definition 8, an inclusion measure for type-2 fuzzy sets is still defined as a degree between 0 and 1. In this sense, we can make a connection between similarity, inclusion measure and entropy between type-2 fuzzy sets. Based on the similar inclusion measure between two fuzzy sets A and B defined by Sinha and Dogherty, 18 we can give an inclusion measure of two type-2 fuzzy sets A ɶ and B ɶ by considering secondary membership functions over the primary membership x J . We then propose a new inclusion measure ( , )
I A B ɶ ɶ between two type-2 fuzzy sets A ɶ and B ɶ as follows:
Based on a similar concept by considering secondary membership functions over the primary membership x J , we propose the new similarity ( , ) S A B ɶ ɶ and new entropy ( ) E A ɶ between two type-2 fuzzy sets A ɶ and B ɶ as follows:
We mention that equations (1), (2) and (3) are all considered for a discrete universe of discourse X with discrete primary membership x J for all x X ∈ . For a continuous universe of discourse X, the summation
∑ is replaced by the integral x X dx ∈ ⋅ ∫ and (1/n) is replaced by ( )
replaced by the integral
. The notation ∫ denotes an integral. We next obtain some relationships between the proposed similarity, inclusion measure and entropy for type-2 fuzzy sets.
Property 1. ( , ) min{ ( , ), ( , )} S A B I A B I B A
Proof. It is obvious.
□
We also claim that ( , ) I A B ɶ ɶ is an inclusion measure; ( , ) S A B ɶ ɶ is a similarity measure and ( ) E A ɶ is entropy.
Property 3. ( , )
I A B ɶ ɶ is an inclusion measure on 2 ( ) F X .
Proof. 
S D D I D D I D D
= = if D is a crisp set. (S3) Since ( , ) 1 S E E = ɶ ɶ and 0 ( , ) 1, 0 ( , )} 1 I A B I B A ≤ ≤ ≤ ≤ ɶ ɶ ɶ ɶ , 2 2 , ( ) ( , ) max ( , ) ( ) A B F X S E E S A B E F X ∈ = ∀ ∈ ɶ ɶ ɶ ɶ ɶ ɶ ɶ . (S4) For all 2 , , ( ) A B C F X ∈ ɶ ɶ ɶ , ( , ) 1, ( , ) 1 A B C I A B I A C ⊆ ⊆ ⇒ = = ɶ ɶ ɶ ɶ ɶ ɶ ɶ ( , ) min{ ( , ), ( , )} ( , ) S A C I A C I C A I C A ⇒ = = ɶ ɶ ɶ ɶ ɶ ɶ ɶ ɶ ( , )
min{ ( , ), ( , )} ( , ) and S A B I A B I B A I B A
= = ɶ ɶ ɶ ɶ ɶ ɶ ɶ ɶ .
Thus, ( , ) ( , ) ( , ) ( , ) I C A I B A S A C S A B
≤ ⇒ ≤ ɶ ɶ ɶ ɶ ɶ ɶ ɶ ɶ .
Proof.
(E1) If A ɶ is a crisp set, then
Thus, we prove the property. According to the principle of the maximum degree of similarity, it is seen that the datum C ɶ is more closed to the pattern B ɶ than A ɶ . This result well matches the structure of the data set{ , , } A B C ɶ ɶ ɶ .
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On the other hand, using Eq. (3), the entropy for the type-2 fuzzy set A ɶ is given as follows: To explore the drawback of the similarity measure between type-2 fuzzy sets proposed by Hung and Yang, 9 we use the following example for explanation and comparison. It is found that the similarity degree of C ɶ and A ɶ is the same as C ɶ and B ɶ according to Hung and Yang's method. 9 However, it is obvious that the sample pattern is C ɶ is more similar to the pattern B than Ã according to the structure of the data set { , , } A B C ɶ ɶ ɶ . Thus, the sample pattern C ɶ is closer to the pattern B than to the pattern Ã that matches the behavior of the data structure.
In the following example, we combine the proposed similarity with Yang and Shih's 27 algorithm such that it can be a clustering algorithm for type-2 fuzzy data.
These clustering results will be compared to Hung and Yang 9 results. By similar calculation, we obtain the other similarities as shown in Table 1 . Based on the similarity measure HY S proposed by Hung and Yang, 9 we can obtain the similarities for Gaussian type-2 fuzzy data , 1, 2,3, 4,5,6 j A j = ɶ as shown in Table 2 .
Based on Yang and Shih's 27 method for the similarities of Table 2 these results with Hung and Yang's 9 method in a hierarchical tree structure.
Conclusions
In this paper, we proposed the similarity, inclusion measure and entropy between type-2 fuzzy sets. The relationships between similarity and inclusion measures and also between similarity and entropy are created. The calculations of these similarity, inclusion measure and entropy between type-2 fuzzy sets are presented by examples. We also make comparisons of the proposed measures with some existing methods. For an application to clustering, Yang and Shih's algorithms are adopted for cluster analysis. The comparisons between the proposed method and Hung and Yang's 9 and Yang and Lin's 11 method are made. The comparison results show that the proposed similarity measure presents better than those of Hung and Yang 9 and Yang and Lin. 11 The proposed method in this paper actually present better and derives more rationally hierarchical clustering results for type-2 fuzzy data.
