Abstract-The energy storage system (ESS), as well as its efficient management, represents a key factor for the success of electric vehicles. Due to well-known technological constraints in ESSs, there has been a growing interest in combining various types of energy sources with complementary features. Among the many possible combinations, our interest here lies in the hybridization of batteries and supercapacitors (SCs) with an active parallel arrangement, i.e., the sources are connected to the direct current (dc) bus through two bidirectional dc-dc converters (step-up). Based on this ESS topology, a robust dc-link controller is employed to regulate the dc-bus voltage and track the SCs current in spite of uncertainties in the system. For this purpose, we start by showing that the converters' uncertainty, e.g., the powertrain load, can be modeled as a convex polytope. The dc-link controller is then posed as a robust linear-quadratic regulator problem and, by exploring the convex polytope, converted in a linear matrix inequalities framework, which can efficiently be solved by numerical means. Finally, the operation envelope of the controller is extended by scheduling the gains according to the energy sources' voltages, which is an important feature to cope with the voltage variations in the SCs. To analyze the performance of the control architecture, a reduced-scale prototype was built. The experimental results show that, compared with the nonrobust and non-gain-scheduled controllers, the proposed dc-link controller offers better transient response and robustness to disturbances. Furthermore, the global performance of the controller is evaluated during certain driving cycles.
I. INTRODUCTION
T HE FUTURE of sustainable mobility is closely tied to the development of electric vehicles (EVs). Indeed, EVs are much more silent, cleaner, and more energy efficient, both from a local and global point of view, than vehicles that are based on the internal combustion engine [1] . Recently, there have been great advances on the energy density, power density, life cycles, safety, and cost of energy storage systems (ESSs) [2] - [4] . Despite these efforts, an affordable ESS with both high energy and high power density is not yet available [5] . These factors have motivated the development of hybrid ESSs, which are composed of multiple energy sources with complementary features. For example, high energy density is an important feature for satisfying the EV range requirements, which can be provided by batteries. On the other hand, to meet the EV acceleration and regenerative breaking demands, which are typical of urban conditions, high-specific-power devices with fast responses are more convenient, e.g., supercapacitors (SCs) [4] , [6] - [9] . Consequently, this paper addresses the hybridization of ESS with batteries and SCs, focusing on the robust control of the power converters that are employed to manage the energy flow between the sources and loads.
An overview of the main topologies used to hybridize the ESS are presented and discussed in [2] . From a cost point of view, using a single converter is the most advantageous solution, e.g., fixing the dc-link voltage with the battery and employing a converter to regulate the SC power [7] , [8] , [10] , [11] . From a practical perspective, however, this configuration is not always possible, because the battery pack voltage may not match the motor inverter ratings. Because of this issue, there has been an increasing interest in the development of parallel active battery/SC topologies [4] , [12] - [14] . In this paper, we consider that the battery pack and the SCs are connected, in parallel, to the dc-link through two boost converters. Although the use of two dc-dc converters increases the cost and size, this topology allows us to have a separate control over the power flow of each source, which is a valuable feature for the ESS hybridization.
Two fundamental issues must be considered when implementing the aforementioned hybrid ESS. First, we must decide how to split, throughout the EV mission, the power among the sources. Second, to impose these power/current set points, a suitable control strategy for the converters' duty cycles must be devised. Although both issues can be handled in an integrated way (for example, see [15] ), in this paper, we advocate a twolayer separation, as illustrated in Fig. 1 . Accordingly, the top Variables with subscript 1 refer to the primary source, i.e., batteries, whereas subscript 2 is employed in the secondary source, i.e., the SCs.
layer, called vehicle energy management (VEM), in addition to the power allocation duties, can also set the desired voltage level for the dc bus. The typical framework in the VEM consists of an optimization problem that aims at minimizing, over a mission, the energy losses of the hybrid ESS, subject to a set of constraints such as the state-of-charge (SOC) dynamics, input/output power balance, and ESS physical limits [15] . Subsequently, the optimum power division can be obtained using numerical techniques such as dynamic programming [16] or by analytical means [17] . Although this methodology can find the optimal allocation, its real-time implementation is hampered by the need to know, in advance, the vehicle driving cycle, which, in most cases, is difficult to predict. Thus, to overcome these obstacles, a growing interest has emerged in suboptimal but causal techniques such as stochastic optimization [18] , machine learning [19] , and several types of heuristics [10] , [15] , [20] . Although of pivotal importance, the VEM layer is not treated here, and in the following discussion, our concern will lie only on the second layer, i.e., the dc-link controller.
The dc-link controller has the responsibility of manipulating the converters' duty cycles so that the dc-bus voltage and the current (or power) of the auxiliary source, the SCs, follow the set points requested by the VEM (see Fig. 1 ). Assuming that the control of the dc-bus voltage and SC current are independent of each other, the control problem can be simplified using linear control techniques. For example, [8] and [13] report a design where linear proportional+integrals (PIs) are employed to build a dc-link controller based on the following two parallel loops: 1) a current loop for regulating the auxiliary current (SCs in this paper) and 2) a voltage-current (cascade) loop for, through the main source, keeping a constant output voltage. The main drawback of this approach is the fact that the voltage-current loop is not completely independent of the auxiliary current, e.g., a change in the current of the auxiliary source (SCs) affects the dc-bus voltage, which can lead to undesirable interaction between the loops. To attenuate this issue, [21] proposed a simple decoupling concept that compensates for the voltage-current controller for set point modifications in the auxiliary source. However, this decoupling relies on a power balance principle that is only valid in steady-state conditions. Another popular approach in the power electronics community is to linearize the (nonlinear) dc-dc converter model around an operating point and then design the feedback controller to locally stabilize the system [22] . For the hybrid ESS case, the main challenge is to ensure stability and good transient performance, in spite of disturbances, such as the powertrain loads (e.g., accelerating and regenerative braking present very different operation modes) and input voltages (e.g., typically, throughout the EV operation, the SC voltage displays variations of up to 50% of its nominal value). Consequently, to cope with all this uncertainty, it is necessary to endow the feedback controller with robust control techniques.
The main goal of this paper is to develop and evaluate a robust dc-link controller for hybrid ESSs composed of batteries and SCs, which are connected through the parallel of two step-up converters (see Fig. 1 ). In the power electronics literature, the robust control of dc-dc converters with the singleinput-single-output structure has extensively been studied in recent years, particularly the boost and buck-boost topologies (for example, see [23] - [26] ). Spurred by the dc-link control problem, these previous studies are extended here for the multiple-input-multiple-output (MIMO) structure, with particular emphasis on the configuration where two boost converters must operate in parallel and satisfy several control objectives (e.g. regulate the converter's output voltage and SCs' current). Toward that end, a robust linear-quadratic regulator (LQR) is proposed and then numerically solved within a linear matrix inequalities (LMI) framework. Besides the robustness property, the controller features an extended operation envelope due to the gain scheduling of the energy source voltages, which is particularly helpful in coping with voltage variations in SCs. Experimental validation of the control architecture is carried out in a reduced-scale hybrid ESS, and its advantages against nonrobust and non-gain-scheduled controllers is investigated.
The remainder of this paper is organized as follows. Section II presents the power converter model and a convenient state-space normalization. The robust dc-link controller is then discussed in Section III and experimentally validated, through a reduced-scale test bench, in Section IV. Finally, Section V provides the concluding remarks.
II. MODEL OF THE POWER CONVERTERS
As depicted in Fig. 2 , the topology used for the hybrid ESS is composed of two bidirectional boost dc-dc converters that are connected in parallel. These converters are supplied by two sources, a primary (the battery) and a secondary (the SCs), and have the responsibility of stepping up the input voltages to the dc-link levels, simultaneously providing an adequate bidirectional energy flow between the sources and the loads. As a starting point for the analysis of this system, the average model of the power converters [22] , [27] is outlined as
where i 1 , i 2 are the inductors' (average) currents, and v o is the output (average) dc-link voltage. The two control inputs are the converters' duty cycles 
that models the vehicle power requests, which is positive during accelerations and negative when regenerative braking is applied. For mathematical convenience, i L may also incorporate variations into the load of the auxiliary systems. With regard to the notation employed in the aforementioned model, the variables with subscript 1 are related to the primary source (the batteries), whereas subscript 2 refers to the secondary energy source (the SCs). Furthermore, throughout this paper, unless otherwise stated, we will refer to the minimum and maximum values that a given variable can take with an underline and overline notation (e.g., i L , i L ), respectively. In practice, the duty cycles (ũ 1 ,ũ 2 ) are used by the pulsewidth modulator (PWM) block to generate the discrete gating signals (q 1 , q 2 ) ∈ {0, 1} × {0, 1} and switch the power semiconductors, as illustrated in Fig. 2 . With the aim of simplifying the analysis, the aforementioned model assumes ideal switches, neglects parasite elements in the inductances and capacitors, and, in general, can capture the converters' dynamics up to 1/10 the switching frequency [27] , which is enough for the controller design.
A. Normalized Average Model
To facilitate the controller design, consider the following state normalization and time-scale transformation:
where x 1 , x 2 are the normalized input currents, x 3 is the normalized output voltage, and τ is the normalized time. Applying these relations to (1) yields
where
and with the duty cycle logic complemented, we have
Note that the change of variable (2) has been adopted in previous studies (for example, see [28] - [31] ) and is exploited in this paper to represent the parallel boost converters in a dimensionless form. Compared with the original model, this dimensionless representation features the following two main advantages: 1) The number of parameters is reduced from four
, and 2) the number of exogenous inputs is decreased from three (v 1 , v 2 , i L ) to two (the ratio of input voltages w 1 and the normalized load current Δ 1 ). Hence, in the new coordinate system, the mathematical description of the converter is simplified, which, as we will see in the next section, facilitates the model analysis and controller design.
In the following section, we will work with the normalized model and assume that all the state variables are available to the controller, as well as the exogenous signals v 1 and v 2 . Although this requirement implies the need for several sensors, in practice, the majority of these variables are available in the ESS, because, for the SOC calculation, the power flow in the energy sources, i.e., (v 1 , i 1 ) and (v 2 , i 2 ), must accurately be monitored.
III. DC-LINK CONTROLLER
In this section, we present the dc-link control layer for the hybrid ESS structure illustrated in Fig. 1 . It is assumed that the desired dc-bus voltage v * o and the SC current set point i * 2 (= p * 2 /v 2 ) are specified by the VEM layer, e.g., using one of the methods mentioned in the Introduction, and are available to the lower control layers.
A. Control Problem
Given that the controller formulation will be based on the normalized model (3), it is appropriate to start the design by also normalizing the set points provided by the VEM layer. Accordingly, by applying the change of variable (2) 
, we obtain the normalized references (x Find a control law for (u 1 , u 2 ) so that the converter outputs y follow the normalized set points, i.e.,
as quickly as possible and being robust to uncertainties in the system (e.g., the powertrain load current). Note that, in practice, (x * 2 , x * 3 ) vary over time, depending on the vehicle state, driving cycle, and VEM algorithm. Consequently, from a theoretical perspective, the aforementioned regulation problem should be posed as an output-tracking problem. However, by following the tracking setting, it becomes necessary to find a stable inversion of the system [32] , which is hampered by the nonlinearities and non-minimum-phase nature of the boost converter. In fact, the stable inverse of the boost model requires the inversion of the internal dynamics (in our case the battery current) that produces an Abel differential equation, which is difficult to analytically solve (see [31] and the references therein). To overcome these hurdles and under the assumption of slowly time-varying references (x * 2 , x * 3 ), we will simplify the control problem by replacing the outputtracking setting by a regulation setting. The aforementioned assumption, which is perfectly reasonable for x * 3 , given that, the majority of the time, we aim at keeping a constant dc bus voltage, is more arguable in the case of the SC current set point x * 2 . Nevertheless, if we take into account the spectral distribution of the typical driving cycles to which the EV is subject, as depicted in Fig. 3 , and even if x * 2 (or, equivalently, i * 2 ) has to provide the high-frequency components, we can easily verify that the SC current/power will hardly contain a significant spectral content above 0.5 Hz. (This argument can also be extended to the disturbance Δ 1 .) As a result, given the expected fast bandwidth of the dc-link controller, we can take (x * 2 , x * 3 ) as slowly time-varying parameters, enabling the indirect solution of the tracking problem through a regulation setting.
In terms of nomenclature and for reasons that will later be clear, we will consider that the desired normalized output voltage x * 3 = θ 3 is constant, whereas the variation of the SC current reference is bounded:
Moreover, to cope with the inevitable parametric mismatch and nonmodeled factors, the controller will also incorporate integral action. Augmenting the normalized model (3) with an integral error, the converter can be represented by the following MIMO model:
T are the model's constant parameters. The exogenous signal w 1 ∈ D w ⊂ R is known and belongs to the bounded set D w , which can be calculated by considering the expected voltage variation in the energy sources, e.g.,
Aside from the aforementioned considerations about the set points (x * 2 , x * 3 ), the controller will further assume that the model parameters θ are known and that x, σ are available for feedback.
Our approach to the dc-link controller design will be based on a robust state-feedback control law. The first step of the design is to determine the equilibrium points of the nonlinear system (7) and perform the linearization around these points. Then, it will be shown that the resulting uncertain linear model lies in a convex polytope. This convex property will further be explored, starting from a robust LQR setting, to formulate an optimization problem with LMIs and extract the feedback gains. Finally, the operation range of the dc-link controller will be extended by gain scheduling the control gains with the exogenous signal w 1 . Note that w 1 , although unknown at the design stage, can be monitored during the system operation and, due to its slow variation, is a natural candidate for gain scheduling.
B. Control Law, Equilibrium Points, and Linearization
As a starting point for the dc-link controller design, suppose that the gain-scheduled variable w 1 = β ∈ D w is constant (later, we will consider the time-varying case). With the aim of stabilizing (7), we propose a state feedback controller, which is expressed as
are the feedback gains. Under the reasonable assumption of nonsingular K σ (β), the family of equilibrium points of the MIMO system can be defined as
Next, to investigate the local stability properties, the system (7) and (8) is linearized around the equilibrium point, resulting in the following state-space representation:
where x δ = x − x ss , σ δ = σ − σ ss , u δ = u − u ss , and the matrices A = (∂f /∂x), B(Δ) = (∂f /∂u) and C = (∂g/∂x) are the Jacobians of the vector field, evaluated at the equilibrium point, and are given by
For ease of notation, the dependence of β in the feedback gains was dropped.
C. Polytopic Uncertainty
In the previous linear model, only the matrix B is affected by the disturbance Δ, which, for convenience, can be rewritten as
(13) where x 1ss (Δ) represents the battery current at the equilibrium (the first element of x ss ). Note that this relation displays an affine form in the variables x 1ss and Δ 2 . This fact, together with the bounds
where x 1 , x 1 can easily be extracted from D Δ , D w , enables us to represent the uncertainty of the linear model in the following convex polytope, which is composed of four vertices:
The aforementioned well-known convex-hull operator [33] co{.} is given by
where [A i B i ] represents vertices of the polytope, as defined in (15), and L = 4.
D. Control Synthesis
After the derivation of the linearized uncertain model, in this section, we will explain how the state feedback matrices (K x , K σ ) can be selected to obtain a stable and robust controller. With this goal in mind, let us consider the augmented
T and its dynamics, i.e.,
Following the discussion carried out in the previous section, the augmented state and input matrix (A, B(Δ)), which are assumed to form a controllable pair in Δ ∈ D Δ , are contained in the following convex polytope:
. . , L follow from (15) and (17) . In simple terms, the first robust stability problem that we need to solve can be stated as follows: find the state feedback gains K such that (A + B(Δ)K) is Hurwitz for any Δ ∈ D Δ . To address this problem, we can apply the Lyapunov method and pose an LMI problem that is solvable by numerical means (see [33, Ch. 7] ). However, this formulation neglects a very important aspect, i.e., the transient response of the closed-loop system is not taken into account in the control synthesis. Thus, to ensure a satisfactory transient performance, in addition to robustness, we will seek the minimization of the following quadratic cost function:
where Q = Q T > 0, R = R T > 0 are positive-definite symmetric matrices defined by the designer. Toward the robust minimization of J (which can be regarded as a robust LQR problem), consider a quadratic Lyapunov candidate function, V = ξ T δ P ξ δ , with P = P T > 0, as well as its time derivative, aṡ
Spurred by the guaranteed-cost control concept [34] , suppose that a pair (K, P ) can be chosen such that the following inequality is satisfied:
for any Δ ∈ D Δ . Because Q, R > 0, it follows that Q + K T RK > 0,V < 0 ∀ξ δ = 0 and asymptotic stability is obtained [35] . Next, integrating the previous relation
and using the asymptotic stability property, i.e., V (∞) → 0, we have
Hence, the cost J can be bounded by the initial value of the Lyapunov function, which also depends on the initial state ξ δ (0). To eliminate this dependence, we can consider a stochastic interpretation of (23), as suggested in [36] and [37] , and take ξ δ (0) as a random vector with zero mean and covariance equal to the identity matrix. Applying the expected value operator to the resulting random variable, E{ξ δ (0) T P ξ δ (0)}, a new upper bound, independent of ξ δ (0), is obtained as [36] J < trace(P).
Returning to the inequality (21), it can be shown that, by exploring the convexity property of the uncertain polytope, (21) holds if the following matrix inequalities are true:
This result, together with (24), enables us to recast the robust optimization problem as
At this stage, note that the formulation (26) intends to minimize the upper bound on the cost function J. This approach is known in the literature as the guaranteed-cost control [34] , [36] and ensures that the resulting controller will provide an adequate level of performance in spite of uncertainties in the model. The main obstacles to the numerical resolution of (26) are the nonconvex constraints. To overcome this difficulty, we apply the following change of variable (as suggested in [33] ):
which, after some algebraic manipulation, allows us to reformulate the robust stabilization problem in a more practical setting:
Proposition 1: Consider the model (17) , under polytopic uncertainty (18) . The guaranteed-cost control problem as defined in (26) is equivalent to
. Note that, in this last formulation, the constraints are placed as LMIs, which are convex and easier to treat numerically. In fact, the YALMIP [38] and SeDuMi solvers [39] were employed to numerically extract the optimal solution of the aforementioned problem.
E. Gain Scheduling
So far, we have assumed that the exogenous input w 1 = v 1 /v 2 is constant, but in practice, this variable depends on the voltage of the energy sources, which varies over the EV operation. To deal with this variation and extend the operation range of the dc-link controller, the feedback gains K x , K σ will be modified (scheduled) according to the value of w 1 (the scheduled variable). Toward that aim, we start by discretizing the exogenous input w 1 over its domain (D w ) as
Next, for each one of these discrete values, we apply (28) to calculate (offline) the corresponding set of control gains as
The gain-scheduled controller is then obtained by replacing β (constant) with w 1 (slowly time varying) in (8) and interpolating the controller gains at intermediate points, producing the final control law, i.e.,
which is illustrated in Fig. 4 . To qualitatively analyze the influence of scheduled variable w 1 in the feedback gains, Fig. 5 represents the (linear) interpolation results of K x (w 1 ) and K σ (w 1 ) used in the experimental validation (whose details will be discussed in the next section). Based on these results, it is interesting to note that some feedback gains are almost insensitive to w 1 variations, e.g., the x 2 feedback gain in the u 1 channel, whereas other feedback gains show the opposite behavior (e.g., the x 3 feedback gain in the u 1 channel depicts a variation of more than 300% throughout the w 1 operation range). Furthermore, note that the dimensionless model (3) adopted in the dc-link controller design brings important advantages to the gain-scheduling implementation.
To be more precise, instead of using two scheduled variables (v 1 and v 2 ), as would be the case if the original model (1) was employed in the controller design, the approach proposed in this paper needs only a single variable, i.e., the voltage ratio w 1 .
Remark 1:
To ensure that the gain-scheduling controller (31) maintains the stability and transient response performance, it is necessary that the exogenous input varies slowly in time [40] . To show that this requirement holds in our design, recall the definition w 1 = v 1 /v 2 and notice that the time variation of the battery voltage v 1 , compared with the high excursion that is usually observed in v 2 , can safely be neglected. In other words, v 2 is definitely the variable that contributes most to the variation of w 1 . Hence, using the SC ideal model, the evolution of v 2 can be described by
where C SC is the equivalent capacitance of the SCs. Because C SC is normally chosen with a relatively high value, the integral relation (32) provides a slow variation in v 2 . Consequently, taking into account the time scale that the dc-link controller operates (some milliseconds), it is perfectly reasonably to admit w 1 as slowly varying exogenous input. Remark 2: In this paper, it was considered that the dc-link voltage must remain constant throughout the EV operation, which may be conservative for some designs. For example, the dc-bus voltage increase can be helpful when the load power is high [41] or during the field-weakening operation of the electric motor [42] . Nonetheless, the design described here can easily be extended to deal with variable x * 3 , e.g., by adding a second gain-scheduling variable (x * 3 ) to the controller. From a practical point of view, implementing the control law (31), particularly the integral action, requires certain care on a number of details. First, note that the controller was formulated in normalized time (τ ), whereas its implementation will be done in normal time (t); therefore, it is imperative to introduce a correction factor when integrating the regulation error, i.e.,
Second, to avoid unwanted transients upon the controller activation, the initial value of the integrator σ(0) should be selected, taking into account the initial conditions (i.e., x(0), w 1 (0)) and the intended initial duty cycles u(0). Based on this information, we can invert (31) and extract an adequate value for σ(0). Finally, because the control signals are physically limited, it is essential to incorporate antiwindup mechanisms into the integrators to ensure proper operation when u saturates.
With this concern in mind, we employed the technique of the conditional integrator [43] . 
IV. EXPERIMENTAL VALIDATION

A. Overview of the Experimental Setup
The experimental validation of the dc-link controller was carried out in a small laboratory test bench, built with the intention of studying, in a reduced power scale (1:70), the hybrid ESS of the EV prototype VEIL [44] , [45] . This reducedscale setup (dc link with 500 W and 100 V), as illustrated in Fig. 6 , is endowed with the following two types of energy sources: 1) a battery pack and 2) a SCs bank. The battery pack is composed of four NiMH Saft modules (12 V and 13.5 Ah) [46] in series, whereas the SCs bank is obtained by two branches of SCs in parallel of a series of 18 cells (100 F, 2.7 V, and 21.4 A), which was manufactured by NESSCAP [47] . Each energy source is connected to the dc link through a bidirectional boost converter, whose power electronics were accomplished by two (of the three) arms of the SEMIKRON-SKS 11F B6CI (600 V/18 A) module, switched at 10 kHz. The remaining arm of the power module is used to build a third bidirecional boost converter, with the objective of emulating the (reduced) powertrain load that is requested to the dc link. Table I describes the parametric values employed in the experimental setup.
With regard to the dc-link controller implementation, a dSPACE DS1103 real-time card was employed and programmed through the MATLAB-Simulink-RTW environment. The voltage and current measurements, accomplished through Hall-effect transducers, LEM LV25-P and HY15-P, respectively, are acquired by the analog-to-digital converters of the dSPACE board, in synchrony with the PWM signals.
Before the final implementation, the performance, robustness, and gain-scheduling parameters of the dc-link controller must be chosen. The performance parameters were taken as
where diag(.) is the diagonal matrix. With regard to the robustness parameters, associated with the uncertainty bounds, they were defined as
which is equivalent to a variation of ±11 A in the battery current and ±8 A in the SCs and is enough to cover the power range of the experimental tests. Furthermore, taking into account the expected range for v 1 and v 2 voltages, as defined in Table I , it was assumed that the gain-scheduled variable w 1 = v 1 /v 2 belongs to the set [1, 2] . Then, w 1 was discretized with a fixed step size of 0.1, generating a grid with N = 11 points (β 1 , β 2 , . . . , β N ), and for each one of these, (28) was solved with the YALMIP+SeDuMi solver, producing a family of controllers described in (30) . The final implementation of the LQR robust-gain-scheduling (LQR-R-GS) controller in the dSPACE was carried out through lookup tables, which were used to store the family of feedback gains (30) and by interpolating them for intermediate results (see Fig. 5 ).
Although the lookup tables must store 110 points and perform 10 interpolations in each sampling time, the complexity of this operation is moderately low, because all the tables share the same input, which enables the application of efficient prelookup techniques [48] . As control objectives, it is required that the LQR-R-GS keeps the output voltage constant at v * o = 100 V and ensures that the SC current tracks a given time-varying reference i * 2 .
B. Evaluation of the Robust Formulation
The first batch of experimental tests intends to assess the benefits of designing the dc-link controller within a robust framework. To that purpose, the LQR-R-GS was compared to a nominal LQR controller, called LQR-N, which does not take into account any kind of uncertainty in the model and assumes constant exogenous inputs. In other words, the LQR-N has fixed Δ 1 , Δ 2 , and w 1 . Given that the EV operating conditions significantly change through time, one difficulty that emerges when implementing the nominal controller is the selection of the operating point. To address this problem, we employed the average operating point of the system, which, for our purposes here, was taken as (x 1ss , x 2ss , w 1 ) = (0.4, 0.2, 1.042) or, in nonnormalized variables, (i 1ss , i 2ss , v 1 /v 2 ) = (6.32 A, 3.16 A, 50 V/48 V). Moreover, the LQR-N gains were obtained by solving (19) with the MATLAB lqr command, and for a fair comparison, both controllers share the same performance weights, as defined in (34) . The resulting nominal controller is defined as 
As far as i * 2 is concerned, during the first experimental test, a small pulse (100 ms and 8 A of peak) is applied to the SC reference, maintaining the other exogenous inputs/disturbances (w 1 , i L ) constant. Analyzing the experimental results depicted in Fig. 7 , we can find that the LQR-R-GS offers a superior transient performance in regulating the output voltage, reducing the peak voltage errors from 6% (LQR-N) to less than 2%, whereas a small improvement is obtained in the i * 2 tracking. Some of these differences can be explained by looking more closely at the control signals evolution, i.e., the duty cycles (ũ 1 ,ũ 2 ). For example, the results show that the nominal controller is much faster in modifying the duty cycle of the SCs u 2 than u 1 . As a consequence, during the initial positive step (t ∈ [0.01, 0.11] s), the batteries are slower in terms of coming out of service (and the SCs are too quick in terms of supplying the power), which leads to excess energy being injected in the dc bus. This energy, in turn, is absorbed by the dc-link capacitor, producing a considerable voltage overshoot that is present with the LQR-N controller (a dual case occurs at t ∈ [0.11, 0.25] s, where the battery reentry in service is also slow, leading to the voltage undershoot). From a theoretical point of view, the transient performance deterioration that is shown in the LQR-N was, to some extent, expected because the controller moves around the nominal point employed in its tuning (see i 1ss and i 2ss as plotted in Fig. 7 ). On the other hand, the LQR-R-GS design takes into account the uncertainty in the operating conditions and provides better coordination among the sources. It is also worth mentioning that, due to the integral action, no differences are found between controllers in the steady state.
C. Evaluation of the Gain Scheduling
After establishing the benefits of the robust formulation, we will now assess the impact of gain scheduling the dc-link controller with the input voltages ratio (w 1 = v 1 /v 2 ). To investigate this issue, the LQR-R-GS will be compared with the robust LQR without gain scheduling, i.e., assuming a constant exogenous input w 1 = β e . This latter controller, referred to as LQR-R, is characterized by a state feedback with the structure
, where the fixed gains are extracted based on Fig. 5, i. e., K x,R = K x (β e ), K σ,R = K σ (β e ). With regard to the experiments conducted in this section, the LQR-R was configured by assuming a fully charged SC (β e = 50 V/48 V) and evaluated for the case where the SC is close to the discharge point (v 1 /v 2 = 50 V/32 V). The remaining conditions are similar to the ones used in the previous test.
The experimental results, as shown in Fig. 8 , demonstrate a superior transient performance of the LQR-R-GS against the LQR-R, i.e., the voltage regulation error for the gainscheduling controller is less than 2%, contrasting with the 8% peak error for the LQR-R, whereas minor differences are observed in the SC current tracking. Further insight can be gained by analyzing these results from a power-flow perspective. The nonscheduled controller is configured under the assumption that the SCs are fully charged with 48 V; thus, when the 8-A step is applied to i * 2 , the LQR-R takes for granted that the SC will supply 48 × 8 = 384 W (the model did not consider losses) and, as result, reduces the battery power in the same proportion. However, in practice, the SC has a lower voltage, i.e., 32 V, resulting in power delivery of only 32 × 8 = 256 W, i.e., much less than was expected. Meanwhile, the power reduction conducted in the battery is still done under the assumption of fully charged SCs, which generates a power shortage in the dc link, driving to the voltage undershoot that occurs with the LQR-R controller around t ∈ [0.01 0.05] s (a dual situation happens at t ∈ [0.11 0.15] s, but with an inverse consequence, i.e., excessive power in the dc link). In fact, to recover the voltage stability, the LQR-R must rely on an integral action to eliminate the parametric mismatch, which leads to the observed transient degradation. On the other hand, the scheduled controller greatly benefits from adapting the gains according to the exogenous input, producing a much better power shift among the energy sources and reducing the power imbalances during transients.
D. Evaluation With Driving Cycles
In the previous sections, the experimental tests primarily focused on assessing the local transient performance of the LQR-R-GS for a limited set of operating points. In this section, we will move on to a global evaluation, covering a wider range of operating conditions and concentrating on a more realistic setting, based on driving cycles. To that aim, the load emulator was configured to take, from the dc link, a given amount of power in accordance with some predefined cycles. Of the various driving cycles that were experimentally evaluated, two of them were selected and shown here. First, a manual cycle, composed of 8 s of acceleration, 25 s of cruising at constant speed, and 8 s of deceleration (plus 8 s of standstill) was built and applied to the experimental setup [see Fig. 9(a) ]. Second, a rescaled FTP75 cycle was tested, of which the results for the period between 136 and 341 s are presented in Fig. 9(b) . A second important modification that was carried out in these latter tests concerns the generation of the SCs' current/power set points, which is the responsibility of the VEM layer (see Fig. 1 ). Accordingly, the SCs' current reference was generated using a frequency-based power allocation, which is mathematically defined as a high-pass filter, i.e.,
where s is the Laplace operator, τ f is the time constant of the filter, and p L is the power requested by the vehicle. This filterbased power split, which has been discussed in the literature [20] , [49] , [50] , is motivated by the idea of using the SCs to satisfy the high-frequency content of the dc-link power p L , whereas the average power is provided by the batteries. Although the VEM algorithm is not the main subject of this paper, (36) represents a simple and practical way of generating the SC set point i * 2 and enables us to validate the LQR-R-GS controller in a more realistic setting. Fig. 9 (a) and (b) depicts the final experimental results for the aforementioned driving cycles. In both cases, the dc-link output voltage v o is accurately regulated, presenting maximum voltage errors below 2% in the manual cycle and 0.5% in the FTP75. Similarly, the tracking of the SC current displays negligible errors and, for time scales under consideration, i * 2 is almost overlapped with the measured current i 2 . The FTP75 test also enables us to investigate the LQR-R-GS performance when subject to a considerable excursions in the SC voltage, which greatly affects the gain-scheduling variable w 1 = v 1 /v 2 . Despite facing a 50% variation in v 2 throughout the FTP75 test, the LQR-R-GS controller schedules its gains according to these variations and can keep a uniform performance in the dc-link control task, independent of the SC state of charge. Finally, Fig. 10 depicts the power sharing between the sources throughout the FTP75 cycle. Analyzing these results, we can find that the batteries supply the average power requested by the EV load (p L ), whereas the SCs cover the acceleration transients and high-frequency content, which are in accordance with the expected behavior for the frequency-based power splitting employed in the VEM layer.
V. CONCLUSION
In this paper, a robust dc-link controller for the hybridization of batteries and SCs, through an active parallel topology composed of two bidirectional boost dc-dc converters, has been presented. The proposed approach relies on an LQR framework and can simultaneously control, in a coordinated manner, the dc bus voltage and the SC current. This LQR setting was then extended to deal with the following two important issues in the dc-link layer: 1) model uncertainty and 2) exogenous disturbances. With regard to model uncertainty, we notice that a convex uncertain model can be built for the power converters, enabling us to translate the robust LQR into an LMI-based optimization problem, which is easily solvable by numerical means. To handle the issue of exogenous disturbances, the controller was gain scheduled with the energy sources' voltages, which, in view of the SCs' voltage variations, proved to be very effective. The implementation of the gain-scheduling technique also greatly benefited from the dimensionless representation of the dc-dc converters, which enabled us to handle the effect of the two energy sources voltages in the dc-link controller using only a single scheduled variable, i.e., the ratio w 1 = v 1 /v 2 . Experimental validation, which was carried out in a reduced-scale test bench, demonstrated the effectiveness of the proposed dclink controller. In particular, it was shown that, compared with two other methods (a nominal LQR and a robust LQR without gain scheduling), the proposed controller offers better transient response, especially in the dc-bus regulation task. Additional experimental evaluation with realistic driving cycles (FTP75) was also provided, confirming a satisfactory performance of the dc-link controller when subject to a wider range of operation conditions.
As future work, we intend to validate the dc-link controller in one of our full-scale EV prototypes and address the VEM layer.
