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1 Introduction
Modeling underlying asset returns is the key component in risk management and deriva-
tive pricing. The many papers on this topic reveal the challenges of this task. Black and
Scholes (1973) were the first to introduce an elegant option pricing model. They used
Brownian motion as the building block for the underlying asset returns. Since then, there
have been several departures from the Black-Scholes model. Empirical research estab-
lished the stylized facts of financial asset returns: asymmetry, jumps that induce fat tails,
stochastic volatilities, and the leverage effect.1 The Black-Scholes model fails to capture
these stylized facts. Alternatively, time change Lévy (TCL) processes have been used as a
flexible class of models to capture these empirical regularities.2
This study investigates the use of TCL when the innovations of the Lévy process are
correlated with innovations of its stochastic time change process (correlated TCL). Nei-
ther the transitional density nor the characteristic function for a correlated TCL process is
available in a closed-form, and thus, it is challenging to use a correlated TCL in a finan-
cial model. To the best of our knowledge, Carr and Wu (2004), henceforth CW, is the only
study that tackles this problem. Their main result hinges on the stopping time property3
of the time changes, but all of the models that CW propose for the time changes do not
satisfy this assumption.4 In this study, we first show that the specification analysis in CW
is not compatible with their assumptions. Then, we propose correlated TCL processes
as a model for asset returns in which the time changes are only an adapted process. We
next provide the sufficient conditions to guarantee no arbitrage and discuss the hedging
1The leverage effect refers to the correlation between an asset’s return and its changes in volatility. Intu-
itively, a natural estimate for the leverage effect uses the empirical correlations between the daily returns
and the changes in daily volatility. However, Ait-Sahalia et al. (2013) show that this natural estimate yields
nearly zero correlation, which contradicts many economic reasons for expecting a negative estimated cor-
relation. Fallahgoul et al. (2019) provide a novel class of TCL models that can capture the leverage effect.
2Huang and Wu (2005) investigate the specifications of different option pricing models under TCL pro-
cesses. Bates (2012) compares four different TCL processes and captures the stochastic volatility and left
tail movements in US stock market returns. Ornthanalai (2014) estimates discrete-time models in which
asset return innovations follow both Brownian motion and TCL processes. Fallahgoul et al. (2019) provide
an extensive time series and option pricing analysis of a novel class of TCL models.
3For a given filtration (Fs)s≥0, we say Tt is a stopping time if {Tt ≤ s} ∈ Fs holds for all s.
4See Fallahgoul and Num (2019) for detailed discussion.
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of contingent claims. Finally, for a given solution to a linear parabolic partial differential
equation (PDE), we derive a closed-form expression for the transitional density, moment
generating function, and characteristic function of the correlated TCL processes. Our ap-
proach can apply to virtually all models in the option pricing literature.
Let us briefly review Fallahgoul and Num (2019) regarding the problem of CW. Even
though the characteristic function of CW seems to be correct when the time changes are
stopping times, none of the specifications they proposed for the time changes satisfies
this condition. In addition, it is not clear how to construct the stochastic time T = (Tt)t≥0
satisfies all the assumptions of CW while the Laplace transforms of Tts with respect to
the leverage-neutral complex measure can be expressed in closed form.5 Moreover, such
specified T should capture the empirical regularities we mentioned above.
It is tempting to consider an enlarged filtration to make the time changes stopping
times. However, when the Lévy process X = (Xt)t≥0 and the process of the time changes
T = (Tt)t≥0 are dependent, enlarging the filtration may affect the semimartingale prop-
erty of the process X through the dependency.6 If X is not a semimartingale, then one has
an arbitrage opportunity by Theorem 7.2 of Delbaen and Schachermayer (1994). 7
The stopping time assumption of Tt for all t is extremely restrictive in financial appli-
cations. The problem is that, the business activity rate vt at time t (the time derivative of
T at time t) is known at time t. This implies that T is adapted to the underlying filtration.
If T is a collection of stopping times, then we should be able to foretell, not forecast, the
future of the business activity rate as well as that in the past (see Proposition 2.1). This
violates commonsense in finance and through the correlation with X, it may generate
arbitrage.
Let us clarify with an example. Let the business activity rate v be a Cox-Ingersoll-Ross
(CIR) process, which is an affine activity rate model in Section 4.2.1 of CW. The left panel
5The leverage-neutral measure is Q(θ) defined by dQ(θ) = exp(iθTYt + TtΨx(θ))dP where Y = XT is the
Lévy process runs on stochastic time T and Ψx(θ) is the characteristic exponent of Xt
6For example, let X be a Brownian motion under its natural filtration and Tt :=
∫ t
0 e
Xs−s2/2ds. The smallest
filtration that makes Tt stopping times is G := (FXCt)t≥0, where (FXt ) is the filtration generated by X and Ct
is the first t-level crossing time of T (see Proposition 2.1). This implies that given G, one can determine the
path of X from time 0 to Ct at time t. If Ct > t happens at time t, then we know the path of X from t to Ct at
time t. Since X has infinite first-order variation, X cannot be a semimartingale with respect to G.
7For example, deterministic continuous path with infinite first order variation cannot be a semimartingale.
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of Figure 1 shows a simulation of the CIR process using parameters taken from Table 1
in Fallahgoul et al. (2019). The right panel shows the integral of the simulated business
activity rate that represents T. Since the calendar time t is replaced by the time change Tt,
one needs to impose the condition that the unconditional expectation of Tt is t. Therefore,
a realized path of T oscillates around the line y = t, as the right panel of Figure 1 shows.
Since the business activity rate v is adapted, its integrated process T is adapted as well.
If Tt is a stopping time for each t, then based on Proposition 2.1, we know the path of T
until it hits the level t at time t. In the right panel of Figure 1, Tt is greater than t at time
t = 1.2. The adaptedness of T implies that we know the whole path until S. Since the
stopping time property of Tt for each t requires knowledge of the path only until R, then
there is no problem. On the other hand, Tt is less than the t line at time t = 0.6. Then, Tt
being a stopping time for each t implies that we know the path of T until Q instead of P.
This means that, at time t = 0.6, we can foresee the future path of T until it reaches Q.
This is impossible under the filtration on which the CIR process is defined.
Insert Figure 1 about here
In this paper, we study the correlated TCL framework when T is adapted, but Tt are
not stopping times. This relaxed assumption enables us to adopt most dynamic models
for time changes, including all major examples in CW. However, this extension is not
obvious for two reasons:
• The log-return Y = XT may no longer be a semimartingale. This imposes two prob-
lems. First, the wealth process of a portfolio represented as a stochastic integral with
respect to the asset price processes, is not well defined. Moreover, the no arbitrage
property of predictable trading strategies implies Y is a semimartingale (see Theo-
rem 7.2 of Delbaen and Schachermayer (1994)). Therefore, we may have arbitrage if
our trading strategies can be any predictable process.
• Since the time changes are not stopping times, we cannot use the optional stopping
theorem. Consequently, one cannot expect a simple formula, as in CW, and we need
a new approach to calculate the distribution of the correlated TCL processes.
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We use the following approaches to overcome these difficulties:
• We restrict ourselves to a class of simple predictable investment strategies as an in-
tegrand so we can define stochastic integrals with respect to non-semimartingales.
In particular, by disallowing continuous trading, we can prove that there is no arbi-
trage. Note that continuous trading is impossible in the real-world due to the non-
zero transaction cost and information processing time. In addition, we show that
any predictable hedging strategy can be approximated with our class of admissible
trading strategies (Cheridito Class).
• We use the Fokker-Planck PDEs to find the probability density functions (PDFs), the
Laplace transforms, and the characteristic functions of the TCL processes in terms
of the corresponding PDE solutions. In particular, by finding an explicit measure
change, we decouple the correlation between the Lévy process and the time change,
which is in parallel with CW’s main result.
In summary, our contributions in this paper are two-fold. First, we discuss why the
framework in CW is extremely restrictive and why their proposed specifications cannot
be used in their framework. Second, we provide an alternative framework in which we
model the time changes by adapted processes without being stopping times. We find the
distribution of the TCL processes, provided no arbitrage conditions, and a specification
analysis.
The structure of the article is as follows. In Section 2, we discuss the relationship be-
tween adaptedness and the stopping time property for time changes. Then, we establish
the basic settings of our model in Section 3. Section 4 is devoted to the no arbitrage prop-
erty for the correlated TCL process and the discussion about hedging in our framework.
In Section 5, we provide formulas for the PDF and the Laplace transform (and the charac-
teristic function) of a correlated TCL process. In Section 6, we generalize the framework
of Huang and Wu (2005) under our setting. Finally, we conclude with a summary and
future research questions in Section 7.
4
2 Adaptedness and the stopping time property
In this section, we show that the specifications for the stochastic time T in CW does not
guarantee that Tt is a stopping time for each t.
Let F = (Ft)t≥0 be the underlying filtration in CW.8 In their paper, T satisfies two
assumptions: Tt is a F-stopping time for each t, and for s ≤ t, Ts is Ft-measurable. They
use the first assumption to derive the characteristic function or generalized Fourier trans-
form of the TCL process (see Lemma 1 of CW), and use the second assumption for the
specifications of the business activity rate vt = dTtdt in Section 4.2 of CW.
Unfortunately, these two assumptions imply that at time t, we can determine when
the stochastic time T hits the t-level, and moreover, the path of T until it hits the t-level
(see Proposition 2.1). This property is rarely satisfied in a stochastic differential model of
T unless it is deterministic.
Proposition 2.1. Let (Tt)t≥0 be an increasing continuous process. Assume that F := (Ft)t≥0
is a filtration such that T is adapted and Tt is a F-stopping time for each t ≥ 0. Let Cs :=
inf {t > 0 : Tt > s} be the first s-level crossing time of T. Then, for all t ≥ 0, Ct is FTt -
measurable. Moreover,
FTCt ⊂ FTt ⊂ Ft
where (FTt )t≥0 is the filtration generated by T.
Proof. Note that Ct is FTt -measurable for every t ≥ 0 because
C−1t ([s,∞)) = {Ct ≥ s} = {Ts ≤ t} ∈ FTt
for any s ∈ R, and {[s,∞) : s ∈ R} generates Borel sigma algebra in R. Therefore, FCt ⊂
FTt , where (FCt )t≥0 is the filtration generated by C. We now prove FTCt ⊂ FCt .
Since T is a continuous increasing function, Ts = inf {u ≥ 0 : Cu > s} . Therefore, Ts is
the first s-level crossing time of C. This implies that FTs ⊂ FCTs . Now, if we let s = Ct and
8Throughout CW, it is not clear which filtration they refer to when they mention martingale, stopping time,
and Lévy process. In order to make Lemma 1 of CW correct, we need to assume Tt are stopping times with
respect to the filtration F such that X is a Lévy process, while CW assume T is adapted to F in Section 4.3.1.
For consistency, we assume that CW used the same filtration throughout their paper.
5
use the relationship TCt = t, we have
FTCt ⊂ FCt ,
which proves the claim.
The above proposition implies that if T is an adapted collection of stopping times, then
the first t-level crossing time of T can be determined at time t. None of the specifications
in CW seems to satisfy this extremely restrictive condition. For example, we cannot use
autonomous stochastic differential equation for the specification of the business activity
rate v.
Example 2.2. Let B be a Brownian motion and F = (Ft)t≥0 be the corresponding Brown-
ian filtration. Furthermore, assume that v0 = 1 and
dvt = µ(vt)dt + σ(vt)dBt
for some measurable functions µ, σ : R → R, which guarantee the existence of a unique
strong solution v that is nonnegative, σ(vt) is nonzero for every t ≥ 0, and Tt :=
∫ t
0 vsds
is an increasing process with ETt = t. Then, (Tt)t≥0 cannot be a collection of F-stopping
times.
Proof. For a stochastic process Z, let us denote FZ = (FZt )t≥0 as the filtration generated
by Z. First, note that
dBt = −µ(vt)
σ(vt)
dt +
1
σ(vt)
dvt
for a given solution v. Therefore, B is adapted to Fv, implying that Ft = F vt = FTt .
Assume that Tt is a F-stopping time for each t ≥ 0. Then, by the previous proposition,
Ct := inf {u > 0 : Tu > t} is Ft-measurable. On the other hand, recall that Ct is the first
t-level crossing time of T and it can be bigger than t. If Ct is bigger than t, then Ct depends
on the path of B after t as well. This contradicts that Ct is Ft-measurable.
Example 2.3. Consider a filtered probability space (Ω,F ,F,P), where F is generated by
a Brownian motion B. In addition, assume that Tt =
∫ t
0 vsds, where v0 = 1 and
dvs = κ(1− vs)ds + σ√vsdBs.
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Here, we assume the Feller condition, 2κ > σ2. Then, (Tt)t≥0 cannot be a collection of
F-stopping times.
In examples above, if we enlarge the filtration F so that Ft contains information about
the future path of T until it hits level t, then Tt become stopping times. However, if this
is the case, then B is no longer a Brownian motion under this enlarged filtration since the
dependency between T and B will affect the distribution of the future path of B. Likewise,
one cannot enlarge the filtration for the specifications in CW, as the enlargement can make
X a non-Lévy process.
3 Correlated TCL processes
We write a Lévy process in the form of
Xt = αJt + βZJt (1)
for a non-decreasing right-continuous process with left-limits given by J and a Brownian
motion Z that is independent of J. The process J is called a subordinator.9 Many well-
known Lévy processes can be obtained from equation (1). For example, we can recover
the variance-gamma (Madan and Seneta (1990)), normal-inverse Gaussian (Barndorff-
Nielsen (1997)), and CGMY (Carr et al. (2003)) process by assuming that Jt is a Gamma,
inverse Gaussian, and tempered stable process, respectively.10
The Lévy process X is not the TCL process Y defined in Carr and Wu (2004), although
it is obtained by a time change. The time change in a (1) captures the jump regularity of
the log returns, while the time change in Carr and Wu (2004) captures the mean-reversion
and stochastic volatility of the log returns.
Definition 3.1. A correlated TCL process Y for a Lévy process X in (1) is given by Yt := XTt ,
where T is a non-decreasing right-continuous process with left-limits.
In general, the stochastic time (or random time change) T can be modeled as a non-
decreasing process. For simplicity, let us suppress jumps and assume absolute continuity
9Detailed information about a subordinator process can be found in Cont and Tankov (2004).
10The related subordinator for the other processes in Table 1 of Carr and Wu (2004) can be obtained using
the same technique as in Madan and Yor (2006).
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in time. In other words,
Tt = αt +
∫ t
0
vs−ds
where v, a right-continuous process with left-limits, is the instantaneous activity rate. The
random variables Tt and t are the business time and calendar time, respectively.
As we described in the Introduction, we study the case in which T is just an adapted
process and Tt are no longer stopping times. To be more specific, we assume the fol-
lowing conditions in this article. Let (Ω,F ,F,P) be a filtered probability space where
F = (Ft)t≥0 satisfies the usual conditions, two independent Brownian motions B and
W, and an adapted non-decreasing Lévy process J that is independent of these Brownian
motions. For ρ ∈ [−1, 1], let Zt := ρBt +
√
1− ρ2Wt. For µ, σ : [0,∞)×R → R, consider
the processes vt and Tt given by the following SDE:
dvt = µ(t, vt)dt + σ(t, vt)dBt, v0 = 1, (2)
dTt = vtdt, T0 = 0.
Here, we assume appropriate conditions for µ and σ to guarantee the existence of a unique
strong solution such that v is nonnegative, ETt = t, and Tt
t→∞−−→ ∞ a.s. Since (v, T) is a
Markov process, we define Φ : [0,∞)×R→ C as the function satisfying
E
[
eiξTt |Fs
]
= exp(Φ(t, s, ξ, vs, Ts)), s ≤ t.
Remark 3.2. Under our assumptions, the X defined in (1) is not adapted to the filtration F in
general. The adaptedness of X to F is not necessary: even if X is adapted to F, its time-changed
process Yt = XTt will not be adapted to F since Tt > t with positive probability when T is
random. If we need to the adaptedness of Y, then one can consider the filtration generated by Y
after its construction. In Section 4, when we discuss the arbitrage property, we will consider FY,T;
that is, the filtration generated by Y and T.
Remark 3.3. The case in which J is an increasing Lévy process is of special interest since it is
the simplest model that captures extreme events (producing the heavy tail property). Note that
in this case, J is the sum of a deterministic drift and a pure jump Lévy process by the Lévy-Itô
decomposition theorem. In addition, Theorem 11.43 of He et al. (1992) tells us that if X and X˜ are
adapted Lévy processes with [X, X˜] = 0, then X and X˜ are independent. This result implies that
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if J is an increasing Lévy process, then J is automatically independent with respect to (B, W, Z).
Note that if ρ 6= 0, then the TCL process ZJ is not independent of B, even though ZJ is a pure
jump Lévy process, while B is a continuous Lévy process. Therefore, when ρ 6= 0, there is no
filtration that makes ZJ and B adapted simultaneously. Note that as in Remark 3.2, we focus on
the filtration such that B is adapted, while our X is a non-adapted process with respect to F, but a
Lévy process under the filtration generated by X.
We end this section with our notation. For any random variable ξ, we use notation fξ
as a probability density “function" (PDF); that is,
P(ξ ∈ A) :=
∫
A
fξ(x)dx.
We also use fX|Y as the conditional PDF of X with respect to Y. We also use notation
∫
for
an integral on the whole domain unless otherwise stated.
4 Arbitrage and hedging
4.1 No arbitrage property
Note that our model of asset prices may not be a semimartingale. For a frictionless market
in which continuous trading is possible, the asset price should be a semimartingale in
order to avoid arbitrage opportunities (see Theorem 7.2 of Delbaen and Schachermayer
(1994)). On the other hand, in a realistic model, continuous trading is impossible and the
market has friction due to transaction costs. Therefore, the no arbitrage condition may be
satisfied for a more general class of asset price processes. Cheridito (2003) originally used
the idea to prove no arbitrage when the asset price follows a fractional Brownian motion,
which is not a semimartingale.
In this section, using the results from Jarrow et al. (2009), hereafter JPS, we will pro-
vide a sufficient condition for no arbitrage in our framework in which the time change
process Tt is no longer the stopping time. We state it rigorously by introducing the fol-
lowing notations. First, for a given process X, we denoteFX = (FXt )t≥0 as the augmented
filtration generated by X.
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Definition 4.1. For a given filtration F and any h > 0, let
S(F) :=
{
g010 +
n−1
∑
j=1
gj1(τj,τj+1] : n ≥ 2,
0 ≤ τ1 ≤ · · · ≤ τnwhere all τj are F-stopping times,
g0 is a real number and gj are Fτj-measurable random variables, and
τn is bounded
}
Sh(F) :=
{
g010 +
n−1
∑
j=1
gj1(τj,τj+1] ∈ S(F) : minj (τj+1 − τj) ≥ h a.s.
}
.
Π(F) := ∪h>0 Sh(F).
We call Π(F) the Cheridito Class of trading strategies.
Set S(F) is the set of trading strategies with a finite number of transactions and Sh(F)
is the set of trading strategies in which the timing of two trades are at least h apart. Π(F)
is the set of trading strategies in which there is a minimum time interval between trades.
Therefore, continuous trading is disallowed if we restrict ourselves to S(F),Sh(F), or
Π(F).
Definition 4.2. For F-adapted process S, we say S satisfies the no arbitrage property with respect
to X (= S(F) or Π(F)) if
{(H · S)∞ : H ∈ X} ∩ L+0 = {0} ,
where H = g010 + ∑n−1j=1 gj, H · S = g0S0 + ∑n−1j=1 gj(Sτj+1 − Sτj), and L+0 is the set of F -
measurable non-negative random variables.
Remark 4.3. Note that we do not require S to be a semimartingale, but only adapted. This is
possible because we focus only on simple predictable trading strategies.
If we assume the no arbitrage property of X with respect to S(G˜), where G˜ is a
time-changed filtration of FY,T, we can prove the no arbitrage property under S(FY,T)
using Theorem 6 in JPS. Since T is FY,T-adapted, the first t-level crossing time Ct :=
inf {u > 0 : Tu > t} is a FY,T-stopping time for each t ≥ 0. Then, we can define G˜ :=(G˜t)t≥0, where G˜t := FY,TCt . Since T is a continuous strictly increasing function, we have
TCt = t, CTt = t, and YCt = XTCt = Xt. Therefore, X is adapted to G˜.
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Theorem 4.4. Assume that Xu := αJu + βZJu has the no arbitrage property with respect to
S(G˜). Then, eYt has the no arbitrage property with respect to S(FY,T).
Proof. Note that C is adapted to G˜. Therefore,
{Tt ≤ s} = {t ≤ Cs} ∈ G˜s
for all s. This implies that Tt is a G˜-stopping time for each t. Then, applying Corollary 5
and Theorem 6 in JPS proves the claim.
Unfortunately, it is not easy to show whether X has the no arbitrage property with
respect to S(G˜) unless T and Z are independent.11 Note that G˜t contains information
about the path of T until it hits the level t. This implies that under the information inflow
G˜, we may know something about the path of X until max(t, Ct) through the dependency
between T and Z.
Example 4.5. Let X = B and Tt =
∫ t
0 exp
(
Bs − 12 s2
)
ds for a Brownian motion B. Then X
has arbitrage with respect to S(G˜).
Proof. Note that since X = B is adapted to G˜, T is adapted to G˜. Let u be the smallest
number such that
∫ u
0 exp
(
−12 s2
)
ds ≤ u−1e . We also define a G˜u-measurable random
variable C := min (inf {t > u : Tt > u} , M), where M is a number far bigger than u. Here,
M represents the time horizon of our trading strategies.
Note that the path of T from time 0 to C is G˜u-measurable. Since Xs = Bs = log(∂tTt|t=s)+
1
2 s
2, XC is also G˜u-measurable. We denote E as an event that B stays below 1 until time
u and XC > Xu. Note that E ∈ G˜u and P(E) > 0. At time u, if E did not occur, then
do nothing. If E occurs, then buy 1 asset at time u and sell it at time C. Then, we gain
XC − Xu, which is an arbitrage.
If we further restrict ourselves to the trading strategy Π(FY,T) ( S(FY,T), then can
provide sufficient conditions for the no arbitrage property when T and Z are dependent.
Lemma 4.6. Assume the setting in Section 3 with β 6= 0 and ρ 6= 1. Let X¯t := αJt +
β
√
1− ρ2WJt = X¯ct + X¯ jt, where X¯c is the continuous part of X¯ and X¯ j is the jump part of X¯.
11Fallahgoul et al. (2019) derive a necessary and sufficient condition to drive a risk-neutral measure when
X and T are independent.
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Let G := (Gt)t≥0, where Gt := F X¯ct ∨ F B,X¯
j,J
∞ . If J is an increasing Lévy process with a nonzero
continuous part, then X = X¯ + βρBJ has the no arbitrage property with respect to Π(G).
Proof. Since J is an increasing Lévy process, X¯ is a Lévy process. Therefore, X¯c is a scaled
Brownian motion with a constant drift, which is independent of X¯ j. Then, X¯c has the no
arbitrage property with respect to general FX¯
c
-predictable integrands. Moreover, for all
h ≥ 0, [X¯c, X¯c]t+h − [X¯c, X¯c]t ≥ ch for some constant c and [X¯c, X¯c]t is bounded for each t.
Moreover, J is a sum of a deterministic function and a pure jump Lévy process. There-
fore, J is independent of B and X¯c by Theorem 11.43 of He et al. (1992). Since X¯ jt, Bt, Jt ∈ G0
for any t, V := X¯ j + βρBJ is a G-adapted process and its path is G0-measurable. This im-
plies that the path of V is known at time 0 under the filtration G. Therefore, at t = 0, we
can determine the bound of V on any finite time interval. On the other hand, since X¯ j, B, J
are independent of X¯c, X¯c is a G-semimartingale that has the no arbitrage property with
respect to generalG-predictable integrands. Therefore, by Theorem 1 of JPS, X has the no
arbitrage property with respect to Π(G).
Theorem 4.7. Assume the conditions in Lemma 4.6. Assume that Tt0+h − Tt0 ≥ δ(h) > 0 for
any t0, h > 0, where δ(h) is an increasing function with δ(0) = 0 and δ(h) > 0. St := S0eθYt
has the no arbitrage property with respect to Π(FY,T).
Proof. We use the notation in Lemma 4.6. Note that G0 contains all of the information of
the path of B from time zero to the end of time. Therefore, G0 has all of the information
of T and thus, Tt is a G-stopping time and Ht := GTt is well-defined. On the other hand,
since Yt = XTt and Tt are GTt-measurable, we have FY,T ⊂ H := (Ht)t≥0. Therefore, by
Theorems 2 and 3 of JPS, we need only prove the no arbitrage property of Y with respect
to Π(H).
Let Cs := inf {u > 0 : Tu > s}, which is a H-stopping time for each s ≥ 0. For any
boundedH-stopping time τ, we have {Tτ ≤ s} = {τ ≤ Cs} ∈ HCs = Gs. Therefore, Tτ is
a G-stopping time. Let τ1 and τ2 be two bounded H-stopping times with τ1 ≥ τ0 + h for
h > 0. Then, Tτ1 − Tτ0 ≥ δ(h). Since X has the no arbitrage property with respect toΠ(G),
by applying Lemma 1 of JPS to G-stopping times Tτ1 and Tτ0 , for any A ∈ Hτ0 = GTτ0 ,
η := 1A (Yτ1 −Yτ0) = 1A
(
XTτ1 − XTτ0
)
satisfies neither of the following conditions:
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• P(η ≥ 0) = 1 and P(η > 0) > 0, nor
• P(η ≤ 0) = 1 and P(η < 0) > 0.
Again, by Lemma 1 of JPS, we obtain the no arbitrage property of Y with respect toΠ(H)
and applying Theorem 2 of the same paper proves the claim.
We can extend the results above when the time changes for the continuous part of X
and the jump part of X are different: We let
Yt := XcTct + X
j
T jt
,
where
Xct = a
c
1t + a
c
2B
c
t + a
c
3B
j
t + a
c
4W
c
t ,
dvct = µ
c(1− ε− vct)dt + σc
√
vct(1− ρ2)dBct + ρσc
√
vct dB
j
t
dvjt = µ
j(1− vjt)dt + σj
√
vjtdB
j
t
Tct =
∫ t
0
(vcs + ε)ds, and
T jt =
∫ t
0
vjsds
for given constants ρ, ε, and (axi , µ
x, σx)x∈{c,j},i=1,2,... with ac4 6= 0, ε > 0, and independent
Brownian motions Bc, Bj, Wc, W j. Note that the continuous part of the Lévy process is
always the sum of drift and Brownian motion due to the Lévy-Itô decomposition theorem.
Additionally, Remark 3.3 guarantees the independence of X j with any Brownian motion
in this setup, as well as Xc, Tc and T j. The positive ε guarantees that Tc increases with
a rate bounded below so that Y has a continuous part. Note that the claim above holds
for any arbitrarily small positive ε. If we let ε go to 0, then the distribution of Y will be
approximated to the form in Section 6.
Theorem 4.8. For any ε ∈ (0, 1), eY has the no arbitrage property with respect to Π(FY,Tc,T j).
Proof. Note that we need only prove the no arbitrage property of Y. Let
X˜t := Xct + X
j
T jUct
= St +Vt,
where Uct := inf {s > 0 : Tcs > t},St := ac1t + ac4Wct , and Vt := ac2Bct + ac3Bjt + X jT jUct
. Note
that UcTct = t since T
c is a continuous increasing process.
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Define G := (Gt)t≥0 with
Gt := FWct ∨ FX
j,Bj,Bc
∞ .
Then, Vt is G0-measurable for all t ≥ 0, and therefore, X˜ is G-measurable. In particular,
the bound of V on any finite time interval is G0-measurable and V is independent of S.
Since [S, S]t = ac4t is bounded on any finite time interval and [S, S]t+h − [S, S]t = ac4h,
we can apply Theorem 1 of JPS to conclude that X˜ does not have arbitrage with respect
to Π(FY,T
c,T j).
Note that Tct0+h − Tct0 ≥ εh. Moreover, Yt = X˜Tct . Then, by the same argument in the
proof of Theorem 4.1, we can conclude that eY has the no arbitrage property with respect
to Π((GTct )t≥0). Since Yt, Tct , and T
j
t are GTct -measurable for all t, FY,T
c,T j ⊂ (GTct )t≥0.
Therefore, applying Theorems 2 and 3 of JPS proves the claim that eY has the no arbitrage
property with respect to Π(FY,T
c,T j).
4.2 Hedging contingent claims
The natural follow-up question is whether we can apply our model to hedging contingent
claims. This is an essential step in pricing contingent claims, but it is not obvious since
our asset price S is not necessarily a semimartingale. The non-semimartingale property
does not permit the existence of an equivalent local martingale measure, so we cannot use
the Fundamental Theorems of Asset Pricing. A few papers examine the hedging problem
when the asset price is not a semimartingale, such as those by Biagini et al. (2003) and
Guasoni et al. (2008). However, it is not obvious how we can apply those results to our
model.
In addition, we restricted our hedging strategies to the Cheridito Class, which is a
strict subset of the space of predictable processes, in order to define stochastic integrals
with respect to S. Though we obtained the no arbitrage property in the previous subsec-
tion, we cannot be sure whether the market is complete.
In this section, we briefly explain some solutions. We resolve the issue by approximat-
ing S with a semimartingale, proving the existence of an equivalent martingale measure,
and choosing an equivalent martingale measure that satisfies specific criteria.
We consider the conditions in Theorem 4.8. Let the filtration F be FY,T
c,T j , as in Theo-
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rem 4.8. Let (τk)∞k=0 be an increasing sequence of F-stopping times with τ0 = 0, and τn is
bounded almost surely. We assume that for a given ε > 0, τi+1 − τi > ε almost surely for
all i. Then, we approximate S with a pure jump process:
S˜ :=
n
∑
i=0
Sτi1[τi,τi+1).
Lemma 4.9. S˜ is a F-semimartingale.
Proof. Note that the number of jumps on the time interval [0, M] is almost surely finite
for any given M. Moreover, supt∈[0,M] |St| < ∞ almost surely. Therefore, S˜ has a finite
variation almost surely on [0, M] for any M. Then, by Theorem II.3.7 of Protter (2013), we
can conclude that S˜ is a semimartingale.
Example 4.10. In a real market, the price of an asset has discrete values determined by tick
size, which is the minimum price increment. We can define τi as the ith price movement of
the asset. Then, realistic restriction should make the price changes at least ε milliseconds
apart. Therefore, approximating S with S˜ is not a very restrictive assumption in modeling
the real market.
Lemma 4.11. Let F¯ := (F¯t)t≥0, where F¯t = F S˜t . The semimartingale S˜ does not allow arbitrage
for F¯-predictable trading strategies. Moreover, there exists an equivalent martingale measure (risk
neutral measure).
Proof. Note that since we are considering the pure jump process S˜ and its natural filtra-
tion, our model is essentially discrete. Assume that there is an arbitrage; then we have
H = ∑∞j=0 Hτj1(τj,τj+1] such that
∫ ∞
0 HtdS˜t ≥ 0 almost surely and
∫ ∞
0 HtdS˜t > 0 with a
positive probability. Since τj+1 − τj > ε for all j, we have H ∈ Π(F¯). Since∫ ∞
0
HtdSt =
∞
∑
j=0
Hτj
(
Sτj+1 − Sτj
)
=
∫ ∞
0
HtdS˜t,
the claim is in contradiction to Theorem 4.8. Therefore, S˜ has the no arbitrage property.
Since we can consider our market as a time-changed discrete model, we can apply the
Dalang-Morton-Willinger Theorem (Dalang et al. (1990)) to conclude there is an equiva-
lent martingale measure.
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Since we have an equivalent martingale measure, we can choose one of the equiva-
lent martingale measures that satisfies a specific set of conditions. Several criteria have
been proposed: minimal variance (Delbaen et al. (1996); Schweizer (1995b)), minimal mar-
tingale (Follmer and Schweizer (1991); Schweizer (1995a)), minimal entropy martingale
(Frittelli (2000)), and so on. The choice of specific martingale measure will induce the
corresponding hedging strategy H0, as well as the price of the contingent claim. The
hedging strategy will be a predictable process in general, and we verify that it can be
approximated by a hedging strategy in the Cheridito Class.
Definition 4.12. Let X be a special semimartingale with canonical decomposition X = N + A,
where N is a local martingale and A is a predictable finite variation process. TheH2 norm of X is
‖X‖H2 =
∥∥∥∥[N, N] 12∞∥∥∥∥
L2
+
∥∥∥∥∫ ∞0 |dAs|
∥∥∥∥
L2
.
AH2-semimartingale is a special semimartingale with a finiteH2 norm.
Theorem 4.13. Let H0 be a predictable process that is S˜ integrable. Then, there exists a sequence
(Hn)∞n=1 ⊂ Π(FS˜) such that Hn are S˜ integrable and∥∥∥∥∫ ∞0 H0t dS˜t −
∫ ∞
0
Hnt dS˜t
∥∥∥∥H2 n→∞−−−→ 0.
Proof. Without loss of generality, we can assume S˜ is a H2-semimartingale and H0 is a
bounded predictable process by appropriate localization: see Theorem IV.2.13 and Theo-
rem IV.2.14 of Protter (2013).
Due to Lemma 7 of Jarrow et al. (2009), the Cheridito Class is dense in bL, the space of
adapted processes with bounded càglàd paths, in the UCP topology, where UCP denotes
uniform convergence in probability on compact time sets.
For S˜ = N+ A, where N and A are a local martingale and a predictable finite variation
process, respectively, we define metric d by
d(H, J) :=
∥∥∥∥∥
(∫ ∞
0
(H − J)2d[N, N]T
) 1
2
∥∥∥∥∥
L2
+
∥∥∥∥∫ ∞0 |H − J||dAs|
∥∥∥∥
L2
.
Then, by Theorem IV.2.2 of Protter (2013), bL is dense in the space of bounded predictable
processes under d. Since the stochastic integral of a predictable process with respect to
S˜ is defined as a continuous extension of a function from (bL, d) to H2, there exists a
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sequence (Hn)∞n=1 ⊂ Π(FS˜) that converges to H0 in d, and thus∥∥∥∥∫ ∞0 H0t dS˜t −
∫ ∞
0
Hnt dS˜t
∥∥∥∥H2 n→∞−−−→ 0.
5 The distribution and moment-generating function of the
correlated TCL process
The transitional density of the correlated TCL process Y = XT is not available in closed
form unless T and X are independent. When the business time Tt is independent of Xt, the
characteristic function of Yt is just the Laplace transform of Tt evaluated at the cumulant
exponent ΨX(θ) := −1t logEeiθXt of X by conditioning on Tt. On the other hand, when
the Lévy process X and stochastic time process T are dependent, it is not obvious how
to compute the characteristic function of Yt. Our primary objective in this section is to
find formulas, as explicitly as possible, for the PDF, the characteristic function, and the
moment-generating function of Yt.
5.1 Distribution of the correlated TCL process
First, assume α = 0 and β = 1 in (1) such that Yt = ZJTt . In order to find the distribution
of ZJTt , one can either try to calculate the PDF or an integral transform of it. In this section,
we discuss the calculation of the probability density distribution directly.
We can express the PDF of a TCL process by the joint distribution of the time change
and Brownian motion that drives the activity rate.
Proposition 5.1. Under the assumptions in the previous section, we have the following formula
fZJTt
(z) =
∫∫∫ 1√
2pi j(1− ρ2) e
− (z−ρb)2
2(1−ρ2)j fBj,Tt(b, y) f Jy(j)dydbdj.
Therefore, to calculate the probability density distribution of ZJTt , one needs to calcu-
late the joint distribution function Bj and Tt. When j ≤ t, fBj,Tt(b, y) =
∫
fTt|Bj,Tj(y|b, y¯) fBj,Tj(b, y¯)dy¯.
In this case, using the Markovian property of (v, T, B), we can calculate fTt|Bj,Tj . On the
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other hand, if j ≥ t,
fBj,Tt(b, y) =
∫
fBj|Bt,Tt(b|z, y) fBt,Tt(z, y)dz
=
∫
fBj−Bt(b− z) fBt,Tt(z, y)db = ( fBj−Bt ∗ fBt,Tt(·, y))(b).
Therefore, we need only to calculate the joint PDF of Bt and Tt. Unfortunately, even
when (v, T) is an affine process, (v, T, B) is not affine, and therefore, a closed-form rep-
resentation of the characteristic function is not available. Alternatively, we can use the
Fokker-Plank PDE. For t ≤ j, let q : (t, x, y, z) → q(t, x, y, z) be the unique solution to the
following Fokker-Plank PDE for (vt, Tt, Bt):12
∂tq =
1
2
∂xx[σ
2q] + ∂xz[σq] +
1
2
∂zzq− ∂x[µq]− x∂yq (3)
q(0, x, y, z) = δv0(x)δ(y)δ(z).
Remark 5.2. Assume that µ(t, x) = κ(1− x) and σ(t, x) = σv
√
x. In this case, v follows a
CIR process and (v, T) forms a two-dimensional affine process. Though we have no closed-form
solution to PDE (3), we know that the PDF of (vt, Tt − t, Bt/
√
t) converges asymptotically as
t→ ∞. The following elliptical PDE gives this limit:
1
2
∂xx[σ
2
v xq˜(x, y, z)] + ∂xz
[
σv
√
x/tq˜(x, y, z)
]
+
1
2
∂zz [q˜(x, y, z)/t] = 0.
To compute (3) numerically, one may approximate q(t, x, y, z) with q˜(t, x, y + t,
√
tz) when t is
large enough.
Given the Fokker-Planck PDE (3), we can calculate the joint distribution of Tt and Bj,
which is given by the following proposition.
Proposition 5.3. Let q be the unique solution to (3). Then,
fTt,Bj(y, z) =

1√
2pi(j−t)
∫∫
e−
(z−z˜)2
2(j−t) q(t, x, y, z˜)dxdz˜, t ≤ j
1
2pi
∫∫∫
exp (Φ(t, j, ξ, x, y˜)− iξy) q(j, x, y˜, z)dxdy˜dξ, t ≥ j.
The Fokker-Plank PDE (3) is three dimensional, but it can be reduced to a one-dimensional
PDE if we use Fourier transform for variables y and z. This dimensional reduction is use-
ful in numerical computations. In other words, the Fourier transform of (3) is
∂tqˆ =
1
2
∂xx[σ
2qˆ]− ∂x[(µ− iησ)qˆ]−
(
η2
2
+ ixξ
)
qˆ (4)
12The existence of a unique solution is guaranteed by the existence of a unique solution for (2)
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qˆ(0, x, ξ, η) = δv0(x).
Using qˆ, the PDF of ZJTt is given by the following theorem.
Theorem 5.4. Let qˆ be the solution to (4). Then,
fZJTt
(z) =
1
(2pi)2ρ
∫∫∫
fˆTt,Bj(ξ, η)e
iηz
ρ − (1−ρ
2)η2 j
2ρ2
(∫
eiξy f Jy(j)dy
)
dξdηdj,
where
fˆTt,Bj(ξ, η) =
e
− (j−t)η22
∫
qˆ(t, x, ξ, η)dx, t ≤ j
1
2pi
∫∫ (∫
exp
(
Φ(t, j,−ξ, x, y) + iξ¯y) dy) qˆ(j, x, ξ¯, η)dξ¯dx, t ≥ j.
Remark 5.5. When (v, T) has a closed-form solution,13 then, we can express q(t, x, y, z) using
a Brownian bridge from 0 to z. We can define the path functional V ,W : C[0, t] → R such
that vt = V(B[0,t]) and Tt = W(B[0,t]). Then, fvt,Tt|Bt(x, y|z) = fv˜t,T˜t(x, y), where v˜t =
V(Bˆ[0,t]), T˜t =W(Bˆ[0,t]), and Bˆ is a Brownian bridge from 0 to z on time interval [0, t]; that is,
Bˆs = B˜s − s(B˜t − z)t ,
where B˜ is a Brownian motion. Then,
q(t, x, y, z) =
1√
2pit
e−
z2
2t fv˜t,T˜t(x, y).
For a general Y of the form (1), we can easily extend the previous theorem.
Theorem 5.6.
fYt(y˜) =
√
1− ρ2
(2pi)2|ρ|
∫∫∫
fˆTt,Bj(ξ, η)e
iη(y˜−αj)
ρβ − (1−ρ
2)η2 j
2ρ2
(∫
eiξy f Jy(j)dy
)
dξdηdj,
where
fˆTt,Bj(ξ, η) =
e
− (j−t)η22
∫
qˆ(t, x, ξ, η)dx, t ≤ j
1
2pi
∫∫ (∫
exp
(
Φ(t, j,−ξ, x, y) + iξ¯y) dy) qˆ(j, x, ξ¯, η)dξ¯dx, t ≥ j.
13For example, assume µ(t, x) = κ(1− x) and σ(t, x) = σvx. Then, we have a closed-form solution (vt, Tt),
where
vt = e−κt−σ
2
v t/2+σvBt
(
1+ κ
∫ t
0
eκs+σ
2
v s/2−σvBs ds
)
, Tt =
∫ t
0
vudu.
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5.2 The moment-generating function of the correlated TCL process
It is noteworthy that the Laplace transform of ZJTt can be factored into the characteristic
functions of W, the inverse of J, and the measure-changed T. Let vj,r0 = 1, T
j,r
0 = 0, and
dv(j,r)u =
(
µ(u, v(j,r)u )− rρσ(u, v(j,r)u )1u≤j
)
du + σ(u, v(j,r)u )dBu (5)
dT(j,r)u = v
(j,r)
u du.
Note that (v(j,r), T(j,r)) is the weak solution to (2) under a measure of Q that makes Bt −
rρ1[0,j](t) a Brownian motion. We have the following theorem.
Theorem 5.7. For T(j,r) given by SDE (5), we have
Ee
−rZJTt = 1
2pi
∫∫
er
2 j/2
(∫
eiξy f Jy(j)dy
)
E
[
exp
(
−iξT(j,r)t
)]
dξdj.
Remark 5.8. Note that er
2 j/2 is the Laplace transform of the Brownian motion at time j.
Remark 5.9. For the characteristic function of ZJTt , we have the following formula:
Ee
iθZNYt =
1
2pi
∫∫
e−θ
2 j/2
(∫
f Jy(j)e
iξydy
)
E
[
e−iξTtE θ,jt
]
dξdj,
where
E θ,jt := exp
(
iθρBj∧t +
θ2ρ2(j ∧ t)
2
)
.
Here, note that e−θ2 j/2 is the characteristic function of the Brownian motion at time j. Heuris-
tically, E
[
e−iξTtE θ,jt
]
is the expectation of e−iξTt under the complex measure given by E θ,jt dP.
However, a rigorous validation of such statement is tricky (see Warning 1.7.3.2 of Jeanblanc et al.
(2009)). The Appendix provides the actual derivation.
Theorem 5.7 implies that one can transform the dependency of Z and T in terms of the
measure change; note that the distribution of T under P is the same as the distribution of
T(j,r) under Q and T(j,r) = T if ρ = 0. In this sense, Theorem 5.7 is analogous to Theorem
1 of CW, which finds a (complex) measure such that one can calculate the characteristic
function of the TCL as the time change and the Lévy process is independent.
Assuming that J is strictly increasing, there exists the inverse F(ω) of J(ω) for each
ω ∈ Ω, and then we can express the Laplace transform in terms of the characteristic
functions of W, F, and T(j,r).
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Corollary 5.10. In addition to the conditions in Theorem 5.7, assume that J is a strictly increasing
process and define Fj such that Fj(ω) is the inverse of Jy(ω) for each ω ∈ Ω. We define χ(a, X) :=
EeiaX as the characteristic function for any random variable X. Then,
Ee
−rZJTt = 1
2pi
∫∫
χ
(
ir, Wj
)
χ
(
ξ, Fj
)
χ
(
−ξ, T(j,r)t
)
dξdj.
Note that in Theorem 5.7, the only ambiguous term is E
[
exp
(
−iξT(j,r)t
)]
, which we
can calculate in a closed form for only highly restricted cases. In general, we need to solve
a Fokker-Plank PDE to calculate it. Note that the PDF of (v(j,r)t , T
(j,r)
t ) under P does not
depend on j if t ≤ j. Let the PDF of (v(j,r)t , T(j,r)t ) be G(t, x, y) when t ≤ j. Then, G is a
(weak) solution to the following Fokker-Plank PDE:
(∂uG)(u, x, y) =
1
2
∂xx
[
|σ(u, x)|2G(u, x, y)
]
− ∂x [(µ(u, x)− rρσ(u, x))G(u, x, y)] (6)
− x∂yG(u, x, y)
G(0, x, y) = δv0(x)δ(y).
Hence, we can express the Fourier transform of T(j,r)t using G.
Proposition 5.11. If (6) has a unique solution G, then
E
[
exp
(
−iξT(j,r)t
)]
=

∫∫
exp(Φ(t, j,−ξ, x, y))G(j, x, y)dxdy if t > j∫∫
exp (−iξy)G(t, x, y)dxdy if t ≤ j.
It is noteworthy that if Φ(t, s, ξ, x, y) is affine with respect to y, then the Fokker-Plank
PDE can be reduced to one dimension using Fourier transform.
Proposition 5.12. Assume that
Φ(t, s, ξ, x, y) = φ(t, s, ξ, x) + iψ(t, s, ξ, x)y
and that there is a unique solution to
(∂uGˆ)(u, x, η) =
1
2
∂xx
[
|σ(u, x)|2Gˆ(u, x, η)
]
− ∂x
[
(µ(u, x)− rρσ(u, x)) Gˆ(u, x, η)] (7)
− iηxGˆ(u, x, η).
with Gˆ(0, x, η) = δv0(x). In this case,
E
[
exp
(
−iξT(j,r)t
)]
=

∫
eφ(t,j,−ξ,x)Gˆ(j, x,−ψ(t, j,−ξ, x))dx for t > j∫
Gˆ(t, x, ξ)dx for t ≤ j
.
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Remark 5.13. For the characteristic function E[e
iθZJTt ], we have a formula that corresponds to
the case in which r = −iθ; that is,
Ee
iθZJTt =
1
2pi
∫∫
e−θ
2 j/2
(∫
f Jy(j)e
iξydy
)
E
[
e−iξTtE θ,jt
]
dξdj
E
[
e−iξTtE θ,jt
]
=

∫∫
exp (Φ(t, j,−ξ, x, y))Gθ(j, x, y)dxdy if t > j∫∫
exp (−iξy)Gθ(t, x, y)dxdy if t ≤ j,
where Gθ is the solution to
(∂uGθ)(u, x, y) =
1
2
∂xx
[
|σ(u, x)|2Gθ(u, x, y)
]
− ∂x
[
(µ(u, x) + iθρσ(u, x))Gθ(u, x, y)
]
− x∂yGθ(u, x, y)
Gθ(0, x, y) = δv0(x)δT0(y).
As we noted earlier, we cannot simply change r = −iθ to extend the Girsanov transform. See the
appendix for the derivation of and details about the statement above.
Let Yt = αJTt + βZJTt . The following theorem gives the moment-generating function
for the TCL process Y.
Theorem 5.14. Let Yt := αJTt + βZJTt . Then, the Laplace transform of Y is
Ee−rYt = 1
2pi
∫∫
er
2β2 j/2−rαj
(∫
eiξy f Jy(j)dy
)
E
[
exp
(
−iξT(j,rβ)t
)]
dξdj.
Remark 5.15. Note that for a constant j, the Laplace transform of αj + βWj is er
2β2 j/2−rαj.
6 Model specifications
We develop candidate option pricing models by modeling the underlying asset return
process as the sum of two TCL processes. Our framework is based on two ingredients:
the jump structure and the source and dynamic of the stochastic volatility component(s).
We show that all specified option pricing models in Huang and Wu (2005) are nested to
our framework.
6.1 Dynamic of underlying asset returns
We use a correlated TCL process Y to model economic uncertainty. The price of the fi-
nancial asset (e.g., index) under consideration evolves in continuous time and is given
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by
St = S0e(rint−δdiv)t+Yt ,
where rint and δdiv are constants that represent, respectively, the risk free rate of interest
and the dividend yield of the asset, and
Yt = log
(
eδdivtSt/S0
)
− rintt
models excess log returns, under the usual assumption that dividends are continuously
reinvested.
In our framework, for a given filtration F, the process Xt is an adapted Lévy process.
Then, by the Lévy-Itô decomposition theorem, there are continuous Lévy Xc and pure-
jump Lévy processes X j that are independent and X = Xc + X j. Along the line of Huang
and Wu (2005), we study the effect of time changes Tc and T j, which we apply to Xc and
X j, respectively. We can assume the following without losing generality:
Yt = XcTct + X
j
T jt
(8)
Xct = a
c
1t + a
c
2B
c
t + a
c
3B
j
t + a
c
4W
c
t
X jt = a
j
1 Jt + a
j
2W
j
Jt
dvct = µ
c(1− vct)dt + σc
√
vct(1− ρ2)dBct + ρσc
√
vct dB
j
t
dvjt = µ
j(1− vjt)dt + σj
√
vjtdB
j
t
Tct =
∫ t
0
vcsds
T jt =
∫ t
0
vjsds.
Here, (axi , µ
x, σx)x∈{c,j},i=1,2,..., and ρ are given constants, Bc, Bj, Wc, W j are independent
Brownian motions, and J is a pure jump process. This is possible because, under the
adaptedness condition in Huang and Wu (2005), X j is always independent of Brownian
motions Bc, Bj, and Wc by Remark 3.3.
6.2 Jump structure
Any Lévy jump process (or any Lévy process) is uniquely defined by its Lévy triplet:
location, scale, and Lévy measure. Its Lévy measure captures the structure of the jump,
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which controls the arrival rate of jumps of size x ∈ R0 (the real line excluding zero). We
can group Lévy jump processes into three categories: (i) finite activity, (ii) infinite activity
with finite variation, and (iii) infinite activity with infinite variation.
Here, we define a Lévy process by changing the time of a Brownian motion with a
subordinator, which is a pure jump process; that is, equation (1). The advantage of this
definition is that one can construct any jump process from (1) by specifying only the sub-
ordinator Jt. For example, if Jt is the gamma process, then X
j
t is the variance gamma pro-
cess. One can show that equation (1) encompasses all specifications for the jump structure
in Huang and Wu (2005).
6.3 Source of stochastic volatility
Equation (8) shows that there are several ways to introduce stochastic volatility for a
correlated TCL process. The stochastic volatility can come either from the instantaneous
variance of the continuous component Xct , from the arrival rate of the jump component
X jt, or both.
Huang and Wu (2005) consider the return process before time changes as the sum of
a Brownian motion with constant drift and a pure jump process.14 They specify four dif-
ferent stochastic volatility models by changing the time of the Brownian motion and/or
jump component of the return process. Their four stochastic volatility models are: stochas-
tic volatility from a diffusion component (SV1); stochastic volatility from a jump compo-
nent (SV2); joint contribution from jump and diffusion (SV3), where the stochastic time
change is the same for both the diffusion and jump component; and joint contribution
from jump and diffusion processes with different stochastic time changes (SV4).
If we apply a stochastic time change to the continuous component only, we have
Yt = XcTct + X
j
t. The arrival rate of jumps remains constant. This case is equivalent to
the SV1 models in Huang and Wu (2005). Bates (1996) and Bakshi et al. (1997) are also
nested in this setting. Alternatively, if we leave the continuous component unchanged
and apply a stochastic time change only to the jump component; that is, Yt = Xct + X
j
T jt
,
then stochastic volatility comes from just the time variation in the arrival rate of jumps.
14We can express any Lévy process in this way via the Lévy-Itô decomposition, see equation (3) of Huang
and Wu (2005).
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This case is equivalent to the SV2 models in Huang and Wu (2005). Another possibility
for introducing stochastic volatility to the model is that stochastic volatility comes from
both the continuous and jump components simultaneously; that is, Yt = XcTct + X
j
Tct
. This
case is equivalent to the SV3 models in Huang and Wu (2005). Bates (2000) and Pan
(2002) are also variations of this category. The last alternative is to apply separate time
changes to the continuous and jump components. Under this specification, the instanta-
neous variance of the continuous component and the arrival rate of the jump component
follow separate stochastic processes. This case is analogous to the SV4 models in Huang
and Wu (2005). We should note that SV4 encompasses all of the other three specifications
(SV1–SV3) as special cases.
6.4 Moment generating function
We devote this section to deriving the moment-generating function for process Yt = XcTct +
X j
T jt
, where XcTct and X
j
T jt
represents its continuous and jump part, respectively.15 Under
the assumptions of Section 6.1, one can calculate the Laplace transform of Yt, for specific
choices of constants that correspond to the stochastic volatility models of Huang and Wu
(2005). For notational convenience, we denote LJ(r, t) := Ee−rJt . Note that J is given by
our model and
E
[
exp
(
−rX j
T jt
)
|T jt
]
= E
[
exp
(
−raj1 JT jt − ra
j
2W
j
J
Tjt
)
|T jt
]
= E
[
exp
(
−raj1 JT jt
)
E
[
exp
(
−raj2W jJ
Tjt
)
|J
T jt
, T jt
]
|T jt
]
= E
[
exp
(
−raj1 JT jt +
r2|aj2|2
2
J
T jt
|T jt
)]
= LJ
(
raj1 −
r2|aj2|2
2
, T jt
)
.
In addition,
E exp
(
−rXcTct
)
= E exp
(
−rac1Tct + ac2BcTct + a
c
3B
j
Tct
+ ac4W
c
Tct
)
= E
[
exp
(
−r
(
ac1T
c
t + a
c
2B
c
Tct
+ ac3B
j
Tct
))
E
[
exp
(
−rac4WcTct
)
|Bc, Bj
]]
15To save space, we do not discuss the derivation of the characteristic function; however, one can obtain the
characteristic function by deploying a similar technique, see Section 5.2.
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= E
[
exp
(
−r
(
(ac1 − r|ac4|2/2)Tct + ac2BcTct + a
c
3B
j
Tct
))]
.
Note that for N := |(ρac2 −
√
1− ρ2ac3, (1− ρ2)ac3 − ρ
√
1− ρ2ac2)|, B :=
√
1− ρ2Bc + ρBj,
B˜ :=
1
N
(
(ρ2ac2 − ρ
√
1− ρ2ac3)Bc + ((1− ρ2)ac3 − ρ
√
1− ρ2ac2)Bj
)
,
we know B and B˜ are independent Brownian motions with
Bˆt := (ac1 − r|ac4|2/2)t + ac2Bct + ac3Bjt
= (ac1 − r|ac4|2/2)t + (ac2
√
1− ρ2 + ρac3)Bt + NB˜t.
The Laplace transform of XcTct = BˆT
c
t
is
E exp(−rBˆTct ) = E
[
exp
(
−r(ac2
√
1− ρ2 + ρac3)BTct − r(ac1 − r|ac4|2/2)Tct
)
E
[
e−rNB˜Tct |B
]]
= E
[
exp
(
−r(ac2
√
1− ρ2 + ρac3)BTct − r(ac1 − r(|ac4|2 + N2)/2)Tct
)]
If we let Jt = t, α = ac1 − r(|ac4|2 + N2)/2, β = ac2
√
1− ρ2 + ρac3, and Z = B in Theorem
5.14, we obtain
Ee
−rXcTct = 1
2pi
∫∫
er
2β2 j/2−rαj+iξ jE
[
exp
(−iξT˜t)] dξdj,
where
dv˜t =
[
µc(1− v˜u)− rβσc
√
v˜u1u≤j
]
du + σc
√
v˜udBu, (9)
T˜t :=
∫ t
0
v˜udu.
6.4.1 When T j and (Xc, Tc) are independent
The case in which T j is independent of Xc and Tc includes the SV1 (vj0 = 1, µ
j = σj = ρ =
0) and SV4 (ρ = 0) models in Huang and Wu (2005). In this case, we have ρ = 0 in the
previous subsection and
Ee−rYt = E exp
(
−rXcTct
)
E exp
(
−rX j
T jt
)
=
1
2pi
E
[
LJ
(
raj1 −
r2|aj2|2
2
, T jt
)] ∫∫
er
2β2 j/2−rαj+iξ jE
[
exp
(−iξT˜t)] dξdj,
where T˜ is given by (9).
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6.4.2 When Tc and (Xc, T j) are independent
This case becomes the SV2 model in Huang and Wu (2005) when vc0 = 1 and ρ = a
c
2 =
µc = σc = 0. Let ρ = 0 and ac2 = 0; then,
Ee−rYt = E
[
exp
(
−r
(
X j
T jt
+ ac1T
c
t + a
c
3B
j
Tct
))
E
[
exp
(
−rac4WcTct
)
|X j, BcBj
]]
= E
[
exp
(
−r
(
(ac1 − r|ac4|2/2)Tct + X jT jt + a
c
3B
j
Tct
))]
= E
[
exp
(
−r
(
(ac1 − r|ac4|2/2)Tct + ac3BjTct
))
LJ
(
raj1 −
r2|aj2|2
2
, T jt
)]
.
Note that
F (t, s) := E
[
ac3B
j
sLJ
(
raj1 −
r2|aj2|2
2
, T jt
)]
=
∫∫
ac3zLJ
(
raj1 −
r2|aj2|2
2
, y
)
f
T jt ,B
j
s
(y, z)dydz,
where we can calculate f
T jt ,B
j
s
by Proposition 5.3. Then,
Ee−rYt = E
[
exp
(
−r
(
(ac1 − r|ac4|2/2)Tct
))
F (t, Tct )
]
.
6.4.3 When Tc = T j
This is the SV3 case in Huang and Wu (2005) when ρ = 1, ac2 = 0, µ
c = µj, and σc = σj.
Then,
Ee−rYt = E
[
exp
(
−rXc
T jt
)
E
[
exp
(
−rX j
T jt
)
|T j, Xc
]]
= E
[
exp
(
−r
(
ac1T
j
t + a
c
3B
j
T jt
+ ac4W
c
T jt
))
LJ
(
raj1 −
r2|aj2|2
2
, T jt
)]
= E
[
exp
(
−r
(
(ac1 − r|ac4|2/2)T jt + ac3BcT jt
))
LJ
(
raj1 −
r2|aj2|2
2
, T jt
)]
.
We can calculate the last expression using the following formula and our result from
calculating fTt,Bj using Proposition 5.3.
Eg(T jt ) exp
(
−rBj
T jt
)
=
∫∫
g(y)e−rz f
T jt ,B
j
Tjt
(y, z)dydz
=
∫∫
g(y)e−rz f
T jt ,B
j
y
(y, z)dydz.
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7 A note on the implementation
In order to find the transitional density of a correlated TCL process, one can employ the
following steps: (i) solve (3) or (4), and (ii) apply Theorem 5.4. On the other hand, if
one wants to find the Laplace transform of the correlated TCL process, we propose the
following steps: (i’) solve (6) or (7) based on the model, (ii’) find E
[
exp
(
−iξT(j,r)t
)]
using Proposition 5.11 or 5.12, and (iii’) apply Theorem 5.7. Each method has their own
strengths and weaknesses. The former approach requires more computational power to
calculate the PDE, but the latter approach needs an inverse transform.
8 Summary and future research
In this paper, we discussed why the framework in Carr and Wu (2004) is extremely restric-
tive and their proposed specifications are not compatible with their assumptions. On the
other hand, we derived an alternative framework in which we model the time changes
by an adapted process without being a stopping time. We checked the validity of our
model by providing a no arbitrage condition and indicating how one can hedge con-
tingent claims in our framework. We also found the distribution of the correlated TCL
processes and studied the relationship to Huang and Wu (2005). Given the generality of
the specifications in Huang and Wu (2005), our approach is applicable to virtually all of
the continuous-time models proposed in the option pricing literature.
There are two directions for future investigations. First, one can implement the theo-
retical results empirically and investigate the empirical performance with the correlated
TCL processes in time series analysis and option pricing. In this case, one also needs to
analyze the numerical aspects of the PDEs in this article. In other words, one needs to
find an efficient numerical method to find the PDEs in this article and to analyze the con-
vergence speed and estimate the error. Another direction of future research is to explore
nontrivial models for the time changes that make them stopping times. For such time
changes, Carr and Wu (2004) provide an analytic formula for the characteristic function
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of a correlated TCL process when the Lévy and the time changes are not independent,
and when the time changes are stopping times.
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Figure 1: (top) Two years simulated Cox-Ingersoll-Ross (CIR) process, v = (vt)t≥0.
(down) Integrated CIR process. Tt =
∫ t
0 vsds.
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A Skimming of Carr and Wu (2004)
In Carr and Wu (2004), they assumed the followings in Section 2:
• The probability space (Ω,F ,P), endowed with a standard complete filtration F =
(Ft)t≥0.
• X is a Lévy process which is adapted to Fwith EeiθXt = e−tΨX(θ).
• T is a nondecreasing right-continuous and left-limit process such that, for any given
t, Tt is a stopping time with respect to F, Tt is finite almost surely, E[Tt] = t. In
addition, we assume Tt
t→∞−−→ ∞ almost surely.
Under these assumptions, Carr and Wu (2004) define Zt(θ) := exp
(
iθTXt + tΨX(θ)
)
,
Yt := XTt
and they proposed the following lemma and theorem.
Lemma A.1 (Lemma 1 of Carr and Wu (2004)). For every θ ∈ D, Mt(θ) := ZTt(θ) is a
complex-valued P-martingale with respect to (FY,Tt )t≥0, the filtration generated by the process
{(Yt, Tt) : t ≥ 0}.
Theorem A.2 (Theorem 1 of Carr and Wu (2004)). Let E and Eθ be expectations under mea-
sure P and Q(θ), respectively, where dQ(θ)dP
∣∣∣
t
:= Mt(θ). Then we have the following formula:
E[eiθ
ᵀYt ] = Eθ[e−TtΨX(θ)].
Above theorem implies that one may calculate characteristic function of Y, regarding T
and X are independent under the new complex measure. These results are the foundation
of their paper and it has been widely used in vast literature such as Huang and Wu (2005).
Their proof is based on three steps: (i) prove that Z(θ) is a martingale under F; (ii)
apply the optional stopping theorem for stopping time Tt to Z(θ) to conclude M is a
martingale with respect to (FY,Ts )s≥0, and; (iii) prove Theorem 1 using the fact that M(θ)
is a density process.
B Proofs
Proof of Proposition 5.1 Note that
fWJTt ,BJTt ,JTt
(w, b, j) = fWj,Bj,JTt (w, b, j) = fWj(w) fBj,JTt (b, j)
since Wj and (Bj, JTt) are independent. Therefore,
fZJTt
(z) =
1
ρ
√
1− ρ2
∫∫
fWJTt ,BJTt ,JTt
(
z− b√
1− ρ2 ,
b
ρ
, j
)
djdb
=
1
ρ
√
1− ρ2
∫∫
fWj
(
z− b√
1− ρ2
)
fBj,JTt
(
b
ρ
, j
)
dbdj
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=
1√
1− ρ2
∫∫
fWj
(
z− ρb˜√
1− ρ2
)
fBj,JTt
(
b˜, j
)
db˜dj
where b˜ = b/ρ. On the other hand, since J is independent to T, we have
fBj,JTt (b, j) =
∫
fBj,Jy,Tt(b, j, y)dy
=
∫
fBj|Jy,Tt(b|j, y) f Jy|Tt(j|y) fTt(y)dy
=
∫
fBj|Jy,Tt(b|j, y) f Jy(j) fTt(y)dy
Since σ(Bj, Tt) and Jy are independent, we have fBj|Jy,Tt = fBj|Tt and therefore,
fBJTt ,JTt
(b, j) =
∫
f Jy(j) fBj,Tt(b, y)dy.
In sum,
fZJTt
(z) =
∫∫∫ 1√
2pi j(1− ρ2) e
− (z−ρb)2
2(1−ρ2)j fBj,Tt(b, y) f Jy(j)dydbdj.

Proof of Proposition 5.3 Note that
q(t, x, y, z) := fvt,Tt,Bt(x, y, z); t ≤ j
is a solution to (3). For t ≤ j,
fTt,Bj(y, z) =
∫∫
fBj|Bt,vt,Tt(z|z˜, x, y) fBt,vt,Tt(z˜, x, y)dxdz˜
=
∫∫
fBj−Bt(z− z˜) fBt,vt,Tt(z˜, x, y)dxdz˜
=
1√
2pi(j− t)
∫∫
e−
(z−z˜)2
2(j−t) q(t, x, y, z˜)dxdz˜
since Tt, Bt ∈ F Bt are independent to Bj − Bt. On the other hand, for t ≥ j, we have
E
[
eiξTt |Bj
]
=
∫
eiξy fTt|Bj(y|z)dy
∣∣∣∣
z=Bj
and
E
[
eiξTt |Bj
]
= E
[
E
[
eiξTt |Fj
]∣∣∣ Bj] = E [exp(Φ(t, j, ξ, vj, Tj))|Bj]
=
∫∫
exp(Φ(t, j, ξ, x, y)) fvj,Tj|Bj(x, y|z)dxdy
∣∣∣∣
z=Bj
=
∫∫ √
2pi j exp
(
Φ(t, j, ξ, x, y) +
z2
2j
)
q(j, x, y, z)dxdy
∣∣∣∣
z=Bj
.
Therefore,
fTt,Bj(y, z) = fTt|Bj(y|z) fBj(z)
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=
1
2pi
∫
e−iξy
∫∫
exp (Φ(t, j, ξ, x, y˜)) q(j, x, y˜, z)dxdy˜dξ
=
1
2pi
∫∫∫
exp (Φ(t, j, ξ, x, y˜)− iξy) q(j, x, y˜, z)dxdy˜dξ.

Proof of Theorem 5.4 Note that, for fˆTt,Bj(ξ, η) :=
∫∫
e−iξy−iηz fTt,Bj(y, z)dydz,
fBj,Tt(b, y) =
1
(2pi)2
∫∫
eiξy+iηb fˆTt,Bj(ξ, η)dξdη.
Therefore,
fZJTt
(z) =
∫∫∫ 1√
2pi j(1− ρ2) e
− (z−ρb)2
2(1−ρ2)j fBj,Tt(b, y) f Jy(j)dydbdj
=
1
(2pi)2
∫∫∫ ∫∫ 1√
2pi j(1− ρ2) e
− (z−ρb)2
2(1−ρ2)j eiξy+iηb fˆTt,Bj(ξ, η) f Jy(j)dξdηdydbdj
=
1
(2pi)2
∫∫∫ (∫
eiηb
1√
2pi j(1− ρ2) e
− (z−ρb)2
2(1−ρ2)j db
)
fˆTt,Bj(ξ, η)
(∫
eiξy f Jy(j)dy
)
dξdηdj
=
1
(2pi)2ρ
∫∫∫
fˆTt,Bj(ξ, η) exp
(
iηz
ρ
− (1− ρ
2)η2 j
2ρ2
)(∫
eiξy f Jy(j)dy
)
dξdηdj.
On the other hand, if t ≤ j,
fˆTt,Bj(ξ, η) =
1√
2pi(j− t)
∫∫∫∫
e−iξy−iηze−
(z−z˜)2
2(j−t) q(t, x, y, z˜)dxdz˜dydz
= e−
(j−t)η2
2
∫∫∫
e−iξy−iηz˜q(t, x, y, z˜)dxdz˜dy
= e−
(j−t)η2
2
∫
qˆ(t, x, ξ, η)dx.
In the case where t > j, by noting the calculation of E
[
e−iξTt |Bj
]
in the proof of Proposi-
tion 5.3,
fˆTt,Bj(ξ, η) = Ee
−iξTt−iηBj = E
[
e−iηBjE
[
e−iξTt |Bj
]]
=
∫
e−iηz
(∫∫ √
2pi j exp
(
Φ(t, j,−ξ, x, y) + z
2
2j
)
q(j, x, y, z)dxdy
)
fBj(z)dz
=
∫∫
exp (Φ(t, j,−ξ, x, y))
(∫
e−iηzq(j, x, y, z)dz
)
dxdy
=
1
2pi
∫∫
exp (Φ(t, j,−ξ, x, y))
∫
eiξ¯yqˆ(j, x, ξ¯, η)dξ¯dxdy
=
1
2pi
∫∫ (∫
exp
(
Φ(t, j,−ξ, x, y) + iξ¯y) dy) qˆ(j, x, ξ¯, η)dξ¯dx.
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Proof of Theorem 5.6 Note that
fYt(y˜) =
1
β
√
1− ρ2
∫∫
fWJTt ,BJTt ,JTt
(
1
β
√
1− ρ2 (y˜− ρβb− αj) , b, j
)
dbdj
=
1
β
√
1− ρ2
∫∫
fWj
(
1
β
√
1− ρ2 (y˜− ρβb− αj)
)
fBj,JTt (b, j) dbdj
=
1
β
√
1− ρ2
∫∫∫ 1√
2pi j
exp
(
− (y˜− ρβb− αj)
2
2β2 j(1− ρ2)
)
fBj,Tt(b, y) f Jy(j)dydbdj
Then our claim follows by the same argument in the proof of Theorem 5.4. 
Proof of Theorem 5.7 Let
q(t, x, y, z) := fvt,Tt,Bt(x, y, z); j ≥ t
p(j, t, x, y, b) := fvt,Tt|Bj(x, y|b); j ≤ t
Ee
−rZJTt = E
[
e
−rρBJTtE
[
e
−r
√
1−ρ2WJTt |J, B
]]
=
∫∫∫
exp
(
−rρb + r
2(1− ρ2)j
2
)
fBj,Tt(b, y) f Jy(j)dydbdj
=
∫ t
0
1√
2pi j
∫∫∫
e−rρb+
r2(1−ρ2)j
2 − b
2
2j p(j, t, x, y, b) f Jy(j)dxdydbdj
+
∫ ∞
t
1√
2pi(j− t)
∫∫∫∫
e−rρb+
r2(1−ρ2)j
2 − (b−z)
2
2(j−t) q(t, x, y, z) f Jy(j)dxdydzdbdj
Note that
1√
2pi(j− t)
∫
e−rρb−
(b−z)2
2(j−t) db = exp
(
−rρz + r
2ρ2(j− t)
2
)
and therefore, when j > t, by integrating with respect to b,
1√
2pi(j− t)
∫∫∫∫
e−rρb+
r2(1−ρ2)j
2 − (b−z)
2
2(j−t) q(t, x, y, z) f Jy(j)dxdydzdb
=
∫∫∫
exp
(
r2(1− ρ2)j
2
− rρz + r
2ρ2(j− t)
2
)
q(t, x, y, z) f Jy(j)dxdydz
=
∫∫∫
exp
(
−rρz + r
2(j− ρ2t)
2
)
q(t, x, y, z) f Jy(j)dxdydz
By changing the integration parameter b to z for the first term, we have,
Ee
−rZJTt =
∫ t
0
1√
2pi j
∫∫∫
exp
(
−rρz + r
2(1− ρ2)j
2
− z
2
2j
)
p(j, t, x, y, z) f Jy(j)dxdydzdj
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+
∫ ∞
t
∫∫∫
exp
(
−rρz + r
2(j− ρ2t)
2
)
q(t, x, y, z) f Jy(j)dxdydzdj
=
∫∫∫∫
exp
(
−rρz + r
2(j− (j ∧ t)ρ2)
2
)
Q(j, t, x, y, z) f Jy(j)dxdydzdj
where
Q(j, t, x, y, z) : =
1√
2pi j
e−
z2
2j p(j, t, x, y, z)Ij≤t + q(t, x, y, z)Ij>t
= fvt,Tt,Bj∧t(x, y, z).
If we simplify above equation by considering g(y, j) := f Jy(j) as a distribution with vari-
ables (y, j),
Ee
−rZNYt =
∫
er
2 j/2e−r
2ρ2(j∧t)/2E
[
g(Tt, j)e−rρBj∧t
]
dj.
Let us denote E(j,r) be the expectation under changed measure
dP(j,r) = exp
(
−rρBj∧t − 12r
2ρ2(j ∧ t)
)
dP =: E (j,r)t dP
and f (j,r)ξ to be the probability density of a random variable ξ under P
(j,r). Under P(j,r),
since E (j,r)t is uniform integrable martingale by Novikov condition, B(j,r) := B+ rρ1[0,j](·)
is a Brownian motion on [0, t] such that
σ
(
B(j,r)s : s ≤ u
)
= σ (Bs : s ≤ u)
for all u ≤ t. Note that, for any j˜,
E
[
g(Tt, j˜)E (j,r)t
]
= E(j,r)
[
g(Tt, j˜)
]
=
∫
g(y, j˜) f (j,r)Tt (y)dy =
∫
f Jy( j˜) f
(j,r)
Tt (y)dy.
Therefore,
Ee
−rZJTt =
∫
e
r2 j
2 E(j,r) [g(Tt, j)] dj =
∫∫
e
r2 j
2 f Jy(j) f
(j,r)
Tt (y)dydj
Note that
f (j,r)Tt (y) =
1
2pi
∫
eiξy fˆ (j,r)Tt (ξ)dξ
where
fˆ (j,r)Tt (ξ) :=
∫
e−iξy˜ f (j,r)Tt (y˜)dy˜ = E
(j,r) [exp (−iξTt)] .
Note that, for P(j,r)-Brownian motion B(j,r) := B +
∫ ·
0 rρ1[0,j](s)ds,
dvu =
(
µ(u, vu)− rρσ(u, vu)1[0,j](u)
)
du + σ(u, vu)dB
(j,r)
u
dTu = vudu
Then, the distribution of (v(j,r)t , T
(j,r)
t ) under P and the distribution of (vt, Tt) under
P(j,r) are identical. Therefore,
E(j,r) [exp (−iξTt)] = E
[
exp
(
−iξT(j,r)t
)]
.
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In sum, we have
Ee
−rZJTt =
∫∫
e
r2 j
2 f Jy(j)
1
2pi
∫
eiξyE
[
exp(−iξT(j,r)t )
]
dξdydj
=
1
2pi
∫∫
e
r2 j
2
(∫
f Jy(j)e
iξydy
)
E
[
exp(−iξT(j,r)t )
]
dξdj

Proof of Proposition 5.11 The second part of the claim is obvious since G(t, x, y, z) is the
PDF of (v(j,r)t , T
(j,r)
t ) when t ≤ j. Consider the case when t > j. Since SDE (5) is identical
to (2) for u > j, we have
E
[
exp
(
−iξT(j,r)t
)∣∣∣Fj] = exp(Φ(t, j,−ξ, v(j,r)j , T(j,r)j ))
by our definition of Φ. If we take the expectation on both side, we have the first part of
the claim. 
Proof of Preposition 5.12 Note that
E exp(Φ(t, j,−ξ, v(j,r)j , T(j,r)j )) = E exp
(
φ(t, j,−ξ, v(j,r)j ) + iψ(t, j,−ξ, v(j,r)j )T(j,r)j
)
=
∫∫
exp (φ(t, j,−ξ, x) + iψ(t, j,−ξ, x)y)G(j, x, y)dydx
=
∫
eφ(t,j,−ξ,x)
∫
exp (iψ(t, j,−ξ, x)y)G(j, x, y)dydx
Note that
Gˆ(u, x, η) :=
∫
e−iηyG(u, x, y)dy
satisfies (7) and∫
exp (iψ(t, j,−ξ, x)y)G(j, x, y)dy = Gˆ(j, x,−ψ(t, j,−ξ, x))∫
exp (−iξy)G(t, x, y)dy = Gˆ(t, x, ξ).

Proof of Theorem 5.14 We can follow the steps from previous results. For Q defined as in
the proof of Theorem 5.7,
Ee−rYt = E
[
E
[
e
−rαJTt−rβZJTt |J, B
]]
= E
[
e
−rαJTt−rβρBJTtE
[
e
−rβ
√
1−ρ2WJTt |J, B
]]
= E
[
e
−rαJTt−rβρBJTt+
r2β2(1−ρ2)
2 JTt
]
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= E
[
exp
(
−rβρBJTt +
(
r2β2(1− ρ2)
2
− rα
)
JTt
)]
=
∫∫∫
exp
(
−rαj− rβρb + r
2β2(1− ρ2)
2
j
)
fBj,Tt(b, y) f Jy(j)dydbdj
=
∫∫∫∫
exp
(
−rαj− rβρz + r
2β2(j− (j ∧ t)ρ2)
2
)
Q(j, t, x, y, z) f Jy(j)dxdydzdj
=
∫
er
2β2 j/2−rαje−r
2β2ρ2(j∧t)/2E
[
g(Tt, j)e−rβρBj∧t
]
dj
=
1
2pi
∫∫
er
2β2 j/2−rαj
(∫
eiξy f Jy(j)dy
)
E
[
exp
(
−iξT(j,rβ)t
)]
dξdj.
Here, g(y, j) := f Jy(j). 
C Proof of Remark 5.9
The argument is analogous to the proof of Theorem 5.7. From our calculation in the proof
of Theorem 5.7, we have
Ee
iθZJTt =
∫∫∫
exp
(
iθρb− θ
2(1− ρ2)j
2
)
fBj,Tt(b, y) f Jy(j)dydbdj
=
∫ t
0
1√
2pi j
∫∫∫
eiθρb−
θ2(1−ρ2)j
2 − b
2
2j p(j, t, x, y, b) f Jy(j)dxdydbdj
+
∫ ∞
t
1√
2pi(j− t)
∫∫∫∫
eiθρb−
θ2(1−ρ2)j
2 − (b−z)
2
2(j−t) q(t, x, y, z) f Jy(j)dxdydzdbdj
Note that
1√
2pi(j− t)
∫
eiθρb−
(b−z)2
2(j−t) db = exp
(
iθρz− θ
2ρ2(j− t)
2
)
and therefore, when j > t, by integrating with respect to b,
1√
2pi(j− t)
∫∫∫∫
eiθρb−
θ2(1−ρ2)j
2 − (b−z)
2
2(j−t) q(t, x, y, z) f Jy(j)dxdydzdb
=
∫∫∫
exp
(
−θ
2(1− ρ2)j
2
+ iθρz− θ
2ρ2(j− t)
2
)
q(t, x, y, z) f Jy(j)dxdydz
=
∫∫∫
exp
(
iθρz− θ
2(j− ρ2t)
2
)
q(t, x, y, z) f Jy(j)dxdydz
By changing the integration parameter b to z for the first term, we have,
Ee
iθZJTt =
∫ t
0
1√
2pi j
∫∫∫
exp
(
iθρz− θ
2(1− ρ2)j
2
− z
2
2j
)
p(j, t, x, y, z) f Jy(j)dxdydzdj
+
∫ ∞
t
∫∫∫
exp
(
iθρz− θ
2(j− ρ2t)
2
)
q(t, x, y, z) f Jy(j)dxdydzdj
37
=
∫∫∫∫
exp
(
iθρz− θ
2(j− (j ∧ t)ρ2)
2
)
Q(j, t, x, y, z) f Jy(j)dxdydzdj
where
Q(j, t, x, y, z) : =
1√
2pi j
e−
z2
2j p(j, t, x, y, z)1j≤t + q(t, x, y, z)1j>t
= fvt,Tt,Bj∧t(x, y, z).
If we simplify above equation by considering g(y, j) := f Jy(j) as a distribution with vari-
ables (y, j),
Ee
iθZNYt =
∫
e−θ
2 j/2eθ
2ρ2(j∧t)/2E
[
g(Tt, j)eiθρBj∧t
]
dj
=
∫
e−θ
2 j/2E
[
g(Tt, j)E θ,jt
]
dj.
Then, we have the following proposition by the same technique in the proof of Theorem
5.7.
Proposition C.1.
E
[
g(Tt, j)E θ,jt
]
=
1
2pi
∫ (∫
g(y, j)eiξydy
)
E
[
e−iξTtE θ,jt
]
dξ
Proof. Note that
E
[
g(Tt, j)E θ,jt
]
=
∫∫
g(y, j)eiθρb+
θ2ρ2(j∧t)
2 fTt,Bj∧t(y, b)dydb
=
∫∫
g(y, j)eiθρb+
θ2ρ2(j∧t)
2
(
1
2pi
∫
eiξy
∫
e−iξy˜ fTt,Bj∧t(y˜, b)dy˜dξ
)
dydb
=
1
2pi
∫∫∫∫
g(y, j)eiξyeiθρb+
θ2ρ2(j∧t)
2 e−iξy˜ fTt,Bj∧t(y˜, b)dy˜dydbdξ
=
1
2pi
∫ (∫
g(y, j)eiξydy
)
E
[
e−iξTtE θ,jt
]
dξ
Therefore,
Ee
iθZNYt =
1
2pi
∫∫
e−θ
2 j/2
(∫
f Jy(j)e
iξydy
)
E
[
e−iξTtE θ,jt
]
dξdj
D Calculating E
[
e−iξTtE θ,jt
]
using Fokker Planck equation
Lemma D.1. For t > j,
E
[
e−iξTtE θ,jt
]
= E
[
exp(Φ(t, j, ξ, vj, Tj))E θ,jj
]
Proof. For t > j, we have E θ,jt = E θ,jj ∈ Fj and therefore,
E
[
exp (−iξTt) E θ,jt
∣∣∣Fj] = E θ,jj E [exp (−iξTt)| Fj]
= E θ,jj exp(Φ(t, j, ξ, vj, Tj))
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by our definition of Φ. We prove the lemma by taking the expectation on both side.
Above lemma tell us that we only need to know distribution of (vt, Tt, Bt) for t ≤ j to
calculate E
[
e−iξTtE θ,jt
]
.
Proposition D.2. Let
Gθ(t, x, y) :=
∫
exp
(
iθρz +
θ2ρ2t
2
)
fvt,Tt,Bt(x, y, z)dz.
Then, Gθ satisfies
(∂uGθ)(u, x, y) =
1
2
∂xx
[
|σ(u, x)|2Gθ(u, x, y)
]
− ∂x
[
(µ(u, x) + iθρσ(u, x))Gθ(u, x, y)
]
(10)
− x∂yGθ(u, x, y)
Gθ(0, x, y) = δv0(x)δT0(y)
Proof. Note that H(t, x, y, z) := fvt,Tt,Bt(x, y, z) satisfies the Fokker Planck PDE:
∂uH =
1
2
∂xx
[
σ2H
]
+
1
2
∂zzH + ∂xz [σH]− ∂x[µH]− ∂y[xH].
If we multiply both side with exp
(
iθρz + θ
2ρ2u
2
)
and integrate with respect to z, then the
left hand side becomes∫
exp
(
iθρz +
θ2ρ2u
2
)
(∂uH)(u, x, y, z)dz = ∂uGθ(u, x, y)− θ
2ρ2
2
Gθ(u, x, y).
On the other hand, we have∫
exp
(
iθρz +
θ2ρ2u
2
)
(∂zH)(u, x, y, z)dz = −iθρGθ(u, x, y)∫
exp
(
iθρz +
θ2ρ2u
2
)
(∂zzH)(u, x, y, z)dz = −θ2ρ2Gθ(u, x, y)
by integration by parts. Therefore, the right-hand side becomes
1
2
∂xx
[
σ2Gθ
]
− θ
2ρ2
2
Gθ − iθρ∂x
[
σGθ
]
− ∂x[µGθ]− x∂y[Gθ].
We proved the claim.
Proposition D.3. For solution Gθ of (10),
E
[
e−iξTtE θ,jt
]
=
{∫∫
exp (Φ(t, j, ξ, x, y))Gθ(j, x, y)dxdy if t > j∫∫
exp (−iξy)Gθ(t, x, y)dxdy if t ≤ j
If Φ(t, s, ξ, x, y) is affine with respect to y, then the Fokker-Planck PDE can be simpli-
fied.
Proposition D.4. Assume that
Φ(t, s, ξ, x, y) = φ(t, s, ξ, x) + iψ(t, s, ξ, x)y
In this case,
E
[
exp (−iξTt) E θ,jt
]
=
{∫
eφ(t,j,ξ,x)Gˆθ(j, x,−ψ(t, j, ξ, x))dx for t > j∫
Gˆθ(t, x, ξ)dx for t ≤ j
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where Gˆθ satisfies Gˆθ(0, x, η) = δv0(x) and
(∂uGˆθ)(u, x, η) =
1
2
∂xx
[
|σ(u, x)|2Gˆθ(u, x, η)
]
− ∂x
[
(µ(u, x) + iθρσ(u, x)) Gˆθ(u, x, η)
]
− ixηGˆθ(u, x, η)
Proof. Let us define
Gˆθ(t, x, η) :=
∫
e−iηyG(t, x, y, z)dy.
Then, it satisfies the Fourier transform of (10), that is,
(∂uGˆθ)(u, x, η) =
1
2
∂xx
[
|σ(u, x)|2Gˆθ(u, x, η)
]
− ∂x
[
(µ(u, x) + iθρσ(u, x)) Gˆθ(u, x, η)
]
− ixηGˆθ(u, x, η).
Note that ∫∫
exp (Φ(t, j, ξ, x, y))Gθ(j, x, y)dxdy
=
∫
eφ(t,s,ξ,x)
∫
eiψ(t,s,ξ,x)yGθ(j, x, y)dydx
By the definition of Gˆθ,∫
eiψ(t,j,ξ,x)yGθ(j, x, y)dy = Gˆθ(j, x,−ψ(t, j, ξ, x))
and the claim is proved.
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