The predictor-corrector methods P (EC) k with equidistant discretization are applied to the numerical integration of a linear stochastic oscillator. Their ability in preserving the symplecticity, the linear growth property of the second moment, and the oscillation property of the solution of this stochastic system is studied. Their mean-square orders of convergence are discussed. Numerical experiments are performed.
Introduction
In numerically solving the deterministic Hamiltonian systeṁ
symplectic methods {p n , q n } → {p n+1 , q n+1 } are usually implicit. In order to obtain explicit schemes, predictor-corrector methods are constructed. Denote by Z n+1 = F 1 (Z n ) and Z n+1 = F 2 (Z n , Z n+1 ) the predictor and the corrector, respectively. We use the predictorẐ n+1 = F 1 (Z n ), and then the corrector Z n+1 = F 2 (Z n ,Ẑ n+1 ); Between the two steps we need one function evaluation (E). The predictor-corrector scheme is denoted by P (EC) k , where the corrector is applied k times. One can choose appropriate predictors and symplectic correctors to find predictor-corrector schemes with nearly preservation of symplecticity.
This idea is now applied to solving the linear stochastic oscillator with additive noise dx(t) = y(t)dt, (1.1) where σ > 0 is a constant and W (t) the standard Wiener process. According to the definition in [11] and [13] , this oscillator is a stochastic Hamiltonian system, as indicated in [6] . It is also given in [19] and [10] that this system has two properties, one is the asymptotic property of the linear growth of the second moment E(x(t) 2 + y(t) 2 ) with respect to t, the other is the oscillation property of the solution (see Section 2) . The effect of different kinds of numerical methods in preserving the three properties of this system are studied in [19] and [6] , as introduced in Section 2. It is worth to point out here that, for some kinds of linear stochastic systems, the preservation of asymptotic properties of Euler-type methods such as midpoint rule has been discussed in [15] . The linear stochastic oscillator studied in this article does not belong to the kinds studied in [15] (see Section 2) . The results about it supply the opportunity of comparison with those in [15] .
dy(t) = −x(t)dt
In this article we apply the predictor-corrector methods ( [2, 3] ) to this linear stochastic oscillator system to observe their ability in preserving the special properties of this oscillator. Different combinations of predictor and corrector based on the methods studied in [19] and [6] are discussed. We say shortly, e.g., P (EC) k method with partitioned Euler-Maruyama and midpoint rule, to mean that the first mentioned method is the predictor and the second one the corrector.
It is found that, by applying the P (EC) k method with partitioned Euler-Maruyama and midpoint rule, the symplecticity of the system can be preserved to a degree with error O( t k+4 ) (k even) or O( t k+3 ) (k odd), where t is the step size, and the linear growth property of the second moment of the solution is inherited with error t n · O( t 2 ) at time t n for all k ≥ 1. The oscillation property of the stochastic oscillator is also kept. Similar results are obtained for the P (EC) k method with forward Euler-Maruyama and midpoint rule. Numerical experiments are made to illustrate the behavior of the P (EC) k methods in preserving the structure of the system. Other predictor-corrector combinations are also tested, including P (EC) 1 method with forward and backward Euler-Maruyama, with midpoint rule and partitioned Euler-Maruyama, and with forward and partitioned Euler-Maruyama. It is proved that as k → ∞, the P (EC) k method tends to the corrector, and the mean-square order of convergence of the P (EC) k method with partitioned or forward Euler-Maruyama and midpoint rule is 1, for all k ≥ 1.
Section 2 is an introduction to the linear stochastic oscillator, its properties, and some important numerical methods. Section 3 studies the scheme of the P (EC) k method with partitioned Euler-Maruyama and midpoint rule, its ability in preserving the symplecticity, the linear growth and oscillation property, and its mean-square order of convergence, and states similar results for the P (EC) k method with forward Euler-Maruyama and midpoint rule. Section 4 contributes to numerical experiments, from which the behavior of different kinds of P (EC) k methods with different correction steps k in keeping the linear growth property and the oscillation property can be seen.
Stochastic oscillator and numerical simulations
The linear stochastic oscillator with additive noise (1.1)-(1.2) is a stochastic Hamiltonian system with
as shown in [6] . Thus, for given initial value x(0) = x 0 ∈ , y(0) = y 0 ∈ , the phase flow of (1.1)-(1.2) preserves the symplectic structure ( [13] )
which is also called the symplecticity of the system (1.1)-(1.2). According to [19] , this system has the unique solution
3) 
REMARK: The system (1.1)-(1.2) can be written as
The eigenvalues of A 0 are ±i, which implies that
where Re(λ(A 0 )) represents the real part of the eigenvalue λ of A 0 . Thus the system (1.1)-(1.2) does not satisfy one of the sufficient and necessary conditions, i.e., Re(λ(A 0 )) < 0, for the preservation of second moment according to [15] . It is thus not surprising that the second moment E(
grows linearly with respect to time rather than keep constant. For simulating the solution (2.3)-(2.4) of the system (1.1)-(1.2), different numerical schemes are proposed and studied in [19] and [6] . They are the forward, backward, partitioned Euler-Maruyama method which goes back to [5] , and the midpoint rule, which are stated below ( [19, 6] ).
Forward Euler-Maruyama: 6) where
Backward Euler-Maruyama:
Partitioned Euler-Maruyama:
Midpoint Rule:
The backward, partitioned Euler-Maruyama method and the midpoint rule are known as implicit methods. However, due to the special structure of the oscillator (1.1)-(1.2), they can all be written in explicit forms, as can be directly deduced from their corresponding schemes. Therefore they can be used as predictors. Both the partitioned Euler-Maruyama method and the midpoint rule can create numerical solutions that inherit the symplecticity, the linear growth property of the second moment, and the oscillation property of the solution ( [19, 6] ). Further, the midpoint rule is more stable over long time in preserving the linear growth property, and gives better simulation to the solution sample path of the oscillator in the interval of observation t ∈ [0, 10] ( [6] ). 
, and consequently
Proof. It can be derived from (2.11)-(2.12) that
4+ t 2 , we have
which implies the assertion i), since the given initial values are x 0 = 1, y 0 = 0, and t n = n · t. The assertion ii) can be obtained from i) by expanding 1 1+( t 2 ) 2 to the power series of t, and then truncating it to the power t 4 , i.e.
However, the second moment of the numerical solution created by the forward Euler-Maruyama method grows exponentially fast, and at a slower rate than that of the solution (2.3)-(2.4) by the backward Euler-Maruyama method ( [19] 
Letx n+1 andỹ n+1 resulted from (3.1)-(3.2) take place of x n+1 and y n+1 in the right hand side of the midpoint rule (2.11)-(2.12) respectively, i.e., perform the first correction, we obtain the P (EC)
1 scheme
3)
which is also denoted by
n+1 and y (1) n+1 referring to the numerical values after the first correction and
Generally, we denote P (EC) k with k ≥ 1 by
The kth correction is referred to the following calculation:
from which, the following recurrence formulae for the coefficients of the P (EC) k scheme (3.7) are derived:
with
as the initial values of the recurrence, which are the coefficients of the partitioned Euler-Maruyama scheme. Consequently, it follows that
we get
It follows from (3.18) that
which, together with (3.19)-(3.24) implies that, as t < 2,
(3.27)
Thus the following result is obtained: Proof. The midpoint rule (2.11)-(2.12) can be written in the explicit form
28)
Observing (3.26)-(3.27) for the coefficients of the P (EC) k scheme (3.7), we obtain the result of the theorem.
Structure-preserving properties of the P (EC)
k scheme
The symplecticity of a one-step method {x n , y n } → {x n+1 , y n+1 } for the stochastic Hamiltonian system (1.1)-(1.2) means ( [11, 13] )
where ∧ denotes the wedge product. Referring to the calculation of the symplectic 2-form in [11] and [13] , it can be derived from (3.7) that, for the P (EC) k scheme (3.7),
Consider the expressions of a [k] and b [k] 
Thus, as t → 0 or t < 1 and k → ∞, the P (EC) k scheme (3.7) tends to preserve symplecticity of the stochastic oscillator (1.1)-(1.2) more and more accurately.
Denote t n = n· t, we obtain the following result about the preservation of the linear growth property by applying the P (EC) k scheme (3.7). 
Proof. It can be derived from (3.7) that,
due to E( W ) = 0 and E( W 2 ) = t.
It follows from (3.19)-(3.24) that
Substitute (3.36)-(3.39) into (3.35), we obtain that, for even k (k ≥ 2),
it holds
For odd k (k ≥ 1), the proof follows the same way.
Compare (3.34) with Proposition 2.3, it is found that as t → 0 and k > 1, the leading error of the second moment of the numerical solution arising from the P (EC) k scheme tends to that from the midpoint rule. As k = 1, the form of the leading error is more complicated. Numerical experiments in Section 4 show that, after a long time (e.g., t n ≥ 2000), the error becomes quite large in case k = 1.
The following theorem states the oscillation property of the numerical solution produced by the P (EC) k scheme (3.7) as k = 4l + 1 and k = 4l + 2 (l ≥ 0). Proof. The proof follows the method used to derive the oscillation property of the numerical solution created by the partitioned Euler-Maruyama method in [19] , but with some different details. For the readers' convenience we state it here. It can be derived from (3.7) that
, where
Suppose B j = ã jbj c jdj , for all j ≥ 0, j ∈ Z, and compare the first element on both sides of the vector equation (3.42), we get
Suppose the eigenvalues of B are λ 1 and λ 2 . Then they satisfy the equation
According to the data in (3.19)-(3.22), we have
Therefore, λ 1 and λ 2 are conjugate complex numbers which we suppose to be
for some θ, respectively. Thus,
As k = 4l + 2 and k = 4l + 1 (l ≥ 0), we have
4 + t 2 < 0, and It can be derived that the eigenvectors corresponding to λ 1 and λ 2 are ξ = λ 1 1 and η = λ 2 1 , respectively. Then it follows
for all j ≥ 0, j ∈ Z. Therefore,
Since |λ| < 1, there exists K > 0 such that 
where l k = r k a k + s k b k . From (3.48) and (3.52) it is obtained that,
where
λ1−λ2 . Thus α j does not tend to 0 as j → ∞. Now apply the Law of the Iterated Logarithm to the random variable sequence {S n } ( [19] ). This indicates that ∀ > 0 and sufficiently large n, S n will almost surely exceed the bounds −(1 − )(2s From (3.49), as t < 2 and k = 4l or k = 4l + 3 (l ≥ 0), it follows |λ| > 1. In this case, (3.54) can not be implied by (3.53), which may result in destruction of the oscillation behavior of {x (k) n } due to the expression (3.43). However, (3.49) shows
which together with (3.53) and (3.48) implies
for some appropriate constant L > 0. Thus as t → 0 or t < 1 and k → ∞,b n +ã n a k tends to be bounded as n → ∞ for k = 4l and k = 4l + 3 (l ≥ 0). Numerical experiments in Section 4 illustrate the oscillation behavior of the numerical solution {x
n } for some k = 4l and k = 4l + 3 (l ≥ 0). , and in
. According to (2.5)-(2.6) and (3.7) we have
Consequently,
From (3.60) it follows that
The expressions (3.23)-(3.24) imply
Thus we have (E(|Z
It is given in [12] that the Euler-Maruyama method applied to a stochastic system with additive noise has mean-square order of convergence 1. Now apply Theorem 3.1 and Lemma 3.1 in [12] , we obtain the result of the theorem.
Results for P (EC) k method with forward Euler-Maruyama and Midpoint rule
Above we have mainly discussed the P (EC) k method with partitioned Euler-Maruyama and midpoint rule. Denote the scheme of the P (EC) k method with forward Euler-Maruyama and midpoint rule by
It can be calculated in the same way as for (3.19)-(3.24) that
Apply the same methods as used in proving Theorem 3.1-3.5, we obtain the following results for the numerical method (3.67) (k ≥ 1). 
iii) Given initial data x 0 = 1, y 0 = 0, the numerical solution arising from the P (EC) k scheme (3.67) for the stochastic system (1. Proof. See the corresponding proofs for Theorem 3.1-3.5.
There are other possible predictor-corrector combinations. We observe in this article the P (EC) 1 method with forward and backward Euler-Maruyama, with midpoint rule and partitioned Euler-Maruyama, and with forward and partitioned Euler-Maruyama applied to the stochastic system (1.1)-(1.2), the schemes of which are given below.
P (EC)
1 method with forward and backward Euler-Maruyama:
76)
P (EC) 1 method with midpoint rule and partitioned Euler-Maruyama:
78)
P (EC) 1 method with forward and partitioned Euler-Maruyama:
80) 
, is simulated through taking sample average over 500 numerical sample solutions. It can be seen that after a long time (e.g., t n ≥ 2000), there is large error in the growth rate of the second moment by the numerical solution. n } does not blow up or stop oscillating even after a long time (t n = 5000), but oscillates in the reasonable scale of ±15 which is also the bound of oscillation by partitioned Euler-Maruyama till the moment t n = 5000. This confirms our analysis for the oscillation behavior of the numerical solution produced by the P (EC) k scheme (3.7) in case k = 4l + 3 (l ≥ 0) in Section 3. The data for creating solution.
The numerical solution produced by the P (EC) 1 method with midpoint rule and partitioned EulerMaruyama oscillates, but does not inherit the linear growth property very well after a long time (e.g., as t n ≥ 1000).
