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Cancer cells are known to modify their micro-environment such that it can sustain a larger pop-
ulation, or, in ecological terms, they construct a niche which increases the carrying capacity of
the population. It has however been argued that niche construction, which benefits all cells in the
tumour, would be selected against since cheaters could reap the benefits without paying the cost.
We have investigated the impact of niche specificity on tumour evolution using an individual based
model of breast tumour growth, in which the carrying capacity of each cell consists of two compo-
nents: an intrinsic, subclone-specific part and a contribution from all neighbouring cells. Analysis
of the model shows that the ability of a mutant to invade a resident population depends strongly
on the specificity. When specificity is low selection is mostly on growth rate, while high specificity
shifts selection towards increased carrying capacity. Further, we show that the long-term evolution
of the system can be predicted using adaptive dynamics. By comparing the results from a spatially
structured vs. well-mixed population we show that spatial structure restores selection for carrying
capacity even at zero specificity, which a poses solution to the niche construction dilemma. Lastly,
we show that an expanding population exhibits spatially variable selection pressure, where cells at
the leading edge exhibit higher growth rate and lower carrying capacity than those at the centre of
the tumour.
I. INTRODUCTION
A key defining feature of cancer cells is their upregu-
lated rate of cell division, but, as we have learnt during
the last couple of decades, tumour growth is dependent
on a number of cellular characteristics that together drive
the expansion of the lesion [1]. These traits are acquired
in a process of Darwinian evolution where subclones com-
pete for limited space and resources. One such trait is
the ability of cancer cells to thrive at cellular densities,
which are considerably higher than those found in normal
organs [2]. In other words the cancer cells have a higher
carrying capacity than normal cells and this property is
known to correlate with aggressiveness [2].
Progression of ductal carcinoma in situ (early stage
breast cancer) provides an illuminating example. In the
healthy state the duct is hollow, and lined with a sin-
gle layer of epithelial cells that attach to the basement
membrane. The integrity of the tissue is largely driven
by homeostatic control through the balance of birth and
death and regulation of growth through contact inhibi-
tion. At the onset of disease the cancer cells are confined
to the existing layer where they compete with normal
cells. Subsequent mutations makes it possible for the
cancer cells to grow further into the duct. At the final
stage of ductal carcinoma in situ the duct is filled with
cancer cells, and in order for growth to continue the can-
cer cells breach the basement membrane and invade the
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surrounding tissue. This temporal progression shows how
the carrying capacity increases as the disease progresses.
In, fact it is for this very reason that breast screening is
so effective, breast palpation (physical examination) at-
tempts to feel for denser lumps as a key indicator of the
existence of a tumour nodule. Similarly, mammogram
screening highlights significant changes in breast tissue
density.
Increased carrying capacity is achieved through a num-
ber of mechanisms of which some are internal to the cell
and others, that are brought about by changing the mi-
croenvironment of the cell. For example a subclone that
is able to divide without being in contact with the base-
ment membrane [3], or that can withstand high levels of
acidity [4], can grow in environments where other cells
would perish. The problem of high acidity could also
be tackled by releasing endothelial growth factors that
stimulate the formation of blood vessels, whose presence
would reduce the acidity and increase the oxygen ten-
sion. This latter strategy would however benefit not
only the cells that produce the growth factor, but all
cancer cells in vicinity of the subclone. Another exam-
ple of an unspecific response is the release of autocrine
factors by cancer cells which increase their ability to di-
vide at high cellular densities. This phenomenon was
recently investigated by Archetti et al. [5] in the context
of cancer cells that produce the growth factor IGF-II.
They could show that producers were favoured at low
serum concentrations (harsh conditions), and that inter-
mediate concentrations gave rise to co-existence between
producers and non-producers. That study was carried
ar
X
iv
:1
40
2.
07
57
v2
  [
q-
bio
.PE
]  
14
 A
ug
 20
15
2out in vitro, but similar dynamics have been observed in
a mouse model of tumour growth, where polyclonal tu-
mours grew faster due to the production of growth factors
by a minority subclone [6]. The diffusible growth factor
spread throughout the tumour and affected not only the
producers, but a considerable fraction of the tumour and
possibly the surrounding stroma.
The totality of changes to the microenvironment that
a subclone brings about, be it through autocrine growth
factors, increased vessel density or the attraction of im-
mune cells, can be viewed as a niche constructed by the
subclone itself [7, 8], a phenomenon also known as ecosys-
tem engineering [9]. This is a well-studied phenomenon
in evolutionary biology and it has been established that
many species increase their carrying capacity through
niche construction, whereby the organisms alter their en-
vironment in such a way that it can sustain a higher num-
ber of individuals [10, 11]. For example the ant species
Myrmelachista schumanni favours the growth of the tree
Duroia hirsuta, in which it nests, by producing formic
acid that is detrimental to other plants, and this in turn
leads to more nesting sites for the ants [12]. Another
example is the production of biofilm by certain bacterial
species. This protective structure formed by polysaccha-
rides is known to increase antibiotic resistance, but the
chemical composition of the biofilm also influences colony
size [13], and hence the carrying capacity of the bacterial
strain.
Just as in the case of growth factor production by
cancer cells, these situations allow for the possibility of
cheating or free-riding on the strain or subclone that
facilitates the increased carrying capacity. The ability
to do so largely depends on the specificity of the niche
construction activity. If the modification of the niche is
highly specific to the genotype that generates it, then
most likely it is harder for other genotypes to exploit it,
whereas a more general modification is easier to free-ride
on. A natural question that arises in this context is how
the specificity of the niche construction activity alters
the evolutionary dynamics of the system. Another as-
pect, highly relevant in the case of cancer, is the impact
niche construction has on a spatially expanding tumour
population.
We have investigated the evolution of carrying capac-
ity in the context of breast cancer growth, since these
tumours originate in a confined anatomical structure, a
duct, in which the cancer cells outcompete the normal
epithelial cells, increase the cell density and eventually
break the basement membrane to become an invasive tu-
mour. The model we have studied is however quite gen-
eral and the conclusions drawn from it are applicable to
any biological system where organisms increase their car-
rying capacity by means of a more or less specific niche
construction.
II. INDIVIDUAL-BASED MODEL
The mammary ducts form a tubelike structure, which
in the normal state are lined with a single layer of ep-
ithelial cells. In the early stages of breast cancer, tumour
cells are still confined to the duct, but exhibit a higher
cellular density [14]. Eventually the basement membrane
that encapsulates the ducts is breached and the tumour
becomes invasive, expanding into the surrounding tissue.
To model this we consider a one-dimensional spatially
discrete individual-based model where each lattice site
can either be occupied by a single normal cell or one or
more cancer cells. The aim of our model is to capture
the evolutionary dynamics of a tumour that contains a
collection of subclones that differ in their growth rate r
and the ability to survive at high cellular densities (i.e.
carrying capacity k). The ability to survive at high den-
sities is assumed to depend on their ability to change the
local microenvironment and construct a niche, in a more
or less specific manner.
In the model the specificity of the niche construction is
controlled via a parameter γ ∈ [0, 1], where γ = 0 repre-
sents the case where all beneficial changes to the environ-
ment are shared equally between cells at the same spatial
location (no specificity, i.e. all cancer cells at a site share
the same carrying capacity given by the mean carrying
capacity of the cells at that site), and γ = 1 corresponds
to no sharing of the niche (the maximal density a cell
can endure is determined by the cell’s intrinsic carrying
capacity). For intermediate values of γ the effective car-
rying capacity experienced by a cell depends both on its
intrinsic ability and the context it is in.
A. Model implementation
The individual-based model of tumour growth is dis-
crete in both time and space. The computational domain
consist of L lattice points, and each point is either empty
(or equivalently contains a normal cell) or inhabited by
one or more cancer cells. The cancer cells differ in their
ability to divide and withstand high cellular densities,
and this is captured by two parameters: the growth rate
r and the intrinsic carrying capacity k. Each cell experi-
ences an effective carrying capacity Ki,l, which depends
both on the intrinsic carrying capacity of cell i and on
the spatial location l, according to
Ki,l = γki + (1− γ)K¯l (1)
where K¯l is the average carrying capacity of the cells
at location l. At each time step ∆t all the cancer cells
are updated in random order according to the following
scheme:
With probability r∆t the cell divides and with prob-
ability 1 − Nl/Ki,l, where Nl is the number of cells at
lattice site l, the daughter cell is placed at the same loca-
tion as the parent. If this fails the daughter cell is either
3placed at site l + 1 with probability 1 − Nl+1/Ki,l+1 or
at l − 1 with corresponding probability. If all these al-
ternatives fail the daughter cell dies immediately. After
cell division has been attempted the parent cell dies with
probability δ∆t.
We use non-flux boundary conditions such that the
cells at i = 1 and i = L only have one neighbouring
lattice point. As an initial condition we fill the domain
with cells that all have r = k = 1.
If cell division is successful each trait of the daugh-
ter cell is mutated separately with probability µ = 10−2,
and the mutant’s parameters are set to: k′ = k + εk and
r′ = r + εr respectively, where (k, r) are the parameters
of the parent cell and εk,r are drawn from normal distri-
butions with mean zero and variance σk,r = 1. The fact
that mutations to the traits are considered separately,
together with the small mutation rate, implies that al-
most all mutants (≈ 99.99%) will differ in one trait only
(compared to the parent cell). The two traits can thus
evolve independently and the model, initially, does not
contain any trade-off between r and k. It is natural to
assume that k and r remain positive, and we therefore
consider any mutant with negative k or r as unviable.
The rate of mutation of cancer cells is considerably
smaller than our choice of µ = 10−2 (on the order of 10−8
per base pair) [15], but here we are dealing with traits
that are potentially controlled by hundreds of genes,
whose impact on the phenotype is determined by the
highly complex genotype-phenotype map. Our choice of
µ and σk,r are therefore rough estimates, chosen partly
with computational expediency in mind. The results pre-
sented remain qualitatively similar for smaller values of
µ and σk,r (data not shown).
III. RESULTS
To capture the two phases of intra-ductal and invasive
growth we have analysed the impact of the specificity γ
on the evolutionary dynamics of the system in both a
domain of fixed size and in a spatially expanding popu-
lation. The former case is amenable to analysis and we
formulate a mean-field model, which predicts both the
short-term and long-term evolutionary dynamics of the
fixed size system.
A. Fixed domain size.
We initiate the model with a homogeneous population
of cells with intrinsic carrying capacity k = 1 and growth
rate r = 1. The system is simulated with death rate
δ = 0.1 on a domain of L = 100 lattice sites. The result
of a simulation where the niche specificity is set to an in-
termediary value (γ = 1/2) is shown in figure 1. The two
panels show the carrying capacity (A) and growth rate
(B) as a function of space and time. We observe succes-
sive selective sweeps of clones that have higher carrying
capacity. The growth rate also increases over time, but
here selection is less persistent and some of the mutant
clones with higher r are driven to extinction (e.g. at
t ≈ 500 and l = 65). Note that although the domain is
of fixed size the population size increases in step with the
increase in carrying capacity.
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FIG. 1. The time evolution of the (a) carrying capacity
and (b) growth rate as a function of time and space. The
simulation is started with a homogeneous population with
(k, r) = (1, 1). The specificity is set to γ = 1/2, the death
rate to δ = 0.1 and the mutation rate is µ = 10−2.
The selective pressure on the carrying capacity and the
growth rate is explored further in figure 2, which shows
the mean carrying capacity and growth rate in the entire
population as a function of the niche specificity γ. In
order to investigate the impact of space we have also
performed identical simulations with a model where the
location of the daughter cell is chosen at random (i.e. a
well-mixed population). The results are averaged across
100 simulation for each value of γ.
From this figure it is clear that the niche specificity has
a strong impact on the evolutionary dynamics of the sys-
tem. At low specificities, the average carrying capacity
changes little from the initial value of k = 1, while for
γ = 1 selection leads to an almost sixty-fold increase in
carrying capacity. The growth rate on the other hand ex-
hibits almost constant selection and only a slight increase
is evident. The results from the well-mixed version of the
model are similar, although in this case selection for k is
even stronger (except for γ = 0), and r is essentially
independent of γ. The difference between the average
carrying capacity and growth rate obtained in the spa-
tial and well-mixed case are statistically significant for
all values of γ (rank-sum test p < 0.0023).
40 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
20
40
60
80
100
 
 
spatial
well−mixed
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
2
4
6
8
10
ca
rry
ing
 ca
pa
cit
y
A
B
gr
ow
th
 ra
te
A
B
niche specificity ɣ
FIG. 2. The average phenotype in the population after 1000
time steps (generations of the wild-type population) as a func-
tion of the niche specificity γ. (a) shows the average carrying
capacity k¯ and (b) shows the average growth rate r¯. The re-
sults are averaged across 100 simulations and the error bars
corresponds to one standard deviation. The difference be-
tween the carrying capacity and growth rate in the spatial
and well-mixed case are statistically significant for all values
of γ (rank-sum test p < 0.0023). Each simulation is started a
homogeneous population with (k, r) = (1, 1). The death rate
is set to δ = 0.1 and the mutation rate is µ = 10−2.
B. Mean-field model.
In order to better understand the results obtained from
the individual-based model and to investigate the impact
of model parameters we have derived a mean-field model
(see SI for details). The model describes the average
number of cells xi of type i per site, which changes ac-
cording to:
dxi
dt
= rixi
(
1− xT
Ki(x)
)
− δxi (2)
where ri > 0 is the growth rate of type i, xT =
∑
i xi is
the average number of cells per site, Ki(x) is a subclone
specific carrying capacity that depends on the current
subclone composition x = (x1, x2, ..., xn) and δ > 0 is
a density independent death rate assumed equal for all
subclones. The carrying capacity of type i is given by
Ki(x) = γki +
1− γ
xT
n∑
j=1
kjxj (3)
where γ again controls the specificity of the carrying ca-
pacity. Please note that in the presence of a single sub-
clone the system reduces to the standard logistic equation
for all values of γ.
C. Stability analysis.
The evolutionary dynamics of the system in the short-
term depends on the ability of a mutant to spread and
invade a resident population. This question can be re-
solved by analysing the stability of a resident subclone
when a mutant with a different phenotype is introduced
into the population.
To this end we consider the situation where only n = 2
subclones are present (a resident and a mutant), in which
case the system of equations simplifies to
dx1
dt
= r1x1
(
1− x1+x2K1(x1,x2)
)
− δx1
dx2
dt
= r2x2
(
1− x1+x2K2(x1,x2)
)
− δx2, (4)
where
K1,2(x1, x2) = γk1,2 +
1− γ
x1 + x2
(k1x1 + k2x2). (5)
We now assume (without loss of generality) that subclone
1 is the resident and 2 is the mutant, and also that k1 >
0 and r1 > δ, i.e. the resident has a positive carrying
capacity and its growth rate is larger than its death rate.
The steady-state, corresponding to a monomorphic
population, is given by
x? = (x1, x2) = (k1(1− δ/r1), 0) (6)
where k1(1− δ/r1) > 0 due to the above assumptions.
The mutant can invade the resident population if the
steady-state is unstable. This is determined by the
eigenvalues of the linearised system, which are given by
λ1 = δ − r1 and
S(γ) = r2
(
1− k1
γk2 + (1− γ)k1 (1− δ/r1)
)
− δ. (7)
Since δ − r1 < 0 (by the above assumption), the ability
of a mutant to invade depends on the sign of S(γ), i.e.
the mutant can invade whenever S > 0. We start by
investigating the extremes, γ = 0 and 1. In the case of
minimal specificity (γ = 0) we have
S(0) = δ
(
r2
r1
− 1
)
, (8)
which implies that the mutant can invade if δ > 0 and
r2 > r1. For the case with maximal specificity (γ = 1)
we have
S(1) = r2
(
1− k1
k2
(1− δ/r1)
)
− δ. (9)
If the mutant differs in carrying capacity and hence k1 6=
k2, and in addition δ  r1, we have S(1) ≈ r2(1−k1/k2),
which implies that S > 0 if and only if k2 > k1, i.e. the
mutant can invade if it has a larger carrying capacity
than the resident. On the other hand if the mutant differs
5in growth rate, and hence k1 = k2, then S(1) = S(0) (in
fact S becomes independent of γ) and again only mutants
with a larger growth rate can invade.
In order to get a better understanding of the impact
of the specificity we plot the curve S(k2, r2) = 0 in the
(r, k)-parameter space for three different choices of γ (see
figure 3). The regions above (and to the right) of the
curves correspond to the subset of mutant characteristics
for which a mutant can invade. In the global case (γ = 0)
the ability to invade depends only on the mutant growth
rate whereas in the local case (γ = 1) dependence is
almost exclusively in the k-direction. As is evident from
the intermediate case (γ = 0.5), the curve S = 0 shifts
from horizontal to nearly vertical already for small values
of γ. This shift occurs for even smaller γ if the death rate
δ is reduced.
This analytical result helps us understand the results
from the IB-model. From the discussion above we know
that if the mutant differs in growth rate then it is able
to invade independent of the value of γ. This explains
why selection for growth rate is approximately constant
for all γ (see fig. 2). On the other hand, the growth rate
(7) of a mutant with k2 > k1 is an increasing function
of γ, which implies that such mutants are more likely to
reach fixation at higher γ. This explains why selection
for carrying capacity increases with γ (see fig. 2).
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FIG. 3. Invasion as a function of mutant r and k. The region
above (and to the right) of the curves correspond to the subset
of mutant characteristics, in terms of the relative growth rate
(r2/r1) and relative carrying capacity (k2/k1), for which a
mutant can invade. In the local case (γ = 1) dependence
is almost exclusively in the k-direction, whereas in the global
case (γ = 0) only the mutant growth rate affects the ability to
invade. As is evident from the curve corresponding to γ = 0.5,
the transition to a nearly vertical curve occurs for small values
of γ. The death rate was set to δ = r1/10.
D. Adaptive dynamics.
The above analysis explains the local evolutionary dy-
namics, but is unable to predict the long-term dynamics
of the system. In order to investigate this question we
make use of the adaptive dynamics framework [16]. As-
suming that there is a separation between the time scale
of population dynamics and evolutionary dynamics and
that mutations give rise to small changes in phenotype
this framework can predict the course of evolution, and
in particular identify equilibrium points of the evolution-
ary dynamics. Initially we analyse the case were r and
k evolve without any constraints, and then analyse the
situation where a trade-off between growth rate and car-
rying capacity is assumed.
If we assume that there is no covariance between the
traits then the canonical equation for our system, which
describes the mean evolutionary trajectory, can be writ-
ten
dr
dt
=
µσ2rδ
2r k(1− δ/r)
dk
dt
=
µσ2kγ
2r (r − δ)2, (10)
where σ2k,r is the variance of the mutational steps (see SI
for details). Figure 4 shows the solution of the canoni-
cal equation with initial condition (r, k)(t = 0) = (1, 1)
for γ = 0.01, 0.1 and 1.0 (solid black curves). Shown
here is also ten trait substitution sequences from the IB-
model for each value of γ, that approximately follow the
solutions of the canonical equation.
As expected, small values of γ lead to selection in
both the k- and r-direction, and increasing γ shifts se-
lection further in the k-direction. The small domain size
(L = 100) leads to a large amount of drift (in particular
for small γ where population size remains small), but for
larger system sizes there is, as expected, less drift (fig.
S2). Other factors that cause the simulation results to
deviate from the canonical equation are the spatial struc-
ture in the population, the relatively large mutation rate,
which leads to an overlap between ecological and evolu-
tionary dynamics, and the non-infinitesimal mutational
steps. In total this implies that not even the average trait
substitution curve of the IB-model follows the solution of
the canonical equation exactly (fig. S3).
The canonical equation can still be used to analyse
possible evolutionary endpoints. A rest point of the evo-
lutionary dynamics, known as a singular strategy, is a
point (k?, r?) such that the right hand side of eq. (18)
vanishes, i.e. the selection gradient is 0. We can see from
(18) that the line defined by {(r, k); r = δ and k ≥ 0}
contains all singular strategies of the canonical equation.
Linearisation of the system shows that this is an unsta-
ble manifold, and therefore not reachable by the evolu-
tionary dynamics [17], and in addition is excluded as an
initial condition since we have assumed that r > δ. We
6can therefore conclude that if there is no trade-off be-
tween growth rate and carrying capacity the evolution-
ary dynamics have no attainable singular strategies, and
we observe run-away selection in both k and r along a
trajectory determined by the canonical equation (18).
1 2 3 4 5 6 7 8 9 10
1
2
3
4
5
6
7
8
9
10
proliferation rate r
ca
rry
ing
 ca
pa
cit
y k
ɣ = 0.01
ɣ = 1.0
ɣ = 0.1
FIG. 4. Solution of the canonical equation (18) of trait
evolution for γ = 0.01, 0.1 and 0.1 (solid black curves), and
trait substitution sequences from the individual-based model
(jagged curves).
We will now proceed to investigate the effect of a strict
trade-off between r and k. This is realised by letting r =
f(k), here we specifically analyse the case f(k) = r0e
−ak,
where r0 > δ. In this situation the selection gradient is
given by (see SI for details)
D(k) =
γ
k
(r0e
−ak − δ)− δa. (11)
For the global case of γ = 0 we have D(k) = −δa < 0.
Selection is always for smaller k (and hence larger r).
No non-zero singular strategy exists, and we expect the
carrying capacity to evolve towards k = 0.
For γ > 0 we have D(k) = γ(r0e
−ak−δ)/k−δa, which
is zero for
k? =
W ( e
γγr0
δ )− γ
a
(12)
where W (·) is the Lambert W function. This singular
strategy is both evolutionary and convergence stable for
all γ ∈ [0, 1], and thus an evolutionary end-point of the
system (see SI for details).
This result is only exact in the limit of a large popu-
lation size, infinitesimal mutational steps, and a separa-
tion of ecological and evolutionary time scales. In order
to test its validity under less stringent and more realistic
conditions we compare the prediction from the adaptive
dynamics with the long-term dynamics of the IB-model.
The trade-off is implemented by only considering muta-
tions to the carrying capacity and letting ri = r0e
−aki
for all subclones.
Each simulation was initiated with a homogeneous
population with (k, r) = (1, r0e
−a), where a = 0.1 and
r0 = 1, on a domain of L = 100. The average carrying ca-
pacity in the population after 5000 time steps, averaged
across 50 simulations, can be seen in fig. 5. The results
obtained using adaptive dynamics agrees well with those
from the well-mixed model, but underestimates the car-
rying capacity in the spatial case.
A potential source of error is the spatial organisation
of subclones, which leads to higher than expected (com-
pared to the well-mixed scenario) interactions between
cells with identical carrying capacity. In fact the prob-
ability (when the system is stationary at the singular
strategy) that two cells that reside on the same grid point
belong to the same subclone is p = 0.9 for γ = 0 (and
p = 0.5 for γ = 1) and decreases exponentially as a func-
tion of the distance between the cells (see fig. S1).
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FIG. 5. The solid line shows the singular strategy k? ob-
tained from (12), while the circles show the average carrying
capacity in the IB-model after T = 5000 time steps in the
spatial (black) and well-mixed (red) cases. Error bars corre-
spond to one standard deviation. The inset shows the time
evolution of the mean carrying capacity in a single run of the
individual-based model for γ = 0.1. The trade-off between
growth rate and carrying capacity is set to r = r0e
−ak, where
r0 = 1 and a = 0.1.
E. Expanding population
We have so far been concerned with analysing the dy-
namics of a population evolving on a domain of fixed
size. The population size has not been limited, but any
increase in size in this scenario is due to changes in the
carrying capacity of the cells. This is reminiscent of
the early stages of breast tumour growth when the le-
sion is confined within the duct basement membrane. At
high enough cellular densities the membrane is however
breached and the tumour becomes invasive and enters
into a new phase of expanding growth. In order to ex-
amine this latter scenario we simulate the model on a
7larger lattice (L = 400). We initiate the simulation with
a single cell with (r, k) = (1, 1) at the left side of the
domain (l = 1) and terminate the simulation when the
rightmost site at l = L has become occupied (approxi-
mately after 500 time steps).
Figure 6 shows the mean growth rate and carrying ca-
pacity as a function of space and the results are aver-
aged across 1000 different simulations. For γ = 1 we
observe spatial heterogeneity, where the carrying capac-
ity is largest close to the origin of the population, while
the growth rate exhibits an opposite trend, and reaches
its maximum value at the boundary of the population.
Also, it is worth noting that for γ = 1 the ratio of k/r at
the boundary (L = 400) is ≈ 1, while a fixed population
that has evolved for the same amount of time we find a
ratio of approximately k/r ≈ 4.7. For low specificity the
spatial structure is less pronounced, and for both k and
r there is a slight increase close to the origin.
These results suggests that the evolutionary dynamics
of an expanding population are quite different from that
of a fixed one, and hence that the selection pressures
experienced by early tumours might be reversed in later
stages of growth.
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FIG. 6. Spatial phenotypic heterogeneity in an expanding
population for γ = 0 and 1. The carrying capacity is maximal
close to the centre of the population, while the growth rate
is highest at the boundary. The curves were obtained by
averaging the results across 1000 simulations.
IV. DISCUSSION
We presented a simple model of tumour growth, where
niche-construction (e.g. growth factor secretion) is as-
sumed to affect the carrying capacity of not only the cell
itself, but also the carrying capacity of adjacent cells.
This effect is controlled by the specificity parameter γ,
which we have shown has a strong impact on the dynam-
ics of the model, and our results suggest that only a small
degree of specificity in niche construction is sufficient for
a persistent selection for increased carrying capacities.
In the case of zero specificity the stability analysis car-
ried out on the mean-field model (see fig. 3) shows that
there is only selection for higher growth rate. This is also
reflected in the canonical equation (18), where γ = 0 im-
plies no evolutionary change in the k-direction. However,
even for small values of γ selection is shifted towards car-
rying capacity (e.g. the curve for γ = 0.5 in fig. 3). The
increase in carrying capacity in turn leads to a larger pop-
ulation, which accelerates the evolutionary process even
further (note the dependence on k in drdt of the canonical
equation (18)).
When no trade-off is present between growth rate and
carrying capacity, the selection for higher k and r contin-
ues in a runaway fashion and there are no stable strate-
gies. This can be changed by introducing a trade-off
function, r = f(k), and we have shown that in this case
the adaptive dynamics framework can predict the long-
term evolutionary dynamics of the system (see fig. 5), in
particular when the system is well-mixed.
Lastly we have shown that a population that is expand-
ing spatially is subject to different dynamics and that the
selection pressure depends on space, where cells close to
the leading edge divide faster and have a lower carrying
capacity than the cells at the origin.
The relationship between selection for carrying capac-
ity and growth rate, usually termed r/K-selection has a
long history in evolutionary biology dating back to the
seminal work of MacArthur in the 1960s [18]. Although
the paradigm has largely been replaced by more detailed
studies of life history evolution, it has provided important
insight into the evolutionary dynamics of density limited
populations. For example it has been shown that popu-
lations that evolve in stable and mild environments will
experience selection for high K-values, while populations
in harsh seasonal environments will evolve towards higher
r [19]. This relationship has also been hypothesised to
hold in tumours [20]. Tumours emerging in epithelial tis-
sue with high cell turnover are expected to show selection
for growth rate, while tumours in more stable tissues,
such as the liver, are predicted to exhibit selection for
carrying capacity. The results presented here suggest a
novel mechanism, that can shift the balance between r−
and K−selection, which does not rely on cell turnover,
but rather on the specificity of a constructed niche.
This mechanism has previously been explored in the
context of ecosystem dynamics by Krakauer et al. [21].
They considered organisms of two competing species that
invest in a common niche that increases the carrying
capacity of both species. This leads to a construction
dilemma where an invading species that invests less in
the niche can invade, but the dilemma can be resolved
by introducing ‘niche monopolisation’, which is equiva-
lent to the specificity γ used here. In that model there
is a strict linear trade-off between growth rate and niche
construction, motivated by life-history choices made by
the individuals. This is less appropriate for cancer cells,
8since trade-off between niche construction and cell di-
vision are more likely to be biochemical and energetic
rather than temporal and hence not necessarily linear.
In addition the model by Krakauer et al. does not have
a spatial component, and therefore cannot capture the
difference between a well-mixed and spatially structured
population, which we have shown to exhibit different sta-
ble strategies (see fig. 5).
The concept of a niche constructed for a specific sub-
clone is related to ‘kin discrimination’, which refers to
the ability of an organism to distinguish organisms with
which they are related [22]. This ability can be ben-
eficial, especially for costly behaviours such as biofilm
production, but often requires sophisticated mechanisms
such as clone specific signalling. A cruder solution to the
problem of identifying kin is simply to assume that your
neighbours most likely are your relatives, essentially re-
lying on proximity as a proxy for relatedness. We have
shown that relatedness between proximal cells is high in
the spatial version of the IB-model (see fig. S1). The spa-
tial aggregation of clonal cells means that a cell is more
likely to contribute to the carrying capacity of a cell from
the same subclone, which in turn leads to an apparent
increase in the specificity of the action. This is what oc-
curs in the spatial version of the IB-model, in contrast
to the well-mixed system where daughter cells are placed
randomly. The difference in dynamics between the two
models (e.g. the higher k? for the spatial model in fig. 5)
can therefore be attributed to this most basic form of kin
discrimination.
The evolution of carrying capacity has largely been dis-
regarded in models of tumor growth, which have instead
focused on increased growth rates and adaptation to ad-
verse environmental conditions (low nutrients, cytotoxic
therapy etc.). A notable exception is the work of Nagy
[23, 24], in which the niche construction dilemma in the
context of cancer has been investigated. Using a system
of ordinary differential equations that captures the dy-
namics of cancer cells, immature blood vessels and fully
formed vessels he showed that a resident cancer cell pop-
ulation can be invaded by a mutant that invests less in
attracting blood vessels and more in proliferation, even-
tually leading to ‘evolutionary suicide’. In a more re-
cent study by Nagy & Armbruster [25] the model was
extended by taking into account the energy management
and constraints cancer cells are subject to. That model
exhibited a repellant evolutionary rest point that could
lead either to runaway selection for hypo- or hyperpla-
sia. These models assume zero specificity, and in the light
of our results the selection against angiogenic signalling
is not surprising. The spatial organisation of subclones
within the tumour might, however, be sufficient to re-
store selection for carrying capacity, as is suggested by
the higher stable strategy in the spatial model (fig. 5).
The dependence on niche construction specificity has
important implications for our understanding of tumor
growth. Naively one would expect that since many fac-
tors (e.g. angiogenic and autocrine signalling) that posi-
tively impact tumor growth are diffusible and hence un-
specific in their impact on different subclones, they would
be subject to exploitation. This would then lead to selec-
tion for higher growth rate among the cancer cells, and
not towards the high carrying capacities normally ob-
served in tumours. Our analysis has shown that very low
levels of specificity are required to drive selection for car-
rying capacity and that even spatial organisation (prox-
imity as a proxy for relatedness) can favour selection for
higher carrying capacities.
An important step in understanding the connection
between niche construction and selection in tumours is
to quantify the specificity of different mechanisms. For
example, in a poorly oxygenated tumour, what is the
correlation between the production of angiogenic signals
and oxygenation on the scale of single cells? Do cancer
cells that produce autocrine growth factors respond in
the same way as non-producers do? Or, are most adap-
tations internal to the cell, e.g. increased tolerance to
acidity and low oxygen concentration? The model also
highlights the need to determine the spatial organisation
of sublcones, a topic that is just starting to be explored
[26, 27].
We realise that the model we have presented is a sim-
plistic ‘toy-model’ that omits a number of important as-
pects, such as a potential delay in niche construction. It
is also reasonable to believe that the specificity itself is
subject to evolutionary dynamics, such that each sub-
clone could make use of a unique mechanism for altering
the niche. Despite these simplifications the model pro-
vides novel insight into the impact of niche construction
specificity on evolutionary dynamics, and hints at the
importance of including carrying capacities as a variable
when considering the evolutionary dynamics of tumour
growth.
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SUPPLEMENTARY MATERIAL
Derivation of mean-field model
We consider a well-mixed system and our variable of
interest will be the average number of cells xi of type i
per site. Each such cell divides at rate ri and since the
offspring is placed at a random site the rate of successful
division is ri(1− xT /Ki), where xT =
∑
j xj is the aver-
age total number of cells per site and Ki = γki+(1−γ)K¯.
Here ki is the intrinsic carrying capacity of subclone i and
K¯ is the average carrying capacity which is given by
K¯ =
1
xT
n∑
j=1
kjxj . (13)
Accounting for the constant death rate δ, the change in
xi after one time step ∆t can be written:
xi(t+ ∆t) = xi(t) + ∆t
(
xiri(1− xT
Ki(x)
)− δxi
)
(14)
which in the limit ∆t→ 0 turns into a coupled system of
ODEs:
dxi
dt
= rixi
(
1− xT
Ki(x)
)
− δxi (15)
where x = (x1, x2, ..., xn) is the average number of dif-
ferent subclones in the population.
Adaptive dynamics
The basis for the adaptive dynamics framework is
F (xˆ,x) – the invasion fitness of a mutant with trait xˆ
in a monomorphic population with trait x. In our case
the trait x = (r, k) is two-dimensional and F is given by
S(γ) in equation (7) in the main text, but where S now
should be viewed as a function of r and k. From this we
can deduce that F (x,x) = 0, which is to be expected
since any resident is in equilibrium with itself.
From the invasion fitness one can calculate the selec-
tion gradient
D(x) =
∂F (xˆ,x)
∂xˆ
|xˆ=x (16)
which contains information about the direction and mag-
nitude of selection, and enters into the so called canonical
equation
dx
dt
= m(x)C ·D(x) (17)
where m(x) is function that captures the variation in mu-
tation frequency and C is the variance-covariance matrix
of the traits considered. The canonical equation describes
the mean path taken by the system in the trait space and
is the deterministic limit of a stochastic trait substitution
sequence [28] – a biased random walk that is influenced
both by drift and selection.
If we assume that there is no covariance between the
traits (so that C is the identity matrix) and make use
of the fact that m(x) = µN(x)/2, the mutation rate
times the equilibrium population size, where N(r, k) =
k(1− δ/r), the canonical equation for our system can be
written[29]
dr
dt
=
µσ2rδ
2r k(1− δ/r)
dk
dt
=
µσ2kγ
2r (r − δ)2, (18)
where σ2k,r is the variance of the mutational steps.
Trade-off between k and r
We now introduce a strict trade-off between the two
traits using a function r = f(k). The evolutionary tra-
jectory now becomes one-dimensional and we view the
selection gradient as a function of k only. Throughout
this section we will assume that f(0) = r0 > δ, and that
f(k) is decreasing and positive, i.e. it reflects a trade-off
(larger r leads to smaller k). The selection gradient now
becomes
D(k) =
∂S(k, kˆ)
∂kˆ
|k=kˆ = δ
f(k)
f ′(k)
+
γ
k
(f(k)− δ). (19)
A rest point of the evolutionary dynamics, known as a
singular strategy, is a point k? such that D(k?) = 0, i.e.
the selection gradient vanishes.
If we look at (19) we notice that since f is decreas-
ing we have f ′ < 0, and the first term is negative. For
small k the second term is large and positive, but de-
cays approximately as f(k)/k. If there is a k? > 0
such that D(k?) = 0 then it follows that δ/f ′(k?) =
−γ/k?(1− δ/f(k?)). Since the lhs of this equation is less
than zero then so must the rhs, and from this we can
conclude that r? = f(k?) > δ, i.e. the proliferation rate
at the rest point is larger than the death rate (if the con-
verse were true the rest point would be of little interest
since the population would go extinct).
A singular strategy k? is evolutionarily stable and un-
invadable if [16]
∂2F (k, kˆ)
∂kˆ2
|k=k? = δf
′′
f
+
2γ
k?
(1−δ/f)(f ′− γf
k?
) < 0. (20)
We note that since the second term is always negative
the inequality is guaranteed to hold if f ′′(k) ≤ 0, i.e. for
any concave trade-off function (but could still hold for
particular choices of convex f).
For a point to serve as an end point of the evolutionary
dynamics it needs to be reachable by the dynamics. This
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property is called convergence stability and is achieved if
∂2F (k, kˆ)
∂k2
|k=k? > ∂
2F (k, kˆ)
∂kˆ2
|k=k? . (21)
For the particular choice of trade-off we considered r =
f(k) = r0e
−ak, the singular strategy is given by
k? =
W ( e
γγr0
δ )− γ
a
(22)
where W (·) is the Lambert W function. We have con-
firmed numerically that this strategy is both evolutionary
and convergence stable.
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FIG. S1. The probability that two randomly chosen cells belong to the same subclone as a function of the distance between
the cells. The straights lines in the semilog-plot suggests that the clonality scales as p ∼ e−αd, where d is the distance between
the cells. The data was collected from the individual-based model with mutation rate µ = 10−2, death rate δ = 0.1, trade-off
function r = e−0.1k after 4000 time steps. The results were averaged across all cells and 10 independent realisations.
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FIG. S2. Trait substitution sequences when the number of lattice size equals L = 1000 (coloured curves) and solutions to the
canonical equation (10). When the system size is larger the amount of drift is considerably smaller, but is also evident that
the canonical equation is less accurate for small values of γ.
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FIG. S3. Trait substitution curves averaged over 100 simulations (dashed curves) and solutions to the canonical equation (solid
curves) for γ = 0.01, 0.1 and 1.0. The deviations are due to small populations size, structured population and a relatively large
mutation rate, which leads to an overlap between ecological and evolutionary dynamics. Despite this the canonical equation
still gives an approximation of how the direction of selection is influenced by the specificity γ.
