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Abstract
In this paper, we bring together two trends that have recently
emerged in sparse signal recovery: the problem of sparse signals that
stem from finite alphabets and the techniques that introduce concave
penalties. Specifically, we show that using a minimax concave penalty
(MCP) the recovery of finite-valued sparse signals is enhanced with
respect to Lasso, in terms of estimation accuracy, number of neces-
sary measurements, and run time. We focus on problems where sparse
signals can be recovered from few linear measurements, as stated in
compressed sensing theory. We start by proposing a Lasso-kind func-
tional with MCP, whose minimum is the desired signal in the noise-
free case, under null space conditions. We analyze its robustness to
noise as well. We then propose an efficient ADMM-based algorithm
to search the minimum. The algorithm is proven to converge to the
set of stationary points, and its performance is evaluated through nu-
merical experiments, both on randomly generated data and on a real
localization problem. Furthermore, in the noise-free case, it is possible
to check the exactness of the solution, and we test a version of the
algorithm that exploits this fact to look for the right signal.
1 Introduction
In the last decade, the development of compressed sensing (CS, [1, 2]) has
brought a novel interest on sparse signals, that is, signals that have few non-
zero components or that can be represented by few non-zero components in
certain bases. Sparse signals are ubiquitous in diverse applications. CS has
established a new paradigm by stating that sparse signals can be recovered
from few non-adaptive linear measurements. In this setting, a k-sparse sig-
nal x ∈ Rn can be recovered from the compressed measurements y = Ax
1
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(possibly corrupted by noise) with A ∈ Rm,n, m < n, under the assumptions
on A analyzed in the CS theory.
1.1 Finite-valued sparse signals
In the extensive CS literature, some recent work is dedicated to the subcase
of finite-valued signals, i.e., x ∈ An where A is a known alphabet, that
is, a finite set of symbols. This is a problem encountered in a number
of sparse/CS applications, such as digital image recovery [3], security [4],
digital communications [5, 6], and discrete control signal design [7]. In many
localization problems [8, 9], the localization area is split into cells and the
goal is to verify which cells are occupied or not, the number of occupied
cells being generally much smaller than the total: this can be interpreted
as the recovery of a binary sparse signal in {0, 1}n. A binary framework is
also present in spectrum sensing in cognitive radio networks and wideband
spectrum sensing [10, 11, 12, 13], where the goal is to detect if users are active
or not in a given spectrum band. Furthermore, in many other applications,
ranging from opinion polls to sensors data, intrinsically discrete or quantized
data are envisaged [14].
Even though the sub-problem of finite-valued signals can be approached
by classical CS, it makes more sense to try to exploit the prior knowledge
of A to improve the recovery performance. In some works, the parallel be-
tween this problem and the coding/decoding paradigm is highlighted, and
information theory tools are used to tackle the recovery, assuming a field
structure for the alphabet [14, 4]. In other works, CS techniques are rear-
ranged for the finite-valued problem, for example, greedy pursuit algorithms
[3, 5, 15] or Bayesian methods [16]. A particular focus is dedicated to bi-
nary signals, due also to their relevance in digital communications problems
[16, 17, 5, 18, 19].
In the mentioned works, theoretical analyses are missing or limited to
particular assumptions (e.g., the field structure). This gap has been re-
cently filled by [20, 15]. [20] provides a CS theory for finite-valued signals:
starting from the Basis Pursuit formulation (BP, [2]), the authors propose
to impose the (convex) constraint x ∈ conv(An) (where conv indicates the
convex hull) and theoretically analyze the problem in terms of null space
properties, robustness to noise, and phase transitions. In [15], instead, a
greedy pursuit algorithm called PROMP is developed and mathematically
analyzed to recover sparse signals over lattices.
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1.2 Concave penalization
At the same time, in (not finite-valued) CS and sparse signal processing, the
use of concave penalties has become increasingly popular in the last years,
as it has been observed to be more efficient with respect to the convex for-
mulation [21, 22, 23]. In many practical applications (such as X-ray CT [24]
and MRI [25]) concave penalties provide lower computation complexity and
more accurate recovery, with less measurements with respect to the convex
formulation. We notice that the enhancement thanks to concave penalties
is not limited to linear acquisition problem, but has been observed in other
machine learning frameworks: for example, in [26], a support vector ma-
chine with concave penalty is shown to produce a more parsimonious model
without affecting the accuracy. For what concerns CS, in [23] some funda-
mental theoretical results are proven about BP and Basis Pursuit Denoising
(BPDN) with concave penalty, in terms of properties of the minimum and
robustness to noise.
1.3 Our contribution
The aim of this paper is to prove that the finite-valued sparse signal recovery
problem (with special focus on CS) can be efficiently approached using a
concave penalty. In particular, we obtain an enhancement with respect to
the state-of-the-are [20, 15]. We provide both theoretical and experimental
results. Our main contributions can be summarized in four points.
1) Definition and analysis of a cost functional : we define a non-convex
Lasso-kind functional, formed by a least squares term plus a concave penalty,
and we prove that its global minimum is the desired finite-valued sparse
signal. As a difference from classical Lasso, our system is then unbiased.
The analysis is based on null space properties.
2) Robustness to noise: we analyze the proposed model in the presence
of noise, both on the signal and on the measurements. We remark that we
use the same model for the noise-free and the noisy cases, which is suitable
for systems where both exact and noisy measurements are expected.
3) Development of a recovery algorithm: we derive an ADMM-based
algorithm to search the desired minimum and we prove its convergence to
the set of stationary points.
4) Validation via numerical experiments: we conduct numerical exper-
iments that highlight the efficiency of the proposed algorithm, in terms of
estimation accuracy, required number of measurements, and convergence
speed.
3
The paper is organized as follows. In Section 2, we define our model,
and we put it into perspective with respect to prior literature. We start
describing the bipolar ternary case A = d{0,±1}, for some fixed d > 0, and
then extend to generic bipolar alphabets A = d{0,±1, . . . ,±q}, q ∈ N (for
simplicity, we assume that the symbols in A are equidistant). In sections 3-4
we prove theoretical results on the proposed model, for ternary and generic
alphabets. In Section 5, we develop and analyze a recovery algorithm, which
is further implemented and tested via numerical experiments in Section 6.
Finally, we draw some conclusions in the last section.
1.4 Notation
Throughout this paper, we use I for the identity matrix (dimension is not
specified when evident). n and S ⊆ {1, . . . , n} respectively are the length
of the sparse signal and its support, while k = |S| is the sparsity level (i.e.,
the number of non-zero components). Sc is the complementary of S. For
any v ∈ Rn, vS is the restriction of v on the components in S. R and R+
are the sets of real numbers and real non-negative numbers; Z and N are
the sets of the integers and of the natural numbers. B  0 means that B is
a positive definite matrix. Given a vector of weights ζ ∈ Rn+, we define the
weighted `1-norm as ‖x‖1,ζ :=
∑n
i=1 ζi|xi|.
2 Problem statement
The problem of sparse signal recovery from linear measurements can be
conceived as an `1 convex minimization problem, known as Lasso [27]:
min
x∈Rn
1
2
‖y −Ax‖22 + λ‖x‖1, λ > 0 (1)
where A ∈ Rm×n is the sensing matrix, and λ > 0 is a parameter to set;
in CS, m < n. The `1-norm is known to well approximate the `0-norm [2]
and has the important advantage of transforming the problem from com-
binatorial to convex, which makes it solvable in polynomial time. Iterative
algorithms are often used to solve Lasso, e.g., Iterative Soft Thresholding
(IST, [28, 29]) and Alternating Direction Method of Multipliers (ADMM,
[30]). Both converge to the minimum of the Lasso functional. ADMM is
known to require a significantly smaller number of iterations with respect to
IST, keeping similar low complexity per iteration. This makes ADMM more
attractive, along with its predisposition to distributed and parallel systems
[30, 31, 32].
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We remark that the parameter λ in Lasso has to be designed based on
the noise: a larger λ may tolerate a larger noise. Nevertheless, this has a
drawback: Lasso has always a bias (proportional to λ) [33], therefore the
signal of interest is never exactly recovered in absence of noise. In classical
sparse signal recovery and CS, the noise-free and noisy cases are then tackled
using different models (in the convex setting, BP for the noise-free case, and
BPDN or Lasso in the noisy case). This distinction is clearly not optimal for
systems where acquisition is sometimes corrupted by noise and sometimes
not. In this work, we instead show that a suitable concave penalization can
remove this drawback for finite-valued signals.
We now reformulate Lasso using a concave penalty [23]:
min
x∈Rn
1
2
‖y −Ax‖22 + λ
n∑
i=1
g(|xi|)
g : R+ → R+ concave, nondecreasing in |xi|.
(2)
The intuition behind the success of concave penalization is that concave
functions approximate the `0-norm better than `1, as one can see in Figure
1. In the overdetermined setting, concave penalization has been largely
studied within the statistical community [34, 35, 36, 37, 33, 38, 22]. In these
papers, conditions to have the oracle property and to reduce the Lasso bias
are studied, mainly in the asymptotic case n → ∞ [34, 35]. In the concave
CS literature, instead, the following BP/BPDN formulations are commonly
used:
Concave BP: min
n∑
i=1
g(|xi|) s.t. Ax = y
Concave BPDN: min
n∑
i=1
g(|xi|) s.t. ‖Ax− y‖ < η, η > 0
g : R+ → R+ concave, nondecreasing in |xi|.
(3)
The most popular g’s belong to these families:
• `p, with p ∈ (0, 1) [39, 40, 23];
• log-sum: log |xi|+ ε, ε > 0 [21, 41, 42];
• smoothly clipped absolute deviations (SCAD) [34];
• minimax concave penalty (MCP) [33, 23, 43, 44].
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We remark that in some works the concave penalization arises from iterative
re-weighting strategies [45, 39, 40], which have been largely studied in the
last years. Others works, instead, consider algorithms based on difference
of convex (DC) functions programming [22]. Both re-weighting and DC
approaches, however, imply the solution of a convex problem (typically a
Lasso) during each iteration, which makes them more complex than the
proposed approach (see Section 5).
In this paper, we focus on MCP and we show that it is an optimal choice
to deal with finite-valued signals. The literature on MCP in sparse signal
recovery is widespread. In [23], concave BP/BDN (3) with MCP is studied
and shown to perform better than `p, p ∈ (0, 1). In [25, 24], numerical
experiments support its good performance. In [43], MCP is shown to well
adapt to a distributed recovery setting. In [33], MCP is exploited to build
an Lasso-kind estimator with reduced bias. In machine learning, [26] uses
MCP to build a concave support vector machine for parsimonious feature
selection.
Our use of MCP is now described, starting from the ternary alphabet
{0,±d}, d > 0, and then extending to generic alphabets.
2.1 Ternary finite-valued signals
Let x˜ ∈ {0,±d}n, where d > 0 is known. MCP is defined as follows: for any
z ∈ R,
g(|z|) :=
{
d|z| − 12z2 if z ∈ [−d, d]
1
2d
2 otherwise.
(4)
Let us consider the following cost functional in the convex hull [−d, d]n:
F(x) := 1
2
‖y −Ax‖22 + λd ‖x‖1 −
λ
2
‖x‖22
λ > 0, x ∈ [−d, d]n.
(5)
In the following, we sometimes use the notation G(x) := d ‖x‖1 − 12 ‖x‖22,
and we refer to F(x) as MCP-Lasso.
An intuitive motivation to expect that model (5) is suitable for sig-
nals in {0,±d}m is the presence of the term −‖x‖22: given a sparse signal
v ∈ [−d, d]n with fixed ‖v‖1, its energy is maximized (that is, −‖v‖22 is min-
imized) by pushing the non-zero entries to the boundaries −d and d. This
intuition is rigorously proven by our theoretical analysis in next sections.
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Figure 1: Some popular concave penalties. Concave penalties are closer to
`0 than `1.
2.2 Generic finite-valued signals
Let x˜ ∈ Am where A = d{0,±1,±2, . . . ,±q}. We propose to reformulate
MCP-Lasso as follows:
H(x) := 1
2
‖y −Ax‖22 + λ
n∑
i=1
βi(xi) |xi| − λ1
2
‖x‖22
λ > 0, x ∈ [−dq, dq]n, βi(xi) := min{α ∈ A s.t. |xi| ≤ α}.
(6)
In this formulation, each weight βi(xi) increases when the magnitude of xi
increases, according to the generic principle of reweighting methods. More-
over, we remark that the given definition of the βi(xi)’s preserves the non-
negativity of the penalization. This might preserved even choosing, for ex-
ample, all the weights equal to qd; however, even though not intuitive, the
proposed quantization is the key to characterize the minimum of the func-
tional and its suitability for the signal recovery, as will be clear in Section
4.
Remark 1. In this paper, only bipolar alphabets are considered, which have
both positive and negative symbols [20]. However, as observed in [20, 17],
the unipolar case, where symbols all have the same sign, presents specific
features that improve the performance in the BP approach. The MCP ap-
proach restricted to the alphabet {0, 1} is partially investigated in [19], where
a characterization of local minima is provided. No particular improvement
has been yet highlighted for unipolar alphabets using MCP. However, this
topic is currently under analysis.
We remark that F and H are in general non-convex, hence minimiza-
tion might be complicated. However, they have a semi-algebraic expression,
therefore global minimization can be performed via semi-algebraic optimiza-
tion methods [46], which marks an advantage with respect to other concave
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penalties different from MCP. Since these methods are numerically complex
in the large scale, in this paper we develop iterative strategies for minimiza-
tion (see Section 5).
Remark 2. If ATA−λI  0, F and H are convex. However, this condition
does not match with CS, which is our main focus. We then discuss it only
marginally.
2.3 Relation to prior literature
In this paper, the main works that we refer to are [23] for what concerns
concave penalization, and [20] for what concerns finite-valued sparse signal
recovery.
As already mentioned, in [23], BP and BPDN are recast to (3) using `p,
p ∈ (0, 1), and MCP. The authors prove that (a) under technical conditions,
the true signal is the minimum of concave BP in the noise-free case; (b)
concave BPDN is robust to noise. Their analysis is mainly based on null
space properties [2, Chapter 4]. They also derive an IST procedure, which is
convergent for `p penalty, under the condition A
TA−λI  0. The problems
of the convergence in the MCP case and in the CS setting are then open.
No numerical results are shown in [23].
In [20], instead, the problem of CS with finite-valued sparse signals is
theoretically analyzed, and recast to a convex formulation by considering the
convex hull of the alphabet. Null space properties, robustness, and phase
transitions are discussed. Some numerical results are shown, where recovery
is performed via convex programming.
As in [23, 20], our analysis is based on null space conditions and robust-
ness bound are provided. Similarly to [23], we prove that in the noise-free
setting the global minimum is the true signal. As a difference from [23], we
use a unique model/functional for the noise-free and noisy settings, and we
provide an efficient recovery algorithm. On the other hand, we improve the
performance with respect to [20] by exploiting the concavity.
3 Theoretical analysis: ternary alphabet
In this section, we characterize the minimum of F(x) defined in (5) and we
prove its robustness to noise. Let us state a preliminary lemma.
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Lemma 1. Let x˜ ∈ {0,±d}n be k-sparse with support S, and let y = Ax˜.
Let x? be the global minimum of F(x) defined in (5) over [−d, d]n. Then,
(a) ‖x?‖2 ≤ ‖x˜‖2 ; (b) ‖x?‖1 ≤ ‖x˜‖1 . (7)
Proof. Let us notice that
G(x˜) =
1
2
kd2 =
1
2
‖x˜‖22 =
1
2
d ‖x˜‖1 =
1
λ
F(x˜). (8)
Since F(x?) ≤ F(x˜) and λG(z) ≤ F(z) for any z ∈ Rn, then λG(x?) ≤
F(x?) ≤ F(x˜) = λG(x˜). Now, let us notice that for any x ∈ [−d, d]n, G(x) ≥
1
2 ‖x‖22: since G(x) = d‖x‖1 − 12‖x‖22, the inequality is true if d‖x‖1 ≤ ‖x‖22,
which in turn is true because for each xi ∈ [−d, d], d|xi| ≥ x2i .
We apply this to state that G(x?) ≥ 12 ‖x?‖22, which in turn can be
substituted into the previous inequality G(x?) ≤ G(x˜) to finally obtain (a).
To obtain (b), it suffices to write explicitly G(x?) ≤ G(x˜) and apply (a).
3.1 Global minimum of F
We now prove that the minimum of F(x) corresponds to the desired signal
in the ternary case under null space conditions, commonly used in CS [47,
Chapter 4]. Let us recall the following definition.
Definition 1. [47, Definition 4.21] A matrix A ∈ Rm,n is said to satisfy the
`2-robust null space property ( RNSP) of order k with parameters ρ ∈ (0, 1),
τ > 0 if
‖vS‖2 ≤
ρ√
k
‖vSc‖1 + τ ‖Av‖2
for any v ∈ Rn and for any S ⊂ {1, . . . , n} with |S| ≤ k.
Theorem 1. Let us consider y = Ax˜, where x˜ is a k-sparse signal in
{0,±d}n, and A ∈ Rm,n with m < n. If A satisfies the RNSP of order
k with parameters τ > 0 and ρ ∈
(
0,
√
1− λτ2
)
(provided that λ < τ−2),
then x˜ is the unique global minimum of F defined in (5) over [−d, d]n.
We remark that the requirements ρ ∈
(
0,
√
1− λτ2
)
and λ < τ−2 are not
restrictive, as λ is a design parameter that can be set as small as necessary
in the noise-free case.
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Proof. Let x˜i ∈ {0,±d} with support S. Consider any hi ∈ R such that
x˜i + hi ∈ [−d, d].
F(x˜+ h) = 1
2
‖Ah‖22 + λd ‖x˜+ h‖1 − λ
1
2
‖x˜+ h‖22
=
1
2
‖Ah‖22 + λd ‖x˜+ h‖1 −
λ
2
‖x˜‖22 −
λ
2
‖h‖22 − λ〈x˜, h〉.
Let us focus on the term d ‖x˜+ h‖1 − 〈x˜, h〉 =
∑n
i=1 d|x˜i + hi| − x˜ihi. We
distinguish the following cases:
• if x˜i = d and hi ∈ [−d, 0], then d|x˜i + hi| − x˜ihi = d2;
• if x˜i = d and hi ∈ [−2d,−d], then d|x˜i +hi| − x˜ihi = −d2− 2dhi ≥ d2;
• if x˜i = −d and hi ∈ [0, d], then d|x˜i + hi| − x˜ihi = d2;
• if x˜i = −d and hi ∈ [d, 2d], then d|x˜i + hi| − x˜ihi = −d2 + 2dhi ≥ d2;
• if x˜i = 0 and hi ∈ [−d, d], then d|x˜i + hi| − x˜ihi = d|hi|.
Therefore,
F(x˜+ h) ≥ 1
2
‖Ah‖22 −
λ
2
‖x˜‖22 −
λ
2
‖h‖22+λkd2+λd ‖hSc‖1
= F(x˜) + 1
2
‖Ah‖22 −
λ
2
‖h‖22 + λd ‖hSc‖1
where we use the fact that F(x˜) = λ2 ‖x˜‖22 = λ2kd2. In order to prove the
thesis, it is then sufficient to prove that, for any h ∈ [−d, d]n \ {0},
1
2
‖Ah‖22 −
λ
2
‖h‖22 + λd ‖hSc‖1 > 0. (9)
For any h ∈ [−d, d]n, it is straightforward to prove the following inequality:
d ‖hSc‖1 −
1
2
‖hSc‖22 ≥
d
2
‖hSc‖1 . (10)
We now distinguish two cases.
Case 1: ‖hSc‖1 > kd. Plugging (10) into the left-hand expression in
(9), we obtain 12 ‖Ah‖22 + λd2 ‖hSc‖1 − λ2 ‖hS‖22. Since ‖hS‖22 ≤ kd2, we have
d ‖hSc‖1 − ‖hS‖22 > kd2 − kd2 = 0, which implies (9).
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Case 2: ‖hSc‖1 ≤ kd. We exploit (10) and the RNSP.
1
λ
‖Ah‖22 − ‖h‖22 + 2d ‖hSc‖1 ≥
1
λ
‖Ah‖22 + d ‖hSc‖1 − ‖hS‖22
≥ 1
λ
‖Ah‖22 + d ‖hSc‖1 −
[
ρ√
k
‖hSc‖1 + τ ‖Ah‖2
]2
Since ‖hSc‖21 ≤ kd‖hSc‖1, the last expression is not smaller than(
1
λ
− τ2
)
‖Ah‖22 + d
(
1− ρ2) ‖hSc‖1 − 2ρτ√
k
‖hSc‖1 ‖Ah‖2 .
For simplicity, let us name c1 =
(
λ−1 − τ2), c2 = d (1− ρ2), and c3 = 2ρτ√k .
The last expression is then equal to
c1 ‖Ah‖22 + c2 ‖hSc‖1 − c3 ‖hSc‖1 ‖Ah‖2 ±
c23
4c1
‖hSc‖21
=
(√
c1 ‖Ah‖2 −
c3
2
√
c1
‖hSc‖1
)2
+
(
c2 − c
2
3
4c1
kd
)
‖hSc‖1
≥
(
c2 − c
2
3
4c1
kd
)
‖hSc‖21 = d
(
1− ρ
2
1− λτ2
)
‖hSc‖1
which is positive for ρ ∈ (0,√1− λτ2) (where λ < τ−2). This concludes the
proof.
Remark 3. Even though very popular in CS, the RNSP is not easy to
check for a given A. In the literature, its validity is proven for families of
matrices, like Gaussian matrices [47, Chapter 9]. This limits the practical
use of results based on RNSP. For this motivation, we notice that d ‖hSc‖1−
1
2 ‖hSc‖22 ≥ d2 ‖hSc‖22 for any h ∈ [−d, d]n, thus
1
λ
‖Ah‖22 − ‖h‖22 + 2d ‖hSc‖1 ≥
1
λ
‖Ah‖22 + d ‖hSc‖22 − ‖hS‖22 .
To prove Theorem 1, it is then sufficient to check whether the quadratic form
λ−1 ‖Ah‖22 + d ‖hSc‖22−‖hS‖22 is positive, that is, whether the eigenvalues of
λ−1ATA+dISc−IS are positive, where IS , ISc ∈ {0, 1}n,n have entries equal
to one on the diagonal on the positions corresponding to S and Sc, respec-
tively (and zero otherwise). As S is not priorly known, one has to check all
the possible supports, which of course might take long time. However, this
is definitely more feasible than checking the RNSP, which requires to solve
a non-convex semi-algebraic optimization problem.
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Remark 4. In CS, it is known that the RNSP is related to the restricted
isometry property [47, Theorem 6.13], on the basis of which one can esti-
mate that the number of necessary measurements m to have the RNSP is
(asymptotically) of order k log(en/k) for random Gaussian and Bernoulli
matrices [47, Theorem 9.27].
Even though this work is focused on the compressed case, it is worth to
mention the following result for the non-compressed case, which can easily
obtained following the proof of Theorem 1 (see also Remark 2).
Corollary 1. If ATA− λI  0, F is convex and x˜ is its global minimum.
Remark 5. Theorem 1 and Corollary 1 highlight a substantial difference
between Lasso and MCP-Lasso. In the noise-free case, Lasso is biased: the
true signal never corresponds to the minimum, with a bias proportional to λ.
Indeed, Lasso is conceived for the noisy case: a larger λ may tolerate a larger
noise. In classical CS, noise-free and noisy cases are approached separately,
with different models ( e.g., BP vs BPDN/Lasso). This is not optimal for
systems where both noise-free and noisy measurements are acquired. This
problem is overcome by MCP-Lasso, where λ could be designed on the max-
imum noise, without bias when noise-free measurements are acquired.
3.2 Robustness to noise of F
We know analyze the robustness to noise of F(x) under the RNSP. We
consider
y = A(x˜+ δ) + 
where δ ∈ Rn and  ∈ Rm respectively represent the signal noise (i.e., the
signal is not exactly sparse) and the measurement noise. We now prove a
robust bound of kind [47, Theorems 4.19, 4.21] for the distance between the
desired x˜ and the global minimum of F .
Rearranging Lemma 1 in the noisy setting, we can prove the following
inequalities (we omit the proof, which can be simply derived from the proof
of Lemma 1).
Lemma 2.
(a) ‖x?‖1 ≤ ‖x˜‖1 +
1
2λ
‖Ax˜− y‖22 −
1
2λ
‖Ax? − y‖22 ;
(b) ‖x?‖22 ≤ ‖x˜‖22 +
1
λ
‖Ax˜− y‖22 −
1
λ
‖Ax? − y‖22 .
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Theorem 2. Let x˜ ∈ {0 ± d}n be a k-sparse signal with support S, and
let x˜ + δ be its noisy version (i.e., the signal is not exactly sparse). Let
y = A(x˜ + δ) + , where  is the measurement noise. If A ∈ Rm,n satisfies
the RNSP of order k with parameters ρ ∈ (0, 1), τ > 0 , then,
‖x? − x˜‖1 ≤
1 + ρ
(1− ρ)2λ ‖Aδ + ‖
2
2 +
4τ
1− ρ
[
‖Aδ + ‖2 +
d
2
√
kλ
]
.
Proof. Let h = x? − x˜. By triangle inequality, we have:
‖x˜S‖1 ≤ ‖x˜S + hS‖1 + ‖hS‖1 . (11)
Moreover, it is easy to verify that we can decouple as follows:
‖x?‖1 = ‖x?S‖1 + ‖x?Sc‖1 = ‖x?S‖1 + ‖hSc‖1 (12)
as x˜Sc = 0. Keeping in mind (11) and (12), we can write:
‖hSc‖1 = ‖x?‖1 − ‖x?S‖1 = ‖x?‖1 − ‖x˜S + hS‖1
≤ ‖x?‖1 − ‖x˜‖1 + ‖hS‖1 .
Exploiting the RNSP,
‖hSc‖1 ≤ ‖x?‖1 − ‖x˜‖1 + ρ ‖hSc‖1 + τ ‖Ah‖2
⇒‖hSc‖1 ≤
1
1− ρ [‖x
?‖1 − ‖x˜‖1 + τ ‖Ah‖2] .
Therefore,
‖h‖1 = ‖hS‖1 + ‖hSc‖1 ≤ (1 + ρ) ‖hSc‖1 + τ ‖Ah‖2
≤ 1 + ρ
1− ρ [‖x
?‖1 − ‖x˜‖1] +
2
1− ρτ ‖Ah‖2 .
(13)
According to Lemma 2.(a), ‖x?‖1 − ‖x˜‖1 ≤ 12λ ‖Ax˜− y‖22. Moreover, by
Lemma 2.(b):
‖Ah‖2 ≤ ‖Ax˜− y‖2 + ‖Ax? − y‖2 ≤ 2 ‖Ax˜− y‖2 +
√
λ ‖x˜‖2 . (14)
Plugging the last two inequalities into (15) we conclude our proof.
Remark 6. In line with classical robustness results [47, 23], Theorem 2
states that the recovery error is driven by the noises δ and , and by the
parameter λ, which is designed based on the noise magnitude. For example,
if ‖Aδ + ‖2 ≤ η for some known η > 0, one can set λ = η and the bound
becomes ‖h‖1 ≤ η
[
1+ρ
2(1−ρ) +
2τ
1−ρ
]
+d
√
kηd. In this way, when the noise tends
to zero, then also the recovery error tends to zero.
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Remark 7. In [23] two robustness results are proven for the (non-finite
valued) concave problem. First, [23, Proposition 4.4] requires the so-called
G-NNSP [23, Definition 4.3], which might be more stringent. Second, [23,
Theorem 4.5] provides a noise-driven bound when AAT = I assuming that
kg(2β′) < (n − k)g(α′) where α′ and β′ respectively are the minimum and
the maximum magnitudes of the projection of h onto ker(A) (α′ > 0 is
guaranteed only if δ > 0 [23, Lemma 4.2], that is, the signal must be not
exactly sparse). Since α′ and β′ depend on h, which is the quantity to be
estimated, this result is somehow circular.
4 Theoretical analysis: generic alphabet
In this section, we extend the theoretical results to a generic bipolar alphabet
A = d{0,±1, . . . ,±q}, d > 0, q ∈ N.
4.1 Global minimum of H
Theorem 3. Let us consider y = Ax˜, where x˜ is a k-sparse signal in An,
A = d{0,±1, . . . ,±q}, and A ∈ Rm,n with m < n. If A ∈ Rm,n satisfies the
RNSP of order k with parameters τ > 0 and ρ ∈
(
0,
√
1−2qλτ2
2q2
)
, and given
λ < 1
2qτ2
, then x˜ is the unique global minimum of H(x) defined in (6) over
conv(An).
Proof. Let x˜i ∈ A. Assume that x˜i + hi ∈ conv(A). Let S be the support
of x˜. Following the procedure of the proof of Theorem 1, we prove that
H(x˜+ h)−H(x˜) > 0 for any h ∈ [−qd, qd]n \ {0}.
H(x˜+ h) = H(x˜) + 1
2
‖Ah‖22 −
λ
2
‖h‖22 + λ
∑
j∈Sc
βj(hj)|hj |
+ λ
∑
i∈S
[
βi(x˜i + hi) |x˜i + hi| − x˜2i − x˜ihi
]
.
Let us focus on the terms ri = βi(x˜i + hi) |x˜i + hi| − x˜2i − x˜ihi, i ∈ S. We
distinguish the following cases:
• if x˜i > 0, hi > −d: βi(x˜i + hi) ≥ x˜i, then ri > 0;
• if x˜i > 0, hi ∈ [−x˜,−d), ri = (βi(x˜i +hi)− x˜i)(x˜i +hi) ≥ hi(x˜+hi) =
h2i + x˜ihi ≥ h2i + qdhi ≥ (1− q)h2i ;
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• if x˜i > 0, hi ∈ [−2x˜,−x˜): x˜i ≥ βi(x˜i + hi), then ri = −(x˜i − βi(x˜i +
hi))(x˜i + hi) ≥ 0;
• if x˜i > 0, hi < −2x˜: βi(x˜i + hi) > x˜i, then ri ≥ 0.
We omit the description of the case x˜i < 0 which is symmetric. In conclusion,
H(x˜+ h)−H(x˜) is not smaller than
1
2
‖Ah‖22 −
λ
2
‖h‖22 + λ
∑
j∈Sc
βj(hj)|hj | − λ(q − 1) ‖hS‖22
≥ 1
2
‖Ah‖22 +
λ
2
∑
j∈Sc
βj(hj)|hj | − λq ‖hS‖22 .
We now distinguish two cases.
Case 1: ‖hSc‖1 > 2q3kd. Since βj(hj)|hj | ≥ d|hj |, we simply obtain:∑
j∈Sc βj(hj)|hj | − 2q ‖hS‖22 > 2q3kd2 − 2q ‖hS‖22 ≥ 2q3kd2 − 2qk(qd)2 = 0.
Case 2: ‖hSc‖1 ≤ 2q3kd. The procedure is analogous to the Case 2 in
the proof of Theorem 1.
1
λ
‖Ah‖22 +
∑
j∈Sc
βj(hj)|hj | − 2q ‖hS‖22
≥ ‖Ah‖
2
2
λ
+
∑
j∈Sc
βj(hj)|hj | − 2q
[
ρ√
k
‖hSc‖1 + τ ‖Ah‖2
]2
≥ c1 ‖Ah‖22 + c2 ‖hSc‖1 − c3 ‖hSc‖1 ‖Ah‖2
≥
(
c2 − c
2
3
4c1
2q3kd
)
‖hSc‖1
(15)
where c1 = λ
−1 − 2qτ2, c2 = d
(
1− 4q4ρ2), and c3 = 2qλρτ/√k. As c2 −
c23
4c1
2q3kd = d
(
1− 4q4ρ2
1−2qλτ2
)
, the last expression in (15) is positive when
ρ ∈
(
0,
√
1−2qλτ2
2q2
)
, provided that λ < 1
2qτ2
.
Remark 8. Similarly to Remark 3, we notice that λ−1 ‖Ah‖22 ‖h‖22+2λ
∑
j∈Sc βj(hj)|hj |−
2(q−1) ‖hS‖22 ≥ λ−1 ‖Ah‖22+‖hSc‖22−2
(
q + 12
) ‖hS‖22. Therefore, the RNSP
can be substituted by the study of the sign of a quadratic form, and, specifi-
cally, with the computation of the eigenvalues of λ−1ATA+ ISc − qIS. This
can be useful in the practice, since the RNSP is difficult to prove for a ma-
trix.
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4.2 Robustness to noise of H
Let us extend Lemma 2 to the case of generic alphabet. The proof follows
the schem of the proof of Lemma 2, then omitted for brevity.
Lemma 3. Let x? be the global minimum of H over [−qd, qd]n with y =
A(x˜+ δ) + , x˜ ∈ An. Then
(a) λ ‖x?‖22 ≤ λ ‖x˜‖22 + ‖Ax˜− y‖22 − ‖Ax? − y‖22 . (16)
Let β˜ = (β1(x˜1), . . . , βn(x˜n)) = (|x˜1|, . . . , |x˜n|), and β? = (β1(x?1), . . . , βn(x?n)),
as defined in (6). For any z, β ∈ Rn, let ‖z‖1,β =
∑
j βi|zi| be the β-weighted
`1 − norm.
(b) λ ‖x?‖1,β? ≤ λ ‖x˜‖1,β˜ +
1
2
‖Ax˜− y‖22 −
1
2
‖Ax? − y‖22 .
Theorem 4. Let x˜ ∈ An be a k-sparse signal with support S, and x˜+ δ be
its noisy version ( i.e., the signal is not exactly sparse). Let y = A(x˜+δ)+,
where  is the measurement noise. Let us assume d ≥ 1. If A satisfies the
RNSP of order k with parameters τ > 0 and ρ ∈ (0, p−1) (where p > 0 will
be defined in the proof), then
‖x? − x˜‖1 ≤ C1 ‖Aδ + ‖22 + C2
(
2 ‖Aδ + ‖2 + qd
√
λk
)
where C1 and C2 are positive constants assessed in the proof.
Proof. Let h = x? − x˜.
‖hSc‖1 = ‖x?Sc‖1 = ‖x?‖1 − ‖x?S‖1 = ‖x?‖1 − ‖x˜S + hS‖1 .
For any i ∈ S, let pi ∈ R such that β?i x?i = β˜ix˜i−pihi, and let p = maxi |pi|.
We can then write:
‖x?‖1 − ‖x˜S + hS‖1 ≤ ‖x?‖1,β? −
∥∥∥∥∥∑
i∈S
β˜ix˜i + pihi
∥∥∥∥∥
1
≤ ‖x?‖1,β? − ‖x˜S‖1,β˜ + p ‖hS‖1 .
Since ‖hS‖1 ≤
√
k ‖hS‖2 [48], applying the RNSP we have ‖hS‖1 ≤ ρ ‖hSc‖1+
τ
√
k ‖Ah‖2, under the assumption ρ < p−1, we have:
‖hSc‖1 ≤ ‖x?‖1,β? − ‖x˜‖1,β˜ + pρ ‖hSc‖1 + pτ
√
k ‖Ah‖2
⇒ ‖hSc‖1 ≤
1
1− pρ
(
‖x?‖1,β? − ‖x˜‖1,x˜ + pτ
√
k ‖Ah‖2
)
.
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Therefore,
‖h‖1 = ‖hS‖1 + ‖hSc‖1 ≤ (1 + ρ) ‖hSc‖1 + τ
√
k‖Ah‖2
≤ 1 + ρ
1− pρ
[
‖x?‖1,β? − ‖x˜‖1,β˜
]
+
p+ 1− pρ
1− pρ τ
√
k ‖Ah‖2 .
We now exploit Lemma 3.(b):
‖x?‖1,β? − ‖x˜‖1,β˜ ≤
1
λ
‖Ax˜− y‖22 (17)
along with (14) and Ax˜− y = Aδ +  to conclude that
‖h‖1≤
1 + ρ
λ(1− pρ) ‖Aδ + ‖
2
2 +
p+ 1− pρ
1− pρ τ
√
k
[
2 ‖Aδ + ‖2+
√
λ ‖x˜‖2
]
.
The thesis is then proven with C1 =
1+ρ
λ(1−pρ) and C2 =
p+1−pρ
1−pρ τ
√
k, and
applying ‖x˜‖2 ≤ qd
√
k.
Remark 9. Similarly to Remark 6, if ‖Aδ + ‖2 ≤ η for some known η > 0,
one can set λ = η, so that the error bound is of order
√
η for small η, and,
in particular, the error tends to zero when η tends to zero.
5 MADMM: ADMM for MCP-Lasso
In this section, we present a novel algorithm, called MADMM, which is based
on the Alternating Direction Method of Multipliers (ADMM, [30]) and is
designed for MCP-Lasso (5). We derive it and we discuss its convergence.
In the next section, numerical simulations demonstrate that MADMM out-
performs the state-of-the-art methods.
5.1 MADMM for F
Following [49, Section 2], we rewrite MCP-Lasso (5) as the following linearly
constrained problem:
min
x,z
1
2
‖y −Ax‖22 −
λ
2
‖x‖22 + λd ‖z‖1
s.t. z = x, x ∈ [−d, d]n.
(18)
We notice that the concave penalty has been split into a term depend-
ing on x and another depending on z. This choice will allow us to prove
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the convergence. We know write the corresponding augmented Lagrangian
(analogously to [49, Section 2]):
L(x, z) = 1
2
‖y −Ax‖22 −
λ
2
‖x‖22 + λd ‖z‖1
+ µT (x− z) + α
2
‖x− z‖22
(19)
where µ is the dual variable, and α > 0. At this point, we can apply the
classical ADMM procedure [49, Section 2]), which consists in the iteration
(until convergence) of three steps: 1) minimization of L with respect to x;
2) minimization of L with respect to z; 3) update of the dual variable µ.
The minima with respect to x and z can be easily computed in closed
form. We notice that fixed z (respectively, x) the problem is convex in x
(respectively, z). Since the solution must be in [−d, d]n, given the convexity,
it suffices to find the minima for x and z and then project them onto [−d, d]n,
that is, if |xi| > d, then xi = sign(xi)d (and analogously for z). We indicate
by P the projection onto [−d, d]n. The so-obtained procedure is written in
Algorithm 1. Sa : Rn → Rn, a > 0, is the component-wise soft thresholding
operator, defined as follows: Sa(x) = 0 if |x| < a; Sa(x) = x − a if x > a;
Sa(x) = x+ a if x < −a.
Algorithm 1 MADMM for F
Input: A, y, λ > 0, α > 0
Output: xT = estimate of x˜
Notation:P = operator that projects onto [−d, d]n; Sa = soft threshold-
ing operator
1: Initialize z0 = µ0 = 0 ∈ Rn
2: for all t = 1, . . . , T do
3: xt = argmin
x∈[−d,d]n
L(x, zt−1)
= P
([
ATA+ (α− λ)I]−1 (AT y + αzt−1 − µt−1))
4: zt = argmin
z∈[−d,d]n
L(xt, z) = P
(
Sλβ
α
(
xt +
µt−1
α
))
5: µt = µt−1 + α(xt − zt)
6: end for
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5.2 Convergence of MADMM for F
While the convergence of ADMM for convex problems was established and
largely studied some years ago [30], the convergence of ADMM for non-
convex problems has been faced more recently [50, 51, 49, 52]. For our
purpose, we mainly rely on the convergence study in [52].
In [52], the functional
∑K
k=1 gk(x) + h(x) has been considered, where
each k represents an agent assuming a distributed setting. In this work, the
setting is centralized, i.e., K = 1. Let us rewrite [52, Assumption A] in our
centralized framework. Consider the functional g(x) +h(x), x ∈ X , and the
augmented Lagrangian:
L(x, z) = g(x) + h(z) + µT (x− z) + α
2
‖x− z‖22 .
Assumption 1. 1. ‖∇g(x)−∇g(z)‖2 ≤ C ‖x− z‖2 for some C > 0,
∀x, y ∈ X ;
2. h is convex (possibly non-smooth);
3. X is closed and convex;
4. the sub-problem minx L(x, z) is strongly convex, with strongly convexity
coefficient γ;
5. αγ > 2C2 and α ≥ C;
6. g(x) + h(x) is bounded from below.
Lemma 4. MADMM for problem (18) satisfies Assumption 1.
Proof. Let g(x) = 12 ‖y −Ax‖22 − λ2 ‖x‖22 and h(z) = λd ‖z‖1.
1. ‖∇g(x)−∇g(z)‖2 =
∥∥(ATA− λI)(x− z)∥∥ ≤ C ‖(x− z)‖2 where C =∥∥ATA− λI∥∥
2
;
2. h is convex as `1-norm is convex;
3. [−d, d]n is convex and closed;
4. The Hessian of 12 ‖y −Ax‖22 − λ12 ‖x‖22 + µT (x− z) + α2 ‖x− z‖22 with
respect to x is ATA−λI+αI, which is positive definite for any α > λ;
5. Let γ =
∥∥ATA− λI + αI∥∥
2
. For any sufficient large α, it is easy to
have αγ > 2C and α > C;
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6. F is non-negative.
Theorem 5. MADMM for F converges to the set of stationary points of
problem (18), i.e., if xt is the sequence generated by MADDM and Z is the
set of the stationary points, limt→∞minz∈Z ‖xt − z‖2 = 0.
Proof. Given Assumption 1, [52, Theorem 2.4- Point 3.] guarantees that if
X is compact, then the algorithm converges to the set of stationary points
of (18).
5.3 MADMM for H
In Algorithm 2, we write the MADMM procedure for H. The unique sub-
stantial difference from Algorithm 1 is that during each iteration also the
feasibility set is updated, accordingly to the definition of H, in which the
weights of the `1-norm are βi(xi) = min{α ∈ A s.t. |xi| ≤ α}. In particular,
the set size is non-increasing.
Algorithm 2 MADMM for H
Input: A, y, λ > 0, α > 0
Output: xT = estimate of x˜
Notation: Pt = operator that projects onto Xt; Sa = soft thresholding
operator
1: Initialize z0 = µ0 = 0 ∈ Rn, β0 = qd(1, . . . , 1)T ∈ Rn
2: for all t = 1, . . . , T do
3: Xt =
∏n
i=1[−βt−1,i, βt−1,i]
4: xt = argmin
x∈Xt
L(x, zt−1)
= Pt
([
ATA+ (α− λ)I]−1 (AT y + αzt−1 − µt−1))
5: zt = argmin
z∈Xt
L(xt, z) = Pt
(
Sλβt
α
(
xt +
µt−1
α
))
6: βt,i =
∑q
j=1 dj1(d(j−1),dj](|zt,i|), i = 1, . . . , n
7: µt = µt−1 + α(xt − zt)
8: end for
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5.4 Convergence of MADMM for H
Theorem 6. MADMM for H converges to the set of stationary points.
Proof. For any i ∈ {1, . . . , n}, the discrete sequence {βt,i}t=1,2,... is non-
increasing and lower bounded by zero, hence it converges in a finite number
of iterations. After the stabilization of β, we are in the same setting of
MADMM for F , hence convergence can be proven as in Theorem 5.
5.5 How to check if the solution is exact
In the previous section, we have shown that, under mild conditions, the
global minimum of MCP-Lasso is the original signal in the noise-free case.
This never happens with Lasso, where the minimum is always affected by a
bias proportional to λ. This theoretical advantage of MCP-Lasso, however,
is at the price of non-convexity: the minimum of Lasso can be achieved
straightforwardly leveraging on convexity, which is not true for MCP-Lasso.
The problem is then how to achieve the global minimum of MCP-Lasso.
An important help in this direction comes from the following proposition
(valid for the ternary alphabet; the extension to the generic alphabet is left
for future work).
Proposition 1. If ker(ATSA) /∈ Z, x˜ is the unique point in {0,±d}n that
can be a stationary point of MADMM.
Proof. It is easy to check that a stationary point x of MADMM satisfies
the property AT (Ax− y) = λx− µ, where µ ∈ [−λ, λ]n, and more precisely
µi = λsign(xi) when xi 6= 0, and µi ∈ (−λ, λ) when xi = 0.
Let x ∈ {0,±β}n, x 6= x˜. For any xi 6= 0, we must have ATSA(x− x˜) = 0,
where x− x˜ ∈ d{0,±1,±2}. However this contradicts the kernel hypothesis.
Otherwise, if x = x˜, clearly ATSA(x−x˜) = 0, and µi = 0 when xi = 0.
The hypothesis on the kernel is quite similar to the general position
property [53] and is almost always satisfied in practical situations. For
instance, it is satisfied with probability 1 when the entries drawn from a
continuous probability distribution [53, Lemma 4]. In the practice, we can
exploit Proposition 1 as follows: if MADMM finds a solution in {0,±d}n,
then this solution is exact. Moreover, our numerical experiments will show
that MADMM is very fast, therefore, when a non-exact solution is found,
it is feasible to re-run the algorithm with different initialization to look for
the right one, as we will show in Section 6. We remark that this does not
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guarantee to achieve the global minimum, therefore our approach is still sub-
optimal. However, the experiments in Section 6 will show that re-running
the algorithm with random initialization in many cases is sufficient to find
the global minimum. A more rigorous search of the global minimum is
beyond the scope of this work. We however mention that, since the proposed
cost functionals are semi-algebraic, the approach proposed in [46] might be
considered: this methodology guarantees the global optimization, at the
price of a high computational complexity. A thorough comparison between
our sub-optimal approach and semi-algerbraic solutions will be proposed as
future work.
As already said, an other algorithm to solve Lasso is IST [28], whose
convergence is easy to prove [29] if compared to ADMM. Given its simplicity,
IST is widely used, in particular in the distributed context [54, 43]. However,
it is well known that, in the practice, ADMM converges in a significantly
lower number of iterations than IST. With this motivation, in this paper we
do not consider IST, even though an IST formulation for MCP-Lasso can
be easily derived. Moreover, in the practice, IST for MCP-Lasso converges,
but the theoretical proof is not straightforward. We remind that [23, 55]
prove the convergence of IST in non-convex sparse problems, but limited to
the case of positive definite ATA (which is not the CS case).
6 Numerical experiments
In this section, we show the efficiency of MADMM in terms of recovery accu-
racy, number of measurements, and speed of convergence through numerical
simulations1. First, we consider synthetic random signals; second, we tackle
a localization application.
6.1 Random finite-valued signals
In the first set of experiments, we consider k-sparse signals in An, where
n = 100 and A = {0,±1} or A = {0,±1, . . . ,±5}. Support and non-
zero values are chosen uniformly at random. We consider Gaussian sensing
matrices N ∼ (0, 1m). We implement two versions of the proposed algorithm
MADMM: the original one, which stops when a stationary point is achieved,
and the ”reshuffling” one, which leverages Proposition 1 to check whether
the achieved point is the desired signal. If not, the algorithm reshuffles the
1The code to reproduce these simulations is available at
https://github.com/sophie27/Recovery-of-sparse-finite-valued-signals
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initialization point and repeats the procedure to search a solution in An
(or at least a solution closer to An). In these experiments, we reshuffle by
reinitializing z uniformly at random in conv(A)n. The algorithm is definitely
stopped when the relative square distance from the found solution and An
is smaller than 10−4. We indicate this second version as MADMM-R. We
set λ = 10−2, this value being chosen because, with high probability, it is
smaller than the lowest positive eigenvalue of ATA (see Remarks 3, 8, and
Corollary 1) when n = 100 and m < n. For simplicity, we do not re-compute
λ for each A.
Given the estimate x̂, we consider two performance metrics: the relative
square error (RSE) defined as ‖x˜− x̂‖2/‖x˜‖2 and the count of exact recovery
occurrences, that is, the number of experiments where x̂ = x˜. In the first
experiments we compare our approach to Lasso [20] and BP [15], both solved
via ADMM (we recall that BP can be used only in the noise-free setting).
As Lasso solution has a bias, we finally project it onto An.
We fix the ADMM parameter α = 1 for all the algorithms, and we stop
them when the distance between two successive estimates is below 10−12.
The results are averaged over 500 runs.
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Figure 2: A = {0,±1}, n = 100, k = 10, λ = 10−2, noise-free case, mean
over 500 runs.
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Figure 3: A = {0,±1, . . . ,±5}, n = 100, k = 10, λ = 10−2, noise-free case,
mean over 500 runs.
In Figure 2, we show the results (accuracy metrics and number of iter-
ations) of the experiments with A = {0,±1} in the noise-free setting; the
sparsity is fixed to k = 10 and we vary the number of measurements m. We
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remark that for each iteration step the complexity of ADMM and MADMM
is actually the same, than the number of iterations determines the conver-
gence time. We can appreciate that MADMM is more accurate (in both
metrics) and quicker than ADMM. The accuracy can be further improved
with MADMM-R (which always obtain the exact recovery with only m = 35
measurements), at the price of a larger convergence time for smaller m’s.
A similar behavior can be observed for A = {0,±1, . . . ,±5} (Figure
3). In this case, the improvement of MADMM with respect to ADMM is
higher. MADMM-R instead has always has a larger convergence time, which
means that a lot of reshuffling might be necessary to decrease RSE for larger
alphabets. We recall however that the stopping criterion for reshuffling is
set on the non-quantized final estimate; performing quantization we could
expect an exact solution after less reshuffling iterations.
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Figure 4: A = {0,±1}, n = 100, m = 20, λ = 10−2, noise-free case, mean
over 500 runs.
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Figure 5: A = {0,±1, . . . ,±5}, n = 100, m = 20, λ = 10−2, noise-free case,
mean over 500 runs.
In Figures 4 and 5, we show the performance when the sparsity level k
varies, while m = 20. The observed behaviors are in line with the previous
results: MADMM and MADMM-R are more accurate than Lasso and BP,
and MADMM is the fastest choice.
In the second set of experiments, we fix k = 10, m = 40, and we add some
measurement Gaussian noise. In Figures 6 and 7, we show the performance
for different signal-to-noise ratios (SNR). Again, MADMM is observed to
be more accurate and quicker than ADMM. For A = {0,±1}, an evident
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gap is obtained at SNR= 15dB, where ADMM recovers exactly only in 40%
of runs, while MADMM overcomes 80%. Moreover, with reshuffling, we
always obtain the exact solution for SNR≥ 20dB. For A = {0,±1, . . . ,±5}
we observe that MADMM and MADMM-R have the same exact recovery
rate (the higher number of iterations of MADMM-R is just to reduce the
RSE).
We conclude that MADMM generally performs better than Lasso and
BP (solved via ADMM), in terms of recovery accuracy and computation
complexity. Moreover, MADMM-R can be used when higher precision is
required, at the price of slower convergence.
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Figure 6: A = {0,±1}, n = 100, k = 10, m = 40, λ = 10−2, noisy measure-
ments, mean over 500 runs. SNR is expressed in dB.
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Figure 7: A = {0,±1, . . . ,±5}, n = 100, k = 10, m = 40, λ = 10−2, noisy
measurements, mean over 500 runs. SNR is expressed in dB.
We finally compare MADMM with the latest algorithm PROMP [15],
designed for lattice-valued signals. For this comparison, we consider a sim-
ulation setting proposed in [15]: A is Gaussian, A = {0,±1}, n = 100; no
noise is added. In Figure 8, we show the rate of exact estimations over
500 trials, and the mean run time (in seconds). We can appreciate that
MADMM achieves better recovery performance: less measurements are re-
quired to have success; in particular, the threshold to obtain 100% of suc-
cesses is around 10 measurements lower for MADMM. Concerning the run
time, PROMP time is always of order 10−3 seconds, while MADMM gen-
erally requires less than 10−2 seconds in the 100% successes zone, and is
of order 10−2 in the other zones. This behavior is in line with what is ob-
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served in classical (non discrete-valued) CS: greedy methods are faster, while
`1-based methods require less measurements
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Figure 8: MADMM vs PROMP [15], n = 100, A = {0,±1}, noise-free case,
500 runs. The run time is expressed in seconds.
6.2 Multiple target localization via CS
We now show the efficiency of MADMM in a practical problem, namely a
multiple target localization problem [8]. We consider a 20 × 20 m2 area,
subdivided into n = 100 cells of dimension 2 × 2 m2, and we simulate
the following setting. m < n sensors are deployed uniformly at random
over the area. In the training phase, a target is placed in turn in each
cell, and the corresponding received signal strength (RSS) at each sensor is
measured, according to the IEEE 802.15.4 standard [8, Equation 11], with
SNR= 25dB. Each sensor takes only one measurement, then the number
of measurements is equal to the number of sensors (more measurements for
each sensor could be considered to improve the localization). In this way,
we build the dictionary A.
Given A, the localization problem can be interpreted as the recovery of
a binary signal x ∈ {0, 1}n from y = Ax. Specifically, xi = 1 when a target
transmits from cell i, and xi = 0 when the cell i is empty. Even in the case
of multiple targets, the number of targets is generally much smaller than
the number of cells, which guarantees sparsity conditions. The matrix A is
deterministic and may not have sufficient properties of incoherence to apply
CS. However, in [8, Proposition 1] it has been proven that after feasible
orthogonalization, the problem becomes suitable for `1-minimization.
For this experiment we compare MADMM and Lasso solved via ADMM.
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Figure 9: Localization error and corresponding number of iterations to con-
verge, varying m, with no additive measurement noise and with Gaussian
Noise N (0, η2), η = 10.
We set λ = 10−3 and we stop the algorithms when the distance with previous
step estimate is lower than 10−8. For MADMM, we clearly set d = 1. We
consider k = 4 targets. Assuming to know k, at the end of the procedure we
select the k largest values to estimate the occupied cells. We then compute
the mean localization error min 1k
∑k
i=1 ‖τi−τ̂i‖2, where τi and τ̂i respectively
are the real and estimated positions of the targets (which are assumed to
be in the center of the cells). In Figure 9, we show the localization error
and the number of iterations to converge. We can appreciate that MADMM
gives a slightly lower error in a significantly smaller number of iterations, in
particular for lower m’s.
7 Conclusions
In this paper, we have used concave penalization techniques to recover finite-
valued sparse signals, with particular focus on the CS framework. We have
theoretically proven that the desired signal is the global minimum of a suit-
able cost functional in the noise-free case. The same functional has been
shown to be robust to (signal and measurement) noise. We have then de-
rived recovery algorithms based on ADMM, whose convergence has been
discussed. A method to check if a solution is exact also been shown. Nu-
merical experiments show the efficiency of the proposed method with respect
to the state-of-the-art in terms of accuracy and convergence speed.
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