Abstract: Recently, some authors have proved monotonicity results for delta and nabla fractional differences separately. In this article, we use dual identities relating delta and nabla fractional difference operators to prove shortly the monotonicity properties for the (left Riemann) nabla fractional differences using the corresponding delta type properties. Also, we proved some monotonicity properties for the Caputo fractional differences. Finally, we use the Q−operator dual identities to prove monotonicity results for the right fractional difference operators.
Introduction and preliminaries about fractional sums and differences
Fractional calculus have attracted many researchers in different fields of engineering and science since not short time [20, 21, 22] . The extent of interest in this field reaches every concept can be applied to fractional dynamical systems such as delay , impulse, stability, controllability, biological modelling, variational calculus, etc. [28, 23, 26, 27, 29, 24, 25] . Discrete fractional calculus remained without serious developing til the beginning of the last decade in the last century. Twenty years after the articles [1, 2] , many authors started to attack discrete fractional calculus very extensively ( [3] - [19] ). Recently, some authors started to study monotonicity and convexity properties of delta and nabla (left Riemann) fractional differences ( [30] - [34] ). For example, the authors studied the monotonicity properties for delta fractional differences of order 0 < α < 1 while others studied the case 1 < α < 2. In [31] the authors proved two monotonicity results for delta and nabla fractional differences separately (see Theorem A and Theorem B there). Then, very recently, the authors in [33] improved the results obtained for the delta case by using better starting conditions. In this article, we use the dual identities relating delta and nabla (left Riemann) fractional differences [16, 17] to provide monotonicity short proofs for the nabla case using the delta case. Then, we used the relation between Riemann and Caputo fractional differences to carry the analysis in ( [30] - [34] ) from Riemann fractional differences to Caputo fractional differences. Finally, we used the action of the Q−operator [3, 16, 17] in relating left and right fractional difference types to prove monotonicity results for right fractional difference types. For a natural number n, the fractional polynomial is defined by,
where Γ denotes the special gamma function and the product is zero when t + 1 − j = 0 for some j. More generally, for arbitrary α, define
where the convention that division at pole yields zero. Given that the forward and backward difference operators are defined by
respectively, we define iteratively the operators ∆ m = ∆(∆ m−1 ) and ∇ m = ∇(∇ m−1 ), where m is a natural number.
Here are some properties of the factorial function. 
Also, for our purposes we list down the following two properties, the proofs of which are straightforward.
For the sake of the nabla fractional calculus we have the following definition Definition 1.1. ( [35, 36, 37] ) (i) For a natural number m, the m rising (ascending) factorial of t is defined by
(ii) For any real number the α rising function is defined by
Regarding the rising factorial function we observe the following:
Notation:
(i) For a real α > 0, we set n = [α] + 1, where [α] is the greatest integer less than α.
(ii) For real numbers a and b, we denote Na = {a, a + 1, ...} and b N = {b, b − 1, ...}.
(iii) For n ∈ N , we denote
The following definition and the properties followed can be found in [16] and the references therein.
Definition 1.2.
[16] Let σ(t) = t + 1 and ρ(t) = t − 1 be the forward and backward jumping operators, respectively. Then (i) The (delta) left fractional sum of order α > 0 (starting from a) is defined by:
(ii) The (delta) right fractional sum of order α > 0 (ending at b) is defined by:
(iii) The (nabla) left fractional sum of order α > 0 (starting from a) is defined by:
(iv)The (nabla) right fractional sum of order α > 0 (ending at b) is defined by:
Regarding the delta left fractional sum we observe the following:
maps functions defined on Na to functions defined on
(iii) The Cauchy function
Regarding the delta right fractional sum we observe the following:
(iii) the Cauchy function
Regarding the nabla left fractional sum we observe the following:
maps functions defined on Na to functions defined on Na.
(ii)∇ −n a f (t) satisfies the n-th order discrete initial value problem
Regarding the nabla right fractional sum we observe the following:
satisfies the n-th order discrete initial value problem
The proof can be done inductively. Namely, assuming it is true for n, we have
By the help of (10), it follows that
The other part is clear by using the convention that
The (delta) left fractional difference of order α > 0 (starting from a ) is defined by:
(ii) [7] The (delta) right fractional difference of order α > 0 (ending at b ) is defined by:
(iii) [19] The (nabla) left fractional difference of order α > 0 (starting from a ) is defined by:
(iv) ( [12] , [16] The (nabla) right fractional difference of order α > 0 (ending at b ) is defined by:
Regarding the domains of the fractional type differences we observe: (i) The delta left fractional difference ∆ α a maps functions defined on Na to functions defined on N a+(n−α) .
(ii) The delta right fractional difference b ∆ α maps functions defined on b N to functions defined on b−(n−α) N.
(iii) The nabla left fractional difference ∇ α a maps functions defined on Na to functions defined on N a+n .
(iv) The nabla right fractional difference b ∇ α maps functions defined on b N to functions defined on b−n N .
Then, (i) [3] the delta α−order Caputo left fractional difference of a function f defined on Na is defined by
where
It is clear that C ∆ α a maps functions defined on Na to functions defined on N a+(n−α) , and that (27) and
In particular, when 0 < α < 1, we have
Then the (dual) nabla left and right Caputo fractional differences are defined
respectively.
The following proposition states a dual relation between left delta Caputo fractional differences and left nabla (dual) Caputo fractional differences.
Analogously, the following proposition relates right delta Caputo fractional differences and right nabla (dual) Caputo fractional differences.
Theorem 1.5.
[17] For any α > 0 and f : Na → R, we have
and
In particular, when 0 < α < 1, then a(α) = a and b(α) = b and hence we have
[17] Assume α > 0 and f is defined on suitable domains Na and b N. Then
In particular, if 0 < α ≤ 1 then a(α) = a and b(α) = b and hence
Lemma 1.7. (see [18] and Lemma 5 in [14] ) Let 0 ≤ n − 1 < α ≤ n and let y(t) be defined on Na. Then the following statements are valid.
Next lemma for the right fractional sums and differences case. (
In [19] the author used a delta Leibniz's Rule to obtain the following alternative definition for Riemann delta left fractional differences:
In analogous to (42) the authors in [13] used a nabla Leibniz's Rule to prove that
In [12] the authors used a delta Leibniz's Rule to prove the following formula for nabla right fractional differences
Similarly, we can use a nabla Leibniz's Rule to prove the following formula for the delta right fractional differences:
If f (s) is defined on Na ∩ b N and a ≡ b (mod 1) then (Qf )(s) = f (a + b − s). The Q-operator generates a dual identity by which the left type and the right type fractional sums and differences are related. Using the change of variable u = a + b − s, in [3] it was shown that
and hence ∆
The proofs of (47) and (48) follow by the definition, (46) and by noting that
−Q∇f (t) = ∆Qf (t).
Similarly, in the nabla case we have
and hence
The proofs of (50) and (51) follow by the definition, (49) and that −Q∆f (t) = ∇Qf (t).
For more details about the discrete version of the Q-operator we refer to [16] . 
Monotonicity known results via dual identities
The following two monotonicity results have been proved in [31] for delta and nabla fractional differences separately in two long proofs.
Theorem 2.1. [30, 31] If f : Na → R, ∆ ν a f ≥ 0 for t ∈ N a+2−ν with 1 < ν < 2, and f (a + 1) ≥ f (a) ≥ 0, then ∆f (t) ≥ 0 for t ∈ Na . That is f is nondecreasing on Na.
That is f is nondecreasing on Na.
Assuming Theorem 2.1 is given, we will use its conclusion together with dual identity in Lemma (1.7)(a) to re-obtain and confirm Theorem 2.2. Actually, we state and prove the following version of Theorem 2.2 with a replaced by a − 1. Theorem 2.3. If f : N a−1 → R, ∇ ν a−1 f (t) ≥ 0, for each t ∈ Na, with 1 < ν < 2, then ∇f (t) ≥ 0 for t ∈ N a+1 . That is f is nondecreasing on N a+1 .
Proof. From the assumption and the representation (42) with a replaced by a − 1, we have
Hence, (52) and (53) imply that f (a + 1) ≥ νf (a) ≥ f (a) ≥ 0.
On the other hand, the dual identity Lemma 1.7 (i) implies ∆ ν a f (t − ν) = ∇ ν a−1 f (t) ≥ 0 for all t ∈ N a+2 , or ∆ ν a f (u) ≥ 0 for all u ∈ N a+2−ν . Then, by Theorem 2.1, we conclude that ∆f (t) = ∇f (t + 1) ≥ 0 for all t ∈ Na or ∇f (u) ≥ 0 for all u ∈ N a+1 .
The following three theorems have been proved in [33] very recently for the delta fractional difference operator. We shall use them to prove correspondent nabla ones by making use of the dual identities.
Theorem 2.4. [33] Assume that f : Na → R and ∆ ν a f (t) ≥ 0, for each t ∈ N a+2−ν with 1 < ν < 2.
Next, we state and prove its nabla version.
Proof. By assumption and the dual identity Lemma 1.
Its nabla correspondent result will be.
We omit the proof since it is similar to above.
Theorem 2.8. [33] Assume that f : Na → R and ∆ ν a f (t) ≥ 0, for each t ∈ N a+2−ν with 1 < ν < 2.
The nabla correspondent of Theorem 2.8 will be:
In [32] , the following monotonicity result was proved for the delta fractional difference operator, with order 0 < α < 1: 
Then, y is ν−increasing on N 0 .
By means of the dual identity Lemma 1.7(i) we can have the following nabla version of Theorem 2.10 abo Theorem 2.11. Let f : N 0 → R be a function . Fix ν ∈ (0, 1) and suppose that
by Theorem 2.10 we conclude that f is ν−increasing on N 0 .
On the other way back, we can similarly use the dual identity and delta version Theorem 3.6 in [32] to prove the following nabla theorem: Theorem 2.12. Let f : N 0 → R be a function . Fix ν ∈ (0, 1) and suppose that f is increasing on N 0 and y(0) ≥ 0.
3 Monotonicity results for Caputo fractional diferences
∆f (a) for t ∈ N a+2−ν with 1 < ν < 2 and f (a + 1) ≥ f (a) ≥ 0. Then, ∆f (t) ≥ 0 for t ∈ Na.
The proof follows by (27) with n = 2 and Theorem 2.1. The following is the Caputo version of Theorem 2.4.
The proof follows by (27) with n = 2 and Theorem 2.4.
The proof follows by (27) with n = 2 and Theorem 2.6.
The proof follows by (27) with n = 2 and Theorem 2.8. 
Then, f is ν−increasing on N 0 .
The proof follows by (27) with n = 1 and Theorem 2.10.
The following is Theorem 3.6 in [32] .
Theorem 3.6.
[32] Let f : N 0 → R be a function . Fix ν ∈ (0, 1) and suppose that f is increasing on N 0 and
By means of Caputo fractional differences, Theorem 3.6 takes the form:
Theorem 3.7. Let f : N 0 → R be a function . Fix ν ∈ (0, 1) and suppose that f is increasing on
The proof follows by (27) with n = 1 and Theorem 3.6.
Remark 3.1. We can prove the results of this section for nabla left Caputo fractional difference operators either by using the correspondence result for the delta left Caputo fractional differences obtained in this section via the dual identity (33) (for 1 < α < 2, a(α) = a + 1 and for 0 < α < 1, a(α) = a) or by using the nabla Reimann fractional difference results proved in the previous section via the relation (35).
Monotonicity results for right fractional difference types
In this section, we use the monotonicity results for left fractional difference types discussed in the previous two sections and Q−operator dual identities (47), (50) for delta and nabla Riemann fractional differences, and (48), (51) for delta and nabla Caputo fractional differences, to obtain monotonicity results for the right fractional difference types. Proof. From the dual identity (47) we have (∆ α a g)(t) = (Q b ∆ α f )(t) for all t ∈ N a+2−α , where g(t) = f (a + b − t). The assumption, b ∆ α f (u) ≥ 0 for u ∈ b−(2−α) N implies that ∆ α a g(t) ≥ 0 for all t ∈ N a+2−α . On the other hand, the assumption f (b−1) ≥ f (b) ≥ 0 implies that g(a+1) ≥ g(a) ≥ 0. Therefore, Theorem 2.1 applied to g(t) = f (a + b − t) implies that ∆g(t) ≥ 0 for all t ∈ Na. Which means that −∇f (t) ≥ 0 for all t ∈ b N.
The nabla version of Theorem 4.1 is then, Theorem 4.2. Assume f : b+1 N → R is a function, b+1 ∇ α f (u) ≥ 0 for u ∈ b N, with 1 < α < 2. Then, −∆f (t) ≥ 0 for all t ∈ b−1 N. 
