Abstract. Let Q 6 denote the port of the dual Fano matroid F 7 and let Q 7 denote the clutter consisting of the circuits of the Fano matroid F 7 that contain a given element. Let L be a binary clutter on E and let d 2 be an integer. We prove that all the vertices of the polytope fx 2 R E : x(C) 1 for C 2 Lg \ fx : a x bg are Let M be a matroid on a groundset E f`g, where`is a distinguished element of the groundset, and let C denote the family of circuits of M. The family fC : C flg 2 Cg is a clutter, called the`-port of M. A clutter is said to be binary if it is the port of some binary matroid.
The binary clutters Q 6 and Q 7 are de ned, respectively, on six and seven elements. Q 6 is the clutter on the set f1; 2; 3; 4; 5; 6g consisting of the sets f1; 3; 5g, f1; 2; 6g, f2; 3; 4g and f4; 5; 6g. Q 7 is the clutter on the set f1; 2; 3; 4; 5; 6; 7g consisting of the sets f1; 4; 7g, f2; 5; 7g, f3; 6; 7g, f1; 2; 6; 7g, f1; 3; 5; 7g, f2; 3; 4; 7g and f4; 5; 6; 7g.
The following result is the main result of the paper. Applications to graphs are given in Section 5. The clutter L is said to be mengerian if L = f;g, or both the above program and its dual max 1 T y subject to P e2C y C w e for e 2 E y C 0 for C 2 L have integer optimizing vectors for all w 2 Z E + . Seymour 10] showed that a clutter L 6 = f;g which is a matroid port is mengerian if and only if L is binary and does not have any Q 6 minor. Therefore, from Theorem 1.2, the class of the binary clutters which are box The characterization of the clutters with the weak max-ow-min-cut property is a hard and unsolved problem, even within the class of matroid ports (see 10], 4]).
We mention yet another equivalent de nition for box In order to prove Theorem 1.2, it su ces to show the implications (iii) =) (i) and The most di cult part is to show the implication (i) =) (ii). For this, we use as main tool a decomposition result for matroids without minor F 7 using a given element`(Tseng k-separation Let r(:) denote the rank function of the matroid M on E. Let k 1 be an integer. A k-separation of M is a partition (E 1 ; E 2 ) of the groudset E satisfying ( jE 1 j; jE 2 j k r(E 1 ) + r(E 2 ) r(E) + k ? 1 When equality r(E 1 ) + r(E 2 ) = r(E) + k ? 1 holds, the separation is called strict. The matroid M is said to be k-connected if it has no j-separation for j k ? 1. Throughout the paper, 2-connected will be abbreviated as connected.
If M has a strict k-separation (E 1 ; E 2 ), then it admits a partial representation matrix with a special form. Indeed, let X 2 be a maximal independent subset of E 2 and let X 1 E 1 such that X = X 1 X 2 is a base of M, so jX 1 j = r(E 1 ) ? k + 1 and jX 2 j = r(E 2 ). The partial representation matrix B of M in the base X has the form shown in Figure 1 . Figure 1 The rank of the matrix D is equal to k ? 1. In the case k = 1 of a strict 1-separation, the matrix D is identically zero. Then, M is the 1-sum of M 1 and M 2 .
In the case k = 2 of a strict 2-separation, the matrix D has rank 1 and, thus, has the form shown in Figure 2 .
Figure 2
So, the setỸ 1 consists of the elements y 2 Y 1 such that X 1 + y is an independent set of M and, for y 2Ỹ 1 , the fundamental circuit of y in the base X is of the formX 2 A y fyg with A y X 1 . Given two elements e 1 2X 2 and e 2 2Ỹ 1 , we consider the matroids M 1 = M = ( X 2 ? e 1 ) n Y 2 and M 2 = M=X 1 n(Y 1 ? e 2 ) de ned, respectively, on E 1 fe 1 ;`g and E 2 fe 2 ;`g. It follows from the next Proposition 2.1 that M is the 2-sum of M 1 and M 2 (after renaming e 1 as e 0 in M 1 and e 2 as e 0 in M 2 ). A set C E is said to be crossing if C \ E 1 6 = ; and C \ E 2 6 = ;. Proposition 2.1 (i) Let C be a circuit of M. Then, either C E i and C is a circuit of M i , for some i 2 f1; 2g, or C is crossing and (C \ E i ) + e i is a circuit of M i , for i = 1 and 2. Moreover, (C \ E 1 ) X 2 and (C \ E 2 )4X 2 are circuits of M. Every circuit of M i arises in one of the two ways indicated above.
(ii) Let C; C 0 be two crossing circuits of M, then (C \ E i )4(C 0 \ E j ) is a cycle of M for any i; j 2 f1; 2g.
Proof. (ii) follows directly from (i) and (i) is easy to check after observing that, for a circuit C of M, C is crossing if and only if jC \Ỹ 1 j is odd.
In the case k = 3 of a strict 3-separation, the matrix D has rank 2. Moreover, if jE 1 j; jE 2 j 4 and M is 3-connected, it can be shown that M has a partial representation matrix B of the form shown in Figure 3 The (e;`)-entry of B is equal to 1, hence the set X 0 = X ? e +`is again a base of M. Let B 0 denote the partial representation matrix of M in the base X 0 . So B 0 can be obtained from B by pivoting with respect to its (e;`)-entry. Pivoting will a ect only the rows of B indexed by X 2 ? e. Let D 0 denote the submatrix of B 0 with row index set X 2 ? e +`and with column index set Y 1 . It is not di cult to check that the row of D 0 indexed by f is the vector (a b; 1; 1) and that each other row of D 0 indexed by some element of X 2 ? fe; fg is one of the two vectors (a b; 1; 1) or (0; : : :; 0; 0; 0). Therefore, the submatrix of D 0 with row index set X 2 ? e has rank 1. This shows that the partition (E 1 ; E 2 ?`) of E ?`is a strict 2-separation of the matroid M=`.
Fano matroid
The Fano matroid F 7 is the matroid on f1; 2; 3; 4; 5; 6; 7g whose circuits are the seven sets f1; 2; 3g, f1; 4; 7g, f1; 5; 6g, f2; 4; 6g, f2; 5; 7g, f3; 4; 5g and f3; 6; 7g (the lines of the Fano plane) together with their complements. The dual Fano matroid F 7 is the dual of F 7 , its circuits are f4; 5; 6; 7g, f2; 3; 5; 6g, f2; 3; 4; 7g, f1; 3; 5; 7g, f1; 3; 4; 6g, f1; 2; 6; 7g and f1; 2; 4; 5g (the complements of the lines of the Fano plane).
By symmetry, there is only one port for F 7 . The 7-port of F 7 is the clutter Q 6 , already de ned earlier, consisting of the sets f4; 5; 6g, f2; 3; 4g, f1; 3; 5g and f1; 2; 6g.
Observe that every one-element contraction of F 7 has a 2-separation. For example, the sets f1; 4g and f2; 3; 5; 6g form a strict 2-separation of F 7 =7.
We also consider the series-extension F + 7 of the Fano matroid F 7 , obtained by adding a new element \8" in series with, say, the element \7", i.e. f7; 8g is a cocircuit of F + 7 .
Hence, F + 7 is the matroid de ned on f1; 2; 3; 4; 5; 6; 7; 8g whose circuits are the sets C for which C is a circuit of F 7 with 7 6 2 C, and the sets C f8g for which C is a circuit of F 7 with 7 2 C. Up to symmetry, there are two distinct`-ports of F + 7 , depending whether is one of the two series elements 7; 8, or not. We denote by Q 7 the`-port of F + 7 wheǹ is a series element of F + 7 . Then, for`= 8, Q 7 consists of the sets f1; 4; 7g, f2; 5; 7g, f3; 6; 7g, f1; 2; 6; 7g, f1; 3; 5; 7g, f2; 3; 4; 7g and f4; 5; 6; 7g, i.e. Q 7 consists of the circuits of F 7 containing the point 7.
We use the following facts about regular matroids ( 13] 
Decomposition result
The following decomposition result was proved by Tseng and Truemper ( 14] , Theorem 4.3); see also ( 12] Otherwise, r M (E 1 ) = r M=`( E 1 ), implying that r M=`( E 1 ) + r M=`( E 2 ) = r M=`( E) + 1; hence, in order to show that (b) applies, we need only to check that jE 2 j 2. Suppose, for contradiction, that jE 2 j = 1, i.e. E 2 = f`0g. We deduce that f`;`0g is a cocircuit of M. Therefore, M can be seen as the series-extension of M=`obtained by adding`in series with`0. If M=`is regular, then M is regular too and, thus, (c) applies. Hence, we can suppose that M=`is 2-connected and not regular. It follows from 9] that M=`has a minor F 7 or F 7 using`0. It is easy to see that, if M=`has a minor F 7 using`0, then M has a minor F 7 using`and, if M=`has a minor F 7 using`0, then M has a minor F + 7 using`as a series element. We obtain a contradiction in both cases. Remark 2.6 One can check that, under the conditions of Theorem 2.5 (i.e. M has no minor F 7 using`, no minor F + 7 using`as a series element and`is not a coloop of M), M=`is regular, or M has a 1-separation.
Signed circuits
Let M be a binary matroid on E f`g and let L denote the`-port of M. A convenient way to refer to the members of L is in terms of odd circuits of M=`with respect to some signing. Given a set E +`, a subset A E is called -even (resp. -odd) if jA \ j is even (resp. odd). It is immediate to check that Proposition 2.7 Let be a cocircuit of M such that`2 and let C be a subset of E. Then The following result is easy to check. (ii) x belongs to (resp. is a vertex of ) Q(Ln`; a) if and only if (x; 1) belongs to (resp. is a vertex of) Q(L; (a; 1)).
As an immediate consequense, we have that Proof. Let M be a regular matroid on E f`g and let L be its`-port. Since M is regular, we can nd a totally unimodular matrix M which represents M over R and is of the form shown in Figure 4 . We can suppose that the matrix A has full rank. We state a preliminary result. as a minor using`as a series element.
Our goal is to show that L is box We assume that the result holds for every groundset with less than jEj elements, i.e. that every binary clutter without Q 6 or Q 7 minor on a set with less than jEj elements is
We can suppose that`is not a loop, nor a coloop of M, i.e. that L 6 = f;g; ;. We know from Theorem 3.5 that L is box suppose that u e 6 = 0; 1 for all e 2 E. Call an inequality tight for u if it is satis ed at equality by u.
The inequalities de ning Q(L; a) are of three types: Type I: x e = a e for e 2 I. Type II: x(C) 1, for C 2 L noncrossing (i.e. C E i for i 2 f1; 2g). Type III: x(C) 1, for C 2 L crossing.
The case when no inequality of type III is tight for u is easy; the proof of the following result is analogous to that of Proposition 4.1. We now suppose that there exists some crossing C 2 L for which u(C) = 1 holds. Definition 4.3 We call path every set of the form C \ E i , for i 2 f1; 2g, where C 2 L is crossing.
Let be a cocircuit of M which contains`. Set u o = min(u(P) : P is a path with jP \ j odd) u e = min(u(P) : P is a path with jP \ j even): Both u o ; u e are well de ned. Proposition 4.4 u o + u e = 1 holds. Moreover, for each tight crossing C 2 L with, say, C \ E 1 -odd and C \ E 2 -even, then u(C \ E 1 ) = u o and u(C \ E 2 ) = u e holds.
Proof. Take C 2 L crossing and tight. Then, 1 = u(C) = u(C\E 1 )+u(C\E 2 ) u o +u e holds. Conversely, suppose that u o = u(C \ E i ) and u e = u(C 0 \ E j ), where C; C 0 2 L are crossing with C \ E i -odd, C 0 \ E j -even and i; j 2 f1; 2g. >From Proposition 2.1, C 00 = (C \ E i )4(C 0 \ E j ) is a cycle of M=`. Hence, C 00 = h C h , where C h are pairwise disjoint circuits of M=`. Since C 00 is -odd, at least one of the C h 's is -odd, i.e. belongs to L. This implies that u(C 00 ) = P h u(C h ) 1. Therefore, u o + u e 1 holds. Hence, we have the equality u o + u e = 1. The last part of the Proposition follows immediately.
Let B be a base of equalities for u, i.e. B is a maximal set of linearly independent inequalities chosen among the inequalities de ning Q(L; a) that are satis ed at equality by u. Let Hence, there exists a tight equality u(C ) = 1 where C 2 L is crossing, C \ E 1 isodd and C \E 2 is -even. Then, we can nd two elements e 1 2 C \E 2 , e 2 2 C \E 1 with e 1 6 2 and e 2 2 (after eventually changing the cocircuit ). (Indeed, let e 2 2 C \ E 1 , e 1 2 C \ E 2 and let X be a base of M containing (C ? e 2 ) f`g. Let 0 denote the fundamental cocircuit of`in the base X; then, e 2 2 0 since C +`is the fundamental circuit of e 2 in the base X, and e 1 6 2 0 since e 1 2 X. Hence, it su ces to replace by 0 . ) Set M 1 = M=((C \ E 2 ) ? e 1 )n(E 2 ? C ) and M 2 = M=((C \ E 1 ) ? e 2 )n(E 1 ? C ), de ned, respectively, on the sets E 1 fe 1 ;`g and E 2 fe 2 ;`g. Let u i denote the projection of u on R E i and set a i = (a e ) e2I\E i , for i = 1; 2. We de ne u i 2 R E i +e i by 8 > < > : u i (e) = u i (e) for e 2 E i ; i = 1; 2; u 1 (e 1 ) = u e ; u 2 (e 2 ) = u o : Proposition 4.6 u i 2 Q(L i ; a i ), for i = 1; 2.
Proof. Take C 2 L i . By Proposition 2.1 (i), either C 2 L and, thus, u i (C) = u(C) 1, or C = C 0 \ E i + e i for some crossing circuit C 0 of M=`. Say i = 1. Then, C 0 \ E 1 is -odd, since C is -odd and e 1 6 2 . By Proposition 2.1 (ii), (C 0 \ E 1 )4(C \ E 2 ) is a cycle of M=`and it is -odd since C \E 2 is -even. Hence, u(C 0 \E 1 ) + u(C \E 2 ) 1 which, together with u(C \ E 2 ) = u e , implies that u(C 0 \ E 1 ) 1 ? u e = u o . Therefore, u 1 (C) = u(C 0 \ E i ) + u e u o + u e = 1. The case i = 2 is identical.
We construct the set B This follows from the fact that the matrix displayed in Figure 8 has full rank jEj + 2;
indeed, it can be obtained by row and column manipulations from the full rank matrix displayed in Figure 9 . Suppose, for example, that B (1) has full rank. This implies that u 1 is a vertex of Q(L 1 ; a 1 ) and, thus, u 1 is The collection of odd circuits of a signed graph is a binary clutter. Indeed, given a signed graph (G; ), let S(G; ) denote the binary matroid on f`g E represented over GF (2) by the matrix 1 j 0 j M G ], where M G is the node-edge incidence matrix of G and is the incidence vector of the set . Clearly, the`-port of S(G; ) coincides with the family of odd circuits of (G; ). In particular, the collection of odd circuits of the signed graph (K 4 ; E(K 4 )), i.e. K 4 with all edges odd, is the clutter Q 6 , i.e. S(K 4 ; E(K 4 )) is F 7 . One can check that (G; ) does not reduce to (K 4 The following result is an immediate application of Theorem 1.2.
Theorem 5.1 Let (G; ) be a signed graph and let L denote its collection of odd circuits.
The following assertions are equivalent.
(i) (G; ) does not reduce to (K 4 
Given a graph G = (V; E), we consider the polytope S(G) = fx 2 R E : x(F) ? x(C ? F) jFj ? 1 (C circuit of G; F C; jFj odd); 0 x e 1 (e 2 E)g: The polytope S(G) is a relaxation of the cut polytope P(G) (de ned as the convex hull of the incidence vectors of the cuts of G). In general, S(G) has fractional vertices. In fact, the 0; 1-vertices of S(G) are the incidence vectors of the cuts of G, and S(G) has only integral vertices, i.e. S(G) = P(G), if and only if G is not contractible to K 5 for each e 2 E, Q(L 0 ; (a; a 0 )) \ f(x; y) 2 R E R E 0 : y e 0 = 1 ? x e for e 2 Eg is a face of Q(L 0 ; (a; a 0 )). Therefore, S(G) \ fx : x e = a e for e 2 Ig is the projection of a face of Q(L 0 ; (a; a 0 )). Hence, all its vertices are It is easy to check that (iii) is closed under graph minors. Moreover, K 4 does not have the property (iii). Indeed, consider K 4 with its edges labeled 1; 2; 3; 4; 5; 6 in such a way that the triangles of K 4 are f1; 2; 6g, f1; 3; 5g, f2; 3; 4g, f4; 5; 6g (i.e. the members of Q 6 ). 
