Main Results

1.1.
Special Cases over Q. Let φ be a newform of weight 2, level Γ 0 (N ), with Fourier expansion φ = ∞ n=1 a n q n normalized such that a 1 = 1. Let K be an imaginary quadratic field of discriminant D and χ a (primitive) ring class character over K of conductor c, i.e. a character of Pic(O c ) where O c is the order Z + cO K of K. Assume the Heegner condition:
(1) (c, N ) = 1, any prime divisor p|N is not inert over K and must be split if p 2 |N . Let X 0 (N ) be the modular curve over Q, whose C-points parametrize isogenies E 1 → E 2 of elliptic curves over C with kernel cyclic of order N . By Heegner condition, there exists a proper ideal N of O c such that O c /N ∼ = Z/N Z. For any proper ideal a of O c , let P a ∈ X 0 (N ) be the point representing the isogeny C/a → C/aN −1 which is defined over the ring class field H c over K of conductor c and only depends on the class of a in Pic(O c ). Let J 0 (N ) be the Jacobian of X 0 (N ) and the cusp ∞ on X 0 (N ) defines a morphism from X 0 (N ) to J 0 (N ) over Q: P → [P − ∞]. Let P χ to be the point
[a]∈Pic (Oc) [P a − ∞] ⊗ χ([a]) ∈ J 0 (N )(H c ) ⊗ Z C and P φ χ the φ-isotypical component of P χ . The following theorem was proved by Gross-Zagier in the case c = 1 in their celebrated work [16] , and will follow immediately from the general explicit Gross-Zagier formula in Theorem 1.5. (See special case 2 and example after Theorem 1.5.)
Ye Tian was supported by grants NSFC 11325106 and NSFC 11321101. In particular, if φ is associated to an elliptic curve E over Q via Eichler-Shimura theory and f : X 0 (N ) → E is a modular parametrization mapping the cusp ∞ to the identity O ∈ E. Then the Heegner divisor P 0 χ (f ) := [a]∈Pic(Oc) f (P a ) ⊗ χ([a]) ∈ E(H c ) C satisfies the height formula
where h K is the Néron -Tate height on E over K and deg f is the degree of the morphism f .
Let φ = ∞ n=1 a n q n ∈ S 2 (Γ 0 (N )) be a newform of weight 2 and level Γ 0 (N ). Let K be an imaginary quadratic field and χ : Gal(H c /K) −→ C × a character of conductor c. Assume the following conditions:
(i) (c, N ) = 1 and if p|(N, D) then p 2 ∤ N ; (ii) let S be the set of places p|N ∞ non-split in K such that for a finite prime p, ord p (N ) is odd if p is inert in K, and χ([p]) = a p if p is ramified in K. Then S has even cardinality. It follows that the sign of the function equation of the Rankin L-series L(s, φ, χ) is +1.
Let B be the quaternion algebra over Q ramified exactly at places in S. Note that the condition (ii) implies that there exists an embedding of K into B which we fix once and for all. Let R ⊂ B be an order of discriminant N such R ∩ K = O c . Such order exists and unique up to a conjugation by K × . Here for an abelian group M , let Z = p Z p and M = M ⊗ Z Z where p runs over all primes. By reduction theory of definite quadratic forms, the coset X := B × \ B × / R × is finite, say of order n. Let 
where g (p) is the p-off part of g and if g p corresponds to lattice Λ, then s p (g p ) is the coset corresponding to the homothetic lattice pΛ, and h p runs over p + 1 lattices Λ ′ ⊂ Λ with [Λ :
There is a unique line V φ ⊂ C [X] 0 where T p acts as a p and S p acts trivially for all p ∤ N . Recall that the fixed embedding of K into B induces a map
using which we define an element in C[X], P χ := χ −1 (t)x t and let P φ χ be its projection to the line V φ . The following explicit height formula for P φ χ , which was proved by Gross in some case in [13] , is a special case of the explicit Waldspurger formulas in Theorems 1.8 and 1.10 (with Proposition 3.8). With an approach close to Gross-Zagier's original one, Shouwu Zhang [43] , [44] , and [45] obtained explicit formulas with some restrictions on ramification. Recently, Yuan-Zhang-Zhang [41] generalizes the Gross-Zagier formula to the most general cases. However, many applications in arithmetic need an explicit form. For example, see [35] for application to congruent number problem, where a "quasiexplicit" formula was obtained in some special case. Our main result is to convert Yuan-Zhang-Zhang's formula to an explicit form. The work of Gross [14] and Gross-Prasad [15] are important in this direction. We also make an explicit form of Waldspurger formula. 
, where r 1 (resp r 2 ) is the number of real (resp. complex) places of F , ζ F (s) is the usual Dedekind zeta-function of F , Γ R (s) = π −s/2 Γ(s/2), and Γ C (s) = 2(2π) −s Γ(s). For each place v of F , let L(s, 1 v ) denote the local Euler factor of L(s, 1 F ) at v. Let D F denote the absolute discriminant of F and δ ⊂ O the different of F so that δ = |D F |.
In the first two sections, we denote by K a quadratic extension over F , D = D K/F ⊂ O the relative discriminant of K over F , and D K the absolute discriminant of K. Let K ab denote the maximal abelian extension over K and let σ : 
Let κ b be the kernel of the first arrow, which has order 1 or 2 in the case F is totally real and K is a totally imaginary quadratic extension over F (see Theorem 10.3 in [40] ). For any algebraic group G over F , let G A = G(A) be the group of adélic points on G. For a finite set S of places of F , let
(S) ) the S-part of G A (resp. the S-off part of G A ) viewed as a subgroup of G A naturally so that the S-off components (resp, S-components) are constant 1. More general, for a subgroup U of G A of form U = U T U T for some set T of places disjoint with S where
, we may define U (S) , U S , and viewed them as subgroups of U similarly. For any ideal b of O, we also write U (b) for U (S b ) , and U b for U S b , with S b the set of places dividing b. Let U 0 (N ) and U 1 (N ) denote subgroups of GL 2 ( O) defined by
When F is totally real field and σ is an automorphic cuspidal representation of level N such that σ v is a discrete series for all v|∞, for an automorphic form φ of level U 1 (N ), we let (φ, φ) U0(N ) denote the Petersson norm defined using the invariant measure dxdy/y 2 on the upper half plane. 
× , let X U be the Shimura curve over F associated to U and ξ U ∈ Pic(X U ) Q the normalized Hodge class on X U , i.e. the unique line bundle, which has degree one one each geometrically connected components, and is parallel to
Here ω XU /F is the canonical bundle of X U , e x is the ramification index of x in the complex uniformization of X U , i.e. for a cusp x, e x = ∞ so that 1 − e −1 x = 1; for a non-cusp x, e x is the ramification index of any preimage of x in the map X U ′ → X U for any sufficiently small open compact subgroup U ′ of U such that each geometrically connected component of X U ′ is a free quotient of H under the complex uniformization. For any two open compact subgroups U 1 ⊂ U 2 of B × f , there is a natural surjective morphism X U1 → X U2 . Let X be the projective limit of the system (X U ) U , which is endowed with the Hecke action of B × where B × ∞ acts trivially. Note that each X U is the quotient of X by the action of U . Let A be a simple abelian variety over F parametrized by X in the sense that there is a non-constant morphism X U → A over F for some U . Then by Eichler-Shimura theory, A is of strict GL(2)-type in the sense that M := End 0 (A) = End(A) ⊗ Z Q is a field and Lie(A) is a free module of rank one over M ⊗ Q F by the induced action. Let
where Hom
as an entire function of s ∈ C. Let L(s, A, M ) denote the L-series of ℓ-adic Galois representation with coefficients in M ⊗ Q Q ℓ associated to A (without local Euler factors at infinite), then
Here Vol(X U ) is defined by a fixed invariant measure on the upper half plane. It follows that π A ∨ is dual to π A as representations of
which is independent of the choice of measure defining Vol(X U ). When A is an elliptic curve and identify A ∨ with A canonically, then for any morphism f : X U → A, we have (f, f ) U = deg f , the degree of the finite morphism f . (For more details, see [41] ).
Let K be a totally imaginary quadratic extension over F with associated quadratic character η on A × . Let L be a finite extension of M and χ :
C be the complete L-series obtained by ℓ-adic Galois representation associated to A tensored with the induced representation of χ from Gal(K/K) to Gal(Q/Q). Assume that
where ω A is the central character of π A on A × f , and that for each finite place v of F ,
where ǫ(B v ) = 1 if B v is split and = −1 otherwise, and ǫ(π A,v , χ v ) = ǫ(1/2, π A,v , χ v ) is the local root number of L(s, π A , χ). It follows that the global root number of the L-series L(s, π A , χ) is −1 and there is an embedding of K A into B over A. We fixed such an embedding once for all and then view K × A as a subgroup of B × . Let N be the conductor of π JL , D the relative discriminant of K over F , c ⊂ O be the ideal maximal such that χ is trivial on v∤c O × Kv v|c (1 + cO K,v ). Define the following sets of places v of F dividing N :
Let c 1 = p|c,p / ∈Σ1 p ordpc be the Σ 1 -off part of c, N 1 the Σ 1 -off part of N , and N 2 = N/N 1 . Let v be a place of F and ̟ v a uniformizer of F v . Then there exists an
Such an order R v is called admissible for (π v .χ v ) if it also satisfies the following conditions (1) and (2) . Note that up to K × v -conjugate there is a unique such order when v ∤ (c 1 , N ), and that B must be split at places v|(c 1 , N ) by Lemma 3.1.
(
Note that for v|(c 1 , N ), there is a unique order, up to K 
View ω as a character on Z and we may define a character on U (N2) by ω on Z ∩ U (N2) and trivial on U ′ , which we also denoted by ω.
Consider the Hecke action of
The theory of complex multiplication asserts that every point X
and that the Galois action is given by the Hecke action under the reciprocity law. Fix a point P ∈ X K × and let f ∈ V (π, χ) be a non-zero vector. Define a Heegner cycle associated to (π, χ) to be
and t → σ t is the reciprocity law map in the class field theory. The Néron -Tate height pairing over K gives a Q-linear map , K :
The Hilbert newform φ in the Jacquet-Langlands correspondence σ of π A on GL 2 (A) is the form of level U 1 (N ), for each v|∞, SO 2 (R) ⊂ GL 2 (F v ) acts by the character σ(k θ )φ = e 4πiθ φ where
where the measure d × a is taken to be Tamagawa measure so that Res s=1 |a|≤1,a∈F
Res s=1 L(s, 1 F ), and δ is the differential of F . Note that φ(g)φ(g) is a function on
We define the Petersson norm (φ, φ) U0(N ) by the integration of φφ with measure dxdy/y 2 on each upper half plane. One main result of this paper is the following. Theorem 1.5 (Explicit Gross-Zagier Formula). Let F be a totally real field of degree d. Let A be an abelian variety over F parametrized by a Shimura curve X over F and φ the Hilbert holomorphic newform of parallel weight 2 on GL 2 (A) associated to A. Let K be a totally imaginary quadratic extension over F with relative discriminant D and discriminant
For any non-zero forms
the ideal c 1 |c is the Σ 1 -off part of c as before,
and κ c1 is the kernel of the morphism from Pic(O) to Pic(O c1 ) which has order 1 or 2, and (φ, φ) U0(N ) is the Petersson norm with respect to the measure dxdy/y 2 on the upper half plane.
Remark: Note that the assumption ω
. We may state the above theorem in simpler way under some assumptions. Assume that
• ω A is unramified, and if v ∈ Σ 1 then v ∤ c;
Note that c 1 = c under the above assumption. Fix an infinite place τ of F and let B be nearby quaternion algebra whose ramification set is obtained from the one of B by removing τ . Then there is an F -embedding of K into B which we fix once for all and view K × as a F -subtorus of B × . Let R be an admissible O-order R of B for (π, χ), by which we means that R is an admissible O-order of
and let X U be the Shimura curve of level U so that it has complex uniformzation
where B × + is the subgroup of elements x ∈ B × with totally positive norms.
Special case 1. Further assume that (N, Dc) = 1. Then there is a non-constant morphism f : X U −→ A mapping a Hodge class on X U to torsion of A and for any two such morphisms f 1 , f 2 : X U → A, n 1 f 1 = n 2 f 2 for some non-zero integers n 1 , n 2 . Let P = [h 0 , 1] ∈ X U be the point with h 0 the unique fixed point of K × . Replace χ by χ −1 , there is a non-constant morphism X U → A ∨ with similar 6 uniqueness. For any such f 1 : X U → A and f 2 :
Special case 2. Further assume that ω A is trivial, or more general, that
There exists a non-constant morphism f : X U → A mapping a Hodge class to torsion point such that
Such f has the same uniqueness property as in special case 1. Then for any such f 1 : X U → A and
where Σ is now the set of places v|(cD, N ) of
Example. Let φ ∈ S 2 (Γ 0 (N )) be a newform. Let K be an imaginary quadratic field of discriminant D and χ a primitive character of Pic(O c ). Assume that (φ, χ) satisfies the Heegner condition (1)- (2) in Theorem 1.1, then by Lemma 3.1 (1) and (3), ǫ(φ, χ) = −1 and B = M 2 (Q). The condition (1)- (2) also implies that there exists a, b ∈ Z with (N, a, b) = 1 such that
A be an abelian variety associated to φ via Eichler-Shimura theory and f : X 0 (N ) → A be any non-constant morphism mapping For various arithmetic applications, we may need explicit formula for different test vectors. We now give variations of the explicit formula for different test vectors. Let v be a finite place of
For any two non-zero pure tensor forms
are not parallel (resp. are parallel). It is independent of the decompositions. In particular, if two non-zero pure tensor forms coincide locally everywhere then they are the same up to a scalar.
and f i coincide for any v / ∈ S, i = 1, 2, and f
similarly. Then, with notations as in Theorem 1.5, we have that
, which is independent of the choice of Haar measure dt v for v ∈ S.
Example. Let A be the elliptic curve X 0 (36) with the cusp ∞ as the identity point and let K = Q( √ −3). Let p ≡ 2 mod 9 be a prime, then the field
One can show that P 0 χ (f ′ ) is non-trivial (see [28] , [12] and [5] ) and then it follows that the prime p is the sum of two rational cubes. By the variation formula, one can easily obtain the height formula of P 0 χ (f ′ ): let φ ∈ S 2 (Γ 0 (36) be the newform associated to A, and note that #Σ D = 1, u 1 = 1, and c 1 = p in the variation,
In fact, U = R × in Theorem 1.5 is given by
is equal to 1 at v = 2 and 4 at v = 3.
1.3. Explicit Waldspurger Formula. Let F be a general base number field. Let B be a quaternion algebra over F and π a cuspidal automorphic representation of B × A with central character ω. Let K be a quadratic field extension of F and η the quadratic Hecke character on F × \A × associated to the quadratic extension. Let χ be a Hecke chareacter on
, where π JL is the Jacquet-Langlands correspondence of π on GL 2 (A) and π χ the automorphic representation of GL 2 (A) corresponding to theta series of χ so that
Then for any place v of F , the local root number ǫ(1/2, π v , χ v ) of the Rankin L-series is independent of the choice of additive character. We also assume that for all places v of F
where ǫ(B v ) = −1 if B v is division and +1 otherwise. It follows that the global root number ǫ(1/2, π, χ) = +1 and there exists an F -embedding of K into B. We fix such an embedding once for all and view
Define the following sets of places v of F dividing N :
A be a compact subgroup satisfying that for any finite place v, U v = R × v , and that for any infinite place v of F , U v is a maximal compact subgroup of
View ω as a character on Z and we may define a character on U (c2∞) by ω on Z ∩ U (c2∞) and trivial on U ′ , which we also denote by ω.
and for any infinite place v, f is χ
which is with finite many connected components, where H 2 , H 3 are the usual hyperbolic space of dimension two and three espectively. Define the volume of X U , denoted by Vol(X U ), as follows.
• if s + t > 0, then X U is disjoint union of dimension 2s + 3t manifolds:
the measure dxdy/(4πy 2 ) on H 2 and the measure dxdydv/π 2 v 3 on H 3 . Here for the notations on H 3 are the same as in [38] .
• if s + t = 0, then F is totally real and B is totally definite. For any open compact subgroup U of B × , the double coset
× be a complete representatives for the coset. Let
For any automorphic forms f 1 ∈ π and f 2 ∈π, f 1 , f 2 Pet is the Petersson pairing of f 1 , f 2 defined by
where dg is the Tamagawa measure on
, one may define the U -level pairing as
For any form f ∈ V (π, χ), define the U -degree of f by
Note that the function f
and then can be viewed as a function on
. Note that when F is totally real and for all infinite places v of 
For example, if F is a totally real field of degree d and K is a totally imaginary quadratic field extension over F , then
, where κ b ⊂ κ 1 and #κ 1 = 1 or 2 by Theorem 10.3 of [40] .
For an infinite place v of F , let U v denote the maximal compact subgroup of GL 2 (F v ), which is O 2 if v is real and U 2 if v is complex, and let U 1,v ⊂ U v denote its subgroup of diagonal matrices a 1 for a ∈ F × v with |a| v = 1. For a generic (g v , U v )-module σ v and a non-trivial additive character
There is an invariant bilinear pairing on
where d × a is Tamagawa measure. Similarly define W 0 for σ v . Then Ω σv := W 0 , W 0 v is an invariant of σ v which is independent of the choice of ψ v (See an explicit formula for Ω σv before Lemma 3.14 ). We associate (σ v , χ v ) a constant by
where for split
Let σ be the Jacquet-Langlands correspondence of π to GL 2 (A), the normalized new vector φ 0 = ⊗ v φ v ∈ σ is the one fixed by U 1 (N ) and φ v is fixed by U 1,v with weight minimal for all v|∞ such that
with Tamagawa measure on
Note that when F is a totally real field and σ a cuspidal automorphic representation such that σ v is discrete series for any infinite place v, the normalized new vector φ 0 is not parallel to the Hilbert newform φ: they are different at infinity. Note that if σ is unitary and φ 0 is the normalized new vector of σ, thenσ ∼ = σ and φ 0 is the normalized new vector ofσ. We will see that (φ, φ)
Theorem 1.8 (Explicit Waldspurger Formula). Let F be a number field. Let B be a quaternion algebra over F and π an irreducible cuspidal automorphic representation of B × A with central character ω. Let K be a quadratic field extension of F and χ a Hecke character of . Let (π, χ) and f 1 ∈ V (π, χ), f 2 ∈ V ( π, χ −1 ) be as in Theorem 1.8. Let S be a finite set of places of F , f ′ 1 ∈ π, f ′ 2 ∈ π be pure vectors which coincide with f 1 , f 2 outside S respectively, such that f
Here β 0 is similarly defined as in Theorem 1.6. Define
and define
, where the notations are the same as in Theorem 1.8.
Example. Let φ = a n q n ∈ S 2 (Γ 0 (N )) be a newform of weight 2 and p a good ordinary prime of φ, K an imaginary quadratic field of discriminant D and χ a character of Gal(H c /K) of conductor c prime to p. Assume that the conditions (i)-(ii) in Theorem 1.2 are satisfied. Let B be the quaternion algebra, π the cuspidal automorphic representation on B × A and identify π with π, and f ∈ π R × = V (π, χ) a non-zero test vector as in Theorem 1.8. Define the p-stabilization of f by
where α is the unit root of X 2 − a p X + p and let β = p/α is another root. By the above variation formula and Theorem 1.2, one may easily obtain formula for P 0 χ (f † ) which is used to give interpretation property of anticyclotomic p-adic L-function.
where
Here W is a new vector of the Whittaker model
is the natural embedding, and
Now we consider the situation that 1) F is a totally real field and K is a totally imaginary quadratic extension over F , 2) for any place v|∞ of F , π JL v is a unitary discrete series of weight 2, 3) (c, N ) = 1. Now let φ be the Hilbert newform as in Theorem 1.5, (which is different from the one we choose in Theorem 1.8). We are going to give an explicit form of Waldspurger formula following Gross [14] , which is quoted in many references. Let X = B × \ B × / R × and let g 1 , · · · , g n ∈ B × be a complete set of representatives of X. Denote [g] ∈ X for the class of an element g ∈ B × . Note that for each g i , let 
There is a height pairing on
By Eichler's norm theorem, the norm map N :
by Proposition 3.8, and then there is an injection
Pic(O c ) −→ X, t → x t , using which we define an elment in C[X],
and let P π χ be its projection to the line V (π, χ). Then the Explicit formula in Theorem 1.8 implies Theorem 1.10. Let (π, χ) be as above with conditions 1)-3). The height of P π χ is given by the formula
, and φ ∈ π JL is the Hilbert newform as in Theorem 1.5. For any non-zero vector f ∈ V (π, χ), and let P 0 χ (f ) = t∈Pic(Oc) f (t)χ(t), then we have
Remark. When c and N have common factor, one can still formulate an explicit formula in the spirit of Gross by defining a system of height pairings , U in the same way of Theorem 1.8.
As a byproduct, we obtain the following theorem about the relation between Petersson norm of newform and a special value of adjoint L-function.
where S is the set of finite places v of F with ord v (N ) ≥ 2, h F is the ideal class number of F , and
Or equivalently,
Proof. This follows from Proposition 2.1, Lemma 2.2, and Proposition 3.11.
Example. Assume that F = Q and σ is the cuspidal automorphic representation associated to a cuspidal newform φ ∈ S k (SL 2 (Z)). Then we have that
Reduction to Local Theory
We now explain how to obtain these explicit formulas in Theorems 1.5 and 1.8 from the original Waldspurger formula and the general Gross-Zagier formula proved by Yuan-Zhang-Zhang in [41] . We first consider the Waldspurger's formula. Let B be a quaternion algebra over a number field F and π a cuspidal automorphic representation on B
with Tamagawa measure so that the volume of B × A × \B × A is 2. Let P χ denote the period functional on π:
Then Waldspurger's period formula ([39] or Theorem 1.4 of [41] ) says that for any pure tensors f 1 ∈ π, f 2 ∈ π with (f 1 , f 2 ) Pet = 0, (2.1)
where L(1, π, ad) is defined using the Jacquet-Langlands of π, and for any place v of F , let , v : π v × π v → C be a non-trivial local invariant pairings, and
Here local Haar measures dt v are chosen to be such that ⊗ v dt v = dt the Haar measure on K × A /A × in the definitions of P χ and P χ −1 , and the volume of K × \K × A /A × with respect to dt is 2L (1, η) . Note that the Haar measure dt is different from the one used in Theorem 1.4 of [41] . To obtain the explicit formula, we first relate P χ (f ), L(1, π, ad), and (f, f ) Pet to the corresponding objects with levels in Theorem 1.8, and reduce to local computation.
For our purpose, it is more convenient to normalize local additive characters and local Haar measures as follows. Take the additive character ψ = ⊗ v ψ v on A as follows:
if F v is a finite extension over Q p for some prime p,
|av|v . Let L be a separable quadratic extension of F v or a quaternion algebra over F v and q the reduced norm on L, then (L, q) is a quadratic space over F v . Fix the Haar measure dx on L to be the one self-dual with respect to ψ v and q in the sense that Φ(x) = Φ(−x) for any Φ ∈ S(L), where Φ(y) := L Φ(x)ψ v ( x, y )dx is the Fourier transform of Φ and x, y = q(x + y) − q(x) − q(y) is the bilinear form on L associated to q. Fix the Haar measure d × x on L × to be the one defined by
if L is a quaternion algebra. 
Thus these measures can be taken as the ones used in the above statement of Waldspurger's formula. From now on, we always use these measures and the additive character ψ on A.
2.1.
Petersson pairing formula. Let σ be a cuspidal automorphic representation of GL 2 (A) and σ its contragredient. Let N be the unipotent subgroup N = 1 x 1 , x ∈ F of GL 2 . View ψ as a character on N (F )\N (A) and the Haar measure da on A as a one on N (A). For any φ ∈ σ, let W φ ∈ W(σ, ψ) be the Whittaker function associated to φ:
Recall there is a GL 2 (F v )-pairing on W σv ,ψv × W σv ,ψ
: for any local Whittaker functions
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Define the Petersson pairing on σ × σ by:
where Z ∼ = F × is the center of GL 2 .
Proposition 2.1. For any φ 1 ∈ σ, φ 2 ∈ σ pure tensors and write
where for any place v of F
with respect to dk. By Lemma 2.3. in [10] , for any Bruhat-Schwartz function Φ v ∈ S(F 2 v ), we have
where Φ v is the Fourier transformation of Φ v and Φ v (0) is independent of the choice of the additive character ψ v . For any Φ ∈ S(A 2 ), let
and define the Eisenstein series
By Possion summation formula,
It shows that E(s, g, Φ) has meromorphic continuation to the whole s-plane, has only possible poles at s = 0 and 1, and its residue at s = 1 is equal to
which is independent of g. By unfolding the Eisenstein series and Fourier expansions of φ i , the integral
which has meromorphic continuation to the whole s-plane, and moreover, for v ∤ ∞, the fractional ideal of C[q
It is also known that for each v,
with Haar measures chosen above. Let Φ = ⊗ v Φ v ∈ S(A 2 ) be a pure tensor such that Φ(0) = 0 and take residue at s = 1 on the two sides of
we have
The formula in the Proposition follows.
U -level Pairing.
Lemma 2.2. Let B be a quaternion algbera B over a number field F and denote by r, s, t integers such
× an open compact subgroup, the volume of X U , defined after Definition 1.7, is given by
where U Z = U ∩ F × and the volumes Vol(U Z ) and Vol(U ) are with respect to Tamagawa measure so that
where h F is the class number of F . 
t . We assume that s + t > 0 first and let Σ ⊂ ∞ be the subset of infinte places of F where B splits. By the strong approximation theorem,
. It follows that
where Γ = B 1 ∩ U 1 and we identify Γ\B 
The measure on B 1 v is dxdydvdu/v 3 with z = x + yi, dx, dy, dv the usual Lebesgue measure, and du has volume 8π 2 (see [38] ). It follows that
where w U = #{±1} ∩ U . On the other hand, for any infinite place v / ∈ Σ, Vol(B
× be the subgroup of elements whose norms are positive at all real places. Now consider the natural map 
It follows that Vol(B
−1 ) to be non-zero test vectors defined before. Let σ = π JL , take φ 1 ∈ σ and φ 2 ∈ σ to be normalized new vectors. The c 1 -level periods P 0 χ (f 1 ), P 0 χ −1 (f 2 ) are related to the periods in Waldspurger's formula by the following lemma:
Then there is a relative class number formula:
where r K/F = rankO 
K is the ideal class number of K and similarly for h F . By class number formula for F and K, we have
The relative class formula follows that
Let N be the conductor of σ = π JL , let U ⊂ B × be an open compact subgroup, recall
Applying Proposition 2.1, Lemma 2.2, and Lemma 2.3, Waldspurger's formula (2.1) implies the following.
−1 for all finite places v and γ v = 1 for v|∞. Let φ 1 ∈ π JL , φ 2 ∈ π JL be any forms with φ 1 , φ 2 U0(N ) = 0 and let α(W 1,v , W 2,v ) be corresponding local constants defined in Proposition 2.1. Let f 1 ∈ π, f 2 ∈ π be any pure tensors with (f 1 , f 2 ) Pet = 0 and β(f 1,v , f 2,v ) corresponding constants defined in (2.1). Then we have
where c 1 , ν c1 and P
It is now clear that the explicit Waldspurger formula will follow from the computation of these local factors. In the next section, we will choose φ 1 , φ 2 to be normalized new vectors in π JL and π JL , respectively, choose non-zero f 1 ∈ V (π, χ), f 2 ∈ V ( π, χ), and compute the related local factors in (2.3) .
We obtain Explicit Gross-Zagier formula from Yuan-Zhang-Zhang's formula via the similar way. Let F be a totally real field and X a Shimura curve over F associated to an incoherent quaternion algebra B. Let A be an abelian variety over F parametrized by X and let π A = Hom 
where we use the Haar measure so that the totally volume of K 
where we take an embedding L into C and the above integral lies in fact in L and does not depends on the embedding. Then for any pure tensors f 1 ∈ π A , f 2 ∈ π A ∨ with (f 1 , f 2 ) = 0, Yuan-Zhang-Zhang obtained the following celebrated formula in [41] as an identity in L ⊗ Q C:
Note that we use height over K and the one used in [41] is over F , the Haar measure to define P χ (f ) is different from the one in [41] by 2L(1, η) , and the measure to define Vol(X U ) is different from the one in [41] by 2. Similar to the derivation of (2.3) in Proposition 2.4, we have now
−1 for all finite places v and γ v = 1 for v|∞. Let φ ∈ π JL A be any nonzero form and let α(W v ,W v ) be corresponding local constants defined in Proposition 2.1. Let f 1 ∈ π A , f 2 ∈ π A ∨ be any pure tensors with (f 1 , f 2 ) = 0 and β(f 1,v , f 2,v ) corresponding constants defined in (2.4). Then we have (2.5)
We will study the local factors appearing in formulas in Propositions 2.4 and 2.5 in next two sections.
Proof of Main Results.
In this subsection, we prove Theorems 1.5, 1.6, 1.8, 1.9 and 1.10, assuming local results proved in sections 3 and 4.
Proof of Theorem 1.8. We first give a proof of the explicit Waldspurger formula. In the equation (2.3), take non-zero f 1 ∈ V (π, χ), f 2 ∈ V (π, χ −1 ), and φ 0 1 (resp. φ 
Then the equation (2.3) becomes
Let Σ be the set in Theorem 1.8 and Σ ∞ = Σ ∩ ∞ and Σ f = Σ \ Σ ∞ . Comparing with the formula (2.3), the proof of the explicit formula in Theorem 1.8 is reduced to showing that
which are given by Lemma 3.13 and Lemma 3.14.
Proof of Theorem 1.10. In the situation of Theorem 1.10, identify π with π, by Theorem 1.8 we have
The formula in Theorem 1.10 follows by noting the following facts: (iii) let g 1 , · · · , g n ∈ B
× be a complete representatives of the coset
where we identify f with its image under the map V (π, χ) −→ C[X] and , is the height paring on C[X].
Proof of Theorem 1.5. To show the explicit Gross-Zagier formula in Theorem 1.5, similarly as above, we apply formula (2.5) in Proposition 2.5, to non-zero forms
the normalized new vector of π JL A , and U = R × as in Theorem 1.5. By Lemma 3.13 and Lemma 3.14, we have
Then the explicit Gross-Zagier formula follows again by noting the facts (i) and (ii) above.
Proof of Theorem 1.9 and 1.6. We now show that the variations of Explicit Waldspurger formula in Theorem 1.9 follows from the Walspurger formula (2.1) and its explicit form in Theorem 1.8. Similar for variation of explicit Gross-Zagier in Theorem 1.6. Let f
) from a finite set S of places of F , respectively, such that f 
The variation formula follows immediately.
Local Theory
Notations. In this and next sections, we denote by F a local field of characteristic zero, i.e. a finite field extension of Q v for some place v of Q. Denote by | · | the absolute value of F such that d(ax) = |a|dx for a Haar measure dx on F . Take an element δ ∈ F × such that δO is the different of F over Q v for v finite and δ = 1 for v infinite. For F non-archimedean, denote by O the ring of integers in F , ̟ a uniformizer, p its maximal ideal, and q the cardinality of its residue field. Let v : F → Z ∪ {∞} be the additive valuation on F such that v(̟) = 1. For µ a (continuous) character on F × , denote by n(µ) the conductor of µ, that is, the minimal non-negative integer n such that µ is trivial on ( 
We will always use the additive character ψ on F and the Haar measure da on F as in section 2 so that da is self dual to ψ. Denote by K a separable quadratic extension of F and for any t ∈ K, write t →t for the non-trivial automorphism of K over F . We use similar notations as those for F with a subscript K. If F is nonarchimedean and K is non-split, denote by e the ramification index of K/F . Denote by tr K/F (resp. N K/F ) the trace (resp. norm) map from K to F and let D ∈ O be an element such that DO is the relative discriminant of K over F . For an integer c ≥ 0, denote O c the order
be the character associated to the extension K over F . Let B be a quaternion algebra over F . Let ǫ(B) = +1 and δ(B) = 0 if B ∼ = M 2 (F ) is split, and ǫ(B) = −1 and δ(B) = 1 if B is division. Denote by G the algebraic group B × over F and we also write G for G(F ). We take the Haar measure on
For F non-archimedean and n a non-negative integer, define the following subgroups of GL 2 (O):
Let π be an irreducible admissible representation of G which is always assumed to be generic if G ∼ = GL 2 . Denote by ω the central character of π and σ = π JL the Jacquet-Langlands correspondence of π to GL 2 (F ). Let χ be a character on K × such that
For F non-archimedean, denote by • n -the conductor of σ, the minimal non-negative integer such that the invariant subspace σ
is nonzero.
• c -the minimal non-negative integer c such that χ is trivial on ( 
the Rankin-Selberg L-factor and ǫ-factor of σ ×π χ , where π χ is the representation on GL 2 (F ) constructed from χ via Weil representation. Denote by π K the base change lifting of σ to GL 2 (K), then we have
Note that ǫ(π, χ) := ǫ(1/2, π, χ) equals ±1 and is independent of the choice of ψ. In the following, we denote L(s, π, ad) := L(s, σ, ad) the adjoint L-factor of σ.
3.1. Local Toric Integral. Let P(π, χ) denote the functional space
By a theorem of Tunnell and Saito ([37] , [27] ), the space P(π, χ) has dimension at most one and equals one if and only if ǫ(π, χ) = χη(−1)ǫ(B).
Lemma 3.1. Let the pair (π, χ) be as above such that ǫ(π, χ) = χη(−1)ǫ(B).
(1) If K is split or π is a principal series, then B is split.
(2) Suppose K/F = C/R, σ is the discrete series of weight k, and χ(z) = |z| s C (z/ |z| C ) m with s ∈ C and m ≡ k (mod 2). Then B is split if and only if m ≥ k. Furthermore, assume F is nonarchimedean. Proof. See Proposition 1.6, 1.7 in [37] for (1), (3) Proposition 6.5, 6.3 (2) in [14] for (2), (4) . We now give a proof of (5) . If π is a principal series, then by (1), B is split. If σ is a supercuspidal representation, then by [37] Lemma 3.1, B is split if n(χ) ≥ ne/2 + (2 − e). It then easy to check that if c ≥ n, this condition always holds. Finally, assume σ = sp(2) ⊗ µ with µ a character of F × . By (2), B is division if and only if µ K χ = 1. If µ is unramified, then n = 1 and χ is ramified which implies that B must be split. Assume µ is ramified, then n = 2n(µ) and by [37] Lemma 1.8, f n(µ K ) = n(µ) + n(µη) − n(η) where f is the residue degree of K/F . If K/F is unramified and µ K χ = 1, then c = n(µ K ) = n(µ) = n/2, a contradiction. If K/F is ramified and µ K χ = 1, then 2c − 1 ≤ n(µ K ) < 2n(µ) = n, a contradiction again. Hence, if c ≥ n, B always split.
Assume that the pair (π, χ) is essentially unitary in the sense that there exists some character µ = | · | s on F × with s ∈ C such that both π ⊗µ and χ⊗µ −1 K are unitary. In particular, if π is a local component of some global cuspidal representation, then (π, χ) is essentially unitary. We shall only consider essentially unitary (π, χ). Under such assumption, we can study the space P(π, χ) via the following toric integral
where f 1 ∈ π, f 2 ∈π and ·, · is any invariant pairing on π ×π. The following basic properties for this toric integral are established in [39] :
• It is absolutely convergent for any f 1 ∈ π and f 2 ∈π;
• P(π, χ) = 0 if and only if P(π, χ) ⊗ P(π, χ −1 ) = 0 and in this case the above integral defines a generator of P(π, χ) ⊗ P(π, χ −1 ).
Then β(f 1 , f 2 ) = 1 in the case: B = M 2 (F ), K is an unramified extension over F , both π and χ are unramified, dt is normalized such that Vol(O × K /O × ) = 1, and f 1 , f 2 are spherical.
Note that for any pair (π, χ), the above β integral is invariant if we modify (π, χ) to (π ⊗ µ, χ ⊗ µ
× . Therefore, we may assume π and χ are both unitary from now on and identify (π, χ −1 ) with (π,χ). Let ( , ) : π × π −→ C be the Hermitian pairing defined by (f 1 , f 2 ) = f 1 , f 2 . Introduce the notation β(f ) := β(f,f ). Then the functional space P(π, χ) is nontrivial if and only if β is nontrivial. In the case that the dimension of P(π, χ) is one, a nonzero test vector f of π is called a test vector for P(π, χ) if ℓ(f ) = 0 for some (thus any) nonzero ℓ ∈ P(π, χ), or equivalently, β(f ) is non-vanishing.
Assume T is the diagonal torus in GL 2 and write T = ZT 1 with T 1 = * 1 . The new vector line is defined as follows.
• If F is nonarchimedean, then the new vector line is the invariant subspace π U1(n) .
• If F is archimedean, take U = O 2 (R) if F = R and U 2 if F = C. The new vector line consists of vectors f ∈ π which are invariant on T 1 ∩ U with weight minimal.
It is known that new vectors satisfy the following properties (see [7] , [23] ).
(1) For any s ∈ C, denote by ω s the character on T such that ω s | Z = ω and ω s | T1 = | · | s−1/2 . Then any nonzero f in the new vector line is a test vector for P(π, ω 
Local Orders of Quaternion.
Assume F is nonarchimedean in this section. Firstly, in the case that the quoternion algebra B is split, given non-negative integers m and k, we want to classify all the K × conjugacy classes of Eichler orders R in B with discriminant m such that R ∩ K = O k . For this, identify B with the F -algebra End F (K) which contains K as an F -subalgebra by multiplication. Recall that an Eichler order in B is the intersection of two maximal orders in B. Then any Eichler order must be of form L 2 ) its discriminant. For any maximal order R(L), there exists a unique integer j ≥ 0 such that L = tO j for some t ∈ K × . In fact, O j = {x ∈ K|xL ⊂ L}. Thus any K × -conjugacy class of Eichler order contains an order of form R(O j , tO j ′ ) with 0 ≤ j ′ ≤ j and t ∈ K × and the conjugacy class is exactly determined by the integers j ′ ≤ j and the class of
The question is reduced to solve the equation with variables k ′ and [t]:
. A complete representative system (k ′ , t) with t ∈ K × for solutions to the above equation corresponds to a complete system R(O k , tO k ′ ) for K × -conjugacy classes of Eichler orders R with discriminant m and
Then a complete representative system of (k ′ , t) is the following:
, and
Note that in the case k ′ = k − m ≥ 0, the unique class of t is also represented by 1.
• For non-split K and k + 1 ≤ m ≤ 2k + e − 1, k ′ = m − k − e + 1, i.e. d = 1 − e, and
can be computed as follows.
Let e i , e
. Let v : F → Z ∪ {∞} be the additive valuation on F such that v(̟) = 1. Denote by α = min i,j v(a ij ) and
Denote c 1 = 0, if K is nonsplit and c < n; c, otherwise.
Lemma 3.3. There exists an order R of discriminant n and R ∩ K = O c1 satisfying the condition: if nc 1 = 0, then R is the intersection of two maximal orders R ′ and R ′′ of B such that
Such order is unique up to K × -conjugacy unless 0 < c 1 < n. In the case 0 < c 1 < n, there are exact two K × -conjugacy classes which are conjugate to each other by a normalizer of K × .
Proof. If nc 1 = 0, this is proved in [14] , Propositions 3.2 and 3.4. Now assume that nc 1 = 0, then B is split and one can apply Lemma 3.2.
Let R be an O-order of B of discriminant n such that R ∩ K = O c1 . Such an order R is called admissible for (π, χ) if the following conditions are satisfied (1) If nc 1 = 0 (thus B is split), then R is the intersection of two maximal orders R ′ and
2 and identify B with End F (K). Note that the two K × -conjugacy classes of O-orders in B satisfying the above condition (1) contain respectively the orders
Lemma 3.4. If K is nonsplit, n > 0 and c = 0, then there is a unique admissible order R for (π, χ).
Proof. Let O B be a maximal order containing O K , then by [14] × -conjugations and R is unique. Assume B is split.
Denote m the maximal integer such that 2m ≤ n. Then
if n is even (resp. n is odd). As ̟ K normalizes R 0 (1), it also normalizes R and R is unique.
In the following, take an admissible O-order R of B. Let U = R × and define
where the Haar measure is given so that Vol(
Lemma 3.5. If either R is not maximal or B is nonsplit, then
where e(R) is the Eichler symbol of R, which is defined as follows. If let κ(R) = R/rad(R) with rad(R) the Jacobson radical of R and κ the residue field of F , then
Proof. Let R 0 be a maximal order of B containing R. Then we have the following formula (for example, see [42] ):
If B is split and R is not maximal, then
where δ(B) = 0 (resp. 1) if B is split (resp. ramified). Thus
Definition 3.6. Define V (π, χ) ⊂ π to be the subspace of vectors f satisfying the following condition:
• for nonarchimedean F , K split or c ≥ n, let U ⊂ G be the compact subgroup defined before Lemma 3.5, then f is ω-eigen under U . Here, write U = (U ∩ Z)U ′ such that U ′ = U if cn = 0 and U ′ ∼ = U 1 (n) otherwise, and view ω as a character on U ∩ Z and extends to U by making it trivial on U ′ ; • for nonarchimedean F , K nonsplit and c < n, f is χ −1 -eigen under the action of K × ; • for archimedean F , let U be a maximal compact subgroup of G such that U ∩ K × is the maximal compact subgroup of K × , then f is χ −1 -eigen under U ∩ K × with weight minimal.
Proposition 3.7. The dimension of V (π, χ) is one and any nonzero vector in V (π, χ) is a test vector for P(π, χ).
Proof. If F is nonarchimedean, the claim that dim V (π, χ) = 1 follows from local new form theory [7] . Assume F is archimedean. If K is nonsplit, then V (π, χ) is the χ −1 -eigen line. If K is split, without loss of generality, embed K × into G ∼ = GL 2 (F ) as the diagonal matrices and decompose
is the new vector line for π ⊗ χ 1 with χ 1 := χ| K 1 .
We shall prove any nonzero vector in V (π, χ) is a test vector in next section by computing the toric integral β. The proof of this proposition is refered to [14] and [15] except for the case that π is a supercuspidal representation on G = GL 2 (F ). For this case, the proof in [14] , §7 is based on a character formula for odd residue characteristic. We next prove this case with arbitrary residue characteristic.
Consider the following filtration of open compact subgroups of G and
Denote m the minimal integer such that 2m + 1 ≥ n. The proof is based on the following proposition.
Proposition 3.9. For any integer r ≥ m, π
Proof. Firstly, note that it is enough to prove Proposition 3.9 for the case π is minimal, that is, π has minimal conductor among its twists. In fact, assume π is not minimal. Denote n 0 the minimal conductor of π. Take a character µ so that π 0 := π ⊗ µ has conductor n 0 . Then by [36] , Proposition 3.4, n 0 ≤ max(n, 2n(µ)) with equality if π is minimal or n = 2n(µ). In particular, n = 2m with n(µ) = m. Hence, for any r ≥ m, π
. Note that r ≥ n 0 /2 and one then can apply the proposition for the minimal representation π 0 .
Assume π is minimal in the following. As K(r) ⊃ E(r), π K(r) ⊂ π E(r) . It remains to prove that π K(r) and π E(r) have the same dimension. Denote π D the representation on D × where D is the division quoternion algebra over F so that the Jacquet-Langlands lifting of π D to G is π. Then π D has conductor n, that is, π Note that for any r ≥ m,
Therefore, by Tunnell-Saito's theorem, if we denote X (r) the set of all the characters µ on K × such that µ| F × ω = 1 and µ| E(r) = 1, then
and on the other hand, the below lemma implies that
and then the equality dim π E(r) = dim π K(r) holds.
Lemma 3.10. Let π be minimal. For any integer r ≥ m, we have the following dimension formula
if n is even and e = 1;
if n is odd and e = 1; 2q r − (q m + q m−1 ); if n is odd and e = 2; 2q r − 2q m−1 ; if n is even and e = 2.
Proof. For r = m and e = 1, this formula occurs in [8] , Theorem 3. We now use the method in [8] to prove the dimension formula for the case n is even and e = 1 while other cases are similar. Firstly, recall some basics about Kirillov model. Let ψ be an unramified additive character of F . Associated to ψ, we can realize π on the space C ∞ c (F × ) of Schwartz functions on the multiplicative group. For any f ∈ C ∞ c (F × ) and any character µ of O × , define
where we choose the Haar measure on O × such that the total measure is 1. Define further the formal power seriesf (µ, t) = k∈Z f k (µ)t k which is actually a Laurent polynomial in t as f has compact support on F × . Because f is locally constant, this vanishes identically for all but a finite number of µ. And by Fourier duality for F × , knowing f (µ, t) for all µ is equivalent to knowing f . For each µ, there is a formal power series C(µ, t)
In fact, if take any character Ω on F × so that Ω| O × = µ, denote π ′ = π ⊗ Ω and C ′ (·, ·) the monomial occured in the above functional equation, then for any character ν on O × , C ′ (ν, t) = C(νµ, Ω(̟)t). Therefore, −n µ = n(π ′ ) = max(n, 2n(µ)). On the other hand, by [8] , Corollary to Lemma 2, for any r ≥ m, the subspace π K(r) is isomorphic to the space of all functions f (µ, t) such that
Summing up, for a given µ with conductor n(µ) ≤ r, the dimension of the space consisting off (µ, t)
Proof of Proposition 3.8.
unless K is ramified with n even and once this equation holds, Proposition 3.8 follows directly from Proposition 3.9. It reduces to consider the case K is ramified with n even. For this case,
∩ K × and Proposition 3.8 then holds. By [37] , Proposition 3.5, π is not minimal. Take a character µ so that π 0 = π ⊗ µ has minimal conductor n 0 . Then n(µ) = m. Apply Proposition 3.9,
where the set X (m − 1) consists of characters Ω of K × such that Ω| F × · ω π0 = 1 with Ω| E(m−1) = 1 and the set X ′ (m) is defined similarly. As they are nonempty,
Thus π
and the proof is complete. 
For any W ∈ σ, denote
Proposition 3.11. Denote W 0 the normalized new vector of σ. If F is nonarchimedean, then
where δ σ ∈ {0, 1} and equals 0 precisely when σ is a subrepresentation of induced representation Ind(µ 1 , µ 2 ) with at least one µ i unramified. If F = R and σ is the discrete series
The above proposition follows from the explicit form of W 0 . If F is nonarchimedean, W 0 is the one in the new vector line such that
and we have the following list (See [26] , p.23) (1) If σ = π(µ 1 , µ 2 ) is a principal series, then
(2) If σ = sp(2) ⊗ µ is a special representation, then
If F = R and σ is the discrete series D µ (k), then
and in general, for archimedean cases, it is expressed by the Bessel function [23] . Note that for F = R and σ a unitary discrete series of weight k, let W ∈ W(σ, ψ) be the vector satisfying
Then W can be realized as a local component of a Hilbert newform and
Proposition 3.12. If F is nonarchimedean, let f be a nonzero vector in the one-dimensional space
which is independent of the choice of f ∈ V (π, χ).
26
The proof of Proposition 3.12 is reduced to computing the integral
where f is any nonzero vector in V (π, χ).
In the case n > c and K is nonsplit, f is χ −1 -eigen and it is easy to see that β 0 = Vol(F × \K × ). From now on assume n ≤ c or K is split. Then B = M 2 (F ) by Lemma 3.1 (5) . Recall that the space V (π, χ) depends on a choice of an admissible order R for (π, χ). Let f be a test vector in V (π, χ) defined by R. For any t ∈ K × , f ′ := π(t)f is a test vector defined by the admissible order R ′ = tRt −1 . It is easy to check that β(f ′ ) = β(f ). Thus, for a K × -conjugacy class of admissible orders, we can pick a particular order to compute β 0 . Note that there is a unique K × -conjugacy class of admissible orders unless in the exceptional case 0 < c 1 < n and n(χ 1 ) = n(χ 2 ) = c. In the exceptional case, there are exact two K × -conjugacy classes of admissible orders, which are conjugate to each other by a normalizer of K × in B × . Any admissible order (in the case n ≤ c or K split) is an Eichler order of discriminant n, i.e. conjugate
Choose an embedding of K into M 2 (F ) as follows such that R 0 (n) is an admissible order for (π, χ).
1 .
Note that for any t ∈ K × , ι 1 (t) = jι 2 (t)j −1 with j = γ Assume K ∼ = F 2 . Note that if n(χ 1 ) < c < n,
(π(ι 1 (t))W 0 , W 0 ) (W 0 , W 0 )χ (t)dt whereχ 1 = χ 2 ,χ 2 = χ 1 and n(χ 1 ) = n(χ 2 ) = c. We reduce to consider the case c ≥ n or n(χ 1 ) = c. Note that for the exceptional case, if we take π(j)W 0 as a test vector, then
with n(χ 1 ) = n(χ 2 ) = c. Thus, even for the exceptional case, only need to consider W 0 as a test vector. Thus
If c = 0, Z(1/2, W 0 , χ 1 ) = χ 1 (δ) −1 L(1/2, π ⊗ χ 1 ) and then β 0 = (W 0 , W 0 ) −1 L(1/2, π, χ). If c > 0, then
Assume n(χ 1 ) = c, then the integer ̟ k O × ψ(a̟ −c )χ 1 (a)d × a vanishes unless k = −v(δ) while
Assume c ≥ n and n(χ 1 ) < c. Let j be a normalizer of K × with jt =tj for any t ∈ K × . As c ≥ n, there exists some t 0 ∈ K × such that t 0 U 0 (n)t −1 0 = jU 0 (n)j −1 and π(t 0 )W 0 , π(j)W 0 are in the same line. Thus
as n(χ 1 ) = n(χ 2 ) = c.
Remark. Assume n(χ 1 ) < c < n and R is the intersection of two maximal orders R ′ and R ′′ with R ′ ∩ K = O c and R ′ ∩ K = O K . If R is not admissible, then the toric integral for f is ω-eigen under R × must vanish if c > 1. In the case c = 1 and then n(χ 1 ) = 0,
It remains to consider the case K is a field and c ≥ n. Let Ψ(g) denote the matrix coefficient:
Ψ(t)χ(t).
In this case c = 0, π is unramified. 
With these results, we obtain
, if n = 0;
Finally, we deal with the case ω is ramified. As above, it is routine to check that Ψ i with i < c 
The proof of Proposition 3.12 is now complete. The proof of the main result now follows from the following Lemma 3.13 and 3.14. Proof. We have computed α(W 0 ) in Proposition 3.11 and β(f ) in Proposition 3.12. When n > 0, by Lemma 3.5, γ = L(1, 1 F ) −1 (1 − e(R)q −1 ) −1 and we reduce to compute e(R):
(i) e(R) = 1 and γ = 1 if K is split, or K is ramified, n = 1 and B is split, or K is nonsplit and c ≥ n; (ii) e(R) = −1 and γ = L(1, 1 F ) −1 (1 + q −1 ) −1 if K is inert and c < n, or K is ramified, n = 1, B is division and c = 0; (iii) e(R) = 0 and γ = L(1, 1 F ) −1 if K is ramified, n ≥ 2 and c < n.
For archimedean places, using Barnes' lemma, we have the following list for (W 0 , W 0 ) (see [30] for the classification of unitary dual of GL 2 (F )):
(1) Assume F = R, σ is the infinite dimensional subquotient of the induced representation Ind (µ 1 , µ 2 ) where µ i (a) = |a| si sgn(a) mi with s i ∈ C and m i ∈ {0, 1}. Denote k = s 1 − s For a pair (π, χ), define
In the split case, W ′ 0 is the new vector of π ⊗ χ 1 where K is embedded into M 2 (F ) diagonally and χ 1 (a) = χ a 1 .
Lemma 3.14. For F archimedean, let f be a nonzero vector in V (π, χ), then
In particular, if σ = D µ (k) is a discrete series with weight k, then
Proof. By definition, 
