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0. INTRODUCTION AND NOTATION 
In this paper we wili consider the adjoint theory for a class of autonomous 
fumtional differential equations (FDE) with unbounded delays. Our work 
follows that of Hale [6] and Naito [ 11, 121 w h ere delay equations in the context 
of the phase space to be considered here were first studied. 
By using the theory of function analytic semigroups, we are able to draw a 
connection between the adjoint semigroup and the adjoint equation associated to 
any particular FDE in our class. Further, we show that for a certain type of 
element in the adjoint space, the adjoint equation reduces to an equation whose 
form is identical to that of the original FDE. In connection with this, we are able 
to give a function analytic justification of the classical bilinear form that has 
played an important (though, sometimes mysterious) role in the theory of finite 
delay equations. See Hale [5]. 
As an application of our results, we are able to give an explicit representation 
of the projection operators associated with roots of the “characteristic” equations. 
The presentation of this section will be brief in that it closely follows the approach 
taken for the finite delay case. 
Wherever possible, we will use the notational conventions of Hale [5] for finite 
delay equations. 
If  n is a positive integer, [w” will denote Euclidean n-space. Elements of EP 
will be viewed as column vectors and / 1 will denote the Euclidean norm. If 
5 E R”, then tr will denote the same vector viewed as a row vector in the usual 
manner. I f  7 is a row vector, then 76 will denote the usual inner product between 
71 and t. 
* The contents of this paper constitute part of the author’s Ph.D. Thesis written under 
the direction of Professor Shui-Nee Chow at Michigan State University. 
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422 HARLAN W. STECH 
Let p: (--GO, 0] -+ (0, co) be continuous, nondecreasing and satisfy 
for u, z’ < 0 (0.1) 
i 
0 
p(u) du < co. 
-z (0.2) 
For r > 0 we define X = {q: (--03,0] -+ llP / y  is continuous on [--r, 01, 
measurable on (-cc, -Y) and 
s -’ Id4 ~(4 du <al. --(u 
We endow the set X with the norm 
The use of j . j to also denote the norm on X should cause no confusion. With 
this norm X becomes a Banach space. 
t 
The dual space, X*, is given by (4: ( --CO, O] + lPT 1 4 is essentially bounded 
and measurable on (- n3, -Y), of bounded variation on [--r, 01, left continuous 
on [-r, 0), and satisfies /J(O) = O}. The duality pairing between 4 E X* and 
q E X will be denoted by (4, y> and is given by 
The integral on [-Y, 0] is of Lebesgue-Stieltjes type. We will write 
and 
The dual norm on X* associated with (0.3) is given by 
For 4 E X* we define #J(U) = 0 if u > 0. 
The symbol 1 will denote the n x n identity matrix or the identity operator on 
a Banach space. We shall make specific comments whenever confusion might 
arise. 
In the sections to follow, we shall see that it is convenient to write the pairing 
(0.3) as 
(0.4) 
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where 4 is defined by 
i 
*04 -r<u<o 
G4 = 
4(-r) - j-r 444 P(S) ds, u < -r. 
7l 
The following may be shown by elementary methods. 
_LEMMA-0.1. (i) I f  & , $~a E X* and cl , c2 are scalars then [cz2] = 
4% + 42. 
(ii) If {I,/J~} C X* converges to IJ E X*, then dm + 6 uniformly on compact 
subsets of (-00,0]. 
Finally, if q~ E X has a continuous extension to (-cc, a) for some a > 0 we 
may define the element ~~ E X for 0 < t < a by q+(u) = cp(t + u), u < 0. 
I. PRELIMINARIES 
Let L: X-+ R” be bounded and linear. We can represent L in terms of an 
n x n matrix valued function, 7, whose rows are elements of X*. That is, 
Lp, = (rlv9 = j-’ ~(4 ~(4 F’(S) ds + j” [drl(s)lW -cc --T 
= s ’ [4Wl W -co 
for p) E X. 
We consider the system 
x(t) = Lx, , t>o (1.1) 
x0 = g, E x. (1.2) 
As in Naito [12], we may associate with (l.l)-( 1.2) a strongly continuous semi- 
group of bounded linear operators, T(t), t > 0, defined on X by T(t)p, = xi(~) 
where x(q~)( .) denotes the solution to (I. l)-( 1.2). Following Naito, we define 
/3 = inf /ctR ecsp(s)ds < CD/. (1.3) 
THEOREM 1.1 [12]. The injinitesimalgenerator, A, of T(t), t > 0 is given by 
A? = $I with the domain 
LB(A) =(,EX/+,Xundq(O) =Lrp}. 
505/27/3-8 
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Furthermore, the point spectrum of A is containedin the halfplane {h E C I Re X := p). 
Any h with real part larger than fi is in the point spectrum qf A ;f it satisfies 
det[Xl - L(eh’l)] = 0. (1.4) 
Otherwise, h is in the resolvent set of ,=I. 
Define M, on X by 
r O M( s, u; A) y,(u) P(U) du * -7. 
for s < 0, where 
(1.5) 
(I.61 
From [ 121 we have that n/r, is a bounded linear operator from X into X whenever 
Re X > /3, and R,(A) = [hl - Al-l is defined for all X in the resolvent set of A by 
[R,(A)q](s) = e~“kl(~){q@) + L(M,GJ)I + [~,PPI(s) (1.7) 
for v  E X, s .< 0. Here, d(h) is the n x n matrix defined by 
d(A) = XI -L(eA’I), (1.8) 
with I the n x n identity matrix. 
2. CALCULATION OF B(A*) AND il* 
In this section we turn our attention towards the calculation of the adjoint, A*, 
of the infinitesimal generator A associated with the semigroup T(t), t > 0. 
A representation of A* is essential to our study of the adjoint equation and semi- 
group. 
By [9], &(A*) = R,(A)* whenever X is in the resolvent set of A. It follows 
easily that R,(A)* maps X* onto 9(A*). Th us, the problem of characterizing 
53(/l*) is equivalent to that of determining the range of R,(A)*. For this reason, 
we first calculate the adjoint of [hI - Al-l. 
For any Z,!J E X* and v  E X, it follows from (I .7) that 
(2.1) 
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where M,,* is the adjoint of fi2, , 
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(2.2) 
and S* is defined by 
S”(u) = ; I, 
UC0 
u = 0. 
Now, (2.1) and (2.2) imply 
R,(A)*+ = ($, e”.) kl(h){MA*~ - 6”) + MA*+ (2.3) 
Thus, we first consider MA*. 
LEMMA 2.1. If+ E X*, then 
(i) MA*+ is absolutely continuous on [-Y, 0) with a bounded variation, left 
continuous derivative, 
(ii) PM,,*+ is ZocaZZy absolutely continuous on (- CX), -Y) with 
essentially bounded on (- 00, -Y), and 
(iii) p(-Y-)[M,*fj(-y-) = [M&!I]( -Y). 
PYOO~. For z/ E X* and rp E X 
(4, fif,av> = j”-” W[lcl,cpl(4 ~(4 A -c [" [4&)1 [~~A549 
d;m+I,. 
. --)’ 
Applying (1.5), (1.6) and Fubini’s Theorem to II , 
I, = ~-r$(s)p(s) j-" M(s, u; 3du)~(4du ds 
--Q --m 
0 
4 [S -k4 PW MC 
s, u; 4 ds v,(~P@)~U 
-02 -cc 1 
-r u 
==s v 
t/(s) eA(s-u) 
--oc -co 
~(4 ds] ~(4 du 
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To the integral 1, we apply integration by parts 
Integration of the last integral by parts yields 
I, = 
f  
’ [(J(U) - +(-Y) eA(-r-TL)] F(U) du 
--r 
+ so 1 IL I) eA” dzl ecA”v(u) du] 
-I -1 
O 
=J [ -c 
y!,(u) - 4(-y) eA(-r-lc) - h J” I/J(V) eA(U-U) dv] p(u) du. 
--T 
Combining the expressions for 1, and I, , we obtain 
- X i” t)(s) eA(s-7L) ds 
r 
(2.4) 
+ ipr +(s) p(s) en(s-u) ds] v(u) du. 
z 
Statement (i) follows from (2.4) since this equation must hold for every v  E X. 
As for (ii), (2.4) shows 
for u < -Y. It is an easy computation to show that 
1 d ~ - [&)[~,*m41 == VW - wfA*lw 
~(4 du 
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for ax. u < --r. Thus, (ii) follows immediately. Statement (iii) follows upon 
inspection of (2.4) also. 1 
COROLLARY 2.2. lf # E X*; then 
(i) &(A)*#. b 1 1 zs a so ute y  continuous on [-Y, 0) with a bounded variation, left 
continuous derivative, 
(ii) pR,(A)*# is locally absolutely continuous on (-CC, -r) with 
essentially bounded on (- 00, -r), and 
(iii) p( -r-)[Rh(A)*#]( -Y-) = [R,(A)*#]( -r). 
Proof. All three statements follow from (2.3), the corresponding statements 
of Lemma 2.1 and the form of 6*. 1 
THEOREM 2.3. Let A be as in Section 1. The adjoint, A*, of A isgiven by 
0, s=o 
(A*W) = 4s) - +w-) 7(s), --y < s < 0 
- & 2 [P(S) WI - w-1 rl(G 
(2.5) 
s < ---r 
with B(A*) consisting of exactly those 4 E X* satisfying 
(i) 4 is absolutely continuous on [--I, 0) with a bounded variation, 
left continuous derivative, 
(ii) p# is locally b 1 t 1 a so u e y  continuous on (- co, -r) with (2.6) 
p-l(d/ds)(p#) essentially bounded on (- 00, --Y), and 
(iii) p(-r-) #(-r-) = 4(-r). 
Proof. If # E 9(A*), then # = R,(A)*+ for some $ E X*. From Corollary 2.2 
we see that 4 must satisfy (2.6). 
On the other hand, if $ satisfies (2.6) and q~ E 9(A), then for any k > r 
+ j-O- v&4 +,(u> du - W-) $40) 
--r 
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since Z/J has a jump at u = 0. Integrating by parts, one obtains 
using the properties (2.6) of 4. (We define 4(O) = 0.) By elementary arguments it 
follows that we may let h --f -CC in (2.7) to obtain 
Since (2.8) holds for every y  E g(A), we conclude that 4 E L3(A *) and A*# is 
given as in (2.5). i 
3. THE ADJOINT SEMIGROUP 
Before we continue, we briefly compile some relevant facts from the theory of 
function analytic semigroups. As a general reference, we mention Hille and 
Phillips [9]. 
I f  T(t), t >, 0 is a strongly continuous semigroup of bounded linear operators 
on a Banach space E, then its infinitesimal generator, GZ, is closed and densely 
defined. However, the adjoint LE* of CZ need not be densely defined. In general, 
g(G!*) may be characterized as ($ E X* ) limt,o+ t~i(T*(t)+ - #, y) exists for 
all g, E E}. The limit is given by <a**, y). 
Although T*(t), t > 0 defines a semigroup of bounded linear operators on E* 
it is, in general, not strongly continuous in t on all of E*. In fact, it is known that 
G3(02*) is the largest subspace of E* on which T*(t), t > 0 is strongly continuous. 
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The space ZS(QL*) is called the adjoint space associated to the semigroup T(t), 
t > 0 and will be denoted by Et. 
I f  we define T+(t) = T*(t) IE+ , then T+(t), t >, 0 is a strongly continuous 
semigroup of bounded linear operators on ET. The infinitesimal generator a+ 
associated with T+(t), t >, 0 is closed and densely defined in Ef. In fact, ct+ = 
CT* (9(n+) where 
We now give characterizations of 55(/l*) and X-r derived from the semigroup 
associated with (l.l)-(1.2). Note that B(A*), as described in Theorem 2.3 is 
independent of the function 7 defining L in (1 .l). Thus, it suffices to consider the 
trivial FDE k(t) = 0. The associated semigroup will be denoted by S(t) and is 
given by 
The adjoint 5’*(t) is easily calculated. In fact, if t > 0, 4 E X* and 9) E X, then 
- j--t Fh)l dt i 4 + J“ - @+&41&‘) --Is -t+ 
*’ zzz 
J 
[d&s - t)] v(s) - 4(-t+) F(O). 
--a 
Thus 
tzGi”) = [;(u - t) + [#(-t+) - 4(-t)] 1, 
u=o 
u < 0. (3.1) 
This is also true when t = 0. For u < -Y, (3.1) implies 
[s*(t) VW) = f$$J I+(u - t). (3.2) 
If  we denote the associated infinitesimal generator as A,, then A,* follows from 
(2.5) upon setting 7 = 0. 
THEOREM 3.1. Let A, be the infinitesimal generator associated with S(t) ; 
t > 0 and A,* its adjoint. Let iz be as in Theorem 2.3. Then 
(i) B(iz*) = 9(A,*) = {$ E X* 1 lim,,,, t-‘(S(t)+ - 4,~) exists for all 
g, E x>. X+ is the largest subspace of X* on which S*(t) is strongly continuous. 
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(ii) I f  # t X”, then # E X7+- ;f and only ;f  4 is absolutely continuous on 
[-Y, 0) and the map associating t E [0, or3) to the restriction of pp’p. & , to 
(--co, -r) is continuous as a funcfion from [0, co) into Lm(-co, --r). 
Proof. Only (ii) requires further argument. The characterization of Z/J on 
[--Y, 0) may be found in the finite delay case in Henry [S] or derived from 
Theorem 1.4.9 of Butzer and Berens [3]. The characterization of I/J on (--a, -r) 
is simply a restatement of the later portion of(i) taking (3.2) into account. 1 
We now seek a representation of the adjoint semigroup T+(t), t 3 0. This 
can be derived in the context of linear non-autonomous systems by taking an 
approach srmilar to Henry [7]. However, the theory of semigroups affords us a 
more direct proof in the autonomous case. 
Our calculations become less tedious if the - representation in X+ is used. 
Thus, as preparation, we phrase some of the facts known about the adjoint semi- 
group in terms of that representation. 
I,EMMA 3.2. Assume 4 E Y(i4*). Then 
(i) Z(U) = -(d/du)[$(u)] - $(O-) f(u) for u < 0. If  also #EL@(A+), then 
(ii) d/dt( T+(t)$) exists for t > 0 and [dE$)] = d/dt[ TG]. 
Proof. For --Y < u < 0, (i) follows from (2.5). I f  u C -r, (2.5) gives 
[A*41(4 = - & $ [P(U) W41 - WI +4 
Thus, using (2.5) and (2.6) 
p&u) = [A*$](--v) - (/1/j )- $) g w WI - w-1 I(S)) PC4 ds 
= -h-9- W-Id--y) + ~-r(P(~bb~4) ds 
16 
+ N-1 j")(s) P(S) ds 
= -h-d +P(-y)#(--y)- P(4Yw - !w)fx4 
As for (ii), the existence of 
$ T+(t) 1c, = $ h-l[T+(t + h) 16 - T+(t) 41 
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for # E a(A+) may b e f  ound in [9] and is a consequence of the general theory of 
strongly continuous semigroups. In fact, 
f T+(t) * = A+?“+(t) c/h = T+(t) ;a+ 
for t 3 0. Finally, Lemma 0.1 implies that for t > 0 and u < 0, 
/ / 
i=(u) = lim 
[T+P + h) $w) - v+ttl 4(4 - 
h-0’ h 
/ / 
= li+~+ [h-‘(T+(t + h) + - T+(t) 4)](u) 
= [hk+ h-‘(T+(t + h) # - T+(tjJl](u) 
= [-g#] (4. I 
For Q!J E X*, we consider the problem 
v(t) + jLy(+j(u - t) du = 4(-t), t>O (3.3) 
0 
Y(O) = ?w-1. (3.4) 
As shown in the finite delay case, (3.3)-(3.4) h as a unique solution, y, defined for 
t > 0, that is of bounded variation on compact subsets of [0, co). These solutions 
vary continuously with changes in Q!J in the sense that if I,!J~ + 4 in X*, then the 
solutions, ym , of (3.3)-(3.4) corresponding to the #J, convergence to the solution 
of (3.3)-(3.4) uniformly on compact subsets of [0, co). See [5]. 
We now state the principal result of this section. The argument follows closely 
that of Burns and Herdman [2] in their study of a semigroup associated with a 
linear integro-differential equation in a different function space setting. 
THEOREM 3.3. For 4 E X+, T+(t)* is dejned for t 3 0 by 
m(s) = $(s - t) - Lt y(u) ij(u + s - t) du (3.5) 
for s < 0, where 
y(t) = [~+wdJl(o-)~ t>o (3.6) 
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satisjies the adjoint equation 
y(t) = $(-t) - j’,.(u)+j(u --- t) du 
0 
(3.7) 
for t ;b 0 and 
Y(O) = VW). (3.8) 
Proof. By Lemma 0.1 and the continuous dependence of solutions to 
(3.7)-(3.8) on initial data, it suffices to show (3.5)-(3.8) for $ E 5?((A+)2), which 
is dense in X+ by [9]. Th e map associating t > 0 to T:(t)+ is differentiable with 
Lipschitz continuous derivative. 
Fors<O,t>Oandu> 0 define G(u) = [T+(u)$J](u + s - t). By Lemmas 
3.2 and 0.1, G is differentiable and, in fact, 
by Lemma 3.2. Thus 
where y  is given by (3.6). Integrating over [0, t], 
G(t) - G(0) :== -L’ y(u)+ + s - t) du. 
Therefore, for s < 0, 
m(s) - $(s - t) = -I’ y(u) q(u + s - t) du. 
Equation (3.8) follows from (3.7) by letting s --z O-. 1 
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4. THE ADJOINT EQUATION AND BILINEAR FORM 
In this section we will study a “differentiated” form of the adjoint equation and 
show that for a special class of 4 E X+ the solution of the adjoint equation actually 
solves a dela!- differential equation whose form is quite similar to (1.1). For this 
class of +!J the duality pairing ($, ~1) will be seen to reduce to the classic bilinear 
form of [5]. 
LEMMA 4.1. If 4 E X+, the solution to (3.7)-(3.8) is locally absolutely continuous 
and solz!es 
for t ;- 0 zuith the initial rake, y(O), given by (3.8). 
Proof. I f  4 E X+, Theorem 3.1 implies that $ is locally absolutely continuous 
on (-co, 0). The problem (3.8)-(4.1), viewed as a finite delay system of 
Caratheodory type, has a unique continuous solution on [0, KJ) which is locally 
absolutely continuous on (0, 00). Integration by parts in (4.1) shows y  to solve 
JW = -AO)7?(--t) - j)(t + s)fj(s) ds -t $ ($(-4) 
d 
=- 
dt 
[ -j;y + 4 7jN ds + dC-S] 
for t > 0. Therefore, for t > 0 
v(t) == - Cy(1 + s) ;i(s) ds + 4(-t) + constant. 
We see that the constant is zero by letting t + Of and using (3.8). Equation (3.7) 
is seen to be satisfied upon setting u = t + s in the above integral. Thus, the 
solution to (3.8)-(4.1) is the unique solution to the adjoint equations (3.7)- 
(3.8). I 
Consider the problem 
2(t) = j” z(t + u) d+j(u) 
-m (4.2) 
for t > 0 with initial condition given by 
z. = cd (4.3) 
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where 01~ E X. Note that if 4 E A- then (in an a.e. snse) $( ~ t) t 0 as t . 7 
Thus (4.2) is the “limit equation” associated with (4. I). See Levin and Shcn [lo]. 
THEOREM 4.2. If  z solves (4.2)-(4.3), then th ere is a Z/I t S ~for 2IAich z solves 
(3.8)-(4.1). 
Proof. Clearly, (4.2))(4.3) has a solution since (1 .I))( 1.2) enjoys this property. 
From (4.2) 
i(t) = J’: x(t + u) d?j(u) $- !‘_I(- z(t + u) d?j(u) 
for t > 0. Define, for s < 0 
&(s) = I’ z(u - s) d?j(u) = Jo- a(u) d?j(u $- s). 
---I -m 
Claim. [ in integrable on [-r, 0] and p+t is essentially bounded on 
(-cx3, -r). 
Proof of Claim. Clearly, 5 is measurable. For --Y < s < 0, 
< constant . I d 1 
Using (0.1) and (0.2). For s < --Y, 
< s ’ I 4~11 P(U) du * IIL II. --m 
The claim has been verified. 
FUNCTIONAL EQUATIONS: ADJOINT THEORY 
Thus, we can define an element # E Xc by 
J(s) = - j:i o(u) dij(u + s) 
435 
(4.4) 
for s < 0 and 
$(O-) = a(O). (4.5) 
The function z is easily seen to solve (3.8)-(4.1) with # so defined. 
To see that # E X+, we use Theorem 3.1. Clearly, # is absolutely continuous on 
[-Y, 0). Arguing in a manner similar to the claim one can show that for t < T and 
s < -Y 
I P-w dt - 4 (Cl(t - 4 - P-w PC’ - s) $47 - 4 
< i 
--7 1 a(t + u) - a(, + u)l p(u) du . 11 L I, 
--m 
We remark that the proof of the previous theorem shows that the map that 
associates 0: to the element it defines via equations (4.4)-(4.5) is continuous when 
viewed as a function from X into X*. In the future, we shall say “a defines 4” 
or “4 is defined by 01” if # is given in terms of 01 by way of equations (4.4)-(4.5). 
LEMMA 4.3. Let cyT E X and 4 be defined by CL. Then, for any y  E X, 
(4.6) 
Proof. For I,/J above, $ is locally absolutely continuous on (--co, 0) and has 
a jump discontinuity at 0. Thus, 
-(A T,> = - j” $(d ds) ds + w-) do) 
-cc 
= 40) do) + j” j”- +Wj(~ + $)I d4 ds -72 --7c 
by (4.4)-(4.5). Define 
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Then, using Fubini’s Theorem 
-- <*, 6 40) 940) i a(u -- s)[dfj(u)] p)(s) ds 
a(O) q(O) - [” 1 f” v(u -- s)[dij(u)] p(s) ds; 
* --* 
u(O) ~(0) -c 1” r” a(u -~ s)[dq(u)] q(s) ds 
* 7”11 
since v(u - s) = 0 if s 5, f f .  1 
We define the bilinear pairing (N, v) between v  E X and CY= E X by 
In the finite delay case, q(u) == q( ~~ r) for u < ~~ r and (01, p’) reduces to the 
classic bilinear form 
a(O) v(O) -:- f” /“‘I a(u ~ s)[dq(u)] v(s) ds. 
--r -11 
For the problem (4.2)-(4.3) we can define the solution semigroup analogous to 
that for (1 .I)-(1.2). That is, To( = z,(a), t > 0, where z(a)(.) denotes the 
solution to (4.2)-(4.3). Th e connection between To(t) and T-.(t) is given by 
THEOREM 4.4. Let 2’ E X, ‘p E X and 4 E X’ be dejined by a. Thea, ,for any 
t > 0, TO( defines T+(t)+ and thus 
-(T+(t)+, F = (To(t 4. (4.8) 
Proof. Let z solve (4.2)-(4.3). By Theorem 4.2 and Lemma 4.1, z solves the 
adjoint equations (3.7)-(3.8) and by Theorem 3.3 
fqj$ -~ iJ(s - t) -~ j,,’ z(e) fj(Zl + s - t) d‘a 
$(s - t) - [<“+t .(u - s) ij(u - t) du 
FUNCTIONAL EQUATIONS: ADJOINT THEORY 437 
for s < 0, t > 0. Since 4, T+(t)4 E X+, we may differentiate with respect to s to 
find 
$ m(s) = &s - t) - [z(t)fj(s) - 4O)f(s - 91 
‘S 
srt I k(u - s) 7j(u - t) du 
3 
=- tJ(s - t) - z(t)ij(s) -I- z(O)Tq(s - t) 
+ 2c(t)?j(s+) - z(O)?@ - t) - /;+t z(u - 5) d?j(u - t) 
using the Lebesgue-Stieltjes integration by parts formula. Thus, 
; fqqj(s) = $(s - t) $ z(t)[fj(s’) - +j(s-)] - Jot x(u) d-q@ - t + s) 
= ys(s - t) -J::- z(u) djj(u -t +s) 
~ s 0- t- ~~ - “(U) dfj(u -1. s - t) - i z(u) dij(u -- t + s) --I 0 
by (4.4). Therefore, using the definition of z(.), 
for s < 0. Now, by (3.~9, [T+(t)$](O--) = z(t). Thus, +(u) is seen to define 
T+(t)+ and (4.8) follows directly from Lemma 4.3. 1 
Define A0 to be the infinitesimal generator associated with TO(t), t > 0. It 
follows from Theorem 1 .l that 9(A”) = (G ) 01 E 9(A)). The connection between 
A+ and A0 is similar to that relating F(t) to To(t) in the previous theorem. 
THEOREM 4.5. If  a E 9(A”), then # E @A+). In addition, A0 01 dejnes A+$ and 
for all q2 E X. 
Proof. It can be shown exactly as in [SJ, page 105, that if o( E 9(A”) and 
F E B(A) then (AOcl, y) = (CL, A?). Thus if v  E Xf is defined by AOor, then 
(Y, y) = (9, Ap) for every q~ E B(A). By definition of A* we must conclude that 
$J E @A*) and A*$ = Y. Because 4, A*# E X+ we see that 4 E 9(A+). The last 
assertion follows immediately from Lemma 4.3. 1 
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5. DECOMPOSITIONS OF X ANT) .X* 
Before we apply the previous results to the decomposition of X and *El” into 
the invariant subspaces associated with roots of d(X), we first strengthen a result 
of Hale [6] on the location of normal points for T(t). 
A complex number, p, is said to be a normal eigenvalue of a bounded, linear 
operator, T, on a Banach space, E, provided it is an eigenvalue of T with finite 
dimensional generalized eigenspace, M( T ~- pQk, and 
where 9f(T - ~1)~ is invariant under T. A point, ,L, is called a normal point 
of T if it is either a normal eigenvalue of T or in the resolvent set of T. See [4]. 
The essential spectrum, ess(T), is defined to be the set of all TV in the spectrum of 
T, u(T), for which at least one of the following holds: 
(i) W(T - ,LJ) is not closed; 
(4 P E G’)\W; 
(iii) Uk2r JV(T - ~1)” is infinite dimensional. 
We define the essential radius, r,(T), of T as 
rJT) = sup{1 p I / P E ess(T)). 
See [I]. 
The following result of Gohberg and Krein [4] shows that the normal points of 
T are precisely those points not in ess(T). 
LEMMA 5.1. A necessary and sujicient condition thaf p be a normal e%envalue 
of T is that 
(i) L@?( T ~ ~1) is closed, 
(ii) p is an isolated point of u(T), and 
(iii) the generalized eigenspace associated z&h p is Jinite dimensional. 
Kuratowski’s measure of noncompactness, a(R), of a bounded subset, B, of a 
Banach space, E is defined as 
a(B) = inf{d ;> 0 1 B has a finite cover of diameter < d}. 
For any continuous T: E - Ewe define 
LX(T) = inf{K i CX( TB) < &Y(B) for all bounded subsets B C E}. 
The map, T, is said to be an oc-contraction qf order k if E(T) < h. See [ 141. 
FUNCTIONAL EQUATIONS: ADJOINT THEORY 439 
The connection between the Kuratowski measure and the essential radius of 
a bounded, linear 9’: E - E is given by the following result of Nussbaum [13]. 
LEMMA 5.2. If Y: E - E is bounded and linear, then 
Y,(S) = !+2 (a(s~y~. 
We now consider the solution operator T(t). Following Hale [6], we decompose 
T(t) as T(t) = 9’(t) + U(t) where 9’(t): X-t X and U(t): X+ X are defined 
bY 
[W) a4 = \“,;t + u) - &)), 
t+uao 
t+u<O (5.1) 
and 
t+u,30 
(5.2) 
t+u-CO 
for u < 0. The following result is a special case of what may be found in [6]. 
LEMMA 5.3. For .9(t) and U(t) as above, U(t) is completely continuous and for 
t 3 Y a(Y(t)) < y(t), where y  is defined by 
(5.3) 
LEMMA 5.4. rb(T(t)) < i&,,,(y(nt))l/TL < 1. 
Proof. The unbounded components of normal points of Y(t) and Y(t) + 
U(t) = T(t) coincide since U(t) is completely continuous. (See Lemma 2 of [6].) 
Thus it suffices to show that r,(Y(t)) < lim,,, (r(nt))ll”. However, using 
Lemmas 5.2, 5.3 and the form of 9’(t), 
r&s(t)) = pi (a(sfi(t)y 
= kz (a(S(nt))l’n 
< ET (y(nt))‘lTL. 
The monotonicity of p implies r(nt) < 1, from which the last inequality 
follows. 1 
Before we continue, it should be noted that an analogue of Lemma 5.4 for a 
nonautonomous linear systems is also valid. We have chosen to prove the result 
for autonomous systems only because this result suffices for our applications. 
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The needed modifications of the arguments presented here and in [6] can he 
found in [15] or supplied by the reader. 
-7--- There is a very close relationship between the quantities j3 and lrm,,,(y(nt))i!n. 
hVlMA 5.5. For t > 0, 
pm (y(nt))“” = cot (5.4) 
where the right hand side of (5.4) is interpreted to mean 0 should p = --CO. 
Proof. It suffices to show for real numbers, K, that eLt > li;F;,,,(y(nt))l~” LA 
N(p, t) if and only if k > p. The only nontrivial case is when k < 0. 
Assume there exists some E > 0 such that ekt > N(p, t) + E. We must show 
that 
s 
0 
--ca ekup(u) du < co. 
Note that forj = 0, 1, 2,... 
s -it ’ -(j+l)t ekUp(u) du = s eL(“mJt)p(s - jt) ds -t 
O < r(jt) e-kit s _ t e kS ~(4 ds. 
Therefore 
< f  r(jt) e-lrjt /“t ekSp(s) ds 
3=0 
which converges since elCt - E > N(p, t) implies (1 - (c/2) e-kt)j > ec”j”y(jt) 
for all sufficiently largej (since l > 0 may be taken < 2eLf.) 
Conversely, if k > /3 we may choose an 6 > 0 such that 
s 
0 
e(k--r)up(u) du < 03. 
--m 
Since p is monotone increasing, we conclude that lim,,, e--jt(k-F) p( -jt) = 0 for 
any t > 0. By property (0.1) of p, we have y(jt) < p( -jt). Thus e-(7c-f)jty(jt) < 1 
for allj sufficiently large. It follows that N(p, t) < evft eh-t < ekt. 1 
COROLLARY 5.6. For any E > 0 there are only a finite number of points p in 
u(T(t)) with j p / > eBt + E. Each such p must be of the form p = eAt for some X 
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satisfying (1.4). The generalized eigenspace of h is jnite dimensional and there is 
some integer k such that 
and 
x=Jv-(A -Az)k@O(A -AI)” 
A-” = N(A* - hl)k @ iz(A* - Xl)k 
where Jf and ~32 denote the null and range spaces, respectively. 
Proof. See Theorem 1 of [6]. The modifications to this situation are 
obvious. 1 
To give explicit representations of the projections onto N(A - hl)k and 
Jlr(A* - hl)“, we employ the bilinear form given by equation (4.7). Since the 
arguments closely parallel those of [5], Section 21, we omit the proofs whenever 
possible. See [l l] f  or a different approach to calculating the projection onto 
dv-(A - xl)k. 
As in [5] and [12] we define the (nk) x (nk) matrix A, by 
where, for i = 0, 1, 2 ,..., 
The first assertion of the following lemma was shown in [I I]. The characteriza- 
tion of .N(AO - M)” follows by similar arguments. 
LEMMA 5.7. Assume Re h > j3. (i) ‘p E Jlr(A - hI)“i if and only if v  is of the 
f  orm 
where a = col(a, ,..., ulc) satisfies Aka = 0. 
(ii) 01 E .N(AO - /\r)k if and only ;f  a! is of the form 
k-l 
a(u) = 1 bjtl $ eau 
j=O 
where b = row@, , b,-, ,..., b,) satisfies bAk = 0. 
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LEMMA 5.8. ~,EB'(A -AI)k ifandonly $(a,~):== Ofor every cz E.~~(,-P ,\I)". 
Proof. See Lemma 2 I .2 of [.5]. The necessary modifications are obvious. 1 
LEMMA 5.9. For X E o(A) satisfyitig Re h ; p, one Izas dimM(A ~- XZ)L 
dim &‘(A” ~- hZ)k. ZfQA = (vr ,..., p),,) and S2, = col(a, ,..., a,,) UYE Z&S “vectors” 
for N(A - AZ)” and .&“(A” -- AZ)“, respectively, then (Q, , Qn) = [(Ed, F.~)] is 
nonsingular and thus may be taken as the identity. The projection II,: -Y + 
.N(A - hZ)k is given by 
Proof. See Lemma 21.4 of [5]. 1 
COROLLARY 5.10. Let a,, , 62, be as in Lemma 5.9. Let & be de$ned by -CQ; 
i = 1, 2 ,..., p, andYA = col(#, ,..., 4,). The projection IIA is given by 
Proof. This is an immediate consequence of Lemmas 4.3 and 5.9. fl 
COROLLARY 5.11. Let Qh , 8, , Y,+ be as in Corollary 5.10. Then 
dim&(/l* - AI)” is equal to dim N(A - Xr)k and Y,, defines a basis for 
M(A* - Xl)k. fie projection fl,,*: X* --f N(A* - AZ)” is onto and is given by 
Proof. Let 1 < i < p and -ai define & . It is an immediate consequence of 
Theorem 4.5 that (A* - hZ)m#i E II for m = 0, l,..., k - 1 and 
{(A* - hZ)k#i , v) = -(-(A0 - hZ)$ , v) = 0 for every q E X. Thus, 
t,hi E .,&‘-(A * - AI)“. Because 
it follows that {$r , #z ,..., $I,} is a linearly independent set. 
To show that &‘(A* - AZ)” is spanned by {$r ,..., &} it suffices to show that 
for any I/J E M(A* - AZ)” and g, E X, (YA , q) = 0 implies (4, v) = 0. However, 
since (Y,, ,q) = -(QA, g)), we may apply Lemma 5.8 to conclude that any g, 
satisfying (Y,, , 9) = 0 must lie in %‘(A - XZ)k. Thus, 9 = (A - /\I)7% for some 
v  E X and ($, v> = (Q!J, (A - XI)%) = ((A* - xl)lc#, V> = 0. 
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Finally, if cp E X and t,b E X*, 
Thus, fl,*$ = (Z/J, @,,)YA. Clearly, (n,*)z = l7,,* and LJ?(l-I,*) = 
&-(A” - XI)k. m 
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