A New Protocol for Route Discovery
In by each bridge is arbitrary and can vary from bridge to bridge. Also, two given rings may be connected by zero, one or more bridges. More than one connecting bridge may be required to provide additional bandwidth or as a backup. In a token-ring network, a station holding information to be transmitted waits for the token, seizes it, sends one or more frames and releases the token. These three steps form the basic concept of a token-ring, but several versions for the implementation of each step are possible:
• Seizing the token-Some token-ring networks have a priority mechanism that inhibits stations from seizing the token if there is higher priority data waiting to be transmitted [5] - [6] .
• Sending frames-In some versions of token-rings, a station must release the token after sending each frame. Other versions permit the station to send several frames before doing so.
• Releasing the token-In the traditional scheme [5] , the token is released by the sender when the frames return. The new generation token-rings, as FDDI [6] (also the revised version of [5] from 1989), use a new approach, known as early token release. This approach allows the sender to release the token as soon as it completes transmitting its frames, whether or not the flame header has returned. Early token release optimizes the use of the available ring bandwidth when the size of a frame is less than the ring delay (ring physical delay + number of stations times delay at each station), and decreases the waiting time for a token at subsequent stations.
The protocols presented in this paper are designed for multiple-ring networks consisting of tokenrings, each fulfilling the following requirements:
-Only one token exists in the ring.
-A station that seizes the token and sends one or more frames, releases the token at some time after transmitting the last frame and removes its frames after they travel one round trip. 2 Figure 1: Multiple-Ring Network by each bridge is arbitrary and can vary from bridge to bridge. Also, two given rings may be connected by zero, one or more bridges. More than one connecting bridge may be required to provide additional bandwidth or as a backup. In a token-ring network, a station holding information to be transmitted waits for the token, seizes it, sends one or more frames and releases the token. These three steps form the basic concept of a token-ring, but several versions for the implementation of each step are possible:
-A station that seizes the token and sends one or more frames, releases the token at some time after transmitting the last frame and removes its frames after they travel one round trip. 2 Technion -Computer Science Department -Tehnical Report CS0727.revised -1992
These requirements are very flexible and include all access schemes referred to above: priority or nonpriority, one or more frames sent before releasing the token, release of the token immediately after transmission completion (early token release) or when the transmitted frames return, etc.
Routing in Extended LANs
One of the main tasks in a computer network is to perform routing of messages. In most LANs, stations have access to a shared media that in fact provides a direct route between every two nodes. In tis situation, routing. is a simple task. However, when several LANs are connected to form an extended LAN, routing becomes more difficult. Devices that interconnect local networks appear at various ISO layers. Those that operate at the physical layer are called repeaters. Bridges operate at the MAC sublayer, and gateways operate at the network layer. A comparison between bridges and routers is presented in [4] .
One of the attractive aspects of employing bridges is that the LAN can be expanded, independently of the specific higher layer protocol implemented in the network. Moreover, routing performed by a lower layer protocol leads to higher overall network performance, especially in high speed networks. The main approaches to bridge routing that are usually under consideration are transparent spanning tree [3] and source routing [1] (2] . A comparison between these two approaches is presented in Reference [7] .
Transparent spanning tree relies on the use of deterministic routes in the extended LAN. The extended LAN bridges communicate with each other and develop a logical tree of interconnected LANs. In this approach, the responsibility for route selection lies with the bridges rather than with the end stations. To this end, a spanning tree is built and maintained automatically by algorithms resident in the bridges.
In source routing, the source station is respon~ible for determining the entire route to its destination. In this case, the bridges need not possess the intelligence for route selection. Rather, a routing information field is contained as overhead in each frame transmitted by the source. This field describes the route across bridges all the way to the ring containing the destination station. A route discovery protocol is a protocol that supplies a source-destination route to the source station. Such a protocol, for multiple-ring networks, is presented in this paper.
Route Discovery in Multiple-Ring Networks
Suppose that a station, called the source station, wants to communicate with another station in a source routing multiple-ring network. Therefore, the source must determine the entire route to the destination before starting to send data-frames, and must include this route in the routing information field of each transmitted frame.
Consider the network in These requirements are very flexible and include all access schemes referred to above: priority or nonpriority, one or more frames sent before releasing the token, release of the token immediately after transmission completion (early token release) or when the transmitted frames return, etc.
Routing in Extended LANs
One of the main tasks in a computer network is to perform routing of messages. In most LANs, stations have access to a shared media that in fact provides a direct route between every two nodes. In tis situation, routing. is a simple task. However, when several LANs are connected to form an extended LAN, routing becomes more difficult.
Devices that interconnect local networks appear at various ISO layers. Those that operate at the physical layer are called repeaters. Bridges operate at the MAC sublayer, and gateways operate at the network layer. A comparison between bridges and routers is presented in [4] .
Route Discovery in Multiple-Ring Networks
Consider the network in Fig. 1 For the purpose of the present paper, a route is identified by the sequence of rings and bridges it traverses, as in the above examples. In practice, one may consider more efficient ways to describe the route, especially in view of the fact that bridge identities may be relatively long. For example, one may use bridge identities that are unique only within the group of bridges connected to a given ring [1] .
The route discovery protocol currently in use is performed as follows [1] , [2] . The source station, that wants to find a route to a given destination, sends a route locating frame. When a bridge receives such a frame from one of its rings, it checks whether the remaining rings it is connected to appear in the route-description list created so far in the frame. For each ring whose identity is not in the list, the bridge adds to the route-description list its own identity and the identity of the ring, and sends the frame on this ring. Consequently, the route-description is dynamically created while the frame propagates across bridges in the network. Once the frame reaches the destination, the latter sends a response frame directly to the source using reverse of the received route-description.
In this way, the source station finds all possible routes between itself and the destination, and can select one of them.
Three main deficiencies are associated with this route discovery protocol. One of them is that the source has no way to know that the destination does not exist or is in a disconnected part of the network. This is because it does not know when the protocol terminates. Another deficiency is that this protocol cannot supply the source with a description of routes to a group of destinations, and therefore it cannot support multicast source routing. The third, and probably the most serious deficiency is the enormous communication overhead this route discovery protocol requires in large networks. As an example, consider a multiple-ring network of 10 rings, as in Fig. 2 . Suppose that s wants to discover a route to some other station. In this case, one route locating frame will be sent in R 1 , two in R 2 , four in R3 etc. Thus, 2 9 = 512 frames will be sent in RlO' If the target station resides in R lO , then 512 response frames will be sent back to the source station, and each of them will traverse the entire network. So many frames for each route discovery is likely to cause bottlenecks in bridges and a significant reduction of network performance, especially in high speed networks.
Two ways are usually used in order to reduce the communication overhead of the protocol [1] . One way is restricting the destination to reply with a response only to the first route locating frame For the purpose of the present paper, a route is identified by the sequence of rings and bridges it traverses, as in the above examples. In practice, one may consider more efficient ways to describe the route, especially in view of the fact that bridge identities may be relatively long. For example, one may use bridge identities that are unique only within the group of bridges connected to a given ring [1] .
Three main deficiencies are associated with this route discovery protocol. One of them is that the source has no way to know that the destination does not exist or is in a disconnected part of the network. This is because it does not know when the protocol terminates. Another deficiency is that this protocol cannot supply the source with a description of routes to a group of destinations, and therefore it cannot support multicast source routing. The third, and probably the most serious deficiency is the enormous communication overhead this route discovery protocol requires in large networks. As an example, consider a multiple-ring network of 10 rings, as in Fig. 2 . Suppose that s wants to discover a route to some other station. In this case, one route locating frame will be sent in R t , two in R 2 , four in R3 etc. Thus, 2 9 = 512 frames will be sent in RlO' If the target station resides in R lO , then 512 response frames will be sent back to the source station, and each of them will traverse the entire network. So many frames for each route discovery is likely to cause bottlenecks in bridges and a significant reduction of network performance, especially in high speed networks.
Two ways are usually used in order to reduce the communication overhead of the protocol [1] . One way is restricting the destination to reply with a response only to the first route locating frame 4 Technion -Computer Science Department -Tehnical Report CS0727.revised -1992 it receives. By this change, the source is supplied with a description of only one route, the fastest one, but the number of response messages is dramatically decreased. However, with this change, the protocol remains unchanged. protocol REMains unchanged. The second way is to build in the network a spanning tree, as done when the routing approach is transparent spanning tree, and to execute the protocol on the spanning tree only. This decreases the number of search messages sent by the route discovery protocol, since only one search is sent on each ring, but another overhead is required for building and maintaining the spanning tree. Moreover, the selected route is always a route in the tree, although a much better route might exist.
The ERD-protocol

Main Properties
The main properties of the ERD-protocol proposed in this paper are as follows:
• Independently of the network topology, source location and destination location, exactly one route locating frame (called SEARCH) is sent in every ring. In addition, every bridge sends exactly one response frame (RESPONSE). Since route discovery protocols are initiated frequently in a source routing network, a protocol with the number of frame transmissions given by the number of rings + number of bridges is a very significant improvement over a protocol that uses an exponential number of messages as a function of the number of rings and bridges. This is especially true in large networks. As discussed before, this improvement has an even greater impact in high speed networks, where it is especially important to reduce the processing load on the bridges.
• The ERD-protocol supplies the source station with only one route -the fastest route at the time of protocol execution among all possible routes between the source and the destination.
• The source is supplied with a termination indication when the destination is not in the network.
• The ERD-protocol can be used to determine routes to a group of destinations rather to a single one. Moreover, the routes are selected by the protocol such that each station in the group receives each data-frame exactly once.
• The processing of a frame in the ERD-protocol is somewhat more complicated than in the protocol of [1] . However, since the number of frames received by a given bridge is much smaller, the overall processing load is still significantly lower.
• The ERD-protocol is a MAC layer protocol. The MAC layer is the lower sublayer of the DLC in the OSI model. The second sublayer of the DLC is the Logical Link Control. Thus, frames sent by the protocol are not protected by Logical Link Control. There are two main reasons for implementing the ERD-protocol at the MAC layer. The first is that bridges sometimes send a given frame only if such a frame is not received beforehand by the bridge. Such a stipulation is 5 it receives. By this change, the source is supplied with a description of only one route, the fastest one, but the number of response messages is dramatically decreased. However, with this change, the protocol remains unchanged. protocol REMains unchanged. The second way is to build in the network a spanning tree, as done when the routing approach is transparent spanning tree, and to execute the protocol on the spanning tree only. This decreases the number of search messages sent by the route discovery protocol, since only one search is sent on each ring, but another overhead is required for building and maintaining the spanning tree. Moreover, the selected route is always a route in the tree, although a much better route might exist.
2 The ERD-protocol
• The general idea of the ERD-protocol is to build a spanning tree by using the SEAR.CH frames, and to let the RESPONSE frames propagate on the spanning tree towards the source. The PIF protocol [10] operates similarly in point to point wide area networks.
While RESPONSE frames propagate, the branch of the tree containing the destination, if the destination is indeed in the network, collects the found source-destination route and handles it to the source. On the other hand, termination of the protocol with no route discovered indicates to the source that the destination is not in the sa.me connected network.
Notations, Definitions, Frame Types and Formats
Only the source station, the destination station and the bridges participate in the protocol. All other stations simply repeat every received frame of the protocol without altering it. The source and destination stations are denoted sand d respectively. All bridges perform the same algorithm. The source station performs a similar, but simplified algorithm. The set of bridges in the network is denoted by B and the set of rings by 'fl. For a given source-destination pair, only one instance of the protocol may exist in the network at any given time. The protocol has a termination property for each bridge and is such that the source enters the protocol first and exits it last. Therefore, if the source is allowed to start a new instance for the same destination only after exiting the previous one, there will be no confusion between the two instances. Each frame and state belonging to a given instance are identified with the source-destination pair. Several instances of the protocol for different source-destination pairs may propagate at the same time, and they are executed independently of ea.ch other. Therefore, without loss of generality, only one given instance of the protocol will be referred in the description and specification of the protocol, as well as in the proof of correctness, and thus the source-destination pair identification will be omitted.
For simplicity, it is assumed that each bridge b connects exactly 2 rings. The extension of the new protocol to multi-port bridges, i.e. bridges that connect more than two rings, is trivial and appears in Section 5.
The protocol requires two kinds of frames that circulate on the rings: SEARCH and R.ESPONSE. A SEARCH frame has the following fields:
• The source identity.
• The destination identity.
• Two bits Tl and r2.
A RESPONSE frame has the following fields:
• The source identity. 6 possible only at the MAC layer. The second reason is that bridges are sometimes required to modify a bit in the frame while repeating it.
The general idea of the ERD-protocol is to build a spanning tree by using the SEAR.CH frames, and to let the RESPONSE frames propagate on the spanning tree towards the source. The PIF protocol [10] operates similarly in point to point wide area networks.
• The source identity. • A list of identities of the bridges on the route, called list.
The last field has a variable length and may be nonexistent in some RESPONSE frames. We use list = 1> if the field is nonexistent.
A typical token-ring frame is shown in Fig. 3 . The Frame Control field indicates the type of the frame, The Destination Address identifies the station(s) for which the frame is intended to. The Source Address identifies the station originating the frame. Note that there is no connection between the Destination Address and the Source Address of a frame, and the destination and the source of the route discovery protocol. The identity of the source and destination of the protocol appear in all frames transmitted by the protocol indeed, but in the Data field and not in the Source Address and Destination Address fields, as explained presently.
The frames of the ERD-protocol are incorporated as follows. The fact that this is a route discovery frame and its type, SEARCH Recall that only one given source-destination pair is considered, and thus they are not mentioned explicitly in the notation.
A complete circulation of a frame around a ring will be called a round trip. We distinguish between sending and repeating a frame over the ring. A station or a bridge is said to send a frame over a ring if it gets access to the ring and transmits a new frame on it. A station that receives a frame sent by another station, possibly changes some bits and continues the circulation of the frame on the ring, is said to repeat the frame. Recall that a station that sends a frame, and only 7 
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• A bit rl.
• A list of identities of the bridges on the route, called list.
The frames of the ERD-protocol are incorporated as follows. The fact that this is a route discovery frame and its type, SEARCH or RESPONSE, are indicated in the Frame Control field. The rest appears in the Data field in the order indicated above for the SEARCH frame or the RESPONSE frame respectively. This organization enables bridges and the destination station, that may have to change TI or T2 when a frame is repeated, to work with a one bit delay, when the transmission protocol requires that. The Source Address of every SEARCH Recall that only one given source-destination pair is considered, and thus they are not mentioned explicitly in the notation.
A complete circulation of a frame around a ring will be called a round trip. We distinguish between sending and repeating a frame over the ring. A station or a bridge is said to send a frame over a ring if it gets access to the ring and transmits a new frame on it. A station that receives a frame sent by another station, possibly changes some bits and continues the circulation of the frame on the ring, is said to repeat the frame. Recall that a station that sends a frame, and only 7 such a station, removes the frame from the ring. This is done one round trip after the station sends the frame, when the station receives the frame back.
A bridge b enters the algorithm when it receives the first SEARCH frame belonging to the protocol. The ring over which it receives this frame is called the primary ring for b, and is denoted by R'(b). The second ring is the secondary ring and is denoted by R"(b). The source station s has only a secondary ring R"( s) which is the ring it connects to. For two bridges band l, such that
, we say that l, < b if benters the protocol before b.
Protocol Description
The ERD-protocol consists of two phases. The first one, called the propagation phase, is triggered by the source. In this phase, exactly one SEARCH frame is sent on every ring in the network. In the second phase, the feedback phase, RESPONSE frames propagate back to the source. If the destination exists in the network, then the description of a route from source to destination is constructed by a chain of RESPONSE frames.
The source s starts the protocol by sending a SEARCH(O, 0) frame on its local ring. This is a SEARCH frame with s as the source, d as the destination and TI = T2 = D.
Upon receiving such a frame for the first time, a bridge identifies as R ' the ring over which the frame was received, and as R" the second ring. Then it tries to send a SEARCH(D,O) on R". It sends a SEARCH(O,D) frame on R" if it gets access to it before observing another SEARCH frame on that ring. In the latter case, it sends no SEARCH on that ring. As proved later, this approach ensures that exactly one SEARCH frame is sent on every ring.
A RESPONSE frame is sent by a bridge only on its primary ring R ' , thus every bridge sends exactly one RESPONSE frame. The RESPONSE frame is sent by a bridge b at the time when the bridge knows that the following conditions are satisfied:
A. Every bridge l, for which R'(b) = R'(l,) and l, < b has sent a RESPONSE (on R'(b)).
B. If b is the sender of a SEARCH frame (on R"(b)), then every bridge bfor which R'(l,) = R"(b)
has sent a RESPONSE (on R"(b)).
Bridge b terminates the protocol when the RESPONSE frame it sends on R'(b) returns back.
The TI bit of the SEARCH and RESPONSE frames is used to inform a bridge b that conditions A and B above have been satisfied. This is done as follows:
(1) A SEARCH frame may be sent by a bridge b only on its secondary ring R" (b) . Such a frame is always sent with TI ::;: O. A SEARCH frame received by a bridge on its primary ring is repeated with TI = 1. such a station, removes the frame from the ring. This is done one round trip after the station sends the frame, when the station receives the frame back.
Protocol Description
B. If b is the sender of a SEARCH frame (on R"(b)), then every bridge bfor which R'(l,) = R"(b)
(1) A SEARCH frame may be sent by a bridge b only on its secondary ring R" (b) . Such a frame is always sent with TI ::;: O. A SEARCH frame received by a bridge on its primary ring is repeated with TI = 1. and enter the protocol, but they do not change TI from 0 to 1 since it is already 1. With our
Since the destination d is not in R 1 , station s receives the SEARCH frame back with T2 = O. However, since TI = 1, station s knows that there are other rings in the network and the search is still on. Station s will know that the protocol can be terminated upon receiving a RESPONSE(O) frame. Had the SEARCH have returned to s with TI = 0, this would have signaled to s that its local ring does not connect to any other ring, and the protocol would have terminated.
In the latter case, T2 signals whether d is in the ring or not. On the other hand, receipt by s of SEARCH with Tl = 1 and T2 = 1 would have signaled to s that d is in its local ring, but the protocol is still propagating in other parts of the extended LAN. local tables and detects that it is not participating in the protocol yet. Therefore, it enters the protocol and changes TI from 0 to 1. Note that b l must perform a local check between the time it receives the source and destination fields of the frame and the time when it transmits the new value of TI' This may require additional unused bits to be inserted before TI, in order to give enough processing time to the bridges (another solution for this problem, without unused bits, is dis.:ussed in Part II of this paper [9] ). Bridges b 2 and b 4 also receive this frame for the first time and enter the protocol, but they do not change TI from 0 to 1 since it is already 1. With our
and R3 = R"(b 4 and R 3 respectively, but before b s gets an access to R 4 is as follows:
• b 5 is waiting for access to R 4 , in order to send a SEARCH on it.
• b 4 is waiting for RESPONSE(O) on R I = R'(b 4 ) (condition A). When this happens, b 4 repeats RESPONSE(I). When it next gets an access to R I , it sends a RESPONSE(O) on that ring and concludes its part in the protocol. Note that b 4 does not wait for a RESPONSE(O) in R 3 = R"(b 4 ) . This is because b 4 had received back the SEARCH sent by itself in this ring with Tl = 0, so condition B is automatically satisfied for it.
• b 3 is waiting for
When this happens, 6 3 repeats it as RESPONSE(l). Afterwards, when it gets an access to R 2 , it sends a RESPONSE(O) and concludes its part in the protocol. Note that condition B is automatically satisfied for 6 3 , since it has not sent a SEARCH on R"(b 3 ). It is bridge b 4 that did so.
• b 2 is waiting for RESPONSE(O) frames on both R'(b 2 ) ::: RI (condition A) and R"(b 2 ) = R2
(condition B). Each is repeated by b 2 as RESPONSE(I). After both conditions are satisfied, b'J waits for an access on R'(b 2 ) = R I , sends a RESPONSE(O) and concludes its part in the protocol.
• At b 1 , conditions A and B had already been satisfied. This is because b 1 had received the SEARCH frame with TI = 0 on R'(bd = R I and had not sent a SEARCH on RI/(b I ) = R 2 • Thus, b 1 is trying to get access to R'(b l ) = R I in order to send a RESPONSE on it. This frame will be sent with TI = 0 and list = ¢. When b 2 receives it, it will change Tl to 1, whereas b 4 and s will ignore this frame. When b l receives this frame back, it concludes its part in the protocol.
• and R 3 respectively, but before b s gets an access to R 4 is as follows:
• 
Protocol Specification
The protocol consists of three algorithms: for a bridge, for the source station s and for all other stations. These algorithms are presented in Tables 1, 2 and 3. Each table represents a finite state machine. When a station receives a certain frame and such an event is not mentioned in its current state, it repeats the frame unchanged and stays in the same state. The bridge algorithm is presented in Table" 1(a) and l(b). For representation simplicity, all actions related to the transmission and receipt of SEARCH and RESPONSE frames are presented in Fig. 4 . Before starting a protocol, the bridge is in state O. Each bridge may participate concurrently in several protocols, corresponding to different source-destination pairs, but the bridge executes each protocol independently from the others.
As mentioned above, it is assumed that each bridge connects exactly 2 rings. Each bridge b denotes its two rings as R'(b) and R"(b) for each protocol it participates in. The ring over which a SSARCH frame is received in state 0 is designated as R'(b), the other ring is defined R" (b) . If the bridge b receives a SEA RCH frame from both rings at the same time while in state 0, the selection of R'(b) and R"(b) is done arbitrarily. Two events may also take place simultaneously in both rings in states 1, 3 and 4. This can happen since the bridge algorithm is performed by two processors that reside in the two port adapters of the bridge. As before, in these cases, one of the two events is arbitrarily considered to precede the other. 
As mentioned above, it is assumed that each bridge connects exactly 2 rings. Each bridge b denotes its two rings as R'(b) and R"(b) for each protocol it participates in. The ring over which a SSARCH frame is received in state 0 is designated as R'(b), the other ring is defined R" (b) . If the bridge b receives a SEA RCH frame from both rings at the same time while in state 0, the selection of R'(b) and R"(b) is done arbitrarily. Two events may also take place simultaneously in both rings in states 1, 3 and 4. This can happen since the bridge algorithm is performed by two processors that reside in the two port adapters of the bridge. As before, in these cases, one of the two events is arbitrarily considered to precede the other. Table 3 . It sends no frames of its own, and only takes an action if the destination field in a SEARCH frame matches its own identity. In this case, it sets the T2 field to 1.
Correctness Proof
Before presenting the correctness proof, recall the basic assumptions:
-In each ring there is a single token. A station that receives a token and wants to send frames, removes the token from the ring and transmits its frames. It transmits a token at some time after completing transmission of the frames. The exact time when its sends the token and the number of consecutive frames it can send before releasing the token are arbitrary.
-A station removes the frame it had sent when the frame completes a round trip.
-A station that wishes to send a frame receives the token within finite time.
This section proves that when s initiates a protocol to search for a route to d, the following hold:
1. The protocol terminates in finite time. Moreover, if s starts a new instance of the protocol for the same destination d after having completed the previous one, then all bridges will receive all frames of the new instance after having completed the protocol for the previous instance. Therefore, the bridges will not confuse the two instances, although they use the same entries in the source and destination fields. 3. Exactly one SEARCH frame is sent on each ring, and exactly one RESPONSE frame is sent by every bridge.
The proofs of the above properties appear in Theorems 1, 2 and 3 respectively.
14 been selected such that identical situations of the source s and of bridges are described by the same state. Before initiating the protocol, the source is in state 0 and upon completing it, the source reenters this state. The transition from state 0 to 2 is performed by an external signal. Recall that s may not initiate a protocol to a certain destination jf a protocol for the same source-destination pair is currently being executed. Station s may concurrently participate in several protocols as a source station, each of them for a different destination. every protocol is performed independently from the others. A non-source station has a single state, as shown in Table 3 . It sends no frames of its own, and only takes an action if the destination field in a SEARCH frame matches its own identity. In this case, it sets the T2 field to 1.
1. The protocol terminates in finite time. Moreover, if s starts a new instance of the protocol for the same destination d after having completed the previous one, then all bridges will receive all frames of the new instance after having completed the protocol for the previous instance. Therefore, the bridges will not confuse the two instances, although they use the same entries in the source and destination fields. Claim (i); Suppose that a bridge b receives a SEARCH frame in state 0 (recall that in this case it denotes the ring on which the SEARCH is received as R'(b) and the second ring as R"(b)). Then a SEARCH frame is also eventually sent on R"(b), not necessarily by bridge b. Proof: When b receives a SEARCH in state 0, it enters the set of states {1,2}. While in this set, it will either receive a SEARCH frame on R"(b) or will get an access to R"(b), in which case it will send a SEARCH on it.
Claim (ii): No more than one SEARCH frame is sent on each ring. Proof: The source s or any bridge can send a SEARCH only on its secondary ring R" and only in state 1 or 2. When the source sends the first SEARCH, it leaves state 2. When a bridge sends the first SEARCH, it leaves the set of states {I, 2}. Since states are monotonically increasing, the source and a bridge that has sent a SEARCH, cannot send a second one. In order to prove that a bridge does not send a SEARCH on a ring R if such a frame has already been sent on this ring, note that by Lemma 1 follows that when bridge b sends SEARCH on R"(b), it has already received all frames sent beforehand on this ring. If any of those has been a SEARCH frame, then b receives it in state 1 or 2, since receipt in state 0 would have caused b to select R as its primary ring. At the time it receives a SEARCH in state I or 2, bridge b enters states 7 or 8, thus it never sends SEARCH subsequently.
This completes the proof of claim (ii).
In order to prove the Lemma, we only need to show that at least one SEARCH is sent on each ring. Suppose R is a ring on which no SEARCH is sent. Consider a partition of the set of rings R into two subsets: the subset R 1 includes all rings where no SEARCH is sent, and the subset R z includes all rings where at least one SEARCH is sent. The set R 1 is nonempty since it contains the 15 0 Lemma 1 At the time when a station receives a token frame (namely gets an access to the ring), it had received all frames previously sent in the ring.
Proof
Let Vi be the first station that receives, at time t3 say, a token without having previously received all frames sent beforehand in the ring. Let Vj be its upstream neighbor and let it, t2 be respectively the times when the token was received and sent by Vj' By assumption, station Vi had received before t 1 all frames sent before tl in the ring. Frames possibly created by Vi before tl have performed a full round trip and thus have already been received by Vi Claim (i); Suppose that a bridge b receives a SEARCH frame in state 0 (recall that in this case it denotes the ring on which the SEARCH is received as R'(b) and the second ring as R"(b)). Then a SEARCH frame is also eventually sent on R"(b), not necessarily by bridge b. Proof: When b receives a SEARCH in state 0, it enters the set of states {1,2}. While in this set, it will either receive a SEARCH frame on R"(b) or will get an access to R"(b), in which case it will send a SEARCH on it.
This completes the proof of claim (ii).
In order to prove the Lemma, we only need to show that at least one SEARCH is sent on each ring. Suppose R is a ring on which no SEARCH is sent. Consider a partition of the set of rings R into two subsets: the subset R 1 includes all rings where no SEARCH is sent, and the subset R z includes all rings where at least one SEARCH is sent. The set R 1 is nonempty since it contains the ring R and the set R2 is nonempty since it contains the ring on which the source s is located. Since the network is connected, there must be at least one bridge connecting a ring in R I with a ring in R 2 , in contradiction to claim (i) above.
We now define a directed tree T that is constructed as the protocol advances in the network. T is called the feedback-tree of the protocol, since it describes the proceeding of the feedback phase.
The set of nodes V of T consists of s and all bridges, namely V == {s} U B. Edges of T connect pairs of nodes of T located on the same ring as follows:
-There is a directed solid edge from VI E V to V2 E V if and only if VI receives a SEARCH frame in state 0 that was sent by V2, and there is no bridge located after VI and before V2 that also receives this frame in state O.
-There is a directed dashed edge from VI E V to V2 E V if and only if VI and V2 receive the same SEARCH frame in state 0, bridge VI receives it before V2 (VI < V2), and there is no bridge located after VI and before V2 that also receives this frame in state O. Note that T can be obtained by performing the following operations on the multiple-ring network:
(i) disregard all nonbridge stations except for the source s.
(ii) for every bridge bthat does not send a SEARCH on R"( b), shortcircuit the incoming and outgoing ports of b on R"(b), while disconnecting b from these ports.
(iii) for every node V E V (source or bridge) that does not send a SEARCH on R"(v), delete the portion of the ring R"(v) just after V and designate the portion of the ring R"(v) just 1:lefore V as a solid edge; designate all other edges as dashed.
(vi) direct all edges according to the direction of traffic in the ring.
As defined above, the feedback-tree T is a directed graph. However, Lemma 3 and Lemma 4 prove that T is indeed a directed (binary) tree rooted at 8. ring R and the set R2 is nonempty since it contains the ring on which the source s is located. Since the network is connected, there must be at least one bridge connecting a ring in R I with a ring in R 2 , in contradiction to claim (i) above.
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(ii) for every bridge b that does not send a SEARCH on R"( b), shortcircuit the incoming and outgoing ports of b on R"(b), while disconnecting b from these ports.
As defined above, the feedback-tree T is a directed graph. However, Lemma 3 and Lemma 4 prove that T is indeed a directed (binary) tree rooted at 8. 
Lemma 4
T is a directed tree rooted at s. Proof
We start with some basic claims:
There is no outgoing edge from s.
Proof: the source s leaves state 0 while sending the first SEARCH frame in the protocol. Therefore, it may not receive such a frame in state O.
Claim (ii); Every bridge b has exactly one outgoing edge in T.
Proof: Since b may receive a SEARCH frame in state 0 only once, it may have no more than one oui,going edge. Since a SEARCH is sent on each ring (Lemma 2) and all bridges start in state 0, every bridge b receives a SEARCH frame in state O. Upon receiving this frame, it repeats the frame downstream. Therefore there is an outgoing edge from b, either to the next bridge that receives the frame in state 0 on the same ring or, if there is no such a bridge, to the sender of the SEARCH.
In the first case the outgoing edge is dashed, in the second it is solid.
Claim (iii):
The graph T has no directed cycle. 
Lemma 4
Claim (ii); Every bridge b has exactly one outgoing edge in T.
Claim (iii):
The graph T has no directed cycle. and completes the proof of claim (iii). We now prove the Lemma. According to [8] , in order to show that T is a directed tree rooted at s, we need to show that s has no outgoing edge, each v E V -{s} has exactly one outgoing edge and there is no undirected circle in T. Claims (i) and (ii) above prove the first two requirements. To prove the third, note that in a directed graph whose nodes have no more than one outgoing edge, any cycle must be a directed cycle. However, according to Claim (iii), above such a cycle cannot exist in T Lemma 5 and Lemma 6 show that all nodes terminate the protocol, in the order given by T, from leaves to root. Lemma 5 Consider a directed path in the propagation-tree T, say VI -V2 -... -VN, N ~ 2, such that the edge from VN-I to VN is a solid edge, all other edges, if any, are dashed and VI has no incoming dashed edge. This follows from the bridge algorithm (Fig. 4) . and completes the proof of claim (iii). We now prove the Lemma. According to [8] , in order to show that T is a directed tree rooted at s, we need to show that s has no outgoing edge, each v E V -{s} has exactly one outgoing edge and there is no undirected circle in T. Claims (i) and (ii) above prove the first two requirements. To prove the third, note that in a directed graph whose nodes have no more than one outgoing edge, any cycle must be a directed cycle. However, according to Claim (iii), above such a cycle cannot exist in T This follows from the bridge algorithm (Fig. 4) . Technion -Computer Science Department -Tehnical Report CS0727.revised -1992 follows that v receives this RESPONSE with Tl = 0 and repeats it with Tl = 1. Therefore, it must perform some transition from the odd to the even states. After such a termination, it can never return to the odd states (see Fig. 4 ). However, this contradicts the assumption that v is stuck in state 5 or 7.
-If v is stuck in state 6, then it is either a bridge or the source s. We show that in both cases v follows that at that time it sends a RESPONSE(O) frame on R'(v) = R" (v) and that v repeats this RESPONSE with Tl = 1. Such an action requires v to make the transition from state 5 to 7 or from 6 to 8(a). Since a node state can never decrease, this contradicts the assumption that v is stuck in state 6.
Theorem 1 (Termination)
The protocol terminates in a finite time. Moreover, if s starts a new instance of the protocol for the same destination d after having completed the previous one, then all bridges will receive all frames of the new instance after having completed the protocol for the previous instance (this means that there will be no confusion between the two instances, although they use identical SEARCH and
RESPONSE frames). Proof
From Lemma 6(b) follows that all nodes terminate the protocol. Since a node can terminate the protocol only after removing the frames it sends, then when all nodes terminate the protocol, there are no frames of the protocol in the network.
From Lemma 6( a) follows that at the time when s terminates the protocol, namely enters state 8(a), all other nodes have already entered state 8(b). This means that at the time of termination at the source, all other bridges have either terminated the protocol or are waiting for their RESPONSE to come back. We claim that at any time after termination at the source, the latter may start a new instance although there may still be some RESPONSE in the rings. This is because Lemma 1 20 0 From the bridge algorithm and the source algorithm follows that v can be stuck only in the set of states {5, 6, 7}. All other states are transient since v leaves them either by receiving back a frame it had transmitted itself or by getting access to a ring.
-If v is stuck in state 5 or 7, then it is a bridge. From the bridge algorithm follows that beforehand it had been in state 1. Therefore, v has received a SEARCH with Tl = 1 on R'( v), and therefore has a dashed edge from some vin T. We have selected v such that all nodes that have directed paths to v in T do terminate the protocol and v is one of these nodes, thus v terminates the protocol.
When this happens, v transmits a RESPONSE(O) on R'(v) which is also R' (v) . From Lemma 5(a) follows that v receives this RESPONSE with Tl = 0 and repeats it with Tl = 1. Therefore, it must perform some transition from the odd to the even states. After such a termination, it can never return to the odd states (see Fig. 4 ). However, this contradicts the assumption that v is stuck in state 5 or 7.
-If v is stuck in state 6, then it is either a bridge or the source s. We show that in both cases v had sent a SEARCH in R" (v) follows that at that time it sends a RESPONSE(O) frame on R'(v) = R" (v) and that v repeats this RESPONSE with Tl = 1. Such an action requires v to make the transition from state 5 to 7 or from 6 to 8(a). Since a node state can never decrease, this contradicts the assumption that v is stuck in state 6. The protocol terminates in a finite time. Moreover, if s starts a new instance of the protocol for the same destination d after having completed the previous one, then all bridges will receive all frames of the new instance after having completed the protocol for the previous instance (this means that there will be no confusion between the two instances, although they use identical SEARCH and RESPONSE frames). Proof From Lemma 6(b) follows that all nodes terminate the protocol. Since a node can terminate the protocol only after removing the frames it sends, then when all nodes terminate the protocol, there are no frames of the protocol in the network.
From Lemma 6( a) follows that at the time when s terminates the protocol, namely enters state 8(a), all other nodes have already entered state 8(b). This means that at the time of termination at the source, all other bridges have either terminated the protocol or are waiting for their RESPONSE to come back. We claim that at any time after termination at the source, the latter may start a new instance although there may still be some RESPONSE in the rings. This is because Lemma 1 20 implies that any bridge that is possibly still waiting for its RESPONSE of the old instance to come back, will receive it before any frame of the new instance. Exactly one SEARCH is sent on each ring, and one RESPONSE is sent by every bridge.
Proof
The first claim is proved in Lemma 2 and the second follows from the bridge algorithm. 
The Selected Route
As explained and proved in the previous sections, if the destination and the source a.re in the same connected multiple-ring network, the latter is supplied with exactly one route-description list. This 21 implies that any bridge that is possibly still waiting for its RESPONSE of the old instance to come back, will receive it before any frame of the new instance. Exactly one SEARCH is sent on each ring, and one RESPONSE is sent by every bridge.
Proof
The Selected Route
As explained and proved in the previous sections, if the destination and the source a.re in the same connected multiple-ring network, the latter is supplied with exactly one route-description list. This 21 5 section investigates the properties of the selected route and shows that the protocol can be forced to find the fastest route for the intended session. Suppose first that all sessions established in the network have the same priority, namely dataframes are transmitted by each bridge according to first come first served base. Suppose also that the SEARCH frames of the route discovery protocol are given the highest possible priority.
This means that when a bridge receives the first SEARCH frame on one of its rings, it transmits a SEARCH(O,O) on the other ring as soon as it gets access to it, provided that no SEARCH is received on that ring beforehand. Under this approach, the selected root does not take into consideration data-frame load at the bridge. Therefore, if the transmission speed is the same in all rings, the selected route will be the shortest source-destination path. For example, in the network of Fig. 1 , the selected route will be the one from ring R I to ring R2 (via either b I or b2) and then over bs to R 4 • However, suppose that bridges b I and b 2 are very busy, whereas bridges b4 and ba are idle. In such a case, the frames of the session from s to d will experience a long delay while being forwarded from ring R I to ring R 2 . A better choice is to select the route from ring R I to ring Ra, then to ring R 2 and finally to ring R 4 • Although this route is longer than the previous ones, it is the fastest, as long as the load pattern does not change. In order to force the protocol to select the most rapid route, the SEARCH frames should have the same priority as data-frames do. This means that upon receiving the first SEARCH on one of its rings, a bridge appends a SEARCH(O, 0) to the tail of the queue of data-frames to be transmitted on its other ring. Hence, the bridge transmits the frame only after having transmitted all previous frames in the queue, provided that no SEARCH frame has been received on this ring in the interim.
This will force the protocol to select the route that is the fastest at the time when the route discovery protocol is executed. Note that the selected route may become less attractive later, if the load pattern changes, but there is no way to take this into consideration, unless one is willing to reroute sessions in progress.
Consider now more realistic network, where data-frames of different sessions may have different priorities. Bridges transmit frames with high priority before frames with lower priorities, where frames with the same priority are transmitted according to the first come first served discipline. In such a case, the fastest route depends on the session priority. Therefore, the SEARCH frames should he given the priority of the corresponding session.
Multiport Bridges
It was assumed so far that every bridge connects exactly two rings. However, some network architectures use multiport bridges, namely, bridges that have more than two ports. The new protocol can be easily adapted to networks with multiport bridges.
Suppose that bridge b has several ports. The exact number can vary from bridge to bridge.
Upon the receipt of the first SEARCH frame from one of its rings, b denotes this ring as R' and all the other rings as R". The ring R' is the primary ring, and all other rings are secondary. Now b tries to send a copy of the SEARCH frame on each secondary ring. On each secondary ring to 22 section investigates the properties of the selected route and shows that the protocol can be forced to find the fastest route for the intended session. Suppose first that all sessions established in the network have the same priority, namely dataframes are transmitted by each bridge according to first come first served base. Suppose also that the SEARCH frames of the route discovery protocol are given the highest possible priority.
Upon the receipt of the first SEARCH frame from one of its rings, b denotes this ring as R' and all the other rings as R". The ring R' is the primary ring, and all other rings are secondary. Now b tries to send a copy of the SEARCH frame on each secondary ring. On each secondary ring to
22
Technion -Computer Science Department -Tehnical Report CS0727.revised -1992 6 which it gets access before receiving a SEARCH frame, b sends a SEARCH(O, 0); on others it does not.
In order to terminate the protocol, b must receive a RESPONSE frame with Tl = 0 from each ring on which it has sent a SEARCH, and received it back with Tl = 1. In addition, it must wait for a RESPONSE 
Conclusion
A new MAC protocol for route discovery in multiple-ring network, called ERD-protocol, has been presented and proved. The protocol enables a source station to find a route to another station in the network, in order to establish a source routing connection. If the source and destination are in the same connected multiple-ring network, the source is supplied with a description of the fastest route for the intended session. Otherwise, the source is supplied with an indication that no route exists. The ERD-protocol is extremely efficient in communication: the number of frames it uses is the sum of the number of rings and the number of bridges in the network, as opposed to the exponential function needed by the traditional protocol for the same purpose.
The subsequent paper (Part II) [9] , presents some important additions to the basic protocol.
Part II shows how can the ERD-protocol support multicast source routing, where one source seeks a collection of routes, that form a tree, to multiple destinations. The tree selected by the ERDprotocol spans only the relevant source and destinations. This provides in most cases a significant improvement over transparent spanning tree multicast, where a copy of a multicast data-frame is sent on every LAN in the network.
With the ERD-protocol as presented, transmission errors and bridges failures may lead stations to be stuck in certain states. Thus, a recovery mechanism is important. Such a mechanism is introduced in Part II.
The last extension adapts the ERD-protocol to networks with very high speed rings. In such networks, there is no sufficient time to look in the local state and decide whether to change the Tl bit in the received frame.
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which it gets access before receiving a SEARCH frame, b sends a SEARCH(O, 0); on others it does not.
Conclusion
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