Abstract. Wavelet transforms are often calculated by using the Mallat algorithm. In this algorithm, a signal is decomposed by a cascade of filtering and downsampling operations. Computing time can be important but the filtering operations can be speeded up by using fast Fourier transform (FFT)-based convolutions. Since it is necessary to work in the Fourier domain when large filters are used, we present some results of Fourier-based optimization of the sampling operations. Acceleration can be obtained by expressing the samplings in the Fourier domain. The general equations of the down-and upsampling of digital multidimensional signals are given. It is shown that for special cases such as the separable scheme and Feauveau's quincunx scheme, the samplings can be implemented in the Fourier domain. The performance of the implementations is determined by the number of multiplications involved in both FFTconvolution-based and Fourier-based algorithms. This comparison shows that the computational costs are reduced when the proposed implementation is used. The complexity of the algorithm is O(N log N). By using this Fourier-based method, the use of large filters or infinite impulse response filters in multiresolution analysis becomes manageable in terms of computation costs. Mesh simplification based on multiresolution ''detail relevance'' images illustrates an application of the implemenentation.
Introduction
Space-scale analysis is a very popular tool for signal processing especially for two-dimensional ͑2D͒ signal processing. Many applications deal with image compression, multiresolution edge detection and more generally all algorithms that benefit from the multiresolution approach such as Markovian modelization or texture segmentation. The multiresolution analysis algorithm developed by Mallat 1 has largely contributed to this popularity. In this algorithm, a signal is decomposed into approximation and detail signals by a cascade of filtering and downsampling operations.
In all these applications, wavelets are associated with linear phase filters, this property being largely admitted to be a crucial point for good results in image processing. One-dimensional linear-phase filters associated with orthogonal bases have an infinite impulse response ͑IIR͒. In multidimensional processing, finite impulse response ͑FIR͒ and linear-phase filters associated with orthogonal analysis are theoretically possible but involve very constraining conditions. The problem is often solved by using a biorthogonal basis that leads to compact linear phase filters ͑FIR͒. 2 However, due to the maximal independence of the signal components obtained, the interest in an orthonormal basis seems to be obvious. Kovačević and Vetterli have presented such filters associated with orthogonal analysis but the corresponding wavelets are not accurately localized in the frequency domain. 3 The difficulty is that implementation of IIR filters with classical methods is hardly ever in accordance with realtime applications. When large filters are used in signal processing, it is necessary to work in the Fourier domain in order to have reduced computational time. A well-known result is that digital filters with more than 32 taps, in onedimensional signal filtering, the Fourier domain provides reduced computational time. 4 A sensible implementation would use Fourier-based convolution consisting of a 2D fast Fourier transform ͑FFT͒, complex multiplications for the filtering and a 2D inverse FFT ͑IFFT͒. In this way, the filtering step of the algorithm can be accelerated. We have looked for some efficient method by which to accelerate the sampling step. If the samplings can be expressed in the Fourier domain, then some FFT and IFFT can be avoided. Therefore, we have looked for efficient implementation of
the whole Mallat algorithm in the Fourier domain. Some results on sampling in the continuous Fourier domain can be found in Refs. 5-9. We have extended these results to digital multidimensional signals. The algorithm obtained is not tailored for a specific wavelet. It allows fast computation even with FIR filters such as Daubechies ones.
Presentation as well as an evaluation of this approach is proposed in this paper. For digital multidimensional signals, the general transcription in the Fourier domain of spatial sampling is given. Furthermore, several special samplings such as the one-dimensional, two-dimensional separable and quincunx cases are studied. 2 For the quincunx scheme, two representations are developed and we show that in the case of Feauveau's representation 10 the Fourier implementation is quite worthwhile in terms of computational cost. This paper is organized as follows. The transcription of multidimensional sampling in the discrete Fourier domain is described in Sec. 2. Special cases of multidimensional samplings are studied in Sec. 3. The performance of the implementation in the Fourier domain of the whole wavelet transform algorithm is presented in Sec. 4 by comparing computational costs of the FFT-based-convolution method with those of the Fourier-based method presented. An application of the implementation is given in Sec. 5.
Multidimensional Sampling
Multidimensional samplings are an extension of onedimensional ones. The sampling is expressed by multiplying the signal sample coordinates by a matrix J denoting the scaling ͑or dilation͒ operation. For example, in 2D the coordinates of a given sample are transformed by ͬ .
Sampling in the Continuous Fourier Domain
As previously shown by Viscito, Dubois, Vetterli and co-workers, 5, 6, 9 downsampling in the continuous time domain can be expressed like in Eq. ͑2͒; the transcription in the continuous Fourier domain of these operations is shown in Eq. ͑3͒ where X F is the Fourier transform of x: y͓k͔ϭx͓Jk͔, ͑2͒ 
͑6͒
where m is related to mЈ according to mЈϭ (N/M ) J T m. So Eq. ͑5͒ can be rewritten to give upsampling for discrete multidimensional signals:
where mod N is added because the DFT assumes signal periodicity. It can be verified that a similar demonstration can be conducted to express downsampling: 
A & dilation and a /4 rotation are involved in this operation. As shown in Fig. 2 , an NϫN signal is transformed into an M ϫM one. In continuous terms, because X F is an NϫN square and Y F is an N&ϫN& rotated square, M is related to N by M ϭ2N. If equation Eq. ͑10͒ is rewritten:
͑11͒
So m 1 and m 2 are related to m 1 Ј and m 2 Ј according to
͑12͒
Equation ͑10͒ can be rewritten to give quincunx upsampling for digital multidimensional signals as
As shown in Fig. 2 the rotation involved in the transformation is centered on the origin of the image. Therefore the transformed image Y F obtained is distributed in several blocks. In order to produce a one-block signal, an M /2 translation into the discrete Fourier domain ͑i.e., a translation into the continuous Fourier domain͒ must be included to change the image's origin. The result of this translation is shown in Fig. 3 where ŷ is contained in an M ϫM signal and, as the space is periodized, quarters of ŷ are duplicated ͑see a -d in Fig. 3͒ . So the final transformation in the discrete Fourier domain of the quincunx over sampling is given by
͑14͒
Since this transformation is applied on x samples, only samples of ŷ that correspond to even (m 1 ϩm 2 ) and (m 1 Ϫm 2 ) terms are calculated ͑i.e., when n 1 and n 2 are integers͒.
Feauveau's Quincunx Scheme
One way to represent quincunx sampling is the previous one, where the images of two successive scales are rotated These samplings can easily be conducted in the discrete Fourier domain as shown in Eqs. ͑15͒-͑17͒ ͑see the Appendix͒.
͑17͒
Equation ͑15͒ translates downsampling ↓ a into the discrete Fourier domain, Eq. ͑16͒ is for downsampling ↓ b and Eq. ͑17͒ deals with upsampling. A geometrical interpretation of these equations is shown in Fig. 5 . Downsampling ↓ a is interpreted as an addition between x and x គ , where x គ is obtained by permutation of x quadrants ͑1-4 and 2-3͒. ŷ ↓b is obtained by the addition of all the quadrants of x . Finally ŷ ↑ is obtained by a duplication of x .
Performance
In the earlier discussion the simplicity of processing samplings in the Fourier domain has been pointed out. The following discussion will characterize the advantages of using the Fourier domain in terms of computational costs ͑i.e., the number of real additions and multiplications͒ for all the operations involved in a multiresolution analysis. The results given are general and do not take into account any optimization and therefore do not benefit from any symmetry of the signals or from special samplings. 
The filtering operations are just complex multiplications ͑i.e., two real multiplications and four real additions͒ with the filter in the Fourier domain, so the cost of filtering a signal in V s is N f x (s)ϭ2D Ϫs M 2 . The downsampling is processed by a matrix multiplication ͓see Eq. ͑8͔͒ for each sample of the destination signal. One 2ϫ2 matrix multiplication involves four real multiplications and two real additions. So to obtain a signal at scale s, the multiplication cost for the downsampling is N ↓ x (s)ϭ4D Ϫs M 2 . Finally the computational costs are summed over scales to obtain the final multiplication cost of an L scales two-dimensional wavelet transform in the Fourier domain:
Computational Cost Using DFT-based Convolutions
An efficient and classical implementation of the wavelet algorithm consists of processing the convolution in the Fourier domain. The downsampling costs are the same as in the Fourier domain algorithm ͓N ↓ x (s)ϭN ↓ x (s)͔. The costs of the convolutions are the costs of a FFT, plus the costs of complex multiplications for filtering, plus the costs of an IFFT.
For one-scale processing, the computational cost of a FFT ͑or an IFFT͒ is N FFT x (s)ϭ4M 2 D Ϫs ͓log 2 (MD Ϫ (s/2) ) Ϫ2͔. The filtering operations are just complex multiplications ͑i.e., two real multiplications and four real additions͒, thus the cost of filtering a signal in V s is N f x (s) ϭ2D
Ϫs M 2 . These computational costs are summed over scales to obtain the final multiplication cost of an L scale two-dimensional transform using DFT-based convolutions:
Comparison Between the Algorithms
In Secs. 4.1 and 4.2 we have specified how N C x and N F x are evaluated. Their performance is evaluated by analyzing cost ratios. The ratio of the FFT-based convolution algorithm cost to the Fourier algorithm cost is
This ratio depends both on the image size M ϫM and on the determinant D of the dilation matrix.
As shown in Figs. 8 and 9, two ratios are calculated: R 2 for the quincunx sampling and R 4 for the separable sampling. Four curves are drawn for each scheme, and they correspond to an analysis made from scale 1 to scale L (Lϭ1,2,3 or 4͒. For the two samplings, the ratio is about 1.8 for the deeper scale analysis (Lϭ4).
These comparisons are made with nonoptimized algorithms. In the case of the quincunx algorithm, the samplings can be simplified by using Feauveau's scheme ͑see Sec. 3.3͒. Figure 10 shows the ratio of the quincunx algorithm to Feauveau's algorithm cost using the Fourier implementation. The curves show a little decrease in the computational cost ͑about 6%͒ but this ratio does not take into account the advantage of implicit periodization of the Feauveau sampling.
The implementation costs are summarized in Fig. 11 . The memory requirements given include all the filters needed. These filters can be preloaded into memory in order to avoid hard drive access. To be efficient, the frequency responses of the filters are used in order to avoid pointless FFTs. The number of operations given corresponds to 32 bit real multiplications.
We have made a comparison of our implementation with polyphase factorization. The filter size used in our implementation is equal to the image size. The complexity of the polyphase implementation has thus been evaluated with this size filter. The complexity of standard polyphase factorization is O(N 2 ). 9 The complexity of our implementation is O (N log N) . A comparison of these two complexities shows that our implementation is more efficient than polyphase factorization.
Application
We have used our Fourier implementation in a mesh simplification algorithm previously developed. 11 This mesh simplification process inherently deals with multitextured data sets using multidimensional feature space. Figure 12 shows a flow chart of the simplification process. Each texture in the data set is a dimension in feature space. A texture of particular interest is what we call the ''detail relevance'' image. This image is the result of applying the 2D quincunx-wavelet transform to a three-dimensional ͑3D͒ mesh. Detail extraction is achieved using multiresolution analysis ͑MRA͒ based on the wavelet cascade approach. The MRA process extracts detail information at various resolutions and produces a texture image that shows the relevance of a vertex to the mesh structure. The user has input in this process to select which resolutions are more important. This approach is useful for filtering noise, preserving discontinuities, mining surface details, reducing data, and many other applications. The mesh simplification process is the process of reducing the number of vertices that compose a mesh. Our process is based on an edge collapsing process that collapses two vertices into one. The decision to collapse one edge over others is made in pattern space ͑or feature space͒. Each pattern is a dimension in this space. Pattern space is composed of multiple types of information and measurements of the mesh. For this study, they are restricted to geometrical coordinates, curvature, normal, and more importantly the results of multiresolution analysis interpreted as binary information ͑0: absence of detail, 1: presence of detail͒.
The binary detail relevance image is obtained from detail images of multiresolution analysis of the range image. The range image is decomposed over scales using quincunx analysis. Each detail image is then reconstructed at the initial scale. This reconstruction is realized via an inverse transform where the detail signals corresponding to other scales are set to zero. Each detail image is reconstruced via this process. Finally, one information image is obtained from a weighted sum of the reconstructed detail images. The information image is thresholded to obtain the binary detail relevance image. An example of mesh simplification is given in Fig. 13 .
The computational time of the information image is very important. This time was reduced using our optimized Fourier domain implementation. The filters were computed off line and are loaded in memory at the beginning of the application. The image size is 256ϫ256, the filter size is 25 ϫ25, the depth analysis is Lϭ6 and since a quincunx method is used, Dϭ2. The computational time ratio between the space domain implementation and our implementation is about 41. This means that the computation time for the information image is a few seconds in simple MATLAB implementation.
Conclusion
Some new considerations dealing with implementation in the Fourier domain of multiresolution analysis on an orthornormal basis were presented. Since it is more efficient to work in the Fourier domain when large filters are used, in this paper we have emphasized a Fourier equivalent of up-and downsampling operations for multidimensional digital signals. It has been shown that these processings can be easily be performed by simple operations ͑spectrum repetitions and additions for the Feauveau scheme͒. The resulting scheme for multiresolution analysis was described and was compared with the classical one. The improvement obtained in terms of computational cost is noticeable. In this way, the use of large or IIR filters in multiresolution analysis is quite manageable in terms of computational costs. The performance of the implementation was given in terms of the number of operations and memory requirement estimations. The complexity of the algorithm is O(N log N) which is lower than that of polyphase factorization. The proposed implementation was applied to mesh simplification based on quincunx multiresolution analysis. The resulting computational time is a few seconds.
Since the performances given were presented with no simplification we think that in special applications, operations could be directly implemented in the Fourier domain in order to avoid some FFTs. For example, in an image compression-decompression algorithm, quantization ͑sca-lar or vectorial͒ could be achieved with benefit directly in Fourier space, especially when a complete set of coefficients is set to zero ͑diagonal details of the finest scales, for 
