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Nas redes de comunicações, a atual integração de vários tipos de serviços, cada qual com 
características estatísticas e requisitos de qualidade de serviço distintos, traz consigo a 
necessidade de esquemas eficientes de gerenciamento e controle de congestionamento do 
tráfego presente. Em pequenas escalas de tempo, os esquemas atuais podem ter sua eficiência 
reduzida devido à alta irregularidade do tráfego. Desta forma, neste presente trabalho, tendo 
como base a disciplina de escalonamento Generalized Processor Sharing (GPS), propõe-se 
um esquema de escalonamento de fluxos de dados que utiliza o expoente de Hölder pontual 
para caracterização local de cada fluxo. Para isso, propõe-se conjuntamente um estimador 
dinâmico destes expoentes e um preditor. Os expoentes de Hölder pontuais são estimados 
dinamicamente por meio do decaimento dos coeficientes wavelets em janelas de tempo. O 
preditor proposto possui características adaptativas e baseia-se no filtro de Kalman e no filtro 
de Mínimos Médios Quadrados Normalizado (Normalized Least-Mean-Square - NLMS). As 
avaliações realizadas mostram que este esquema de escalonamento contribui para o controle 
dinâmico preventivo no sentido de se obter uma menor perda de dados e um melhor uso da 
taxa de transmissão do enlace, em comparação com o GPS convencional. 
 





Today network traffic is composed of many services with different statistical characteristics 
and quality of service requirements. This integration needs efficient traffic congestion control 
and management schemes. Dynamic and preventive schemes usually anticipate traffic 
conditions by means of a prediction process. Nevertheless, at fine-grained time scales, traffic 
exhibits strong irregularities and more complex scaling law that make this prediction process 
a non-trivial task. In this work we model network traffic flows as multifractal processes and 
introduce the pointwise Hölder exponent as an indicator of the local regularity degree. Also 
we propose a new traffic flow scheduling scheme based on the Generalized Processor Sharing 
(GPS) discipline that incorporate the pointwise Hölder exponent to locally characterize each 
data flow. For this end we explicitly present both dynamic pointwise Hölder exponent 
estimation and prediction mechanisms. The pointwise Hölder estimation is carried out 
dynamically based on the decay of the wavelet coefficients in the selected time windows. The 
proposed predictor is adaptive and implemented with both Kalman and Normalized Least 
Mean Squares (NLMS) filters. Experimental evaluations have validated the proposed 
scheduling scheme, resulting in low data loss rate and a better sharing of the network 
resources in comparison with the usual GPS scheme.  
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A atual integração de serviços nas redes de comunicações traz consigo a necessidade 
de gerenciamento de vários tipos de tráfego, tais como tráfego de dados, de voz e de vídeo. Os 
tráfegos gerados por esses serviços podem ser substancialmente diferentes quanto às suas 
características estatísticas e requisitos para a manutenção da qualidade de serviço necessária 
(QoS). Por exemplo, o tráfego de voz pode necessitar de uma taxa de transmissão de alguns 
kilobits por segundo (Kbps) e ser sensível ao atraso, enquanto o tráfego de dados de alta 
velocidade, utilizado para transferência de arquivos e interconexão de LANs e WANs, pode 
necessitar de centenas de megabits por segundo (Mbps) para a transmissão e ser sensível à 
perdas. 
Com o intuito de suportar os requisitos de cada tipo de serviço, comumente utilizam-se 
mecanismos de gerenciamento e controle de congestionamento do tráfego presente. 
Recomenda-se que estes mecanismos busquem um adequado equilíbrio entre a utilização de 
recursos da rede e a provisão da qualidade de serviço. Políticas de gerenciamento e controle 
muito conservativas podem resultar em desperdício de recursos e baixa utilização total da 
rede. Por outro lado, uma elevada utilização da rede, resultante do aumento do número de 
usuários atendidos, pode deteriorar a qualidade de serviço prestado, causando insatisfação aos 
próprios usuários [OST01]. 
Mecanismos estáticos de controle normalmente dependem de um modelo de tráfego 
para a determinação do comportamento estatístico real do tráfego. Tais mecanismos podem se 
tornar altamente ineficientes em situações nas quais este comportamento não possa ser 
determinado ou quando há discordância entre os parâmetros de tráfego declarados pelo 
usuário e os parâmetros de tráfego reais. [SIR03]. 
Mecanismos dinâmicos (ou adaptativos) de controle são uma alternativa aos 
mecanismos estáticos [SIR03]. Como obtêm de maneira on-line as informações necessárias 
para o controle de tráfego, os mecanismos dinâmicos não precisam considerar um modelo de 
tráfego, nem se preocupar com o impacto causado por parâmetros declarados de maneira 
imprecisa pelo usuário. Tais mecanismos podem ser divididos em duas categorias: reativa e 
preventiva [HAL00] [SIR03]. O controle reativo, ou de malha fechada, depende de sinais de 
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realimentação (feedback) da rede para o ajuste da taxa de envio dos pacotes pela fonte, 
conforme a indicação do nível de congestionamento. O nível de congestionamento é 
determinado comparando-se o comprimento da fila no buffer do multiplexador com um 
determinado limiar (threshold). Uma desvantagem deste tipo de mecanismo de controle é a 
dificuldade para determinar-se o valor ótimo deste limiar. Outra desvantagem é a possível 
perda de dados por parte das fontes, antes que cada uma receba seu respectivo sinal de 
realimentação. Esta desvantagem pode ocorrer principalmente em redes de alta velocidade. 
Em contraste, mecanismos de controle preventivo, ou de malha aberta, alocam 
recursos com antecedência, a fim de se evitar um possível congestionamento. Nestes 
mecanismos, o preditor das características do tráfego desempenha um papel fundamental 
[OST01]. Por exemplo, um mecanismo de escalonamento aliado a um esquema de predição 
pode prevenir que algum fluxo mal-comportado e irregular receba um valor da taxa de 
transmissão compartilhada acima do valor considerado justo a ele. 
Para aplicações em tempo real, o processo de predição deve ser feito rapidamente, a 
partir de uma mínima quantidade de informações armazenada. O intervalo de predição deve 
considerar o tempo de processamento das informações e outras latências. Além disso, para 
possibilitar uma alocação correta dos recursos, a estimativa deve ser precisa o suficiente 
[OST01]. Infelizmente, a precisão das estimativas diminui conforme se aumenta o intervalo 
de predição [SAN00]. Claramente há um compromisso entre um grande intervalo de predição 
e um pequeno erro na estimativa. Isto reflete outro compromisso, entre a escala de tempo de 
controle e a eficiência da rede [SAN00] [SHA03]. 
Outro fator que pode influenciar o desempenho da predição é a própria natureza do 
sinal analisado [OST01] [QIA04]. Em se tratando de sinais de tráfego de redes, ocorreram 
mudanças significativas no modo de compreendê-los na última década. Inicialmente, houve a 
descoberta da propriedade de invariância à escala (scaling), do tráfego de pacotes, em grandes 
escalas de tempo [LEL94] [PAX95]. Sabe-se que este fenômeno é resultante da agregação de 
fluxos com “cauda pesada” (heavy-tailed) [PAR00], que por sua vez são oriundos de arquivos 
cujos tamanhos possuem distribuições também com cauda pesada [CRO97]. Nesta situação, o 
tráfego costuma ser modelado como um processo monofractal, cuja lei de escalas é 
determinada pelo parâmetro de Hurst. Este parâmetro não apenas caracteriza a regularidade 
global de um sinal, como também o grau das rajadas de dados (burstiness) do tráfego. 
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A descoberta do tráfego de redes como um processo multifractal, uma forma mais 
significativa (e complexa) de processo invariante à escala, tornou a modelagem das WANs 
mais robusta e completa [RIE97]. Nesta situação, devido ao fato de os processos multifractais 
apresentarem regularidade local variante no tempo, costuma-se substituir o parâmetro de 
Hurst pelo expoente de Hölder. Em [FEL98] tornou-se claro pela primeira vez a evidência do 
comportamento invariante à escala do tráfego TCP/IP em dois regimes separados. 
Empiricamente, determinou-se que o limite entre estes dois regimes estava na faixa de 
algumas centenas de milissegundos (ms). Desta forma, concluiu-se que o tráfego possuía 
comportamento multifractal em pequenas escalas (regendo freqüências mais altas) e com 
dependência de longo prazo (auto-similaridade assintótica de segunda ordem) em escalas 
maiores (regendo freqüências mais baixas). A causa sugerida para este fenômeno é a 
redistribuição hierárquica dos dados pelo protocolo TCP/IP. 
Em termos gerais, a análise da regularidade local é importante tanto para o 
gerenciamento e controle de congestionamento da rede, quanto para políticas de alocação de 
recursos de maneira justa. Em análise de redes, sabe-se que um tráfego de dados com alto 
grau de rajadas proporciona um menor aproveitamento dos recursos [ABR02]. Desta forma, 
como contribuição ao gerenciamento e controle preventivo do tráfego de redes, propomos por 
meio deste trabalho, um mecanismo de escalonamento de fluxos de dados que utiliza a 
regularidade local de cada fluxo presente, como um meio de se obter uma melhor distribuição 
da taxa de transmissão de um enlace e uma menor perda de dados. Para atingirmos este 
objetivo, inicialmente, no Capítulo 2, propomos um esquema dinâmico para estimação da 
regularidade local de um dado fluxo. Em seguida, no Capítulo 3, um preditor adaptativo 
baseado no filtro de Kalman e no filtro de Mínimos Médios Quadrados Normalizado 
(Normalized Least-Mean-Square - NLMS) é proposto, com o intuito de estimarmos a 
regularidade local no próximo instante de tempo para cada fluxo. No Capítulo 4, tanto o 
estimador dinâmico como o preditor citados são incorporados num esquema de 
escalonamento, modelado com base na disciplina de escalonamento Generalized Processor 
Sharing (GPS). Por último, no Capítulo 5, são apresentadas as conclusões e possíveis 
extensões a este trabalho. 
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2  ESTIMAÇÃO DO EXPOENTE DE HÖLDER PONTUAL 
 
 
2.1  Introdução do capítulo 
 
Este capítulo tem como proposta a estimação dos expoentes de Hölder pontuais de 
amostras de sinais de tráfego de redes. Nosso objetivo é a utilização destes expoentes como 
um indicador das características locais de um dado sinal de tráfego. 
Para atingirmos este objetivo, inicialmente na Seção 2.2, caracterizamos a 
regularidade local de um sinal por meio dos expoentes de Hölder. Em seqüência, na Seção 
2.3, apresentamos alguns métodos de estimação dos expoentes de Hölder pontuais para sinais. 
Na Seção 2.4 estimamos os expoentes de Hölder pontuais de amostras de alguns tipos de 
sinais. Na Seção 2.5, aplicamos o método de estimação destes expoentes para amostras de 
sinais de tráfego Internet. Nesta mesma seção, propomos um estimador com caráter dinâmico. 
Por último, na Seção 2.6, apresentamos as conclusões obtidas. 
 
2.2  Caracterização da regularidade local 
 
Em análise de sinais, algumas vezes nos deparamos com situações nas quais não nos 
importa o comportamento regular e suave de um determinado sinal e sim as singularidades 
presentes, tais como rápidas mudanças, picos, descontinuidades e transientes em freqüências. 
Em uma imagem, as descontinuidades em sua intensidade podem nos indicar a 
localização do contorno do objeto, o que é útil para a área de reconhecimento de padrões 
[VOO03]. Em outros tipos de sinais, desde sinais de eletrocardiograma até sinais de fala, a 
informação de interesse está contida nas singularidades presentes [DAO95] [WES04]. 
Particularmente para sinais de tráfego de redes de computadores, o grau da sua regularidade 
está intimamente ligado ao grau das rajadas de dados (burstiness) [KRI02] [SEU00]. 
Existem várias maneiras de se medir a regularidade de um sinal. Um método muito 
utilizado é de natureza geométrica e trata de encontrar a dimensão fractal do gráfico de uma 
função. De uma maneira grosseira, precisamos determinar como esse gráfico preenche o 
espaço em pequenas escalas. A precisão deste método é muito sensível à dimensão fractal 
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utilizada, sendo as mais freqüentes a de Hausdorff,  a da caixa e a de Tricot [FAL90]. Neste 
trabalho, consideramos os métodos baseados nos espaços de Hölder. Estes são os métodos 
mais utilizados para a caracterização da regularidade local de um sinal e consistem na 
utilização do expoente de Hölder local ou, em especial, o expoente de Hölder pontual. A 
definição formal dos expoentes de Hölder é apresentada a seguir. 
 
2.2.1  Expoente de Hölder 
Conforme citado anteriormente, tanto o expoente de Hölder local como o expoente de 
Hölder pontual podem servir como quantificadores do grau da regularidade local de um sinal. 
O tipo de expoente escolhido depende da aplicação a ser feita. Antes de definirmos estes dois 
tipos de expoentes, inicialmente precisamos definir alguns conceitos oriundos da Análise 
Funcional, para uma melhor compreensão: 
 
Definição 2.2.1.1: Seja Ω ⊂ n\ , k > 0 e a função :f Ω → \ . ( )kC Ω  define o conjunto de 
funções f que são k vezes diferenciáveis, com derivadas contínuas. 
 
Definição 2.2.1.2 (Espaço métrico): Um espaço métrico é um par ordenado (X, ρ) em que X 
é um conjunto não-vazio com uma função : [0, )X Xρ × → ∞ , satisfazendo: 
 
i) (não-degeneração)  ( , ) 0x y x yρ = ⇔ =  (2.1) 
ii) (simetria)  ( , ) ( , )x y y xρ ρ=  para todo ,x y X∈  (2.2) 
iii) (desigualdade triangular)  ( , ) ( , ) ( , )x z x y y zρ ρ ρ≤ + , para todo , ,x y z X∈  (2.3) 
 
A função ρ é chamada uma métrica em X e o número real não-negativo ρ(x,y) é 
chamado de distância de x a y. 
 
Definição 2.2.1.3: Seja (X,ρ) um espaço métrico, r um número real estritamente positivo e 
Xxx 0 ∈, . O conjunto 
 
 }),(:{),( rxxxrxB 00 <= ρ  (2.4) 
 
é chamado de bola aberta com centro em  x0 e raio r. 
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Definição 2.2.1.4 (Expoente de Hölder local): Seja α um número real estritamente positivo, 
0x ∈\ , e uma função :f →\ \ . Caso 1+<< mm α ( Nm∈ ), podemos dizer que 
)),(( 0 rxBCf
α∈ , se existir uma constante K tal que, para todo x,y em ),( rxB 0 ,  
 
 mmm yxKyfxf −−≤∂−∂ α|||)()(|  (2.5) 
 
na qual m∂ é um operador diferencial de ordem m. Particularmente, caso 0 1α< < , podemos 
dizer que )),(( rxBCf 0
α∈ , se existir uma constante K tal que, para todo x, y  em ),( rxB 0 , 
 





 ))},((:sup{)),(,( rxBCfrxBx 000l
ααα ∈=  (2.7) 
 
Note que )),(,( rxBx 00lα  é não crescente em função de r. O expoente de Hölder local αl de f 
em x0 é definido como 
 
 )),(,(lim)0( 0 rxBxx 00lrl αα →=  (2.8) 
 
Este tipo de expoente de Hölder é estável sob ação de operadores (pseudo)diferenciais 
ou integradores. No entanto, sua principal desvantagem é que a função de Hölder local,  
),( xfx lα→ , é uma função semi-contínua inferior, ou seja, 
 
, , :0x ε η∀ ∈ ∀ ∃\  
 εααη −>⇒∈ ),(),(),( 0ll0 xfyfxBy  (2.9) 
 
Segundo [HOB58], duas funções semi-contínuas inferiores, coincidentes em um conjunto 
totalmente denso, são iguais. Assim, por exemplo, não é possível observar um ponto isolado 
“regular” em um ambiente “irregular” por meio do expoente de Hölder local. [DAO98] 
[GUI98]. Uma solução alternativa e mais versátil é considerarmos o expoente de Hölder 
pontual. 
 
Definição 2.2.1.5 (Expoente de Hölder pontual): Seja α  um número real estritamente 
positivo, K uma constante e 0x ∈\ . A função :f →\ \  é )( 0xC α  se existe um polinômio 
Pn , de grau α<n , tal que 
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 α|||)()(| 00 xxKxxPxf n −≤−−                                        (2.10) 
 
 O expoente de Hölder pontual αp da função f em x0 é definido como  
 
 )}(|0sup{)( 00 xCfxp
ααα ∈>=  (2.11) 
 
Esta caracterização da regularidade de uma função é amplamente utilizada em Análise 
Fractal, tanto na teoria como na prática. Por exemplo, em [SEU00], mostra-se que o expoente 
de Hölder pontual pode quantificar o grau da variação instantânea de um sinal de tráfego de 
redes. Mais precisamente, este expoente pode indicar o grau das rajadas de dados presentes 
neste sinal. 
De um ponto de vista teórico, funções de Hölder pontuais (ou seja, funções do tipo 
),( xfx pα→ ), são funções contínuas inferiores [DAO98]. Isto permite a aplicação destas 
funções em uma grande variedade de situações.  
 
2.2.2  Singularidades não-oscilantes vs. singularidades oscilantes 
Para uma correta descrição e estimação da regularidade local de um sinal, precisamos 
considerar a possível presença de oscilações em torno das singularidades. Desta forma, 
apresentamos nesta subseção, duas categorias de singularidades relevantes para a 
caracterização da regularidade local de um sinal: a singularidade não-oscilante (cusp) e a 
singularidade oscilante (chirp). 
 
Definição 2.2.2.1 (Singularidade não-oscilante): Seja fα(-n) a primitiva de n-ésima ordem da 
função fα. Dizemos que fα possui uma singularidade não-oscilante, com expoente de Hölder 
pontual α em x0, se 
 
 )(: )( 0
nn xCfNn +− ∈∈∀ αα  (2.12) 
 
Desta forma, a função fα deve ser regular o suficiente, para que dado um ponto x0 com 
expoente de Hölder α,  a derivada de  fα  apresente expoente de Hölder α-1 em x0 e a integral 
de fα apresente expoente de Hölder α+1 no mesmo ponto. De uma maneira grosseira, 
podemos dizer que este ponto ganha um grau de suavidade na integração e perde um grau de 
suavidade na diferenciação [SEU00]. A função αα ||)( 0xxxf −= representa o exemplo mais 
simples de singularidade não-oscilante em  x0. 
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Definição 2.2.2.2 (Singularidade oscilante): seja gα,β(-n) a primitiva de n-ésima ordem da 
função gα,β. Dizemos que gα,β possui uma singularidade oscilante em x0, com expoente de 
Hölder pontual α e expoente de oscilação β > 0,  se 
 
 )(: )1()(, 0
nn xCgNn βαβα
++− ∈∈∀  (2.13) 
 
Este tipo de singularidade ocorre em funções cujo expoente de Hölder pontual em x0 aumenta 
mais que a unidade quando integradas. Isto se deve a efeitos de suavização das oscilações 











xxxg representa o exemplo mais simples de singularidade 
oscilante em  x0. 
 
2.2.3  O Espectro multifractal 
O espectro multifractal (ou espectro de singularidades) provê informações sobre quais 
singularidades ocorrem em um dado sinal e quais singularidades predominam. O espectro é 
uma curva unidimensional, normalmente com perfil côncavo, cuja abcissa representa os 
expoentes de Hölder pontuais que efetivamente existem no sinal, e cuja ordenada está 
relacionada com a quantidade de pontos em que uma dada singularidade é encontrada. 
Para definirmos o espectro multifractal, primeiro precisamos definir a dimensão de 
Hausdorff [FAL90]. Assim, seja {Ui} uma coleção finita de conjuntos com diâmetro de no 
máximo δ , que cobre um subconjunto F em n\ . Neste caso, chamamos {Ui} de coleção de 
conjuntos de cobertura δ de F. 
 










s  de  cobertura de conjuntos de coleção uma seja}{ :|  |inf)(
1
s δδ .    (2.14) 
 
A medida de Hausdorff s-dimensional de F é definida como o limite de )(FH sδ  quando 




FHFH ss δδ →=  (2.15) 
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O limite que define a medida de Hausdorff existe para qualquer subconjunto F em n\ , sendo 
seu valor usualmente igual a 0 ou ∞ . 
 
Definição 2.2.3.2: O valor crítico de s para o qual a medida de Hausdorff s-dimensional Hs(F) 
muda instantaneamente de ∞ para 0 é definido como dimensão de Hausdorff de F. 
 
Definição 2.2.3.3:  Seja f  uma função:[ , ]a b → \ , a < b e seja )(xα  o expoente de Hölder 
pontual de f  em cada ponto ],[ bax ∈ . O espectro multifractal )(αD  de f  é definido como 
 
 }),)(|({)( ααα == xxdD H  (2.16) 
 
em que dH denota a dimensão de Hausdorff. 
 
A dimensão de Hausdorff descreve precisamente a geometria fractal de um conjunto 
fractal composto por pontos com um mesmo grau de singularidade α. Assim, o espectro 
multifractal provê a informação geométrica pertinente à dimensão fractal dos conjuntos de 
pontos que possuem um dado expoente de Hölder pontual α em um sinal. 
 
2.3  Estimação da regularidade local 
 
Nesta seção apresentamos alguns estimadores da regularidade local de um sinal. Nossa 
intenção é caracterizar quantitativamente a regularidade de um determinado sinal em cada 
amostra presente. Para isto, consideramos o expoente de Hölder pontual como quantificador 
numérico do grau da regularidade local. A estimação deste expoente é feita por meio do 
decaimento do valor absoluto dos coeficientes wavelet do sinal analisado. Para isto, faremos 
uma breve apresentação da transformada wavelet a seguir. 
 
2.3.1  Análise wavelet 
A transformada wavelet é uma ferramenta poderosa para caracterização da 
regularidade local de um sinal. Esta é a maior motivação para estudá-la na matemática 
[MEY90] e em suas aplicações [GRO84]. Conceitualmente, a transformada wavelet é um 
produto-convolução do sinal analisado com a wavelet mãe ψ. Neste processo, a wavelet-mãe 
deve ser ajustada a uma determinada escala j e transladada até um ponto 2jk do sinal, com 




−− −= dxkxxfd jjkj 2)(2, ψ  (2.17) 
 
O uso do fator 2-j deve-se ao fato de obtermos 
11,
ψψ =kj , em que || . ||1 é a norma um. Com 
o aumento do valor de dj,k temos um aumento da variação do sinal a uma distância 2j, a partir 
do ponto 2jk. 
Uma importante propriedade de uma wavelet )(xψ  é a sua quantidade de momentos 
de desvanecimento (vanishing moments). Pode-se dizer que )(xψ  possui N momentos de 




dxxxiψ  (2.18) 
 
Por meio desta propriedade, nota-se que as regiões de um sinal que podem ser aproximadas 
por um polinômio de grau máximo igual a N, possuem os coeficientes wavelets nulos. Esta 
propriedade é importante para a caracterização das singularidades de um sinal, por meio do 
decaimento do valor absoluto dos coeficientes wavelet [MAL92]. 
 
 
2.3.2  Estimação do espectro multifractal 
Uma maneira muito utilizada para a estimação do espectro multifractal de um sinal 
com suporte compacto consiste na aplicação da transformada de Legendre. Para isso, 
inicialmente define-se a função de partição do sinal analisado. A função de partição ),( jqS é 





kjdjqS ||),( ,  (2.19) 
 






jqSq j −∞→=τ , (2.20) 
 
o espectro multifractal D(α)do sinal analisado é definido como  
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 )()( * ατα =D , (2.21) 
 
em que )(* ατ  é a transformada inversa de Legendre da função estrutura dada por 
))((min)(* qqq ταατ −= .  
Neste trabalho, o espectro multifractal é estimado utilizando-se o FracLab1, para 
verificação das estimativas dos expoentes de Hölder pontuais. O FracLab é uma toolbox do 
MatLab e é largamente utilizada para análise de sinais (multi)fractais. 
 
2.3.3  Estimação via WTMM 
 O método dos Máximos em Módulos da Transformada Wavelet (Wavelet Transform 
Modulus Maxima - WTMM) é largamente utilizado para detecção de singularidades em sinais 
[STR00]. O WTMM é definido da seguinte forma [MAL92]: 
 
Definição 2.3.3.1 : Sejam dj,k’s  os coeficientes wavelet : 
 
• Chamamos de máximos em módulo, qualquer ponto (j0, k0) tal que ||||
000 ,, kjkj
dd < , na 
qual k pertence tanto à vizinhança à esquerda ou à direita de k0. 
• Chamamos de linha de máximos, qualquer curva conectada no espaço-escala (j,k) 
formada por pontos que são máximos em módulo. 
 
Na realidade, a linha de máximos contém os pontos mais significativos dentre aqueles 
que estão imersos em um cone invertido, definido por 
 
 jj Kxk 2|2| 0 ≤−  (2.22) 
 
na qual K é uma constante. Dentro deste cone, a linha de máximos converge para a 
singularidade presente no ponto x0 = 2jk0 de um sinal, obedecendo a seguinte relação: 
 






kj Ad α+≤  (2.24) 
                                                 
1 http://www.irccyn.ec-nantes.fr/hebergement/FracLab/ 
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nas quais A é uma constante. 
A desigualdade (2.24) mostra que o expoente de Hölder pontual α em x0 é o maior 
coeficiente angular das retas que estão acima de |dj,k|, na escala logarítmica. A Figura 2.1, à 
esquerda, mostra várias linhas de máximos referentes ao sinal exibido. Cada uma destas linhas 
converge para uma singularidade presente. Na mesma figura, à direita, podemos também 
observar uma representação do cone, referente a uma das linhas de máximos, e de alguns 
pontos que são máximos em módulo. 
Apesar de possuir uma abordagem relativamente simples, a estimação via WTMM 
possui duas principais limitações: somente pode ser aplicada eficientemente em sinais cujas 
singularidades sejam isoladas e de natureza não-oscilante. Uma alternativa a essas duas 
limitações é apresentada a seguir. 
 
   
Figura 2.1 - Esquerda: exemplo de sinal e suas respectivas linhas de máximos. Direita: cone referente a uma 
linha de máximos 
 
2.3.4  Estimação do expoente de Hölder pontual para singularidades oscilantes 
ou não-oscilantes 
Como citado anteriormente, o método WTMM pode falhar na estimação do expoente 
de Hölder pontual para singularidades oscilantes. Isso se deve ao fato de não termos mais um 
cone limitando os coeficientes wavelets máximos em módulo, para um ponto x0 com uma 
singularidade oscilante (α,β). Nesta situação temos um cone “parabólico”, abrangendo um 
maior número de pontos do que o tipo de cone definido na seção anterior. O novo tipo de cone 
obedece a seguinte equação [ARN98]: 
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 jj Kxk 2|2| 10 ≤− +β  (2.25) 
 




βα +≤ jkj Ad  (2.26) 
 
Podemos perceber que, para uma singularidade não-oscilante (β  = 0), retornamos ao caso da 
seção anterior. 
Diante destas observações, pode-se concluir que para a descrição eficiente do 
comportamento de uma função num determinado ponto, devemos levar em consideração não 
somente a amplitude dos coeficientes wavelet, mas também sua localização no tempo 
(representada por k). O seguinte teorema fundamental confirma nossa discussão [JAF89]: 
 
Teorema 2.3.4.1 : Seja f uma função RR → . Se )( 0xCf α∈ , então 
 
 αα |)|1(2|| , 0
j
kj kkKd −+≤  (2.27) 
 
Conforme pode-se constatar por meio da desigualdade (2.27), para uma singularidade 
em um ponto x0, o coeficiente wavelet máximo absoluto que a representa em uma escala j, 
não é necessariamente dj,k, mas possivelmente dj+m,k, com m real estritamente positivo 
[SEU00]. Tomando-se isto como base, Seuret et. al. propuseram um algoritmo de estimação 
dos expoentes de Hölder pontuais, considerando tanto as singularidades oscilantes quanto as 
singularidades não-oscilantes presentes em sinais [SEU00]. Este algoritmo, apresentado a 
seguir, permite o cálculo do valor da regularidade pontual nos instantes de tempo desejados. 
Assim, seja um sinal amostrado, contendo 2n amostras. Seja também dj,k a 
transformada wavelet não-dizimada (ou seja, redundante). A estimação do expoente de Hölder 
pontual para cada amostra k0 é feita da seguinte maneira: 
 
• Construa, em uma mesma figura, para cada nj ≤<0 , a seguinte curva paramétrica (com 






 |)2|2(log)( 2 0
jj
j xkkx −+=  (2.28) 
 |)(|log)( ,2 kjj dky =  (2.29) 
 
• Encontre todas as retas D: y = αx + C que satisfaçam as duas restrições a seguir: 
1. D está acima de todos os pontos ( xj(k),yj(k)), ou seja: 
 
  Ckxkykj jj +≥∀∀ )()(,, α  (2.30) 
 
2. D toca uma das curvas paramétricas; ou seja, existe uma seqüência de pares (jm, km) tal 
que: 
 
 0))(()(lim =+−∞→ Ckxky mjmjm mm α  (2.31) 
 
• Considere αmax o maior coeficiente angular encontrado entre todas as retas D que 
satisfaçam as restrições (1) e (2). O coeficiente  αmax é o expoente de Hölder pontual do 
sinal para a amostra k0. 
 
Este é o método de estimação do expoente de Hölder pontual utilizado neste trabalho 
daqui em diante. 
 
2.4  Avaliação do estimador de expoente de Hölder pontual utilizado 
  
Nesta seção, apresentamos uma avaliação do estimador utilizado para vários tipos de 
sinais de teste: sinal com singularidade não-oscilante, sinal com singularidade oscilante, sinal 
monofractal e sinal multifractal.  
Devido ao fato de trabalharmos com sinais amostrados de comprimento finito, 
utilizamos uma função wavelet com suporte compacto. Conforme comentado anteriormente, a 
transformada wavelet deve ser do tipo não-dizimada. Este tipo de transformada produz 
redundância nas informações, necessária para uma estimativa mais precisa. Como na prática 
não se consegue um número infinito de escalas para tornar a transformada wavelet não-
dizimada, a solução é o uso do maior número de escalas possível. Também devemos 
considerar a escala máxima utilizada, devido ao fato de estarmos lidando com um número 
muito grande de amostras. Nesta situação, a possível ocorrência de um fenômeno de 
periodização poderia afetar os resultados em escalas maiores.  
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Outra consideração feita é a quantidade de pontos (xj(k), yj(k)) utilizados para a 
estimação de cada expoente de Hölder pontual do sinal. Em relação a isto, usamos a restrição 
2)2(log),(3 2 −≤≤ nkjx , sendo 2n, o número de amostras utilizadas. Esta restrição, obtida 
de maneira empírica, nos permite considerar os coeficientes wavelet máximos absolutos em 
uma extensão suficiente de expoentes de oscilação β e gerar uma quantidade de pontos (xj(k), 
yj(k)) suficiente para construção correta da reta que toca o topo desta “nuvem de pontos”. 
Desta forma, utilizamos 214 amostras para cada sinal de teste. A quantidade de 
amostras utilizada é escolhida de forma a tender uma boa precisão dos resultados e uma alta 
velocidade de simulação. Utilizamos a Morlet como wavelet-mãe, cujo suporte efetivo é 
limitado pelo intervalo [-4, 4]. A escala máxima utilizada foi j=12. 
 
2.4.1  Singularidade não-oscilante 
Seja a função f(x)=|x|0,7. Esta função é infinitamente diferenciável em *\ e possui uma 
singularidade não-oscilante isolada em 0, onde o expoente de Hölder pontual possui valor 0,7. 
A Figura 2.2 nos mostra a função f, a nuvem de pontos (xj(k), yj(k)) e a respectiva reta que 
toca o seu topo, relativas ao local desta singularidade. 
 
   
Figura 2.2 - Esquerda: função |x|0,7. Direita: “nuvem de pontos” e reta associados ao ponto com singularidade 
não-oscilante da função. 
  
2.4.2  Singularidade oscilante 
Seja a função 2,1
7,0 1sen)(
x
xxg = . Esta função é infinitamente diferenciável em todo 
ponto, exceto em zero, onde há uma singularidade oscilante com expoente de Hölder pontual 
cujo valor é 0,7. A Figura 2.3 nos mostra a função g, a nuvem de pontos e a respectiva reta 
que toca o seu topo, relativas ao local da singularidade. 
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Figura 2.3 - Esquerda: função |x|0,7sen(1/|x|1,2). Direita: “nuvem de pontos” e reta associada ao ponto 
com singularidade oscilante da função. 
 
Agora, a diferença entre uma singularidade oscilante e uma não-oscilante pode tornar-
se mais clara. Embora as duas funções possuam expoente de Hölder com o mesmo valor 0,7 
no ponto zero, suas nuvens de pontos possuem características diferentes. No caso de uma 
singularidade não-oscilante, pode-se observar que o topo da sua respectiva nuvem é formado 
pelos coeficientes wavelet máximos absolutos em cada escala. Estes coeficientes são 
exatamente aqueles que formam a linha de máximos (seção 2.3.3) que tendem à 
singularidade. Não há necessidade de interação entre coeficientes de escalas diferentes. No 
caso de uma singularidade oscilante, podemos notar que devemos considerar uma quantidade 
maior de pontos (xj(k), yj(k)) para a determinação correta da reta que se encaixa no topo da 
nuvem. Desta forma, um coeficiente wavelet oriundo uma escala j+m pode caracterizar uma 
escala j no topo da nuvem de pontos, conforme discutido no Teorema 2.3.4.1. 
  
2.4.3 Sinal monofractal 
Como exemplo de um sinal monofractal, consideramos o Movimento Browniano 
Fracionário (fBM). O fBM é uma função aleatória, não-estacionária, gaussiana, com média 
zero e função de autocorrelação definida como 
 
 ( )HHHHB sttsCtsR H 222 ||||||),( −−+=  (2.32) 
em que 0 < H < 1 é o parâmetro de Hurst e CH é uma constante que depende somente de H. 
Pode-se verificar que tal processo é estatisticamente auto-similar com parâmetro H  [SAM94]. 
Assim, em cada ponto desta função, temos uma singularidade não-oscilante com expoente de 
Hölder com valor H. Isto é muito útil para testarmos nosso estimador. 
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Figura 2.4 - Acima à esquerda: fBM com H=0,85. Abaixo à esquerda: expoentes de Hölder pontuais estimados 
para o mesmo fBM. Acima à direita: espectro multifractal do mesmo fBM. Abaixo à direita: diferentes espectros 
multifractais para um fBM com H=0,7, computados com 210 até 216 amostras. 
 
A Figura 2.4 (acima à esquerda) apresenta um sinal fBM com H = 0,85, gerado por 
meio do FracLab. Na mesma figura, encontram-se o resultado da estimação dos expoentes de 
Hölder pontuais (abaixo à esquerda da figura) e o espectro multifractal do sinal (acima à 
direita), estimado por meio do FracLab. Podemos observar que os expoentes estimados não 
possuem valor único constante igual a 0,85, embora demonstrem valores muito próximos 
àqueles encontrados sob a curva do espectro estimado. A ocorrência deste fenômeno deve-se 
à utilização de uma quantidade ainda insuficiente de amostras para a estimação dos expoentes 
do espectro [SEU00]. Segundo demonstrado por Seuret et. al., à medida que utilizamos uma 
quantidade maior de amostras, naturalmente consideramos uma maior quantidade de escalas. 
Desta forma, as estimativas tornam-se mais precisas e convergem ao valor esperado. Abaixo à 
direita da Figura 2.4, podemos observar esta tendência. Conforme aumenta-se o número de 
amostras de N = 210 até N = 216, para um fBM gerado com H = 0,7, o espectro multifractal 
estimado converge ao espectro teórico, ou seja, um impulso localizado em H = 0,7. 
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2.4.4 Sinal multifractal 
Cascatas são processos obtidos de maneira recursiva e servem como um interessante 
teste ao nosso estimador. Isto se deve ao fato de as mesmas serem multifractais e permitirem a 
obtenção do seu espectro multifractal teórico.  
Seja o número real )1,0(∈p . A partir do intervalo inicial I0=[0,1] com massa μ (I0) = 
1, dividimos com comprimento igual cada intervalo restante. O subintervalo da esquerda 
possui peso igual a p e o subintervalo da direita possui peso igual a 1-p. Este processo se 
repete em cada subintervalo. No estágio n, a massa inicial de valor unitário é distribuída entre 
os 2n intervalos de acordo com a seguinte regra:  
 
 10 )1()( nnk ppI −=μ  (2.33) 
 
em que n0 e n1 é o número de vezes que p e 1-p são multiplicados, respectivamente. Note que 
n0+n1=n.  
Esta é a cascata binomial determinística utilizada como teste para o nosso estimador. 
Em cada ponto, a mesma possui uma singularidade não-oscilante. Neste caso, diferente do 
fBM, cada ponto possui expoente de Hölder pontual cujo valor não necessariamente é igual ao 
valor do mesmo expoente em outro ponto. Este tipo de cascata multifractal permite a 












−= ])1[(log22α  (2.35) 
 
Devido ao fato deste espectro apresentar simetria em torno do eixo vertical, seu cume ( onde 




21 ααα +=mean  (2.36) 
 
A Figura 2.5 exibe uma cascata binomial determinística com parâmetros p=0,3 e n=14. 
Na mesma figura, são mostrados os expoentes de Hölder pontuais para este processo e seu 
respectivo espectro multifractal teórico estimado por meio do FracLab. 
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Figura 2.5 - Acima à esquerda: cascata binomial com p=0,3 e n=14. Acima à direita: expoentes de Hölder 
pontuais estimados para a cascata. Abaixo: espectro multifractal teórico da cascata. 
 
2.5  Estimação da regularidade local do tráfego Internet 
 
Nesta subseção, prosseguimos a avaliação do estimador de expoente de Hölder pontual 
com sinais de tráfego Internet. Para isto, utilizamos os traços de tráfego WAN TCP/IP dec-
pkt-1, dec-pkt-2 e lbl-pkt-5 2. Estes traços correspondem ao registro do tráfego de pacotes IP 
transmitidos em períodos de uma hora e foram coletados pela Digital Equipment Corporation 
(DEC) e pelo Lawrence Berkeley Laboratory (LBL) em seus respectivos pontos de acesso da 
Internet. Cada sinal de tráfego utilizado neste trabalho é constituído por 214 amostras de cada 
um dos traços citados, agregados em intervalos (escalas) de tempo diferentes (100 e 200 ms). 
As amostras dos sinais resultantes contêm a quantidade de bytes transmitida em cada um dos 
intervalos de tempo citados. 
                                                 
2 http://ita.ee.lbl.gov/html/traces.html 
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Inicialmente definiremos os expoentes de Hölder pontuais de referência para cada 
série de tráfego. Esta definição é importante para tornar-se possível a avaliação de uma nova 
proposta feita por nós. Esta proposta tem como objetivo a estimação dinâmica dos expoentes 
de Hölder pontuais de um sinal de tráfego por meio de janelas de tempo. 
 
2.5.1 Estimação do expoente de Hölder pontual de referência 
Neste trabalho, definimos como expoente de Hölder pontual de referência cada 
expoente de Hölder pontual estimado com uso de todas as 214 amostras disponíveis de um 
sinal de tráfego. 
As Figuras 2.6, 2.7 e 2.8 referem-se respectivamente às amostras dos sinais de tráfego 
dec-pkt-1 (na escala de tempo de 100 ms), lbl-pkt-5 (na escala de tempo de 100 ms) e lbl-pkt-
5 (na escala de tempo de 200 ms). Cada figura apresenta um destes sinais de tráfego, seus 
respectivos expoentes de Hölder pontuais, assim como seu espectro multifractal, estimado por 
meio do FracLab. 
 
   
 
Figura 2.6 - Acima à esquerda: amostras de tráfego da série dec-pkt-1 na escala de tempo de 100 ms. 
Acima à direita: expoentes de Hölder pontuais referentes às amostras citadas. Abaixo: espectro multifractal. 
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Figura 2.7 - Acima à esquerda: amostras de tráfego da série lbl-pkt-5 na escala de tempo de 100 ms. Acima à 
direita: expoentes de Hölder pontuais referentes às amostras citadas. Abaixo: espectro multifractal. 
 
     
 
Figura 2.8 - Acima à esquerda: amostras de tráfego da série lbl-pkt-5 na escala de tempo de 200 ms. Acima à 
direita: expoentes de Hölder pontuais referentes às amostras citadas. Abaixo: espectro multifractal. 
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À primeira vista, podemos observar a proximidade dos valores dos expoentes estimados com 
os valores dos expoentes presentes no espectro. Pode-se notar, inclusive, a queda dos valores 
destes expoentes em instantes de tempo em que há um aumento acentuado da amplitude do 
sinal. Por meio destas duas observações, podemos deduzir que os valores dos expoentes 
estimados são próximos dos valores reais dos expoentes. Estes mesmos valores, em sua 
grande maioria menores do que 0,5, demonstram a intensa irregularidade e o caráter de 
rajadas (burstiness) do tráfego Internet, em pequenas escalas de tempo. 
 
2.5.2  Proposta: estimação do expoente de Hölder pontual por meio de janelas de 
tempo 
Nesta subseção, propomos uma estratégia dinâmica para a estimação do expoente de 
Hölder pontual para um dado sinal. Esta estratégia se baseia na utilização de uma quantidade 
fixa de amostras consecutivas (enquadrada em uma janela de tempo) para a estimação do 
expoente de Hölder pontual de cada amostra do sinal. Como análise, nesta subseção 
consideramos as janelas de tempo seqüenciais e sem amostras em comum, conforme a Figura 
2.9.  
 
   janela n                                            janela n+1 
 
 
Figura 2.9 - Utilização de janelas de tempo na estimação dos expoentes de Hölder pontuais de amostras de um 
sinal de tráfego 
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Cada amostra tem seu respectivo expoente estimado utilizando-se somente as amostras 
da janela à qual pertence. Desta forma, conseguimos utilizar uma menor quantidade de 
amostras (assim como uma menor quantidade de coeficientes wavelet) para a estimação do 
expoente em cada instante de tempo. A diminuição da quantidade de coeficientes wavelet 
utilizada em cada estimação nos possibilita a vantagem de um processamento mais rápido das 
informações. Como conseqüência negativa, ao restringirmos a quantidade de amostras, 
diminuímos a precisão da estimativa. São exatamente estas imprecisões que analisamos a 
seguir, comparando os expoentes de Hölder pontuais estimados por meio de janelas de tempo 
com os expoentes de Hölder pontuais de referência.              
Como medida de desempenho da estimação, utilizamos o erro quadrático médio 







−=  (2.37) 
 
em que hjan é o expoente de Hölder pontual com uso de janelas de tempo, href  é o expoente de 
Hölder pontual usado como referência (sem uso de janelas de tempo), refh2σ  é a variância dos 
expoentes de Hölder pontuais de referência e E [ . ] denota o operador esperança matemática. 
O EQMN compara a média do erro quadrático (EQM), resultante do uso das janelas no 
processo de estimação, com a variância dos expoentes de Hölder pontuais de referência. 
Idealmente, uma boa estimação resulta em valores de EQMNs pequenos; EQMNs iguais ou 
superiores à 1, resultam em estimativas ruins, pois neste caso o EQM possui valor igual ou 
superior à variância dos expoentes de referência. 
Para as simulações, adotamos três tamanhos de janelas: 211 amostras, 212 amostras e 
213 amostras. Como conveniência, passaremos a referenciá-las respectivamente por janela 11, 
janela 12 e janela 13. Conforme explicado no início da seção 2.4, condicionamos a escala 
máxima de cada transformada wavelet ao valor 2j-2, sendo 2j o tamanho da janela utilizada. 
As tabelas 2.1 e 2.2 nos apresentam os EQMNs obtidos na estimação dos expoentes de 
Hölder pontuais para os sinais de tráfego considerados, por meio do uso de três tamanhos 
distintos de janelas de tempo. Conforme esperava-se, os valores dos EQMNs aumentam 
conforme diminui-se o tamanho da janela de tempo usada na estimação. Isto confirma o 
aumento da imprecisão da estimativa com a diminuição do tamanho da janela. A Figura 2.10 
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nos dá uma noção visual das imprecisões causadas pelo processo de estimação com o uso de 
dois tamanhos de janelas de tempo. Estas imprecisões podem ser notadas principalmente em 
pontos localizados nos picos presentes nos gráficos. 
 
Tabela 2.1 - EQMN dos expoentes de Hölder pontuais das séries de tráfego na escala de tempo de 100 ms. 














Tabela 2.2 - EQMN dos expoentes de Hölder pontuais das séries de tráfego na escala de tempo de 200 ms. 














   
 
Figura 2.10 - Expoentes de Hölder pontuais de amostras de três séries de tráfego Internet: dec-pkt-1 na escala de 
tempo de 100 ms (acima à esquerda), lbl-pkt-5 na escala de tempo de 100 ms (acima à direita) e lbl-pkt-5 na 
escala de tempo de 200 ms (abaixo). 
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2.6 Conclusões do capítulo 
 
Neste capítulo, apresentamos o expoente de Hölder pontual como indicador da 
regularidade local de um sinal. Em especial para sinais de tráfego de redes, este expoente 
pode caracterizar o grau das rajadas presentes no tráfego. 
A regularidade local de um sinal de tráfego pode ser avaliada, de modo global, por 
meio do espectro multifractal ou, de modo local, pela estimativa do expoente de Hölder 
pontual em instantes de tempo desejados. Para uma estimativa correta destes expoentes, 
devemos considerar o caráter oscilatório do sinal em torno de cada instante de tempo 
analisado. Para isto, devemos considerar não somente a amplitude dos coeficientes wavelet, 
mas também suas localizações no tempo. 
Mostramos que as estimativas dos expoentes de Hölder pontuais de um sinal podem 
ser obtidas de maneira dinâmica, por meio do uso de janelas de tempo durante o processo de 
estimação. Esta técnica, embora simples, gera estimativas cujos tempos de obtenção e 
precisão são dependentes da quantidade de amostras contidas na janela utilizada. Quanto 
menor o tamanho da janela, mais rápido é o processo de estimação dos expoentes e mais 
imprecisas serão as estimativas. Quanto a isto, mostramos que mesmo para janelas contendo 
211 amostras, os resultados obtidos possuíam imprecisões aceitáveis. 
Pretendemos, a seguir, utilizar a série de expoentes de Hölder pontuais estimados a 
partir de cada sinal de tráfego e aplicá-la em um esquema de predição. Nossa meta é verificar 
a previsibilidade do tráfego de rede por meio do expoente de Hölder pontual e adiantar o 









3 PREDIÇÃO DO EXPOENTE DE HÖLDER PONTUAL 
 
 
3.1  Introdução do capítulo 
 
No capítulo anterior pudemos apresentar o expoente de Hölder pontual como um 
quantificador do grau das rajadas de um sinal de tráfego de redes. No mesmo capítulo 
propusemos um método dinâmico de estimação deste expoente para um determinado sinal. O 
objetivo do atual capítulo é a predição a um passo do expoente de Hölder pontual de amostras 
do sinal de tráfego analisado. Isto nos serve como um meio de antecipação das condições do 
próprio tráfego. Para isto, utilizamos estimativas dos expoentes deste sinal e um preditor 
proposto neste mesmo capítulo. A predição destes expoentes é importante para a realização do 
escalonamento de fluxos de dados no capítulo a seguir. 
Para a caracterização do tráfego em um instante de tempo, podemos considerar o 
expoente de Hölder pontual ou um quantificador mais direto do tráfego, tal como a quantidade 
de bytes recebida naquele instante. Entre estes dois tipos de caracterizadores locais do tráfego, 
a escolha do expoente de Hölder pontual tem sua justificativa. Esta justificativa se baseia na 
comparação do decaimento da função de autocorrelação das séries de amostras consideradas. 
A Figura 3.1 nos apresenta a função de autocorrelação das amostras de três sinais de tráfego e 
de suas respectivas séries de expoentes de Hölder pontuais estimados. Nesta figura, podemos 
notar um decaimento assintótico mais lento da função de autocorrelação do sinal de tráfego, 
confirmando sua propriedade de dependência de longo prazo [QIA04]. Isto pode justificar o 
uso de técnicas mais complexas (e computacionalmente custosas) de predição do tráfego, tais 
como Redes Neurais Artificiais e/ou Lógica Nebulosa [ALA05][BOR00]. Na mesma figura, o 
decaimento assintótico mais rápido das funções de autocorrelação das séries de expoentes de 
Hölder pontuais nos indica que tais séries não apresentam dependência de longo prazo. Isto 
nos sugere a possibilidade do uso de técnicas clássicas e mais simples para predição de séries 
temporais, tais como o filtro de Mínimos Médios Quadrados (Least-Mean Squares - LMS) e o 




   
 
Figura 3.1 - Função de autocorrelação das amostras de uma série de tráfego e de seus respectivos expoentes de 
Hölder pontuais. Acima à esquerda: série dec-pkt-1 na escala de tempo de 100 ms. Acima à direita: série lbl-pkt-
5 na escala de tempo de 100 ms. Abaixo: série lbl-pkt-5 na escala de tempo de 200 ms. 
 
 
Para atingirmos nosso objetivo, inicialmente, na Seção 3.2, apresentamos dois 
preditores clássicos e tomando-os como base, propomos um novo esquema de predição. A 
seguir, na Seção 3.3, avaliamos o desempenho do preditor proposto. Esta avaliação é feita 
utilizando-se os expoentes de Hölder pontuais estimados a partir dos sinais analisados. O 
desempenho do preditor proposto também é comparado com o desempenho de preditores 
considerados clássicos. Na seqüência, a Seção 3.4 avalia conjuntamente os erros de estimação 
e de predição destes expoentes para os sinais de tráfego considerados. Por último, na Seção 





3.2  Filtros adaptativos preditivos 
 
Filtro é um dispositivo utilizado para a extração de uma informação de interesse, a 
partir de um conjunto de informações ruidosas. Este dispositivo normalmente é útil para três 
tipos de operações básicas em processamento de sinais: filtragem, suavização e predição. 
Neste trabalho, nossa atenção está especialmente voltada para este último tipo de operação. 
Em processamento de sinais, predição refere-se à antecipação do valor de um 
determinado sinal, relativo ao instante de tempo futuro t + τ, τ > 0, usando o conjunto de 
valores medidos até (e inclusive) o instante t. Em situações nas quais o sinal analisado possui 
características estatísticas completamente conhecidas à priori, o processo de predição pode ser 
feito por meio de técnicas mais simples, como o filtro de Wiener [HAY91]. 
Nas situações em que não há conhecimento completo acerca das características 
estatísticas do sinal analisado, ou estas variam com o tempo, um filtro adaptativo pode ser 
usado como estratégia para a predição do sinal. Este tipo de filtro normalmente utiliza um 
algoritmo recursivo e sua operação envolve dois processos básicos: predição e adaptação. O 
processo de predição produz o valor predito do sinal analisado, baseado em valores já 
disponíveis e nos parâmetros atuais do filtro. Já o processo de adaptação nos fornece um 
mecanismo de atualização de um conjunto de parâmetros utilizados no processo de predição. 
Em geral, o processo de adaptação se baseia no erro de predição. 
Nesta seção, apresentamos dois filtros preditores clássicos: o filtro LMS Normalizado 
(NLMS) e o filtro de Kalman. Tomando-se ambos como base, apresentaremos uma nova 
proposta para predição adaptativa. Sua inovação situa-se justamente na estimação adaptativa 
dos ruídos do sistema que descreve o sinal analisado. Esta proposta demonstra sua maior 
utilidade nas situações em que não há possibilidade de conhecimento completo das 
características dos ruídos citados. 
 
3.2.1  Filtro NLMS 
O algoritmo dos Mínimos Médios Quadrados Normalizado (Normalized Least-Mean 
Squares - NLMS), utilizado pelo filtro NLMS para o processo de adaptação, como o próprio 
nome nos informa, é uma extensão do algoritmo dos Mínimos Médios Quadrados (Least-
Mean Squares – LMS), característico do filtro LMS. Desta forma, é interessante inicialmente 
 35
apresentarmos o algoritmo LMS para a formulação do filtro NLMS. O filtro LMS é 
popularmente utilizado para predição adaptativa, devido à sua simplicidade, robustez e baixo 
custo computacional [HAY91]. Por ser um filtro preditor adaptativo, sua operação envolve 
um processo de adaptação e um processo de predição. O processo de adaptação consiste no 
ajuste automático de um conjunto de pesos, conforme veremos a seguir. Já o processo de 
predição consiste no uso de um filtro transversal para a obtenção do valor a ser predito e para 
a obtenção do erro de predição. 
Desta forma, para o processo de predição citado, seja o filtro transversal mostrado na 
Figura 3.2. O filtro transversal é um tipo de estrutura de filtro, composta por elementos de 
atraso, multiplicadores e somadores. Os elementos de atraso são identificados por meio do 
operador atraso unitário z-1. O número de elementos de atraso, mostrado como N na figura 
citada, refere-se à ordem do filtro. Considere, para o mesmo filtro, os valores de entrada 
representados pela série temporal u(0), u(1), u(2), ..., o vetor de entradas 
[ ]TNkukukuk )(),...,1(),()( −−=u e a resposta desejada d(k), em algum instante de tempo 
discreto k, com k ∈Z . 
 
 
Figura 3.2 - Filtro transversal. 
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Desejamos encontrar o vetor [ ]TN,...,w,ww 10=w , composto pelos coeficientes do 
filtro, tal que o valor predito y(k), dado por  
 
                                                                 y(k) = wTu(k) (3.1) 
 
seja tão próximo quanto possível de d(k), no sentido de menor erro quadrático médio (EQM). 
 
Assim, se u(k) e d(k) forem conjuntamente estacionários e o erro de predição for 
definido como 
 
                                                            )()()( kdkyke −=  (3.2) 
 
o vetor w que minimiza a seguinte função de custo [HAY91]: 
 
                                                               2( ) [| | ]J E e=w  (3.3) 
 
é conhecido como solução de Wiener [HAY91] 
 
                                                                   w = R-1p (3.4) 
em que 
 
 [ ( ) ( )]TE k k=R u u  (3.5) 
 [ ( ) ( )]E d k k=p u  (3.6) 
 
Nas equações acima, o operador E [ . ] denota a esperança matemática. 
O vetor w pode ser calculado recursivamente por meio do algoritmo de gradiente 
descendente (steepest-descent) [HAY91] 
 
 )]([)()1( kkk Rwpww −+=+ μ  (3.7) 
 
Caso R e p sejam desconhecidos, podemos substituí-los por estimativas. Usando 
u(k)uT(k) e d(k)u(k) como estimativas instantâneas respectivamente de R e p, w(k+1) pode ser 
reescrito como 
 
 )]()()()()([)()1( T kkkkkdkk wuuuww −+=+ μ  (3.8) 
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ou, rearranjando-se, obtemos o algoritmo LMS dado por 
 
 )]()([)()1( kekkk uww μ+=+  (3.9) 
 
O parâmetro μ é conhecido como passo de adaptação (step-size) e seu valor afeta a 
estabilidade e a velocidade de convergência média quadrática do algoritmo. A região de 




 [SOL95][HAY91]. Nesta 
desigualdade, Tr [ . ] indica o traço de R. No entanto, nem sempre podemos ter conhecimento 
de R para a definição correta de μ. Isto ocorre normalmente com sinais reais, os quais muitas 
vezes apresentam estatísticas variantes no tempo. 
Para sinais reais, o algoritmo LMS Normalizado (NLMS) pode resolver o problema de 
indeterminação do passo de adaptação μ [HAY91][NAG67]. Este algoritmo determina o 
passo de adaptação μ (k), variante no tempo, que minimiza o erro quadrático médio (EQM) do 
próximo instante. 
 
 )]1([)( 21 +=+ keEJ k w  (3.10) 
 









ww +=+  (3.11) 
 
na qual || . || indica a norma euclidiana. 
Os limites teóricos para a estabilidade deste algoritmo são dados por 
2~0 << μ [HAY91]. Diferente do passo de adaptação μ do algoritmo LMS, o passo de 
adaptação μ~ é adimensional. Desta forma a região de estabilidade do algoritmo NLMS é 
independente das estatísticas do sinal de entrada. Isto nos permite determinar facilmente o 
passo de adaptação do algoritmo, além de garantir sua estabilidade. Além disso, o algoritmo 






3.2.2  Filtro de Kalman 
O filtro de Kalman é um conjunto de equações matemáticas eficiente para a estimação 
dos estados de um processo. Este filtro opera de modo a minimizar a média do erro quadrático 
dessa estimação e é muito poderoso em vários aspectos: suporta estimação de estados 
passados, presentes e futuros e inclusive o faz mesmo quando o sistema modelado não é 
totalmente conhecido. O filtro de Kalman é extremamente útil em várias aplicações do mundo 
real, tais como: controle de processos químicos [DIM91], controle da posição ou da 
velocidade de sistemas inerciais [GEO04], processamento de sinais [KOM02] e previsão. No 
campo da previsão constam desde previsões meteorológicas [HOU05], como financeiras 
[GRA05] e de características do tráfego de redes de computadores [KRI02][LIM00]. Este 
filtro possui modelagem relativamente simples e sua solução é computada recursivamente. 
Isto é interessante computacionalmente, pois não há a necessidade de armazenamento do 
conjunto completo de informações passadas; basta apenas a última estimação disponível e um 
novo dado de entrada. 
Para o funcionamento apropriado do filtro, o processo a ser mensurado deve ser capaz 
de ser descrito como um sistema linear. Um sistema linear é um processo que pode ser 
descrito segundo as seguintes equações no espaço de estado [HAY91]: 
 
 )()()1( kkk 1ηAww +=+  (3.12) 
 )()()( kkk 2ηCwy +=  (3.13) 
 
Estas duas equações podem ser representadas como um gráfico de fluxo do processo, 
conforme a Figura 3.3.  
 
 
Figura 3.3 - Representação gráfica do fluxo de um sistema linear dinâmico e discreto. 
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Nestas equações de espaço de estado, A e C são matrizes previamente conhecidas, w é o 
estado do sistema, y é a saída medida e k é o instante de tempo discreto, com k ∈Z . 
A variável )(k1η  é conhecida como ruído de processo, modelado como um processo 
ruído branco, gaussiano, com média zero e covariância Q dada por 
 
 )]()([ T1 kkE ηηQ 1=  (3.14) 
 
De modo semelhante, a variável )(k2η é conhecida como ruído de medida e modelada como 
uma processo ruído branco, gaussiano, com média zero e covariância R dada por 
 
  )]()([ T kkE 22 ηηR =  (3.15) 
 
Os ruídos )(k1η  e )(k2η  são considerados estatisticamente independentes, ou seja, 
 0ηη 21 =)]()([ T knE  para qualquer n e k. (3.16) 
 
O filtro de Kalman é considerado um estimador ótimo caso satisfaça dois critérios: 
 
- o valor médio da estimativa do estado é igual ao valor médio do verdadeiro estado 
- a estimativa do estado possui erro com a menor variância possível  
 
Desta maneira, podemos apresentar as seguintes equações que regem o filtro de 
Kalman para a operação de predição de y(k+1) [HAY91]: 
 








kk  (3.17) 
 TT ACPKQAAPP )()()()1( kkkk −+=+  (3.18) 
 
• Processo de predição: 
 
 )](ˆ)()[()(ˆ)1(ˆ kkkkk wCyKwAw −+=+   (3.19) 
 )1(ˆ)1(ˆ +=+ kk wCy  (3.20) 
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em que K(k) é chamado de ganho de Kalman, P(k+1) é a covariância dos erros de predição do 
estado e )1(ˆ +kw  e ˆ ( 1)k +y  são respectivamente a predição do próximo estado e a predição 
do próximo valor do processo. 
Para que os resultados do filtro sejam ótimos, além dos dois critérios de otimalidade, 
necessita-se que as matrizes A e C e as covariâncias Q e R referentes aos ruídos do sistema 
analisado sejam conhecidas.  
 
3.2.3  Proposta: estimação dinâmica dos ruídos do sistema 
Conforme pudemos observar na seção anterior, o filtro de Kalman requer o 
conhecimento das covariâncias dos ruídos do sistema analisado para a obtenção de resultados 
ótimos. Na prática, inúmeras vezes nos deparamos com sistemas cujas matrizes Q e R, 
referentes às covariâncias citadas, ou são desconhecidas, ou são apenas conhecidas 
parcialmente. Uma modelagem incorreta tanto de Q quanto de R pode resultar em um 
desempenho sub-ótimo do filtro [HEF66] [NIS67]. 
Na literatura, alguns esquemas de identificação instantânea de Q e R foram propostos 
[GOD74] [MEH70]. Embora tais esquemas permitissem uma modelagem aceitável de R, nem 
sempre conseguiam uma identificação eficiente de Q. Nesta subseção apresentamos outra 
proposta para a estimação das estatísticas dos ruídos do sistema. Esta nova proposta baseia-se 
na utilização do algoritmo NLMS e no cálculo recursivo da média e variância de uma série 
temporal, conforme apresentado em [YOU84]. 
Inicialmente, considere o sistema descrito por meio das seguintes equações no espaço 
de estado: 
 
 )()()1( kkk 1ηww +=+  (3.21) 
  )()()()( 2 kkkky η+= wuT  (3.22) 
 
ou seja, A é a matriz identidade e C = uT(k), nas equações (3.12) e (3.13). Caracterizando-se 
w(k) como o vetor de coeficientes de um filtro transversal (mostrado na Figura 3.2), η1(k) 
pode ser visto como o ajuste dos coeficientes deste filtro por meio do algoritmo NLMS, 









μ=  (3.23) 
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Conforme apresentado anteriormente, μ~  é o passo de adaptação fixo auxiliar, uT(k) é o vetor 
de entradas do filtro e e(k) é o erro de predição de y(k). Já η2(k) pode ser modelado como o 
próprio e(k), se considerarmos 
 
 )()()()()(2 kekkkyk
T =−= wuη  (3.24) 
 
A média )(2 kη  e a variância R(k) de η2(k) podem ser estimadas recursivamente, da seguinte 
maneira [YOU84]: 
 )(1)1(1)( 222 kk
k
k






kk ηη −+−−= RR  (3.26) 
 
Tomando-se como base estas duas equações, estamos aptos a estimar a covariância Q. 
Seja o vetor T,12,11,1 )](),...,(),([)( kkkk Nηηη=1η . Cada )(,1 kjη , com j = 1, 2, ..., N , 
possui variância qj(k) estimada recursivamente conforme as equações (3.25) e (3.26). Dessa 


























Q  (3.27) 
 
A estimação dinâmica das matrizes Q e R é feita durante a operação do filtro de Kalman, em 
um sistema descrito pelas equações (3.21) e (3.22). Esta é a nossa proposta para predição 
adaptativa. 
 
3.3  Avaliação do preditor proposto 
 
Proposto um novo preditor, nossa tarefa agora é avaliá-lo. Devido ao fato deste 
preditor ser baseado no filtro de Kalman, nossa primeira avaliação fundamenta-se na 
verificação das estatísticas dos ruídos do sistema no qual ele é aplicado. A segunda avaliação 
se resume em verificarmos se o preditor proposto possui, segundo algum critério estabelecido, 
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um desempenho de predição superior a outros preditores clássicos, ou mais simples. A 
terceira avaliação consiste em comprovarmos a eficiência da predição de uma série de 
amostras de expoentes de Hölder pontuais estimados a partir de um sinal de tráfego, em 
relação à predição das próprias amostras deste sinal de tráfego.  
Para as três avaliações, quando necessário, utilizamos amostras das séries de tráfego 
dec-pkt-1, dec-pkt-2 e lbl-pkt-5, assim como seus expoentes de Hölder pontuais estimados 
com uso das janelas 11, 12 e 13. Como o preditor proposto foi aplicado apenas a um passo 
adiante, a estratégia para uma predição a um passo mais longo foi a de aumentar o intervalo 
de tempo entre amostras das séries utilizadas. Desta forma, utilizamos os intervalos (escalas) 
de tempo de 100 ms e 200 ms. 
Para a escolha da ordem do preditor proposto, considerou-se que uma menor 
quantidade de amostras na entrada do preditor resulta em um menor processamento de 
informações e armazenamento em memória. No entanto, caso a ordem escolhida para o 
preditor seja pequena demais, pode haver queda na qualidade do valor predito. Desta forma, a 
ordem do preditor que refletiu o melhor compromisso entre os dois fatores citados, foi de 
N=7. Este valor foi escolhido por meio de simulações com o preditor proposto. Em relação ao 
passo de adaptação μ~ , sua escolha baseia-se inicialmente nos limites teóricos para a 
estabilidade do algoritmo NLMS. Estes limites são dados por 2~0 << μ , conforme discutido 
na Subseção 3.2.1. Dentro destes limites, um valor demasiadamente pequeno deste parâmetro 
resulta em uma convergência lenta do algoritmo. No caso de um valor excessivamente grande, 
a convergência é atingida em poucas iterações. No entanto, o algoritmo pode ser incapaz de 
acompanhar as pequenas variações do sinal analisado [HAY91]. Desta forma, por meio de 
simulações, o valor de μ~  que resultou em um melhor comportamento do preditor proposto 
(segundo os critérios a serem apresentados na Subseção 3.3.2) foi de μ~ = 0,02. As condições 
iniciais consideradas foram 
 
 0ˆ ≅0w  (3.28) 







3.3.1  Avaliação dos ruídos do sistema 
Conforme discutido na subseção 3.2.2, segundo a definição do filtro de Kalman, tanto 
o ruído de processo como o ruído de medida presentes no sistema analisado são considerados 
ruídos brancos, gaussianos, com média nula e descorrelacionados entre si. Nosso objetivo 
nesta subseção é mostrar que estes ruídos possuem as características estatísticas citadas, 
mesmo quando estimados de modo dinâmico. Para isto, utilizamos como sinal de entrada do 
preditor proposto (e conseqüentemente modelado conforme as equações 3.21 e 3.22) a série 
de amostras dos expoentes de Hölder pontuais, obtidas com uso da estimação com janela 12, a 
partir do sinal de tráfego Internet dec1 na escala de tempo de 100 ms. As Figuras 3.4 e 3.5 nos 
exibe tanto a função de autocorrelação como o histograma de um dos ruídos do vetor de 
ruídos de processo η1(k) e das amostras do ruído de medida η2 (k). Utilizando-se as figuras, 
podemos visualizar, para um mesmo processo de ruído, as aparentes características: total 
descorrelacionamento temporal, distribuição gaussiana e média zero. Analisando 
conjuntamente amostras de dois ruídos distintos por meio da Figura 3.6, podemos verificar 
também um aparente descorrelacionamento temporal. Estas características puderam ser 
comprovadas utilizando-se os sinais de tráfego restantes e suas respectivas séries de amostras 
de expoentes de Hölder pontuais estimados. Desta forma, podemos dizer que os ruídos 
presentes no sistema analisado, mesmo que estimados de maneira dinâmica, apresentam as 




   
Figura 3.4 - Esquerda: função de autocorrelação das amostras de um dos ruídos contidos no vetor de ruído de 
processo η1(k).  Direita: histograma dos valores das amostras do mesmo ruído. 
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Figura 3.5 - Esquerda: função de autocorrelação das amostras do ruído de medida η2(k).  Direita: histograma dos 
valores das amostras do mesmo ruído. 
 
 
Figura 3.6 - Função de correlação cruzada entre amostras do ruído η2(k) e amostras de um dos ruídos do vetor 
η1(k). 
 
3.3.2  Avaliação comparativa com outros preditores 
Feita a primeira avaliação do preditor proposto, a segunda avaliação feita nesta seção 
consiste na comparação do desempenho deste preditor com o desempenho de outros dois 
preditores considerados clássicos ou mais simples, segundo algum critério. 
Inicialmente, a qualidade da predição é avaliada comparativamente com uso de duas 



















−=  (3.31) 
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nos quais hjan é o expoente de Hölder pontual estimado via janelamento, hpred é o expoente de 
Hölder predito, janh2σ  é a variância dos expoentes de Hölder estimados e hua é o expoente de 
Hölder anterior a hjan. Os EQMNs foram calculados a partir da metade das amostras preditas, 
quando se pôde supor que o preditor estaria estável. 
 Basicamente, o EQMN compara o EQM do preditor avaliado com o EQM de um 
preditor considerado mais simples. O EQMN1 considera a média amostral do sinal analisado 
como um preditor mais simples e o EQMN2 considera a última amostra disponível do sinal 
como outro preditor mais simples. O preditor avaliado pode ser considerado aceitável apenas 
se possuir ambos EQMNs menores que a unidade. Caso contrário, podemos concluir que seu 
desempenho será, na melhor das hipóteses, similar a algum dos preditores mais simples 
citados. 
Além do preditor proposto, os outros dois preditores avaliados sob os mesmos critérios 
citados são o filtro NLMS (preditor 1) e o filtro de Kalman comum (preditor 2). A ordem do 
filtro e o valor do passo de adaptação μ~  do preditor 1 são iguais àqueles utilizados pelo 
preditor proposto. A única diferença entre o preditor proposto e o preditor2 é o fato de neste 
último, os ruídos do sistema possuírem média zero e variância constante. As (co)variâncias 
utilizadas no preditor 2 são aquelas encontradas após o término da simulação com o preditor 
proposto. 
 
Tabela 3.1 - EQMNs para os expoentes de Hölder pontuais da série de tráfego dec-pkt-1, na escala de tempo de 












Tabela 3.2 - EQMNs para os expoentes de Hölder pontuais da série de tráfego dec-pkt-1, na escala de tempo de 














Tabela 3.3 - EQMNs para os expoentes de Hölder pontuais da série de tráfego dec-pkt-1, na escala de tempo de 












Tabela 3.4 - EQMNs para os expoentes de Hölder pontuais da série de tráfego lbl-pkt-5, na escala de tempo de 












Tabela 3.5 - EQMNs para os expoentes de Hölder pontuais da série de tráfego lbl-pkt-5, na escala de tempo de 












Tabela 3.6 - EQMNs para os expoentes de Hölder pontuais da série de tráfego lbl-pkt-5, na escala de tempo de 












Por meio da Tabela 3.1 até a Tabela 3.6, podemos constatar um melhor desempenho 
do preditor proposto em relação aos outros preditores analisados. Isto se deve ao fato de além 
de possuir os EQMNs menores que a unidade, o preditor proposto também possui os EQMNs 
menores do que aqueles referentes aos preditores 1 e 2. Em alguns casos, o preditor proposto 
demonstrou desempenho praticamente semelhante ao preditor2 (filtro de Kalman comum). 
Isto se deve, conforme já relatado, ao fato de utilizarmos as (co)variâncias encontradas após a 
simulação com o preditor proposto, para amostras de um dado sinal, como (co)variâncias 
ótimas do preditor2 para as mesmas amostras. Isoladamente, como comentado na subseção 
3.2.3, encontrar tais parâmetros não é algo trivial. 
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Outro parâmetro útil para a verificação da eficiência de um preditor é a velocidade de 
convergência do algoritmo de predição utilizado. Este parâmetro é mostrado na Figura 3.7 por 
meio do decaimento temporal do erro quadrático de predição. Esta figura nos mostra que o 
preditor proposto possui o decaimento mais íngreme deste erro, em comparação com os 
outros preditores analisados. Com o uso de poucas amostras iniciais, o erro quadrático do 
preditor proposto decai e se sustenta próximo a zero. Na mesma figura, percebe-se que para 
atingirmos o mesmo fim com os outros preditores analisados, necessita-se de mais amostras. 
 
   
 
Figura 3.7 - Decaimento do erro quadrático de predição dos expoentes de Hölder de amostras da série dec-pkt-1 
na escala de tempo de 100 ms (acima à esquerda) e da série lbl-pkt-5 nas escalas de tempo de 100 ms (acima à 
direita) e 200 ms (abaixo). 
 
3.3.3  Predição das características do tráfego Internet 
Feitas a primeira e a segunda avaliação do preditor proposto, nossa última avaliação 
consiste em comprovar a eficiência da predição de uma série de amostras de expoentes de 
Hölder pontuais estimados a partir de um sinal de tráfego, em relação à predição das próprias 
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amostras deste sinal de tráfego. Os critérios utilizados são o EQMN1 e o EQMN2, 
apresentados na subseção 3.3.2. 
Com uso da Tabela 3.7 até a Tabela 3.12, podemos verificar a viabilidade da predição 
das amostras de sinais de tráfego utilizando-se o preditor proposto, visto a presença de 
EQMNs menores que a unidade. Mas se compararmos estes EQMNs com aqueles 
encontrados na predição dos expoentes de Hölder pontuais referentes ao mesmo sinal, 
podemos observar que para estes últimos, os EQMNs possuem valores menores. Isto 
comprova uma maior facilidade na predição dos expoentes de Hölder de um sinal de tráfego 
do que a predição do próprio sinal. 
 
Tabela 3.7 - EQMNs para predição de amostras da série de tráfego dec-pkt-1 , na escala de tempo de 100 ms, e 
para predição de seus respectivos expoentes de Hölder pontuais estimados por meio de janelas de tempo. 
EQMN1 EQMN2 
série dec-pkt-1 
expoentes de Hölder  pontuais ( janela 13)
expoentes de Hölder  pontuais ( janela 12)










Tabela 3.8 - EQMNs para predição de amostras da série de tráfego dec-pkt-1 , na escala de tempo de 200 ms, e 
para predição de seus respectivos expoentes de Hölder pontuais estimados por meio de janelas de tempo. 
EQMN1 EQMN2 
série dec-pkt-1 
expoentes de Hölder  pontuais ( janela 13)
expoentes de Hölder  pontuais ( janela 12)










Tabela 3.9 - EQMNs para predição de amostras da série de tráfego dec-pkt-2 , na escala de tempo de 100 ms, e 
para predição de seus respectivos expoentes de Hölder pontuais estimados por meio de janelas de tempo. 
EQMN1 EQMN2 
série dec-pkt-2 
expoentes de Hölder  pontuais ( janela 13)
expoentes de Hölder  pontuais ( janela 12)
















Tabela 3.10 - EQMNs para predição de amostras da série de tráfego dec-pkt-2 , na escala de tempo de 200 ms, e 
para predição de seus respectivos expoentes de Hölder pontuais estimados por meio de janelas de tempo. 
EQMN1 EQMN2 
série dec-pkt-2 
expoentes de Hölder  pontuais ( janela 13)
expoentes de Hölder  pontuais ( janela 12)










Tabela 3.11 - EQMNs para predição de amostras da série de tráfego lbl-pkt-5, na escala de tempo de 100 ms, e 
para predição de seus respectivos expoentes de Hölder pontuais estimados por meio de janelas de tempo. 
EQMN1 EQMN2 
série lbl-pkt-5 
expoentes de Hölder  pontuais ( janela 13)
expoentes de Hölder  pontuais ( janela 12)










Tabela 3.12 - EQMNs para predição de amostras da série de tráfego lbl-pkt-5, na escala de tempo de 200 ms, e 
para predição de seus respectivos expoentes de Hölder pontuais estimados por meio de janelas de tempo. 
EQMN1 EQMN2 
série lbl-pkt-5 
expoentes de Hölder  pontuais ( janela 13)
expoentes de Hölder  pontuais ( janela 12)










3.4  Avaliação conjunta da estimação e predição dos expoentes de Hölder 
pontuais 
 
Esta seção tem como proposta a comparação dos expoentes de Hölder pontuais 
preditos, utilizando-se o filtro proposto, com os expoentes de Hölder pontuais de referência 
(definidos na subseção 2.5.1). Como pudemos perceber anteriormente, a estimação destes 
expoentes com uso de janelas de tempo, resulta em imprecisões, à medida que o tamanho 
desta janela é diminuído. Além deste tipo de imprecisão, devemos considerar as imprecisões 
conseqüentes dos erros de predição. Assim, o objetivo desta seção é a obtenção de resultados 
mais conclusivos acerca da eficiência da estimação dos expoentes em janelas conjuntamente 
com a predição dos mesmos. 
A metodologia utilizada para a avaliação é semelhante àquelas utilizadas nas 
subseções 2.5.2 e 3.3.2. Ela consiste na utilização do erro quadrático médio normalizado 
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(EQMN) como um meio de análise dos resultados. A versão do EQMN considerado nesta 







−=  (3.32) 
 
em que hpred é o valor predito do expoente de Hölder pontual, href é o expoente de Hölder 
pontual de referência e 2
refh
σ  é a variância dos expoentes de Hölder pontuais de referência. 
Conforme abordado nas subseções 2.5.2 e 3.3.2, para podermos considerar a predição 
aceitável, idealmente os valores dos EQMNs devem ser menores que a unidade. No entanto, 
quanto menor seu valor, mais correta é a predição em relação ao expoente de referência.  
Os resultados exibidos a seguir são referentes às predições dos expoentes de Hölder 
pontuais estimados a partir de amostras das séries de tráfego que utilizamos anteriormente. 
Para cada série, consideramos a estimação dos expoentes com uso da janela 13, janela 12 e 
janela 11. Utilizamos também duas escalas diferentes para cada série: 100 e 200 ms. 
 
 
   
 
Figura 3.8 - Expoentes de Hölder pontuais de referência, expoentes de Hölder pontuais estimados e predição 
destes últimos, todos a partir da série dec-pkt-1. Acima à esquerda: escala de tempo de 100 ms e janela 13. 
Acima à direita: escala de tempo de 200 ms e janela 13. Abaixo: escala de tempo de 200 ms e janela 12. 
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Figura 3.9 - Expoentes de Hölder pontuais de referência, expoentes de Hölder pontuais estimados e predição 
destes últimos, todos a partir da série lbl-pkt-5. Acima à esquerda: escala de tempo de 100 ms e janela 13. Acima 
à direita: escala de tempo de 200 ms e janela 13. Abaixo: escala de tempo de 200 ms e janela 12. 
 
A Figura 3.8 e a Figura 3.9 nos mostram a diferença visual entre os expoentes de 
Hölder pontuais de referência, expoentes de Hölder pontuais estimados com janelas de tempo 
e a predição deste último, para duas séries, duas escalas de tempo e dois tamanhos de janelas 
diferentes. Por meio das Tabelas 3.13 e 3.14, podemos verificar em todas as séries utilizadas, 
uma deterioração da qualidade do valor do expoente em relação à diminuição do tamanho da 
janela. Estes resultados eram esperados, pois nesta situação, ambos erros de estimação e de 
predição estão sendo considerados. Isto pode ser verificado, se compararmos as Tabelas 3.13 
e 3.14 com as Tabelas 2.1 e 2.2; estas últimas consideram apenas os erros referentes à 
estimação. Apesar do acréscimo do valor dos EQMNs da seção atual em relação aos EQMNs 
exibidos na subseção 2.5.2, não há valor superior à unidade; o maior valor presente é 0,7434. 
Desta forma pode-se concluir que a janela 11 ainda possui quantidade de amostras suficientes, 





Tabela 3.13 -EQMNs dos expoentes de Hölder pontuais das séries de tráfego na escala de tempo de 100ms. 














Tabela 3.14 -EQMNs dos expoentes de Hölder pontuais das séries de tráfego na escala de tempo de 200ms. 















3.5  Conclusões do capítulo 
 
Neste capítulo, propusemos um novo esquema adaptativo de predição de amostras de 
um dado sinal, cujas características estatísticas não são totalmente conhecidas (como a série 
de expoentes de Hölder pontuais estimados a partir de amostras de um sinal de tráfego). O 
preditor proposto é baseado em dois filtros clássicos (filtro de Kalman e filtro NLMS) e 
possui como vantagem à estimação dinâmica das (co)variâncias dos ruídos do sistema. 
Este preditor mostrou-se coerente com a definição do filtro de Kalman, devido à 
presença de ruídos com distribuição gaussiana, média zero e descorrelacionados entre si, nos 
sistemas nos quais houve aplicação deste preditor. O uso do preditor proposto resultou em 
erros quadráticos médios normalizados menores e uma queda mais rápida do erro quadrático 
em relação aos outros dois preditores adaptativos citados, para amostras de expoentes de 
Hölder pontuais estimados a partir de um sinal de tráfego Internet. Em relação a estes 
expoentes, os mesmos demonstraram possuir uma característica mais predictível do que o 
próprio sinal de tráfego que os origina (caracterizado, por exemplo, pela quantidade de bytes 
transmitidos em um instante de tempo). Isto pode ser verificado não somente em relação ao 
fato de a série de expoentes de Hölder pontuais possuir a função de autocorrelação com um 
decaimento mais rápido, mas também devido ao EQMN desta série ser menor do que o 
EQMN relativo às amostras do sinal que origina tais expoentes. 
Finalmente, pudemos nos certificar que, embora os expoentes de Hölder pontuais 
preditos apresentem erros referentes ao processo de estimação e predição, os mesmos situam-
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se dentro de uma margem aceitável. Esta constatação foi feita até para expoentes estimados 
utilizando-se janelas de tempo tão pequenas quanto a janela 11 (2048 amostras). O impacto 
causado por estes erros será melhor avaliado no próximo capítulo, ao aplicarmos os expoentes 
de Hölder pontuais preditos em um esquema de escalonamento. 
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4.1 Introdução do capítulo 
 
Este capítulo propõe um novo esquema de escalonamento de fluxos de tráfego 
Internet, baseado no Generalized Processor Sharing (GPS). A inovação deste esquema está 
na utilização do expoente de Hölder pontual como parâmetro de decisão da prioridade de cada 
fluxo, em cada intervalo de tempo considerado. Nosso objetivo é obter uma melhor 
distribuição da taxa de transmissão de um enlace aos fluxos presentes e uma menor perda de 
dados. 
Para atingirmos nosso objetivo, inicialmente na seção 4.2 introduzimos o conceito de 
escalonamento de fluxos de dados, assim como a disciplina de escalonamento GPS. Na seção 
4.3, propomos uma disciplina de escalonamento baseada no GPS e que utiliza os expoentes de 
Hölder pontuais de cada fluxo presente. Na mesma seção, apresentamos esta disciplina em um 
esquema de escalonamento, assim como os resultados das simulações. Por último, na seção 
4.4, apresentamos as conclusões obtidas. 
 
4.2 Escalonamento de fluxos de dados 
 
4.2.1 Conceito de escalonamento 
As redes de computadores, em sua essência, permitem que as sessões ou fluxos de 
dados compartilhem recursos, tais como a taxa de transmissão de um enlace e espaços em 
buffers nos pontos de multiplexagem. Entretanto, a competição pelo uso desses recursos pode 
originar situações de contenção. 
Dada uma fila de usuários requisitando um determinado recurso, uma tarefa de 
escalonamento é útil para um servidor na decisão da ordem de atendimento destas requisições. 




- decide a ordem de atendimento das requisições de serviço 
- gerencia a fila de requisições de serviço 
 
As disciplinas de escalonamento são utilizadas em qualquer sistema ou camada do 
protocolo de redes passível de contenção de recursos. Elas desempenham um papel 
fundamental na provisão de qualidade de serviço às aplicações, permitindo controle 
diferenciado de atraso, taxa de transmissão e taxa de perda dos dados. 
Em geral, os seguintes requisitos são esperados de um algoritmo de escalonamento: 
facilidade em sua implementação, proteção aos fluxos presentes e alocação dos recursos de 
modo justo. O conceito de proteção refere-se ao isolamento dos fluxos de entrada do 
escalonador, para que um fluxo mal-comportado não afete o desempenho dos demais fluxos. 
Em relação ao conceito de justiça na alocação de recursos, costuma-se utilizar como base o 
critério max-min ( max-min fairness), definido da seguinte maneira [KES01] :                    
 
- recursos são alocados em ordem crescente de valor solicitado, normalizado pela 
ponderação do fluxo. 
- nenhum fluxo obtém uma quota de utilização superior à solicitada . 
- fluxos cujos requisitos não possam ser satisfeitos, compartilham os recursos 
disponíveis na proporção de suas ponderações. 
 
Na concepção de um mecanismo de escalonamento, é interessante citarmos dois graus 
de liberdade que podem ser considerados: a prioridade de cada fluxo e a conservação do 
serviço pelo escalonador. Em relação a esta última, dizemos que um escalonador é 
conservativo quando torna-se inativo apenas na ausência de demanda de serviço. 
Entre as disciplinas de escalonamento mais conhecidas estão a First-Come First-
Served (FCFS) e a Generalized Processor Sharing (GPS) [KES01]. A disciplina FCFS é 
caracterizada pela simplicidade na implementação. Basicamente esta disciplina é constituída 
por apenas uma fila e as requisições são atendidas na ordem em que chegam. A desvantagem 
desta disciplina está no fato de não oferecer proteção aos fluxos, nem alocação justa de 
recursos. Estas duas últimas características são desejáveis para a diferenciação de serviços e 





4.2.2 Generalized Processor Sharing 
O Generalized Processor Sharing (GPS) é uma das disciplinas de escalonamento mais 
estudadas atualmente [PAR93]. Entre suas propriedades mais importantes estão a proteção 
aos diferentes fluxos e o compartilhamento da taxa de serviço. Devido a estas características, 
o GPS é recomendado como disciplina de escalonamento em redes que necessitam de suporte 
à diferenciação de serviços [BEN04]. 
O GPS é considerado um modelo teórico e não-realístico, devido ao fato de os fluxos 
de entrada serem modelados como fluidos (ou pacotes infinitamente divisíveis). No entanto, 
existem muitas implementações práticas para tráfego em pacotes, desde as mais simples como 
o Round-Robin [KES01], até as mais elaboradas como o Weighted Fair Queueing (WFQ) 
[DEM90] e o Worst-case Fair Weighted Fair Queueing (WF2Q) [BEN96]. Geralmente a 
diferença entre uma implementação realística e o GPS teórico não é muito distante. 
Considere n fluxos compartilhando um servidor GPS com taxa c. Cada fluxo i, 
ni ≤≤1 , possui sua própria fila ( veja a figura 4.1) e parâmetro iϕ . As duas regras que 
definem a disciplina de escalonamento GPS são as seguintes: 
 
- o mecanismo de escalonamento é conservativo 
- caso o fluxo i, durante o intervalo de tempo [s,t], possua dados enfileirados à espera 










  para todo j = 1, 2, …, n  (4.1) 
  
 
Figura 4.1 - Sistema GPS com n filas. 
                                                 
3 Backlogged flow, em inglês. 
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O termo S(i, s, t) é a quantidade de dados do fluxo i servida no intervalo [s,t]. Os parâmetros 
nii ≤≤1}{ϕ , reais e positivos, são conhecidos como atribuições GPS (GPS assignments) e 
determinam a porcentagem que cada fluxo compartilha da taxa de serviço c.  
A desigualdade (4.1) permite que um determinado fluxo i obtenha um 
compartilhamento da taxa de serviço maior do que aquele determinado pelo seu iϕ . A mesma 














Intuitivamente, um fluxo sem dados enfileirados já obtém uma taxa gi maior que sua 
necessidade. Um servidor GPS certifica-se que fluxos com dados enfileirados, com 
quantidade desta taxa ainda insuficiente para suas necessidades, compartilhem a taxa de 
serviço remanescente de outros fluxos, em proporção a seus pesos. Desta forma, pode-se dizer 
que a disciplina de escalonamento GPS é justa em relação ao critério de justiça max-min 
[KES01]. 
 
4.3 Proposta: esquema de escalonamento com estimação e predição dos 
expoentes de Hölder pontuais 
 
Esta seção é dedicada à modelagem e simulação de um esquema de escalonamento 
constituído não apenas por uma disciplina de escalonamento, mas também por um estimador 
dinâmico e um preditor dos expoentes de Hölder pontuais dos fluxos de dados que constituem 
o tráfego. Nosso interesse está na verificação da eficiência deste esquema, em relação a outros 
esquemas semelhantes, considerando as possíveis imprecisões de estimação e predição 
discutidas na seção 3.4. A disciplina de escalonamento utilizada baseia-se na disciplina GPS e 
é apresentada a seguir. 
 
4.3.1 GPS com expoentes de Hölder pontuais 
Nesta subseção, propomos uma nova disciplina de escalonamento, com base no 
modelo GPS apresentado na seção anterior. Nosso objetivo é a obtenção dinâmica das 
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atribuições GPS, que agora nos servem para a indicação da prioridade de cada fluxo i presente 
no escalonador. Em particular, isto é relativamente interessante para a alocação dinâmica da 
taxa de transmissão de um enlace para diferentes classes de serviço [SHI02] e para uma 
multiplexagem estatística mais eficiente do tráfego de redes de computadores [PAR01]. 
Considere n fluxos compartilhando um servidor GPS com taxa c. Cada fluxo i possui 
sua própria fila e um parâmetro )(tiϕ . Definimos )(tiϕ como o grau de prioridade do fluxo i 
em função do tempo t e válido para o intervalo de tempo ),[ ttt Δ+ . Para cada fluxo i, 














em que tmi é a taxa média do fluxo i e c a taxa total de serviço . Basicamente substituímos 
iϕ por tmi na equação (4.2). Esta taxa garantida é importante para evitarmos o fenômeno da 
negação de serviço (starvation) a fluxos com menores prioridades. Nesse caso, um fluxo mais 
prioritário monopolizaria a taxa total de serviço. Caso algum fluxo i não esteja mais com 
dados enfileirados no intervalo de tempo Δt após a definição de )(tiϕ , sua taxa de serviço 
remanescente será redistribuída para algum fluxo ainda com dados na fila e com maior 
prioridade em relação a outros na mesma situação. Isto se repete até a utilização total da soma 
das taxas remanescentes ou até o momento que todos os fluxos não possuam mais dados a 
serem transmitidos neste intervalo. Ao fim deste intervalo de tempo, no instante tt Δ+ , novos 
parâmetros de prioridade )( tti Δ+ϕ são determinados, agora válidos para o intervalo de 
tempo )2,[ tttt Δ+Δ+ . Generalizando, sempre há a determinação dos parâmetros de 
prioridade )( tkti Δ+ϕ dos fluxos i para o intervalo de tempo [ , ( 1) )t k t t k t+ Δ + + Δ , com 
k ∈Z . 
Os parâmetros de prioridade nii t ≤≤1)}({ϕ  podem ser derivados a partir de parâmetros 
de tráfego tais como a taxa instantânea do tráfego e, inclusive, os expoentes de Hölder 
pontuais. Na realidade, como estamos lidando com alocação de taxa aos fluxos, em um 
intervalo de tempo futuro, faz-se necessário um método de predição. No capítulo 3, em 
especial na subseção 3.3.3, pudemos mostrar que os expoentes de Hölder pontuais, estimados 
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a partir de um sinal de tráfego Internet, possuem previsibilidade maior que o próprio sinal de 
tráfego. Isto nos sugere que o expoente de Hölder pontual é um parâmetro de tráfego 
interessante para derivarmos cada )(tiϕ . 
 
4.3.2 Composição do escalonador proposto 
O escalonador proposto é composto por três tipos de unidades distintas: unidade de 
estimação dinâmica dos expoentes de Hölder pontuais, unidade de predição dos expoentes de 
Hölder pontuais e unidade de escalonamento dos fluxos de dados. 
O primeiro tipo de unidade do escalonador trata da estimação dinâmica dos expoentes 
de Hölder. Especificamente ela realiza as seguintes tarefas, conforme a Figura 4.2: 
 
 
Figura 4.2 - Tarefas realizadas pela unidade de predição dos expoentes de Hölder pontuais. 
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1 – Amostragem : cada fluxo é amostrado em intervalos de tempo uniformes. 
2 – Janelamento e armazenamento: as 2j últimas amostras que compõem uma janela j são 
armazenadas em um buffer à parte. 
3 – Estimação dos expoentes de Hölder pontuais: os expoentes de Hölder pontuais das 
amostras da janela são estimados conforme apresentado na subseção 2.3.4. 
 
É importante esclarecermos que nesta situação, embora as janelas sejam seqüenciais, 
elas possuem amostras em comum. Com a chegada de uma amostra mais atual no próximo 
intervalo de tempo, a janela é deslocada adiante e a amostra mais antiga é excluída. Em 
seguida, realiza-se uma nova estimação dos expoentes de Hölder pontuais.  
 
O segundo tipo de unidade do escalonador trata da predição do próximo expoente de 
Hölder pontual de cada fluxo. Este tipo de unidade depende daquela apresentada 
anteriormente. A unidade de predição realiza as seguintes tarefas, exibidas na Figura 4.3: 
 
1 – Armazenamento dos expoentes de Hölder pontuais estimados: as N+1 estimativas 
deste expoente, para cada fluxo, são armazenadas 
2 – Predição do próximo expoente de Hölder pontual : o próximo expoente de Hölder de 
cada fluxo é predito por meio do preditor proposto na seção 3.2. 
 
Note que, devido ao fato de a ordem do preditor ser igual a N, necessita-se de uma 
amostra atual e N amostras imediatamente anteriores dos expoentes de Hölder pontuais 
estimados. Neste trabalho, conforme mencionado na seção 3.3, a ordem do preditor 









Figura 4.4 - Tarefas realizadas pela unidade de escalonamento dos fluxos. 
 
O terceiro e último tipo de unidade do módulo de escalonamento realiza o próprio 
escalonamento dos fluxos. Para isso, esta unidade necessita das duas unidades apresentadas 
anteriormente. Em especial, esta unidade realiza as duas seguintes tarefas, ilustradas na Figura 
4.4: 
 
1 - Definição dos níveis de prioridade: os parâmetros de prioridade dos fluxos, para o 
próximo intervalo de tempo, são determinados utilizando-se os expoentes de Hölder preditos. 
2 – Distribuição das taxas de transmissão: as taxas de transmissão são (re)distribuídas 
dentro do intervalo de tempo, tomando-se como base os parâmetros de prioridade de cada 
fluxo. 
 
É importante lembrar que quanto menor for o expoente de Hölder pontual, em um 
instante de tempo para um determinado sinal, maior é sua variação local. Esta variação pode 
ser tanto em relação ao aumento instantâneo como em relação à diminuição instantânea do 
tráfego. Considere a situação mais crítica quando há uma rajada de dados para um 
determinado fluxo em um dado intervalo de tempo. Nesta situação, caso o fluxo apresente 
baixa prioridade, possivelmente não haverá taxa de transmissão suficiente para o mesmo, 
resultando em perda de dados. Desta forma, convencionamos associar um parâmetro de 







4.3.3 Simulações com o escalonador proposto 
 
  
Figura 4.5 - Esquema completo do escalonador proposto. 
 
O esquema completo de simulação está ilustrado na Figura 4.5. As simulações foram 
realizadas utilizando-se três fluxos formados por traços das séries dec-pkt-1, dec-pkt-2 e lbl-
pkt-5, utilizados em capítulos anteriores. Cada fluxo foi modelado como um fluido de bytes. 
Consideramos diferentes tamanhos de escala de tempo (100 e 200 ms) e de janelas para 
estimação dos expoentes de Hölder pontuais (janelas 11, 12, 13 e 14), assim como diferentes 
valores para a taxa de transmissão total do enlace (referente à taxa total de serviço do 
escalonador) e tamanhos de buffers. Em uma mesma simulação, os fluxos possuem buffers 
com capacidades iguais e não-variáveis. 
Com objetivo de comparação, consideramos outros três critérios para a definição dos 
parâmetros de prioridade )(tϕ de cada fluxo: 
 
1 - )(tiϕ  diretamente proporcional à taxa média de chegada de cada fluxo (definido como 
GPS convencional ). 
2 - )(tiϕ  inversamente proporcional ao expoente de Hölder pontual médio de cada fluxo. 
3 - )(tiϕ  diretamente proporcional à taxa de chegada predita de cada fluxo, para o próximo 
instante de tempo 
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Para definirmos o critério 1 e 2, utilizamos o conceito de média recursiva, apresentada 






kkx +−−=  (4.4) 
 
na qual )(kx é a média temporal do processo x(k) até o instante de tempo discreto k. Neste 
caso, x(k) poderia ser  tanto uma série dos expoentes de Hölder pontuais estimados (critério 1) 
como uma série de taxas instantâneas de chegada de bytes de um dado fluxo (critério 2). 
Em relação ao critério 3, utilizamos o preditor proposto para a predição da taxa de 
chegada de cada fluxo no próximo instante de tempo. Conforme analisado na subseção 3.3.3, 
os resultados do uso do preditor proposto para as séries de tráfegos utilizadas foram 
considerados viáveis. 
O intervalo de alocação de uma nova taxa a cada fluxo equivale ao intervalo de tempo 
entre duas amostras (100 ou 200 ms). Nesse ínterim, alguns fluxos podem ter uma taxa 
excessiva às suas necessidades momentâneas, sendo redistribuída segundo os níveis de 
prioridade de cada fluxo; outra conseqüência é o fato de alguns fluxos terem uma taxa 
insuficiente às suas necessidades naquele intervalo, mesmo após a realocação das taxas 
excedentes oriundas de outros fluxos. Desta forma, há a possibilidade de perda de pacotes 
devido ao transbordamento do buffer de alguns fluxos e, inclusive, má utilização da taxa de 
transmissão total do enlace. 
 
4.3.4 Resultados das simulações 
Conforme mencionamos brevemente na subseção anterior, as simulações foram 
realizadas em duas escalas de tempo distintas (100 e 200 ms). Inicialmente, para cada escala 
de tempo, obtivemos para cada um dos fluxos de dados utilizados sua respectiva média e 
desvio padrão. As Tabelas 4.1 e 4.5 apresentam características estatísticas dos fluxos na 
escala de tempo de 100 ms e 200 ms , respectivamente. 
As Tabelas 4.2, 4.3 e 4.4 apresentam os resultados obtidos em três simulações, 
realizadas na escala de tempo de 100 ms. Nestas simulações, os tamanhos do buffer são 16 
Kbytes e 25 Kbytes e os valores da taxa de transmissão do enlace são 2,25 Mbps e 2,75 Mbps. 
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Utilizando estes mesmos valores do tamanho do buffer e da taxa de transmissão do enlace, as 
tabelas 4.6, 4.7 e 4.8 apresentam os resultados para três simulações na escala de tempo de 200 
ms. 
Cada tabela retrata a porcentagem de perda de bytes, o ganho de desempenho sobre o 
GPS convencional e a utilização do enlace em função do parâmetro de tráfego utilizado no 
esquema de escalonamento. A porcentagem de perda de bytes retrata a quantidade total de 
bytes perdida em relação à quantidade total de bytes transmitida pelos fluxos. O ganho de 
desempenho sobre o GPS convencional é um indicador da eficiência do uso de um 
determinado parâmetro de tráfego no escalonamento em relação ao uso da taxa média 
(considerada para o GPS convencional). A eficiência citada está relacionada com uma menor 
porcentagem de perda de bytes, discutida acima. Por último, a utilização do enlace é a razão 
da quantidade média da taxa total utilizada pelos fluxos em relação à taxa total de transmissão 
do enlace. 
Ainda em relação às tabelas, os parâmetros de tráfego estão referenciados de maneira 
abreviada, conforme apresentado a seguir: 
 
- taxa média 
- taxa instantânea predita (taxa inst.) 
- expoente de Hölder pontual médio (H. médio) 
- expoente de Hölder pontual de referência predito (H. pont. ref.) 
- expoente de Hölder pontual estimado por janelamento, predito (H. pont. j_) 
 
4.3.4.1 Resultados para a escala de tempo de 100 ms 
 
Tabela 4.1 - Características dos fluxos 
 Média Desvio Padrão 
fluxo 1 500 Kbps 297,12 Kbps 
fluxo 2 1 Mbps 465,00 Kbps 












 perda de Bytes 




Taxa média 0,0146 - 0,7664 
Taxa inst. 0,0135 7,35 % 0,7673 
H Médio 0,0146 0 % 0,7664 
H Pont Ref 0,0125 14,38 % 0,7681 
H Pont J13 0,0127 13,01 % 0,7679 
H Pont J12 0,0131 10,27 % 0,7676 
H Pont J11 0,0136 6,85 % 0,7672 
 




 perda de Bytes 




Taxa média 0,0099 - 0,7701 
Taxa inst. 0,0087 12,12 % 0,7710 
H Médio 0,0099 0 % 0,7701 
H Pont Ref 0,0079 20,20% 0,7716 
H Pont J13 0,0080 19,19% 0,7716 
H Pont J12 0,0083 16,16% 0,7713 
H Pont J11 0,0088 11,11% 0,7709 
 




 perda de Bytes 




Taxa média 0,0017 - 0,6353 
Taxa inst. 0,0013 23,53 % 0,6355 
H Médio 0,0017 0 % 0,6353 
H Pont Ref 0,0010 41,18 % 0,6357 
H Pont J13 0,0012 29,41 % 0,6356 
H Pont J12 0,0012 29,41 % 0,6356 
H Pont J11 0,0012 29,41 % 0,6356 
 
4.3.4.2 Resultados para a escala de tempo de 200 ms 
 
Tabela 4.5 - Características dos fluxos 
 Média Desvio Padrão 
fluxo 1 500 Kbps 272,93 Kbps 
fluxo 2 1 Mbps 411,54 Kbps 
fluxo 3 250 Kbps 306,03 Kbps 
 




 perda de Bytes 




Taxa média 0,0221 - 0,7606 
Taxa inst. 0,0214 3,17 % 0,7611 
H Médio 0,0221 0 % 0,7606 
H Pont Ref. 0,0210 4,98 % 0,7614 
H Pont J13 0,0210 4,98 % 0,7615 
H Pont J12 0,0211 4,52 % 0,7614 
H Pont J11 0,0212 4,07 % 0,7613 
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 perda de Bytes 




Taxa média 0,0179 - 0,7639 
Taxa inst. 0,0170 5,03 % 0,7645 
H Médio 0,0179 0 % 0,7639 
H Pont Ref. 0,0165 7,82 % 0,7649 
H Pont J13 0,0165 7,82 % 0,7649 
H Pont J12 0,0167 6,70 % 0,7648 
H Pont J11 0,0169 5,59 % 0,7646 
 




 perda de Bytes 




Taxa média 0,0033 - 0,6342 
Taxa inst. 0,0029 12,12% 0,6345 
H Médio 0,0033 0 % 0,6342 
H Pont Ref. 0,0027 18,18 % 0,6347 
H Pont J13 0,0028 15,15 % 0,6346 
H Pont J12 0,0028 15,15 % 0,6346 
H Pont J11 0,0029 12,12 % 0,3645 
  
4.3.5 Análise dos resultados das simulações 
Por meio das tabelas 4.2, 4.3, 4.4, 4.6, 4.7 e 4.8 podemos observar as seguintes 
tendências nos resultados das simulações: 
 
1.  A diminuição do tamanho da janela na estimação do expoente de Hölder pontual  
aumenta a porcentagem de perda de bytes e diminui o ganho de desempenho do escalonador 
proposto em relação ao GPS convencional. Isto se deve às imprecisões na própria estimação 
do expoente (conforme mostrado no capítulo 2).  
 
2. Considerando-se um mesmo tamanho do buffer, o aumento da taxa de transmissão 
total proporciona uma diminuição da perda de dados e um aumento no ganho de desempenho 
do escalonador proposto em relação ao GPS convencional. No entanto uma quantidade maior 
da própria taxa de transmissão total torna-se inutilizada, de maneira geral. 
 
3. Considerando-se uma mesma quantidade de taxa de transmissão total, o aumento do 
tamanho do buffer proporciona uma diminuição da perda de dados, um aumento no ganho de 
desempenho do escalonador proposto em relação ao GPS convencional e uma melhor 
utilização da taxa de transmissão do enlace. 
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4.  A diminuição da escala de tempo entre amostras proporciona uma diminuição da 
perda de dados, um aumento no ganho de desempenho do escalonador proposto em relação ao 
GPS convencional e um melhor aproveitamento da taxa de transmissão do enlace. Isto se deve 
a uma maior quantidade de ajustes dentro de um mesmo intervalo de tempo, obtendo uma 
alocação mais coerente de taxa a cada fluxo, apesar do aumento de informações a serem 
processadas. 
 
5.  O uso da média dos expoentes de Hölder pontuais como parâmetro de tráfego 
demonstrou desempenho similar ao GPS convencional, nos fluxos analisados. 
 
6.  O uso da taxa de chegada predita com o preditor proposto, para caracterização local 
de cada fluxo, demonstrou um desempenho superior ao GPS comum. No entanto, seu 
desempenho apresentou-se inferior, na maioria dos casos, ao do escalonador proposto. Isto 
ocorre nas situações em que o tamanho da janela de tempo utilizada no módulo de estimação 
dos expoentes de Hölder pontuais é suficientemente grande. 
 
4.4 Conclusões do capítulo  
 
Este capítulo apresentou um esquema de escalonamento que utiliza a estimação e a 
predição do expoente de Hölder pontual para cada fluxo presente. Podemos concluir que este 
esquema, em grande parte dos casos, possui melhor desempenho em relação à perda de bytes 
e melhor uso da taxa de transmissão do enlace, em comparação com os outros esquemas 
avaliados. Para estes, utilizamos a taxa média (no GPS convencional), o expoente de Hölder 
pontual médio e a taxa instantânea estimada com o preditor proposto, como critério para a 
definição da prioridade dos fluxos. 
O esquema proposto obteve seu melhor desempenho nas situações em que havia a 
possibilidade de um maior processamento das informações (para o uso de um tamanho de 
janela de tempo maior para a estimação dos expoentes) e também nas situações em que havia 
alta taxa de transmissão do enlace e buffers com maior capacidade de armazenamento. 
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5  CONCLUSÕES 
 
 
A integração de serviços nas redes de comunicações traz consigo a necessidade de 
mecanismos de gerenciamento e controle de congestionamento do tráfego. O uso de 
mecanismos dinâmicos e preventivos requer que as características locais do tráfego sejam 
preditas. A predição (e assim o controle e gerenciamento) do tráfego encontra como obstáculo 
o fato de o mesmo possuir uma alta irregularidade e complexidade nas leis de escala em 
pequenas escalas de tempo. 
Desta forma, este trabalho contribui com um esquema de escalonamento que incorpora 
o conhecimento da regularidade local do tráfego, por meio dos expoentes de Hölder pontuais. 
Este esquema inicialmente requer a estimação dinâmica destes expoentes para cada fluxo de 
tráfego. Nossa proposta apresentada para este caso, além de considerar o caráter oscilatório 
local, utiliza o método das janelas de tempo durante a estimação dos expoentes das amostras 
de cada fluxo, para operar dinamicamente. Em situações em que há a necessidade de um 
menor processamento de informações, o tamanho da janela utilizada pode ser diminuído, às 
custas de uma menor precisão das estimativas. 
Os expoentes de Hölder pontuais estimados não possuem características estatísticas e 
temporais totalmente determináveis a priori. Como intencionamos a alocação antecipada dos 
recursos aos fluxos, contribuímos com um preditor adaptativo. Este preditor, em comparação 
com outros preditores mais simples ou considerados clássicos, demonstrou uma maior 
precisão nas estimativas realizadas e uma taxa de convergência mais rápida, ambas 
consideradas no sentido de mínimo erro quadrático médio. 
Para o esquema de escalonamento, a predição dos expoentes de Hölder pontuais 
mostrou-se útil para a determinação das prioridades instantâneas de cada fluxo. Por meio de 
simulações, este esquema exibiu uma menor porcentagem de perda de bytes e uma maior 
utilização da taxa de serviço disponível no enlace, em comparação com outros indicadores de 
prioridade utilizados, mesmo com a presença das imprecisões resultantes da estimação e 
predição desses expoentes. Este esquema demonstrou seu melhor desempenho nas situações 
em que havia a possibilidade de um maior processamento das informações, de altas taxas de 
transmissão do enlace e buffers com maior capacidade de armazenamento.  
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Uma das possíveis extensões para este trabalho é a modelagem do esquema de 
escalonamento proposto para fluxos de tráfego compostos por pacotes. A disciplina de 
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