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Abstract
While the original GMRES(m) iterative solver assumes the restart parameter m stays ﬁxed throughout the solve,
in practic varying m can improve the convergence behavior of the solver. Previous work tried to take advantage of
this fact by choosing the restart value at random for each outer iteration or by adaptively changing the restart value
based on a measure of the progress made towards computing the solution in successive iterations. In this work a
novel application of reinforcement learning to the problem of adaptively choosing values of m is described and then
compared to the two existing strategies on matrices from a range of application areas.
Keywords: iterative methods, reinforcement learning, GMRES(m)
1. Introduction
Scientiﬁc codes from a wide range of applications depend on eﬃcient solvers for large, sparse linear systems
(Ax = b). Direct solvers are robust but can be computationally expensive. As a result, when time or space are
limited, preconditioned iterative methods are often preferred. However, because they are less robust than their direct
counterparts, fast convergence to an accurate solution requires carefully choosing the solver, the preconditioner, and
the values of potentially several parameters for each.
Even as the number of options available to users of iterative solvers continues to increase, a clear understanding
of how to choose an eﬀective preconditioned solver for a particular system remains lacking. As a result, supervised
machine learning techniques such as decision trees and neural networks, and unsupervised machine learning tech-
niques such as reinforcement learning, have been proposed as data-driven recommendation systems [1, 2, 3]. The
results for these machine learning based systems have been promising without being outstanding, perhaps because the
classiﬁcation tasks attempted have been too complex.
In this paper reinforcement learning is applied to a more focussed task within the broader context of choosing
a good preconditioned iterative solver for a speciﬁed system: given that varying the restart parameter m in restarted
GMRES can improve convergence behavior, can a machine learning system be trained to select potentially changing
values of m that work well? Section 2 surveys related work and Section 3 gives a brief introduction to reinforcement
learning before describing how it can be applied to adaptively select a restart parameter in each outer iteration of
GMRES(m). Section 4 discussed methodology and Section 5 compares two reinforcement learning based strategies
to three others: that of using a ﬁxed value of m as originally suggested for GMRES(m) [4], that of choosing m at
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random as used in [5], and that of choosing m based on the angles between successive approximations to the solution
as suggested in [6]. The experimental results show that while the reinforcement learning approaches occasionally
outperform other strategies, its performance is essentially comparable to choosing restart values at random from the
same set of options and is typically not as good as the performance of a heuristic described in [6] that is based on
mathematical insight into the GMRES iterative solver.
The main contributions of this paper are the discussion of the eﬀect of varying the restart parameterm in GMRES(m),
the description of how reinforcement learning can be used to adaptively select values for m, and the insight provided
into the potential and challenges of using machine learning techniques for this type of numeric task.
2. Background
This study is most closely related to two other lines of research: adaptive methods for choosing an eﬀective restart
parameter for GMRES(m) and recommendation systems for preconditioned iterative solvers. This section brieﬂy
summarizes previous work in these two areas.
2.1. Choosing the m in GMRES(m)
In [4] both the basic GMRES iterative method and a restarted version called GMRES(m) are proposed. Since
GMRES requires O(n2) space on a matrix of size n × n whereas GMRES(m) requires only O(nm) space, the authors
of [4] recommend that users with limited space use GMRES(m) with the largest m that they can aﬀord. Unlike
GMRES, restarted GMRES(m) is not guaranteed to converge within n iterations since the exact solution may not lie in
any of the m-dimensional subspaces constructed by the solver. Nevertheless, GMRES(m) is a popular iterative method
used, for example, in studies such as those in [2, 5, 6, 7] with values between 10 and 60 for m.
While [4] proposes a static restart value, papers such as [7, 8, 9, 10, 11] suggest choosing m adaptively by running
each inner iteration for m iterations and then increasing the size of the subspace by running for some number of extra
iterations if little progress seems to have been made. In some cases the value of m is also updated for the following
outer iteration. The assumption is that a larger dimensional subspace should improve the likelihood of convergence.
While it seems reasonable to assume that convergence should improve as m increases, more recent work has found
that reducing m for some iterations can decrease both the time and space required to solve for certain systems. In [5] it
is observed that a heuristic in whichm is assigned a random integer value between 10 and 30 in each outer iteration can
lead to convergence in fewer iterations than GMRES(30). Subsequent work [6] suggests that varying m can prevent
non-convergence, perhaps by avoiding alternating, a problem where the solution after each outer iteration alternates
between two insuﬃciently accurate approximations. In addition, even if the total iteration counts are identical, the
average computational cost per iteration may be reduced if m is allowed to vary.
2.2. Machine learning based recommendation systems
Within the context of choosing preconditioned iterative solvers, machine learning techniques have primarily been
applied to the general problem of suggesting a speciﬁc preconditioned iterative solver for a given system. Work along
these lines has tested supervised learning techniques including neural networks [1], decision trees [2], and support
vector machines [12]. Reinforcement learning was proposed in [3] as a way to design a system that would not just
recommend a solver but could also be used to compute the solution.
For all of the machine learning techniques above, the accuracy of the systems built was generally reasonable
without being outstanding and the performance always depended strongly on how similar the problem was to ones
that the system had seen before. For example, in [1] accuracy of over 95% was reported, but only when the system
being classiﬁed had been used in the training set. If the system had not been part of the training set the accuracy was
70% or 80% depending on how closely the system resembled those used for training. This behavior suggests that
these machine learning based systems had trouble generalizing. This could be a result of too many inputs being given
to the recommendation system, or perhaps a result of parameters for the individual machine learning techniques being
poorly tuned.
Reinforcement learning has also been applied to other sparse matrix problems such as selecting a storage format
that leads to fast matrix-vector multiplication [13].
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3. Using Reinforcement Learning
The fact that the recommendation systems all hit a performance barrier regardless of the learning technique used
leads to the question of whether machine learning techniques are practical for this type of numerical computation.
This work adds another data point and, in particular, a data point not about learning the behavior of a very complex
and open-ended problem but rather about learning in the context of a much more precisely deﬁned problem with a
limited number of inputs and a very clear metric of the quality of a solve. The question asked is: can reinforcement
learning be used to adaptively choose the restart parameter of GMRES(m)?
Because neural networks and decision trees are supervised machine learning techniques, they require having a
set of pre-existing knowledge on which to train. In contrast, reinforcement learning is an unsupervised machine
learning technique which seeks to gather knowledge through experimentation. The goal is to learn how to choose
intermediate actions in order to maximize a long term value. The learning takes place by choosing a sample problem
and repeatedly selecting an acceptable action, noting how the state of the system changes, determining the immediate
reward for performing that action, and using what is learned to update the value assigned to that state-action pair. The
hope is that after solving a number of sample problems, it is known for each possible state of the system the value
of taking each possible action in that state. This mapping of states and actions to values is referred to as the value
function.
3.1. Requirements for applying reinforcement learning
More formally, applying reinforcement learning to a speciﬁc problem requires deﬁning:
• a set of states S ,
• a set of acceptable actions A(s) for each possible state s ∈ S , and
• a reward function r(s, a) which returns a real number for every s ∈ S and a ∈ A(s).
In addition, independent of the speciﬁc application, any reinforcement learning system needs to have:
• a policy which determines which action to take given the current state and the current estimated value function,
• a function for updating the estimated value function Q based on local feedback from the reward function r, and
• initial values for the function Q.
Once the above parameters and functions have been deﬁned the system consists of a set of states and allowable
actions, and a value function which can recommend an action for any state. The system can now either be used as-is
to search for solutions to problems, or it can be used with a precomputed Q function. In the latter case the Q may
remain ﬁxed or may continue to be updated. For more information on reinforcement learning, see [14].
3.2. Application to GMRES(m)
Figure 1 outlines a reinforcement learning based system for selecting restart values for GMRES(m). One way to
deﬁne the parameters is as follows:
• the states are bins based on the magnitude of the residual norm,
• the set of actions is the same for every state and consists of the set of possible restart values for the following
iteration, and
• the reward function is a weighted combination of the restart value to be chosen, the angle between consecutive
residual vectors, the total number iterations so far, the immediately preceeding restart value, and information
about the matrix and preconditioner.
If the Q function is initially wholly unknown, the trial and error nature of reinforcement learning means many
iterations may be needed to arrive at an estimated value function that allows for good choices of restart values. In
addition, to avoid becoming stuck at a local optima, reinforcement learning is constantly updating the estimated value
function by periodically taking non-optimal actions. As a result, the real question is whether using reinforcement
learning with GMRES can improve the selection of m enough to justify the cost of estimating Q.
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Figure 1: GMRES(m) with restart parameter adaptively chosen using reinforcement learning.
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4. Experimental Methodology
In this paper ﬁve diﬀerent heuristics for choosing values of m are compared. They are: ﬁxed [4], random selec-
tion [5], angle-based selection [6], and two heuristics using reinforcement learning. This section ﬁrst presents these
ﬁve heuristics in more detail and then describes the testing methodology.
4.1. Heuristics for choosing m
The ﬁve heuristics are:
GMRES(m): the original restarted GMRES algorithm with a ﬁxed restart value of m.
randGMRES(m1,m2, . . .mk): randomly chooses from a set of k restart values {m1,m2, . . .mk}. With this notation
the version tested in [5] would be written as randGMRES(10, 11, 12, . . . , 30) and randGMRES(m) would be
equivalent to GMRES(m).
angleGMRES(m1,m2, . . .mk): chooses restart values from the ordered list {m1,m2, . . .mk} based on the convergence
rate as measured by the ratio between consecutive residual norms. If the norm of the residual is decreasing
at least as fast as some user-speciﬁed rate then the restart value is not changed. Otherwise, the restart value
changes to the next value in the list, cycling to the beginning of the list if necessary. With this notation, the
version in [6] would be written as angleGMRES(30, 27, . . . , 6, 3).
GMRES RL(m1,m2, . . .mk): uses reinforcement learning with a reward function that returns the negative of the
restart value chosen.
angleGMRES RL(m1,m2, . . .mk): identical to GMRES RL except the reward function adds in the selected restart
value scaled by the angle between consecutive residual vectors.
The above description of the two reinforcement learning based heuristics speciﬁes only the reward function. How-
ever, using reinforcement learning requires specifying states, actions, a reward function, a policy, and a function for
updating the value function. These are speciﬁed as follows:
• states: 11 states based on the magnitude of the norm of the residual. One state represents the initial conﬁguration
in the ﬁrst iteration when the residual has yet to be computed. One represents convergence, in which the norm
is less than or equal to 10−8. The remaining states each represent a power of 10 between 1 and 10−8.
• actions: choosing a value of m from varying subsets of {10, 20, 30, 40, 50, 60}. (The possible restart values was
restricted to a small set in order to allow more concrete comparisons between the diﬀerent heuristics.)
• policy: an -greedy policy, which means the action taken is the best one according to the current estimated
value function (1− ) · 100 percent of the time, and the action taken is chosen at random the remaining ( · 100)
percent of the time. The heuristics tested here used  = 0.2.
• update function: one-step Q-learning, which means the estimated value of Q is modiﬁed by the immediate
reward and an estimate of the future reward. This learning policy takes two parameters which control the
relative weights of the immediate and future rewards. The heuristics tested here used α = 1 and γ = 0.1, where
α and γ are described in [14, Section 6.5]. The estimated value function Q was initialized to return zero for
every state-action pair.
4.2. Testing Framework
Many other decisions were made regarding a range of issues in setting up the ﬁnal testing framework. These are
summarized below.
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4.2.1. Matrices
The 30 test matrices all ccme from the University of Florida Sparse Matrix Collection [15]. While most of the
matrices came from computational ﬂuid dynamics applications, others came from applications including acoustics
and circuit simulation. More importantly, the set of matrices selected had signiﬁcant overlap with the matrices used
in [5] and [6] in order to enable more meaningful comparisons with those results. Of the 12 matrices in [5], 5 are also
in this test set; of the 20 matrices in [6], 10 are also in this test set.
The solution vector was always the vector of all 1s and the right hand side b = Ax was calculated accordingly.
4.2.2. Preconditioner
In practice a preconditioner is almost always used in conjunction with any iterative solver [16]. Two incomplete
LU preconditioners were tested in these experiments.
One was RILUK, a level-based incomplete LU preconditioner described in [17]. RILUK takes two parameters:
level, which controls the amount of ﬁll and therefore the overall space required for the preconditioner, and ω, which
speciﬁes how diagonal values dropped during the incomplete factorization are handled. Experiments were conducted
with six level values from 0 through 5, and with eight ω values between 0.00 and 0.95. These ranges include
commonly recommended values.
The other was ILUT, a popular value-based incomplete LU preconditioner proposed in [18]. ILUT takes two
parameters: lfil, which controls overall space required by the incomplete factorization, and thresh, which deter-
mines how large an entry must be to be considered signiﬁcant. Experiments were conducted with 18 lfil values
between 1 and 50 inclusive and four thresh values between 0.0001 and 0.1. Again, these ranges include values that
are commonly used in practice.
4.2.3. GMRES(m) settings
The solver was judged to have converged when the norm of the residual was no greater than 10−8; this is a
commonly used value in practice. Most experiments were run with the maximum number of iterations set to 600,
although some data was collected with higher values in order to see whether that made a diﬀerence.
4.2.4. Data Collection
Because there is a random component to the randGMRES, GMRES RL, and angleGMRES RL heuristics, each
computation was executed 10 times. Unless otherwise speciﬁed, the number of iterations reported as being required
by a computation refers to the average number of iterations required over those 10 runs.
4.2.5. Implementation
The heuristics described in Section 4.1 were implemented in C++ and the code was integrated with that in BP-
KIT [17].
5. Results
Data was collected for over 750, 000 combinations of the matrix, the preconditioner, the heuristic for choosing the
restart value, the parameter values for the preconditioner, and the set of allowable restart values. In addition to being
analyzed for the eﬀectiveness of the diﬀerent heuristics for choosing the restarts, the data was also analyzed for the
eﬀect of diﬀerent preconditioners and parameter values.
The main results presented here are:
1. the eﬀect of varying m and
2. the eﬀectiveness of the diﬀerent heuristics for choosing m.
Additional observations are noted in Section 5.3.
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m1
10 20 30 40 50 60
m2
60 313.60 308.80 307.80 299.50 295.20 290.00
50 345.40 335.70 337.80 306.50 340.00
40 330.00 339.50 327.90 315.00
30 335.30 360.10 347.00
20 425.90 403.00
10 
Table 1: Number of iterations required for randGMRES(m1,m2) to converge for the bwm200 matrix. A  means randGMRES did not converge
for those values of m1 and m2.
5.1. Advantages to varying m
Table 1 shows the average number of iterations required for randGMRES(m1, m2) to converge for diﬀerent values
of m1 and m2 on the bwm200 matrix. While randGMRES(10,10) never converged, all 10 repetitions of the calculation
for every other pair of values did converge. Table 1 presents results only for the bwm200 matrix, but the table
highlights trends seen with other matrices and other preconditioner parameter settings.
The lower-left to upper-right diagonal in Table 1 shows the behavior of GMRES(m). Not surprisingly, the number
of iterations needed for convergence generally decreases as m increases. What is surprising is the inversion between
GMRES(40) and GMRES(50). The oﬀ-diagonal entries show convergence for randGMRES(m1,m2), where m1 
m2. By contrasting randGMRES(m1,m2) with GMRES(m1) and GMRES(m2) across all the entries in the table, it
seems that the behavior of randGMRES(m1,m2) (where m2 > m1) is closer to that of GMRES(m2) than to that of
GMRES(m1). In fact, in some cases it can be slightly better than either one (e.g. randGMRES(30, 50) outperforms
GMRES(50) on the bwm200 matrix).
Even more surprising, sometimes randGMRES(m1,m2) outperforms GMRES(m) where m > m1 > m2. For
example, with the bwm200 matrix, the number of iterations required by randGMRES(30, 40) is smaller than the
number of iterations required by GMRES(50). This is due in part to the surprisingly large number of iterations taken
by GMRES(50).
Observe also that while GMRES(10) does not converge, selecting randomly between 10 and any other value
generally does lead to convergence. Convergence is clearly not guaranteed since randomness in the heuristic means
randGMRES(10,60) may be identical to GMRES(10). This suggests a strategy of combining a low restart value with
a higher one in order to create a solver that is likely to converge yet generates approximate solutions more rapidly
than with the higher restart.
Finally, other data collected suggests that these observations generalize. In particular, allowing the solver to choose
between more than two values ofm gives similar results: the number of iterations required by randGMRES(10, 20, . . . , 60
is generally less than or equal to the average of the number of iterations required by GMRES(10), GMRES(20),
GMRES(30), GMRES(40), GMRES(50), or GMRES(60).
5.2. Comparison of heuristics
Having established that varying the restart parameter m can be valuable, this section compares the heuristics
described in Section 4.1. For the data analyzed in this section, the heuristics are always choosing from the full set of
possible restart values: {10, 20, 30, 40, 50, 60}.
Figures 2 and 3 plot the number of iterations used by each of the heuristics described in Section 4.1 on each of the
matrices in the test suite; the number of iterations is normalized by the number of iterations taken by GMRES(60) and
GMRES(30), respectively. In both ﬁgures the matrices are sorted by the number of iterations required by GMRES(30)
to converge on that system. As a result, the graphs can be broken down into three parts: to the left are the four
“easy” matrices where any heuristic leads to rapid convergence, to the right are the 8 “hard” matrices where none of
the heuristics achieves convergence, and in the middle are the matrices where GMRES(m) generally converges to a
solution within 600 iterations but the computational cost of the solver can vary signiﬁcantly depending on the choice
of parameter or heuristic.
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Figure 2: A comparison of the number of iterations taken using each heuristic for varying m. Numbers are normalized by the number of iterations
taken by GMRES(60).
More specﬁcally, Figure 2 shows that the heuristics almost always do worse than GMRES(60), which is not
surprising since typically one does better with larger subspaces. It is, however, surprising that there exists a ma-
trix (pde2961) where choosing at random or using either of the reinforcement learning based strategies outperforms
GMRES(60). Note also that angleGMRES performs identically to GMRES(60) due to the fact that GMRES(60)
makes steady progress towards convergence on the majority of the matrices and angleGMRES continues using mmax
as long as it yields either good or terrible performance.
Figure 3 plots the same data, but normalizes the number of iterations by the number of iterations taken by
GMRES(30). The graph shows that in general there is an advantage to varying the restart parameter. Of the four
heuristics that vary m, angleGMRES is typically the best performing, though it can perform very poorly on speciﬁc
matrices. Both randGMRES and GMRES RL are more even in their behavior: typically they perform at least as well
as GMRES(30), and when they do worse it is by no more than 20%. However, since randGMRES is considerably
easier to code and cheaper to execute, it should generally be preferred.
5.3. Other observations
While the results presented so far in this section are based on data collected with speciﬁc parameter values for the
ILUT preconditioner, the data was also analyzed for trends across diﬀerent parameter values and diﬀerent precondi-
tioners.
For example, the lfil parameter in ILUT governs the overall space required by the preconditioner: a higher
value means a denser and more accurate incomplete factorization. The data shows that the value of changing the
restart parameter is greater for smaller lfil values. In particular, for smaller lfil values the number of iterations
needed for randGMRES(m1,m2, . . .mk) seemed to be close to the value 1k
∑k
i=1 GMRES(mi). This suggests that a user
can balance to some extent the beneﬁts of small and large restart values by simply using both.
Finally, the convergence behavior when using the RILUK preconditioner diﬀered from that when using the ILUT
preconditioner in that it seemed to depend more heavily on the m values used in randGMRES. However, given the
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Figure 3: A comparison of the number of iterations taken using each heuristic for varying m. Numbers are normalized by the number of iterations
taken by GMRES(30).
diﬃculty of normalizing across their space requirements, comparisons were not made between the RILUK and ILUT
preconditioners.
6. Conclusion
In [5] it was observed that the restarted GMRES iterative solver sometimes did better with a variable restart
parameter than with a ﬁxed one. This paper gives more insight into this phenomena and then describes a novel
application of reinforcement learning to the problem of choosing the restart parameter for each outer iteration of
GMRES(m). To evaluate this approach, a large set of experimental data was collected using ﬁve diﬀerent heuristics
for choosing the restart parameters: ﬁxed, random, angle-based, and two using reinforcement learning.
Mining the data led to a range of observations. First, there exist matrices for which using a single, small m value
with the GMRES solver yields a solution to the system Ax = b in fewer iterations than using a larger m. Second, even
for the vast majority of matrices where this is not the case, it is sometimes possible to approximate the performance
of GMRES(m) by using randGMRES(m1,m2), where both m1 and m2 are less than m. The heuristics which use
reinforcement learning did reduce some of the computational burden by periodically using smaller m values, but
the performance was generally on par with random selection. Finally, angleGMRES generally requires the smallest
number of iterations to converge to a solution out of all the heuristics tested. Thus, users might consider using either
randGMRES(m1,m2, . . . ,mk) which is easy to code and avoids worst case behavior, or angleGMRES(m1,m2, . . . ,mk)
which requires more eﬀort to code but generally has excellent performance. The latter has the further advantage of
deterministic performance.
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