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Abstract
This is an informal and rather personal report on what a bit player observed happening on stage in this ongoing drama
we call orthogonal polynomials. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction; the 1950s
Professor Siafarikas originally asked me to give a lecture about changes in the 1eld of orthogonal
polynomials during the past 30 years. My initial reaction was that this would be a relatively simple
task, but when I started to put together a lecture, I found myself trying to write a recent history of
orthogonal polynomials. I began to realize that I was not competent to do a decent job, especially
within the time constraints facing me. At that point, I decided what I could do was tell you about
what I personally have observed going on in the subject. And in that case, I may as well start at the
beginning which occurred approximately 45 years ago. Therefore, for better or worse, this is what
you will get: an informal and very personal view of what one bit player in this ongoing drama has
seen from the sidelines – seen, remembered and found interesting and signi1cant. I trust you will
forgive me if I seem to overlook some important development or fail to mention your favorite topic.
As I imagine the case was for many people, my introduction to orthogonal polynomials came
during a course on boundary value problems. This course used the text book, “Fourier series and
boundary value problems”, by Churchill [18], a very familiar book in the US. The only orthogonal
polynomials it discussed were the Legendre polynomials but it included a chapter on orthogonal
functions which piqued my interest. Still, I did not anticipate working in the subject when I was
told I would be able to do thesis work with the late Arthur Rosenthal since his 1eld was real function
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theory. I was therefore surprised when he asked me to investigate a set of polynomials that he had
encountered in the course of a proof. These polynomials were related to the Hermite polynomials
and so he had me prepare by reading Jackson’s little gem [29] and the 1rst 1ve chapters of SzegGo’s
classic [48]. Thus, in 1953 I began readings for a role with orthogonal polynomials.
My thesis on generalized Hermite polynomials seemed to be a dead end, but upon its completion in
1955, I continued to think about some questions involving the three-term recurrence relation which
had occurred to me. A one-line reference to Favard in SzegGo’s book had caught my eye. From
Favard’s theorem I learned that in theory the properties of a sequence of orthogonal polynomials are
contained in the recurrence coeHcients. How can we extract some of those properties? I noticed that
the three classical orthogonal polynomials represented the three distinct types of spectral intervals:
a compact interval, a half line and the entire real line. I examined the corresponding recurrence
relations for clues but the standard form of these recurrences seemed to give little information: they
were all linear polynomials. I then noticed that the recurrence formulas for the monic forms of these
polynomials were a little more discriminating. I decided to dig deeper. In this connection, I found an
earlier paper by Sherman [43], his thesis written under the supervision of Shohat, to be informative
and helpful. Sherman dealt with continued fractions and I realized that I should learn something of
continued fraction theory. I got hold of Stieltjes’ collected works and Wall’s text book on continued
fractions [54]. I eagerly watched the literature for other writings on orthogonal polynomials.
The subject seemed to be dormant but an occasional paper would surface. Two that were espe-
cially interesting to me were a 1954 paper by Dickinson on the Lommel and Bessel polynomials
[19] and a 1956 work by Dickinson et al. [20]. The 1rst contained a certain functional equation that
caught my eye and led me to my 1rst independent paper (on what I called “co-recursive” orthog-
onal polynomials). This really started me on my study of the three-term recurrence relation. The
second involved a constructive technique for obtaining the orthogonality relations for the orthogonal
polynomials satisfying the three-term recurrence relation
Pn(x) = (x − cn)Pn−1(x)− nPn−2(x);
P−1(x) = 0; P0(x) = 1; cn real; n ¿ 0; n¿1 (1)
in the special case,
cn = 0;
∞∑
n=2
n ¡∞:
This turns out to be a special case of what we all know now is a theorem of Stieltjes. But Stieltjes’
result is stated as a theorem about S-fractions and occurs in an appendix to his great 1nal paper [46].
And in 1956, few people looked at continued fractions. In any event, the Dickinson et al. paper
eventually led to a follow-up paper by Goldberg [26] who corrected an oversight and extended
their results to the general case limn→∞ n = 0, which is Stieltjes’ theorem. These papers generally
contributed to the revival of interest in orthogonal polynomials. A 1957 paper by Stiefel on the kernel
polynomials and their application to numerical analysis [45], while not concerned with orthogonality
directly, did involve the three-term recurrence relation. In 1960, there appeared a paper by Van
Rossum [41] which studied polynomials formally orthogonal with respect to a moment sequence
and the corresponding kernel polynomials. Interest in the general study of orthogonal polynomials
de1nitely was stirring.
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On the special functions front, among the dozens of papers by Leonard Carlitz were several which
dealt with new systems of orthogonal polynomials. These included the Tricomi–Carlitz polynomials
[13] and orthogonal polynomials related to theta functions [14]. During this period, Waleed Al-Salam
began his studies of special systems of orthogonal polynomials and characterizations of these systems
(for example [4] and [5]). Also, the previously mentioned paper by Dickinson had studied what he
called the modi1ed Lommel polynomials although these turned out to have been discovered earlier
by Schwartz [42].
The year 1957 saw the publication of Karlin and McGregor’s very inOuential paper on birth and
death processes [32]. (The earlier paper of Lederman and Reuter [34] had largely been overlooked
by the orthogonal polynomial community.) Karlin and McGregor’s further studies of stochastic pro-
cesses led them to new discoveries involving orthogonal polynomials including [33] the polynomials
that were later independently rediscovered by Carlitz and which some now call “Carlitz–Karlin–
McGregor” polynomials.
Beginning in the late 1950s and continuing to the early 1960s, there also appeared several papers by
Kurt Endl on generalizations of Hermite and Laguerre polynomials and orthogonality over star regions
in the complex plane, and by Peter Lesky on orthogonal polynomials and diPerential equations. Their
work (e.g. [24,25,35,36]) seems to have been largely overlooked.
2. The 1960s
The decade of the 1960s saw the publication of a series of papers by Dick Askey such as [7,8,10]
on the classical orthogonal polynomials and on positivity questions involving general orthogonal poly-
nomials. These papers signalled the beginning of a new era in the study of orthogonal polynomials
as Askey’s inOuence, not only because of his many publications but also because of his enthusiasm
and energy in promoting the subject of orthogonal polynomials, resulted in an unprecedented rise
in interest in our subject. Suddenly, orthogonal polynomials were again respectable, even fashion-
able. A conference was held in 1964 at Southern Illinois University, Edwardsville, and dedicated to
Mary Weiss, a student of Zygmund. The proceedings [27] show that although the conference was
not speci1cally devoted to orthogonal polynomials, many of the papers presented deal directly with
them providing further indication of the growing interest in this topic. An important development
for those of us who do not read Russian, was the translation in 1962 of Ahiezer and Krein’s 1938
monograph on the problem of moments [1]. Here, among other results appeared Krein’s beautiful
theorem characterizing the three-term recurrence relation for orthogonal polynomials whose spectrum
has a prescribed 1nite set of points as its derived set. This result used the theory of compact oper-
ators and thus reminded us of Marshall Stone’s great work [47] whose 1nal chapter discussed the
application of Hilbert space theory to the study of positive de1nite J-fractions and therefore to the
study of orthogonal polynomials. However, it was not until the 1980s that the orthogonal polynomial
community began to use operator theory systematically to analyze the spectra and measures.
I maintained my interest in the three-term recurrence relation and an occasional paper by others
on this topic would appear. For example, Dan Maki had a nice result on orthogonal polynomials
with denumerable spectra [37] and a conjecture which I was able to con1rm [16]. Incidentally,
Maki used operator theory in this work. The recent survey by Van Assche [52] gives an excellent
summary of the role of compact operators in the study of these types of orthogonal polynomials.
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At the opposite end of the spectrum, so to speak, Joe Ullman had begun his study of what he
called regular behavior of the zeros of orthogonal polynomials associated with weight functions on
compact intervals [50,51].
In the late 1960s, I began to write my book on orthogonal polynomials. Waleed Al-Salam invited
me to spend the summer of 1968 in Edmonton. This was a very stimulating experience, especially
since also visiting at this time were Paul Turan and Vera SRos, I. J. Schoenberg and Carlitz, as well
as a number of well-known mathematicians in other 1elds. In particular, Carlitz learned of my book
writing here. That fall, Al-Salam used the 1rst four chapters of my manuscript in a course and soon
began sending me corrections and suggestions. Then in June of 1969, I received a letter from Dick
Askey who wrote that he had been visiting Duke and learned from Carlitz of my book writing. He
went on to say he thought this was a good idea and that he would like to help. In particular, he
oPered to read my manuscript and pass on ideas he got while reading it. Naturally, I jumped on his
oPer and sent Dick a copy of the manuscript. After a brief wait, I received 10 tightly handwritten
pages of corrections and suggestions together with a little editorializing about various topics. Several
letters with further corrections and suggestions were to follow.
3. The 1970s
That initial letter from Askey included commentary of special signi1cance for a new phase in
the special functions aspect of orthogonal polynomials. Referring to the section in the book which
discusses Hahn’s characterization theorem, Dick says he had not studied Hahn’s paper in detail.
However, he went on to say, it seemed this characterization theorem was more signi1cant than most
because it leads to a new class of polynomials that should be studied further. He added that there
was a lot more here than people realized and that he intended to look more closely at Hahn’s paper.
I believe this was the initial contagion that gave Dick his “q-disease”. He later told me that he
planned to set some of his students to work on some problems that arise naturally from this paper.
The subsequent theses of his students Stanton [44], Wilson [55] and Moak [39] and Dick’s writings
on all manner of q-functions and q-analogues were the start of this revival of activity with q-series.
(Wilson’s thesis did not deal with q-series but it was the basis for extensive subsequent work
involving q-analogues.) Others, most notably Carlitz and Al-Salam, had previously written about
“q” of course, and many people subsequently contributed to this revival including George Andrews,
George Gasper and Mizan Rahman, and Mourad Ismail. This new activity led to an appreciation of
the important but neglected q-polynomials of Al-Salam and Carlitz [6].
In 1975, Dick Askey organized the 1rst of what has turned out to be a continuing series of con-
ferences devoted to orthogonal polynomials and special functions. This conference, held in Madison,
brought together many of the growing numbers of mathematicians interested in orthogonal polyno-
mials and special functions. Also taking part was the physicist Case from whose work [15] I learned
of the new applications of orthogonal polynomials to scattering theory in physics.
In the mid-1977s, I was privileged to be witness to still another signi1cant development in the
theory of orthogonal polynomials. I was asked to referee a manuscript for the Memoirs of the
American Mathematical Society by a new mathematician, Paul Nevai. This was probably the toughest
refereeing job I have ever had but the obvious importance of the work [40] clearly justi1ed the ePort.
(You might wonder about the dropping of anonymity by the referee. Although we had not yet met,
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Paul was able to guess my identity by some clever deductive reasoning.) This was the start of
another dramatic act because Nevai, who had been greatly inOuenced by Askey, began to act like
the second coming of Dick Askey. He soon recruited fellow Hungarians Vilmos Totik and Attila
MatRe to the cause and another Oood of papers on orthogonal polynomials began to appear. He also
promoted our subject vigorously and a special session on orthogonal polynomials was held during an
American Mathematical Society meeting in Columbus in 1978. Among the many participants were
Paul ErdGos and GReza Freud, as well as many of the “usual suspects” such as Dick Askey and Joe
Ullman. In a concurrent special session on combinatorics, George Andrews, Dominique Foata and
Charles Dunkl spoke about orthogonal polynomials and this was my introduction to the applications
of orthogonal polynomials to combinatorial theory.
4. The 1980s
Special sessions devoted to orthogonal polynomials such as the one organized by Dick Askey
for the 1980 meeting of the American Mathematical Society in San Antonio became increasingly
common. The 1980s saw the emergence of the international symposiums on orthogonal polynomials
beginning with Bar le Duc in 1984 and continuing on to this conference in Patras. I did not attend
the 1rst two but was aware of the great activity that was taking place here. The subject was really
heating up as many young and active mathematicians joined the fray. I started receiving letters
accompanied by theses or papers from such future stars as Walter Van Assche, Doron Lubinsky
and Tom Koornwinder. Correspondence from Christian Berg alerted me to new interest in moment
problems and was helpful in furthering my own interest in the relation between moment problems
and orthogonal polynomials.
Applications had always been around of course but in the 1970s applications to many new 1elds
had began to appear in great numbers. The program for the 1980 San Antonio meeting gives an
indication of this: there were papers devoted to applications of orthogonal polynomials to partition
theory, combinatorics, sphere packing, stochastic processes, X-ray tomography, quantum scatter-
ing theory and nuclear physics. This activity greatly increased during the remainder of the 1980s.
Increasingly, scientists and mathematicians in other 1elds were discovering that orthogonal polyno-
mials could be useful. For example, during the 1970s, I had received letters and papers concerning
orthogonal polynomials from physicists Jesus Sanchez Deheza, John Nuttall, and JeP Geronimo. At a
1984 meeting of the Canadian Mathematical Society held in Edmonton, I was introduced to a major
force in the orthogonal polynomials and combinatorics 1eld, namely the “French speaking school”
with foci in Montreal and Bordeaux. Another example: in 1981, I received a letter from Erik van
Doorn together with a copy of his thesis work [23] on stochastic monotonicity in birth and death
processes. He stated that at the time of writing of this thesis, he did not even think of “orthogonal
polynomial” as a key phrase. Of course, he has since gone on to contribute not only to stochastic
processes but to the theory of orthogonal polynomials itself. In the course of preparing this talk, I
reviewed the program for the conference, “Constructive Function Theory – 86”, held in Edmonton.
I was amused to note that Erik presented a paper on the zeros of orthogonal polynomials while I
gave a paper about birth and death processes.
And speaking of births, in 1983 I was fortunate to be present at the birth of sieved orthogonal
polynomials. One of my visits with Waleed Al-Salam in Edmonton coincided with that of Dick
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Askey. I was present one afternoon when Dick and Waleed had an occasion to look at a part
of the thesis of Waleed’s student, William Allaway [2]. In the middle of their discussion, Dick
suddenly began writing furiously at the blackboard with barely enough pauses for Waleed to insert
comments. Before the afternoon was over, sieved ultraspherical polynomials were discovered [3].
More generally, the 1980s saw the discovery of a surprisingly large number of new sets of orthogonal
polynomials. Dick Askey and his students were involved in many of these of course. The Askey–
Wilson polynomials, the Racah polynomials, and all manner of q-analog polynomials are just a few
of these. Many others also found new sets but special mention has to be made of Ismail who was
involved with so many of these new discoveries such as the sieved Pollaczek [28] and attractive
Coulomb potential polynomials [12] , to name just a couple. Of course, his memoir [11] with Askey
should be singled out.
Still another dramatic development, one part of which I was privileged to witness, occurred some-
time in late 1983 or early 1984. (If I would have had an inkling of what was to ensue, I would
have noted the precise time and date.) I received a phone call from Walter Gautschi who wanted to
know if I knew anything about a certain type of inequality involving Jacobi polynomials. I did not
but I told him that if anyone on this planet did, it would be Dick Askey. Walter got in touch with
Dick and of course as we all subsequently learned, Dick together with George Gasper did indeed
have the needed inequality [9] and Louis de Branges had his proof of the Bieberbach conjecture.
Another very signi1cant development began to take shape during the 1980s. As we all know, the
origins of the general theory of orthogonal polynomials lie in Stieltjes’ magnum opus on S-fractions
[46] and Tchebichef’s memoir [49] on the “limiting values of integrals” which dealt heavily with
continued fractions. However, as the study of orthogonal polynomials intensi1ed, the subject went
oP on its own and developed an independent identity with no apparent connection to continued
fractions. But by the 1980s, there were stirrings as more orthogonal polynomial researchers began
to rediscover continued fraction theory. Meanwhile, the continued fraction community founded by
Wolfgang Thron at Boulder, Colorado in the 1950s grew increasingly active and in the late 1970s
joined with continued fraction enthusiasts at Trondheim, Norway. This Colorado–Norway connection
inevitably dealt with, among other things, PadRe approximation, moment problems and orthogonal
polynomials and then began to reach out to the orthogonal polynomials and special functions world.
One result was the 1988 “US=Norway Joint Seminar on PadRe Approximants and Related Topics”
which was held in Boulder. Here, I joined many OP friends and mingled with continued fraction
enthusiasts and approximation theorists with much mutual stimulation. Some of these continued
fraction workers, Lisa Lorentzen, Olav NjVastad and Haakon Waadland, for example, soon began
showing up and contributing regularly at orthogonal polynomial meetings. The same was true of many
approximation theorists and Annie Cuyt, Marcel de Bruin, Jacek Gilewicz and Bridgitte Verdonk
are among those I met in Boulder and who are here in Patras. This “cross fertilization” is of
course healthy for our subject. Earlier, at the book exhibits of the 1981 meeting of the American
Mathematical Society in San Fransisco, I was looking at Jones and Thron’s new book on continued
fractions [30], when Bill Jones approached. He told me of the new development of “orthogonal
Laurent polynomials” [31] which arise from Thron’s “T-fractions”.
Another classical aspect of our subject that received major development during the 1980s is
asymptotics for orthogonal polynomials. Here some of the major players were Paul Nevai, Attila
MatRe, Vilmos Totik, Evgeny Rahmanov, Doron Lubinsky and Walter Van Assche. The latter’s book
[53] gives a comprehensive view of what has happened here.
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The 1980s also saw the return to the application of Hilbert space methods to the study of the
three-term recurrence relations. One the 1rst to do systematic work here was Joanne Dombrowski
beginning with [21,22]. Her work was soon joined by results from MatRe, Nevai, Van Assche and
others. One major consequence of these researches was signi1cant progress in understanding the
relation between the recurrence coeHcients and absolutely continuous measures, in particular relative
to Blumenthal’s theorem [38] which deals with the case where the coeHcient sequences {cn} and
{n} of (1) have 1nite limits. I hope that similar progress will be forthcoming relative to the case
of unbounded coeHcients in the class I called the “one-quarter class” [17]:
lim
n→∞ cn =∞; limn→∞
n+1
cncn+1
=
1
4
:
The decade drew to a close with the lively and successful 1998 NATO conference on orthogonal
polynomials organized by Paul Nevai and held in Columbus. This conference brought together par-
ticipants from almost every NATO country as well as some from Russia and other countries. Also
notable were the presence of a number of continued fraction experts and approximation theorists
whom we 1rst met at the Boulder conference as well as several physicists.
5. The 1990s
This brings us up to this, the 1nal decade of the millenium during which time I was reduced
mostly to a member of the audience. I attended the 1990 symposium in Erice, Italy and was nearly
overwhelmed by the wide variety of topics and applications presented. The great growth in our
subject that began in earnest during the late 1960s had clearly not abated and this was exempli1ed
by the programs in the subsequent symposia that I attended in Delft and Seville. Among the many
new developments that I noticed attracting a lot of attention, especially in Italy and Spain, is the
study of the semi-classical orthogonal polynomials introduced by Maroni. Other topics of recent
attention that I have been aware of but hardly able to follow include the study of matrix orthogonal
polynomials, for example by Van Assche, Antonio Duran and by Lucas Jodar and his students.
Sobolev orthogonal polynomials as investigated by Jet Wimp and many others is another example
of a topic that has passed me by.
Meantime, much progress continues to be made on more classical topics such as asymptotics of
orthogonal polynomials as mentioned above and numerical analysis with orthogonal polynomials by
Walter Gautschi and others. Of special interest to me personally, a number of mathematicians such
as van Doorn, Ismail, Erik Koelink, Ryszard Szwarc, and Alexei Zhedanov have been looking at
chain sequences and their uses in the study of orthogonal polynomials. And Lance Littlejohn and his
friends continue the pursuit of his holy grail of a complete description of linear diPerential equations
that have orthogonal polynomial solutions.
So here we are on the eve of the 2000s. I plan to stick around and watch with great interest what
transpires. I am con1dent that there will be no Y2K bug in the 1eld of orthogonal polynomials.
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