Orbital stability and instability of periodic wave solutions for
  $\phi^{4n}$-models by Chen, Gong & Palacios, José M.
ORBITAL STABILITY AND INSTABILITY OF PERIODIC WAVE
SOLUTIONS FOR φ4n-MODELS
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Abstract. In this work we study the orbital stability/instability in the energy space of a
specific family of periodic wave solutions of the general φ4n-model for all n ∈ N. This family
of periodic solutions are orbiting around the origin in the corresponding phase portrait and,
in the standing case, are related (in a proper sense) with the aperiodic Kink solution that
connect the states − 1
2
with 1
2
. In the traveling case, we prove the orbital instability in
the whole energy space for all n ∈ N, while in the standing case we prove that, under some
additional parity assumptions, these solutions are orbitally stable for all n ∈ N. Furthermore,
as a by-product of our analysis, we are able to extend the main result in [11] (given for a
different family of equations) to traveling wave solutions in the whole space, for all n ∈ N.
1. Introduction
1.1. The model. In this work we seek to extend the analysis carried out by the second author
in [40]. Specifically, this paper is concerned with the stability properties of traveling/standing
wave solutions to the 1 + 1 dimensional φ4n-equation on the torus (see for example [33]):
∂2t φ− ∂2xφ = −λnV ′n(φ), t ∈ R, x ∈ TL := R/LZ, (1.1)
where λn ∈ R is a positive parameter and Vn(φ) is given by the following class of potentials:
Vn(φ) :=
n∏
k=1
(
φ2 − v2(k − 12)2)2 , v > 0. (1.2)
Here, φ(t, x) denotes a real-valued L-periodic function. This family of equations corresponds
to a generalization of the celebrated φ4-equation in Quantum Field Theory, which arises as a
model for self-interactions of scalar fields (represented by φ). In particular, in the case n = 1,
equation (1.1) is one of the simplest examples where to apply Feynman diagram techniques
to do perturbative analysis in quantum theory.
The φ4-model has been extensively studied from both, a mathematical and a physical point of
view. Especially, this equation has been a “workhorse” of the Ginzburg-Landau (phenomeno-
logical) theory of superconductivity, taking φ as the order parameter of the theory, that is,
the macroscopic wave function of the condensed phase [26]. In particular, the φ4-equation
has been derived as a simple continuum model of lightly doped polyacetylene [43]. We refer
the interested reader to [35, 41, 47] for some other physical motivations.
On the other hand, equation (1.1) belongs to a bigger family of equations called the P (φ)2-
theory, which considers general polynomial self-interactions of scalar fields, where the poten-
tial is assumed to be of the form V (φ) = (P (φ))2, where P (·) corresponds to some polynomial
and the potential V is asked to be even. The first examples of such theory are the famous φ4,
G.C. was supported by Fields Institute for Research in Mathematical Sciences via Thematic Program on
Mathematical Hydrodynamics .
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2 G. CHEN AND J. M. PALACIOS
φ6 and φ8 models (notice that φ6 does not belongs to our current framework (1.2)). In this
setting, the self-interaction intensity is quantified by V (φ), and clearly sets the dynamics of
the field [33].
One interesting feature of the φ4n-model (and generally of the P (φ)2-theory) is that, as n
goes to infinity, for a proper selection of parameters λn, equation (1.1) is converging to the
so-called sine-Gordon equation
∂2t φ− ∂2xφ+ sinφ = 0.
Roughly speaking, in order to recover the sine-Gordon as a limiting equation of (1.1), the
parameter λn has to be chosen so that, for n ∈ N sufficiently large (v = 1),
λ−1n = pi
2
n∏
k=1
(
k − 12
)2
+ ε(n),
where ε : N → R is any function converging to zero sufficiently fast as n goes to infinity.
Additionally, notice that, as n increases, one is adding more and more different minima to
the potential Vn in (1.2) (see Figure 1). Correspondingly, more soliton sectors. As a result,
these polynomial theories are in general more difficult to handle than the sine-Gordon theory,
although for n large, one would expect the soliton properties to approach those of sine-Gordon
solitons [33].
From a mathematical point of view, equation (1.1) can also be understood as a particular
case of the general family of nonlinear Klein-Gordon equations:
∂2t φ− ∂2xφ = mφ+ f(φ), (1.3)
where m ∈ R and f : R→ R denotes the nonlinearity. Many important nonlinear models can
be recovered as particular cases of this latter equation, such as the whole φ4n-family (1.1), as
well as the φ4n+2-family and the sine-Gordon equations (see [33] for the explicit form of the
φ4n+2-family). Interestingly, under rather general assumptions it is still possible to obtain
some stability results for model (1.3). We refer the reader to [16, 30] for a fairly general theory
for small solutions to equation (1.3) and to [32, 46] for studies of the long time asymptotics
for some generalizations of equation (1.1) with variable coefficients.
On the other hand, since (1.1) corresponds to a wave-like equation, it can be rewritten in the
standard form as a first order system for ~φ = (φ1, φ2) as{
∂tφ1 = φ2,
∂tφ2 = ∂
2
xφ1 − λnV ′n(φ1).
(1.4)
Moreover, from the Hamiltonian structure of the equation it follows that, at least formally,
the energy of system (1.4) is conserved along the trajectory, that is,
E(~φ(t)) := 1
2
ˆ L
0
(
φ22 + φ
2
1,x + 2λnVn(φ1)
)
(t, x)dx = E(~φ0). (1.5)
Besides, the conservation of momentum shall also play a fundamental role for our current
purposes, which is given by:
P(~φ(t)) :=
ˆ L
0
φ2(t, x)φ1,x(t, x)dx = P(~φ0). (1.6)
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We point out that, from these two conservation laws it follows that H1(TL)×L2(TL) defines
the natural energy space associated to system (1.4).
Additionally, equation (1.1) is known for satisfying several symmetries. Among the most
important ones we have the invariance under space and time translations. It is worth to
notice that, in the aperiodic setting there is an extra invariance, the so-called Lorentz boost,
that means, if ~φ(t, x) is a solution to the equation, then so is
~ϕ(t, x) := ~φ
(
γ(t− βx), γ(x− βt)) where γ−1 := √1− β2 and β ∈ (−1, 1).
However, this transformation does not let the period fixed, and hence, strictly speaking, it is
not an invariance of the equation in our current setting.
Now, in order to motivate our work we recall that, for general nonlinear evolution equations,
two of the most important objects in nonlinear dynamics are traveling and standing wave
solutions, particularly in the context of dispersive PDEs due to the so-called soliton conjecture.
The existence and (if the case) the corresponding orbital stability of such type of solutions
have become a fundamental issue in the area. In this regard, we prove the existence of at
least one branch of traveling wave solutions to equation (1.1) in the periodic setting, as well
as one associated branch of standing wave solutions. Nonetheless, we remark that, up to the
best of our knowledge, for n > 2 these solutions have no explicit form, which has been an
important problem in this work.
One of the key points in our analysis is the use of classical results of Grillakis-Shatah-Strauss
(see [17]) which set a general framework to study the orbital stability/instability for both trav-
eling and standing wave solutions. These general results are based on the spectral information
of the linearized Hamiltonian around these specific solutions. Thereby, it is worthwhile to no-
tice that, in the real-valued case, equation (1.4) can be rewritten in the abstract Hamiltonian
form as
∂t~φ = JE ′(~φ) where J :=
(
0 1
−1 0
)
,
where E ′ denotes the Frechet derivative of the conserved energy functional E in (1.5).
Regarding the orbital stability of explicit solutions to equations (1.1) and (1.3), there exists
a vast literature regarding the aperiodic case. We refer the reader to [20] for a classical and
rather general result about orbital stability of Kink solutions for Klein-Gordon equations, and
to [29, 31] for some interesting results regarding asymptotic stability of Kink solutions for
general scalar-field equations (see also [3] for a recent work in this direction in the case of sine-
Gordon). We also refer to [10] for an study of the asymptotic stability properties of this type
of solutions in dimension 3. Nevertheless, for the periodic setting, there are not that many
well-known results. We refer the reader to [6, 37, 38] for the treatment of periodic solutions for
a specific type of Klein-Gordon equations. Specifically, the first two of these works considers
the stability problem of periodic solutions with −φ+ |φ|4φ as right-hand side in (1.1), while
the third one considers +|φ|2φ and −φ+ |φ|2φ as right-hand sides. We emphasize that none
of the φ4n equations (for no n ∈ N) fit any of these settings. On the other hand, as mentioned
before, for the case n = 1, the orbital in/stability of traveling/standing wave solutions to
equation (1.1) was already treated in [40]. Regarding the stability of periodic wavetrains,
we refer the reader to [22]. We remark that this latter result seems to be the first one (up
to the best of our knowledge) for wavetrains in the periodic case (see also [24]). On the
other hand, we refer to [13, 23] for stability results in a particularly interesting Klein-Gordon
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setting (but different from the previous-ones), the sine-Gordon equation. However, in the
last two works, the authors are mostly focused in spectral and exponential stability, rather
than in orbital stability. We point out that, in the previous case, the authors also deal with
superluminal waves, a case which we do not treat in this work. About the stability of periodic
traveling waves in Hamiltonian equations that are first-order in time, we refer to [14] for
stability results for the nonlinear Schro¨dinger equation and to [4, 12, 15] for the KdV and
mKdV settings. Finally, we refer the reader to [2] for an stability study for more complex
periodic structures that do not fit into the framework of Grillakis et al. [17, 18], such as
spatiallty-periodic Breathers. These are explicit solutions to the equation which behave as
solitons but are also time-periodic. See also [1, 36] for some stability results of aperiodic
Breathers in the sine-Gordon equation.
Finally, concerning the well-posedness of the equation, we recall that by applying the classical
Kato theory for quasilinear equations we obtain the local well-posedness in the energy space
H1(TL)×L2(TL) of equation (1.1) (see [25]). We refer the reader to [16, 19, 27, 28] for several
other local and global well-posedness results in one-dimensional and higher dimensional Klein-
Gordon equations.
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Figure 1. On the left-hand we have Vn(φ) for n = 2, that is, the potential
associated to the φ8-model. On the right-hand we have Vn for n = 3, that is,
the potential associated to the φ12-model.
1.2. Main results. In order to present our main results, let us first define what it means for
a solution to be Orbitally Stable. We say that a traveling wave solution ~ϕc is orbitally stable
if for all ε > 0 there exists δ > 0 small enough such that for every initial data ~φ0 ∈ X, with
X := H1(TL)× L2(TL), satisfying ‖~φ0 − ~ϕc‖X ≤ δ, then
sup
t∈R
inf
ρ∈[0,L)
‖~φ(t)− ~ϕc(· − ρ)‖X < ε.
Additionally, we shall say that an odd-standing wave solution ~ϕ is orbitally stable in the odd
energy space Xodd := H
1
odd(TL) × L2odd(TL) if, for all ε > 0, there exists δ > 0 small enough
such that for every initial data ~φ0 ∈ Xodd satisfying ‖~φ0 − ~ϕ‖X ≤ δ, then
sup
t∈R
‖~φ(t)− ~ϕ‖X < ε.
Otherwise, we say that ~ϕc (respectively ~ϕ) is orbitally unstable. In particular, this latter is
the case when the solution ceases to exist in finite time.
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It is worth noticing that, even when it is not explicitly said, we shall always assume that L
is the fundamental period of ~ϕc. In particular, we are only considering perturbations with
exactly the same period as our fundamental solution.
Now, in order to avoid overly introducing new notation and definitions in this introductory
section, we shall only formally state our main results. We remark again that all the theorems
below have already been proven in [40] for the case n = 1. Moreover, since there is no explicit
solution for n > 2, in the sequel, we shall refer to the specific family of solutions we are
considering as “periodic solutions orbiting around the origin” (see section 2 below for further
details).
Theorem 1.1 (Orbital instability of subluminal traveling waves). Let n ∈ N be arbitrary but
fixed. Then, periodic traveling wave solutions (c ∈ (−1, 1)) orbiting around the origin in the
corresponding phase-portrait are orbitally unstable in the energy space by the periodic flow of
the φ4n equation.
Remark 1.1. We refer the reader to Figure 2 for a quick qualitative checking of the behavior
of solutions to model (1.1) around the origin in the corresponding phase-portrait.
As discussed above, in order to obtain this result we use the general theory of Grillakis-
Shatah-Strauss. Nevertheless, the results in [17] require the existence of a non-trivial curve
of solutions of the form c 7→ φc, which, in sharp contrast with the aperiodic setting, presents
a delicate issue to overcome, and most of this work is devoted to address this problem.
Theorem 1.2 (Existence of a smooth curve of solutions). Consider n ∈ N and let L > 0 be
arbitrary but fixed. There exists a non-trivial smooth curve of periodic solutions c 7→ φc ∈
H∞(TL) orbiting around the origin in the corresponding phase-portrait.
Remark 1.2. We point out that the domain on which c is moving in the definition of c 7→ φc
is not always equals to (−1, 1) (see Theorem 2.1 below for further details).
The main obstruction in showing the previous theorem is due to both, the difficulty to handle
the potential Vn(φ) for general n ∈ N, as well as the fact that, for n > 2, no explicit solution
exists. In order to surpass this problem we use ODE results for Hamiltonian systems and
several combinatorial arguments to handle the potential.
Notice that from the orbital instability theorem above we also conclude that the associated
stationary solutions (c = 0) are orbitally unstable. However, under some additional hypothesis
we have the following result.
Theorem 1.3 (Orbital stability: stationary case). Let n ∈ N be arbitrary but fixed. Then,
periodic standing wave solution (c = 0) orbiting around the origin in the corresponding phase-
portrait are orbitally stable by the periodic flow of the φ4n equation under (odd, odd) pertur-
bations in the energy space.
Finally, as a by-product of our analysis we are able to extend the main result in [11] (given
only for cases n = 1, 2, see Section 6 below for more details), for equation (6.1) below, to all
n ∈ N.
Theorem 1.4 (Orbital instability of traveling waves in [11]). Let n ∈ N be arbitrary but fixed.
Then, traveling wave solutions (c ∈ (−1, 1)) found in [11] orbiting around the origin in the
corresponding phase-portrait associated to equation (6.1) are orbitally unstable in the energy
space.
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Remark 1.3. We emphasize that the previous theorems are independent of the results in [40]
and have been proven by different techniques.
Remark 1.4. As an important observation we point out that Theorem 1.3 is motivated by the
fact that the oddness character of the initial data is preserved by the periodic flow associated
to equation (1.1). In other words, if ~φ0 = (φ0,1, φ0,2) = (odd, odd), then so is the solution for
all times. Then, noticing that, under the additional requirement φ(x = 0) = 0, the solution
orbiting around zero in the corresponding phase-portrait correspond to an odd function. Thus,
in the case c = 0, the associated solution corresponds to an (odd, odd) vector, and hence,
under the assumptions of the previous theorem, the solution associated to this kind of initial
perturbation shall always remain odd. Here, and for the rest of this paper, when we refer to
an odd function, we mean that it is odd regarded as a function in the whole line.
Remark 1.5. We point out that, since equation (1.1) (equation (6.1) for Theorem 1.4) is also
invariant under the maps:
u(t, x) 7→ u(−t, x), u(t, x) 7→ −u(t, x) and u(t, x) 7→ −u(−t, x),
we also deduce Theorems 1.1, 1.3 and 1.4 for both traveling and anti-traveling1 wave solutions,
moving to the left or right respectively.
1.3. Organization of this paper. This paper is organized as follow. In Section 2 we prove
the existence of a smooth curve of traveling waves solutions, and show that, under some
conditions on the size of the period, we are able to consider standing waves solutions too.
In Section 3 we provide the main spectral information of the linear operators needed in the
stability analysis. Then, in Section 4 we use the spectral information to conclude stability
of standing waves under odd perturbations. In Section 5 we show the instability of traveling
waves in the whole energy space. Finally, in Section 6 we extend the analysis in [11] to
traveling waves solutions.
2. Existence of smooth curves periodic solutions
In this section we seek to establish the existence of smooth curves of periodic traveling wave
solutions to equation (1.1) associated to subluminal waves, that is, with speed c ∈ (−1, 1).
More precisely, in this section we look for solutions of the form φ(t, x) = φc(x − ct). Before
going further notice that, with no loss of generality, from now on we can assume2 λn = v
2 = 1.
Thus, plugging φc(x − ct) into the equation, we obtain that if φ(t, x) is a traveling wave
solution, then φc must satisfy:
(c2 − 1)φ′′c = −V ′n(φc). (2.1)
On the other hand, the question regarding the existence of periodic solutions for the latter
equation can be rewritten in terms of the following (autonomous) Hamiltonian system:{
u˙ = v,
v˙ = 1ωV
′
n(u),
(2.2)
where ω := 1−c2. From the explicit form of Vn in (1.2) it follows that the previous system has
exactly 4n−1 critical points. In fact, first of all, since V ′n is a (4n−1)-th degree polynomial (see
1The solution with a minus sign in front (which is also a solution).
2If not, we use the transformation (t, x) 7→ (λ1/2n t, λ1/2n x) what fixes λn = 1. To fix v2 = 1 it is enough to
re-scale φ by defining the change of variables ϕ(t, x) = vφ
(
v2n−1t, v2n−1x
)
.
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(2.8)), it follows that it can have at most 4n− 1 real roots. Now, from direct computations,
recalling the explicit form of Vn in (1.2), we infer that zero is a simple real root
3 of V ′n. Besides,
it is not hard to see that each root associated to each individual factor in the definition of
Vn is also a simple root
4 of V ′n. Summarizing, we have found 2n + 1 roots of V ′n, which are
precisely located at
(u−k, v−k) :=
(− k + 12 , 0), (u0, v0) := (0, 0), (uk, vk) := (k − 12 , 0), (2.3)
where k = 1, ..., n. Even more, the remaining 2n − 2 critical points are located in between
each consecutive pair5 in (2.3) for ±k = 1, ..., n. More specifically, for each k ∈ {1, .., n}, we
have exactly one critical point in between (uk, vk) and (uk+1, vk+1) (and their corresponding
reflections, that is, in between each pair (u−k−1, v−k−1) and (u−k, v−k)). Since we already
have found 4n−1 roots, there cannot be any other missing root for V ′n. Hence, the two nearest
critical points to (0, 0) are (u±1, v±1) given in (2.3). Moreover, by standard computations we
see that the linearized matrix around each of these points takes the form
M :=
1
ω
(
0 ω
V ′′n 0
)
. (2.4)
Furthermore, from direct computations it follows that, for all n ∈ N we have (see (2.9) below):
V ′′n (0) = −4
n∏
k=1
(
k − 12
)4 n∑
k=1
(
k − 12
)−2
< 0.
Thus, for c ∈ (−1, 1) or equivalently for ω > 0, from the latter inequality, and recalling
identity (2.4), it follows that (0, 0) is a stable center point for all n ∈ N. Even more, from
similar computations it is not hard to see that V ′′n
(
1
2
)
> 0, and hence, (u±1, v±1) are both
saddle critical points, for all n ∈ N.
On the other hand, recalling that the previous system is Hamiltonian, and setting (0, 0) as
the zero energy level, we obtain that the Hamiltonian associated to (2.2) is given by
H(u, v) := 1
2
v2 − 1
ω
(
Vn(u)− Vn(0)
)
. (2.5)
Therefore, by the standard ODE theory for Hamiltonian equations (see for example [8]), we
know that all periodic solutions of (2.2) orbiting around (0, 0) corresponds to regular level
sets of H given by
Γβ :=
{
(u, v) : H(u, v) = β}, (2.6)
with β ∈ (0, E?), where the maximal energy level E? is given by
E? := − 1
ω
(
V (12)− V (0)
)
=
1
ω
n∏
k=1
(
k − 12
)4
.
Now, with the additional constraint φc(0) = 0, from the symmetry of these level sets it follows
that all solutions associated to these periodic orbits are odd (other solutions are translations
of the same function, and consequently, not necessarily odd). Finally, by using again that
3From the explicit form of Vn it immediately follows that V
′
n has a factor x multiplying the whole expression.
4Since each individual factor in Vn is of the form (x
2 − a2)2, its derivative still contains a factor (x2 − a2).
Therefore, x = ±a is still a root of V ′n.
5This follows, for example, from Rolle Theorem applied to f(x) = Vn(x), since all of these critical points in
(2.3) (except for x = 0) are also roots of Vn. Thus, f
′(x) must to have at least one root in between each pair.
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Figure 2. Phase portrait of the Hamiltonian system (2.2) around (0, 0) for
the first two cases n = 1, 2. On the left we have the phase portrait associated
to the φ4-model while on the right the one associated to φ8.
each solution is a level curve of H and the symmetry of the phase portrait, it follows from
(2.5)-(2.6) that, for every β ∈ (0, E?), the period of the corresponding odd solution satisfies
L =
√
2
ˆ x1
x0
dx√
β + 1ω (Vn(x)− Vn(0))
, (2.7)
where x0 and x1 are the left and right intersections of the curve given by
1
2v
2 − 1ω
(
Vn(u) −
V (0)
)
= β with the u-axis. We point out that the upper integration limit x1 can also be
written as the solution of V (x) = V (0)− ωβ for x ∈ (0, 12), and x0 = −x1 (note that there is
only one solution in this interval). Moreover, from the equation for x1 we also infer that when
β goes to zero (or c goes to 1 for fixed β), x1 goes to zero too. It is worth noting that the
period L defines a convergent improper integral for all values of β ∈ (0, E?). Furthermore,
notice that
lim
β→E−?
L(β) = +∞.
On the other hand, when β → 0+ we have6:
lim
β→0+
L(β) =
√
2ω lim
β→0+
ˆ x1(β)
x0(β)
dx√
ωβ + Vn(x)− Vn(0)
=:
√
ωδn,
where δn ∈ [0,∞) does not depends on ω. The following theorem ensures us that, once we fix
the period L ∈ (0,∞), the previous method produces a non-trivial smooth curve of periodic
traveling wave solutions that can be parameterized by their speeds.
Theorem 2.1 (Smooth curve of periodic solutions). Consider n ∈ N and let L > 0 be
arbitrary but fixed. Then, for any speed c satisfying
c ∈ (−1, 1) such that L > √ωδn,
6If the reader prefers, the existence of this limit can be rigorously justify by defining it (the limit) after
the proof of the monotonicity of the period. Notice that the period is trivially bounded from below by 0 and
decreases as β → 0+ (see the proof of Theorem 2.1 below). Hence, L(β) has a limit as β → 0+.
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there exists an unique energy level β = β(c) ∈ (0, E?) such that the periodic wave solution
~φ(x−ct) to the φ4n-equation (1.1) constructed above has fundamental period L. Furthermore,
the map c 7→ φc(t = 0, x) ∈ H1(TL) is smooth.
Remark 2.1. Notice that, by choosing L > δn we are able to consider standing waves solutions.
These standing waves are related (in some sense) to the odd Kink solution of the φ4n-model.
Additionally, when c = 0, the corresponding solution is (φ1, φ2) = (odd, odd), while when
c 6= 0, the solution is (φ1, φ2) = (odd, even), property that is not preserved by the flow.
The main theorem in [9] ensures that, under our current notations, if−(Vn(x)−Vn(0))/(V ′n(x))2
is strictly convex for x ∈ (−12 , 12), then the period L = L(β) defines a strictly increasing func-
tion of β. Besides, notice that, by showing the strict monotonicity of L with respect to the
energy level β, the proof of the theorem follows. Thus, in order to conclude the proof of the
theorem, it is enough to study the sign of the following function:
− d
2
dx2
Vn(x)− Vn(0)
(V ′n(x))2
=
3V ′′n
(
(V ′n)2 − 2(Vn − Vn(0))V ′′n
)
+ 2(Vn − Vn(0))V ′nV ′′′n
(V ′n)4
.
Then, our first goal is to show the non-negativity of the latter quantity. Since the denominator
is always non-negative, for this first step it is enough to show that
Vn(x) := 3V ′′n (x)
(
(V ′n(x))
2 − 2(Vn(x)− Vn(0))V ′′n (x)
)
+ 2(Vn(x)− Vn(0))V ′n(x)V ′′′n (x) ≥ 0.
In order to show that the latter inequality holds, we start by doing several basic computations
needed in our analysis. First of all, by directly differentiating Vn we have
V ′n = 4x
n∏
k=1
(
x2 − (k − 12)2) ∑
P∈Pnn−1
∏
i∈P
(
x2 − (i− 12)2) , (2.8)
where Pnm denotes the set7 of m-combinations of {1, ..., n} without repetitions and no permu-
tations allowed. In particular, each P ∈ Pnn−1 is a set of (n − 1) elements. For the sake of
clarity, let us introduce some notation that shall be useful in the sequel. From now on we
shall denote by Πn, Πn,0 and Σi the following quantities
8
Πn :=
n∏
k=1
(
x2 − (k − 12)2) , Πn,0 := n∏
k=1
(
k − 12
)2
and Σi :=
∑
P∈Pni
∏
j∈P
(
x2 − (j − 12)2) .
Hence, by taking advantages of the previous notations we can write, for example, V ′n =
4xΠnΣn−1. Then, performing similar direct computations and taking advantage of the pre-
vious notations, we are able to express V ′′n and V ′′′n as:
V ′′n = 4ΠnΣn−1 + 8x
2Σ2n−1 + 16x
2ΠnΣn−2, (2.9)
V ′′′n = 24xΣ
2
n−1 + 48xΠnΣn−2 + 96x
3Σn−1Σn−2 + 96x3ΠnΣn−3.
Therefore, gathering the identities above and performing some extra direct computations we
obtain 196Vn = A+Bx2 +Cx4, where
A := −(Π2n −Π2n,0)Π2nΣ2n−1,
7We call m-combination of a set E to any subset of m different elements E. For example,
P42 =
{{1, 2}, {1, 3}, {1, 4}, {2, 3}, {2, 4}, {3, 4}}.
8By convention Σ0 = 1 and Σm = 0 for m < 0.
10 G. CHEN AND J. M. PALACIOS
B := 2Π2n,0ΠnΣ
3
n−1 − 4(Π2n −Π2n,0)Π2nΣn−1Σn−2,
C := 4Π2n,0Σ
4
n−1 + 8Π
2
n,0ΠnΣ
2
n−1Σn−2 + 8(Π
2
n −Π2n,0)Π2nΣn−1Σn−3
− 16(Π2n −Π2n,0)Π2nΣ2n−2.
Now, for the sake of clarity we split the analysis into several small lemmas. Moreover, since
the case n = 1 was already treated in [40], from now on we shall only address the case n > 1.
The following lemma give us the non-negativity of the sum of the second term in B with the
second one in C (notice that the terms associated to C in Vn have an extra x2 with respect
to the ones associated to B).
Lemma 2.2. Let n ∈ N with n ≥ 2. Then, for all x ∈ (−12 , 12) we have:
−4(Π2n −Π2n,0)Π2nΣn−1Σn−2 + 8x2Π2n,0ΠnΣ2n−1Σn−2 ≥ 0. (2.10)
Proof. In fact, first of all, in order to simplify the proof we start by factorizing the left-hand
side of inequality (2.10) by 4ΠnΣn−1Σn−2. Although, notice that, for all n ∈ N, if we expand
all terms involved in 4ΠnΣn−1Σn−2, by using the definition of Πn, Σn−1 and Σn−2 it is not
difficult to see that each addend in the resulting multiplication 4ΠnΣn−1Σn−2 is composed
by exactly 3n− 3 factors9, each of which is simultaneously negative for all x ∈ (−12 , 12). This
latter remark comes from the fact that, for all k ≥ 1, any factor of the form x2 − (k − 12)2 is
non-positive for all x ∈ (−12 , 12). Thus, inequality (2.10) is equivalent to show that, for any
n ∈ N with n ≥ 2, and all x ∈ (−12 , 12) the following holds:
−(Π2n −Π2n,0)Πn + 2x2Π2n,0Σn−1 R 0, (2.11)
where we have to choose the “≤” sign in the latter inequality whenever n is even, and the “≥”
sign otherwise. Of course, the change from “≤” to “≥” comes from the fact that 3(n− 1) is
even whenever n is odd, and odd whenever n is even. Consequently, if n is even, the function
ΠnΣn−1Σn−2 is non-positive for all x ∈ (−12 , 12), while it is non-negative if n is odd.
Case n even: In this case we are lead to prove inequality (2.11) with “≤”-sign. In fact, let
us start by defining
f(x) :=
(
Π2n −Π2n,0
)
Πn − 2x2Π2n,0Σn−1.
By definition it immediately follows that f(0) = 0 and that f(x) is an even function. Thus,
it is enough to show that
f ′(x) = 6x
(
Π2n −Π2n,0
)
Σn−1 − 8x3Π2n,0Σn−2 ≥ 0, for all x ∈ (0, 12). (2.12)
Now, in order to prove the latter inequality, it is enough to recall the following basic property:
If a, b, c, d ∈ R are all positive numbers satisfying
a ≥ c and b ≥ d,
then ab ≥ cd. Then, from the previous analysis we infer that inequality (2.11) follows if we
show the following -stronger- result (recall that n is even):
for all x ∈ (0, 12), −
(
Π2n −Π2n,0
) ≥ 4x2Π2n,0 and − Σn−1 ≥ Σn−2. (2.13)
9In fact, notice that each addend in Σi is composed exactly by i factors, and that Πn is composed by n
more factors. Hence, each addend in the composition 4ΠnΣn−1Σn−2 has exactly 3n− 3 factors.
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Notice that by gathering both inequalities we obtain (2.12). Hence, let us start by proving the
first of them. In fact, by a direct re-arrangement of terms, it follows that the first inequality
in (2.13) is equivalent to show that
(1− 4x2) ≥ Π−2n,0Π2n =: R where R =
n∏
k=1
(
1− (k − 12)−2x2
)2
.
Now, on the one-hand, notice that the first factor in R (that is, the term associated with
k = 1) is given by (1 − 4x2)2. On the other hand, for all k ∈ {1, ..., n} and all x ∈ (0, 12) we
have
0 <
(
1− (k − 12)−2x2
)2
< 1.
Thus, by plugging the latter inequality into the definition of R, and by using the explicit form
of the factor associated to k = 1, it immediately follows that
R ≤ 1− 4x2.
Now we focus on showing the second inequality in (2.13), that is, on showing −Σn−1 ≥ Σn−2.
First of all notice that, for x ∈ (0, 12), we can re-write these terms as
Σn−1 = Πn ·
n∑
k=1
(
x2 − (k − 12)2
)−1
,
Σn−2 = Πn ·
n−1∑
k=1
n∑
j=k+1
(
x2 − (k − 12)2
)−1(
x2 − (j − 12)2
)−1
.
For the sake of simplicity, from now on we denote by Σki the k-th term associated to Σi. More
specifically, for the cases of i = n− 1 and i = n− 2, for each k ∈ {1, ..., n} we define
Σkn−1 :=
(
x2 − (k − 12)2
)−1 ·Πn
Σkn−2 :=
(
x2 − (k − 12)2
)−1 ·Πn n∑
j=k+1
(
x2 − (j − 12)2
)−1
,
where in the second case we assume k 6= n. Then, in order to show the second inequality in
(2.13), it is enough to prove that, for each k ∈ {1, ..., n− 1} and all x ∈ (0, 12),
−Σkn−1 ≥ Σkn−2.
In fact, once proving the latter inequality, it is enough to sum them all for all k = 1, ..., n,
from where we conclude the desired result. Indeed, notice that, since x ∈ (0, 12) we infer
n∑
j=k+1
∣∣x2 − (j − 12)2∣∣−1 ≤ n∑
j=k+1
∣∣1
4 − (j − 12)2
∣∣−1.
Therefore, recalling the following standard identity
n∑
j=2
(
(j − 12)2 − 14
)−1
=
n− 1
n
< 1,
by plugging the latter inequality into the definition of Σn−2 we deduce that
Σkn−2 ≤ −
(
x2 − (k − 12)2
)−1 ·Πn = −Σkn−1.
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The case n odd follows exactly the same lines (up to obvious modifications) and hence we
omit it.
Now, the following lemma give us the non-negativity of the sum of the third and fourth
addend in the definition of C.
Lemma 2.3. Let n ∈ N with n ≥ 2. Then, for all x ∈ (−12 , 12) we have:
8
(
Π2n −Π2n,0
)
Π2nΣn−1Σn−3 − 16
(
Π2n −Π2n,0
)
Π2nΣ
2
n−2 ≥ 0. (2.14)
Proof. In fact, similarly as before, we start by reducing the problem to an easier one. First
of all notice that, for all n ∈ N with n ≥ 2 and all x ∈ (−12 , 12), we have(
Π2n −Π2n,0)Π2n ≤ 0.
Then, it follows that inequality (2.14) is equivalent to prove that, for all n ∈ N with n ≥ 2
and all x ∈ (−12 , 12) it holds:
2Σ2n−2 ≥ Σn−1Σn−3. (2.15)
In this case, we shall not split the analysis into two different cases (comparing separately one
factor from the left-hand side with another one from the right-hand side and then multiplying
both inequalities). Instead, in this case it is easier to consider both factors at the same time.
First of all, we rewrite both sides of (2.15) as:
Σ2n−2 = Π
2
n ·
n−1∑
k=1
n−1∑
j=1
n∑
i=j+1
n∑
`=k+1
pik,j,i` and Σn−1Σn−3 = Π2n ·
n∑
k=1
n−2∑
j=1
n−1∑
i=j+1
n∑
`=i+1
pik,j,i,`,
where,
pik,j,i,` :=
(
x2 − (k − 12)2
)−1(
x2 − (j − 12)2
)−1(
x2 − (i− 12)2
)−1(
x2 − (`− 12)2
)−1
.
Similarly as before, we shall compare each addend in the right-hand side of (2.15) to a
corresponding (properly chosen) addend in the left-hand side. The idea of the proof is to
show that each quadruple in the list defined by all possible combinations (k, j, i, `) associated
to the four sums in the right-hand side can be mapped to a proper permutation of itself,
so that the resulting pair (σ(k), σ(j), σ(i), σ(`)) belongs to the list of possible combinations
associated to the four sums in the left-hand side. Of course, the main difficulty in doing this
is that both lists are not equivalent, and it is actually not possible to simply map them by
using the identity map. However, by taking advantage of the factor 2 in (2.15), together with
the fact that all terms in both sides are non-negative10 for all x ∈ (−12 , 12), we shall show that
it is possible to map all of these elements from one list to the other one, where we shall use
each element in the left-hand side list at most two times. Notice that the desired inequality
follows once we prove that the previous procedure holds.
In fact, first of all notice that pik,j,i,` is invariant under permutations, that is, for any quadruple
(k, j, i, `) ∈ {1, ..., n}4 we have
pik,j,i,` = piσ(k),σ(j),σ(i),σ(`),
for any injective function σ : {k, j, i, `} → {k, j, i, `}. Now, we define ΓRHS and ΓLHS, the sets
of indexes of all possible combinations associated with each side of (2.15):
ΓRHS :=
{
(k, j, i, `) ∈ {1, ..., n}4 : k ≤ n− 1, j < i < `},
10Since each addend is composed by the multiplication of four simultaneously-non-positive factors.
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ΓLHS :=
{
(k, j, i, `) ∈ {1, ..., n}4 : k < `, j < i}.
We remark we have excluded the case k = n in the definition of ΓRHS. The reason behind
this is to be able to match (as a first case) both lists more easily (since k = n is not allowed in
the left-hand side of (2.15)). We shall address this exceptional case at the end of the proof.
In this sense, one important (yet trivial) observation is that, the cardinality of the set of all
possible combinations associated to each side is given by∣∣ΓLHS∣∣ = n2(n2 − 1)
4
, and
∣∣Γ+nRHS∣∣ = n2(n2 − 3n+ 2)6 ,
where Γ+nRHS :=
{
(k, j, i, `) ∈ {1, ..., n}4 : j < i < `}. Additionally, for all n ≥ 2, we have
|ΓLHS| ≥ |Γ+nRHS|. Said that, as remarked before, we shall split the set of indexes given by the
right-hand side and map them into the set of indexes appearing in the left-hand side. Having
all of this in mind, we split the analysis into three main steps.
Case j ≥ k − 1: In this case, by the definition of both sets ΓRHS and ΓLHS we trivially have
that:
if (k, j, i, `) ∈ ΓRHS, then (k, j, i, `) ∈ ΓLHS.
In fact, it is enough to notice that, if (k, j, i, `) ∈ ΓRHS, then, by the definition of ΓRHS it
follows
` ≥ i+ 1 ≥ j + 2 ≥ k + 1,
where we have used the fact that j ≥ k− 1 to obtain the latter inequality. Hence, we deduce
that, in this case, it is enough to map (k, j, i, `) to itself.
Case k ≥ j + 2: Let us consider any quadruple (k, j, i, `) ∈ ΓRHS with k ≥ j + 2. We split
the analysis into three different sub-cases.
• Case ` ≥ k + 1. Again, since ` ≥ k + 1, by definition of ΓLHS it immediately follows
that
(k, j, i, `) ∈ ΓLHS.
• Case ` = k. In this case we permute the coordinates in the following way:
(k, j, i, k) 7→ (k˜, j˜, i˜, ˜`) where k˜ = j, j˜ = i, i˜ = k, ˜`= k.
With these definitions it is not hard to see that (k˜, j˜, i˜, ˜`) ∈ ΓLHS. In fact, it is enough
to notice that, on the one hand, by definition of ΓRHS we have ` ≥ i+ 1 ≥ j+ 2, while
on the other hand, by hypothesis ` = k. Then, it follows that
k = ˜`≥ k˜ + 2 = j + 2 and k = i˜ ≥ j˜ + 1 = i+ 1.
We point out that this quadruple (k˜, j˜, i˜, ˜`) has already been used in the first case
“j ≥ k − 1”. However, notice that, since n − 1 ≥ k = ˜`, in the present situation we
never reach a quadruple of the form (·, ·, ·, n). This fact shall be important at the end
of the proof.
• Case ` ≤ k−1. First of all notice that, if ` ≤ k−1 and (k, j, i, `) ∈ ΓRHS, it transpires
that k ≥ j + 3. Consequently, in this case we permute the first and last entry of the
quadruple:
(k, j, i, `) 7→ (k˜, j, i, ˜`) where k˜ = ` and ˜`= k.
Thus, with these definitions we obtain that ˜`≥ k˜+1, and therefore, (k˜, j, i, ˜`) ∈ ΓLHS.
Moreover, due to the fact that ` ≥ j + 2, we infer that k˜ ≥ j + 2, and hence this
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quadruple has already been used in the first sub-case of the present case, that is,
“k ≥ j + 2, sub case ` ≥ k + 1”. Of course, as remarked before, we have
pik,j,i,` = pik˜,j,i,˜`.
Finally, by the same reason as in the previous case, in the present situation we never
reach any quadruple of the form (·, ·, ·, n).
Case k = n: By the previous procedure we have used (at most) two times many of the
quadruples on the list associated to the left-hand side. However, notice that we have used
at most once any quadruple of the form (·, ·, ·, n). Now, if (k, j, i, `) ∈ ΓRHS, then j < n and
i < `. Thus, in this case, by taking advantage of the factor 2 in (2.15) again, we map
(n, j, i, `) 7→ (j, i, `, n) ∈ ΓLHS.
Therefore, we have mapped each addend of the right-hand side of (2.15), to the “same addend”
(numerically they are the same due to the invariance under permutations of pik,j,i,`) appearing
in the left-hand side, where we are repeating each addend in the left-hand side at most two
times. Finally, notice that, any other addends in the left-hand side that has not been used is
non-negative. Hence, gathering all the previous analysis we conclude 2Σ2n−2 ≥ Σn−1Σn−3.
Now, before going further and for the sake of simplicity, let us prove the following inequality
which shall be useful to treat the remaining addends in Vn.
Lemma 2.4. Let n ∈ N with n ≥ 2. For all x ∈ (−12 , 12) it holds:
−(Π2n −Π2n,0) ≥ 2x2Π2n,0
n∑
k=1
(
k − 12
)−2
(2.16)
− x4Π2n,0
 n∑
k=1
(
k − 12
)−4
+ 4
n−1∑
k=1
n∑
j=k+1
(
k − 12
)−2(
j − 12
)−2 .
Proof. Intuitively, the right-hand side of (2.16) corresponds to the first two terms in the
expansion of the left-hand side. Moreover, it is not difficult to see (by using the fact that
x ∈ (−12 , 12)) that the right-hand side in (2.16) is always non-negative. Now, for the sake of
clarity let us start by proving inequality (2.16) for the case n = 2. In fact, in this case the
left-hand side becomes
−(Π22 −Π22,0) = −x8 + 5x6 − 598 x4 + 4516x2.
On the other hand, when n = 2 both terms in the right-hand can be simply computed as:
2x2Π22,0
2∑
k=1
(
k − 12
)−2
= 4516x
2,
and
−x4Π22,0
2∑
k=1
(
k − 12
)−4 − x4Π22,0 1∑
k=1
2∑
j=2
(
k − 12
)−2(
j − 12
)−2
= −598 x4.
Therefore, by noticing that −x8 + 5x6 ≥ 0 for all x ∈ (−12 , 12) we conclude the case n = 2.
For the general case, after trivial rearrangements, we can rewrite inequality (2.16) as:
Π2n,0 − 2x2Π2n,0
n∑
k=1
(
k − 12
)−2
(2.17)
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+ x4Π2n,0
 n∑
k=1
(
k − 12
)−4
+ 4
n−1∑
k=1
n∑
j=k+1
(
k − 12
)−2(
j − 12
)−2 ≥ Π2n
Since we have already proved the case n = 2, from now on we shall assume that n ≥ 3. Hence,
it is enough to prove (2.17). In order to do that, we express Π2n as:
Π2n = a
2
0 − a21x2 + a22x4 ∓ ...+ a22nx4n. (2.18)
By explicit computations it is not difficult to check that, for any n ∈ N with n ≥ 3 we have
a20 = Π
2
n,0, a
2
1 = 2Π
2
n,0
n∑
k=1
(
k − 12
)−2
,
a22 = Π
2
n,0
 n∑
k=1
(
k − 12)−4 + 4
n−1∑
k=1
n∑
j=k+1
(
k − 12
)−2(
j − 12
)−2 .
Therefore, by plugging these identities into (2.17), and after direct cancellations we deduce
that the problem is equivalent to prove:
0 ≥ −a23x6 + a24x8 ∓ ....+ a22nx4n =: g(x),
where a23, ..., a
2
2n are the coefficients appearing in (2.18). Now, we group the addends in the
definition of g(x) into pairs of “easier” addends as:
g(x) = (−a23x6 + a24x8) + (−a25x10 + a26x12) + ...+ (−a22n−1x4n−1 + a22nx4n).
Now, we claim that for all m ∈ {2, ..., n} the following holds:
4a22m−1 ≥ a22m. (2.19)
Notice that, if we assume that the claim is true for the moment, then, gathering the latter
inequality together with the fact that x ∈ (−12 , 12) we would infer that, for all m ∈ {2, ..., n},
0 ≥ −a22m−1x4m−2 + a2mx4m = x4m−2(−a22m−1 + a2mx2) for all x ∈ (−12 , 12).
Clearly this would conclude the proof of inequality (2.17), and hence the proof of the lemma.
Now, for the sake of clarity let us start by explicitly writing the first two cases (a3 and a4).
In fact, by explicit computations we have:
a23 = 2Π
2
n,0
n∑
i1=1
n∑
i2=1
i2 6=i1
(
i1 − 12
)−4(
i2 − 12
)−2
+ 8Π2n,0
n−2∑
i1=1
n−1∑
i2=i1+1
n∑
i3=i2+1
(
i1 − 12
)−2(
i2 − 12
)−2(
i3 − 12
)−2
,
a24 = Π
2
n,0
n−1∑
i1=1
n∑
i2=i1+1
(
i1 − 12
)−4(
i2 − 12
)−4
+ 4Π2n,0
n∑
i1=1
n∑
i2=1
i2 6=i1
n∑
i3=i2+1
i3 6=i1
(
i1 − 12
)−4(
i2 − 12
)−2(
i3 − 12
)−2
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+ 16Π2n,0
n−3∑
i1=1
n−2∑
i2=i1+1
n−1∑
i3=i2+1
n∑
i4=i3+1
(
i1 − 12
)−2(
i2 − 12
)−2(
i3 − 12
)−2(
i4 − 12
)−2
.
Now, for the general case we distinguish two different cases, each of which is simultaneously
composed by two different sub-cases (a2m−1 and a2m). The main difference between these
inner sub-cases comes from the fact that 2m− 1 is always odd and 2m always even.
Case m ≤ n: By basic combinatorial arguments it is not difficult to see that a2m−1 can be
explicitly written as the sum of m different type of terms. In fact, in order to do that let us
start by describing the set of indexes that define each of these terms. Indeed, for k = 1, ...,m
we define the sets Γ2m−11 , ...,Γ
2m−1
m as:
Γ2m−1k :=
{
(i1, ..., im+k−1) ∈ Nm+k−1 : 1 ≤ i1 < ... < im−k ≤ n,
1 ≤ im−k+1 < ... < im+k−1 ≤ n, im−k+1, ..., im+k−1 /∈ {i1, ..., im−k}
}
.
In other words, each Γmk is composed by two different types of indexes. First we have (m−k)-
indexes which are internally ordered. Then, we have the remaining (2k − 1)-indexes which
are simultaneously internally ordered (and they never coincide). Intuitively, the first (m −
k) indexes shall be associated to the factors with power −4 in the sums below, while the
remaining (2k − 1) indexes shall be associated to the factors with power −2. Then, taking
advantage of the definition of Γ2m−1k we can write a2m−1 as
11:
a2m−1 = Π2n,0
m∑
k=1
22j−1
∑
(i1,...,im+k−1)∈Γ2m−1k
(
i1 − 12
)−4
...
(
im−k − 12
)−4×
× (im−k+1 − 12)−2... (im+k−1 − 12)−2. (2.20)
A few words to clarify the limit cases: Notice that, when k = m, the inner sum is composed
only by terms with power −2, while in the case k = 1 there is only one factor with power −2
(exactly as in the definition of the sets Γmm and Γ
m
1 respectively).
Now for a2m, it is not difficult to see that a2m can be expressed as the sum of m+ 1 different
types of terms. Similarly as before, we start by describing the set of indexes for each of these
sums. In fact, for k = 0, ...,m we define the sets Γ2m0 , ...,Γ
2m
m as:
Γ2mk :=
{
(i1, ..., im+k) ∈ Nm+k : 1 ≤ i1 < ... < im−k ≤ n,
1 ≤ im−k+1 < ... < im+k ≤ n, im−k+1, ..., im+k /∈ {i1, ..., im−k}
}
.
We emphasize that in this case k starts at k = 0 (in contrast with the previous case). Of
course, in the present case as well as in the previous one above, whenever a set of indexes
becomes empty, then the corresponding constraint does not exist. For example, in the latter
definition, when k = 0, the inequality
1 ≤ im−k+1 < ... < im+k ≤ n,
11This can be seen as having two different copies of a list of n elements. If we choose 2m− 1 elements out
of the “extended list” of 2n elements, each element can be chosen in two different ways. The m different types
of terms (and the motivation for defining these Γ2m−1k ) are associated to the number of repeated elements we
choose.
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always holds (it is vacuously true since im−k+1 does not exists). Then, by taking advantage
of the definition of Γ2mk , we can express a2m as:
a2m := Π
2
n,0
m∑
k=0
22k
∑
(i1,...,im+k)∈Γ2mk
(
i1 − 12
)−4
...
(
im−k − 12
)−4×
× (im−k+1 − 12)−2... (im+k − 12)−2. (2.21)
Finally, it is not too difficult to prove (2.19) by using the previous expressions and by recalling
the following standard (but useful) identities:
∞∑
i=2
(
i− 12
)−2
= pi
2−8
2 < 1 and
∞∑
i=2
(
i− 12
)−4
= pi
4−96
6 < 1. (2.22)
In fact, having all of the previous identities and definitions at hand, the idea is to notice
that, except for the case i = 1, all factors (i − 12)−1 are smaller than 1. Even more, as the
previous identities show, their square and fourth-power are summable, and their sums are
smaller than 1. That motivates us to compare the sums over the set Γ2m−1k with respect to
the one associated to Γ2mk . We point out that, for each k = 1, ...,m (we skip the case k = 0 for
the moment), the vectors in Γ2mk have exactly one more coordinate than the ones in Γ
2m−1
k .
Then, if im+k−1 6= n, for any (i1, ..., im+k−1) ∈ Γ2m−1k we define the restriction set
Γ2mk [i1, ..., im+k−1] :=
{
(j1, ..., jm+k) ∈ Nm+k : j1 = i1, ..., jm+k−1 = im+k−1,
(j1, ..., jm+k) ∈ Γ2mk
}
.
Then, by using (2.22) it immediately follows that(
i1 − 12
)−4
...
(
im−k − 12
)−4(
im−k+1 − 12
)−2
...
(
im+k−1 − 12
)−2 ≥ (2.23)
≥
∑
(j1,...,jm+k)∈Γ2mk [i1,...,im+k−1]
(
j1 − 12
)−4
...
(
jm−k − 12
)−4(
jm−k+1 − 12
)−2
...
(
jm+k − 12
)−2
Notice that, by gathering inequality (2.23) for all (i1, ..., im+k−1) ∈ Γ2m−1k with im+k−1 6= n
we obtain exactly the sum over Γ2km on the right-hand side. However, the resulting sum in the
left-hand side produced by the previous procedure is strictly smaller than the sum over all
possible indexes in Γ2m−1m since we have never used any index with im+k−1 = n. Finally, notice
that for fixed k ∈ {1, ...,m}, the corresponding sum over Γ2mk in the definition of a2m (see
(2.21) above) has an extra 2 factor (extra with respect to the same term in a2m−1, see (2.20)
above). Therefore, taking into account this extra multiplicative factor 2 on the right-hand
side, the analysis above ensure us that
2a2m−1 ≥ Π2n,0
m∑
k=1
22k
∑
(i1,...,im+k)∈Γ2mk
(
i1 − 12
)−4
...
(
im−k − 12
)−4×
× (im−k+1 − 12)−2... (im+k − 12)−2.
Finally, we shall use the remaining 2a2m−1 in the left-hand side of (2.19) to bound the sum
associated to Γ2m0 . In fact, it is easy to see from the definitions of Γ
2m
i that Γ
2m
0 ⊆ Γ2m−11 .
Then, for any (i1, ..., im) ∈ Γ2m0 , since the last entry always satisfies (im − 12)−1 < 1, we infer(
i1 − 12
)−4
...
(
im−1 − 12
)−4(
im − 12
)−2 ≥ (i1 − 12)−4...(im − 12)−4. (2.24)
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Gathering inequality (2.24) associated to all possible (i1, ..., im) ∈ Γ2m0 we obtain that
2a2m−1 ≥ Π2n,0
∑
(i1,...,im)∈Γ2m0
(
i1 − 12
)−4
...
(
im − 12
)−4
,
and therefore 4a22m−1 ≥ a22m, which finish the proof of the lemma for the case m ≤ n. The
case m > n follows exactly the same lines (up to obvious modifications) and hence we omit
it.
With this lemma at hand we are able to handle the remaining terms in Vn, that is, the sum
of A with the first addends in B and C. We recall that, in the definition of Vn, the factors
A, B and C are multiplied by x0, x2 and x4 respectively. Notice that the next proposition
concludes the of the non-negativity of Vn in (−12 , 12).
Proposition 2.5. Let n ∈ N with n ≥ 2. For all x ∈ (−12 , 12) it holds:
−(Π2n −Π2n,0)Π2nΣ2n−1 + 2x2Π2n,0ΠnΣ3n−1 + 4x4Π2n,0Σ4n−1 ≥ 0. (2.25)
Proof. In fact, first of all, by factorizing by Σ2n−1 we infer that inequality (2.15) is equivalent
to proving that, for all x ∈ (−12 , 12) the following holds:
H := −(Π2n −Π2n,0)Π2n + 2x2Π2n,0ΠnΣn−1 + 4x4Π2n,0Σ2n−1 ≥ 0. (2.26)
On the other hand, notice that by using inequality (2.16) we have
H(x) ≥ x2Π2n,0
(
2Π2n
n∑
k=1
(
k − 12
)−2
+ 2ΠnΣn−1 + 4x2Σ2n−1 − x2Π2n
n∑
k=1
(
k − 12
)−4
− 4x2Π2n
n−1∑
k=1
n∑
j=k+1
(
k − 12
)−2(
j − 12
)−2)
= x2Π2n,0Π
2
n
n∑
k=1
(
2
(
k − 12)−2 − 2
(
(k − 12)2 − x2
)−1 − x2(k − 12)−4
+ 4x2
(
(k − 12)2 − x2
)−1 n∑
j=1
(
(j − 12)2 − x2
)−1
− 4x2(k − 12)−2 n∑
j=k+1
(
j − 12
)−2)
=: x2Π2n,0Π
2
n
n∑
k=1
∆k,
where the last sum before the last equality (the one indexed by j = k + 1, ..., n) must to be
understood as zero when k = n. Then, in order to conclude inequality (2.26) it is enough to
show that ∆k(x) ≥ 0 for all k ∈ {1, ...n} and all x ∈ (−12 , 12). In fact, first of all, recalling the
first inequality in (2.22) we deduce that, for all n ∈ N with n ≥ 2, and any k ∈ {1, ..., n},
−
n∑
j=k+1
(
j − 12
)−2 ≥ − ∞∑
j=2
(
j − 12
)−2
> −1 and
n∑
j=1
(
j − 12
)−2 ≥ 4,
where the latter inequality simply follows by noticing that, when j = 1, the first factor in the
sum above (j − 12)−2 = 4. Thus, by plugging the last two inequalities into the definition of
∆k, it follows
∆k ≥ 2
(
k − 12)−2 − 2
(
(k − 12)2 − x2
)−1 − x2(k − 12)−4
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+ 16x2
(
(k − 12)2 − x2
)−1 − 4x2(k − 12)−2 =: ∆˜k.
Then, since ∆˜k(x) is even and ∆˜k(0) = 0, we infer that, to prove the non-negativity of each
∆k, it is enough to prove that
d
dx∆˜k(x) ≥ 0 for all x ∈ (0, 12) and all k ∈ {1, ..., n}. In fact,
first of all, for the sake of simplicity let us start by re-writing ∆˜k as
∆˜k := 2
(
k − 12)−2 + 2(8x2 − 1)
(
(k − 12)2 − x2
)−1 − x2(k − 12)−2(4 + (k − 12)−2).
Then, by direct computations we get:
d
dx
∆˜k(x) =
4x
(
8(k − 12)2 − 1
)(
(k − 12)2 − x2
)2 − 2x
(
4(k − 12)2 + 1
)(
k − 12)4
=:
A
B
− C
D
.
Notice that A, B, C, D ≥ 0 for x ∈ (0, 12). Hence, it is enough to prove that
A ≥ C and B−1 ≥ D−1.
We point out that inequality B−1 ≥ D−1 follows directly. In fact, recalling that x ∈ (−12 , 12),
we deduce
1
B
=
1(
(k − 12)2 − x2
)2 ≥ 1(k − 12)4 = 1D .
Then, it only remains to prove that A ≥ C. In fact, by direct computations it immediately
follows that, for x ∈ (0, 12) and k ∈ {1, ..., n}, we have
A− C = 6x(4(k − 12)2 − 1) = 24kx(k − 1) ≥ 0.
Therefore, ddx∆˜k(x) ≥ 0 for all x ∈ (0, 12) and all k ∈ {1, ..., n}, which concludes the proof.
End of the proof of Theorem 2.1. We start by pointing out that, by gathering Lemma 2.2 and
2.3 together with Proposition 2.5, we conclude that, for all x ∈ (−12 , 12) it holds:
− d
2
dx2
Vn(x)− Vn(0)
(V ′n(x))2
=
3V ′′n
(
(V ′n)2 − 2(Vn − Vn(0))V ′′n
)
+ 2(Vn − Vn(0))V ′nV ′′′n
(V ′n)4
≥ 0.
Additionally, it is not difficult to see from the inequalities above that, whenever x 6= 0, the
latter inequality holds strictly12. However, due to the factor (V ′n)4, the latter quantity might
have a singularity at x = 0. Thus, it only remains to prove that, when x goes to zero, the
latter quantity is well-defined and strictly positive. Notice that this shall conclude the proof
of the theorem by applying the main result in [9]. Indeed, let us start by pointing out that,
from the explicit formula of V ′n in (2.8), we infer that (V ′n)4 = o(x4). Then, we must first prove
that Vn is also o(x4). In order to do this, we start by recalling that 196Vn = A+Bx2 +Cx4,
where A, B and C are given by:
A := −(Π2n −Π2n,0)Π2nΣ2n−1,
B := 2Π2n,0ΠnΣ
3
n−1 − 4(Π2n −Π2n,0)Π2nΣn−1Σn−2,
C := 4Π2n,0Σ
4
n−1 + 8Π
2
n,0ΠnΣ
2
n−1Σn−2 + 8(Π
2
n −Π2n,0)Π2nΣn−1Σn−3
− 16(Π2n −Π2n,0)Π2nΣ2n−2.
12It is enough to notice that, for example, some of the previous lemmas are proven by showing that certain
even function f(x) satisfies f(0) = 0 with f ′(x) > 0 for x ∈ (0, 1
2
).
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Hence, in the sequel we seek to prove that limx→0 1x4Vn(x) exists and is strictly positive. We
split the analysis into two steps. First, we intend to prove that
lim
x→0
1
x2
(
A+ 2x2Π2n,0ΠnΣ
3
n−1
)
= 0. (2.27)
It is worth noticing that, the latter limit ensures us that the quantity inside the parenthesis
in (2.27) behaves (at least) as x4 near zero. In fact, first of all, recall that in the proof of
(2.16) we have already shown that
−(Π2n −Π2n,0) = 2x2Π2n,0
n∑
k=1
(
k − 12
)−2
− x4Π2n,0
 n∑
k=1
(
k − 12
)−4
+ 4
n−1∑
k=1
n∑
j=k+1
(
k − 12
)−2(
j − 12
)−2+ o(x6)
=: Θ2(x) + Θ4(x) + o(x
6), (2.28)
where Θ2(x) and Θ4(x) denote the terms of order x
2 and x4 respectively. Then, we gather
the term in A associated with Θ2 with the first term appearing in B. Specifically, we group
Θ2Π
2
nΣ
2
n−1 + 2x
2Π2n,0ΠnΣ
3
n−1 = 2x
2Π2n,0ΠnΣ
2
n−1
(
Πn
n∑
k=1
(
k − 12
)−2
+ Σn−1
)
. (2.29)
Then, it is enough to notice the following trivial identities:
lim
x→0
Πn = (−1)nΠn,0 and lim
x→0
Σn−1 = (−1)n−1Πn,0
n∑
k=1
(
k − 12
)−2
. (2.30)
By plugging the last two identities into the parenthesis in (2.29) we conclude the proof of
(2.27). In particular, we infer that Θ2Π
2
nΣ
2
n−1 + 2x2Π2n,0ΠnΣ3n−1 = o(x4). Similarly, now we
gather the last term in B with the second one in C. Specifically, we group (recall that the
terms associated to C in Vn have an extra x2 with respect to the ones in B):
−4(Π2n −Π2n,0)Π2nΣn−1Σn−2 + 8x2Π2n,0ΠnΣ2n−1Σn−2. (2.31)
However, by using the second identity in (2.30) and (2.28) again, it is easy to see that
lim
x→0
1
x2
(
4(Π2n −Π2n,0)Π2nΣn−1Σn−2 − 8x2Π2n,0ΠnΣ2n−1Σn−2
)
= 0.
Hence, due to the extra x2 factor, the terms appearing in Vn associated to (2.31) are of
order o(x6). It is worth to notice that, except for the first term in C, all the remaining terms
appearing in Vn that we have not treated so far are of order o(x6). Consequently, the problem
is reduced to study the following limit:
lim
x→0
1
x4
(
(Θ2 + Θ4)Π
2
nΣ
2
n−1 + 2x
2Π2n,0ΠnΣ
3
n−1 + 4x
4Π2n,0Σ
4
n−1
)
.
For the sake of simplicity let us start by some direct computations. In fact, on the one-hand
we have:
Πn = â0 + â1x
2 + o(x4), where â1 = Σn−1(0),
Σn−1 = a˜0 + a˜1x2 + o(x4), where a˜1 = 2Σn−2(0).
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Thus, gathering (2.29) with the last identities we infer
lim
x→0
1
x4
(
Θ2Π
2
nΣ
2
n−1 + 2x
2Π2n,0ΠnΣ
3
n−1
)
=
= 2(−1)nΠ3n,0Σ2n−1(0)
(
Σn−1(0)
n∑
k=1
(
k − 12
)−2
+ 2Σn−2(0)
)
. (2.32)
On the other hand, by taking limit directly in the definition of Θ4(x) we obtain
lim
x→0
1
x4
Θ4(x)Π
2
nΣ
2
n−1 = −Π4n,0Σ2n−1(0)
 n∑
k=1
(
k − 12
)−4
+ 4
n−1∑
k=1
n∑
j=k+1
(
k − 12
)−2(
j − 12
)−2 .
Finally, we gather the previous terms, that is, we gather the parenthesis in (2.32) with the
terms associated with the latter limit and the first term associated with C(x). More specifi-
cally, we group
(Θ2 + Θ4)Π
2
nΣ
2
n−1 + 2x
2Π2n,0ΠnΣ
3
n−1 + 4x
4Π2n,0Σ
4
n−1.
By using the last two limits, identity (2.30) once again, and then performing some direct
cancellations we obtain
lim
x→0
1
x4
(
(Θ2 + Θ4)Π
2
nΣ
2
n−1 + 2x
2Π2n,0ΠnΣ
3
n−1 + 4x
4Π2n,0Σ
4
n−1
)
=
= Π4n,0Σ
2
n−1(0)
n∑
k=1
(
k − 12
)−4
+ 4(−1)nΠ3n,0Σ2n−1(0)Σn−2(0).
Finally, since (−1)nΣn−2(0) > 0, we conclude the proof of the theorem.
3. Spectral analysis
In this section, we use the monotonicity of the period map L with respect to the energy
level β to analyze the spectrum of the linearized operator associated with the traveling wave
obtained in the previous section. From now on, with no loss of generality and in addition to
the hypothesis in Theorem 2.1, we shall assume 0 ≤ c < 1.
3.1. Spectrum of the scalar linearized operator. Our goal now is to study the spectral
information associated to the scalar linear operator Lc. Let us start by recalling that the odd
traveling wave solution constructed in the last section satisfies
−ωφ′′c + V ′n (φc) = 0, (3.1)
where ω = 1− c2. Then, the linearized operator Lc around φc is given by:
Lc := −ω∂2x + V ′′n (φc) . (3.2)
It is worth noticing that Lc can be regarded as a bounded self-adjoint operator defined on
L2 (TL) with domain H2 (TL). According to Oscillation Theorem, see Magnus-Winkler [34],
the spectrum of Lc is formed by a sequence of real numbers, bounded from below and going
to +∞ as m goes to +∞. More specifically, we can list the eigenvalues of Lc as
σ0 < σ1 ≤ σ2 < σ3 ≤ σ4 < · · · < σ2m−1 ≤ σ2m < · · · .
Moreover, the spectrum of Lc is also characterized by the number of zeros of the corresponding
eigenfunctions. Then, in order to analyze the (in)stability problem of traveling wave solutions,
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it is helpful to start studying the spectrum of Lc in more details. We start by recalling two
results of Floquet theory that shall be useful in the sequel.
Theorem 3.1 ([39], Theorem 2.2). Let p(x) be any L-periodic solution of Lcy = 0. Consider
any other linearly independent solution y(x) such that the Wronskian W (p, y) satisfies
W (p, y) := det
(
p y
px yx
)
= 1.
Then, y(x+ L) = y(x) + θp(x) for some constant only depending on y. In particular y(x) is
L-periodic if and only if θ = 0.
Remark 3.1. We point out that the constant θ can be explicitly computed (see [39]).
Theorem 3.2 ([39], Theorem 3.1). Consider any eigenvalue σk of Lc with k ≥ 1, and its
associated eigenfunction p˜(x). Let θ be the constant given in Theorem 3.1 associated to the
operator L˜ := (Lc − σk) and p(x) = p˜(x). Then, σk is a simple eigenvalue of Lc if and only
if θ 6= 0. Furthermore, if p(x) has 2m-zeros in [0, L), then the following holds:
{if θ < 0, then σk = σ2m−1} and {if θ > 0, then σk = σ2m}.
It is worthwhile to notice that, by differentiating the equation (3.1), we infer that φ′c belongs to
ker(Lc), and hence zero is an eigenvalue of Lc. Next we apply both theorems above to analyze
the 0 eigenvalue of Lc. By Theorem 3.1, for any solution to Lcy = 0 linearly independent to
φ′c satisfying W (φ′c, y) = 1, one has
y (x+ L) = y (x) + θφ′c (x) , (3.3)
for some constant θ only depending on y. Moreover, it is not difficult to see13 that φ′c(x) has
exactly two zeros [0, L). Thus, by applying the Oscillation Theorem, we know that 0 is either
σ1 or σ2. To obtain more precise information of the eigenvalue 0, by Theorem 3.2, we need
to know θ. The next lemma connects θ and ∂∂βL computed from Theorem 2.1.
Lemma 3.3. Under our current hypothesis, we have the following relation between dLdβ from
Theorem 2.1 and θ from (3.3):
θ = −∂L
∂β
.
Proof. Our proof follows a similar spirit to that given in [11]. However, notice that this latter
one contains some typos that must to be corrected (see Section 6 for further details). In fact,
let us start by defining µ to be the unique solution to the problem{
−ωµ′′ + V ′′n (φc)µ = 0
µ(0) = 0, µ′(0) = 1φ′c(0) .
Notice that by the definition of µ it immediately follows that W (φ′c, µ) = 1. Then by Theorem
3.1, there is a constant θ, only depending on µ, such that
µ(x+ L) = µ(x) + θφ′c(x).
Therefore, by evaluating the latter identity at x = 0, recalling that by construction µ(0) = 0,
we deduce that θ = (φ′c(0))−1µ(L). On the other hand, since φc is odd and periodic it follows
13From equation (3.1), the oddness of the solution and the fact that −(V (x)− V (0)) is strictly increasing
in (0, 1
2
), for example.
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that φc (0) = φc (L) = 0. Thus, by differentiating the latter identity at x = L with respect to
β, we deduce:
φ′c(L)
∂L
∂β
+
∂φc
∂β
(L) = 0 =⇒ ∂L
∂β
= − 1
φ′c(0)
∂φc
∂β
(L), (3.4)
where we have used the periodicity of the solution φ′c(0) = φ′c(L). Finally, in order to obtain
the relation between ∂βφc and µ, we start by recalling that, from Theorem 2.1 we know that
for L and c fixed, there exist a unique β(c) ∈ (0, E?) such that
1
2
φ2x(x)−
1
ω
(
Vn(φ(x))− Vn(0)
)
= β. (3.5)
Hence, by differentiating the latter equation with respect to β, and then differentiating the
resulting equation with respect to x we obtain
ωφ′′c∂βφ
′
c + ωφ
′
c∂βφ
′′
c − V ′′n (φc)φ′c∂βφc − V ′n (φc) ∂βφ′c
= ∂βφ
′
c
(
ωφ′′c − V ′n (φc)
)
+ φ′c
(
ω∂βφ
′′
c − V ′′n (φc) ∂βφc
)
= 0.
Now, on the one-hand, by differentiating equation (3.1) with respect to β we have
ω∂βφ
′′
c − V ′′n (φc) ∂βφc = 0. (3.6)
On the other hand, evaluating identity (3.5) at x = 0, recalling that due to the oddness of
the solution φc(0) = 0, we infer that:
∂βφc (0) = 0 and
1
2
φ2c,x (0) = β. (3.7)
Finally, differentiating the second identity in (3.7) with respect to β we infer that ∂βφc,x(0) =
(φ′c(0)
)−1
. Therefore, by gathering the latter identity with (3.6) and (3.7), we conclude that
∂βφc satisfies the same ODE as µ with the same initial data. By the uniqueness of the solution,
it follows that ∂βφc ≡ µ. Therefore, recalling that we have shown that θ = (φ′c(0))−1µ(L),
together with the second identity in (3.4), we conclude θ = −∂βL as desired.
By computations from Section 2, see Theorem 2.1, we know that θ = −∂βL < 0. Then as a
direct application of Theorem 3.2, we can conclude the following spectral information of Lc.
Proposition 3.4. Under the hypothesis of Theorem 2.1, the linear operator Lc given by (3.2)
above, defined on L2 (TL) with domain H2 (TL), defines a bounded self-adjoint operator with
exactly one negative eigenvalue, a simple eigenvalue at zero and the rest of its spectrum is
positive, discrete and bounded away from zero.
3.2. Spectrum of the matrix operator. Now we seek to use the previous spectral infor-
mation for the scalar operator Lc to conclude related spectral properties associated to the so
called linarized Hamiltonian. In fact, we start by pointing out that the equation solved by
the periodic traveling wave solution ~φc constructed in Section 2 can be re-written in terms of
the conserved functionals E and P as
E ′(~φc)+ cP ′(~φc) = 0,
where E ′ and P ′ are the Frechet derivatives of E and P in H1 (TL) × L2 (TL) respectively.
Then, the linearized Hamiltonian around ~φc is given by the matrix operator
~Lc := (E ′′ + cP ′′)
(
~φc
)
=
(−∂xx + V ′′n (φc) −c∂x
c∂x 1
)
. (3.8)
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It is worthwhile to notice that ~Lc can be regarded as a bounded self-adjoint operator defined
on
~Lc : H2 (TL)×H1 (TL) ⊂ L2 (TL)× L2 (TL)→ L2(TL).
Moreover, notice that with these definitions it immediately follows that ~φc,x belongs to the
kernel of ~Lc. On the other hand, the quadratic form Qc associated to the matrix operator
defined in (3.8) is given by:
Qc
(
ϕ1, ϕ2
)
:=
〈
~Lc(ϕ1, ϕ2), (ϕ1, ϕ2)
〉
=
ˆ
TL
(
ϕ21,x + V
′′
n (φc)ϕ
2
1 + 2cϕ1,xϕ2 + ϕ
2
2
)
dx
=
ˆ
TL
(
ωϕ21,x + V
′′
n (φc)ϕ
2
1
)
dx+
ˆ
TL
(
cϕ1,x + ϕ2
)2
dx. (3.9)
It is worth noticing that, from the first integral term on the latter identity we recognize the
scalar quadratic form
Qc(ϕ) := 〈Lcϕ,ϕ〉 = ω
ˆ
TL
ϕ2xdx+
ˆ
TL
V ′′n (φc)ϕ
2dx, (3.10)
which is the quadratic form associated to the linear operator Lc in (3.2). The following lemma
links the spectral information of Lc derived in the previous subsection with the one of ~Lc.
Lemma 3.5. Under the assumptions of Theorem 2.1, the operator ~Lc given in (3.8) defined
on L2 (TL)×L2 (TL) with domain H2 (TL)×H1 (TL) defines a bounded self-adjoint operator
with a unique negative eigenvalue. Furthermore, zero is the second eigenvalue, which is simple,
and the rest of the spectrum is discrete and bounded away from zero.
Proof. First, from Weyl’s essential spectral Theorem, it follows that the essential spectra of ~Lc
is empty. Besides, by compact self-adjoint operator theory, ~Lc has only point spectra. Next,
we need to check the signs of eigenvalues. Recall that by Proposition 3.4 we already know
that Lc has exactly one simple negative eigenvalue and that zero is also a simple eigenvalue
(with φ′c as its associated eigenfunction). Let σ0 be be the unique negative eigenvalue of Lc
with eigenfunction Y0 (notice that Y0 is even). Then, it immediately follow by the definition
of σ0 that
Qc
(
Y0,−cY ′0
)
= σ0
ˆ
TL
Y 20 dx+
ˆ
TL
(
cY ′0 − cY ′0
)2
dx = σ0
ˆ
TL
Y 20 dx < 0. (3.11)
In the same fashion as in the previous section, by using Oscillation Theory we know we can
list the eigenvalues of ~Lc as
σ˜0 < σ˜1 ≤ σ˜2 < σ˜3 ≤ σ˜4 < ... < σ˜2m−1 ≤ σ˜2m < ...
Then by the using min-max principle (see for example [42]) and (3.11), we infer that σ˜0 < 0.
Thus, in order to conclude it is enough to show that σ˜1 = 0 and σ˜2 > 0. In fact, for the sake
of simplicity let us denote by X = H1 (TL)×L2 (TL). Then, by the min-max principle again,
we know that σ˜1 satisfies the following characterization:
σ˜1 = max
(ψ1,ψ2)∈X
min
(ϕ1,ϕ2)∈X\{0}
(ϕ1,ϕ2)⊥(ψ1,ψ2)
〈 ~Lc(ϕ1, ϕ2), (ϕ1, ϕ2)〉
‖(ϕ1, ϕ2)‖2X
.
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Thus, by the Spectral Theorem, recalling the properties deduced in Property 3.4 it immedi-
ately follows that for any function ϕ ∈ H1(TL) it holds:
〈ϕ, Y0〉 = 0 =⇒ 〈Lcϕ,ϕ〉 ≥ 0.
Hence, by choosing ψ1 = Y0 and ψ2 = 0, by using the explicit form of Qc in (3.9) together
with the latter inequality, we infer that
σ˜1 ≥ min
(ϕ1,ϕ2)∈X\{0}
(ϕ1,ϕ2)⊥(Y0,0)
〈 ~Lc(ϕ1, ϕ2), (ϕ1, ϕ2)〉
‖(ϕ1, ϕ2)‖2X
≥ 0.
Therefore, recalling that
〈
~φc,x, Y0
〉
= 0 and ~φc,x ∈ ker
(
~Lc
)
, we conclude σ˜1 = 0. Finally, we
follow a similar approach to obtain the needed information about σ˜2. In fact, by using the
min-max principle once again, we can write σ˜2 as
σ˜2 = max
(ψ1,ψ2)∈X
(ψ3,ψ4)∈X
min
(ϕ1,ϕ2)∈X\{0}
(ϕ1,ϕ2)⊥(ψ1,ψ2)
(ϕ1,ϕ2)⊥(ψ3,ψ4)
〈 ~Lc(ϕ1, ϕ2), (ϕ1, ϕ2)〉
‖(ϕ1, ϕ2)‖2X
.
Thus, in the same fashion as before, by taking (ψ1, ψ2) = (Y0, 0) as well as (ψ3, ψ4) = (φ
′
c, 0),
as an application of the Spectral Theorem and Property 3.4 we infer that
σ˜2 = min
(ϕ1,ϕ2)∈X\{0}
ϕ1⊥Y0, ϕ1⊥φ′c
〈 ~Lc(ϕ1, ϕ2), (ϕ1, ϕ2)〉
‖(ϕ1, ϕ2)‖2X
> 0.
More precisely, we have used the the explicit form of Qc in (3.9), as well as the fact that
Qc(ϕ1, ϕ1) ≥ σ2 ‖ϕ1‖L2(TL) for any function ϕ1 ∈ H1(TL) satisfying ϕ1 ⊥ Y0 and ϕ1 ⊥ φ′c,
where σ2 is the third eigenvalue of Lc (which is positive by Proposition 3.4). Summarizing,
we have proven that λ0 < 0, λ1 = 0 were both eigenvalues are simple, and λ2 > 0, which
concludes the proof.
To finish this section, we consider the spectrum of ~Lc for the standing solution S(x) := φ0
restricted onto odd functional spaces.
Lemma 3.6. Under the assumptions of Theorem 2.1 the operator ~L with c = 0, that is ~L0,
defined in L2odd (TL)×L2odd (TL) with domain H2odd (TL)×H1odd (TL), defines as a bounded self-
adjoint operator with no negative eigenvalues and ker( ~L) = {(0, 0)} in L2odd (TL)×L2odd (TL).
Moreover, the rest of the spectrum is discrete and bounded away from zero.
Proof. First of all, notice that, since Y0 is associated to the smallest eigenvalue of Lc, it
immediately follows that Y0 is an even function regarded as a function in the whole line R.
On the other hand, we already know that S′ = φ′0 is even in R. Thus, none of these two
eigenfunctions can belong to H2odd. Therefore, gathering this information with Proposition
3.4 we infer that the spectra of Ls := L0 which is defined in L2odd(TL) with domain H2odd(TL)
is strictly positive. Hence, by the spectral theorem we deduce that, for all ϕ1 ∈ H1odd (TL), it
holds
〈Lsϕ1, ϕ1〉 ≥ σ ‖ϕ1‖L2(TL) , (3.12)
for some σ ≥ σ2 > 0. Then the same arguments as in the proof of Lemma 3.5 above, using
the min-max principle gives us the desired results for the matrix operator ~L.
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4. Orbital Stability of standing waves in the odd energy space
From now on, and for the rest of this section, we shall always assume that c = 0 and L > 0
arbitrary but satisfies the hypothesis of Theorem 2.1. Our goal here is to use the spectral
analysis carried out in the previous section to prove the orbital stability of standing solutions
under the additional hypothesis of global (in time) spatial oddness. In fact, one important
advantage in this case is given by the preservation of the spatial-oddness by the periodic flow
of the φ4n-equation. That is, if the initial data is (odd, odd), then so is the solution associated
to it for all times in the maximal existence interval. Then, recalling that the traveling wave
solution φc(x) constructed in Section 2 is odd, we obtain that if the initial perturbation
~ε0 = (ε0,1, ε0,2) = (odd, odd) and c = 0, then so is the solution associated to
(φ0,1, φ0,2) = (S, 0) + (ε0,1, ε0,2).
Thus, it is natural to study the time evolution of an initial odd perturbation of (S, 0) in
terms of the evolution of its perturbation ~ε(t). In other words, for all times we shall write
the solution as ~φ(t, x) = (S(x), 0) + ~ε(t, x). Additionally, by using equation (1.4) and Taylor
expansion we deduce that ~ε(t, x) satisfy the first-order system{
∂tε1 = ε2,
∂tε2 = −Lsε1 +O(ε21),
(4.1)
where Ls is the linearized operator around S, which is given by:
Ls = −∂2x + V ′′n (S).
Now, on the one-hand, from the spectral analysis developed in the previous section, we know
that there is only one negative eigenvalue associated with the operator Ls. Even more, we
recall that both, Y0 and S
′(x), are even functions (regarded as functions defined in the whole
line R). Moreover, it is not too difficult to see that periodic odd and even functions (where the
parity is regarded as functions defined in the whole line R) belonging to H1(TL) are orthogonal
in the corresponding H1(TL)-inner product. Thus, gathering all the analysis above we are in
position to establish the following lemma.
Lemma 4.1. Under the assumptions of Theorem 2.1 the following holds: There exists γ > 0
such that for any odd function υ ∈ H1odd(TL) we have
〈Lsυ, υ〉 ≥ γ‖υ‖2H1odd .
Proof. In fact, first of all notice that we already know that the desired inequality holds if
we change the H1 norm for the L2 in the right-hand side (see inequality (3.12)). Now, we
shall prove that by lowering the constant σ we can improve the latter inequality to put the
H1-norm in the right-hand side. In fact, by using the definition of Ls above, it immeditely
follows that
‖υx‖2L2(TL) = 〈Lsυ, υ〉 −
ˆ
TL
V ′′n
(
S(x)
)
υ2 dx. (4.2)
On the other hand, from the coercivity property given by Proposition (3.12) it follows that,
for any pair of positive numbers δ and η, and any odd periodic function υ ∈ H1odd(TL) we
have
δ ‖υx‖2L2(TL) + η ‖υ‖
2
L2(TL) . δ ‖υx‖
2
L2(TL) +
η
σ 〈Lsυ, υ〉
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.
(
δ + ησ
) 〈Lsυ, υ〉+ δCn‖υ‖2L2(TL),
where in latter inequality we have used identity (4.2) and Cn := supx∈TL |V ′′n (S(x))|. Then,
performing direct computations, reorganizing the latter inequality we conclude that
δ‖υx‖2L2(TL) + (η − δCn) ‖υ‖
2
L2(TL) .
(
δ +
η
σ
)
〈Lsυ, υ〉.
Choosing appropriate δ small enough and η sufficiently large so that η − δCn > 0, it follows
that there exists γ > 0 which depends Cn such that
〈Lsυ, υ〉 ≥ γ ‖υ‖2H1(TL) . (4.3)
The proof is complete.
As an important application of the latter lemma we are able to improve the coercivity of the
linearized Hamiltonian in (3.8) in the odd energy space to put the X-norm in the right-hand
side (exactly as in the previous lemma). In fact, let us start by recalling that, in this case
(c = 0), the matrix quadratic form is given by:〈
~L0(υ1, υ2), (υ1, υ2)
〉
=
ˆ
TL
(
υ21,x + V
′′
n (S)υ
2
1 + υ
2
2
)
dx.
Applying the coercivity (4.3) to the first part of the matrix quadratic form it immediately
follows that 〈
~L0(υ1, υ2), (υ1, υ2)
〉 ≥ γ ‖υ1‖2H1(TL) + ‖υ2‖2L2(TL) ,
which in particular implies that, for any odd (υ1, υ2) ∈ H1odd(TL) × L2odd(TL), one has the
desired coercivity 〈
~L0(υ1, υ2), (υ1, υ2)
〉 ≥ γ˜ ‖(υ1, υ2)‖2Xodd . (4.4)
With the information above we are in position to establish our orbital stability result.
Theorem 4.2. Consider n ∈ N arbitrary but fixed and let L > √2δn so that the hypothesis
of Theorem 2.1 holds with c = 0. The periodic standing wave solution ~S(x) = (S(x), 0) is
orbitally stable in the odd energy space Xodd under the periodic flow of the φ
4n-equation. More
precisely, there exists δ > 0 small enough such that for any initial data
~ε0 =
(
ε0,1, ε0,2
) ∈ H1odd (TL)× L2odd (TL) ,
satisfying
∥∥(ε0,1, ε0,2)∥∥Xodd ≤ δ the following holds: There exists a constant C > 0 such that
the solution to equation (4.1) associated to ~ε0 satisfies:
for all t ∈ R, ∥∥(ε1(t), ε2(t))∥∥Xodd ≤ Cδ.
Proof. In fact, by the smallness assumption of the initial data (ε0,1, ε0,2), it follows that∣∣E(~φ0)− E(~S)∣∣ . δ,
where E is the conserved energy functional defined in (1.5) with λn = 1. Then, for any t ∈ R,
explicitly computing the differences of the energies between (φ1, φ2) and (S, 0), we get
E(~φ)− E(~S) = 1
2
ˆ
TL
(
ε21,x + 2ε1,xS
′ + ε22,x + 2Vn
(
S + ε1
)− 2Vn(S))dx (4.5)
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For the last two terms inside the integral in the latter identity, by Taylor expansion we infer
Vn
(
S + ε1
)
= Vn(S) + V
′
n(S)ε1 +
1
2
V ′′n (S)ε
2
1 +O
(
ε31
)
.
Hence, integrating by parts applied to the second integrand of (4.5) and using the equation
solved by S, that is, replacing S′′ = −V ′n(S), we can write∣∣E(~φ)− E(~S)∣∣ = 1
2
ˆ
TL
(
ε21,x + ε
2
2 + V
′′
n (S) ε
2
1 +O
(
ε21
))
dx
& γn ‖(ε1, ε2)‖2Xodd + ‖ε1‖
3
H1(TL) &
∥∥(ε1, ε2)∥∥2Xodd .
where in the first inequality above we have used the coercivity property (4.4) and Sobolev
embedding. Therefore, due to the energy conservation we conclude that, for any t ∈ R the
following holds:∥∥(ε1(t), ε2(t))∥∥2Xodd . ∣∣E(~φ(t))− E(~S)∣∣ . ∣∣E(~φ0)− E(~S)∣∣ . δ.
The proof is complete.
5. Orbital instability of traveling waves in the whole space
In this section, we gather the spectral information of the linearized Hamiltonian given in
Lemma 3.5 and the general result of Grillakis-Shatah-Strauss in [17] to establish orbital in-
stability of traveling wave solutions ~φc (x− ct) under general perturbations in the energy
space. It is worthwhile to notice that in order to apply the main result in [17] we need to
analyze the sign of ddc‖φc,x‖2L2 . However, the fact that no explicit formula for the solution
~φc exists presents a hard obstacle to overcome. In order to surpass this difficulty, the mono-
tonicity of the period L with respect to β shall play a key role in our analysis. Finally, we
remark that, without loss of generality, from now on we shall assume always that c > 0.
Theorem 5.1. Consider n ∈ N and let L > 0 be arbitrary but fixed. Under the hypothesis of
Theorem 2.1, the traveling wave ~φc (x− ct) constructed in Section 2 is orbitally unstable in
the energy space H1 (TL)× L2 (TL) under the periodic flow of the φ4n-equation.
Proof. We recall that, by the standard Grillakis-Shatah-Strauss theory (see the main result
in [17]), we know that, once the existence of the smooth curve of traveling waves solutions
and the main spectral information of the linearized Hamiltonian around ~φc are established,
the (in)stablity problem is reduced to study the convexity/concavity of the scalar function
d(c) := E( ~φc)+ cP( ~φc).
In our current setting, the traveling wave ~φc is orbitally stable if and only if d(c) is strictly
convex and unstable if and only if d(c) is strictly concave. In other words, the orbital insta-
bility is equivalent to show that d′′(c) > 0. Moreover, recalling that ~φc is a critical point of
the action functional E + cP, we deduce that
d′(c) = −c
ˆ
TL
φ2c,x dx.
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Thus, in order to analyze the concavity/convexity of d(c) we differentiate the latter identity
with respect to c, from where we get
d′′(c) =
d
dc
(
−c
ˆ
TL
(φc,x)
2 dx
)
= −
ˆ
TL
(φc,x)
2 dx− c d
dc
ˆ
TL
(φc,x)
2 dx. (5.1)
Now, for the sake of simplicity, from now on we shall denote by ηc the derivative of the
solution with respect to the velocity c, that is, ηc :=
d
dcφc. We claim that the right-hand side
of (5.1) is strictly negative. Then, it suffices to analyze
−c d
dc
ˆ
TL
(φc,x)
2 dx = −2c
ˆ
TL
ηc,xφc,x dx. (5.2)
We intend to prove that the right-hand side of the latter equation is negative. In fact,
first of all let us recall that once L and c are fixed, the traveling wave solution satisfies the
Hamiltonian equation with energy β (see (2.5), (2.6)):
1
2
φ2x −
1
ω
(
Vn(φ)− Vn(0)
)
= β. (5.3)
Hence, by differentiating the latter equation with respect to the speed c we obtain
φ′cη
′
c −
2c
ω2
(Vn (φc)− Vn (0))− 1
ω
V ′n (φc) ηc =
d
dc
β.
Recalling that the traveling wave solution satisfies 1ωV
′
n (φc) = φ
′′
c , we can rewrite the latter
equation in the more convenient form as
φ′cη
′
c −
2c
ω2
(
Vn (φc)− Vn(0)
)− φ′′cηc = ddcβ.
Then, by integrating the latter equation over TL and performing some integration by parts
it follows
2
ˆ
TL
φ′cη
′
c dx = L
dβ
dc
+
2c
ω2
ˆ
TL
(
Vn(φc)− Vn(0)
)
dx.
Plugging identity (5.3) to the last term on the right-hand side above, we deduce
2
ˆ
TL
φ′cη
′
c dx =
(
d
dc
β − 2c
ω
β
)
L+
c
ω
ˆ
TL
φ2c,x dx. (5.4)
Therefore, it suffices to analyze the sign of the inner parenthesis ddcβ − 2cω β. To achieve this,
recalling the formula for the period in (2.7), we define
L =
√
2ω
ˆ x1
x0
dx√
ωβ−
(
Vn(x)−Vn(0)
) =: √2ωL˜. (5.5)
For the sake of simplicity, from now on we shall denote by β˜ := ωβ. Hence, as a direct
application of Theorem 2.1 we infer that d
dβ˜
L˜ > 0. Differentiating formula (5.5) with respect
c, recalling that the period L is fixed, we obtain
0 = −
√
2c√
ω
L˜+
√
2ω
dL˜
dβ˜
dβ˜
dc
. (5.6)
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On the other hand, it easily follows from the definition of β˜ that dβ˜dc = −2cβ + ω dβdc . Thus,
plugging this relation into (5.6) and recalling that dL˜/dβ˜ > 0 we infer
ω
√
2ω
dL˜
dβ˜
(
dβ
dc
− 2c
ω2
β
)
=
√
2c√
ω
L˜ =⇒ dβ
dc
− 2c
ω2
β > 0.
Finally, by plugging the latter inequality into (5.4) and recalling identity (5.2) we conclude14
d
dc
(
−c
ˆ
TL
(φc,x)
2 dx
)
≤ − 1
ω
ˆ
TL
(φc,x)
2 dx.
Therefore, d′′ (c) < 0, and hence, by using the main result in [17] we conclude that ~φc (x− ct)
is orbitally unstable in the energy space.
6. Extension of the main result in [11]
6.1. The Model. As mentioned in the introduction, as a by-product of our current analysis
we are able to extend the main result in [11] to general n ∈ N. In order to avoid misunder-
standings with our previous equation, from now on we shall denote the unknown by ϕ(t, x).
With this in mind, in the sequel we shall consider the following type of generalization of the
φ4-equation, that we shall call ϕ2n+2-equation:
∂2t ϕ− ∂2xϕ− ϕ+ ϕ2n+1 = 0. (6.1)
Before recalling the main results in [11], let us start by introducing some notations. To be
consistent with our analysis above, we rewrite equation (6.1) as
∂2t ϕ− ∂2xϕ+ V˜ ′n(ϕ) = 0, (6.2)
where in this setting the potential is given by
V˜n(x) := −x
2
2
+
x2n+2
2 (n+ 1)
. (6.3)
We point out that, in sharp contrast with model (1.1), the potential associated to in (6.3)
is not getting additional different minima as n increases, and hence, no more soliton sectors.
Instead, potential (6.3) has always (for all n ∈ N) exactly 3 real roots, which are located at
0, (n+ 1)1/2n, −(n+ 1)1/2n. Notice that 0 has always multiplicity 2, while both ±(n+ 1)1/2n
have multiplicity n2 if n is even and multiplicity n otherwise.
On the other hand, we can write equation (6.2) as a first order system for ~ϕ = (ϕ1, ϕ2) as{
∂tϕ1 = ϕ2,
∂tϕ2 = ∂
2
xϕ1 − V˜ ′n(ϕ1).
(6.4)
As for model (1.1) above, the Hamiltonian structure of the system gives us the energy con-
servation of (6.4), that is, the following functional is conserved along the flow:
E˜(~ϕ(t)) := 1
2
ˆ L
0
(
ϕ22 + ϕ
2
1,x + 2V˜n(ϕ1)
)
(t, x)dx = E˜(~ϕ0). (6.5)
We also have the conservation of momentum which is given by:
P˜(~ϕ(t)) :=
ˆ L
0
ϕ2(t, x)ϕ1,x(t, x)dx = P˜(~ϕ0). (6.6)
14Notice that we arrive at the same conclusion if c < 0.
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Regarding the results in [11], in the case of traveling wave solutions orbiting around (0, 0), the
authors in [11] were able to prove the orbital instability in the whole energy space for n = 1, 2.
However, the proof of the sign of d′′(c) relies in some numerical computations and is argued
by the plot of a “hidden” function (they have not provided the function they are plotting to
justify this sign). This is an important remark, since being able to compute the sign of d′′(c)
is usually a very challenging part of the analysis, and is the only reason why the authors in
[11] are not able to extend their result for n larger than 2. In this section, we intend to extend
their orbital instability result for all values of n ∈ N, that is, for all ϕ2n+2-equations.
We point out that, at the date of this publication, the proof of the results in [11] contain
typos, some of them problematic, but in such a way that they “cancel each other” so that the
authors end up with the correct conclusions. Thus, in order to extend their result we need
to start by fixing some of these typos since they would provoke different conclusions in our
analysis.
6.2. Extension of the main result in [11]. We start by recalling the Hamiltonian system
satisfied by traveling wave solutions: {
u˙ = v,
v˙ = 1ω V˜
′
n(u),
(6.7)
where ω := 1 − c2. By direct computations V˜ ′n(u) = u(un − 1)(un + 1), so the system above
has three critical points: (u, v) = (0, 0) which is a stable center, and (u, v) = (±1, 0) which
are both saddle points. We also recall that the Hamiltonian assoicated the system 6.7 is
H˜ (u, v) := 1
2
v2 − 1
ω
V˜n(u) =
1
2
v2 +
1
ω
(
u2
2
− u
2n+2
2 (n+ 1)
)
(6.8)
Therefore, by the standard ODE theory for Hamiltonian equations (see for example [8]), we
know that all periodic solutions of (6.7) orbiting around (0, 0) corresponds to regular level
sets of H˜, with energy β ∈ (0, E˜?), where the maximal energy level E˜? = n2ω(n+1) . Finally, we
recall the period L can be express as
L =
√
2
ˆ x1
x0
dx√
β+ 1
ω
V˜n(x)
. (6.9)
The main point now is to show the monotonicity of the period L with respect to the level of
the energy β.
Monotonicity of the period map: In section 2 in [11], more specifically just below identity
(2.5), the authors claim that the period map L(β) is strictly decreasing in β. Consequently,
they claim that L(β) goes to +∞ when β goes to zero, and that L(β) converges to a finite
constant when β goes to the maximal possible energy βmax. We give three different reasons
why this cannot hold. First, in the first line of the proof of Lemma 2.1 in [11] the authors
define the function f(h) := −h+ h2k+1. However, this definition of f(h) does not match the
definitions of the result the authors are refering to (see the definition of the Hamiltonian at
the beginning of Section 2 in [11]). Specifically, f(h) is missing a minus sign. Secondly, it
is a well-known fact that ϕ4 and ϕ6 have explicit odd Kink solutions. Moreover, all of these
odd Kink solutions belong to the separatrix curve, have finite energy and infinite period.
This contradicts the fact that L(β)′ < 0 since it is mandatory for L(β) to goes to +∞ when
β → βmax. Finally, by taking advantage of the fact that all the involved functions (including
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the period) are explicit in the case n = 1, the second author of the present work has explicitly
proved in [40] that
L(β)→ +∞ when β → βmax and L(β)→ 2pi
√
ω when β → 0,
which also contradicts Lemma 2.1 in [11]. Summarizing, we have the following lemma.
Lemma 6.1. Given the formula (6.9), one has dLdβ > 0, for all β ∈ (0, E˜?).
Proof. In the same fashion as before, by using the main result in [9], it suffices to show the
convexity of −V˜n(x)/(V˜ ′n(x))2 for all x ∈ (−1, 1). In fact, by using the explicit form of V˜n,
and after performing some direct computations we obtain
− d
2
dx2
V˜n(x)
(V˜ ′n(x))2
=
nx2n−2
(
4n2 − 1 + 2(1 + n+ 4n2)x2n − (1 + 2n)x4n)
(1 + n)(−1 + x2n)4 .
Since x2n ≤ 1 for |x| < 1, and n ≥ 1, it immediately follows:
4n2 − 1 + 2(1 + n+ 4n2)x2n − (1 + 2n)x4n ≥ 3n2 + (1 + 4n2n)x2n > 0,
which concludes the proof.
Then, by using the monotonicity of the period map, we deduce again the existence of a limit
as β → 0+. We shall recycle the notation and call this limit
lim
β→0+
L(β) =:
√
ωδ˜n.
Spectral analysis: To study (in)stability of traveling waves, in [11], the authors analyzed
the linearized operator around the traveling wave which is given by
Lcy := −ωy′′ +
(−y + (2n+ 1)ϕ2nc y) .
In Section 3 of [11], the authors applied Theorem 3.2 (of the present work) to study the
spectral properties of the scalar linearzied operator. But, in Lemma 3.2 in [11], the authors
obtained the relation θ = dLdβ . Nevertheless, notice that after fixing the sign of
dL
dβ , this
latter relation, together with the spectral analysis carried out in [11], would lead to different
conclusions (so that it would not be possible to conclude the main theorems in [11]). However,
it turns out that this relation θ = dLdβ is not correct. The essential reason is that, in order to
use the quantity θ defined in Theorem 3.1, one has to ensure that the Wronskian determinant
is 1 in the right order (notice that they have switched the order of the entries in the Wronskian
to obtain an extra minus sign, see Theorem 3.1 above or [39] for further details). Thus, with
this wrong relation θ = dLdβ and the opposite sign of
dL
dβ , the authors could still conclude the
correct spectral properties of the linear scalar operator due to this “cancellation” of double
minus signs (see Theorem 3.2 above or [39] to see the impact of the sign of θ in the spectral
information). Summarizing, we have the following lemma.
Lemma 6.2. Under our current hypothesis, the following relation between holds: θ = −∂L∂β .
We point out that after fixing these two typos, the proofs given in [11] follow.
Finally, with the monotonicity of the period and spectral properties, we are able to extend
the main result in [11].
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Theorem 6.3. Let n ∈ N and consider L > 0 arbitrary but fixed. For any speed c ∈ (−1, 1)
such that L > λn, the traveling wave solution ~ϕc (x− ct) constructed in Section 2 in [11] is
orbitally unstable in the energy space H1(TL)× L2(TL) under the periodic flow of the ϕ2n+2
model.
Proof. Again, without loss of generality we shall assume c > 0. The proof follows in a similar
fashion as the one in the previous section, and hence we shall only give its main points. First,
recall that by the main result of Grillakis-Shatah-Strauss in [17], the (in)stablity problem is
reduced to study the convexity/concavity of the scalar function:
d (c) := E˜ (ϕc) + cP˜ (ϕc) . (6.10)
Once again, in our current setting, the traveling wave ϕc is orbitally stable if and only if d (c)
is convex. Then, in a similar fashion as before, computing the second derivative of d(c) we
deduce that it suffices to analyze
−c d
dc
ˆ
TL
(ϕc,x)
2 dx = −2c
ˆ
TL
η˜c,xϕc,x dx, (6.11)
where η˜c :=
d
dcϕc. Again, we will prove that the right-hand side of the equation above is
negative. In fact, by differentiating (with respect to the speed c) the Hamiltonian equation
with energy β and performing the same manipulation as our proof of Theorem 5.1, we obtain
2
ˆ
TL
ϕ′cη˜
′
c dx =
(
d
dc
β − 2c
ω
β
)
L+
c
ω
ˆ
TL
ϕ2c,x dx. (6.12)
On the other hand, proceeding exactly as before we deduce ddcβ − 2cω β > 0. Therefore, by
plugging the latter inequality into (6.12) and recalling identity (6.11) we conclude15
d
dc
(
−c
ˆ
TL
ϕ2c,x dx
)
≤ − 1
ω
ˆ
TL
ϕ2c,x dx.
Thus, d′′(c) < 0, and hence, by using the main result in [17] we conclude that ~ϕc(x − ct) is
orbitally unstable in the energy space.
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