Abstract-We investigate centrality and root-inference properties in a class of growing random graphs known as sublinear preferential attachment trees. We show that a continuous time branching processes called the Crump-Mode-Jagers (CMJ) branching process is wellsuited to analyze such random trees, and prove that almost surely, a unique terminal tree centroid emerges, having the property that it becomes more central than any other fixed vertex in the limit of the random growth process. Our result generalizes and extends previous work establishing persistent centrality in uniform and linear preferential attachment trees. We also show that centrality may be utilized to generate a finite-sized 1 À confidence set for the root node, for any > 0, in a certain subclass of sublinear preferential attachment trees.
Ç

INTRODUCTION
R
ECENT years have seen an explosion of datasets possessing some form of underlying network structure [1] , [2] , [3] , [4] . Various mathematical models have consequently been derived to imitate the behavior of real-world networks; desirable characteristics include degree distributions, connectivity, and clustering, to name a few. One popular probabilistic model is the Barab asi-Albert model, also known as the (linear) preferential attachment model [5] . Nodes are added to the network one at a time, and each new node connects to a fixed number of existing nodes with probability proportional to the degrees of the nodes. In addition to modeling a "rich get richer" phenomenon, the Barab asiAlbert model gives rise to a scale-free graph, in which the degree distribution in the graph decays as an inverse polynomial power of the degree, and the maximum degree scales as the square root of the size of the network. Such a property is readily observed in many network data sets [6] .
However, networks also exist in which the disparity between high-and low-degree nodes is not as severe. In the sublinear preferential attachment model, nodes are added sequentially with probability of attachment proportional to a fractional power of the degree. This leads to a stretched exponential degree distribution and a maximum degree that scales as a power of the logarithm of the number of nodes [7] , [8] . Networks exhibiting such behavior include certain citation networks, Wikipedia edit networks, rating networks, and the Digg network [9] . The case when the probability of attachment is uniform over existing vertices is known as uniform attachment and is used to model networks in which the preference given to older nodes is attributed only to birth order and not degree.
The iterative nature of the preferential attachment model generates interesting questions concerning phenomena that arise (and potentially vanish) as the network expands. Dereich and M€ orters [10] established the emergence of a persistent hub-a vertex that remains the highest-degree node in the network after a finite amount of time-in a certain preferential attachment model where edges are added independently. Such a result was also shown to hold for the Barab asi-Albert preferential attachment model in Galashin [11] . Motivated by the fact that persistent hubs do not exist in uniform attachment models, however, our previous work [12] studied the problem of persistent centroids and established that the K most central nodes according to a notion of "balancedness centrality" always persist in preferential and uniform attachment trees.
Another related problem concerns identifying the oldest node(s) in a network. Shah and Zaman [13] first studied this problem in the context of a random growing tree formed by a diffusion spreading over a regular tree, and showed that the centroid of the diffusion tree agrees with the root node of the diffusion, with strictly positive probability. Bubeck et al. [14] devised confidence set estimators for the first node in preferential and uniform attachment trees, in which the goal is to identify a set of nodes containing the oldest node, with probability at least 1 À . They showed that when nodes are selected according to an appropriate measure of "balancedness centrality," the required size of the confidence set is a function of that does not grow with the overall size of the network. These results were later extended to diffusions spreading over regular trees by Khim and Loh [15] . Graph centrality ideas, in particular balancedness centrality, have also been leveraged in Tan et al. [16] to identify the most influential vertices in a social network. Luo et al. [17] studied the problem of identifying single or multiple sources of rumors in a graph and proposed certain efficiently computable estimators related to the MAP estimator employed in Shah and Zaman [13] . Recently, rumor identification has also been analyzed in certain probabilistic models, such as repeated observations of rumor spreading in Dong et al. [18] , and incomplete information about rumor spreading in Karamchandani et al. [19] . In addition to having obvious practical implications for pinpointing the origin of a network based on observing a large graph, identifying and removing the oldest nodes may have desirable deleterious effects from the point of view of network robustness [20] .
Previous analysis of determining a finite confidence set [14] , [15] , as well as establishing the persistence of a unique tree centroid [12] , crucially depended on the following property satisfied by linear preferential attachment, uniform attachment, and diffusions over regular trees: the "attraction function" relating the degree of a vertex to its probability of connection at each time step is linear. Bubeck et al. [14] posed an open question concerning the existence of finite-sized confidence sets in the case of sublinear or superlinear preferential attachment; we likewise conjectured in previous work that a unique centroid should persist for a more general class of nonlinear attraction functions [12] . However, the techniques in these papers do not extend readily to nonlinear settings. An approach to dealing with more complicated tree models in the context of diffusions was presented in Shah and Zaman [21] , using a continuous time branching process known as the Bellman-Harris branching process. In this paper, we show that preferential attachment trees with nonlinear attraction functions may also be analyzed via continuous time branching processes. Our results rely on properties of the Crump-Mode-Jagers (CMJ) branching process [22] , [23] , [24] . Continuous time branching processes were previously leveraged by Bhamidi [25] and Rudas et al. [26] to establish properties regarding the degree distribution, maximum degree, height, and local structure of a large class of preferential attachment trees.
Our main contributions are twofold: First, we establish the property of terminal centrality for sublinear preferential attachment trees, thereby addressing our conjecture in [12] . We prove the existence of a unique vertex that becomes more central than any other vertex, in the limit of the growth process. In fact, the existence of a persistent centroid implies terminal centrality, but the latter implication might not hold, since persistent centrality requires a tree centroid to emerge and remain the centroid starting from a single finite time point. Second, we affirmatively answer the open question of Bubeck et al. [14] by devising finite-sized confidence sets for the root node in sublinear preferential attachment trees. Due to the inapplicability of P olya urn theory in the present setting, the proof techniques employed in our paper differ significantly from the analysis used in previous work. Furthermore, the literature concerning CMJ branching processes is vast and unconsolidated, and another important technical contribution of our paper is to gather relevant results and show that they may be applied to study sublinear preferential attachment trees.
The remainder of the paper is organized as follows: In Section 2, we review CMJ branching processes and show how to embed a preferential attachment tree in a CMJ process. We also verify that the CMJ processes corresponding to certain sublinear preferential attachment trees enjoy useful convergence properties. In Section 3, we establish the existence of a unique terminal centroid in sublinear preferential attachment trees. In Section 4, we prove that the confidence set construction via the same centrality measure leads to finite-sized confidence sets for the root node. Although we believe sublinear preferential attachment trees should also possess a persistent centroid, some challenges arise in bridging the gap between terminal centrality and persistent centrality. We discuss these challenges and related open problems in Section 5. Additional proof details are contained in the supplementary appendices.
Notation: We write V ðT Þ to denote the set of vertices of a tree T , and write Max-DegðT Þ to denote the maximum degree of the vertices in T . For u 2 V ðT Þ, we write ðT; uÞ to denote the corresponding rooted tree, which is a tree with directed edges emanating from u. We write ðT; uÞ v# to denote the subtree directed away from u and starting from v. Finally, we write Out-DegðvÞ to denote the number of children of vertex v in the rooted tree.
PRELIMINARIES
In this section, we review properties of the CMJ branching process, laying the groundwork for our analysis of sublinear preferential attachment trees. The CMJ branching process is a general age-dependent continuous time branching process model introduced by Crump, Mode, and Jagers [22] , [23] , [24] . It begins with a single individual, known as the ancestor, at time t ¼ 0. An individual x may give birth multiple times throughout its lifetime, and the times at which it produces offspring are given by a point process on R þ . The defining property of branching processes is that individuals behave in an i.i.d. manner; i.e., every individual starts its own independent point process of births from the moment it is born until the time it dies. The resulting branching process is said to be driven by . Many common branching processes are special cases of a CMJ process with an appropriate point process and lifetime random variable: If individuals have random lifetimes and give birth to a random number of children at the moment of their death, the resulting branching process is called the Bellman-Harris process. If the lifetimes of individuals are also constant (usually taken to be 1), the resulting process is known as the Galton-Watson process [27] , [28] .
Definition 1 (Random preferential attachment tree with attraction function f). A sequence of random trees fT n g is generated as follows: At time n ¼ 1, the tree T 1 consists of a single vertex v 1 . At time n þ 1, a new vertex v nþ1 is added to T n via a directed edge from a vertex v i to v nþ1 , where v i is chosen with probability proportional to fðOut-Degðv i ÞÞ and Out-Degðv i Þ is computed with respect to the tree T n .
Thus, the linear preferential attachment tree corresponds to the attraction function fðiÞ ¼ i þ 1 1 , and the uniform attachment tree corresponds to the constant function f 1. We now define sublinear preferential attachment trees, which have an attraction function that lies strictly between those of a linear preferential attachment tree and a uniform attachment tree.
Definition 2 (Sublinear preferential attachment trees).
Sublinear preferential attachment trees are preferential attachment trees with an attraction function f satisfying the following conditions: 1) f is a nondecreasing function. 2) fðiÞ ! 1 for all i ! 0, and f is not identically equal to 1.
3) There exists 0 < a < 1 such that
for all i ! 0.
Note that the last condition implies fð0Þ ¼ 1. When fðiÞ ¼ ðiþÞ a , we denote the corresponding tree to be the a-sublinear preferential attachment tree. To define the branching process corresponding to a preferential attachment tree, we define the point process associated with the attraction function f:
Definition 3 (Point process associated to f). Given an attraction function f, the associated point process on R þ is a pure-birth Markov process with f as its rate function:
with the initial condition ð0Þ ¼ 0.
Note that we do not need to normalize the rate of this Markov process: Consider a CMJ process driven by the point process as above, in which individuals never die. Suppose that at some time t 0 , the branching process consists of n individuals fv 1 ; . . . ; v n g, where the number of children of node v i is denoted by d i . In the discrete time tree evolution, the next vertex v nþ1 attaches to vertex v i with probability
In the continuous time process, the new vertex "attaches to v i " if and only if node i has a child before any of the other nodes. This child is then v nþ1 . Using properties of the exponential distribution, we may check that this happens with probability
, which is exactly the same as that in the discrete time tree evolution. Thus, if we look at the CMJ branching process at the stopping times when successive vertices are born, the resulting trees evolve in the same way as in the discrete time model described in Definition 1.
Definition 4 (Malthusian parameter). For a point process on R þ , let mðtÞ ¼ E½ð0; t denote the mean intensity measure. The point process is a Malthusian process if there exists a parameter u > 0 such that
The constant u is called the Malthusian parameter of the point process .
Example 1. For the linear preferential attachment tree with fðiÞ ¼ i þ 1, the associated point process is the standard Yule process, defined as follows:
(a) ð0Þ ¼ 0, and
The mean intensity measure for the Yule process is mðtÞ ¼ e t À 1, and the Malthusian parameter is equal to 2.
Example 2. For the uniform attachment tree with f 1, the associated point process is the Poisson point process with rate 1. The mean intensity measure is mðtÞ ¼ t, and the Malthusian parameter is equal to 1.
The Malthusian parameter of a point process plays a critical role in the theory of branching processes. It accurately characterizes the growth rate of the population generated by the CMJ branching process driven by the point process, as follows: If the population at time t is given by Z t , the random variable e Àut Z t converges to a nondegenerate random variable W . Various assumptions on the point process lead to different types of convergence results, such as convergence in distribution, in probability, almost surely, in L 1 , or in L 2 [22] , [23] , [29] , [30] . As derived in Lemma 9 in Appendix A, the Malthusian parameter for a sublinear preferential attachment process always exists and lies between the values corresponding to linear preferential attachment and uniform attachment trees described in Examples 1 and 2.
Our results will rely heavily on the following theorem: Theorem 1. Let be the point process corresponding to a sublinear attraction function f. The CMJ branching process Z t driven by describing the growing random tree satisfies
where W is an absolutely or singular continuous random variable supported on all of R þ , satisfying W > 0, almost surely.
The proof of Theorem 1, which is contained in Appendix A, is established by showing that the technical conditions required for certain theorems about CMJ processes [30] , [31] , [32] are satisfied by the point process .
TERMINAL CENTRALITY
We now turn to our main result, which establishes the existence of a unique terminal centroid in sublinear preferential attachment trees. We begin by introducing some notation and basic terminology.
Consider the function c T : V ðT Þ ! N defined by
jðT; uÞ v# j:
Recall that ðT; uÞ v# denotes the subtree of T directed away from u, starting at v, as depicted in Fig. 1 . Thus, c T ðuÞ is the size of the largest subtree of the rooted tree ðT; uÞ, and measures the level of "balancedness" of the tree with respect to vertex u. We make the following definition:
1. Note that for all nodes except the root node, Degðv i Þ ¼ Out-Degðv i Þ þ 1. Thus, this model differs slightly from the one considered in our previous work [12] and in Bubeck et al. [14] , since the attractiveness of v 1 is proportional to Degðv 1 Þ þ 1 rather than Degðv 1 Þ. Note that although we have defined the centroid with respect to the criterion c T , numerous equivalent characterizations of tree centroids exist [3] , [33] , [34] , [35] , [36] , [37] . (The characterization appearing in Definition 5 coincides with the notion of "rumor center" defined by Shah and Zaman [21] .) Furthermore, a tree may have more than one centroid (although by Lemma 11 in Appendix B, a tree may have at most two centroids, which must then be neighbors). For any two nodes u and v, if c T ðuÞ c T ðvÞ, we say that u is at least as central as v. Finally, we define the notion of terminal centrality:
for the sequence of growing trees fT n g n!1 if for every vertex u 6 ¼ v Ã , there exists a time M (possibly dependent on u), such that for all times n ! M, we have
Thus, the terminal centroid eventually becomes more central than any other fixed vertex. (Note, however, that terminal centrality does not immediately imply the property of persistent centrality; for instance, v Ã might be a terminal centroid without ever being the centroid at any finite time.) We have the following theorem: Theorem 2. Sublinear preferential attachment trees have a unique terminal centroid with probability 1.
The statement and proof of Theorem 2 may be compared to the results obtained in our previous work [12] , which establish persistent centrality for the special cases a ¼ 0 and a ¼ 1. For a subtree T , define the attractiveness of T as the sum of the attraction functions evaluated at each vertex of T . In the case of uniform attachment, the attractiveness of T is simply jT j, whereas for linear preferential attachment, it is the sum of the degrees of the vertices, which is 2jT j À 1. The linearity of attractiveness in jT j was critical to obtaining sharp bounds on the diagonal crossing probability of certain random walks. When a 2 ð0; 1Þ, however, the attractiveness of T is no longer a function of jT j alone, rendering the methods of our previous work defunct. In the present paper, we leverage a continuous time embedding and convergence results for CMJ processes to prove terminal centrality for a large class of sublinear preferential attachment trees, with the tradeoff being a slightly weaker theoretical guarantee.
Proof of Theorem 2 (sketch).
The key steps of the proof are as follows:
(i) Identify a necessary condition that a vertex must satisfy in order to be a terminal centroid.
(ii) Show that the set of vertices satisfying the condition in (i), called the set of candidate terminal centroids and denoted by C CAN , is nonempty and finite with probability and define E n to be the event fv nþ1 2 C CAN g. We follow the convention of considering v 1 to be a candidate terminal centroid; in particular, C CAN 6 ¼ f.
In fact, for n > 1, either v Ã ðnÞ or v nþ1 eventually becomes more central than the other, which follows from the following lemma: Proof. Without loss of generality, assume u is born before v. Thus, either W u > W v or W u < W v , almost surely. The almost sure convergence in Equation (1) implies that there exists M > 0 such that either jðT m ; vÞ u# j > jðT m ; uÞ v# j or jðT m ; vÞ u# j < jðT m ; uÞ v# j, for all m > M. Applying Lemma 13 in Appendix B concludes the proof. t u
Let
The following lemma furnishes the result in step (ii):
Lemma 2. jC CAN j < 1, with probability 1.
Proof. We first show that any node joining the tree sufficiently late has a very small chance of belonging to C CAN . By Lemma 13 in Appendix B, the event E n occurs if and only if there exists M > 0 such that for all m ! M,
To simplify notation, we define A m :¼ ðT m ; v Ã ðnÞÞ v nþ1 # and B m :¼ ðT m ; v nþ1 Þ v Ã ðnÞ# , for m ! n þ 1. Lemma 12 in Appendix B implies that at time m ¼ n þ 1, the number of vertices in B m is at least n 2 . Thus, B m has a large lead over A m , which has only one vertex. At time n þ 1, we pause the process in discrete time and restart it in continuous time, with state at t ¼ 0 being the state at the (discrete) time n þ 1. Observe that if a time M exists such that inequality (2) holds, a time G > 0 must also exist such that the continuous time trees satisfy jA t j > jB t j, for all t > G.
Note that the population jA t j is simply a sublinear preferential attachment process started from a single vertex, which we denote by Y ðtÞ. The population jB t j stochastically dominates the sum of n 2 independent sublinear preferential attachment processes starting from a single vertex, which we subsequently denote by X 1 ðtÞ; . . . ; X n=2 ðtÞ. Thus, the probability that E n occurs is upper-bounded by the probability that Y ðtÞ eventually becomes larger than P n=2 i¼1 X i ðtÞ. By Theorem 1, the rescaled processes e Àut Y ðtÞ and e Àut X i ðtÞ, for 1 i n=2, all converge a.s. to i.i.d. random variables, which we denote by W Y and fW i g 1 i n=2 , respectively. Thus, the probability that Y ðtÞ eventually becomes larger than P n=2 i¼1 X i ðtÞ is equal to the probability that W Y is greater than P n=2 i¼1 W i . Using Lemma 14 in Appendix D, we conclude that this probability is upperbounded by C n 2 , for some constant C. Finally, since P 1 n 2 is a convergent sequence, the Borel-Cantelli lemma implies that with probability 1, only finitely many events E n occur, completing the proof. t u
For step (iii), we simply note that Lemma 1 implies a fixed ordering via centrality for any two vertices. Thus, if we have a finite set such as C CAN , a repeated application of Lemma 1 to members of this set yields a fixed ordering from the most central to the least central vertices in C CAN . Let v Ã be the most central vertex from the set C CAN that emerges from this ordering.
Step (iv) is provided by the following lemma: 
2 C CAN , we may consider u 2 , which is the centroid when u 1 was born. Continuing in this manner, we define a sequence u 0 ; u 1 ; u 2 ; . . . of progressively older vertices, which is necessarily finite, with the last vertex in the sequence being v 1 . Thus, if we define
then u r is well-defined. We then have that v Ã is more central than u r , which is more central than u rÀ1 , which is more central than u rÀ2 , and so on, continuing up to u 0 . This completes the proof. This also completes the proof of Theorem 2.
t u
In fact, Theorem 2 may be extended to establish the existence of a fixed set of size K > 0 consisting of the most terminally central vertices. This is summarized in the following theorem:
Proof. The argument closely parallels that of the proof of Theorem 2 in our previous work [12] , with appropriate modifications to prove terminal centrality instead of persistent centrality. We refer the reader to our earlier paper, noting that the argument only requires properties of absolute or singular continuity of the appropriately normalized subtree sizes, which are provided by Theorem 1. t u
FINITE CONFIDENCE SET FOR THE ROOT
For the results in this section, we limit our consideration to a-sublinear preferential attachment trees. Recall that these are trees in which the attraction function is given by fðiÞ ¼ ð1 þ iÞ a , for a 2 ð0; 1Þ. The problem of finding a confidence set for the root node in the case of linear preferential and uniform attachment trees was studied by Bubeck et al. [14] . One proposed method for constructing a confidence set that contains the root node with probability 1 À is as follows: 1) Given a sequence of random trees fT n g, order the vertices according to the balancedness function c T n . 2) Select the K vertices with the smallest values of c T n , for a proper value of K ¼ KðÞ. The above method was shown to produce finite-sized confidence sets in Bubeck et al. [14] , and the analysis was later extended to diffusions over regular trees [15] . In fact, the continuous time analysis of sublinear preferential attachment trees also furnishes a method for bounding the required size of a confidence set for the root node. Following the notation of Bubeck et al. [14] , we use H K c ðT n Þ to denote the set of K vertices chosen according to the method described above, and drop the argument T n when the context is unambiguous. Our main result shows that the same estimator produces finite-sized confidence sets for sublinear preferential attachment trees:
Proof of Theorem 4 (sketch). We follow the approach of Bubeck et al. [14] . For 1 i K, let T n i;K denote the tree containing vertex v i in the forest obtained from T n by removing all edges between nodes fv 1 ; . . . ; v K g. (See Fig. 3 for an illustration.) Observe that
for d > 0 to be chosen later. To handle the first term in inequality (3), we have the following lemma: t u
Lemma 4 (Proof in Appendix C.1). There exists
The proof of the above lemma is simple and follows by an argument similar to that in Bubeck et al. [14] . The analysis of the second term in inequality (3) 
A brief proof sketch of Lemma 5 is as follows. First, we claim that for any i > K,
This is because v i must lie in one of the trees T n k;K , for some 1 k K. Thus, the largest subtree hanging off v i is at least as large as the subtree of ðT; v i Þ containing vertex v k . From  Fig. 4 , we see that this is at least P K j¼1;j6 ¼k jT n j;K j, which is in turn at least min 1 k K P K j¼1;j6 ¼k jT n j;K j. Hence, the desired expression may be lower-bounded by
where ðaÞ follows because P K j¼1 jT n j;K j is simply the total number of vertices, which is n. This final term may be bounded from above by observing that (i) the growth rate of jT n k;K j is larger for a large degree of v k in T K ; and (ii) the maximum degree of T K is roughly ðlog KÞ 1=ð1ÀaÞ , which is not sufficient to increase the growth of jT n k;K j so as to compete with the sum of K À 1 trees given by P K j¼1;j6 ¼k jT n j;K j, when K is sufficiently large.
Combining the bounds of Lemmas 4 and 5 and substituting back into inequality (3) completes the proof.
DISCUSSION
In this paper, we have established the existence of a unique terminal centroid in sublinear preferential attachment trees. However, our results have stopped short of proving that a persistent centroid exists, which was conjectured in our previous work [12] . To establish the stronger statement, it would suffice to show that the terminal centroid identified in our paper is in fact persistent. (Although somewhat counterintuitive, the definition of terminal centrality leaves open the possibility that the terminal centroid never actually becomes the tree centroid at any finite time point.)
A possible approach leverages ideas from our previous work [12] . We now describe the main bottleneck in extending the argument employed there in the present setting. For the purpose of this discussion, suppose the sublinear preferential attachment tree has an attraction function fðiÞ ¼ ði þ 1Þ a , for some 0 < a < 1. The analog of our previous approach [12] would involve two steps: (i) showing that the total number of vertices that ever become centroids is finite, almost surely; and (ii) concluding the existence of unique persistent centroid by an application of Lemma 1. In the first step, we need to show that vertices which are born late have a very small probability of ever becoming the tree centroid at any future point in time, and then apply the Borel- Cantelli lemma to establish finiteness. As described in the proof of Theorem 2, a vertex v nþ1 can become centroid at some point in the future if and only if the tree A t is able to catch up with the tree B t at some future time t. However, unlike in the case of uniform or linear preferential attachment trees, the probability that a new vertex joins A t or B t is no longer proportional to a simple linear function of the size of the subtree. Based on these ideas, however, one can show that a sufficient condition for persistent centrality in the tree growth process is as follows:
Irrelevance of Structure Condition. There exists a parameter h 2 ð0; 1Þ such that for any two trees G 1 and G 2 with jG 1 j ¼ jG 2 j, the probability that the CMJ process started from G 1 has a larger population than the CMJ process started from G 2 , in the limit, lies in the interval ðh; 1 À hÞ.
The above condition essentially ensures that the structure of the tree does not have a significant impact on how quickly it grows.
Note that for linear preferential attachment and uniform attachment trees, we can take any h < 1=2, since the probability that the population of G 1 is larger than the population of G 2 in the limit is exactly 1 2 . Irrelevance of structure is thus crucially leveraged in the proof strategy of our previous work [12] . Unfortunately, the irrelevance of structure condition does not appear to hold for sublinear preferential attachment trees, due to the following small example: r converge in probability to some constants c 1 and c 2 , such that c 1 > c 2 , as r ! 1. Thus, the probability that the population of G 1 is larger than the population of G 2 in the limit tends to 1 as r ! 1. This violates the irrelevance of structure condition, since no matter which h > 0 is chosen, the probability of G 1 being larger than G 2 in the limit surpasses 1 À h for all large enough r.
Of course, line trees and star trees do not typically show up in sublinear preferential attachment trees, so it may be possible to redefine the irrelevance of structure property to rule out such low-probability configurations. However, a suitable modification that paves the way to proving persistent centrality has yet to be determined.
Finally, suppose we define C 1 to be the set of all vertices which are tree centroids for infinite amounts of time. It is easy to see that Lemma 1 rules out the possibility of C 1 ! 2, since any two vertices in C 1 will have a fixed centrality ordering in the limit. Note that C 1 ¼ 0 implies that an infinite number of vertices ever become centroids, albeit for finite amounts of time; whereas C 1 ¼ 1 also does not preclude such a possibility. A weaker conjecture than persistent centrality, but stronger than terminal centrality, would therefore be to show that jC 1 j ¼ 1. This question currently remains open.
Regarding root inference, it is an open question whether the method of constructing finite confidence sets based on centrality continues to hold beyond the subclass of a-sublinear preferential attachment trees. Also note that the results on root inference in this paper are generally weaker than those obtained for linear preferential and uniform attachment trees in Bubeck et al. [14] and Jog and Loh [12] , since we have not provided bounds on the size of a confidence set for the root node, or the size of the hub around v 1 that will ensure its persistent centrality. The main hurdle in establishing such bounds is, again, the lack of concrete information about the limiting random variable W in a CMJ process. Although obtaining the exact distribution of W seems too optimistic, it may be possible to obtain bounds on moments or tail probabilities, which could be used to obtain bounds on hub sizes or confidence sets. Our results in this paper also strengthen the belief that the age of a node and its centrality are strongly related in growing random trees, implying that it is extremely difficult for a vertex to hide its age. Fanti et al. [38] explored the problem of how to create a diffusion process over a regular tree in order to obfuscate the oldest node, and it would be very interesting to see if classes of attraction functions exist that cause the tree to grow in such a way that the best confidence set for the root node does not remain finite as the tree grows.
APPENDIX A RESULTS ON CMJ PROCESSES
In this Appendix, we review properties of CMJ processes and verify that the CMJ process corresponding to a sublinear preferential attachment tree enjoys certain convergence properties.
A.1 Preliminary Results
We begin by stating several results that will be crucial for our purposes. For a more detailed discussion of such results, see the survey paper by Jager and Nerman [31] .
Lemma 6 (Corollary 4.2 and Theorem 4.3 from Jager and
Nerman [31] ). Let be a point process on R þ with Malthusian parameter u > 0. Consider a CMJ process driven by in which individuals live forever. Let the population of the CMJ process at time t ! 0 be denoted by Z t . Definê
If the condition
is satisfied, then we have the convergence result
where W is a random variable satisfying W > 0, almost surely.
Lemma Although not much is known about the exact distribution of W in the case of a general CMJ process, the following useful properties have been established: Lemma 8 (Theorem 1 from Biggins and Grey [32] ). Let W be the limit random variable appearing in Lemmas 6 and 7. The the following properties hold:
(i) The distribution of W has no atoms.
(ii) The distribution of W is either singular continuous or absolutely continuous. (iii) The support of W is all of R þ ; i.e., the set of positive points of increase of the distribution function of W is all of R þ .
Remark. Note that in all the above results, we have assumed that the branching process begins with a single individual. Suppose, however, that the process starts from some initial state consisting of a finite collection of nodes fv 1 ; . . . ; v k g satisfying parent-child relationships according to a directed tree T rooted at v 1 . In this case, we can condition the CMJ process beginning with a single node on the event of observing the tree T at some point, and conclude that the Malthusian normalized population converges to a random variableW almost surely and in L 2 . Although we do not provide a proof here, the limit random variableW also satisfies all the properties in Lemma 8.
A.2 Sublinear Preferential Attachment
We now specialize our discussion to sublinear preferential attachment processes.
Lemma 9. The Malthusian parameter u for a sublinear preferential process always exists and satisfies 1 < u < 2.
Proof. A stronger version of this lemma may be found in
Lemma 44 of Bhamidi [25] . Let be the point process associated with a sublinear preferential attachment function f with mean intensity mðtÞ. Let m UA ðtÞ and m PA ðtÞ be the mean intensities of the standard Yule process and the Poisson process with rate 1, respectively. Clearly, the mean intensity functions satisfy m UA ðtÞ < mðtÞ < m PA ðtÞ:
Let X u be an exponential random variable with rate u, independent of . Note that the integral
is monotonically decreasing in u. At u ¼ 1, using the fact that m UA ðtÞ < mðtÞ, we have 1 < E½ðX 1 Þ. Similarly, at u ¼ 2, we may use the fact that mðtÞ < m PA ðtÞ to obtain E½ðX 2 Þ < 1. By monotonicity, the value of E½ðX u Þ must therefore equal 1 at some 1 < u < 2. t u Lemma 10. The point process corresponding to a sublinear attraction function f satisfies conditions (?) and (??).
Proof. We first show that condition (?) is satisfied by following an approach used in Bhamidi [25] . For 0 < a < 1, let 1 fðiÞ ði þ 1Þ a be a sublinear attraction function and let be the associated point process with Malthusian parameter u, existing by Lemma 9. Let X u be an exponential random variable with rate u, independent of . Defining the random function
we have by Fubini's theorem that
Then
VarððuÞÞ EðuÞ
where inequality ðaÞ follows from Jensen's inequality.
Thus, it is enough to derive the bound E ð0; X u 2 h i < 1.
Let a be the the point process corresponding to the the attraction function f a ðiÞ ¼ ð1 þ iÞ a . Note that since
it is enough to show that
Note that it is possible to find the exact distribution of the random variable a ð0; X u , as follows: The time of the kth arrival in the point process a may be written as
2. In Nerman [30] , the condition (??) appears in a more general form denoted Condition 5.1. As explained in the remark following Condition 5.1, the condition (??) is stronger and implies Condition 5.1.
The probability mass function of a ð0; X u is thus given by
It is now easy to check that E a ð0; X u 2 h i < 1, and thus,
Finally, we show that condition ( ÃÃ ) holds. Let mðtÞ be the intensity measure associated with the sublinear preferential attachment process. Letũ be such that 1 <ũ < u. Note that such a parameterũ exists by Lemma 9. As in Lemma 9, let m PA be the mean intensity measure associated with the linear preferential attachment process. 
APPENDIX B USEFUL RESULTS ON TREES
In this Appendix, we collect three key lemmas concerning trees and tree centroids that we use in our proofs.
Lemma 11 (Lemma 2.1 from Jog and Loh [12] ). For a tree T on n vertices, the following statements hold:
(ii) T can have at most two centroids.
(iii) If u Ã and v Ã are two centroids, then u Ã and v Ã are adjacent vertices. Furthermore,
Lemma 12 (Lemma 2.3 from Jog and Loh [12] ). Let fT n g n!1 be a sequence of growing trees, with V ðT n Þ ¼ fv 1 ; . . . ; v n g. At time n þ 1, we have the inequality
Lemma 13. Consider a tree T and pick any two vertices u; v 2 V ðT Þ. Then we have the following result: 
APPENDIX C SUPPORTING PROOFS FOR THEOREM 4
In this Appendix, we provide proofs of the lemmas used to derive Theorem 4.
C.1 Proof of Lemma 4
First note that we clearly have cðv 1 Þ max jT (4), we obtain the desired bound.
C.2 Proof of Lemma 5
As noted in the proof sketch, for any i > K, we have
Hence,
We can break up the right-hand expression as follows: From Theorem 22 in Bhamidi [25] , the maximum degree of a sublinear preferential attachment model with attraction function fðiÞ ¼ ði þ 1Þ a scales as ðlog nÞ Therefore, we may choose N large enough such that
Note that M depends only on and the distribution of the normalized maximum degree that exists in the limit of the the a-sublinear attachment tree growth process. Thus, fixing fixes M, as well. Having chosen M, note that N depends on how fast the normalized distribution of the maximum degree converges to the fixed distribution, and on . Since the former is solely a property of the sublinear attachment process, we observe that N also depends only on . We now pick a value K > N, and define the event
The right-hand side of inequality (5) may be bounded by
Here, ðaÞ follows from Equation (6) and the choice of K > N.
Step ðbÞ is a simple application of the union bound. Now fix k ¼ 1, and consider the probability
where step ðaÞ follows since P K j¼1 jT n j;K j is simply the total number of vertices, which is n. Since the degree of v 1 is at most ðlog KÞ 1 1Àa M conditioned on E K , we may bound the above probability via stochastic domination, as follows: At time n ¼ K, replace v 1 by dðlog KÞ 1 1Àa Me isolated vertices, and replace v j by a single isolated vertex, for each 2 j K. The crucial step is to observe that by Lemma 15, this replacement expedites the growth of jT t 1;K j and retards the growth of P K j¼2 jT t j;K j. Applying Lemma 14 to the i.i.d. limit random variables W i andW i corresponding to the renormalized populations of the continuous time CMJ processes, we then have
whereŨ is the random variable
i¼1W i . In anticipation of using Lemma 14, we bound E½Ũ 2 as follows: 
1 depends only on , since by Lemma 14, the constant C depends only on the distribution ofW i , which in turn depends only on the sublinear preferential attachment growth process and is therefore fixed. Arguing similarly, EW We now choose K > N sufficiently large so that 
APPENDIX D ADDITIONAL TECHNICAL LEMMAS
In this Appendix, we state and prove a useful Hoeffding bound for sums of independent, nonnegative random variables. Lemma 14. Let X 1 ; X 2 ; . . . ; X n be i.i.d. random variables distributed according to Z, such that Z ! 0 almost surely and E½Z 2 < 1. Let Y be a random variable independent of X i 's satisfying Y > 0 almost surely and E½Y 2 < 1. Then
for some constant C depending only on the distribution of Z. 
for suitable constants C 1 and C 2 , where the last inequality follows from Hoeffding's inequality. Let
Note that by Markov's inequality, we have the bound
for a suitable constant C 3 . Since PðE 1 Þ decays exponentially in n by inequality (7), we may find another constant C 4 such that
as claimed. t u Lemma 15. Consider a CMJ process initiated from the following state: The root node gives birth according to a shifted point process d such that
where f is the attraction function for an a-sublinear preferential attachment process. Apart from the root node, every other node gives birth according the point process driven by the function fðiÞ ¼ ði þ 1Þ a . Let the population of this CMJ process be denoted by HðtÞ. Let X i ðtÞ for 1 i d þ 1 be i.i.d. CMJ processes initiated from a single point. We claim that P dþ1 i¼1 X i ðtÞ stochastically dominates HðtÞ. Proof. Consider the root node v and is CMJ process HðtÞ.
We compare its growth with the sum of d þ 1 i.i.d. CMJ processes starting from the isolated vertices fu 1 ; . . . ; u dþ1 g. Let C v ðtÞ denote the number of children of v at time t, and let C i ðtÞ denote the number of children of u i at time t. Let C u ðtÞ ¼ P dþ1 i¼1 C i ðtÞ. Note that C v ðtÞ is simply a Markov process, given by
Unlike C v , the process C u is not Markov. However, for any ðr 1 ; . . . ; r dþ1 Þ such that P dþ1 i¼1 r i ¼ k, we may write P C u ðt þ dtÞ À C u ðtÞ ¼ 1 C i ðtÞ ¼ r i ;
Since a < 1, we see that no matter what the r i 's are, we must have
Thus, the process C 2 ðtÞ stochastically dominates C 1 ðtÞ.
Since the children in each process behave identically; i.e., they reproduce according to , and so do their descendants, we can couple the processes in a straightforward way to conclude that the sum of d þ 1 independent CMJ processes stochastically dominates HðtÞ. t u
