Abstract
Introduction
Multivariate analyses to estimate genetic covariance matrices are generally limited to few traits. If estimates of higher dimensional covariance matrices are required, they are often obtained by carrying out a sufficient number of lower dimensional analyses, typically involving two or three traits only, to estimate all covariances and pooling the resulting estimates.
In part, this practice is due to large computational requirements of higher dimensional analyses. For multivariate analyses, the number of effects in the model of analysis increases, in essence, linearly with the number of traits considered, though in some cases we may fit less effects than traits for some, non-genetic random effects. The number of non-zero elements in the mixed model equations, and thus of calculations required in genetic evaluation or covariance matrices have a number of eigenvalues close to zero. This implies that there are linear combinations of traits which contribute very little information and can be omitted. This has several advantages. Firstly, estimating the first m principal components yields a more parsimonious model, reducing the number of parameters from q(q + 1)/2 to m(2q-m + 1)/2. This gives estimates of covariance matrices which have reduced rank m. Secondly, sampling variances tend to increase with the number of parameters estimated. If the PCs omitted have eigenvalues close to zero, biases in estimates due to this omission are negligible and can be outweighed by reduced sampling variances, yielding smaller mean square errors than full rank analyses. Thirdly, computational requirements are reduced to those comparable to an mvariate, full rank analysis. This may facilitate analyses of larger data sets, which yield more accurate estimates of genetic parameters.
In selecting beef cattle for increased production of lean meat, we are interested in genetic merit for traits characterizing the carcass of the animal. Traits commonly measured are fat cover or depth at various points, area of the 'eye muscle' (longissimus dorsi) and marbling. In the main, however, this information is not collected in the abattoir, but measured on live animals using ultrasound scanning (see Johnston et al. (2003) and references therein). These measurements have high genetic correlations with corresponding traits measured on the carcass (e.g. Reverter et al., 2000 and Crews et al., 2003) . Beef production often occurs under rangeland conditions without supplementary feeding. Scan traits are usually measured between 1 and 1·5 to 2 years of age. At this stage there are considerable differences in the rate of protein deposition and 'fatness' between bulls and heifers or steers. While heifers generally show a reasonable degree of fat deposition, bulls are often too lean to express much genetic variation for fat traits, in particular in years with poor pasture growth. Hence, records for 'fatness' traits on heifers or steers have been found to be more variable and heritable than those on bulls, with genetic correlations for the same trait measured on different sexes different from unity (Meyer and Graser, 1999) . BREEDPLAN, the genetic evaluation system for beef cattle in Australia, thus treats scan records on heifers or steers and bulls as different traits. Traits considered are rib and rump fat depth measurements, percentage intramuscular fat and eye-muscle area. This yields eight scan traits included in a multitrait analysis involving 30 traits or more; see Graser et al. (2005) for a recent review. No estimates of genetic merit for scan traits themselves are obtained, however, they are used as correlated information in the estimation of breeding values for carcass traits. This paper presents a multivariate analysis of eight traits, obtaining reduced rank estimates of the genetic covariance matrix by considering the first few genetic PCs only. Data comprise a large set of records for traits recorded by live ultrasound scanning of beef cattle. A similar, preliminary analysis of a small portion of the data has been presented by Meyer and Kirkpatrick (2005a) . It is shown that such analyses are feasible and beneficial for sizeable problems. In addition, sampling properties of reduced rank estimates and resulting accuracies of genetic evaluation are examined in a simple simulation study.
Material and methods

Data
Data consisted of records for traits measured by live ultrasound scanning for Angus cattle in 36 herds which each had 1000 or more animals with scan records. Traits considered were eye-muscle area (EMA), rib fat depth at the 12th/13th rib (RIB), rump fat depth at the so-called P8 site approximately equidistant between the hooks and pins of the animal (P8), and percentage intramuscular fat (IMF), recorded from 300 to 700 days of age, with a single record per trait. Records on heifer or steers (. H) and bulls (. B) were treated as separate traits, yielding a total of eight traits. After basic edits, the data comprised 262 862 records on 74 268 animals, of which 34 649 were heifers, 35 345 were bulls and 4 274 were steers. Animals in the data were progeny of 2 894 sires and 28 666 dams. Generally, all four measures for an animal were taken at the same time. However, IMF recording was introduced some time after the other traits. Hence, only 51·1% of bulls and 60·4% of heifers and steers had all four traits recorded, with most of the remainder having records for P8, RIB and EMA. In addition, there was a small number of animals with other combinations of traits, due to missing observations or deletion of dubious records. Further details are given in Table 1 .
Analyses
The model of analysis fitted contemporary groups (CG), birth type (single v. twin; 1·74% of animals were twins) and a dam age class (heifer v. cow; 16·4% of dams were heifers) as fixed effects. CG were defined as herd-sex-management group-date of recording subclasses, with management group describing a code supplied by the farmer to distinguish between animals which were managed differently or subject to different environmental conditions. For instance, animals in different paddocks, differing in pasture growth, would be considered to belong to different management groups. In addition, CG were subdivided further if the range of ages in a subclass exceeded 60 days, a practice commonly referred to as 'age slicing'. This was done in 60-day intervals, beginning from the youngest age at recording in each subclass. Age at recording was also fitted as a linear and quadratic covariable for each sex. 'Age slicing' thus limited the range of ages of animals which were directly compared with each other, and for which the quadratic regression needed to account for differences in measurements due to age at recording. Furthermore, age of dam was fitted as linear and quadratic covariable, effectively fitting dam age twice. This was done as the quadratic regression on dam age usually does not fully account for the lower levels of nutrition provided by young dams. An alternative would have been to fit a spline function, but this was not considered. The only random effects fitted were additive genetic effects. Including pedigree information for animals with records and their parents up to four generations backwards resulted in a total of 103 467 animals in the analysis.
Estimates of (co)variance matrices were obtained by REML from eight-variate analyses, estimating the first 3, 4, 5, 6 and 7 genetic principal components only, using an 'average information' (AI) REML algorithm, as described by Meyer and Kirkpatrick (2005a) . However, instead of estimating the elements of the eigenvectors of the genetic covariance matrix directly, the alternative parameterization to the non-zero elements of the corresponding first 3, 4, 5, 6 or 7 columns of the Cholesky decomposition of the genetic covariance matrix was chosen. This utilized that the left singular vectors of the Cholesky factor of a matrix are equal to the eigenvectors of the matrix (Harville, 1997) , and thus yielded an equivalent analysis with better convergence properties (Meyer and Kirkpatrick, 2005b) . The AI REML steps were followed by a simple derivative-free optimization to check for convergence. Estimates of eigenvectors and eigenvalues of the genetic covariance matrix were then obtained from the singular value decomposition of the Cholesky factor.
The residual covariance matrix was assumed to have full rank throughout. However, with traits measured on distinct subsets of animals, the 16 residual covariances between traits measured on heifers or steers and bulls were zero, resulting in only 20 residual (co)variances to be estimated. These were estimated by parameterizing to the Cholesky decomposition of the two independent submatrices. Obtaining derivatives of the likelihood with respect to the (co)variance components first and then transforming these to derivatives with respect to the elements of the Cholesky factors (Meyer and Smith, 1996) as in standard multivariate analyses allowed the nonlinear second derivatives part of the average information to be included (Meyer and Kirkpatrick, 2005a) . In addition, a full rank, multivariate analysis and 28 corresponding bivariate analyses were carried out to estimate correlations between all pairs of traits. Results from the latter were pooled using 'iterative summing of expanded part matrices' which ensures a positive definite covariance matrix (see Mäntysaari (1999) 
and Koivula et al. (2004) for details), as implemented by Henshall and Meyer (2002) .
The inverse of the information matrix in a maximum likelihood analysis gives approximate lower bound sampling (co)variances of the parameters estimated. For full rank analyses this was approximated by the inverse of the average information matrix (Gilmour et al., 1995) . Sampling variances of heritabilities and correlations were then determined using a first order Taylor series expansion of these statistics. Corresponding values for reduced rank analyses could, in principle, be obtained analogously, but this has not yet been implemented in the software used for estimation. Models were compared using the Akaike Information Criterion (AIC) and Bayesian Information Criterion (BIC), computed as -2log L + 2p and -2log L + p log(N-r(X)), respectively, with log L the REML maximum likelihood, p the number of (co)variance components estimated, N the number of observations and r(X) the rank of the coeffcient matrix for fixed effects (Wolfinger, 1993) .
Simulation study
Data were simulated for a simple half-sib design, consisting of S = 500, 1000, 4000 or 8000 unrelated sire families with four, six or eight progeny each. Each sire was assumed to have equal numbers of male and female offspring, with all four traits recorded. This yielded 8 000, 24 000, 128 000, and 256 000 records for scenarios S500P4, S1000P6, S4000P8 and S8000P8, respectively. No attempt was made to simulate the larger sire families usually found in beef data. Estimates of covariance matrices from the full rank analysis were used as population parameters. Records were obtained by sampling genetic and residual effects from the appropriate multivariate distributions. No fixed effects were simulated. Estimates of covariance components were obtained by maximum likelihood, fitting successive numbers of genetic principal components, 1, . . ., 8, as above, using a Method of Scoring type algorithm, as outlined by Thompson (1976) , followed by a derivative-free search. At convergence, estimates of genetic effects were obtained for all animals assuming the estimated PCs and their variances were the true values. For each order of fit m, covariance matrices were constructed as described above, successively considering the first i = 1, . . ., m PCs only. The analysis then yielded estimates of breeding values (EBVs) for the first i PCs. These i values were then used to calculate EBVs for the eight traits, and correlated to the corresponding 'true' genetic effects as sampled. A total of 10 000 replicates were carried out for each of the four scenarios. Summary statistics calculated for quantities of interest were means and standard deviations across replicates, together with root mean square errors (RMSE). Errors in estimates of eigenvectors (ê i ) were quantified by calculating the angle between estimates and corresponding population values (e i ) (Kirkpatrick and Meyer, 2004) ,
, where ||.|| denotes the norm of a vector. Similarly, the relative error in estimates of the genetic covariance matrix was summarized as
where g ij and g ij are the estimate and population value of the genetic covariance between traits i and j.
total genetic variation may have been underestimated and explained the substantial difference in log L and information criteria between the two models. A procedure used widely in factor analytic studies to determine the number of important factors (or principal components) is the 'scree test' (Cattell, 1966) . This involves plotting the successive eigenvalues of the principal components (or factors). The division between important and unimportant principal components is then considered to be where the plot begins to resemble scree at the side of a mountain. This may be applicable in examining results from a full rank analysis. Further research is required to establish appropriate criteria to chose between reduced rank submodels when there are multiple sources of variation and potential repartitioning of variation between them.
Estimates of genetic parameters
Estimates of the first six eigenvalues from the different analyses are shown in Figure 1 . Estimates of the remaining eigenvalues from a full rank analysis were 0·171 and 0·010 for genetic, and 0·498 and 0·220 for residual covariances. Overall, some repartitioning of genetic into residual variances was evident for reduced rank analyses. Estimates of genetic eigenvalues increased consistently with increasing order of fit, whilst residual values decreased correspondingly. Phenotypic values (not shown) thus differed little between analyses. Zero residual covariances between traits measured on different sexes resulted in estimates of the first two residual eigenvalues of similar magnitude, each eigenvalue being the first eigenvalue of an independent subblock of the residual covariance matrix. Enforcing such structure in estimation may have caused repartitioning between genetic and residual components, and may have caused some of the abrupt changes in estimates of genetic eigenvalues with increasing numbers of PCs fitted. Differences in residual eigenvalues between the two blocks reflect differences in variances between traits measured on different sexes. The first PC component explained about 72% of the total genetic variation, and about 15% and 10% could be attributed to the second and third PC, respectively. Whilst the first two
Results and discussion
Reduced rank analyses Characteristics of the reduced rank analyses are summarized in Table 2 ) per additional parameter. Moreover, estimates of the last two eigenvalues were less than 0·2, i.e. quite close to zero. Preliminary analyses on a subset of our data, consisting of records in the largest herd only, had indicated that there was no advantage in fitting more than six PCs (Meyer and Kirkpatrick, 2005a) . A similar result would have been expected here, especially as the last two principal components explained very little genetic variation. However, the sum of genetic eigenvalues increased steadily with the number of PCs fitted, more than attributable to the last PC fitted. For instance, fitting eight PCs, the estimate of the total genetic variation increased from 134·1 for an analysis fitting 7 PCs to 136·4, while the estimate of the additional eigenvalue was only 0·01. This suggested that, at reduced rank, the 
0 † In mixed model matrix. ‡ Non-zero elements in Cholesky factor. § To factor mixed model matrix. || To be estimated, including 20 residual (co)variance components. records on heifers or steers than from bulls. Weights close to zero for P8.B and RIB. B reflected the low genetic variability for these traits. PC2 was essentially the weighted sum of EMA measurements on the two sexes, with a small, negative weight on IMF.B.
Estimates of the third and following PC varied between analyses, with a distinct difference in pattern for analyses fitting only three or four PCs and analyses fitting five or more PCs. As for the corresponding eigenvalues, estimates of PCs differed most from those from a full rank analysis, when they were the last PC fitted. Presumably, this pattern again was due, in part at least, to the division of the residual covariance matrix into two distinct parts. Angles of 70° or more were observed for PC3 to PC5 for m = 3 to 5, respectively (value for PC3 given in Table 2 ). This emphasized that, whilst the first three PCs explained the bulk of variation, at least five PCs were required to characterize genetic covariances among the eight traits adequately. PC3, estimated fitting five or more PCs, essentially represented the weighted difference between sexes in genetic values for the three 'fatness' records. PC4 and PC5 were less readily interpretable, comprising the difference between sexes for EMA, but also high weights for fat depth measurements. Estimates of correlations between traits for analyses fitting increasing numbers of PCs exhibited a distinct trend (not shown). Clearly, fitting too few, i.e. only three or four PCs resulted in overestimates of genetic correlations (compared with full rank analyses), in particular for the same trait measured on different sexes. For instance, fitting three PCs only, estimates of genetic correlations were close to unity (0·98, 0·99, 0·98 and 0·99 for P8, RIB, IMF and EMA, respectively), whilst estimates fitting 6 PCs were consistently lower (07 to 0·8; see Table 3 ). Virtually no differences were discernible between estimates from analyses fitting six or more PCs. Mean absolute differences in estimates of the 28 genetic correlations for m = 3, 4, 5, 6 and 7 to estimates from the full rank analyses were 0·141, 0·085, 0·026, 0·015 and 0·008, respectively. Table 3 summarizes estimates of phenotypic variances and genetic parameters from a reduced rank analysis fitting six PCs and the full rank analysis. As emphasized above, differences between analyses were very small and well within the range of standard errors of the full rank estimates. Overall, estimates were very consistent with low sampling errors, and showed good agreement with literature values. As reported previously (e.g. Meyer and Graser, 1999) , genetic correlations between sexes for the `fatness' traits were only about 0·7, and records on heifers or steers were not only more variable but also more heritable than those on bulls. Similar relationships have been observed in other studies distinguishing between records taken on males and females (e.g. Crews et al., 2003) . These results justify the practice of treating records on different sexes as separate traits.
Simulation study A simple simulation study was carried out to obtain an insight into the differences between analyses which might be expected when fitting different numbers of PCs. Estimates from the full rank analysis were used as population values, i.e. true genetic and residual eigenvalues simulated were 97·92, 20·02, 13·70, 2·56, 1·78, 0·20, 0·17, 
Figure 2
Estimates of the first six genetic eigenvectors from analyses fitting 3 (l), 4 (n), 5 (u), 6 (s), 7 (t), and all 8 (×) principal components. eigenvalues differed comparatively little between analyses if at least four PCs were considered, estimates of third, fourth and fifth eigenvalues were substantially lower for analyses fitting 3, 4 or 5 PCs only than for analyses considering more PCs. The apparent pattern was that the eigenvalue pertaining to the last PC fitted was substantially underestimated. It is not obvious why this should have been so, in particular whether it reflected a systematic trend or was due to the specific linear combinations of traits considered.
Figure 2 displays estimates of the first six genetic eigenvectors from different analyses. Estimates of the first and second eigenvector were essentially the same for all analyses, with angles between estimates from reduced and full rank analyses of 6 degrees or less. This suggested that analyses fitting too few PCs might yield underestimates of the amount of genetic variation, but that the directions for the leading eigenvectors were estimated more or less correctly. The first PC represented the weighted sum of all measures of 'fatness', dominated by the highly variable IMF records, and with considerably larger contributions from 0·01 and 139·23, 93·96, 28·71, 17·81, 2·50, 1·34, 0·50, 0·22, respectively. Particular questions of interest included the chance of obtaining statistical test results which suggested that a full rank analysis was required even though the last two principal components had negligible eigenvalues, and the effects of reduced rank estimation on the accuracy of genetic evaluation.
Means across replicates for log L and the corresponding information criteria are summarized in Figure 3 for analyses considering increasing numbers of PCs. With AIC and BIC values being lowest for analyses fitting only one or two PCs, results showed that the two smaller data sets were not adequate to allow accurate estimation of more than the first or first two PCs. As often observed, likelihood ratio tests and AIC agreed on the model deemed 'best'. Neither suggested that a full rank fit was required. Even for the two larger data sets, BIC indicated that five PCs sufficed. With the population values for the last three genetic eigenvalues close to zero and explaining less than 0·3% of the total variation, this was very much as would be expected. Whilst some replicates for the largest data set (S8000P8) produced differences in log ) each. Filled symbols mark analyses with minimum information criteria or for which log L did not increase significantly if further principal components were fitted. ). F2  F3  F4  F5  F6  F7  F8  F2  F3  F4  F5  F6  F7  F8  F3  F4  F5  F6  F7  F8  F4  F5  F6  F7  F8  F5  F6  F7  F8  F6  F7  F8  F7  F8  F8   100 
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L between analyses fitting more than five PCs comparable with those observed above, these were few. Covariances between half-sibs tend to be the main source of information utilized in estimating direct additive genetic (co)variances for practical data sets. However, there was a substantial number of other covariances among relatives in our animal model analysis, which might have caused larger changes in log L than in the simulated data.
Estimates of genetic eigenvalues together with their root mean square errors across replicates are shown in Figure 4 . On the whole, the pattern of bias in estimates for different numbers of PCs fitted was comparable to that observed in our analysis. In particular, the third, fourth and fifth eigenvalues were substantially underestimated if they belonged to the last PC fitted. With the maximum likelihood estimation procedure used, estimates were constrained to the parameter space, not allowing any negative estimates of eigenvalues, and thus were expected to be biased upwards (Hayes and Hill, 1981) . This could be observed for some of the full rank estimates, but biases were small, especially for the larger data sets, and well within the range of sampling variation. For S1000P6, for example, mean estimates of the first two genetic eigenvalues and the sum of all eigenvalues from full rank analyses were 100·2, 23·2 and 141·0, corresponding to relative biases of 2·3%, 15·9% and 3·4%, respectively. Root mean square errors decreased little once at least five PCs were fitted, in particular for the leading PCs, indicating that model selection on the basis of BIC was adequate. For the smaller data sets (S1000P6 shown in Figure  4 ), RMSE decreased less with increasing number of PCs fitted as larger sampling variances offset reductions in bias, and there was some, albeit inconsistent tendency for RMSEs to increase for the high rank analyses.
The directions of PCs, i.e. the linear combinations of the original traits, are characterized by the eigenvectors. The more any two combinations differ, the bigger the geometric angle between the corresponding eigenvectors (Kirkpatrick and Meyer, 2004) . The angle between two vectors can be measured by the cosine of their inner product (Lynch and Walsh, 2000) , and thus provides a convenient measure of the deviation between a pair of vectors. Figure 5 shows the mean angle (in degrees) between true and estimated eigenvectors for analyses fitting increasing numbers of Third  Fourth  Fifth  Sixth 7th 8th   F2  F3  F4  F5  F6  F7  F8  F2  F3  F4  F5  F6  F7  F8  F3  F4  F5  F6  F7  F8  F4  F5  F6  F7  F8  F5  F6  F7  F8  F6  F7  F8  F7  F8  F8   80 Mean relative errors (in %) in estimates of the genetic covariance matrix, for analyses fitting i principal components and constructing the covariance matrix from the first j ≤ i components only (Fi -j ), for simulated data sets consisting of records for 8000 ( • ) and 4000 ( • ) sire families with 8 progeny, 1000 sire familes with 6 progeny each ( , and 500 sire familes with 4 progeny each ( of parameters estimated, in particular for small samples. Large deviations for the small samples are consistent with the BIC values (see Figure 3) , which suggested that these data sets did not support estimation of more than the first PC. Again, deviations for the third, fourth and fifth PC were large when they were the last PC fitted. Even for the largest data set (S8000P8), deviations for the sixth and seventh PC were substantial, amounting to 20 to 30°, indicating that there was little scope to estimate these components accurately, and supporting the suggestion that five PCs were sufficient to model the genetic variation among the eight traits considered.
The combined effect of errors in estimates of eigenvalues and eigenvectors is shown in Figure 6 as the average relative error in estimates of the genetic covariance components. For each number (m) of PCs fitted, estimates of the genetic covariance matrix were constructed using only the first i = 1, . . ., m estimated PCs. As suggested by results for eigenvectors and eigenvalues, errors for the small data set (S1000P6) were lowest when considering the first PC only, provided this was estimated fitting four or more PCs. For the larger data sets, differences in errors between analyses were small. As indicated by the BIC, fitting five PCs appeared a judicious choice. It seemed to matter little whether estimates were made fitting only five PCs or more PCs, i.e. for the large data sets there was no apparent penalty for the additional parameters estimated. Results suggest that reduced rank covariance matrices may be constructed from full rank estimates, estimated from reasonably large data sets, by considering the leading PCs of these estimates.
In genetic evaluation, traits recorded by live ultrasound scanning are generally considered as correlated traits to provide information for EBVs for carcass traits. Whilst EBVs for these traits are of little interest in their own right, they can nevertheless provide an indication of the effects of reduced rank estimation on EBVs. Figure 7 shows mean accuracies of genetic evaluation, defined as the correlation between true and estimated breeding values, for traits measured on heifers and a large data set (S4000P8). As in Figure 6 , for each analysis fitting m PCs in total, successive subsets of PCs were considered. Differences in accuracies between traits clearly reflect the importance, or 'loading' for each trait in the PCs. This is clearest for EMA. H, which had a loading close to zero in the first PC (see Figure 2) . Consequently, accuracies were close to zero when considering the first PC only. With a large loading for EMA.H in the second PC, accuracy of evaluation was comparable to that from full rank analyses, when considering the first two PCs only. However, due to large errors in estimates of eigenvalues and eigenvectors for analyses fitting less than 3 PCs, as discussed above, these two PCs needed to be estimated fitting three or more PCs. Corresponding reasoning can be applied for the other traits. The pattern of accuracies for traits recorded on bulls was similar. On the whole, considering EBVs for the first four PCs, obtained using estimates of genetic parameters from analyses fitting at least four PCs, yielded accuracies of genetic evaluation close to those from full rank analyses.
Conclusions
Reduced rank estimation of genetic covariances is feasible, and facilitates multivariate analyses of large data sets involving more than a handful of traits. This may allow reliable estimates of genetic correlations to be obtained. Whilst only genetic principal components with negligible eigenvalues should be ignored in estimating genetic parameters, a subset of the components fitted often suffices in genetic evaluation.
For the data considered in this study, the first three to four genetic principal components summarized the bulk of genetic variation among the eight traits considered. In general, choice of the number of components is determined by the amount of genetic variation considered negligible by the investigator. While statistical tests indicated that estimation of (co)variances required a full rank analysis, inspection of estimated genetic eigenvalues, eigenvectors and correlations suggested that five or six principal components were sufficient to describe the genetic covariance structure adequately. This conclusion was supported by simulations which treated the full rank estimates as population parameters. Again the choice of the number of components depends on the circumstances-for small data sets we might choose a smaller number than for larger data sets, expecting sufficient reduction in sampling variances to offset any biases which might arise. Further research is required to examine the properties and adequacy of the statistical tests used in this context.
