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Chapter 1. Overview of Results
1.1 Introduction
In this monograph we pursue scalable load balancing algorithms (LBAs) that achieve
excellent delay performance in large-scale systems and yet only involve low imple-
mentation overhead. LBAs play a critical role in distributing service requests or tasks
(e.g. compute jobs, data base look-ups, le transfers) among servers or distributed re-
sources in parallel-processing systems. e analysis and design of LBAs has aracted
strong aention in recent years, mainly spurred by scalability challenges arising in
cloud networks and data centers with massive numbers of servers.
LBAs can be broadly categorized as static, dynamic, or some intermediate blend,
depending on the amount of feedback or state information (e.g. congestion levels)
that is used in allocating tasks. e use of state information naturally allows dy-
namic policies to achieve beer delay performance, but also involves higher imple-
mentation complexity and a substantial communication burden. e laer issue is
particularly pertinent in cloud networks and data centers with immense numbers of
servers handling a huge inux of service requests. In order to capture the large-scale
context, we examine scalability properties through the prism of asymptotic scalings
where the system size grows large, and identify LBAs which strike an optimal bal-
ance between delay performance and implementation overhead in that regime.
e most basic load balancing scenario consists of N identical parallel servers
and a dispatcher where tasks arrive that must immediately be forwarded to one of
the servers. Tasks are assumed to have unit-mean exponentially distributed service
requirements, and the service discipline at each server is supposed to be oblivious
to the actual service requirements, i.e., the service time only gets revealed once a
server begins processing the task. In this canonical setup, the celebrated Join-the-
Shortest-eue (JSQ) policy has several strong stochastic optimality properties. In
particular, the JSQ policy achieves the minimum mean overall delay among all non-
anticipating policies that do not have any advance knowledge of the service require-
ments [47, 179]. In order to implement the JSQ policy however, a dispatcher requires
instantaneous knowledge of all the queue lengths, which may involve a prohibitive
communication burden with a large number of servers N.
is poor scalability has motivated consideration of JSQ(d) policies, where an
incoming task is assigned to a server with the shortest queue among d > 2 servers
selected uniformly at random. Note that this involves an exchange of 2d messages
per task, irrespective of the number of serversN. Results in Mitzenmacher [122] and
Vvedenskaya et al. [171] indicate that even sampling as few as d = 2 servers yields
signicant performance enhancements over purely random assignment (d = 1) as
N grows large, which is commonly referred to as the “power-of-two” or “power-of-
2
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choice” eect. Specically, when tasks arrive at rate λN, the queue length distribu-
tion at each individual server exhibits super-exponential decay for any xed λ < 1
as N grows large, a considerable improvement compared to exponential decay for
purely random assignment.
As illustrated by the above, the diversity parameter d induces a fundamental
trade-o between the amount of communication overhead and the delay perfor-
mance. Specically, a random assignment policy does not entail any communica-
tion burden, but the mean waiting time remains constant as N grows large for any
xed λ > 0. In contrast, a nominal implementation of the JSQ policy (without main-
taining state information at the dispatcher) involves 2N messages per task, but the
mean waiting time vanishes as N grows large for any xed λ < 1. Although JSQ(d)
policies with d > 2 yield major performance improvements over purely random as-
signment while reducing the communication burden by a factor O(N) compared to
the JSQ policy, the mean waiting time does not vanish in the limit. us, no xed
value of d will provide asymptotically optimal delay performance. is is evidenced
by results of Gamarnik et al. [60] indicating that in the absence of any memory at
the dispatcher the communication overhead per task must increase with N in order
for any scheme to achieve a zero mean waiting time in the limit.
We will explore the intrinsic trade-o between delay performance and commu-
nication overhead as governed by the diversity parameter d, in conjunction with the
relative load λ. e laer trade-o is examined in an asymptotic regime where not
only the overall task arrival rate is assumed to grow with N, but also the diversity
parameter is allowed to depend onN. We write λ(N) and d(N), respectively, to ex-
plicitly reect that, and investigate what growth rate of d(N) is required, depending
on the scaling behavior of λ(N), in order to achieve a zero mean waiting time in the
limit. e analysis covers both uid-scaled and diusion-scaled versions of the queue
length process in regimes where λ(N)/N→ λ < 1 and (N− λ(N))/√N→ β > 0
as N → ∞, respectively. We establish that the limiting processes are insensitive to
the exact growth rate of d(N), as long as the laer is suciently fast, and in particu-
lar coincide with the limiting processes for the JSQ policy. is reects a remarkable
universality property and demonstrates that the optimality of the JSQ policy can
asymptotically be preserved while dramatically lowering the communication over-
head.
We will extend these universality properties to network scenarios where the
N servers are assumed to be inter-connected by some underlying graph topology
GN. Tasks arrive at the various servers as independent Poisson processes of rate λ,
and each incoming task is assigned to whichever server has the shortest queue among
the one where it appears and its neighbors in GN. In case GN is a clique (fully con-
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nected graph), each incoming task is assigned to the server with the shortest queue
across the entire system, and the behavior is equivalent to that under the JSQ pol-
icy. e stochastic optimality properties of the JSQ policy thus imply that the queue
length process in a clique will be ‘beer’ than in an arbitrary graph GN. We will es-
tablish sucient conditions for the uid-scaled and diusion-scaled versions of the
queue length process in an arbitrary graph to be equivalent to the limiting processes
in a clique as N → ∞. e conditions reect similar universality properties as de-
scribed above, and in particular demonstrate that the optimality of a clique can be
asymptotically preserved while dramatically reducing the number of connections,
provided the graph GN is suitably random.
While a zero waiting time can be achieved in the limit by sampling only d(N)
N servers, the amount of communication overhead in terms of d(N) must still grow
with N. is may be explained from the fact that a large number of servers need
to be sampled for each incoming task to ensure that at least one of them is found
idle with high probability. As alluded to above, this can be avoided by introduc-
ing memory at the dispatcher, in particular maintaining a record of vacant servers,
and assigning tasks to idle servers, if there are any. is so-called Join-the-Idle-
eue (JIQ) scheme [13, 111] has gained huge popularity recently, and can be imple-
mented through a simple token-based mechanism generating at most one message
per task. As shown by Stolyar [157], the uid-scaled queue length process under the
JIQ scheme is equivalent to that under the JSQ policy asN→∞, and we will extend
this result to the diusion-scaled queue length process. us, the use of memory
allows the JIQ scheme to achieve asymptotically optimal delay performance with
minimal communication overhead. In particular, ensuring that tasks are assigned to
idle servers whenever available is sucient to achieve asymptotic optimality, and
using any additional queue length information yields no meaningful performance
benets on the uid or diusion levels.
Stochastic coupling techniques play an instrumental role in the proofs of the
above-described universality and asymptotic optimality properties. A direct analy-
sis of the queue length processes under a JSQ(d(N)) policy, in a load balancing graph
GN, or under the JIQ scheme is confronted with formidable obstacles, and does not
seem tractable. As an alternative route, we leverage novel stochastic coupling con-
structions to relate the relevant queue length processes to the corresponding pro-
cesses under a JSQ policy, and show that the deviation between these processes is
asymptotically negligible under suitable assumptions on d(N) or GN.
While the stochastic coupling schemes provide an eective and overarching ap-
proach, they defy a systematic recipe and involve some degree of ingenuity and cus-
tomization. Indeed, the specic coupling arguments that we develop are not only
4
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dierent from those that were originally used in establishing the stochastic optimal-
ity properties of the JSQ policy, but also dier in critical ways between a JSQ(d(N))
policy, a load balancing graph GN, and the JIQ scheme. Yet dierent coupling con-
structions are devised for model variants with innite-server dynamics that we will
discuss in Section 1.5.
For readability, we occasionally use somewhat informal arguments and phrases
in this introductory chapter, but completely rigorous statements and proofs can be
found in the subsequent chapters. In order for some of the sections and chapters to
be mostly self-contained, we have also allowed for a certain degree of repetition in
a few places.
e remainder of this introduction is organized as follows. In Section 1.2 we
discuss various LBAs and evaluate their scalability properties. In Section 1.3 we in-
troduce some useful preliminary concepts, and then review uid and diusion limits
for the JSQ policy as well as JSQ(d) policies with a xed value of d. In Section 1.4 we
explore the trade-o between delay performance and communication overhead as
function of the diversity parameter d, in conjunction with the relative load. In par-
ticular, we establish asymptotic universality properties for JSQ(d) policies, which are
extended to systems with server pools and network scenarios in Sections 1.5 and 1.6,
respectively. In Section 1.7 we establish asymptotic optimality properties for the JIQ
scheme. We discuss somewhat related redundancy policies and alternative scaling
regimes and performance metrics in Section 1.8. e chapter is concluded in Sec-
tion 1.9 with a discussion of yet further extensions and several open problems and
emerging research directions.
1.2 Scalability spectrum
In this section we review a wide spectrum of LBAs and examine their scalability
properties in terms of the delay performance vis-a-vis the associated implementation
overhead in large-scale systems.
1.2.1 Basic model
roughout this section and most of the chapter, we focus on a basic scenario with
N parallel single-server innite-buer queues and a single dispatcher where tasks
arrive as a Poisson process of rate λ(N), as depicted in Figure 1.1. Arriving tasks
cannot be queued at the dispatcher, and must immmediately be forwarded to one of
the servers. is canonical setup is commonly dubbed the supermarket model. Tasks
are assumed to have unit-mean exponentially distributed service requirements, and
5
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λ(N)
1
2
3
...
N
Figure 1.1: Tasks arrive at the dispatcher as a Poisson process of rate λ(N), and
are forwarded to one of the N servers according to some specic load balancing
algorithm.
the service discipline at each server is supposed to be oblivious to the actual service
requirements.
When tasks do not get served and never depart but simply accumulate, the above
setup corresponds to a so-called balls-and-bins model, and we will further elaborate
on the connections and dierences with work in that domain in Subsection 1.8.4.
1.2.2 Asymptotic scaling regimes
An exact analysis of the delay performance is quite involved, if not intractable, for
all but the simplest LBAs. A common approach is therefore to consider various limit
regimes, which not only provide mathematical tractability and illuminate the funda-
mental behavior, but are also natural in view of the typical conditions in which cloud
networks and data centers operate. One can distinguish several asymptotic scalings
that have been used for these purposes:
(i) In the classical heavy-trac regime, λ(N) = λN with a xed number of
servers N and a relative load λ that tends to one (i.e., there is no asymptotics in N).
(ii) In the conventional large-capacity or many-server regime, the relative load
λ(N)/N approaches a constant λ < 1 as the number of servers N grows large.
(iii) e popular Haln-Whi regime [79] combines heavy trac with a large
capacity, with
N− λ(N)√
N
→ β > 0 as N→∞, (1.1)
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so the relative capacity slack behaves as β/
√
N as the number of servers N grows
large.
(iv) e so-called non-degenerate slow-down regime [9] involves N− λ(N) →
γ > 0, so the relative capacity slack shrinks as γ/N as the number of servers N
grows large.
e term non-degenerate slow-down refers to the fact that in the context of a cen-
tralized multi-server queue, the mean waiting time in regime (iv) tends to a strictly
positive constant as N → ∞, and is thus of similar magnitude as the mean service
requirement. In contrast, in regimes (ii) and (iii), the mean waiting time in a multi-
server queue decays exponentially fast inN or is of the order 1/
√
N, respectively, as
N → ∞, while in regime (i) the mean waiting time grows arbitrarily large relative
to the mean service requirement.
In the context of a centralized M/M/N queue, scalings (ii), (iii) and (iv) are com-
monly referred to as ality-Driven (QD), ality-and-Eciency-Driven (QED) and
Eciency-Driven (ED) regimes. ese terms reect that (ii) oers excellent service
quality (vanishing waiting time), (iv) provides high resource eciency (utilization
approaching one), and (iii) achieves a combination of these two, providing the best
of both worlds.
In the present thesis, and in particular in the current chapter we will focus on
scalings (ii) and (iii), and occasionally also refer to these as uid and diusion scal-
ings, since it is natural to analyze the relevant queue length process on uid scale
(1/N) and diusion scale (1/
√
N) in these regimes, respectively. We will not provide
a detailed account of scalings (i) and (iv), which do not capture the large-scale per-
spective and do not allow for low delays, respectively, but we will briey mention
some results for these regimes in Subsections 1.8.2 and 1.8.3.
An important issue in the context of scaling limits is the rate of convergence
and the accuracy for nite-size systems. Some interesting results for the accuracy of
mean-eld approximations for interacting-particle networks and in particular load
balancing models may be found in recent work of Gast [69], Gast & Van Houdt [72],
and Ying [182, 183].
1.2.3 Random assignment: N independent M/M/1 queues
One of the most basic LBAs is to assign each arriving task to a server selected uni-
formly at random. In that case, the various queues collectively behave as N inde-
pendent M/M/1 queues, each with arrival rate λ(N)/N and unit service rate. In
particular, at each of the queues, the total number of tasks in stationarity has a ge-
ometric distribution with parameter λ(N)/N. By virtue of the PASTA property, the
probability that an arriving task incurs a non-zero waiting time is λ(N)/N. e
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mean number of waiting tasks (excluding the possible task in service) at each of the
queues is λ(N)
2
N(N−λ(N)) , so the total mean number of waiting tasks is
λ(N)2
N−λ(N) , which
by Lile’s law implies that the mean waiting time of a task is λ(N)
N−λ(N) . In partic-
ular, when λ(N) = Nλ, the probability that a task incurs a non-zero waiting time
is λ, and the mean waiting time of a task is λ1−λ , independent of N, reecting the
independence of the various queues.
As we will see later, a broad range of queue-aware LBAs can deliver a probabil-
ity of a non-zero waiting time and a mean waiting time that vanish asymptotically.
While a random assignment policy is evidently not competitive with such queue-
aware LBAs, it still plays a relevant role due to the strong degree of tractability in-
herited from its simplicity. For example, the queue process under purely random
assignment can be shown to provide an upper bound (in a stochastic majorization
sense) for various more involved queue-aware LBAs for which even stability may be
dicult to establish directly, yielding conservative performance bounds and stability
guarantees.
A slightly beer LBA is to assign tasks to the servers in a Round-Robin man-
ner, dispatching every N-th task to the same server. In the uid regime where
λ(N) = Nλ, the inter-arrival time of tasks at each given queue will then converge to
a constant 1/λ asN→∞. us each of the queues will behave as a D/M/1 queue in
the limit, and the probability of a non-zero waiting time and the mean waiting time
will be somewhat lower than under purely random assignment. However, both the
probability of a non-zero waiting time and the mean waiting time will still tend to
strictly positive values and not vanish as N→∞.
1.2.4 Join-the-Shortesteue (JSQ)
Under the Join-the-Shortest-eue (JSQ) policy, each arriving task is assigned to the
server with the currently shortest queue. In the basic model described above, the
JSQ policy has several strong stochastic optimality properties, and yields the ‘most
balanced and smallest’ queue process among all non-anticipating policies that do not
have any advance knowledge of the service requirements [47, 179].
1.2.5 Join-the-Smallest-Workload (JSW): centralized M/M/N queue
Under the Join-the-Smallest-Workload (JSW) policy, each arriving task is assigned to
the server with the currently smallest workload. Note that this is an anticipating pol-
icy, since it requires advance knowledge of the service requirements of all the tasks
in the system. Further observe that this policy (myopically) minimizes the waiting
time for each incoming task, and mimicks the operation of a centralized N-server
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queue with a FCFS discipline. e equivalence with a centralized N-server queue
with a FCFS discipline yields a strong optimality property of the JSW policy: e
vector of joint workloads at the various servers observed by each incoming task is
smaller in the Schur convex sense than under any alternative admissible policy [57].
It is worth observing that the above optimality properties in fact do not rely
on Poisson arrival processes or exponential service requirement distributions. Even
though the JSW policy requires a similar excessive communication overhead as the
JSQ policy, aside from its anticipating nature, the equivalence with a centralized FCFS
queue means that there cannot be any idle servers while tasks are waiting and that
the total number of tasks behaves as a birth-death process, which renders it far more
tractable. Specically, given that all the servers are busy, the total number of wait-
ing tasks is geometrically distributed with parameter λ(N)/N. us the total mean
number of waiting tasks is ΠW(N, λ(N)) λ(N)N−λ(N) , and the mean waiting time is
ΠW(N, λ(N)) 1N−λ(N) , withΠW(N, λ(N) denoting the probability of all servers be-
ing occupied and a task incurring a non-zero waiting time. is immediately shows
that the mean waiting time is smaller by at least a factor λ(N) than for the random
assignment policy considered in Subsection 1.2.3.
In the large-capacity regime λ(N) = Nλ, it can be shown that the probability
ΠW(N, λ(N)) of a non-zero waiting time decays exponentially fast inN, and hence
so does the mean waiting time. In the Haln-Whi heavy-trac regime (1.1), the
probability ΠW(N, λ(N)) of a non-zero waiting time converges to a nite constant
Π∗W(β), implying that the mean waiting time of a task is of the order 1/
√
N, and
thus vanishes as N→∞.
1.2.6 Power-of-d load balancing (JSQ(d))
We have seen that the achilles heel of the JSQ policy is its excessive communication
overhead in large-scale systems. is poor scalability has motivated consideration
of so-called JSQ(d) policies, where an incoming task is assigned to a server with the
shortest queue among d servers selected uniformly at random. Results in Mitzen-
macher [122] and Vvedenskaya et al. [171] indicate that in the uid regime where
λ(N) = λN, the probability that there are i or more tasks at a given queue is propor-
tional to λ
di−1
d−1 asN→∞, and thus exhibits super-exponential decay as opposed to
exponential decay for the random assignment policy considered in Subsection 1.2.3.
e diversity parameter d thus induces a fundamental trade-o between the
amount of communication overhead and the performance in terms of queue lengths
and delays. A rudimentary implementation of the JSQ policy (d = N, without re-
placement) involves O(N) communication overhead per task, but it can be shown
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that the probability of a non-zero waiting time and the mean waiting vanish as
N → ∞, just like in a centralized queue. Although JSQ(d) policies with a xed
parameter d > 2 yield major performance improvements, the probability of a non-
zero waiting time and the mean waiting time do not vanish as N→∞.
1.2.7 Token-based mechanisms: Join-the-Idle-eue (JIQ)
While a zero waiting time can be achieved in the limit by sampling only d(N) N
servers, the amount of communication overhead in terms of d(N) must still grow
with N. is can be countered by introducing memory at the dispatcher, in partic-
ular maintaining a record of vacant servers, and assigning tasks to idle servers as
long as there are any, or to a uniformly at random selected server otherwise. is so-
called Join-the-Idle-eue (JIQ) scheme [13, 111] has received keen interest recently,
and can be implemented through a simple token-based mechanism. Specically, idle
servers send tokens to the dispatcher to advertize their availability, and when a task
arrives and the dispatcher has tokens available, it assigns the task to one of the corre-
sponding servers (and disposes of the token). Note that a server only issues a token
when a task completion leaves its queue empty, thus generating at most one message
per task. Surprisingly, the mean waiting time and the probability of a non-zero wait-
ing time vanish under the JIQ scheme in both the uid and diusion regimes, as we
will further discuss in Section 1.7. us, the use of memory allows the JIQ scheme
to achieve asymptotically optimal delay performance with minimal communication
overhead.
1.2.8 Performance comparison
We now present some simulation experiments to compare the above-described LBAs
in terms of delay performance. Specically, we evaluate the mean waiting time and
the probability of a non-zero waiting time in both a uid regime (λ(N) = 0.9N)
and a diusion regime (λ(N) = N−
√
N). e results are shown in Figure 1.2. An
overview of the delay performance and overhead associated with various LBAs is
given in Table 1.1.
We are specically interested in distinguishing two classes of LBAs – the ones
delivering a mean waiting time and probability of a non-zero waiting time that vanish
asymptotically, and the ones that fail to do so – and relating that dichotomy to the
associated communication overhead and memory requirement at the dispatcher. We
give these classications for both the uid regime and the diusion regime.
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Figure 1.2: Simulation results for mean waiting time E[WN] and probability of a
non-zero waiting time pNwait, for both a uid regime and a diusion regime.
JSQ, JIQ and JSW. ree schemes that clearly have vanishing waiting time are JSQ,
JIQ and JSW. e optimality of JSW is observed in the gures; JSW has the smallest
mean waiting time, and all three schemes have vanishing waiting time in both the
uid and diusion regime.
However, there is a signicant dierence between JSW and JSQ/JIQ. We observe
that the probability of positive wait does not vanish for JSW, while it does vanish for
JSQ/JIQ. is implies that the mean of all positive waiting times is an order larger
in JSQ/JIQ compared to JSW. Intuitively, this is clear since in JSQ/JIQ, when a task
is placed in a queue, it waits for at least one specic other task. In JSW, which is
equivalent to the M/M/N queue, a task that cannot start service immediately, can
start service when one of the N servers becomes idle.
Random and Round-Robin. e mean waiting time does not vanish for Ran-
dom and Round-Robin in the uid regime, as already mentioned in Subsection 1.2.3.
Moreover, the waiting time grows without bound in the diusion regime for these
two schemes. is is because the system can still be decomposed into single-server
queues, and the loads of the individual M/M/1 and D/M/1 queues tend to 1.
JSQ(d) policies. ree versions of JSQ(d) are included in Figure 1.2; d(N) = 2 6→∞, d(N) = blog(N)c → ∞ and d(N) = N2/3 for which d(N)√
N log(N)
→ ∞. Note
that the graph for d(N) = blog(N)c shows sudden jumps when d(N) increases
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by 1. As can be seen in Figure 1.2, the variants for which d(N)→∞ have vanishing
wait in the uid regime, while d = 2 does not. e laer could be readily observed,
since JSQ(d) uses no memory and the overhead per task does not increase withN, as
already mentioned in the introduction. Furthermore, it follows that JSQ(d) policies
clearly outperform Random and Round-Robin dispatching, while JSQ/JIQ/JSW are
beer in terms of mean wait.
1.3 Preliminaries, JSQ policy, and power-of-d algorithms
In this section we rst introduce some useful notation and preliminary concepts, and
then review uid and diusion limits for the JSQ policy as well as JSQ(d) policies with
a xed value of d.
We keep focusing on a basic scenario where all the servers are homogeneous, the
service requirements are exponentially distributed, and the service discipline at each
server is oblivious of the actual service requirements. In order to obtain a Markovian
state description, it therefore suces to only track the number of tasks, and in fact
we do not need to keep record of the number of tasks at each individual server, but
only count the number of servers with a given number of tasks. Specically, we
represent the state of the system by a vector
Q(t) := (Q1(t),Q2(t), . . . ) , (1.2)
with Qi(t) denoting the number of servers with i or more tasks at time t, includ-
ing the possible task in service, i = 1, 2 . . . . Note that if we represent the queues
at the various servers as (vertical) stacks, and arrange these from le to right in
non-descending order, then the value of Qi corresponds to the width of the i-th
(horizontal) row, as depicted in the schematic diagram in Figure 1.3.
In order to examine the uid and diusion limits in regimes where the number of
serversN grows large, we consider a sequence of systems indexed byN, and aach
a superscript N to the associated state variables.
e uid-scaled occupancy state is denoted by qN(t) := (qN1 (t),qN2 (t), . . . ),
with qNi (t) = QNi (t)/N representing the fraction of servers in the N-th system
with i or more tasks as time t, i = 1, 2, . . . . Let S = {q ∈ [0, 1]∞ : qi 6 qi−1∀i =
2, 3, . . . } be the set of all possible uid-scaled states. Whenever we consider uid
limits, we assume the sequence of initial states is such that qN(0) → q∞ ∈ S as
N→∞.
e diusion-scaled occupancy state is dened as Q¯N(t) = (Q¯N1 (t), Q¯N2 (t), . . . ),
with
Q¯N1 (t) = −
N−QN1 (t)√
N
, Q¯Ni (t) =
QNi (t)√
N
, i = 2, 3, . . . . (1.3)
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·
Figure 1.3: e value of Qi represents the width of the i-th row, when the servers
are arranged in non-descending order of their queue lengths.
Note that−Q¯N1 (t) corresponds to the number of vacant servers, normalized by
√
N.
e reason why QN1 (t) is centered around N while QNi (t), i = 2, 3, . . . , are not, is
that for the scalable LBAs that we consider, the fraction of servers with exactly one
task tends to one, whereas the fraction of servers with two or more tasks tends to
zero as N → ∞. For convenience, we will assume that each server has an innite-
capacity buer, but all the results extend to the nite-buer case.
1.3.1 Fluid limit for JSQ(d) policies
We rst consider the uid limit for JSQ(d) policies with an arbitrary but xed value
of d as characterized by Mitzenmacher [122] and Vvedenskaya et al. [171]:
e sequence of processes {qN(t)}t>0 has a weak limit {q(t)}t>0 that satises the
system of dierential equations
dqi(t)
dt = λ(q
d
i−1(t) − q
d
i (t)) − (qi(t) − qi+1(t)). i = 1, 2, . . . . (1.4)
e uid-limit equations may be interpreted as follows. e rst term represents the
rate of increase in the fraction of servers with i or more tasks due to arriving tasks
that are assigned to a server with exactly i− 1 tasks. Note that the laer occurs in
uid state q ∈ S with probability qdi−1 − qdi , i.e., the probability that all d sampled
servers have i− 1 or more tasks, but not all of them have i or more tasks. e second
term corresponds to the rate of decrease in the fraction of servers with i or more
tasks due to service completions from servers with exactly i tasks, and the laer
rate is given by qi − qi+1. While the system in (1.4) characterizes the functional
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law of large numbers (FLLN) behavior of systems under the JSQ(d) scheme, weak
convergence to a certain Ornstein-Ulenbeck process (both in the transient regime
and in steady state) was shown in [75], establishing a functional central limit theorem
(FCLT) result. Strong approximations for systems under the JSQ(d) scheme on any
nite time interval by the deterministic system in (1.4), a certain innite-dimensional
jump process, and a diusion approximation were established in [114].
When the derivatives in (1.4) are set equal to zero for all i, the unique xed point
for any d > 2 is obtained as
q∗i = λ
di−1
d−1 . i = 1, 2, . . . . (1.5)
It can be shown that the xed point is asymptotically stable in the sense that q(t)→
q∗ as t→∞ for any initial uid state q∞ with∑∞i=1 q∞i <∞.
As mentioned earlier, the xed point reveals that the stationary queue length
distribution at each individual server exhibits super-exponential decay as N → ∞,
as opposed to exponential decay for a random assignment policy.
It is worth observing that this involves an interchange of the many-server (N→∞) and stationary (t → ∞) limits. e justication is provided by the asymptotic
stability of the xed point along with a few further technical conditions.
1.3.2 Fluid limit for JSQ policy
We now turn to the uid limit for the ordinary JSQ policy, which rather surprisingly
was not rigorously established until fairly recently in [129], leveraging martingale
functional limit theorems and time-scale separation arguments [84]. A more detailed
description of the uid limit along with the proofs is presented in Chapter 2.
In order to state the uid limit starting from an arbitrary uid-scaled occupancy
state, we rst introduce some additional notation. For any uid state q ∈ S, denote
by m(q) = min{i : qi+1 < 1} the minimum queue length among all servers. Now
if m(q) = 0, then dene p0(m(q)) = 1 and pi(m(q)) = 0 for all i = 1, 2, . . ..
Otherwise, in casem(q) > 0, dene
pi(q) =

min
{
(1− qm(q)+1)/λ, 1
}
for i = m(q) − 1,
1− pm(q)−1(q) for i = m(q),
0 otherwise.
(1.6)
Any weak limit of the sequence of processes {qN(t)}t>0 is given by the deterministic
system {q(t)}t>0 satisfying the system of dierential equations
d+qi(t)
dt
= λpi−1(q(t)) − (qi(t) − qi+1(t)), i = 1, 2, . . . , (1.7)
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where d+/dt denotes the right-derivative. e reason why we have used the derivative
in (1.4), and the right-derivative in (1.7) is that the limiting trajectory for the JSQ
policy may not be dierentiable at all time points. In fact, one of the major technical
challenges in proving the uid limit for the JSQ policy is that the dri of the process
is not continuous, which leads to non-smooth limiting trajectories.
As in the case of the uid-limit for JSQ(d) policies in (1.4), the uid-limit tra-
jectory in (1.7) can be interpreted as follows. e coecient pi(q) represents the
instantaneous fraction of incoming tasks assigned to servers with a queue length of
exactly i in the uid state q ∈ S. Note that a strictly positive fraction 1− qm(q)+1
of the servers have a queue length of exactly m(q). Clearly the fraction of incom-
ing tasks that get assigned to servers with a queue length of m(q) + 1 or larger
is zero: pi(q) = 0 for all i = m(q) + 1, . . . . Also, tasks at servers with a queue
length of exactly i are completed at (normalized) rate qi − qi+1, which is zero for
all i = 0, . . . ,m(q) − 1, and hence the fraction of incoming tasks that get assigned
to servers with a queue length of m(q) − 2 or less is zero as well: pi(q) = 0 for
all i = 0, . . . ,m(q) − 2. is only leaves the fractions pm(q)−1(q) and pm(q)(q)
to be determined. Now observe that the fraction of servers with a queue length of
exactly m(q) − 1 is zero. If m(q) = 0, then clearly the incoming tasks will join an
empty queue, and thus, pm(q) = 1, and pi(q) = 0 for all i 6= m(q). Furthermore, if
m(q) > 1, since tasks at servers with a queue length of exactlym(q) are completed
at (normalized) rate 1− qm(q)+1 > 0, incoming tasks can be assigned to servers
with a queue length of exactlym(q)− 1 at that rate. We thus need to distinguish be-
tween two cases, depending on whether the normalized arrival rate λ is larger than
1−qm(q)+1 or not. If λ < 1−qm(q)+1, then all the incoming tasks can be assigned
to a server with a queue length of exactly m(q) − 1, so that pm(q)−1(q) = 1 and
pm(q)(q) = 0. On the other hand, if λ > 1− qm(q)+1, then not all incoming tasks
can be assigned to servers with a queue length of exactlym(q) − 1 active tasks, and
a positive fraction will be assigned to servers with a queue length of exactly m(q):
pm(q)−1(q) = (1− qm(q)+1)/λ and pm(q)(q) = 1− pm(q)−1(q).
e unique xed point q? = (q?1 ,q?2 , . . .) of the dynamical system in (1.7) is
given by
q∗i =
{
λ, i = 1,
0, i = 2, 3, . . . .
(1.8)
Note that the xed point naturally emerges when d → ∞ in the xed point ex-
pression (1.5) for xed d. However, the process-level results in [122, 171] for xed d
cannot be readily used to handle joint scalings, and do not yield the entire uid-scaled
sample path for arbitrary initial states as given by (1.7).
e xed point in (1.8), in conjunction with an interchange of limits argument,
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indicates that in stationarity the fraction of servers with a queue length of two or
larger under the JSQ policy is negligible as N→∞.
1.3.3 Diusion limit for JSQ policy
We next describe the diusion limit for the JSQ policy in the Haln-Whi heavy-
trac regime (1.1), as recently derived by Eschenfeldt & Gamarnik [48].
Transient regime. Recall the centered and diusion-scaled processes in (1.3). For
suitable initial conditions, the sequence of processes
{
Q¯N(t)
}
t>0 converges weakly to
the limit
{
Q¯(t)
}
t>0, where (Q¯1(t), Q¯2(t), . . .) is the unique solution to the system of
SDEs
dQ¯1(t) =
√
2dW(t) −βdt− Q¯1(t) + Q¯2(t) − dU1(t),
dQ¯2(t) = dU1(t) − (Q¯2(t) − Q¯3(t)),
dQ¯i(t) = −(Q¯i(t) − Q¯i+1(t)), i > 3,
(1.9)
for t > 0, where W is the standard Brownian motion and U1 is the unique non-
decreasing non-negative process satisfying
∫∞
0 1[Q¯1(t)<0]dU1(t) = 0.
Now introduce
Q¯Ntot(t) =
QNtot(t) −N√
N
,
as the centered and diusion-scaled version of the total number of tasks QNtot(t) =∑∞
i=1Q
N
i (t) in the N-th system at time t, and denote by Q¯Nvac(t) = −Q¯N1 (t) the
diusion-scaled number of vacant servers in the N-th system at time t. Summing
the equations in (1.9) over i = 1, 2, . . . , and rewriting the top equation in terms of
Q¯Nvac(t), we obtain that for suitable initial conditions, the sequence of processes
{(Q¯Ntot(t), Q¯
N
vac(t))}t>0 converges weakly to the limit {(Q¯tot(t), Q¯vac(t))}t>0,
as the unique solution to the system of SDEs
dQ¯tot(t) =
√
2dW(t) −βdt+ Q¯vac(t),
dQ¯vac(t) =
√
2dW(t) +βdt− (Q¯vac(t) + Q¯2(t)) + dU1(t),
(1.10)
for t > 0, where W is the standard Brownian motion and U1 is the unique non-
decreasing non-negative process satisfying
∫∞
0 1[Q¯vac(t)>0]dU1(t) = 0.
Strikingly, the top equation has the exact same form as in the corresponding
centralized M/M/N queue, while the boom equation is nearly identical, except for
the term Q¯2(t). As it turns out, despite the dierences in the dynamics between the
JSQ policy and the M/M/N system, there are surprising similarities in terms of the
qualitative behavior of the total number of tasks in the system. We will reect more
on the behavior of the JSQ policy and the M/M/N system in Remark 1.3.1 below.
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Interchange of limits. In [48] the convergence of the scaled occupancy measure
was established only in the transient regime on any nite time interval. e tightness
of the diusion-scaled occupancy measure and the interchange of limits were open
until Braverman [33] recently further established that the weak-convergence result
extends to the steady state as well, i.e., Q¯N(∞) converges weakly to the random
variable (Q1(∞),Q2(∞), 0, 0, . . .) asN→∞, where (Q1(∞),Q2(∞)) has the sta-
tionary distribution of the process (Q1,Q2). us, the steady state of the diusion
process in (1.9) is proved to capture the asymptotic behavior of large-scale systems
under the JSQ policy.
Although the above interchange of limits result [33] establishes that the mean
steady-state waiting time under the JSQ policy is of a similar order O(1/
√
N) as
in the M/M/N queue, it is important to observe a subtle but fundamental dierence
in the distributional properties due to the distributed versus centralized queueing
operation. In the ordinary M/M/N queue a fraction Π∗W(β) of the tasks incur a
non-zero waiting time as N → ∞, but a non-zero waiting time is only of length
1/(β
√
N) in expectation. In contrast, under the JSQ policy, the fraction of tasks that
experience a non-zero waiting time is only of the order O(1/
√
N). However, such
tasks will have to wait for the duration of a residual service time, yielding a waiting
time of the order O(1).
Tail asymptotics of the steady state. In Chapter 4 the tail asymptotics of the
steady-state distribution pi of the diusion in (1.9) will be studied. In particular,
using a classical regenerative process construction of the diusion process in (1.9),
eorem 4.2.1 in Chapter 4 establishes that Q¯1(∞) has a Gaussian tail, and the tail
exponent is uniformly bounded by constants which do not depend on β, whereas
Q¯2(∞) has an exponentially decaying tail, and the coecient in the exponent is lin-
ear in β. More precisely, for any β > 0 there exist positive constants C1,C2,D1,D2
not depending on β and positive constants Cl(β), Cu(β), Dl(β), Du(β), CR(β),
DR(β) depending only on β such that
Cl(β)e−C1x
2 6 pi(Q¯1(∞) < −x) 6 Cu(β)e−C2x2 , x > CR(β)
Dl(β)e−D1βy 6 pi(Q¯2(∞) > y) 6 Du(β)e−D2βy, y > DR(β). (1.11)
It is further shown in eorem 4.2.3 that there exists a positive constant C∗ not de-
pending on β such that almost surely along any sample path
−2
√
2 6 lim inf
t→∞ Q¯1(t)√log t 6 −1,
1
β
6 lim sup
t→∞
Q¯2(t)
log t
6 2
C∗β
.
(1.12)
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Equation (1.12) captures the explicit dependence on β of the width of the uctuation
window of Q¯1 and Q¯2. Specically, note that the width of uctuation of Q¯1 does not
depend on the value of β, whereas that of Q¯2 is linear in β−1.
Remark 1.3.1. It is worth mentioning that in case of M/M/N systems in the Haln-
Whi heavy-trac regime [79, eorem 2], the centered and scaled total number
of tasks in the system (S¯N(t) −N)/
√
N converges weakly to a diusion process
{S¯(t)}t>0 having innitesimal generator A = (σ2(x)/2)(d2/dx2) +m(x)(d/dx)
with
m(x) =
−β if x > 0−(x+β) if x 6 0 and σ2(x) = 2.
Note that since this is a simple combination of a Brownian motion with a negative
dri (when all servers are fully occupied) and an Ornstein Uhlenbeck process (when
there are idle servers), the steady-state distribution S¯(∞) can be computed explicitly,
and is a combination of an exponential distribution (from the Brownian motion with
a negative dri) and a Gaussian distribution (from the OU process). Although in
terms of tail asymptotics, S(∞) = Q¯1(∞) + Q¯2(∞) behaves somewhat similarly to
that for the centered and scaled total number of tasks in the corresponding M/M/N
system, there are some fundamental dierences between the two processes, which
not only make the analysis of the JSQ diusion much harder, but also lead to several
completely dierent qualitative properties.
(i) Observe that in case of M/M/N systems, whenever there are some waiting tasks
(equivalent to Q2 being positive in our case), the queue length has a constant
negative dri towards zero. is leads to the exponential upper tail of S¯(∞), by
comparing with the stationary distribution of a reected Brownian motion with
constant negative dri. In our case, the rate of decrease ofQ2 is always propor-
tional to itself, which makes it somewhat counter-intuitive that its stationary
distribution has an exponential tail.
(ii) Further, from (1.9), Q2 never hits zero. us, in the steady state, there is no
mass at Q2 = 0, and the system always has waiting tasks. is is in sharp
contrast to the M/M/N case, where the system has no waiting tasks with positive
probability in steady state.
(iii) In the M/M/N system, given that a task faces a non-zero wait, the steady-state
waiting time is of order 1/
√
N whereas in the JSQ case it is of constant order
(the time till the service of the task ahead of it in its queue nishes). More-
over, in the JSQ case, it is easy to see that Q1 (the limit of the scaled number
of idle servers) spends zero time at the origin, i.e., in steady state the fraction
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of arriving tasks that nd all servers busy vanishes in the large-N limit. Con-
sequently, JSQ achieves an asymptotically vanishing steady-state probability of
non-zero wait (in fact, this is of order 1/
√
N, see [33]). is is another sharp
contrast with the M/M/N case, where the asymptotic steady-state probability
of non-zero wait is strictly positive.
(iv) In the M/M/N system, the number of idle servers can be non-zero only when
the number of waiting tasks is zero. us, the dynamics of both the number
of idle servers and the number of waiting tasks are completely captured by
the one-dimensional process S¯N and by the one-dimensional diusion S¯ in the
limit. But in the JSQ case, Q2 is never zero, and the dynamics of (Q1,Q2) are
truly two-dimensional (although the diusion is non-elliptic) with Q1 and Q2
interacting with each other in an intricate manner.
1.3.4 JSQ(d) policies in heavy-trac regime
Finally, we briey discuss the behavior of JSQ(d) policies with a xed value of d in
the Haln-Whi heavy-trac regime (1.1). While a complete characterization of the
occupancy process for xed d has remained elusive so far, signicant partial results
were recently obtained by Eschenfeldt & Gamarnik [49]. In order to describe the
transient asymptotics, introduce the following rescaled processes
Q¯Ni (t) :=
N−QNi (t)√
N
, i = 1, 2, . . . . (1.13)
Note that in contrast with (1.3), in (1.13) all components are centered by N. We
also note that in [49] a considerably more general class of heavy-trac regimes have
been considered (not just the Haln-Whi regime). en for suitable initial states,
[49, eorem 2] establishes that on any nite time interval, Q¯N(·) converges weakly to
a deterministic system Q¯(·) that satises the following system of ODEs
dQ¯i(t) = −d(Q¯i(t) − Q¯i−1(t)) + Q¯i+1(t) − Q¯i(t), i = 1, 2, . . . , (1.14)
with the convention that Q¯0(t) ≡ 0. It is noteworthy that the scaled occupancy pro-
cess loses its diusive behavior for xed d. It is further shown in [49] that with high
probability the steady-state fraction of queues with length at least logd(
√
N/β) −
ω(1) tasks approaches unity, which in turn implies that with high probability the
steady-state delay is at least logd(
√
N/β) −O(1) asN→∞. e diusion approx-
imation of the JSQ(d) policy in the Haln-Whi regime (1.1), starting from a dierent
initial scaling, has been studied by Budhiraja & Friedlander [35].
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In the work of Ying [183] a broad framework involving Stein’s method was intro-
duced to analyze the rate of convergence of the stationary distribution in a heavy-
trac regime where N−λ(N)
η(N) → β > 0 as N → ∞, with η(N) a positive function
diverging to innity as N→∞. Note that the case η(N) = √N corresponds to the
Haln-Whi heavy-trac regime (1.1). Using this framework, it was proved that
when η(N) = Nα with some α > 0.8,
E
( ∞∑
i=1
∣∣∣qNi (∞) − q?i ∣∣∣) 6 1N2α−1−ξ , where q?i = (λ(N)N )2k−1, (1.15)
and ξ > 0 is an arbitrarily small constant. Equation (1.15) not only shows that the
stationary occupancy measure asymptotically concentrates at q?, but also provides
the rate of convergence.
1.4 Universality of JSQ(d) policies
In this section we will further explore the trade-o between delay performance and
communication overhead as a function of the diversity parameter d, in conjunction
with the relative load. e laer trade-o will be examined in an asymptotic regime
where not only the total task arrival rate λ(N) grows with N, but also the diver-
sity parameter depends on N, and we write d(N) to explicitly reect that. We will
specically investigate what growth rate of d(N) is required, depending on the scal-
ing behavior of λ(N), in order to asymptotically match the optimal performance of
the JSQ policy and achieve a zero mean waiting time in the limit. e results pre-
sented in the remainder of the section are discussed in greater detail in Chapter 2.
eorem 1.4.1. (Fluid limit for JSQ(d(N))) If d(N) → ∞ as N → ∞, then the
uid limit of the JSQ(d(N)) scheme coincides with that of the ordinary JSQ policy, and
in particular, is given by the dynamical system in (1.7). Consequently, the stationary
occupancy states converge to the unique xed point as in (1.8).
eorem 1.4.2. (Diusion limit for JSQ(d(N))) If d(N)/(
√
N logN)→∞, then for
suitable initial conditions the weak limit of the sequence of processes
{
Q¯d(N)(t)
}
t>0
coincides with that of the ordinary JSQ policy, and in particular, is given by the system
of SDEs in (1.9).
e above universality properties indicate that the JSQ overhead can be lowered
by almost a factor O(N) and O(
√
N/ logN) while retaining uid- and diusion-level
optimality, respectively. In other words, eorems 1.4.1 and 1.4.2 reveal that it is
sucient for d(N) to grow at any rate and faster than
√
N logN in order to observe
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similar scaling benets as in a pooled system withN parallel single-server queues on
uid scale and diusion scale, respectively. e stated conditions are in fact close to
necessary, in the sense that if d(N) is uniformly bounded and d(N)/(
√
N logN)→
0 as N→∞, then the uid-limit and diusion-limit paths of the system occupancy
process under the JSQ(d(N)) scheme dier from those under the ordinary JSQ policy.
In particular, if d(N) is uniformly bounded, the mean steady-state delay does not
vanish asymptotically as N→∞.
It is worth mentioning that from a high level, conceptually related scaling limits
were examined using quite dierent techniques by Dieker and Suk [44] in a dynamic
scheduling framework (as opposed to the load balancing context).
Remark 1.4.3. One implication of eorem 1.4.1 is that in the subcritical regime
any growth rate of d(N) is enough to achieve an asymptotically vanishing steady-
state probability of wait. is result is complemented by recent results of Liu and
Ying [107] and Brightwell et al. [34], where the steady-state analysis is extended to
the heavy-trac regime. Specically, it is established in [107] that when the system
load of the N-th system scales as N−Nα with α ∈ (0, 1/2) (i.e., the system is in
heavy trac, but the load is lighter than that in the Haln-Whi regime), the steady-
state probability of wait for the JSQ(d(N)) policy withd(N) > N1−α logN vanishes
asN→∞. e results of [34] imply that when λ(N) = N−Nα and d(N) = bNβc
with α,β ∈ (0, 1], k = d(1−α)/βe, and 2α+β(k− 1) > 1, with probability tend-
ing to 1 asN→∞, the proportion of queues with queue length equal to k is at least
1− 2N−1+α+(k−1)β and there are no longer queues. It is important to note that in
contrast to the laer papers, the result stated in eorem 1.4.2 considers behavior of
the system on diusion scale (and described in terms of a limiting diusion process).
High-level proof idea. e proofs of both eorems 1.4.1 and 1.4.2 rely on a
stochastic coupling construction to bound the dierence in the queue length pro-
cesses between the JSQ policy and a scheme with an arbitrary value of d(N). is
coupling is then exploited to obtain the uid and diusion limits of the JSQ(d(N))
policy, along with the associated xed point, under the conditions stated in eo-
rems 1.4.1 and 1.4.2.
A direct comparison between the JSQ(d(N)) scheme and the ordinary JSQ pol-
icy is not straightforward, which is why the CJSQ(n(N)) class of schemes is in-
troduced as an intermediate scenario to establish the universality result. Just like
the JSQ(d(N)) scheme, the schemes in the class CJSQ(n(N)) may be thought of as
“sloppy” versions of the JSQ policy, in the sense that tasks are not necessarily as-
signed to a server with the shortest queue length but to one of the n(N) + 1 lowest
ordered servers, as graphically illustrated in Figure 1.4. In particular, for n(N) = 0,
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Figure 1.4: High-level view of the CJSQ(n(N)) class of schemes, where as in Fig-
ure 1.3, the servers are arranged in nondecreasing order of their queue lengths, and
the arrival must be assigned through the green le tunnel.
the class only includes the ordinary JSQ policy. Note that the JSQ(d(N)) scheme is
guaranteed to identify the lowest ordered server, but only among a randomly sam-
pled subset of d(N) servers. In contrast, a scheme in the CJSQ(n(N)) class only
guarantees that one of the n(N) + 1 lowest ordered servers is selected, but across
the entire pool of N servers. We will show that for suciently small n(N), any
scheme from the class CJSQ(n(N)) is still ‘close’ to the ordinary JSQ policy. We
will further prove that for suciently large d(N) relative to n(N) we can construct
a scheme called JSQ(n(N),d(N)), belonging to the CJSQ(n(N)) class, which dif-
fers ‘negligibly’ from the JSQ(d(N)) scheme. erefore, for a ‘suitable’ choice of
d(N) the idea is to produce a ‘suitable’ n(N). is proof strategy is schematically
represented in Figure 1.5.
In order to prove the stochastic comparisons among the various schemes, the
many-server system is described as an ensemble of stacks, in a way that two dier-
ent ensembles can be ordered. is stack formulation has also been considered in
the literature for establishing the stochastic optimality properties of the JSQ policy
[155, 161, 162]. In Remark 1.4.7 we will compare and contrast the various stochastic
comparison techniques. In this formulation, at each step, items are added or removed
(corresponding to an arrival or departure) according to some rule. From a high level,
it is then shown that if two systems follow some specic rules, then at any step, the
two ensembles maintain some kind of deterministic ordering. is deterministic or-
dering turns into an almost sure ordering in the probability space constructed by a
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JSQ(n(N),d(N)) CJSQ(n(N))
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Figure 1.5: e asymptotic equivalence structure is depicted for various intermediate
load balancing schemes to facilitate the comparison between the JSQ(d(N)) scheme
and the ordinary JSQ policy.
specic coupling. In what follows, each server along with its queue is thought of as a
stack of items, and the stacks are always considered to be arranged in non-decreasing
order of their heights. e ensemble of stacks then represents the empirical CDF of
the queue length distribution, and the ith horizontal bar corresponds toQΠi (for some
task assignment scheme Π), as depicted in Figure 1.3. For the sake of full exposure,
we will describe the coupling construction in the scenario when the buer capacityB
at each stack can possibly be nite. If B < ∞ and an arriving item happens to land
on a stack which already contains B items, then the item is discarded, and is added
to a special stack LΠ of discarded items, where it stays forever.
Any two ensemblesA andB, each havingN stacks and a maximum height B per
stack, are said to follow Rule(nA,nB,k) at some step, if either an item is removed
from the kth stack in both ensembles (if nonempty), or an item is added to the nthA
stack in ensemble A and to the nthB stack in ensemble B.
Proposition 1.4.4. For any two ensembles of stacks A and B, if Rule(nA,nB,k) is
followed at each step for some value of nA, nB, and k, with nA 6 nB (the value of
nA, nB, and k might dier from step to step), then the following ordering is always
preserved: for allm 6 B,
B∑
i=m
QAi + L
A 6
B∑
i=m
QBi + L
B. (1.16)
is proposition says that, while adding the items to the ordered stacks, if we
ensure that in ensembleA the item is always placed to the le of that in ensembleB,
and if the items are removed from the same ordered stack in both ensembles, then the
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aggregate size of the B−m+ 1 highest horizontal bars as depicted in Figure 1.3 plus
the cumulative number of discarded items is no larger in A than in B throughout.
Another type of sloppiness. Recall that CJSQ(n(N)) contains all schemes that
assign incoming tasks by some rule to any of the n(N) + 1 lowest ordered servers.
Let MJSQ(n(N)) be a particular scheme that always assigns incoming tasks to pre-
cisely the (n(N) + 1)th ordered server. Notice that this scheme is eectively the JSQ
policy when the system always maintains n(N) idle servers, or equivalently, uses
only N− n(N) servers, and MJSQ(n(N)) ∈ CJSQ(n(N)). For brevity, we will of-
ten suppress n(N) in the notation where it is clear from the context. We call any two
systems S-coupled, if they have synchronized arrival clocks and departure clocks of
the kth longest queue, for 1 6 k 6 N (‘S’ in the name of the coupling stands for
‘Server’). Consider three S-coupled systems following respectively the JSQ policy,
any scheme from the class CJSQ, and the MJSQ scheme. Recall that QΠi (t) is the
number of servers with at least i tasks at time t and LΠ(t) is the total number of lost
tasks up to time t, for the schemesΠ = JSQ,CJSQ, MJSQ. e following proposition
provides a stochastic ordering for any scheme in the class CJSQ with respect to the
ordinary JSQ policy and the MJSQ scheme.
Proposition 1.4.5. For any xedm > 1,
(i)
{∑B
i=mQ
JSQ
i (t) + L
JSQ(t)
}
t>0
6st
{∑B
i=mQ
CJSQ
i (t) + L
CJSQ(t)
}
t>0
,
(ii)
{∑B
i=mQ
CJSQ
i (t) + L
CJSQ(t)
}
t>0
6st
{∑B
i=mQ
MJSQ
i (t) + L
MJSQ(t)
}
t>0
,
provided the inequalities hold at time t = 0.
e above proposition has the following immediate corollary, which will be used
to prove bounds on the uid and the diusion scale.
Corollary 1.4.6. In the joint probability space constructed by the S-coupling of the
three systems under respectively JSQ, MJSQ, and any scheme from the class CJSQ, the
following ordering is preserved almost surely throughout the sample path: for any xed
m > 1
(i) QCJSQm (t) >
∑B
i=mQ
JSQ
i (t) −
∑B
i=m+1Q
MJSQ
i (t) + L
JSQ(t) − LMJSQ(t),
(ii) QCJSQm (t) 6
∑B
i=mQ
MJSQ
i (t) −
∑B
i=m+1Q
JSQ
i (t) + L
MJSQ(t) − LJSQ(t),
provided the inequalities hold at time t = 0.
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Remark 1.4.7. Note that
∑B
i=1min
{
Qi,k
}
represents the aggregate size of the
rightmost k stacks, i.e., the k longest queues. Using this observation, the stochastic
majorization property of the JSQ policy as stated in [155, 161, 162] can be shown
following similar arguments as in the proof of Proposition 1.4.5. Conversely, the
stochastic ordering between the JSQ policy and the MJSQ scheme presented in Propo-
sition 1.4.5 can also be derived from the weak majorization arguments developed in
[155, 161, 162]. But it is only through the stack arguments developed in Chapter 2 as
described above, that the results could be extended to compare any scheme from the
class CJSQ with the scheme MJSQ as stated in Proposition 1.4.5 (ii).
Comparing two arbitrary schemes. To analyze the JSQ(d(N)) scheme, we need
a further stochastic comparison argument. Consider two S-coupled systems follow-
ing schemes Π1 and Π2. Fix a specic arrival epoch, and let the arriving task join
the nthΠi ordered server in the i
th system following scheme Πi, i = 1, 2 (ties can be
broken arbitrarily in both systems). We say that at a specic arrival epoch the two
systems dier in decision, if nΠ1 6= nΠ2 , and denote by ∆Π1,Π2(t) the cumulative
number of times the two systems dier in decision up to time t.
Proposition 1.4.8. For two S-coupled systems under schemesΠ1 andΠ2 the following
inequality is preserved almost surely:
B∑
i=1
|Q
Π1
i (t) −Q
Π2
i (t)| 6 2∆Π1,Π2(t) ∀ t > 0, (1.17)
provided the two systems start from the same occupancy state at t = 0, i.e., QΠ1i (0) =
Q
Π2
i (0) for all i = 1, 2, . . . ,B.
Abridge between two types of sloppiness. We will now introduce the JSQ(n,d)
scheme withn,d 6 N, which is an intermediate blend between the CJSQ(n) schemes
and the JSQ(d) scheme. We now specify the JSQ(d,n) scheme. At its rst step, just
as in the JSQ(d) scheme, it rst chooses the shortest of d random candidates but
only sends the arriving task to that server’s queue if it is one of the n+ 1 shortest
queues. If it is not, then at the second step it picks any of the n+ 1 shortest queues
uniformly at random and then sends the task to that server’s queue. Note that by
construction, JSQ(d,n) is a scheme in CJSQ(n). Consider two S-coupled systems
with a JSQ(d) and a JSQ(n,d) scheme. Assume that at some specic arrival epoch,
the incoming task is dispatched to the kth ordered server in the system under the
JSQ(d) scheme. If k ∈ {1, 2, . . . ,n+ 1}, then the system under the JSQ(n,d) scheme
also assigns the arriving task to the kth ordered server. Otherwise, it dispatches the
arriving task uniformly at random among the rst (n+ 1) ordered servers.
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e next proposition provides a bound on the number of times these two systems
dier in decision on any nite time interval. For any T > 0, let A(T) and ∆(T) be
the total number of arrivals to the system and the cumulative number of times that
the JSQ(d) scheme and JSQ(n,d) scheme dier in decision up to time T .
Proposition 1.4.9. For any T > 0, andM > 0,
P (∆(T) >M |A(T)) 6 A(T)
M
(
1−
n
N
)d
.
Proof sketch of eorem 1.4.1. e proof of eorem 1.4.1 uses the S-coupling and
consists of three main steps:
(i) First it is shown that ifn(N)/N→ 0 asN→∞, then the MJSQ(n(N)) scheme
has the same uid limit as the ordinary JSQ policy.
(ii) en application of Corollary 1.4.6 proves that as long as n(N)/N → 0, any
scheme from the class CJSQ(n(N)) has the same uid limit as the ordinary JSQ
policy.
(iii) Next, Propositions 1.4.8 and 1.4.9 are used to establish that if d(N) → ∞,
then for some n(N) with n(N)/N → 0, both the JSQ(d(N)) scheme and
the JSQ(n(N),d(N)) scheme have the same uid limit. e proposition then
follows by observing that the JSQ(n(N),d(N)) scheme belongs to the class
CJSQ(n(N)).
e proof of eorem 1.4.2 follows the same arguments, but uses the condition
n(N)/
√
N → 0 (instead of n(N)/N → 0) in Steps (i) and (ii), and the condition
d(N)/(
√
N log(N))→∞ (instead of d(N)→∞) in Step (iii).
Extension to batch arrivals. We now consider an extension of the model in which
tasks arrive in batches. We assume that the batches arrive as a Poisson process of
rate λ(N)/`(N), and have xed size `(N) > 0, so that the eective total task arrival
rate remains λ(N). We will show that even for arbitrarily slowly growing batch size,
uid-level optimality can be achieved with O(1) communication overhead per task.
For that, we dene the JSQ(d(N)) scheme adapted to batch arrivals: When a batch of
size `(N) arrives, the dispatcher samples d(N) > `(N) servers without replacement,
and assigns the `(N) tasks to the `(N) servers with the smallest queue length among
the sampled servers.
eorem 1.4.10. (Batch arrivals) Consider the batch arrival scenario with growing
batch size `(N)→∞ and λ(N)/N→ λ < 1 as N→∞. For the JSQ(d(N)) scheme
with d(N) > `(N)/(1 − λ − ε) for any xed ε > 0, if qd(N)1 (0) → q1(0) 6 λ,
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and qd(N)i (0) → 0 for all i > 2, then the weak limit of the sequence of processes{
qd(N)(t)
}
t>0 coincides with that of the ordinary JSQ policy, and in particular, is
given by the system in (1.7).
Observe that for a xed ε > 0, the communication overhead per task is on av-
erage given by (1− λ− ε)−1 which is O(1). us eorem 1.4.10 ensures that in
case of batch arrivals with growing batch size, uid-level optimality can be achieved
with O(1) communication overhead per task. e result for the uid-level optimal-
ity in stationarity can also be obtained indirectly by exploiting the uid-limit result
in [184]. Specically, it can be deduced from the result in [184] that for batch arrivals
with growing batch size, the JSQ(d(N)) scheme with suitably growing d(N) yields
the same xed point of the uid limit as described in (1.8).
1.5 Blocking and innite-server dynamics
e basic scenario that we have focused on so far involved single-server queues.
In this section we turn aention to a system with parallel server pools, each with
B servers, where B can possibly be innite. As before, tasks arrive at a single dis-
patcher and must immediately be forwarded to one of the server pools, but also
directly start execution or be discarded otherwise. e execution times are assumed
to be exponentially distributed, and do not depend on the number of other tasks
receiving service simultaneously, but the experienced performance (e.g. in terms of
received throughput or packet-level delay) does degrade in a convex manner with
an increasing number of concurrent tasks. In order to distinguish it from the single-
server queueing dynamics as considered earlier, the current scenario will henceforth
be referred to as the ‘innite-server dynamics’. ese characteristics pertain for in-
stance to video streaming sessions and various interactive applications. In contrast
to elastic data transfers or computing-intensive jobs, the duration of such sessions
is hardly aected by the number of contending service requests. e perceived per-
formance in terms of video quality or packet-level latency however strongly varies
with the number of concurrent tasks, creating an incentive to distribute the incoming
tasks across the various server pools as evenly as possible.
As it turns out, the JSQ policy has similar stochastic optimality properties as in
the case of single-server queues, and in particular stochastically minimizes the cu-
mulative number of discarded tasks [86, 117, 118, 154]. However, the JSQ policy also
suers from a similar scalability issue due to the excessive communication overhead
in large-scale systems, which can be mitigated through JSQ(d) policies. Results of
Turner [165] and recent papers by Mukhopadhyay et al. [133, 136], Karthik et al. [93],
and Xie et al. [180] indicate that JSQ(d) policies provide similar “power-of-choice”
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gains for loss probabilities. It may be shown though that the optimal performance of
the JSQ policy cannot be matched for any xed value of d.
Motivated by these observations, we explore the trade-o between performance
and communication overhead for innite-server dynamics. We will demonstrate that
the optimal performance of the JSQ policy can be asymptotically retained while dras-
tically reducing the communication burden, mirroring the universality properties
described in Section 1.4 for single-server queues. e results presented in the re-
mainder of the section along with their full proofs are contained in Chapter 5.
1.5.1 Fluid limit for JSQ policy
As in Subsection 1.3.2, for any uid state q ∈ S, denote by m(q) = min{i : qi+1 <
1} the minimum queue length among all servers. Now if m(q) = 0, then dene
p0(m(q)) = 1 and pi(m(q)) = 0 for all i = 1, 2, . . .. Otherwise, in case m(q) > 0,
dene
pi(q) =

min
{
m(q)(1− qm(q)+1)/λ, 1
}
for i = m(q) − 1,
1− pm(q)−1(q) for i = m(q),
0 otherwise.
(1.18)
Any weak limit of the sequence of processes {qN(t)}t>0 is given by the deterministic
system {q(t)}t>0 satisfying the following of dierential equations
d+qi(t)
dt
= λpi−1(q(t)) − i(qi(t) − qi+1(t)), i = 1, 2, . . . , (1.19)
where d+/dt denotes the right-derivative.
Equations (1.18) and (1.19) are to be contrasted with Equations (1.6) and (1.7).
While the form of the evolution equations (1.19) of the limiting dynamical system
remains similar to (1.7), the rate of decrease of qi is now i(qi−qi+1), reecting the
innite-server dynamics.
Let K := bλc and f := λ− K denote the integral and fractional parts of λ, re-
spectively. It is easily veried that, assuming λ < B, the unique xed point of the
dynamical system in (1.19) is given by
q?i =

1 i = 1, . . . ,K
f i = K+ 1
0 i = K+ 2, . . . ,B,
(1.20)
and thus
∑B
i=1 q
?
i = λ. is is consistent with the results in Mukhopadhyay et
al. [133, 136] and Xie et al. [180] for xed d, where taking d → ∞ yields the same
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xed point. However, the results in [133, 136, 180] for xed d cannot be directly used
to handle joint scalings, and do not yield the universality of the entire uid-scaled
sample path for arbitrary initial states as stated in (1.19).
e xed point in (1.20), in conjunction with an interchange of limits argument,
indicates that in stationarity the fraction of server pools with at least K+ 2 and at
most K− 1 active tasks is negligible as N→∞.
1.5.2 Diusion limit for JSQ policy
As it turns out, the diusion-limit results may be qualitatively dierent, depend-
ing on whether f = 0 or f > 0, and we will distinguish between these two cases
accordingly. Observe that for any assignment scheme, in the absence of overow
events, the total number of active tasks evolves as the number of jobs in an M/M/∞
system with arrival rate λ(N) and unit service rate, for which the diusion limit is
well-known [147]. For the JSQ policy we can establish, for suitable initial conditions,
that the total number of server pools with K− 2 or less and K+ 2 or more tasks is
negligible on the diusion scale. If f > 0, the number of server pools with K− 1
tasks is negligible as well, and the dynamics of the number of server pools with K or
K+ 1 tasks can then be derived from the known diusion limit of the total number of
tasks mentioned above. In contrast, if f = 0, the number of server pools with K− 1
tasks is not negligible on the diusion scale, and the limiting behavior is qualitatively
dierent, but can still be characterized.
Diusion-limit results for non-integral λ
We rst consider the case f > 0, and dene f(N) := λ(N)−KN. Based on the above
observations, we dene the following centered and scaled processes:
Q¯Ni (t) = N−Q
N
i (t) > 0 for i 6 K− 1,
Q¯NK (t) :=
N−QNK (t)
log(N)
> 0,
Q¯NK+1(t) :=
QNK+1(t) − f(N)√
N
∈ R,
Q¯Ni (t) := Q
N
i (t) > 0 for i > K+ 2.
(1.21)
eorem 1.5.1 (Diusion limit for JSQ policy; f > 0). Assume Q¯Ni (0) converges to
Q¯i(0) in probability, and λ(N)/N→ λ > 0 as N→∞, then
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(i) lim
N→∞P
(
supt∈[0,T ] Q¯
N
K−1(t) 6 1
)
= 1, and
{
Q¯Ni (t)
}
t>0 converges weakly
to
{
Q¯i(t)
}
t>0, where Q¯i(t) ≡ 0, provided limN→∞P (Q¯NK−1(0) 6 1) = 1,
and Q¯Ni (0) converges to 0 in probability, for i 6 K− 2.
(ii)
{
Q¯NK (t)
}
t>0 is a stochastically bounded sequence of processes.
(iii)
{
Q¯NK+1(t)
}
t>0 converges weakly to
{
Q¯K+1(t)
}
t>0, where Q¯K+1(t) is given
by the Ornstein-Uhlenbeck process satisfying the following stochastic dierential
equation:
dQ¯K+1(t) = −Q¯K+1(t)dt+
√
2λdW(t),
where W(t) is the standard Brownian motion, provided Q¯NK+1(0) converges to
Q¯K+1(0) in probability.
(iv) For i > K+ 2,
{
Q¯Ni (t)
}
t>0 converges weakly to
{
Q¯i(t)
}
t>0, where Q¯i(t) ≡ 0,
provided Q¯Ni (0) converges to 0 in probability.
eorem 1.5.1 implies that for suitable initial states, for large N, there will be
almost no server pool with K− 2 or less tasks and K+ 2 or more tasks on any nite
time interval. Also, the number of server pools having fewer than K tasks is of order
log(N), and there are f(N)+OP(
√
N) server pools with preciselyK+1 active tasks.
High-level proof idea. Informally speaking, the proof of eorem 1.5.1 proceeds
along the following lines of arguments. Observe that
∑K
i=1(N−Q
N
i (·)) increases
by one at rate
K∑
i=1
i(Qi(t) −Qi+1(t)) =
K∑
i=1
(Qi(t) −QK+1(t)) ≈ K(1− f)N,
which is when there is a departure from some server pool with at most K active
tasks, and if positive, decreases by one at constant rate λ(N) = (K+ f)N+ o(N),
which is whenever there is an arrival. us,
∑K
i=1(N−Q
N
i (·)) roughly behaves as
a birth-and-death process with birth rate K(1− f)N and death rate (K+ f)N. Since
f > 0, we have K+ f > K(1− f), and on any nite time interval the maximum of
such a birth-and-death process scales as log(N).
Similar to the argument above, the process
∑K−1
i=1 Q¯
N
i (·) increases by one at rate
K−1∑
i=1
i(QNi (t) −Q
N
i+1(t)) =
K−1∑
i=1
QNi (t) − (K− 1)Q
N
K (t)
6 (K− 1)(N−QNK (t)) = O(log(N)),
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which is when there is a departure from some server pool with at most K− 1 active
tasks, and if positive, decreases by one at rate λ(N), which is whenever there is
an arrival. us,
∑K−1
i=1 Q¯
N
i (·) roughly behaves as a birth-and-death process with
birth rate O(log(N)) and death rate O(N). is leads to the asymptotic result for∑K−1
i=1 Q¯
N
i (·), and in particular for Q¯NK−1(·). is completes the proof of Parts (i)
and (ii) of eorem 1.5.1.
Furthermore, since λ < K+ 1, the number of tasks that are assigned to server
pools with at least K+ 1 tasks converges to zero in probability is completes the
proof of Part (iv) of eorem 1.5.1.
Finally, all the above combined also means that on any nite time interval the
total number of tasks in the system behaves with high probability as the total number
of jobs in an M/M/∞ system. erefore with the help of the following diusion limit
result for the M/M/∞ system in eorem 1.5.2, we conclude the proof of Part (iii) of
eorem 1.5.1.
eorem 1.5.2 ([147, eorem 6.14]). Let
{
YN∞(t)}t>0 be the total number of jobs
in an M/M/∞ system with arrival rate λ(N) and unit-mean service time. If (YN∞(0) −
λ(N))/
√
N→ v ∈ R, then the process {Y¯N∞(t)}t>0, with
Y¯N∞(t) = YN∞(t) − λ(N)√
N
,
converges weakly to an Ornstein-Uhlenbeck process
{
X(t)
}
t>0 described by the SDE
X(0) = v, dX(t) = −X(t)dt+
√
2λdW(t).
Diusion-limit results for integral λ
We now turn to the case f = 0, and assume that
KN− λ(N)√
N
→ β ∈ R as N→∞, (1.22)
which can be thought of as an analog of the Haln-Whi regime. As mentioned
above, the limiting behavior in this case is qualitatively dierent from the case f > 0.
Hence, we now consider the following scaled quantities:
ζN1 (t) :=
1√
N
K∑
i=1
(N−QNi (t)), ζ
N
2 (t) :=
QNK+1(t)√
N
. (1.23)
eorem 1.5.3. Assuming the convergence of initial states, on any nite time interval
the process
{
(ζN1 (t), ζ
N
2 (t))
}
t>0 converges weakly to the process
{
(ζ1(t), ζ2(t))
}
t>0
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governed by the following system of SDEs:
dζ1(t) =
√
2KdW(t) − (ζ1(t) +Kζ2(t)) +βdt+ dV1(t),
dζ2(t) = dV1(t) − (K+ 1)ζ2(t),
where W is the standard Brownian motion, and V1(t) is the unique non-decreasing
process satisfying ∫t
0
1[ζ1(s)>0]dV1(s) = 0.
Unlike the f > 0 case, the above theorem says that if f = 0, then over any nite
time horizon, there will be OP(
√
N) server pools with fewer than K or more than
K active tasks, and hence most of the server pools have precisely K active tasks. e
proof of eorem 1.5.3 uses the reection argument developed in [48].
Remark 1.5.4. Let YN(t) denote the total number of tasks in the system at time t.
Note that YN(t) −KN = ZN2 (t) −ZN1 (t). us, under the assumption in (1.22), the
diusion limit in eorem 1.5.3 implies that
YN(·) − λ(N)√
N
=
YN(·) −KN√
N
+
KN− λ(N)√
N
L−→ ζ2(·) − ζ1(·) +β.
Writing X(t) = ζ2(t) − ζ1(t) − β, from eorem 1.5.3, we see that the process{
X(t)
}
t>0 satises
dX(t) = −X(t)dt−
√
2KdW(t),
which is consistent with the diusion-level behavior of YN(·) stated in eorem 1.5.2.
1.5.3 Universality of JSQ(d) policies in innite-server dynamics
As in Section 1.4, we will now further explore the trade-o between performance and
communication overhead as a function of the diversity parameter d(N), in conjunc-
tion with the relative load. We will specically investigate what growth rate of d(N)
is required, depending on the scaling behavior of λ(N), in order to asymptotically
match the optimal performance of the JSQ policy.
eorem 1.5.5 ( Fluid limit for JSQ(d(N)) in innite-server dynamics). If d(N) →∞ as N → ∞, then the uid limit of the JSQ(d(N)) scheme coincides with that of
the ordinary JSQ policy, and in particular, is given by the dynamical system in (1.19).
Consequently, the stationary occupancy states converge to the unique xed point as
in (1.20).
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In order to state the universality result on diusion scale, dene in case f > 0,
Q¯
d(N)
i (t) :=
N−Q
d(N)
i (t)√
N
> 0, i 6 K,
Q¯
d(N)
K+1 (t) :=
Q
d(N)
K+1 (t) − f(N)√
N
∈ R,
Q¯
d(N)
i (t) :=
Q
d(N)
i (t)√
N
> 0, for i > K+ 2,
(1.24)
and otherwise, if f = 0,
Qˆ
d(N)
K−1 (t) :=
K−1∑
i=1
N−Q
d(N)
i (t)√
N
> 0,
Qˆ
d(N)
K (t) :=
N−Q
d(N)
K (t)√
N
> 0,
Qˆ
d(N)
i (t) :=
Q
d(N)
i (t)√
N
> 0, for i > K+ 1.
(1.25)
eorem 1.5.6 (Diusion limit for JSQ(d(N)) in innite-server dynamics). Assume
d(N)/(
√
N logN)→∞. Under suitable initial conditions, the following hold.
(i) If f > 0, then on any nite time interval the process Q¯d(N)i (·) converges to the
zero process for i 6= K + 1, and the process Q¯d(N)K+1 (·) converges weakly to the
Ornstein-Uhlenbeck process satisfying the following SDE:
dQ¯K+1(t) = −Q¯K+1(t)dt+
√
2λdW(t),
whereW(t) is the standard Brownian motion.
(ii) If f = 0, then on any nite time interval the process Qˆd(N)K−1 (·) converges weakly
to the zero process, and the process (Qˆd(N)K (·), Qˆ
d(N)
K+1 (·)) converges weakly to
(QˆK(·), QˆK+1(·)), described by the unique solution of the following system of
SDEs:
dQˆK(t) =
√
2KdW(t) − (QˆK(t) +KQˆK+1(t)) +βdt+ dV1(t)
dQˆK+1(t) = dV1(t) − (K+ 1)QˆK+1(t),
whereW is the standard Brownian motion, andV1(t) is the unique non-decreasing
process satisfying ∫t
0
1[QˆK(s)>0]dV1(s) = 0.
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Having established the asymptotic results for the JSQ policy in Subsections 1.5.1
and 1.5.2, the proofs of the asymptotic results for the JSQ(d(N)) scheme in eo-
rems 1.5.5 and 1.5.6 involve establishing a universality result which shows that the
limiting processes for the JSQ(d(N)) scheme are ‘asymptotically equivalent’ to those
for the ordinary JSQ policy for suitably large d(N). e notion of asymptotic equiv-
alence between dierent schemes is now formalized in the next denition.
Denition 1.5.7. Let Π1 and Π2 be two schemes parameterized by the number of
server pools N. For any positive function g : N → R+, we say that Π1 and Π2 are
‘g(N)-alike’ if there exists a common probability space, such that for any xed T > 0,
for all i > 1,
sup
t∈[0,T ]
(g(N))−1|Q
Π1
i (t) −Q
Π2
i (t)|
P−→ 0 as N→∞.
Intuitively speaking, if two schemes are g(N)-alike, then in some sense, the associ-
ated system occupancy states are indistinguishable on g(N)-scale. For brevity, for
two schemes Π1 and Π2 that are g(N)-alike, we will oen say that Π1 and Π2 have
the same process-level limits on g(N)-scale. e next theorem states a sucient cri-
terion for the JSQ(d(N)) scheme and the ordinary JSQ policy to be g(N)-alike, and
thus, provides the key vehicle in establishing the universality result.
eorem 1.5.8. Let g : N → R+ be a function diverging to innity. en the JSQ
policy and the JSQ(d(N)) scheme are g(N)-alike, with g(N) 6 N, if
(i) d(N)→∞, for g(N) = O(N), (1.26)
(ii) d(N)
(
N
g(N)
log
(
N
g(N)
))−1
→∞, for g(N) = o(N). (1.27)
eorem 1.5.8 yields the next two immediate corollaries.
Corollary 1.5.9. If d(N) → ∞ as N → ∞, then the JSQ(d(N)) scheme and the
ordinary JSQ policy are N-alike.
Corollary 1.5.10. If d(N)/(
√
N log(N)) → ∞ as N → ∞, then the JSQ(d(N))
scheme and the ordinary JSQ policy are
√
N-alike.
Observe that Corollaries 1.5.9 and 1.5.10 together with the asymptotic results for
the JSQ policy in Subsections 1.5.1 and 1.5.2 imply eorems 1.5.5 and 1.5.6. e rest
of the section will be devoted to the proof of eorem 1.5.8. e proof crucially relies
on a novel coupling construction, which will be used to (lower and upper) bound the
dierence of occupancy states of two arbitrary schemes.
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e coupling construction. roughout the description of the coupling, we x
N, and suppress the superscriptN in the notation. LetQΠ1i (t) andQ
Π2
i (t) denote the
number of server pools with at least i active tasks at time t in two systems following
schemesΠ1 andΠ2, respectively. With a slight abuse of terminology, we occasionally
use Π1 and Π2 to refer to systems following schemes Π1 and Π2, respectively. To
couple the two systems, we synchronize the arrival epochs and maintain a single
exponential departure clock with instantaneous rate at time t given by M(t) :=
max
{∑B
i=1Q
Π1
i (t),
∑B
i=1Q
Π2
i (t)
}
. We couple the arrivals and departures in the
various server pools as follows:
(1) Arrival: At each arrival epoch, assign the incoming task in each system to one
of the server pools according to the respective schemes.
(2) Departure: Dene
H(t) :=
B∑
i=1
min
{
Q
Π1
i (t),Q
Π2
i (t)
}
and
p(t) :=

H(t)
M(t)
, if M(t) > 0,
0, otherwise.
At each departure epoch tk (say), draw a uniform[0, 1] random variable U(tk). e
departures occur in a coupled way based upon the value of U(tk). In either of the
systems, assign a task index (i, j), if that task is at the jth position of the ith ordered
server pool. Let A1(t) and A2(t) denote the set of all task indices present at time t
in systems Π1 and Π2, respectively. Color the indices (or tasks) in A1 ∩A2, A1 \A2
and A2 \ A1, green, blue and red, respectively, and note that |A1 ∩A2| = H(t). De-
ne a total order on the set of indices as follows: (i1, j1) < (i2, j2) if i1 < i2, or
i1 = i2 and j1 < j2. Now, ifU(tk) 6 p(tk−), then select one green index uniformly
at random and remove the corresponding tasks from both systems. Otherwise, if
U(tk) > p(tk−), then choose one integer m, uniformly at random from all the
integers between 1 and M(t) −H(t) =M(t)(1− p(t)), and remove the tasks cor-
responding to the mth smallest (according to the order dened above) red and blue
indices in the corresponding systems. If the number of red (or blue) tasks is less
thanm, then do nothing.
e above coupling has been schematically represented in Figure 1.6, and will
henceforth be referred to as T-coupling, where T stands for ‘task-based’. Now we
need to show that, under the T-coupling, the two systems, considered independently,
evolve according to their own statistical laws. is can be seen in several steps.
Indeed, the T-coupling basically uniformizes the departure rate by the maximum
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Figure 1.6: T-coupling: Superposition of the occupancy states at some particular time
instant, of schemes Π1 and Π2 when the server pools in both systems are arranged
in nondecreasing order of the number of active tasks. e Π1 system is the union of
the green and blue tasks, and the Π2 system is the union of the green and red tasks.
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Figure 1.7: e asymptotic equivalence structure is depicted for various intermediate
load balancing schemes to facilitate the comparison between the JSQ(d(N)) scheme
and the ordinary JSQ policy.
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number of tasks present in either of the two systems. en informally speaking, the
green region signies the common portion of tasks, and the red and blue regions
represent the separate contributions. Now observe that
(i) e total departure rate from Πi is
M(t)
[
p(t) + (1− p(t))
|Ai \ A3−i|
M(t) −H(t)
]
= |A1 ∩A2|+ |Ai \ A3−i| = |Ai|,
for i = 1, 2.
(ii) Assuming without loss of generality |A1| > |A2|, each task in Π1 is equally
likely to depart.
(iii) Each task in Π2 within A1 ∩A2 and each task within A2 \ A1 is equally likely
to depart, and the probabilities of departures are proportional to |A1 ∩A2| and
|A2 \ A1|, respectively.
Remark 1.5.11 (Comparison of T-coupling and S-coupling). As briey mentioned
earlier, in the current innite-server scenario, the departures of the ordered server
pools cannot be coupled, mainly since the departure rate at the mth ordered server
pool, for some m = 1, 2, . . . ,N, depends on its number of active tasks. It is worth-
while to mention that the T-coupling in the current section is stronger than the S-
coupling used in Section 1.4 in the single-server queueing scenario. Observe that due
to Lemma 1.5.12, the absolute dierence of the occupancy states of the JSQ policy and
any scheme from the CJSQ class at any time point can be bounded deterministically
(without any terms involving the cumulative number of lost tasks). It is worth em-
phasizing that the universality result on some specic scale, stated in eorem 1.5.8,
does not depend on the behavior of the JSQ policy on that scale, whereas in the
single-server queueing scenario it does, mainly because the upper and lower bounds
in Corollary 1.4.6 involve tail sums of two dierent policies. More specically, in the
single-server queueing scenario the uid and diusion limit results of CJSQ(n(N))
class crucially use those of the MJSQ(n(N)) scheme, while in the current scenario it
does not – the results for the MJSQ(n(N)) scheme comes as a consequence of those
for the CJSQ(n(N)) class of schemes. Also, the bounds in Lemma 1.5.12 do not de-
pend on t, and hence, apply in the steady state as well. Moreover, the S-coupling
compares the k highest horizontal bars, whereas the T-coupling in the current sec-
tion compares the k lowest horizontal bars. As a result, the bounds on the occupancy
states established in Corollary 1.4.6 involve tail sums of the occupancy states of the
ordinary JSQ policy, which necessitates proving the convergence of tail sums of the
occupancy states of the ordinary JSQ policy. In contrast, as we will see in the proof
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of Proposition 1.5.14, the bound in the innite-server scenario involves only a single
component (see Equations (1.32) and (1.33)), and thus, proving convergence of each
component suces.
e T-coupling can be used to derive several stochastic inequality results that
will play an instrumental role in proving eorem 1.5.8.
In order to compare the JSQ policy with the CJSQ(n(N)) schemes, denote by
Q
Π1
i (t) and Q
Π2
i (t) the number of server pools with at least i tasks under the JSQ
policy and CJSQ(n(N)) scheme, respectively.
Lemma 1.5.12. For any k ∈ {1, 2, . . . ,B},{
k∑
i=1
Q
Π1
i (t) − kn(N)
}
t>0
6st
{
k∑
i=1
Q
Π2
i (t)
}
t>0
6st
{
k∑
i=1
Q
Π1
i (t)
}
t>0
,
(1.28)
provided at t = 0 the two systems start from the same occupancy states.
In the next remark we comment on the contrast of Lemma 1.5.12 with stochastic
dominance properties for the ordinary JSQ policy in the existing literature.
Remark 1.5.13. e stochastic ordering in Lemma 1.5.12 is to be contrasted with the
weak majorization results in [155, 161, 162, 174, 179] in the context of the ordinary
JSQ policy in the single-server queueing scenario, and in [86, 117, 118, 154] in the
scenario of state-dependent service rates, non-decreasing with the number of active
tasks. In the current innite-server scenario, the results in [86, 117, 118, 154] imply
that for any non-anticipating scheme Π taking assignment decisions based on the
number of active tasks only, for all t > 0,∑`
m=1
X
JSQ
(m)
(t) 6st
∑`
m=1
XΠ(m)(t), for ` = 1, 2, . . . ,N, (1.29){
LJSQ(t)
}
t>0
6st
{
LΠ(t)
}
t>0
, (1.30)
where XΠ(m)(t) is the number of tasks in the m
th ordered server pool at time t in
the system following scheme Π and LΠ(t) is the total number of overow events
under policy Π up to time t. Observe that XΠ(m) can be visualized as them
th largest
(rightmost) vertical bar (or stack) in Figure 1.3. us (1.29) says that the sum of
the lengths of the ` largest vertical stacks in a system following any scheme Π is
stochastically larger than or equal to that following the ordinary JSQ policy for any
` = 1, 2, . . . ,N. Mathematically, this ordering can be equivalently wrien as
B∑
i=1
min
{
`,QJSQi (t)
}
6st
B∑
i=1
min
{
`,QΠi (t)
}
, (1.31)
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for all ` = 1, . . . ,N. In contrast, in order to show asymptotic equivalence on var-
ious scales, we need to both upper and lower bound the occupancy states of the
CJSQ(n(N)) schemes in terms of the JSQ policy, and therefore need a much stronger
hold on the departure process. e T-coupling provides us just that, and has several
useful properties that are crucial for our proof technique. For example, Proposi-
tion 1.4.8 uses the fact that if two systems are T-coupled, then departures cannot
increase the sum of the absolute dierences of the Qi-values, which is not true for
the coupling considered in the above-mentioned literature. e le stochastic or-
dering in (1.28) also does not remain valid in those cases. Furthermore, observe that
the right inequality in (1.28) (i.e., Qi’s) implies the stochastic inequality is reversed
in (1.31), which is counter-intuitive in view of the well-established optimality prop-
erties of the ordinary JSQ policy, as mentioned above. e fundamental distinction
between the two coupling techniques is also reected by the fact that the T-coupling
does not allow for arbitrary nondecreasing state-dependent departure rate functions,
unlike the couplings in [86, 117, 118, 154].
Proposition 1.5.14. For any function g : N→ R+ diverging to innity, if
n(N)/g(N)→ 0 as N→∞,
then the JSQ policy and the CJSQ(n(N)) schemes are g(N)-alike.
Proof of Proposition 1.5.14. Using Lemma 1.5.12, there exists a common probability
space such that for any k > 1 we can write
Q
Π2
k (t) =
k∑
i=1
Q
Π2
i (t) −
k−1∑
i=1
Q
Π2
i (t)
6
k∑
i=1
Q
Π1
i (t) −
k−1∑
i=1
Q
Π1
i (t) + kn(N)
= Q
Π1
k (t) + kn(N).
(1.32)
Similarly, we can write
Q
Π2
k (t) =
k∑
i=1
Q
Π2
i (t) −
k−1∑
i=1
Q
Π2
i (t)
>
k∑
i=1
Q
Π1
i (t) − kn(N) −
k−1∑
i=1
Q
Π1
i (t)
= Q
Π1
k (t) − kn(N).
(1.33)
erefore, for all k > 1, we have supt |Q
Π2
k (t) −Q
Π1
k (t)| 6 kn(N). Since we know
n(N)/g(N)→ 0 as N→∞, the proof is complete.
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Next we compare schemes from the CJSQ(n(N)) class with the JSQ(d(N)) scheme.
e comparison follows a somewhat similar line of argument as in Section 1.4, and
involves a JSQ(n(N),d(N)) scheme which is an intermediate blend between the
CJSQ(n(N)) schemes and the JSQ(d(N)) scheme. Specically, the JSQ(n(N),d(N))
scheme selects a candidate server pool in the exact same way as the JSQ(d(N))
scheme. However, it only assigns the task to that server pool if it belongs to the
n(N) + 1 lowest ordered ones, and to a randomly selected server pool among these
otherwise. Note that by construction, the JSQ(n(N),d(N)) scheme belongs to the
CJSQ(n(N)) class of schemes.
We now consider two T-coupled systems: one with a JSQ(d(N)) scheme and
another with a JSQ(n(N),d(N)) scheme. Assume that at some specic arrival epoch,
the incoming task is assigned to the kth ordered server pool in the system under the
JSQ(d(N)) scheme. If k ∈ {1, 2, . . . ,n(N) + 1}, then the scheme JSQ(n(N),d(N))
also assigns the arriving task to the kth ordered server pool. Otherwise it dispatches
the arriving task uniformly at random among the rstn(N)+1 ordered server pools.
We will establish a sucient criterion ond(N) in order for the JSQ(d(N)) scheme
and JSQ(n(N),d(N)) scheme to be close in terms of g(N)-alikeness, as stated in the
next proposition.
Proposition 1.5.15. Assume, n(N)/g(N) → 0 as N → ∞ for some function g :
N → R+ diverging to innity. e JSQ(n(N),d(N)) scheme and the JSQ(d(N))
scheme are g(N)-alike if the following condition holds:
n(N)
N
d(N) − log
N
g(N)
→∞, as N→∞. (1.34)
Finally, Proposition 1.5.15 in conjunction with Proposition 1.5.14 yields eo-
rem 1.5.8. e overall proof strategy as described above, is schematically represented
in Figure 1.7.
1.6 Universality of load balancing in networks
In this section we return to the single-server queueing dynamics, and extend the
universality properties to network scenarios, where theN servers are assumed to be
inter-connected by some underlying graph topologyGN. An extensive treatment of
the model considered in this section can be found in Chapters 8 and 9.
Tasks arrive at the various servers as independent Poisson processes of rate λ,
and each incoming task is assigned to whichever server has the smallest number of
tasks among the one where it arrives and its neighbors in GN. us, in case GN is
a clique, each incoming task is assigned to the server with the shortest queue across
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the entire system, and the behavior is equivalent to that under the JSQ policy. e
stochastic optimality properties of the JSQ policy thus imply that the queue length
process in a clique will be beer balanced and smaller (in a majorization sense) than
in an arbitrary graph GN.
Besides the prohibitive communication overhead discussed earlier, a further scal-
ability issue of the JSQ policy arises when executing a task involves the use of some
data. Storing such data for all possible tasks on all servers will typically require an
excessive amount of storage capacity. ese two burdens can be eectively miti-
gated in sparser graph topologies where tasks that arrive at a specic server i are
only allowed to be forwarded to a subset of the servers Ni. For the tasks that arrive
at server i, queue length information then only needs to be obtained from servers
in Ni, and it suces to store replicas of the required data on the servers in Ni. e
subset Ni containing the peers of server i can be naturally viewed as its neighbors
in some graph topology GN. Here we consider the case of undirected graphs, but
most of the analysis can be extended to directed graphs.
While sparser graph topologies relieve the scalability issues associated with a
clique, the queue length process will be worse (in the majorization sense) because of
the limited connectivity. Surprisingly, however, even quite sparse graphs can asymp-
totically match the optimal performance of a clique, provided they are suitably ran-
dom, as we will further describe below.
e above model has been studied in [68, 165], focusing on certain xed-degree
graphs and in particular ring topologies. e results demonstrate that the exibility
to forward tasks to a few neighbors, or even just one, with possibly shorter queues
signicantly improves the performance in terms of the waiting time and tail distri-
bution of the queue length. is resembles the “power-of-choice” gains observed for
JSQ(d) policies in complete graphs.
However, the results in [68, 165] also establish that the performance sensitively
depends on the underlying graph topology, and that selecting from a xed set of
d− 1 neighbors typically does not match the performance of re-sampling d− 1 al-
ternate servers for each incoming task from the entire population, as in the power-
of-d scheme in a complete graph. Further related problems have been investigated
in [5, 95, 120, 124].
If tasks do not get served and never depart but simply accumulate, then the sce-
nario described above amounts to a so-called balls-and-bins problem on a graph.
Viewed from that angle, a close counterpart of our setup is studied in Kenthapadi &
Panigrahy [94], where in our terminology each arriving task is routed to the shortest
of d > 2 randomly selected neighboring queues. In this setup [94] show that if the
underlying graph is almost regular with degree Nε, where ε is not too small, the
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maximum number of balls in a bin scales as log(log(N))/ log(d) +O(1), just like
when the underlying graph is a clique. ere are fundamental dierences between
the ball-and-bins and the queueing scenarios, however, and an inherently dierent
approach is required in the current setup than what was developed in [94]. Moreover,
[94] considers only the scaling of the maximum queue length, whereas we analyze a
more detailed time-varying evolution of the entire system along with its stationary
behavior. We will further elaborate on the connections and dierences with balls-
and-bins problems in Subsection 1.8.4
When each arriving task is routed to the shortest of d > 2 randomly selected
neighboring queues, the process-level convergence in the transient regime is estab-
lished in Chapter 9. In this work, we analyze the evolution of the queue length
process at an arbitrary tagged server as the system size becomes large. e main in-
gredient is a careful analysis of local occupancy measures associated with the neigh-
borhood of each server and to argue that under suitable conditions their asymptotic
behavior is the same for all servers. Under mild conditions on the graph topology
GN (diverging minimum degree and the ratio between minimum degree and max-
imum degree in each connected component converges to 1), for a suitable initial
occupancy measure, eorem 9.2.3 in Chapter 9 establishes that for any xed d > 2,
the global occupancy state process for the JSQ(d) scheme onGN has the same weak
limit in (1.4) as that on a clique, as the number of vertices N becomes large. Also,
the propagation of chaos property was shown to hold for this system, in the sense
that the queue lengths at any nite collection of tagged servers are asymptotically
independent, and the queue length process for each server converges in distribution
(in the path space) to the corresponding McKean-Vlasov process, see eorem 9.2.6
in Chapter 9. Furthermore, when the graph sequence is random, with theN-th graph
given as an Erdo˝s-Re´nyi random graph (ERRG) on N vertices with average degree
c(N), annealed convergence of the occupancy process to the same deterministic limit
as above, is established under the condition c(N) → ∞, and under a stronger con-
dition c(N)/ logN → ∞, convergence (in probability) is shown for almost every
realization of the random graph.
As mentioned above, the queue length process in a clique will be beer balanced
and smaller (in a majorization sense) than in an arbitrary graph GN. Accordingly,
a graph GN is said to be N-optimal or
√
N-optimal when the queue length process
on GN is equivalent to that on a clique on an N-scale or
√
N-scale, respectively.
Roughly speaking, a graph is N-optimal if the fraction of nodes with i tasks, for
i = 0, 1, . . ., behaves as in a clique as N → ∞. e uid-limit results for the JSQ
policy discussed in Subsection 1.3.2 imply that the laer fraction is zero in the limit
for all i > 2 in a clique in stationarity, i.e., the fraction of servers with two or more
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tasks vanishes in any graph that is N-optimal, and consequently the mean waiting
time vanishes as well as N → ∞. Furthermore, the diusion-limit results of [48]
for the JSQ policy discussed in Subsection 1.3.3 imply that the number of nodes with
zero tasks and that with two tasks both scale as
√
N as N → ∞. Again loosely
speaking, a graph is
√
N-optimal if in the heavy-trac regime the number of nodes
with zero tasks and that with two tasks when scaled by
√
N both evolve as in a clique
as N→∞. Formal denitions of asymptotic optimality on an N-scale or √N-scale
will be introduced in Denition 1.6.1 below.
As one of the main results, we will demonstrate that, remarkably, asymptotic
optimality can be achieved in quite sparse ERRGs. We prove that a sequence of
ERRGs indexed by the number of vertices N with d(N) → ∞ as N → ∞, is N-
optimal. We further establish that the laer growth condition for the average de-
gree is in fact necessary in the sense that any graph sequence that contains Θ(N)
bounded-degree vertices cannot be N-optimal. is implies that a sequence of ER-
RGs with nite average degree cannot be N-optimal. e growth rate condition
is more stringent for optimality on
√
N-scale in the heavy-trac regime. Speci-
cally, we prove that a sequence of ERRGs indexed by the number of verticesN with
d(N)/(
√
N log(N))→∞ as N→∞, is√N-optimal.
e above results demonstrate that the asymptotic optimality of cliques on an
N-scale and
√
N-scale can be achieved in far sparser graphs, where the number of
connections is reduced by nearly a factorN and
√
N/ log(N), respectively, provided
the topologies are suitably random in the ERRG sense. is translates into equally
signicant reductions in communication overhead and storage capacity, since both
are roughly proportional to the number of connections.
While quite sparse graphs can achieve asymptotic optimality in the presence of
randomness, the worst-case graph instance may even in very dense regimes (high
average degree) not be optimal. In particular, we prove that any graph sequence
with minimum degree N− o(N) is N-optimal, but that for any 0 < c < 1/2 one
can construct graphs with minimum degree cN+o(N)which are notN-optimal for
some λ < 1.
e key challenge in the analysis of load balancing on arbitrary graph topologies
is that one needs to keep track of the evolution of the number of tasks at each ver-
tex along with their corresponding neighborhood relationship. is creates a major
problem in constructing a tractable Markovian state descriptor, and renders a direct
analysis of such processes highly intractable. Consequently, even asymptotic results
for load balancing processes on an arbitrary graph have remained scarce so far. We
take a radically dierent approach and aim to compare the load balancing process
on an arbitrary graph with that on a clique. Specically, rather than analyze the
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behavior for a given class of graphs or degree value, we explore for what types of
topologies and degree properties the performance is asymptotically similar to that
in a clique.
Our proof arguments build on the stochastic coupling constructions developed
in Section 1.4 for JSQ(d) policies. Specically, we view the load balancing process on
an arbitrary graph as a ‘sloppy’ version of that on a clique, and thus construct several
other intermediate sloppy versions. By constructing novel couplings, we develop a
method of comparing the load balancing process on an arbitrary graph and that on
a clique. In particular, we bound the dierence between the fraction of vertices with
i or more tasks in the two systems for i = 1, 2, . . . , to obtain asymptotic optimality
results. From a high level, conceptually related graph conditions for asymptotic opti-
mality were examined using quite dierent techniques by Tsitsiklis and Xu [163, 164]
in a dynamic scheduling framework (as opposed to the load balancing context).
For k = 1, . . . ,N, denote by Xk(GN, t) the queue length at the k-th server at
time t (including the task possibly in service), and by X(k)(GN, t) the queue length
at the k-th ordered server at time twhen the servers are arranged in non-decreasing
order of their queue lengths (ties can be broken in some way that will be evident from
the context). LetQi(GN, t) denote the number of servers with queue length at least i
at time t, i = 1, 2, . . . ,B. It is important to note that {(qi(GN, t))i>1}t>0 is itself
not a Markov process, but the joint process {(qi(GN, t))i>1, (Xk(GN, t))Nk=1}t>0
is Markov. Also, in the Haln-Whi heavy-trac regime (1.1), dene the centered
and scaled processes
Q¯1(GN, t) = −
N−Q1(GN, t)√
N
, Q¯i(GN, t) =
Qi(GN, t)√
N
, (1.35)
analogous to (1.3).
As stated before, a clique is an optimal load balancing topology, as the occu-
pancy process is beer balanced and smaller (in a majorization sense) than in any
other graph topology. In general the optimality is strict, but it turns out that near-
optimality can be achieved asymptotically in a broad class of other graph topologies.
erefore, we now introduce two notions of asymptotic optimality, which will be
useful to characterize the performance in large-scale systems.
Denition 1.6.1 (Asymptotic optimality). A graph sequenceG = {GN}N>1 is called
‘asymptotically optimal on N-scale’ or ‘N-optimal’, if for any λ < 1, the scaled occu-
pancy process (q1(GN, ·),q2(GN, ·), . . .) converges weakly, on any nite time interval,
to the process (q1(·),q2(·), . . .) given by (1.7).
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Moreover, a graph sequence G = {GN}N>1 is called ‘asymptotically optimal on√
N-scale’ or ‘
√
N-optimal’, if in the Haln-Whi heavy-trac regime (1.1), on any -
nite time interval, the process (Q¯1(GN, ·), Q¯2(GN, ·), . . .) as in (1.35) converges weakly
to the process (Q¯1(·), Q¯2(·), . . .) given by (1.9).
Intuitively speaking, if a graph sequence is N-optimal or
√
N-optimal, then in
some sense, the associated occupancy processes are indistinguishable from those of
the sequence of cliques on N-scale or
√
N-scale. In other words, on any nite time
interval their occupancy processes can dier from those in cliques by at most o(N) or
o(
√
N), respectively. For brevity, N-scale and
√
N-scale will henceforth be referred
to as uid scale and diusion scale, respectively. In particular, exploiting interchange
of the stationary (t→∞) and many-server (N→∞) limits, we obtain that for any
N-optimal graph sequence {GN}N>1,
q1(GN,∞)→ λ and qi(GN,∞)→ 0 for all i = 2, . . . ,B, (1.36)
as N → ∞, implying that the stationary fraction of servers with queue length two
or larger and the mean waiting time vanish.
1.6.1 Asymptotic optimality criteria for deterministic graph
sequences
We now proceed to develop a criterion for asymptotic optimality of an arbitrary
deterministic graph sequence on dierent scales. Next this criterion will be leveraged
to establish optimality of a sequence of random graphs. We start by introducing
some useful notation, and two measures of well-connectedness. Let G = (V ,E) be
any graph. For a subsetU ⊆ V , dene com(U) := |V \N[U]| to be the cardinality of
the set of all vertices that do not share an edge with any vertex inU, whereN[U] :=
U∪ {v ∈ V : ∃ u ∈ U with (u, v) ∈ E}. For any xed ε > 0 dene
dis1(G, ε) := sup
U⊆V ,|U|>ε|V |
com(U),
dis2(G, ε) := sup
U⊆V ,|U|>ε
√
|V |
com(U).
(1.37)
e next theorem provides sucient conditions for asymptotic optimality onN-
scale and
√
N-scale in terms of the above two well-connectedness measures.
eorem 1.6.2. For any graph sequence G = {GN}N>1,
(i) G is N-optimal if for any ε > 0, dis1(GN, ε)/N→ 0 as N→∞.
(ii) G is
√
N-optimal if for any ε > 0, dis2(GN, ε)/
√
N→ 0 as N→∞.
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e next corollary is an immediate consequence of eorem 1.6.2.
Corollary 1.6.3. Let G = {GN}N>1 be any graph sequence. en (i) If dmin(GN) =
N − o(N), then G is N-optimal, and (ii) If dmin(GN) = N − o(
√
N), then G is√
N-optimal.
e rest of the subsection is devoted to a discussion of the main proof argu-
ments for eorem 1.6.2, focusing on the proof of N-optimality. e proof of
√
N-
optimality follows along similar lines. We establish in Proposition 1.6.4 that if a
system is able to assign each task to a server in the set SN(n(N)) of the n(N) nodes
with shortest queues, where n(N) is o(N), then it is N-optimal. Since the under-
lying graph is not a clique however (otherwise there is nothing to prove), for any
n(N) not every arriving task can be assigned to a server in SN(n(N)). Hence we
further prove in Proposition 1.6.5 a stochastic comparison property implying that if
on any nite time interval of length t, the number of tasks ∆N(t) that are not as-
signed to a server in SN(n(N)) is oP(N), then the system isN-optimal as well. e
N-optimality can then be concluded when ∆N(t) is oP(N), which we establish in
Proposition 1.6.6 under the condition that dis1(GN, ε)/N→ 0 asN→∞ as stated
in eorem 1.6.2.
To further explain the idea described in the above proof outline, it is useful to
adopt a slightly dierent point of view towards load balancing processes on graphs.
From a high level, a load balancing process can be thought of as follows: there are
N servers, which are assigned incoming tasks by some scheme. e assignment
scheme can arise from some topological structure, in which case we will call it topo-
logical load balancing, or it can arise from some other property of the occupancy
process, in which case we will call it non-topological load balancing. As mentioned
earlier, the JSQ policy or the clique is optimal among the set of all non-anticipating
schemes, irrespective of being topological or non-topological. Also, load balancing
on graph topologies other than a clique can be thought of as a ‘sloppy’ version of
that on a clique, when each server only has access to partial information on the oc-
cupancy state. Below we rst introduce a dierent type of sloppiness in the task
assignment scheme, and show that under a limited amount of sloppiness optimality
is retained on a suitable scale. Next we will construct a scheme which is a hybrid of
topological and non-topological schemes, whose behavior is simultaneously close to
both the load balancing process on a suitable graph and that on a clique.
A class of sloppy load balancing schemes. Fix some function n : N→ N, and
recall the set SN(n(N)) as before as well as the class CJSQ(n(N))where each arriv-
ing task is assigned to one of the servers in SN(n(N)). It should be emphasized that
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for any scheme in CJSQ(n(N)), we are not imposing any restrictions on how the
incoming task should be assigned to a server in SN(n(N)). e scheme only needs
to ensure that the arriving task is assigned to some server in SN(n(N)) with respect
to some tie-breaking mechanism. Observe that using Corollary 1.4.6 and following
the arguments as in the proof of eorems 1.4.1 and 1.4.2, we obtain the next propo-
sition, which provides a sucient criterion for asymptotic optimality of any scheme
in CJSQ(n(N)).
Proposition 1.6.4. For 0 6 n(N) < N, let Π ∈ CJSQ(n(N)) be any scheme. (i) If
n(N)/N→ 0 asN→∞, thenΠ isN-optimal, and (ii) Ifn(N)/√N→ 0 asN→∞,
then Π is
√
N-optimal.
A bridge between topological and non-topological load balancing. For any
graph GN and n 6 N, we rst construct a scheme called I(GN,n), which is an
intermediate blend between the topological load balancing process onGN and some
kind of non-topological load balancing on N servers. e choice of n = n(N) will
be clear from the context.
To describe the scheme I(GN,n), rst synchronize the arrival epochs at server v
in both systems, v = 1, 2, . . . ,N. Further, synchronize the departure epochs at the
k-th ordered server with the k-th smallest number of tasks in the two systems, k =
1, 2, . . . ,N. When a task arrives at server v at time t say, it is assigned in the graph
GN to a server v ′ ∈ N[v] according to its own statistical law. For the assignment
under the scheme I(GN,n), rst observe that if
min
u∈N[v]
Xu(GN, t) 6 max
u∈S(n)
Xu(GN, t), (1.38)
then there exists some tie-breaking mechanism for which v ′ ∈ N[v] belongs to S(n)
under GN. Pick such an ordering of the servers, and assume that v ′ is the k-th
ordered server in that ordering, for some k 6 n + 1. Under I(GN,n) assign the
arriving task to the k-th ordered server (breaking ties arbitrarily in this case). Oth-
erwise, if (1.38) does not hold, then the task is assigned to one of the n+ 1 servers
with minimum queue lengths under GN uniformly at random.
Denote by ∆N(I(GN,n), T) the cumulative number of arriving tasks up to time
T > 0 for which Equation (1.38) is violated under the above coupling. e next
proposition shows that the load balancing process under the scheme I(GN,n) is
close to that on the graph GN in terms of the random variable ∆N(I(GN,n), T).
Proposition 1.6.5. e following inequality is preserved almost surely:
B∑
i=1
|Qi(GN, t) −Qi(I(GN,n), t)| 6 2∆N(I(GN,n), t) ∀ t > 0, (1.39)
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provided the two systems start from the same occupancy state at t = 0.
In order to conclude optimality on N-scale or
√
N-scale, it remains to be shown
that ∆N(I(GN,n), T) is suciently small. e next proposition provides suitable
asymptotic bounds for ∆N(I(GN,n), T) under the conditions on dis1(GN, ε) and
dis2(GN, ε) stated in eorem 1.6.2.
Proposition 1.6.6. e following properties hold for any graph sequence:
(i) For any ε > 0, there exists ε ′ > 0 and nε ′(N) with nε ′(N)/N → 0 as
N → ∞, such that if dis1(GN, ε ′)/N → 0 as N → ∞, then for all T > 0,
P
(
∆N(I(GN,nε ′), T)/N > ε
)→ 0.
(ii) For any ε > 0, there exists ε ′ > 0 and mε ′(N) with mε ′(N)/
√
N → 0 as
N → ∞, such that if dis2(GN, ε ′)/√N → 0 as N → ∞, then for all T > 0,
P
(
∆N(I(GN,mε ′), T)/
√
N > ε
)
→ 0.
e proof of eorem 1.6.2 then readily follows by combining Propositions 1.6.4-
1.6.6 and observing that the scheme I(GN,n) belongs to the class CJSQ(n) by con-
struction.
From the conditions of eorem 1.6.2 it follows that if for all ε > 0, dis1(GN, ε)
and dis2(GN, ε) are o(N) and o(
√
N), respectively, then the total number of edges
in GN must be ω(N) and ω(N
√
N), respectively. eorem 1.6.7 below states that
the super-linear growth rate of the total number of edges is not only sucient, but
also necessary in the sense that any graph with O(N) edges is asymptotically sub-
optimal on N-scale.
eorem 1.6.7. Let G = {GN}N>1 be any graph sequence, such that there exists a
xed integerM <∞ with
lim sup
N→∞
#
{
v ∈ VN : dv 6M
}
N
> 0, (1.40)
where dv is the degree of the vertex v. en G is sub-optimal on N-scale.
To prove eorem 1.6.7, we show that starting from an all-empty state, in -
nite time, a positive fraction of servers in GN will have at least two tasks. is will
prove that the occupancy processes when scaled by N cannot agree with those in
the sequence of cliques, and hence {GN}N>1 cannot be N-optimal. e idea of the
proof can be explained as follows: If a system contains Θ(N) bounded-degree ver-
tices, then starting from an all-empty state, in any nite time interval there will be
Θ(N) servers u say, for which all the servers in N[u] have at least one task. For all
such servers an arrival at u must produce a server with queue length two. us, it
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shows that the instantaneous rate at which servers of queue length two are formed is
bounded away from zero, and henceΘ(N) servers of queue length two are produced
in nite time.
Worst-case scenario. Next we consider the worst-case scenario. eorem 1.6.8
below asserts that a graph sequence can be sub-optimal for some λ < 1 even when
the minimum degree dmin(GN) is Θ(N).
eorem 1.6.8. For any
{
d(N)
}
N>1, such that d(N)/N → c with 0 < c < 1/6,
there exists λ < 1, and a graph sequence G = {GN}N>1 with dmin(GN) = d(N),
such that G is sub-optimal on N-scale.
To construct such a sub-optimal graph sequence, consider a sequence of complete
bipartite graphs GN = (VN,EN), with VN = AN unionsq BN and |AN|/N → c ∈
(0, 1/2) asN→∞. If this sequence wereN-optimal, then starting from an all-empty
state, asymptotically the fraction of servers with queue length one would converge
to λ, and the fraction of servers with queue length two or larger should remain zero
throughout. Now note that for largeN the rate at which tasks join the empty servers
inAN is given by (1− c)λ, whereas the rate of empty server generation in AN is at
most c. Choosing λ > c/(1− c), one can see that in nite time each server in AN
will have at least one task. From that time onward with at least instantaneous rate
λ(λ− c) − c, servers with queue length two start forming. e range for c stated in
eorem 1.6.8 is only to ensure that there exists λ < 1 with λ(λ− c) − c > 0.
1.6.2 Asymptotic optimality of random graph sequences
Next we investigate how the load balancing process behaves on random graph topolo-
gies. Specically, we aim to understand what types of graphs are asymptotically op-
timal in the presence of randomness (i.e., in an average-case sense). eorem 1.6.9
below establishes sucient conditions for asymptotic optimality of a sequence of
inhomogeneous random graphs. Recall that a graph G ′ = (V ′,E ′) is called a super-
graph of G = (V ,E) if V = V ′ and E ⊆ E ′.
eorem 1.6.9. Let G = {GN}N>1 be a graph sequence such that for eachN, GN =
(VN,EN) is a supergraph of the inhomogeneous random graph G ′N where any two
vertices u, v ∈ VN share an edge with probability pNuv, independent to each other.
(i) If inf {pNuv : u, v ∈ VN} isω(1/N), then G is N-optimal.
(ii) If inf {pNuv : u, v ∈ VN} isω(log(N)/
√
N), then G is
√
N-optimal.
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e proof of eorem 1.6.9 relies on eorem 1.6.2. Specically, if GN satises
conditions (i) and (ii) in eorem 1.6.9, then the corresponding conditions (i) and (ii)
in eorem 1.6.2 hold.
As an immediate corollary of eorem 1.6.9 we obtain an optimality result for
the sequence of ERRGs. Let ERN(p(N)) denote a graph on N vertices, such that
any pair of vertices share an edge with probability p(N).
Corollary 1.6.10. Let G = {GN}N>1 be a graph sequence such that for eachN, GN
is a super-graph of ERN(p(N)), and d(N) = (N − 1)p(N). (i) If d(N) → ∞ as
N → ∞, then G is N-optimal. (ii) If d(N)/(√N log(N)) → ∞ as N → ∞, then G
is
√
N-optimal.
eorem 1.6.2 can be further leveraged to establish the optimality of the following
sequence of random graphs. For any N > 1 and d(N) 6 N− 1 such that Nd(N) is
even, construct the erased random regular graph on N vertices as follows: Initially,
aach d(N) half-edges to each vertex. Call all such half-edges unpaired. At each step,
pick one half-edge arbitrarily, and pair it to another half-edge uniformly at random
among all unpaired half-edges to form an edge, until all the half-edges have been
paired. is results in a uniform random regular multi-graph with degree d(N) [83,
Proposition 7.7]. Now the erased random regular graph is formed by erasing all the
self-loops and multiple edges, which then produces a simple graph.
eorem 1.6.11. Let G = {GN}N>1 be a sequence of erased random regular graphs
with degree d(N). en (i) If d(N) → ∞ as N → ∞, then G is N-optimal. (ii) If
d(N)/(
√
N log(N))→∞ as N→∞, then G is√N-optimal.
Note that due to eorem 1.6.7, we can conclude that the growth rate condition
for N-optimality in Corollary 1.6.10 (i) and eorem 1.6.11 (i) is not only sucient,
but necessary as well. us informally speaking,N-optimality is achieved under the
minimum condition required as long as the underlying topology is suitably random.
1.7 Token-based load balancing
While a zero waiting time can be achieved in the limit by sampling only d(N) =
o(N) servers as Sections 1.4 and 1.6 showed, even in network scenarios, the amount
of communication overhead in terms of d(N) must still grow withN. As mentioned
earlier, this can be avoided by introducing memory at the dispatcher, in particu-
lar maintaining a record of only vacant servers, and assigning tasks to idle servers,
if there are any, or to a uniformly at random selected server otherwise. is so-
called Join-the-Idle-eue (JIQ) scheme [13, 111] can be implemented through a sim-
ple token-based mechanism generating at most one message per task. Remarkably
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enough, even with such low communication overhead, the mean waiting time and
the probability of a non-zero waiting time vanish under the JIQ scheme in both the
uid and diusion regimes, as we will discuss in the next two subsections.
1.7.1 Fluid-level optimality of JIQ scheme
We rst consider the uid limit of the JIQ policy. Recall that qNi (∞) denotes a ran-
dom variable denoting the process qNi (·) in steady state. Under signicantly more
general conditions (in the presence of nitely many heterogeneous server pools and
for general service time distributions with decreasing hazard rate) it was proved
in [157] that under the JIQ scheme
qN1 (∞)→ λ, qNi (∞)→ 0 for all i > 2, as N→∞. (1.41)
e above equation in conjunction with the PASTA property yields that the steady-
state probability of a non-zero wait vanishes asN→∞, thus exhibiting asymptotic
optimality of the JIQ policy on uid scale.
High-level proof idea. Loosely speaking, the proof of (1.41) consists of three
principal components:
(i) Starting from an all-empty state, observe that the asymptotic rate of increase
of q1 is given by the arrival rate λ. Also, the rate of decrease is q1. us, on a
small time interval dt, the rate of change of q1 is given by
dq1(t)
dt = λ− q1(t). (1.42)
Under the above dynamics, the system occupancy states converge to the unique
xed point of the above ODE, given by (λ, 0, 0, . . .).
(ii) e occupancy process is monotone, in the sense that (a) Starting from an all-
empty state, the occupancy process is componentwise stochastically nonde-
creasing in time, and (b) e occupancy process at any xed time t starting
from an arbitrary state is componentwise stochastically dominated by the oc-
cupancy process at time t starting from an all-empty state.
(iii) Under the JIQ scheme, the system is stable, and hence the occupancy process
is ergodic. Since q1(t) is the instantaneous rate of departure from the system,
ergodicity implies that in steady state there can be at most a λ fraction of busy
servers (containing at least one task). In fact, it further establishes that the
steady-state fraction of servers with more than one tasks vanishes asymptoti-
cally.
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Points (i) and (ii) above imply that starting from any state the system must have
at least a λ fraction of busy servers, and nally this along with Point (iii) establishes
that the steady-state occupancy process must converge to (λ, 0, 0, . . .).
1.7.2 Diusion-level optimality of JIQ scheme
We now turn to the diusion limit of the JIQ scheme. Recall the centered and scaled
occupancy process as in (1.3), and the Haln-Whi heavy-trac regime in (1.1).
eorem 1.7.1. (Diusion limit for JIQ) Assume that λ(N) satises (1.1). Under suit-
able initial conditions the weak limit of the sequence of centered and diusion-scaled
occupancy process in (1.3) coincides with that of the ordinary JSQ policy, and in partic-
ular, is given by the system of SDEs in (1.9).
e above theorem implies that for suitable states, on any nite time interval,
the occupancy process of a system under the JIQ policy is indistinguishable from
that under the JSQ policy.
High-level proof idea. A rigorous proof of eorem 1.7.1 is presented in Chap-
ter 3. e proof relies on a novel coupling construction as described below in detail.
e idea is to compare the occupancy processes of two systems following JIQ and
JSQ policies, respectively. Comparing the JIQ and JSQ policies is facilitated when
viewed as follows: (i) If there is an idle server in the system, both JIQ and JSQ per-
form similarly, (ii) Also, when there is no idle server and only O(
√
N) servers with
queue length two, JSQ assigns the arriving task to a server with queue length one.
In that case, since JIQ assigns at random, the probability that the task will land on
a server with queue length two and thus JIQ acts dierently than JSQ is O(1/
√
N).
Since on any nite time interval the number of times an arrival nds all servers busy
is at most O(
√
N), all the arrivals except an O(1) of them are assigned in exactly
the same manner in both JIQ and JSQ, which then leads to the same scaling limit for
both policies.
e diusion limit result in eorem 1.7.1 is in fact true for an even broader
class of load balancing schemes. Recall that B denotes the buer capacity (possibly
innite) of each server, and in case B < ∞, if a task is assigned to a server with
B outstanding tasks, it is instantly discarded. Dene the class of schemes
Π(N) := {Π(d0,d1, . . . ,dB−1) : d0 = N, 1 6 di 6 N, 1 6 i 6 B− 1,B > 2},
where in the scheme Π(d0,d1, . . . ,dB−1), the dispatcher assigns an incoming task
to the server with the minimum queue length among dk (possibly depending onN)
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servers selected uniformly at random when the minimum queue length across the
system is k, k = 0, 1, . . . ,B− 1. e system analyzed in [48] (JSQ with B = 2) can
be wrien as Π(N,N), JIQ can be expressed as Π(N, 1, 1, . . .), and JIQ with a buer
capacity B = 2 is Π(N, 1).
e crux of the argument in proving diusion-level optimality for any scheme in
Π(N) goes as follows: First the scheme Π(N,d1, . . . ,dB−1) is sandwiched between
Π(N, 1) and Π(N,d1). More specically, the gap between Π(N,d1, . . . ,dB−1) and
Π(N, 1) is bounded by the number of items lost due to full buers. Next, this loss is
bounded using the number of servers with queue length 2 in Π(N,N). is allows
the use of the results in [48], and yields that on any nite time interval with high
probability anO(1) number of items are lost due to full buers, which is negligible on√
N scale. Specically, this shows that for suitable initial states, the schemesΠ(N, 1)
andΠ(N,d1), along with any scheme in the classΠ(N) have the same diusion limits
in the Haln-Whi heavy-trac regime. We conclude this subsection by describing
the coupling construction stating the stochastic inequalities, and a brief proof sketch
for eorem 1.7.1.
e coupling construction. We now construct a stochastic coupling between
two systems following any two schemes, say Π1 = Π(l0, l1, . . . , lB−1) and Π2 =
Π(d0,d1, . . . ,dB ′−1) inΠ(N), respectively, to establish the desired stochastic order-
ing results. With slight abuse of notation we will denote by Πi the system following
scheme Πi, i = 1, 2.
For the arrival process we couple the two systems as follows. First we synchro-
nize the arrival epochs of the two systems. Now assume that in the systems A and
B, the minimum queue lengths are k and m, respectively, k 6 B− 1, m 6 B ′ − 1.
erefore, when a task arrives, the dispatchers in Π1 and Π2 have to select lk and
dm servers, respectively, and then have to send the task to the one having the min-
imum queue length among the respectively selected servers. Since the servers are
being selected uniformly at random we can assume without loss of generality, as in
the stack construction, that the servers are arranged in non-decreasing order of their
queue lengths and are indexed in increasing order. Hence, observe that when a few
server indices are selected, the server having the minimum of those indices will be
the server with the minimum queue length among these. Hence, in this case the
dispatchers in Π1 and Π2 select lk and dm random numbers (without replacement)
from {1, 2, . . . ,N} and then send the incoming task to the servers having indices to be
the minimum of those selected numbers. To couple the decisions of the two systems,
at each arrival epoch a single random permutation of {1, 2, . . . ,N} is drawn, denoted
by Σ(N) := (σ1,σ2, . . . ,σN). Dene σ(i) := minj6i σj. en observe that system
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Π1 sends the task to the server with the index σ(lk) and system Π2 sends the task
to the server with the index σ(dm). Since at each arrival epoch both systems use a
common random permutation, they take decisions in a coupled manner.
For the potential departure process, couple the service completion times of the
kth queue in both scenarios, k = 1, 2, . . . ,N. More precisely, for the potential depar-
ture process assume that we have a single synchronized exp(N) clock independent
of the arrival epochs for both systems. Now when this clock rings, a number k is
uniformly selected from {1, 2, . . . ,N} and a potential departure occurs from the kth
queue in both systems. If at a potential departure epoch an empty queue is selected,
then we do nothing. In this way the two schemes, considered independently, still
evolve according to their appropriate statistical laws.
Proposition 1.7.2. For any two schemes say, Π1 = Π(l0, l1, . . . , lB−1) and Π2 =
Π(d0,d1, . . . ,dB ′−1) with B 6 B ′ assume l0 = . . . = lB−2 = d0 = . . . = dB−2 =
d, lB−1 6 dB−1 and either d = N or d 6 dB−1. en the following holds:
(i) {QΠ1i (t)}t>0 6st {Q
Π2
i (t)}t>0 for i = 1, 2, . . . ,B
(ii) {
∑B
i=1Q
Π1
i (t) + L
Π1(t)}t>0 >st {
∑B ′
i=1Q
Π2
i (t) + L
Π2(t)}t>0
(iii) {∆(t)}t>0 > {
∑B ′
i=B+1Q
Π2
i (t)}t>0 almost surely under the coupling dened
above,
for any xed N ∈ N where ∆(t) := LΠ1(t) − LΠ2(t), provided that at time t = 0 the
above ordering holds.
Proof of eorem 1.7.1. Let Π = Π(N,d1, . . . ,dB−1) be a load balancing scheme in
the class Π(N). Denote by Π1 the scheme Π(N,d1) with buer size B = 2 and let
Π2 denote the JIQ policy Π(N, 1) with buer size B = 2.
Observe that from Proposition 1.7.2 we have under the coupling dened above,
|QΠi (t) −Q
Π2
i (t)| 6 |Q
Π
i (t) −Q
Π1
i (t)|+ |Q
Π1
i (t) −Q
Π2
i (t)|
6 |LΠ1(t) − LΠ(t)|+ |LΠ2(t) − LΠ1(t)|
6 2LΠ2(t),
(1.43)
for all i > 1 and t > 0 with the understanding that Qj(t) = 0 for all j > B,
for a scheme with buer capacity B. e third inequality above is due to Proposi-
tion 1.7.2(iii), which in particular says that
{LΠ2(t)}t>0 > {LΠ1(t)}t>0 > {LΠ(t)}t>0
almost surely under the coupling. Now we have the following lemma which we will
prove below.
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Lemma 1.7.3. For all t > 0, under the assumptions of eorem 1.7.1, {LΠ2(t)}N>1
forms a tight sequence.
Since LΠ2(t) is non-decreasing in t, the above lemma in particular implies that
sup
t∈[0,T ]
LΠ2(t)√
N
P−→ 0. (1.44)
For any scheme Π ∈ Π(N), from (1.43) we know that
{Q
Π2
i (t) − 2L
Π2(t)}t>0 6 {QΠi (t)}t>0 6 {Q
Π2
i (t) + 2L
Π2(t)}t>0.
Combining (1.43) and (1.44) shows that if the weak limits under the
√
N scaling exist,
they must be the same for all the schemes in the class Π(N). Also, as described in
Section 1.3, the weak limit forΠ(N,N) exists and the common weak limit can be de-
scribed by the unique solution of the SDEs in (1.9). Hence, the proof of eorem 1.7.1
is complete.
Remark 1.7.4. We have only focused on the scenario with a single dispatcher, but
it is not uncommon for LBAs to operate across multiple dispatchers. While the pres-
ence of multiple dispatchers does not aect the queueing dynamics of JSQ(d) policies,
it does maer for the JIQ scheme which uses memory at the dispatcher. Scenarios
with multiple dispatchers have received limited aention in the literature, and the
scant papers that exist [111, 123, 158] almost exclusively assume that the loads at the
various dispatchers are strictly equal. e results in [158] in fact show that the JIQ
scheme remains asymptotically optimal even when the servers are heterogeneous,
while it is readily seen that JSQ(d) policies cannot even be maximally stable in that
case for any xed value of d. e case when the arrival rates at the various dispatch-
ers are not perfectly equal, is more delicate, and has been considered by Van der Boor
et al. [23].
1.7.3 Joint load balancing and auto-scaling
Besides delay performance and implementation overhead, a further key aribute in
the context of large-scale cloud networks and data centers is energy consumption.
So-called auto-scaling algorithms have emerged as a popular mechanism for adjust-
ing service capacity in response to varying demand levels so as to minimize energy
consumption while meeting performance targets, but have mostly been investigated
in seings with a centralized queue, and queue-driven auto-scaling techniques have
been widely investigated in the literature [8, 61, 104, 105, 108, 109, 110, 142, 166, 178].
In systems with a centralized queue it is very common to put servers to ‘sleep’ while
56
Chapter 1. Overview of Results
the demand is low, since servers in sleep mode consume much less energy than active
servers. Under Markovian assumptions, the behavior of these mechanisms can be de-
scribed in terms of various incarnations of M/M/N queues with setup times. ere
are several further recent papers which examine on-demand server addition/removal
in a somewhat dierent vein [137, 139]. Unfortunately, data centers and cloud net-
works with massive numbers of servers are too complex to maintain any centralized
queue, as it involves a prohibitively high communication burden to obtain instanta-
neous state information.
Motivated by these observations, a joint load balancing and auto-scaling strat-
egy is proposed in Chapter 6, which retains the excellent delay performance and low
implementation overhead of the ordinary JIQ scheme, and at the same time mini-
mizes the energy consumption. e strategy is referred to as TABS (Token-Based
Auto-Balance Scaling) and operates as follows:
• When a server becomes idle, it sends a ‘green’ message to the dispatcher, waits
for an exp(µ) time (standby period), and turns itself o by sending a ‘red’
message to the dispatcher (the corresponding green message is destroyed).
• When a task arrives, the dispatcher selects a green message at random if there
are any, and assigns the task to the corresponding server (the corresponding
green message is replaced by a ‘yellow’ message). Otherwise, the task is as-
signed to an arbitrary busy server, and if at that arrival epoch there is a red
message at the dispatcher, then it selects one at random, and the setup proce-
dure of the corresponding server is initiated, replacing its red message by an
‘orange’ message. Setup procedure takes exp(ν) time aer which the server
becomes active.
• Any server which activates due to the laer event, sends a green message to
the dispatcher (the corresponding orange message is replaced), waits for an
exp(µ) time for a possible assignment of a task, and again turns itself o by
sending a red message to the dispatcher.
e TABS scheme gives rise to a distributed operation in which servers are in
one of four states (busy, idle-on, idle-o or standby), and advertize their state to the
dispatcher via exchange of tokens. Figure 1.8 illustrates this token-based exchange
protocol. Note that setup procedures are never aborted and continued even when
idle-on servers do become available. Very recently dynamic scaling and load balanc-
ing with variable service capacity and on-demand agents has been further examined
in [73].
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Figure 1.8: Illustration of server on-o decision rules in the TABS scheme, along with
message colors and state variables.
To describe systems under the TABS scheme, we use the notation QN(t) :=
(QN1 (t),Q
N
2 (t), . . . ,Q
N
B (t)) to denote the system occupancy state at time t as be-
fore. Also, let ∆N0 (t) and ∆N1 (t) denote the number of idle-o servers and servers
in setup mode at time t, respectively. e uid-scaled quantities are denoted by the
respective small leers, viz. qNi (t) := QNi (t)/N, δN0 (t) = ∆N0 (t)/N, and δN1 (t) =
∆N1 (t)/N. For brevity in notation, we will write qN(t) = (qN1 (t), . . . ,qNB (t)) and
δN(t) = (δN0 (t), δ
N
1 (t)).
Fluid limit. Under suitable initial conditions, on any nite time interval, with
probability 1, any sequence {N} has a further subsequence along which the sequence
of processes (qN(·),δN(·)) converges to a deterministic limit (q(·),δ(·)) that satis-
es the following system of ODEs
d+qi(t)
dt = λ(t)pi−1(q(t),δ(t), λ(t)) − (qi(t) − qi+1(t)), i = 1, . . . ,B,
d+δ0(t)
dt = u(t) −
d+ξ(t)
dt ,
d+δ1(t)
dt =
d+ξ(t)
dt − νδ1(t),
(1.45)
where by convention qB+1(·) ≡ 0, and
u(t) = 1− q1(t) − δ0(t) − δ1(t),
d+ξ(t)
dt = λ(t)(1− p0(q(t),δ(t), λ(t)))1[δ0(t)>0].
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For any (q,δ) and λ > 0, (pi(q,δ, λ))i>0 are given by
p0(q,δ, λ) =
 1 if u = 1− q1 − δ0 − δ1 > 0,min{λ−1(δ1ν+ q1 − q2), 1}, otherwise,
pi(q,δ, λ) = (1− p0(q,δ, λ))(qi − qi+1)q−11 , i = 1, . . . ,B.
We now provide an intuitive explanation of the uid limit stated above. e
term u(t) corresponds to the asymptotic fraction of idle-on servers in the system
at time t, and ξ(t) represents the asymptotic cumulative number of server setups
(scaled by N) that have been initiated during [0, t]. e coecient pi(q,δ, λ) can
be interpreted as the instantaneous fraction of incoming tasks that are assigned to
some server with queue length i, when the uid-scaled occupancy state is (q,δ) and
the scaled instantaneous arrival rate is λ. Observe that as long as u > 0, there are
idle-on servers, and hence all the arriving tasks will join idle servers. is explains
that if u > 0, p0(q,δ, λ) = 1 and pi(q,δ, λ) = 0 for i = 1, . . . ,B− 1. If u = 0, then
observe that servers become idle at rate q1 − q2, and servers in setup mode turn on
at rate δ1ν. us the idle-on servers are created at a total rate δ1ν+ q1 − q2. If this
rate is larger than the arrival rate λ, then almost all the arriving tasks can be assigned
to idle servers. Otherwise, only a fraction (δ1ν+ q1 − q2)/λ of arriving tasks join
idle servers. e rest of the tasks are distributed uniformly among busy servers, so a
proportion (qi − qi+1)q−11 are assigned to servers having queue length i. For any
i = 1, . . . ,B, qi increases when there is an arrival to some server with queue length
i− 1, which occurs at rate λpi−1(q,δ, λ), and it decreases when there is a departure
from some server with queue length i, which occurs at rate qi − qi−1. Since each
idle-on server turns o at rate µ, the fraction of servers in the o mode increases at
rateµu. Observe that if δ0 > 0, for each task that cannot be assigned to an idle server,
a setup procedure is initiated at one idle-o server. As noted above, ξ(t) captures
the (scaled) cumulative number of setup procedures initiated up to time t. erefore
the fraction of idle-o servers and the fraction of servers in setup mode decreases
and increases by ξ(t), respectively, during [0, t]. Finally, since each server in setup
mode becomes idle-on at rate ν, the fraction of servers in setup mode decreases at
rate νδ1.
Fixed point and global stability. In case of a constant arrival rate λ(t) ≡ λ < 1,
any uid sample path in (1.45) has a unique xed point:
δ∗0 = 1− λ, δ
∗
1 = 0, q
∗
1 = λ and q∗i = 0, (1.46)
for i = 2, . . . ,B. Indeed, it can be veried that p0(q∗,δ∗, λ) = 1 and u∗ = 0 for
(q∗,δ∗) given by (1.46) so that the derivatives of qi, i = 1, . . . ,B, δ0, and δ1 become
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zero, and that these cannot be zero at any other uid-scaled occupancy state. Note
that, at the xed point, a fraction λ of the servers have exactly one task while the
remaining fraction have zero tasks, independently of the values of the parameters µ
and ν.
In order to establish the convergence of the sequence of steady states, we need the
global stability of the uid limit, i.e., starting from any uid-scaled occupancy state,
any uid sample path described by (1.45) converges to the unique xed point (1.46)
as t→∞. More specically, irrespective of the starting state,
(q(t),δ(t))→ (q∗,δ∗), as t→∞, (1.47)
where (q∗,δ∗) is as dened in (1.46).
Interchange of limits. e global stability can be leveraged to show that the
steady-state distribution of the Nth system, for large N, can be well approximated
by the xed point of the uid limit in (1.46). Specically, it justies the interchange
of the many-server (N → ∞) and stationary (t → ∞) limits. Since the buer ca-
pacity B at each server is supposed to be nite, for every N, the Markov process
(QN(t),∆N0 (t),∆
N
1 (t)) is irreducible, has a nite state space, and thus has a unique
steady-state distribution. Let piN denote the steady-state distribution of theNth sys-
tem, i.e.,
piN(·) = lim
t→∞P
(
qN(t) = ·,δN(t) = ·).
e uid limit result and the global stability thus yield that piN converges weakly
to pi asN→∞, where pi is given by the Dirac mass concentrated at (q∗,δ∗) dened
in (1.46).
Remark 1.7.5. Note that the above interchange of limits result was obtained under
the assumption that the queues have nite buers, and analysis of the innite-buer
scenario was le open. e key challenge in the laer case stems from the fact that
the system stability under the usual subcritical load assumption is not automatic. In
fact as explained in Chapter 7, when the number of servers N is xed, the stability
may not hold even under a subcritical load assumption. In Chapter 7 the stability is-
sue of the TABS scheme is addressed and the convergence of the sequence of steady
states will be shown for the innite-buer scenario. In particular, it will be estab-
lished that for a xed choice of parameters λ < 1, µ > 0, and ν > 0, the system
withN servers under the TABS scheme is stable for large enoughN. ere we intro-
duce an induction-based approach which uses both the conventional uid limit (in
the sense of a large starting state) and the mean-eld uid limit (when N → ∞) in
an intricate fashion to prove the large-N stability of the system.
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Performance metrics. As mentioned earlier, two key performance metrics are
the expected waiting time of tasks E[WN] and energy consumption E[PN] for the
Nth system in steady state. In order to quantify the energy consumption, we assume
that the energy usage of a server is Pfull when busy or in set-up mode, Pidle when
idle-on, and zero when turned o. Evidently, for any value ofN, at least a fraction λ
of the servers must be busy in order for the system to be stable, and hence λPfull is the
minimum mean energy usage per server needed for stability. We will deneE[ZN] =
E[PN] − λPfull as the relative energy wastage accordingly. e interchange of limits
result can be leveraged to obtain that asymptotically the expected waiting time and
energy consumption for the TABS scheme vanish in the limit, for any strictly positive
values of µ and ν. More specically, for a constant arrival rate λ(t) ≡ λ < 1, for any
µ > 0, ν > 0, as N→∞,
(a) Zero mean waiting time: E[WN]→ 0,
(b) Zero energy wastage: E[ZN]→ 0.
e key implication is that the TABS scheme, while only involving constant com-
munication overhead per task, provides performance in a distributed seing that is
as good at the uid level as can possibly be achieved, even in a centralized queue, or
with unlimited information exchange.
Comparison to ordinary JIQpolicy. Consider a constant arrival rate λ(t) ≡ λ. It
is worthwhile to observe that the component q of the uid limit as in (1.45) coincides
with that for the ordinary JIQ policy where servers always remain on, when the
system following the TABS scheme starts with all the servers being idle-on, and
λ+ µ < 1. To see this, observe that the component q depends on δ only through
(pi−1(q,δ))i>1. Now, p0 = 1, pi = 0, for all i > 1, whenever q1 + δ0 + δ1 < 1,
irrespective of the precise values of (q,δ). Moreover, starting from the above initial
state, δ1 can increase only when q1 + δ0 = 1. erefore, the uid limit of q in (1.45)
and the ordinary JIQ scheme are identical if the system parameters (λ,µ,ν) are such
that q1(t) + δ0(t) < 1, for all t > 0. Let y(t) = 1− q1(t) − δ0(t). e solutions to
the dierential equations
dq1(t)
dt = λ− q1(t),
dy(t)
dt = q1(t) − λ− µy(t),
y(0) = 1, q1(0) = 0 are given by
q1(t) = λ(1− e−t), y(t) =
e−(1+µ)t
µ− 1
(
et(λ+ µ− 1) − λeµt
)
.
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Notice that if λ+ µ < 1, then y(t) > 0 for all t > 0 and thus, q1(t) + δ0(t) < 1,
for all t > 0. e uid-level optimality of the JIQ scheme was described in Sub-
section 1.7.1. is observation thus establishes the optimality of the uid-limit tra-
jectory under the TABS scheme for suitable parameter values in terms of response
time performance. From the energy usage perspective, under the ordinary JIQ policy,
since the asymptotic steady-state fraction of busy servers (q∗1 ) and idle-on servers are
given by λ and 1− λ, respectively, the asymptotic steady-state (scaled) energy usage
is given by
E[PJIQ] = λPfull + (1− λ)Pidle = λPfull(1+ (λ
−1 − 1)f),
where f = Pidle/Pfull is the relative energy consumption of an idle server. As de-
scribed earlier, the asymptotic steady-state (scaled) energy usage under the TABS
scheme is λPfull. us the TABS scheme reduces the asymptotic steady-state energy
usage by λPfull(λ−1 − 1)f = (1 − λ)Pidle, which amounts to a relative saving of
(λ−1 − 1)f/(1+ (λ−1 − 1)f). In summary, the TABS scheme performs as good as
the ordinary JIQ policy in terms of the waiting time and communication overhead
while providing a signicant energy saving.
1.8 Redundancy policies and alternative scaling regimes
In this section we discuss somewhat related redundancy policies, alternative scaling
regimes, and some additional performance metrics of interest.
1.8.1 Redundancy-d policies
So-called redundancy-d policies involve a somewhat similar operation as JSQ(d)
policies, and also share the primary objective of ensuring low delays [7, 170]. In
a redundancy-d policy, d > 2 candidate servers are selected uniformly at random
(with or without replacement) for each arriving task, just like in a JSQ(d) policy.
Rather than forwarding the task to the server with the shortest queue however, repli-
cas are dispatched to all sampled servers. Note that the initial replication to d servers
selected uniformly at random does not entail any communication burden, but the
abortion of redundant copies at a later stage does involve a signicant amount of
information exchange and complexity.
Two common options can be distinguished for abortion of redundant clones. In
the rst variant, as soon as the rst replica starts service, the other clones are aban-
doned. In this case, a task gets executed by the server which had the smallest work-
load at the time of arrival (and which may or may not have had the shortest queue
length) among the sampled servers. is may be interpreted as a power-of-d version
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of the Join-the-Smallest Workload (JSW) policy discussed in Subsection 1.2.5. e
optimality properties of the JSW policy mentioned in that subsection suggest that
redundancy-d policies should outperform JSQ(d) policies, which appears to be sup-
ported by simulation experiments, but has not been established by analytical com-
parisons so far.
In the second option the other clones of the task are not aborted until the rst
replica has completed service (which may or may not have been the rst replica to
start service). While a task is only handled by one of the servers in the former case,
it may be processed by several servers in the laer case. When the service times
are exponentially distributed and independent for the various clones, the aggregate
amount of time spent by all the servers until completion remains exponentially dis-
tributed with the same mean. An exact analysis of the delay distribution in systems
with N = 2 or N = 3 servers is provided in [64, 65], and exact expressions for the
mean delay with an arbitrary number of servers are established in [66]. e limiting
delay distribution in a uid regime with N → ∞ is derived in [63, 67] based on an
asymptotic independence assumption among the servers. In general, the mean ag-
gregate amount of time devoted to a task and the resulting delay may be larger or
smaller for less or more variable service time distributions, also depending on the
number of replicas per task [144, 152, 172, 173]. In particular, for heavy-tailed ser-
vice time distributions, the mean aggregate time spent on a task may be considerably
reduced by virtue of the redundancy. Indeed, even if the rst replica to start service
has an extremely long service time, that is not likely to be case for the other clones
as well. In spite of the extremely long service time of the rst replica, it is therefore
unlikely for the aggregate amount of time spent on the task or its waiting time to
be large. is provides a signicant performance benet to redundancy-d policies
over JSQ(d) policies, and has also motivated a strong interest in adaptive replication
schemes [4, 88, 89].
A further closely related model is where k of the replicas need to complete ser-
vice, 1 6 k 6 d, in order for the task to nish which is relevant in the context of
storage systems with coding and MapReduce tasks [90, 91]. e special case where
k = d = N corresponds to a classical fork-join system.
1.8.2 Conventional heavy trac
In this subsection we briey discuss a few asymptotic results for LBAs in the classical
heavy-trac regime as described in Subsection 1.2.2 where the number of serversN
is xed and the relative load tends to one in the limit.
e papers [53, 54, 146, 185] establish diusion limits for the JSQ policy in a se-
quence of systems with Markovian characteristics as in our basic model set-up, but
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where in the K-th system the arrival rate is Kλ+ λˆ
√
K, while the service rate of the
i-th server is Kµi + µˆi
√
K, i = 1, . . . ,N, with λ =
∑N
i=1 µi, inducing critical load
as K → ∞. It is proved that for suitable initial conditions the queue lengths are of
the order O(
√
K) over any nite time interval and exhibit a state-space collapse prop-
erty. In particular, a properly scaled version of the joint queue length process lives
in a one-dimensional rather than N-dimensional space, reecting that the various
queue lengths evolve in lock-step, with the relative proportions remaining virtually
identical in the limit, while the aggregate queue length varies.
Atar et al. [11] investigate a similar scenario, and establish diusion limits for
three policies: the JSQ(d) policy, the redundancy-d policy (where the redundant
clones are abandoned as soon as the rst replica starts service), and a combined
policy called Replicate-to-Shortest-eues (RSQ) where d replicas are dispatched
to the d-shortest queues. Note that the laer policy requires instantaneous knowl-
edge of all the queue lengths, and hence involves a similar excessive communication
overhead as the ordinary JSQ policy, besides the substantial information exchange
associated with the abortion of redundant copies. Conditions are derived for the
values of the relative service rates µi, i = 1, . . . ,N, in conjunction with the diver-
sity parameter d, in order for the queue lengths under the JSQ(d) and redundancy-d
policies to be of the order O(
√
K) over any nite time interval and exhibit state-space
collapse. e conditions for the two policies are distinct, but in both cases they are
weaker for larger values of d, as intuitively expected. While the conditions for the
values of µi depend on d, whenever they are met, the actual diusion-scaled queue
length processes do not depend on the exact value of d in the limit, showing a certain
resemblance with the universality property as identied in Subsection 1.2.6 for the
large-capacity and Haln-Whi regimes.
Zhou et al. [186] consider a slightly dierent model set-up with a time-sloed op-
eration, and identify a class Π of LBAs that not only provide throughput-optimality
(or maximum stability, i.e., keep the queues stable in a suitable sense whenever fea-
sible to do so at all), but also achieve heavy-trac delay optimality, in the sense
that the properly scaled aggregate queue length is the same as that in a centralized
queue where all the resources are pooled as the load tends to one. As it turns out,
the class Π includes JSQ(d) policies with d > 2, but does not include the JIQ scheme,
which tends to degenerate into a random assignment policy when idle servers are
rarely available. e authors further propose a threshold-based policy which has low
implementation complexity like the JIQ scheme, but does belong to the class Π, and
hence achieves heavy-trac delay optimality.
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1.8.3 Non-degenerate slowdown
In this subsection we briey discuss a few of the scarce asymptotic results for LBAs in
the so-called non-degenerate slow-down regime described in Subsection 1.2.2 where
N − λ(N) → γ > 0, as the number of servers N grows large. We note that in a
centralized queue the process tracking the evolution of the number of waiting tasks,
suitably accelerated and normalized by N, converges in this regime to a Brownian
motion with dri −γ reected at zero as N → ∞. In stationarity, the number of
waiting tasks, normalized by N, converges in this regime to an exponentially dis-
tributed random variable with parameter γ asN→∞. Hence, the mean number of
waiting tasks must be at least of the orderN/γ, and the waiting time cannot vanish
as N→∞ under any policy.
Gupta & Walton [77] characterize the diusion-scaled queue length process un-
der the JSQ policy in this asymptotic regime. ey further compare the diusion
limit for the JSQ policy with that for a centralized queue as described above as well
as several LBAs such as the JIQ scheme and a rened version called Idle-One-First
(I1F), where a task is assigned to a server with exactly one task if no idle server is
available and to a randomly selected server otherwise.
It is proved that the diusion limit for the JIQ scheme is no longer asymptotically
equivalent to that for the JSQ policy in this asymptotic regime, and the JIQ scheme
fails to achieve asymptotic optimality in that respect, as opposed to the behavior in
the large-capacity and Haln-Whi regimes discussed in Subsection 1.2.7. In con-
trast, the I1F scheme does preserve the asymptotic equivalence with the JSQ policy
in terms of the diusion-scaled queue length process, and thus retains asymptotic
optimality in that sense.
ese results provide further indication that the amount and accuracy of queue
length information needed to achieve asymptotic equivalence with the JSQ policy
depend not only on the scale dimension (e.g. uid or diusion), but also on the load
regime. Put dierently, the ner the scale and the higher the load, the more strictly
one can distinguish various LBAs in terms of the relative performance compared to
the JSQ policy.
1.8.4 Scaling of maximum queue length
So far we have focused on the asymptotic behavior of LBAs in terms of the num-
ber of servers with a certain queue length, either on uid scale or diusion scale, in
various regimes asN→∞. A related but dierent performance metric is the maxi-
mum queue lengthM(N) among all servers asN→∞. Luczak & McDiarmid [113]
showed that for a xed d > 2 the steady-state maximum queue length M(N) in
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a system under JSQ(d) policy is given by log(log(N))/ log(d) +O(1) and is con-
centrated on at most two adjacent values, whereas for purely random assignment
(d = 1), it scales as log(N)/ log(1/λ) and does not concentrate on a bounded range
of values. is is yet a further manifestation of the power-of-choice eect.
e maximum queue length M(N) is in fact the central performance metric in
balls-and-bins models where arriving items (balls) do not get served and never depart
but simply accumulate in bins, and (stationary) queue lengths are not meaningful.
In fact, the very notion of randomized load balancing and power-of-d strategies was
introduced in a balls-and-bins seing in the seminal paper by Azar et al. [12]. Several
further variations and extensions in that context have been considered in [1, 20, 21,
41, 45, 59, 74, 138, 141, 169].
As alluded to above, there are natural parallels between the balls-and-bins setup
and the queueing scenario that we have focused on so far. ese commonalities are
for example reected in the fact that power-of-d strategies yield similar dramatic
performance improvements over purely random assignment in both seings.
However, there are also quite fundamental dierences between the balls-and-bins
setup and the queueing scenario, besides the obvious contrasts in the performance
metrics. e distinction is for example evidenced by the fact that a simple Round-
Robin strategy produces a perfectly balanced allocation in a balls-and-bins setup but
is far from optimal in a queueing scenario as observed in Subsection 1.2.3. In partic-
ular, the stationary fraction of servers with two or more tasks under a Round-Robin
strategy remains positive in the limit asN→∞, whereas it vanishes under the JSQ
policy. Furthermore, it should also be noted [112] that the maximum number of balls
in a bin under the purely random assignment policy scales as log(N)/ log(log(N))
and is concentrated on two adjacent values, which is again in contrast with the
queueing scenario. On a related account, since tasks get served and eventually de-
part in a queueing scenario, less balanced allocations with a large portion of vacant
servers will generate fewer service completions and result in a larger total number
of tasks. us dierent schemes yield not only various degrees of balance, but also
variations in the aggregate number of tasks in the system, which is not the case in a
balls-and-bins set-up.
1.9 Extensions
roughout most of the chapter we have focused on the supermarket model as a
canonical setup and adopted several common assumptions in that context: (i) all
servers are identical; (ii) the service requirements are exponentially distributed; (iii)
no advance knowledge of the service requirements is available; (iv) in particular,
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the service discipline at each server is oblivious to the actual service requirements.
As mentioned earlier, the stochastic optimality of the JSQ policy, and hence its cen-
tral role as an ideal performance benchmark, critically rely on these assumptions.
e laer also broadly applies to the stochastic coupling techniques and asymptotic
universality properties that we have considered in the previous sections. In this sec-
tion however we review some results for scenarios where these assumptions are re-
laxed, in particular allowing for general service requirement distributions and possi-
bly heterogeneous servers, along with some broader methodological issues. In Sub-
section 1.9.1 we focus on the behavior of JSQ(d) policies in such scenarios, mainly in
the large-N limit, while also briey commenting on the JIQ policy. In Subsection 1.9.2
we discuss strategies which specically exploit knowledge of server speeds or ser-
vice requirements of arriving tasks in making task assignment decisions, and may
not necessarily use queue length information, mostly in a nite-N regime.
1.9.1 JSQ(d) policies with general service requirement distributions
Foss & Chernova [55, 56] use direct probabilistic methods and uid limits to obtain
stability conditions for nite-size systems with a renewal arrival process, a FCFS
discipline at each server, various state-dependent routing policies, including JSQ,
and general service requirement distributions, which may depend on the task type,
the server or both. Using uid limits as well as Lyapunov functions, Bramson [29,
30] shows that JSQ(d) policies achieve stability for any subcritical load in nite-size
systems with a renewal arrival process, identical servers, non-idling local service
disciplines and general service requirement distributions. In addition, he derives
uniform bounds on the tails of the marginal queue length distributions, and uses
these to prove relative compactness of these distributions.
Bramson et al. [31, 32] examine mean-eld limits for JSQ(d) policies with gen-
erally distributed service requirements, leveraging the above-mentioned tail bounds
and relative compactness. ey establish that similar “power-of-choice” benets oc-
cur as originally demonstrated for exponentially distributed service requirements
in the work of Mitzenmacher [121] and Vvedenskaya et al. [171], provided a cer-
tain ‘ansatz’ holds asserting that nite subsets of queues become independent in the
large-N limit. e laer ‘propagation of chaos’ property is shown to hold in several
seings, e.g. when the service requirement distribution has a decreasing hazard rate
and the discipline at each server is FCFS or when the service requirement distribution
has a nite second moment and the load is suciently low. e ansatz also always
holds for the power-of-d version of the JSW rather than JSQ policy.
It is further shown in [31, 32] that the arrival process at any given server tends
to a state-dependent Poisson process in the large-N limit, and that the queue length
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distribution becomes insensitive with respect to the service requirement distribution
when the service discipline is either Processor Sharing or LCFS with preemptive
resume. is may be explained from the insensitivity property of queues with state-
dependent Poisson arrivals and symmetric service disciplines.
ere are strong plausibility arguments that a similar asymptotic insensitivity
property should hold for the JIQ policy in a queueing scenario, even if the discipline
at each server is not symmetric but FCFS for example. So far, however, this has only
been rigorously established for service requirement distributions with decreasing
hazard rate in [157]. is result was in fact proved for systems with heterogeneous
server pools, and was further extended in [158] to systems with multiple symmetric
dispatchers. As it turns out, general service requirement distributions with an in-
creasing hazard rate give rise to major technical challenges due to a lack of certain
monotonicity properties. is has only allowed a proof of the asymptotic zero-wait
property for the JIQ policy for load values strictly below 1/2 so far [58].
A fundamental technical issue associated with any general service requirement
distribution is that the joint queue length no longer provides a suitable state de-
scription, and that the state space required for a Markovian description is no longer
countable. Aghajani & Ramanan [3] and Aghajani et al. [2] introduce a particle rep-
resentation for the state of the system and describe the state dynamics for a JSQ(d)
policy via a sequence of interacting measure-valued processes. ey prove that as
N grows large, a suitably scaled sequence of state processes converges to a hydro-
dynamic limit which is characterized as the unique solution of a countable system
of coupled deterministic measure-valued equations, i.e., a system of PDE rather than
the usual ODE equations. ey also establish a ‘propagation of chaos’ result, mean-
ing that nite collections of queues are asymptotically independent.
Mukhopadhyay & Mazumdar [134, 135] and Mukhopadhyay et al. [132] analyzed
the performance and stability of static probabilistic routing strategies and power-
of-d policies in the large-N limit in systems with exponential service requirement
distributions, but heterogeneous server pools and a Processor-Sharing discipline at
each server. ey also considered variants of the JSQ(d) policy which account for the
server speed in the selection criterion as well as hybrid combinations of the JSQ(d)
policy with static probabilistic routing. Related results for heterogeneous loss sys-
tems rather than queueing scenarios are presented in [93, 133, 136]. As the results
in [134, 135] reect, ordinary JSQ(d) policies may fail to sample the faster servers
suciently oen in such scenarios, and therefore fail to achieve maximum stabil-
ity, let alone asymptotic optimality. In [132] a weighted version of JSQ(d) policies
is presented that does provide maximum stability, without requiring any specic
knowledge of the underlying system parameters and server speeds in particular.
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Vasantam et al. [167, 168] examine mean-eld limits for power-of-d policies in
many-server loss systems with phase-type service requirement distributions. ey
observe that the xed point suggests a similar insensitivity property of the station-
ary occupancy distribution as mentioned above. In view of the insensitivity of loss
systems with possibly state-dependent Poisson arrivals, this may be interpreted as
an indirect indication that the arrival process at any given server pool tends to a
state-dependent Poisson arrival process in the large-N limit. In a somewhat dier-
ent strand of work, Jonckheere & Prabhu [87] investigate the behavior of blocking
probabilities in various load regimes in systems with many single-server nite-buer
queues, a Processor-Sharing discipline at each server, and an insensitive routing pol-
icy.
1.9.2 Heterogeneous servers and knowledge of service
requirements
e bulk of the literature has focused on systems with identical servers, and scenarios
with non-identical server speeds have received relatively limited aention. A nat-
ural extension of the JSQ policy is to assign jobs to the server with the normalized
shortest queue length, or equivalently, assuming exponentially distributed service
requirements, the shortest expected delay. While such a Generalized JSQ (GJSQ) or
Shortest Expected Delay (SED) strategy tends to perform well [14], it is not strictly
optimal in general [47], and the true optimal strategy may in fact have a highly com-
plicated structure. Selen et al. [151] present approximations for the performance of
GJSQ policies in a nite-N regime with generally distributed service requirements
and a Processor-Sharing discipline at each server, extending the analysis in Gupta et
al. [76] for the ordinary JSQ policy with homogeneous servers.
In a separate line of work, Feng et al. [52] consider static dispatching policies
in a nite-N regime with heterogeneous servers and a FCFS or Processor-Sharing
discipline at each server. e assignment decision may depend on the service re-
quirement of the arriving task, but not on the actual queue lengths or any other state
information. In case of FCFS the optimal routing policy is shown to have a nested
size interval structure, generalizing the strict size interval structure of the task as-
signment strategies in Harchol-Balter et al. [80] which are optimal for homogeneous
servers. In case of Processor Sharing, the knowledge of the service requirements of
arriving tasks is irrelevant, in the absence of any state information.
Altman et al. [6] consider static probabilistic routing policies in a somewhat sim-
ilar setup of a nite-N regime with multiple task types, servers with heterogeneous
speeds, and a Processor-Sharing discipline at each server. e routing probabilities
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are selected so as to either minimize the global weighted holding cost or the expected
holding cost for an individual task, and may depend on the type of the task and its
service requirement, but not on any other state information.
When knowledge of the service requirements of arriving tasks is available, it is
natural to exploit that for the purpose of local scheduling at the various servers, and
for example use size-based disciplines. e impact of the local scheduling discipline
and server heterogeneity on the performance and degree of eciency of load bal-
ancing strategies is examined in [38]. An interesting broader issue concerns the rel-
ative benets provided by exploiting knowledge of service requirements of arriving
tasks versus using information on queue lengths or workloads at the various servers,
which strongly depend on the service requirement distribution [81].
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Abstract
We consider a system of N parallel single-server queues with unit-mean
exponential service requirements and a single dispatcher where tasks arrive as
a Poisson process of rate λ(N). When a task arrives, the dispatcher assigns
it to a server with the shortest queue among d(N) randomly selected servers
(1 6 d(N) 6 N). is load balancing strategy is referred to as a JSQ(d(N))
scheme, marking that it subsumes the celebrated Join-the-Shortest eue (JSQ)
policy as a crucial special case for d(N) = N.
We construct a stochastic coupling to bound the dierence in the queue
length processes between the JSQ policy and a JSQ(d(N)) scheme with an arbi-
trary value of d(N). We use the coupling to derive the uid limit in the regime
where λ(N)/N→ λ < 1 asN→∞with d(N)→∞, along with the associated
xed point. e uid limit turns out not to depend on the exact growth rate of
d(N), and in particular coincides with that for the JSQ policy. We further lever-
age the coupling to establish that the diusion limit in the critical regime where
(N− λ(N))/
√
N → β > 0 as N → ∞ with d(N)/(√N log(N)) → ∞ corre-
sponds to that for the JSQ policy. ese results indicate that the optimality of the
JSQ policy can be preserved at the uid-level and diusion-level while reducing
the overhead by nearly a factor O(N) and O(
√
N/ log(N)), respectively.
2.1 Model description and main results
In this chapter we establish a universality property for a broad class of randomized
load balancing schemes in many-server systems as described in Section 1.4.
Consider a system withN parallel single-server queues with identical servers and
a single dispatcher. Tasks with unit-mean exponential service requirements arrive at
the dispatcher as a Poisson process of rate λ(N), and are instantaneously forwarded
to one of the servers. Specically, when a task arrives, the dispatcher assigns it to a
server with the shortest queue among d(N) randomly selected servers (1 6 d(N) 6
N). is load balancing strategy will be referred to as the JSQ(d(N)) scheme, marking
that it subsumes the ordinary JSQ policy as a crucial special case for d(N) = N.
e buer capacity at each of the servers is b (possibly innite), and when a task is
assigned to a server with b pending tasks, it is permanently discarded.
For any d(N) (1 6 d(N) 6 N), let
Qd(N)(t) :=
(
Q
d(N)
1 (t),Q
d(N)
2 (t), . . . ,Q
d(N)
b (t)
)
denote the system occupancy state, whereQd(N)i (t) is the number of servers under
the JSQ(d(N)) scheme with a queue length of i or larger, at time t, including the
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possible task in service, i = 1, . . . ,b, recall Figure 1.3 in Chapter 1. roughout we
assume that at each arrival epoch the servers are ordered in nondecreasing order of
their queue lengths (ties can be broken arbitrarily), and whenever we refer to some
ordered server, it should be understood with respect to this prior ordering.
We occasionally omit the superscriptd(N), and replace it byN, to refer to theNth
system, when the value of d(N) is clear from the context. When a task is discarded,
in case of a nite buer size, we call it an overow event, and we denote by Ld(N)(t)
the total number of overow events under the JSQ(d(N)) scheme up to time t.
A sequence of random variables
{
XN
}
N>1, for some function f : R → R+, is
said to be OP(f(N)), if the sequence of scaled random variables
{
XN/f(N)
}
N>1
is tight, or said to be oP(f(N)), if
{
XN/f(N)
}
N>1 converges to zero in proba-
bility. Boldfaced leers are used to denote vectors. We denote by `1 the space of
all summable sequences. For any set K, the closure is denoted by K. We denote
by DE[0,∞) the set of all ca`dla`g (right continuous le limits exist) functions from
[0,∞) to a complete separable metric space E, and by ‘ L−→’ convergence in distribu-
tion for real-valued random variables and with respect to the Skorohod J1 topology
for ca´dla´g processes.
2.1.1 Fluid-limit results
In the uid-level analysis, we consider the subcritical regime where λ(N)/N→ λ <
1 as N → ∞. In order to state the results, we rst introduce some useful notation.
Denote the uid-scaled system occupancy state by qd(N)(t) := Qd(N)(t)/N, i.e.,
q
d(N)
i (t) = Q
d(N)
i (t)/N, and dene
S =
{
q ∈ [0, 1]b : qi 6 qi−1 for all i = 2, . . . ,b, and
b∑
i=1
qi <∞
}
as the set of all possible uid-scaled occupancy states equipped with the `1 topology.
For any q ∈ S, denotem(q) = min{i : qi+1 < 1}, with the convention that qb+1 =
0 if b <∞. Note thatm(q) <∞, since q ∈ `1. Ifm(q) = 0, then dene p0(q) = 1
and pi(q) = 0 for all i > 1. If m(q) > 0, distinguish two cases, depending on
whether the normalized arrival rate λ is larger than 1 − qm(q)+1 or not. If λ <
1− qm(q)+1, then dene pm(q)−1(q) = 1 and pi(q) = 0 for all i 6= m(q) − 1.
On the other hand, if λ > 1 − qm(q)+1, then pm(q)−1(q) = (1 − qm(q)+1)/λ,
pm(q)(q) = 1− pm(q)−1(q), and pi(q) = 0 for all i 6= m(q) − 1,m(q). Note that
the assumption λ < 1 ensures that the laer case cannot occur when m(q) = b <∞.
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eorem 2.1.1. (Universality of uid limit for JSQ(d(N)) scheme) Assume that the
initial occupancy state qd(N)(0) converges to q∞ in S and λ(N)/N → λ < 1 as
N→∞. For the JSQ(d(N)) scheme withd(N)→∞, any subsequence of the sequence
of processes
{
qd(N)(t)
}
t>0 has a further subsequence that converges weakly with
respect to the Skorohod J1 topology, to the limit
{
q(t)
}
t>0 satisfying the following
system of integral equations
qi(t) = q
∞
i + λ
∫t
0
pi−1(q(s))ds−
∫t
0
(qi(s) − qi+1(s))ds, i = 1, . . . ,b, (2.1)
where the coecients pi(·) are as dened above.
e above theorem shows that the uid-level dynamics do not depend on the
specic growth rate of d(N) as long as d(N) → ∞ as N → ∞. In particular, the
JSQ(d(N)) scheme with d(N)→∞ exhibits the same behavior as the ordinary JSQ
policy in the limit, and thus achieves uid-level optimality.
e coecient pi(q) represents the instantaneous fraction of incoming tasks
assigned to servers with a queue length of exactly i in the uid-level state q ∈ S.
Assuming m(q) < b, a strictly positive fraction 1− qm(q)+1 of the servers have a
queue length of exactlym(q). Since d(N)→∞, the fraction of incoming tasks that
get assigned to servers with a queue length ofm(q) + 1 or larger is zero: pi(q) = 0
for all i = m(q)+ 1, . . . ,b− 1. Also, tasks at servers with a queue length of exactly i
are completed at (normalized) rate qi−qi+1, which is zero for all i = 0, . . . ,m(q)−
1, and hence the fraction of incoming tasks that get assigned to servers with a queue
length of m(q) − 2 or less is zero as well: pi(q) = 0 for all i = 0, . . . ,m(q) − 2.
is only leaves the fractions pm(q)−1(q) and pm(q)(q) to be determined. Now
observe that the fraction of servers with a queue length of exactlym(q) − 1 is zero.
If m(q) = 0, then clearly the incoming tasks will join the empty queue, and thus,
pm(q) = 1, and pi(q) = 0 for all i 6= m(q). Furthermore, if m(q) > 1, since tasks
at servers with a queue length of exactly m(q) are completed at (normalized) rate
1− qm(q)+1 > 0, incoming tasks can be assigned to servers with a queue length
of exactly m(q) − 1 at that rate. We thus need to distinguish between two cases,
depending on whether the normalized arrival rate λ is larger than 1− qm(q)+1 or
not. If λ < 1−qm(q)+1, then all the incoming tasks can be assigned to a server with
a queue length of exactlym(q) − 1, so that pm(q)−1(q) = 1 and pm(q)(q) = 0. On
the other hand, if λ > 1− qm(q)+1, then not all incoming tasks can be assigned to
servers with a queue length of exactlym(q) − 1 active tasks, and a positive fraction
will be assigned to servers with a queue length of exactly m(q): pm(q)−1(q) =
(1− qm(q)+1)/λ and pm(q)(q) = 1− pm(q)−1(q).
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It is easily veried that the unique xed point q? = (q?1 ,q?2 , . . . ,q?b) of the sys-
tem of dierential equations in (2.1) is given by
q∗i =
{
λ, i = 1,
0, i = 2, . . . ,b.
(2.2)
Note that the xed point in (2.2) is consistent with the results in [122, 171, 184] for
xed d, where taking d → ∞ yields the same xed point. However, the results in
[122, 171, 184] for xed d cannot be directly used to handle joint scalings, and do
not yield the universality of the entire uid-scaled sample path for arbitrary initial
states as established in eorem 2.1.1.
e xed point in (2.2) in conjunction with the interchange of limits result in
Proposition 2.1.2 below indicates that in stationarity the fraction of servers with a
queue length of two or larger is negligible. Let
pid(N)(·) = lim
t→∞P
(
qd(N)(t) = ·
)
be the stationary measure of the occupancy states of the Nth system under the
JSQ(d(N)) scheme.
Proposition 2.1.2. (Interchange of limits) For the JSQ(d(N)) scheme let pid(N) be
the stationary measure of the occupancy states of the Nth system. en pid(N) L−→ pi?
as N → ∞ with d(N) → ∞, where pi? = δq? with δx being the Dirac measure
concentrated upon x, and q? as in (2.2).
e above proposition relies on tightness of
{
pid(N)
}
N>1 and the global stabil-
ity of the xed point, and is proved in Subsection 2.3.3.
We now consider an extension of the model in which tasks arrive in batches. We
assume that the batches arrive as a Poisson process with rate λ(N)/`(N), and have
xed size `(N) > 0, so that the eective total task arrival rate remains λ(N). We
will show that even for arbitrarily slowly growing batch size, uid-level optimality
can be achieved with O(1) communication overhead per task. For that, we dene
the JSQ(d(N)) scheme adapted for batch arrivals. When a batch of size `(N) arrives,
the dispatcher samples d(N) > `(N) servers without replacement, and assigns the
`(N) tasks to the `(N) servers with the smallest queue length among the sampled
servers.
eorem 2.1.3. (Batch arrivals) Consider the batch arrival scenario with growing
batch size `(N)→∞ and λ(N)/N→ λ < 1 as N→∞. For the JSQ(d(N)) scheme
with d(N) > `(N)/(1− λ− ε) for any xed ε > 0, if qd(N)1 (0)
P−→ q∞1 6 λ, and
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q
d(N)
i (0)
P−→ 0 for all i > 2, then the sequence of processes {qd(N)(t)}
t>0 converges
weakly to the limit
{
q(t)
}
t>0, described as follows:
q1(t) = λ+ (q
∞
1 − λ)e
−t, qi(t) ≡ 0 for all i = 2, . . . ,b. (2.3)
e uid limit in (2.3) agrees with the uid limit of the JSQ(d(N)) scheme if the
initial state is taken as in eorem 2.1.3. Further observe that the xed point also
coincides with that of the JSQ policy, as given by (2.2). Also, for a xed ε > 0, the
communication overhead per task is on average given by (1 − λ − ε)−1 which is
O(1). us eorem 2.1.3 ensures that in case of batch arrivals with growing batch
size, uid-level optimality can be achieved with O(1) communication overhead per
task. e result for the uid-level optimality in stationarity can also be obtained
indirectly by exploiting the uid-limit result in [184]. Specically, it can be deduced
from the result in [184] that for batch arrivals with growing batch size, the JSQ(d(N))
scheme with suitably growing d(N) yields the same xed point of the uid limit as
described in (2.2).
2.1.2 Diusion-limit results
In the diusion-limit analysis, we consider the Haln-Whi regime where
N− λ(N)√
N
→ β as N→∞
for some positive coecient β > 0. In order to state the results, we rst introduce
some useful notation. Let Q¯d(N)(t) =
(
Q¯
d(N)
1 (t), Q¯
d(N)
2 (t), . . . , Q¯
d(N)
b (t)
)
be a
properly centered and scaled version of the system occupancy state Qd(N)(t), with
Q¯
d(N)
1 (t) = −
N−Q
d(N)
1 (t)√
N
, Q¯d(N)i (t) =
Q
d(N)
i (t)√
N
, i = 2, . . . ,b.
e reason why Qd(N)1 (t) is centered around N while Q
d(N)
i (t), i = 2, . . . ,b, are
not, is because the fraction of servers with a queue length of exactly one tends to one,
whereas the fraction of servers with a queue length of two or more tends to zero as
N→∞.
eorem 2.1.4. (Universality of diusion limit for JSQ(d(N)) scheme) Assume that
the initial occupancy state Q¯d(N)i (0) converges to Q¯i(0) in R as N → ∞, the buer
capacity b > 2 (possibly innite), and there exists some k > 2 such that Q¯Nk+1(0) =
0 for all suciently large N. For d(N)/(
√
N logN) → ∞, the sequence of pro-
cesses
{
Q¯d(N)(t)
}
t>0 converges weakly to the limit
{
Q¯(t)
}
t>0 inDS[0,∞), where
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Q¯i(t) ≡ 0 for i > k+ 1 and (Q¯1(t), Q¯2(t), . . . , Q¯k(t)) are the unique solutions in
DRk [0,∞) of the stochastic integral equations
Q¯1(t) = Q¯1(0) +
√
2W(t) −βt+
∫t
0
(−Q¯1(s) + Q¯2(s))ds−U1(t),
Q¯2(t) = Q¯2(0) +U1(t) −
∫t
0
(Q¯2(s) − Q¯3(s))ds,
Q¯i(t) = Q¯i(0) −
∫t
0
(Q¯i(s) − Q¯i+1(s))ds, i = 3, . . . ,k,
(2.4)
for t > 0, whereW is the standard Brownian motion andU1 is the unique nondecreas-
ing nonnegative process in DR[0,∞) satisfying ∫∞0 1[Q¯1(t)<0]dU1(t) = 0.
Although (2.4) diers from the diusion limit obtained for the fully pooled M/M/N
queue in the Haln-Whi regime [79, 101, 102], it shares similar favorable properties.
Observe that −Q¯d(N)1 is the scaled number of vacant servers. us, eorem 2.1.4
shows that over any nite time horizon, there will be OP(
√
N) servers with queue
length zero and OP(
√
N) servers with a queue length larger than two, and hence
all but OP(
√
N) servers have a queue length of exactly one. is diusion limit is
proved in [48] for the ordinary JSQ policy. Our contribution is to construct a stochas-
tic coupling and establish that, somewhat remarkably, the diusion limit is the same
for any JSQ(d(N)) scheme, as long as d(N)/(
√
N log(N)) → ∞. In particular, the
JSQ(d(N)) scheme with d(N)/(
√
N log(N)) → ∞ exhibits the same behavior as
the ordinary JSQ policy in the limit, and thus achieves diusion-level optimality.
is growth condition for d(N) is not only sucient, but also nearly necessary, as
indicated by the next theorem.
eorem 2.1.5. (Almost necessary condition) Assume Q¯d(N)i (0)
L−→ Q¯i(0) inR as
N→∞. If d(N)/(√N logN)→ 0, then the diusion limit of the JSQ(d(N)) scheme
diers from that of the JSQ policy.
eorem 2.1.5, in conjunction with eorem 2.1.4, shows that
√
N logN is the
minimal order of d(N) for the JSQ(d(N)) scheme to achieve diusion-level optimal-
ity.
2.1.3 Proof strategy
e idea behind the proofs of the asymptotic results for the JSQ(d(N)) scheme in
eorems 2.1.1 and 2.1.4 is to (i) prove the uid limit and exploit the existing diusion
limit result for the ordinary JSQ policy, and then (ii) prove a universality result by
establishing that the ordinary JSQ policy and the JSQ(d(N)) scheme coincide under
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some suitable conditions on d(N). For the ordinary JSQ policy the uid limit in the
subcritical regime is established in Subsection 2.3.1, and the diusion limit in the
Haln-Whi heavy-trac regime in [48, eorem 2]. A direct comparison between
the JSQ(d(N)) scheme and the ordinary JSQ policy is not straightforward, which is
why we introduce the CJSQ(n(N)) class of schemes as an intermediate scenario to
establish the universality result.
Just like the JSQ(d(N)) scheme, the schemes in the class CJSQ(n(N)) may be
thought of as “sloppy” versions of the JSQ policy, in the sense that tasks are not
necessarily assigned to a server with the shortest queue length but to one of the
n(N) + 1 lowest ordered servers, as graphically illustrated in Figure 1.4. In par-
ticular, for n(N) = 0, the class only includes the ordinary JSQ policy. Note that
the JSQ(d(N)) scheme is guaranteed to identify the lowest ordered server, but only
among a randomly sampled subset of d(N) servers. In contrast, a scheme in the
CJSQ(n(N)) class only guarantees that one of the n(N) + 1 lowest ordered servers
is selected, but across the entire pool ofN servers. We will show that for suciently
small n(N), any scheme from the class CJSQ(n(N)) is still ‘close’ to the ordinary
JSQ policy. We will further prove that for suciently large d(N) relative to n(N)
we can construct a scheme called JSQ(n(N),d(N)), belonging to the CJSQ(n(N))
class, which diers ‘negligibly’ from the JSQ(d(N)) scheme. erefore, for a ‘suit-
able’ choice of d(N) the idea is to produce a ‘suitable’ n(N). is proof strategy has
been schematically represented in Figure 1.5.
In the next section we construct a stochastic coupling called S-coupling, which
will be the key vehicle in establishing the universality result mentioned above.
Remark 2.1.6. Observe that sampling without replacement polls more servers than
with replacement, and hence the minimum number of active tasks among the se-
lected servers is stochastically smaller in the case without replacement. As a result,
for sucient conditions as in eorems 2.1.1 and 2.1.5, it is enough to consider sam-
pling with replacement. Also, for notational convenience, in the proof of the almost
necessary condition stated in eorem 2.1.5 we will assume sampling with replace-
ment, although the proof technique and the result is valid if the servers are chosen
without replacement.
e remainder of this chapter is organized as follows. In Section 2.2 we con-
struct a stochastic coupling called S-coupling, and establish the stochastic ordering
relations which will be the key vehicle in establishing the universality result men-
tioned above. Sections 2.3 and 2.4 contain the proofs of the uid and diusion limit
results, respectively. Finally in Section 2.5 we make some concluding remarks and
briey comment on topics for further research.
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2.2 Coupling and stochastic ordering
In this section, we construct a path-wise coupling between any scheme from the class
CJSQ(n(N)) and the ordinary JSQ policy, which ensures that for suciently small
n(N), on any nite time interval, the two schemes dier negligibly. is plays an
instrumental role in establishing the universality results in eorems 2.1.1 and 2.1.4.
All the statements in this section should be understood to apply to the Nth system
with N servers.
2.2.1 Stack formation and deterministic ordering
In order to prove the stochastic comparisons among the various schemes, as in [128],
we describe the many-server system as an ensemble of stacks, in a way that two
dierent ensembles can be ordered. In this formulation, at each step, items are added
or removed according to some rule. From a high level, we then show that if two
systems follow some specic rules, then at any step, the two ensembles maintain
some kind of deterministic ordering. is deterministic ordering turns into an almost
sure ordering in the next subsection, when we construct the S-coupling.
Each server along with its queue is thought of as a stack of items, and we always
consider the stacks to be arranged in nondecreasing order of their heights. e en-
semble of stacks then represents the empirical CDF of the queue length distribution,
and the ith horizontal bar corresponds toQΠi (for some task assignment scheme Π),
as depicted in Figure 1.3. If an arriving item happens to land on a stack which al-
ready contains b items, then the item is discarded, and is added to a special stack LΠ
of discarded items, where it stays forever.
Any two ensemblesA and B, each havingN stacks and a maximum height b per
stack, are said to follow Rule(nA,nB,k) at some step, if either an item is removed
from the kth stack in both ensembles (if nonempty), or an item is added to the nthA
stack in ensemble A and to the nthB stack in ensemble B.
Proposition 2.2.1. For any two ensembles of stacks A and B, as described above, if at
any step Rule(nA,nB,k) is followed for some value ofnA, nB, and k, withnA 6 nB,
then the following ordering is always preserved: for allm 6 b,
b∑
i=m
QAi + L
A 6
b∑
i=m
QBi + L
B. (2.5)
is proposition says that, while adding the items to the ordered stacks, if we
ensure that in ensembleA the item is always placed to the le of that in ensemble B,
and if the items are removed from the same ordered stack in both ensembles, then the
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aggregate size of the b−m+ 1 highest horizontal bars as depicted in Figure 1.3 plus
the cumulative number of discarded items is no larger in A than in B throughout.
Proof of Proposition 2.2.1. We prove the ordering by forward induction on the time-
steps, i.e., we assume that at some step the ordering holds, and show that in the
next step it will be preserved. In ensemble Π, where Π = A, B, aer applying
Rule(nA,nB,k), the updated lengths of the horizontal bars are denoted by Q˜Πi ,
i > 1. Also, dene IΠ(c) := max
{
i > 0 : QΠi > N − c + 1
}
, c = 1, . . . ,N,
with the convention that QΠ0 ≡ N.
Now if the rule prescribes removal of an item from the kth stack, then the updated
ensemble will have the values
Q˜Πi =
QΠi − 1, for i = IΠ(k),QΠj , otherwise, (2.6)
if IΠ(k) > 1; otherwise all the QΠi -values remain unchanged. On the other hand, if
the rule produces the addition of an item to stacknΠ, then the values will be updated
as
Q˜Πi =
QΠi + 1, for i = IΠ(nΠ) + 1,QΠj , otherwise, (2.7)
if IΠ(nΠ) < b; otherwise all values remain unchanged.
Fix any m 6 b. Observe that in any event the Qi-values change by at most one
at any step, and hence it suces to prove the preservation of the ordering in the case
when (2.5) holds with equality:
b∑
i=m
QAi + L
A =
b∑
i=m
QBi + L
B. (2.8)
We distinguish between two cases depending on whether an item is removed or
added. First suppose that the rule prescribes removal of an item from the k−th stack
from both ensembles. Observe from (2.6) that the value of
∑b
i=mQ
Π
i + L
Π changes
if and only if IΠ(k) > m. Also, since removal of an item can only decrease the sum,
without loss of generality we may assume that IB(k) > m, otherwise the right side
of (2.8) remains unchanged, and the ordering is trivially preserved. From our initial
hypothesis,
b∑
i=m+1
QAi + L
A 6
b∑
i=m+1
QBi + L
B. (2.9)
is implies
QAm =
b∑
i=m
QAi −
b∑
i=m+1
QAi >
b∑
i=m
QBi −
b∑
i=m+1
QBi = Q
B
m. (2.10)
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Also,
IB(k) > m ⇐⇒ QBm > N− k+ 1
=⇒ QAm > N− k+ 1 ⇐⇒ IA(k) > m.
(2.11)
erefore the sum
∑b
i=mQ
A
i + L
A also decreases, and the ordering is preserved.
Now suppose that the rule prescribes addition of an item to the respective stacks
in both ensembles. From (2.7) we get that aer adding an item to the ensemble, the
value of
∑b
i=mQ
Π
i + L
Π increases only if IΠ(nΠ) > m− 1. As in the previous
case, we assume (2.8), and since adding an item can only increase the concerned
sums, we assume that IA(nA) > m − 1, because otherwise the le side of (2.8)
remains unchanged, and the ordering is trivially preserved. Now from our initial
hypothesis we have
b∑
i=m−1
QAi + L
A 6
b∑
i=m−1
QBi + L
B. (2.12)
Combining (2.8) with (2.12) gives
QAm−1 =
(
b∑
i=m−1
QAi + L
A
)
−
(
b∑
i=m
QAi + L
A
)
6
(
b∑
i=m−1
QBi + L
B
)
−
(
b∑
i=m
QBi + L
B
)
= QBm−1.
(2.13)
Observe that
IA(nA) > m− 1 ⇐⇒ QAm−1 > N−nA + 1 =⇒ QAm−1 > N−nB + 1
=⇒ QBm−1 > N−nB + 1 ⇐⇒ IB(nB) > m− 1.
Hence,
∑b
i=mQ
B
i + L
B also increases, and the ordering is preserved.
2.2.2 Stochastic ordering
We now use the deterministic ordering established in Proposition 2.2.1 in conjunc-
tion with the S-coupling construction to prove a stochastic comparison between the
JSQ(d(N)) scheme, a specic scheme from the class CJSQ(n(N)) and the ordinary
JSQ policy. As described earlier, the class CJSQ(n(N)) contains all schemes that as-
sign incoming tasks by some rule to any of the n(N) + 1 lowest ordered servers.
Observe that when n(N) = 0, the class contains only the ordinary JSQ policy. Also,
if n(1)(N) < n(2)(N), then CJSQ(n(1)(N)) ⊂ CJSQ(n(2)(N)). Let MJSQ(n(N)) be
a particular scheme that always assigns incoming tasks to precisely the (n(N)+ 1)th
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ordered server. Notice that this scheme is eectively the JSQ policy when the system
always maintains n(N) idle servers, or equivalently, uses only N− n(N) servers,
and MJSQ(n(N)) ∈ CJSQ(n(N)). For brevity, we suppress n(N) in the notation for
the remainder of this subsection.
We call any two systems S-coupled, if they have synchronized arrival clocks and
departure clocks of the kth longest queue, for 1 6 k 6 N (‘S’ in the name of the cou-
pling stands for ‘Server’). Consider three S-coupled systems following respectively
the JSQ policy, any scheme from the class CJSQ, and the MJSQ scheme. Recall that
QΠi (t) is the number of servers with at least i tasks at time t and LΠ(t) is the total
number of lost tasks up to time t, for the schemes Π = JSQ, CJSQ, MJSQ. e fol-
lowing proposition provides a stochastic ordering for any scheme in the class CJSQ
with respect to the ordinary JSQ policy and the MJSQ scheme.
Proposition 2.2.2. For any xedm > 1,
(i)
{∑b
i=mQ
JSQ
i (t) + L
JSQ(t)
}
t>0
6st
{∑b
i=mQ
CJSQ
i (t) + L
CJSQ(t)
}
t>0
,
(ii)
{∑b
i=mQ
CJSQ
i (t) + L
CJSQ(t)
}
t>0
6st
{∑b
i=mQ
MJSQ
i (t) + L
MJSQ(t)
}
t>0
,
provided the inequalities hold at time t = 0.
e above proposition has the following immediate corollary, which will be used
to prove bounds on the uid and the diusion scale.
Corollary 2.2.3. In the joint probability space constructed by the S-coupling of the
three systems under respectively JSQ, MJSQ, and any scheme from the class CJSQ, the
following ordering is preserved almost surely throughout the sample path: for any xed
m > 1
(i) QCJSQm (t) >
∑b
i=mQ
JSQ
i (t) −
∑b
i=m+1Q
MJSQ
i (t) + L
JSQ(t) − LMJSQ(t),
(ii) QCJSQm (t) 6
∑b
i=mQ
MJSQ
i (t) −
∑b
i=m+1Q
JSQ
i (t) + L
MJSQ(t) − LJSQ(t),
provided the inequalities hold at time t = 0.
Proof of Proposition 2.2.2. We rst S-couple the concerned systems. Let us say that an
incoming task is assigned to the nthΠ ordered server under scheme Π, Π= JSQ, CJSQ,
MJSQ. en observe that, under the S-coupling, almost surely, nJSQ 6 nCJSQ 6
nMJSQ. erefore, Proposition 2.2.1 ensures that in the probability space constructed
through the S-coupling, the ordering is preserved almost surely throughout the sam-
ple path.
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Remark 2.2.4. Note that
∑b
i=1min
{
Qi,k
}
represents the aggregate size of the
rightmost k stacks, i.e., the k longest queues. Using this observation, the stochastic
majorization property of the JSQ policy as stated in [155, 161, 162] can be shown
following similar arguments as in the proof of Proposition 2.2.2. Conversely, the
stochastic ordering between the JSQ policy and the MJSQ scheme presented in Propo-
sition 2.2.2 can also be derived from the weak majorization arguments developed in
[155, 161, 162]. But it is only through the stack arguments developed in the previous
subsection that we could extend the results to compare any scheme from the class
CJSQ with the scheme MJSQ as well, as stated in Proposition 2.2.2 (ii).
To analyze the JSQ(d(N)) scheme, we need a further stochastic comparison argu-
ment. Consider two S-coupled systems following schemes Π1 and Π2. Fix a specic
arrival epoch, and let the arriving task join the nthΠi ordered server in the i
th system
following scheme Πi, i = 1, 2 (ties can be broken arbitrarily in both systems). We
say that at a specic arrival epoch the two systems dier in decision if nΠ1 6= nΠ2 ,
and denote by ∆Π1,Π2(t) the cumulative number of times the two systems dier in
decision up to time t.
Proposition 2.2.5. For two S-coupled systems under schemesΠ1 andΠ2 the following
inequality is preserved almost surely
b∑
i=1
|Q
Π1
i (t) −Q
Π2
i (t)| 6 2∆Π1,Π2(t) ∀ t > 0, (2.14)
provided the two systems start from the same occupancy state at t = 0, i.e., QΠ1i (0) =
Q
Π2
i (0) for all i = 1, 2, . . . ,b.
Proof. We will again use forward induction on the event times of arrivals and depar-
tures. Let the inequality (2.14) hold at time epoch t0, and let t1 be the next event time.
We distinguish between two cases, depending on whether t1 is an arrival epoch or
a departure epoch.
If t1 is an arrival epoch and the systems dier in decision, then observe that the
le side of (2.14) can only increase by two. In this case, the right side also increases
by two, and the inequality is preserved. erefore, it is enough to prove that the le
side of (2.14) remains unchanged if the two systems do not dier in decision. In that
case, assume that both Π1 and Π2 assign the arriving task to the kth ordered server.
Recall from the proof of Proposition 2.2.1 the denition of IΠ for some scheme Π.
If IΠ1(k) = IΠ2(k), then the le side of (2.14) clearly remains unchanged. Now,
without loss of generality, assume IΠ1(k) < IΠ2(k). erefore,
Q
Π1
IΠ1(k)+1
(t0) < Q
Π2
IΠ1(k)+1
(t0).
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Aer an arrival, the (IΠ1(k) + 1)-th term in the le side of (2.14) decreases by one,
and the (IΠ2(k) + 1)-th term may increase by at most one. us the inequality is
preserved.
If t1 is a departure epoch, then due to the S-coupling, without loss of generality,
assume that a potential departure occurs from the kth ordered server. Also note that
a departure in either of the two systems can change at most one of theQi-values. If
at time epoch t0, IΠ1(k) = IΠ2(k) = i, then bothQ
Π1
i andQ
Π2
i decrease by one, and
hence the le side of (2.14) does not change. Otherwise, without loss of generality
assume IΠ1(k) < IΠ2(k). en observe that
Q
Π1
IΠ2(k)
(t0) < Q
Π2
IΠ2(k)
(t0).
Furthermore, aer the departure, QΠ1
IΠ1(k)
may decrease by at most one. erefore
|Q
Π1
IΠ1(k)
−QΠ2
IΠ1(k)
| may increase by at most one, and QΠ2
IΠ2(k)
decreases by one,
thus |QΠ1
IΠ2(k)
−QΠ2
IΠ2(k)
| decreases by one. Hence, in total, the le side of (2.14)
either remains the same or decreases by one.
2.2.3 Comparing the JSQ(d) and CJSQ(n) schemes
We will now introduce the JSQ(n,d) scheme with n,d 6 N, which is an interme-
diate blend between the CJSQ(n) schemes and the JSQ(d) scheme. e JSQ(n,d)
scheme will be seen in a moment to be a scheme in the CJSQ(n) class. It will also
be seen to approximate the JSQ(d) scheme closely. We now specify the JSQ(d,n)
scheme. At its rst step, just as in the JSQ(d) scheme, it rst chooses the shortest
of d random candidates but only sends this to that server’s queue if it is one of the
n+ 1 shortest queues. If it is not, then at the second step it picks any of the n+ 1
shortest queues uniformly at random and then sends to that server’s queue. As was
mentioned earlier, by construction, JSQ(d,n) is a scheme in CJSQ(n).
We now consider two S-coupled systems with a JSQ(d) and a JSQ(n,d) scheme.
Assume that at some specic arrival epoch, the incoming task is dispatched to the kth
ordered server in the system under the JSQ(d) scheme. If k ∈ {1, 2, . . . ,n+ 1}, then
the system under JSQ(n,d) scheme also assigns the arriving task to the kth ordered
server. Otherwise, it dispatches the arriving task uniformly at random among the
rst (n+ 1) ordered servers.
In the next proposition we will bound the number of times these two systems
dier in decision on any nite time interval. For any T > 0, let A(T) and ∆(T) be
the total number of arrivals to the system and the cumulative number of times that
the JSQ(d) scheme and JSQ(n,d) scheme dier in decision up to time T .
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Proposition 2.2.6. For any T > 0, andM > 0,
P (∆(T) >M |A(T)) 6 A(T)
M
(
1−
n
N
)d
. (2.15)
Proof. Observe that at any arrival epoch, the systems under the JSQ(d) scheme and
the JSQ(n,d) scheme will dier in decision only if none of the n lowest ordered
servers gets selected by the JSQ(d) scheme. Now, at any arrival epoch, the proba-
bility that the JSQ(d) scheme does not select any of the n lowest ordered servers, is
given by
p =
(
1−
n
N
)d
.
Since at each arrival epoch, d servers are selected independently, given A(T),
∆(T) ∼ Bin(A(T),p).
erefore, for T > 0, Markov’s inequality yields, for any xedM > 0,
P (∆(T) >M |A(T)) 6 E (∆(T) |A(T))
M
=
A(T)
M
(
1−
n
N
)d
.
2.3 Fluid-limit proofs
In this section we prove the uid-limit results for the JSQ(d(N)) scheme stated in
eorems 2.1.1 and 2.1.3. e uid limit for the ordinary JSQ policy is provided in
Subsection 2.3.1, and in Subsection 2.3.2 we prove a universality result establish-
ing that under the condition that d(N) → ∞ as N → ∞, the uid limit for the
JSQ(d(N)) scheme coincides with that for the ordinary JSQ policy.
2.3.1 Fluid limit of JSQ
We now prove Proposition 2.1.2 using the time scale separation technique developed
in [84], suitably extended to an innite-dimensional space. As mentioned in the in-
troduction, to the best of our knowledge, this is the rst time the transient uid limit
of the ordinary JSQ policy is rigorously established. We also observe that in order to
exploit the coupling framework in Section 2.2.2 and in particular Proposition 2.2.2,
we need convergence of tail-sums. us we need to establish the uid convergence
result with respect to the `1 topology, which makes the analysis technically chal-
lenging.
To leverage the time scale separation technique, note that the rate at which in-
coming tasks join a server with i active tasks is determined only by the process
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ZN(·) = (ZN1 (·), . . . ,ZNb (·)), where ZNi (t) = N−QNi (t), i = 1, . . . ,b, represents
the number of servers with fewer than i tasks at time t. Furthermore, the dynamics
of the ZN(·) process can be described as
ZN →
ZN + ei at rate N(qi − qi+1),ZN − ei at rate Nλ1[Zq∈Ri], (2.16)
where ei is the ith unit vector, and
Ri :=
{
(z1, z2, . . . , zb) : z1 = . . . = zi−1 = 0 < zi 6 zi+1 6 . . . 6 zb
} ∈ G,
(2.17)
i = 1, 2, . . . ,b, with the convention that QNb+1 is always taken to be zero, if b <∞. Observe that in any time interval [t, t+ ε] of length ε > 0, the ZN(·) process
experiences O(εN) events (arrivals and departures), while the qN(·) process can
change by only an O(ε) amount. In other words, loosely speaking, around a ‘small’
neighborhood of time t, the qi(t)’s are constants, while as N → ∞, the process
ZN(·) behaves as a time-scaled version of the following process:
Zq(t) →
Zq(t) + ei at rate qi(t) − qi+1(t),Zq(t) − ei at rate λ1[Zq(t)∈Ri]. (2.18)
erefore, the ZN(·) process evolves on a much faster time scale than the qN(·)
process. As a result, in the limit as N→∞, at each time point t, the ZN(·) process
achieves stationarity depending on the instantaneous value of the qN(·) process, i.e.,
a separation of time scales takes place. In order to establish the time-scale separation
and the uid limit results, we rst write the evolution of the occupancy states in
terms of a suitable random measure (see (2.30)) and establish in Proposition 2.3.4
that the sequence of joint occupancy process and the random measure is relatively
compact. We also characterize the limit of any convergent subsequence, where we
invoke analogous arguments as used in the proofs of [84, Lemma 2] and [84, eorem
3] to complete the proof of the separation of time scales. e proof of the uid limit
result is then completed by establishing uniqueness of the instantaneous stationary
distribution achieved by the fast process, given any uid-scaled occupancy state.
Denote by Z¯+ the one-point compactication of the set of nonnegative inte-
gers Z+, i.e., Z¯+ = Z+ ∪ {∞}. Equip Z¯+ with the order topology. Denote G = Z¯b+
equipped with product topology, and with the Borel σ-algebra G. Let us consider the
G-valued process ZN(s) :=
(
ZNi (s)
)
i>1 as introduced above. Note that for the or-
dinary JSQ policy, the probability that a task arriving at (say) tk is assigned to some
server with i active tasks is given by pNi−1(QN(tk−)) = 1[ZN(tk−)∈Ri], where Ri
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is as in (2.17). We prove the following uid-limit result for the ordinary JSQ policy.
Recall the denition ofm(q) in Subsection 2.1.1. Ifm(q) > 0, then dene
pi(q) =

min
{
(1− qm(q)+1)/λ, 1
}
for i = m(q) − 1,
1− pm(q)−1(q) for i = m(q),
0 otherwise,
(2.19)
and else, dene p0(q) = 1 and pi(q) = 0 for all i = 1, . . . ,b.
eorem 2.3.1 (Fluid limit of JSQ). Assume qN(0) P−→ q∞ in S and λ(N)/N→ λ >
0 as N → ∞. en any subsequence of the sequence of processes {qN(t)}
t>0 for the
ordinary JSQ policy has a further subsequence that converges weakly with respect to the
Skorohod J1 topology to the limit {q(t)}t>0 satisfying the following system of integral
equations
qi(t) = qi(0) + λ
∫t
0
pi−1(q(s))ds−
∫t
0
(qi(s) − qi+1(s))ds, i = 1, 2, . . . ,b,
(2.20)
where q(0) = q∞ and the coecients pi(·) are as dened in (2.19).
e rest of this section will be devoted to the proof of eorem 2.3.1. First we
construct the martingale representation of the occupancy state process QN(·). Note
that the component QNi (t), satises the identity relation
QNi (t) = Q
N
i (0) +A
N
i (t) −D
N
i (t), for i = 1, . . . ,b, (2.21)
where
ANi (t) = number of arrivals during [0, t] to some server with i− 1 active tasks,
DNi (t) = number of departures during [0, t] from some server with i active tasks.
We can express ANi (t) and DNi (t) as
ANi (t) = NA,i
(
λ(N)
∫t
0
pNi−1(Q
N(s))ds
)
,
DNi (t) = ND,i
(∫t
0
(QNi (s) −Q
N
i+1(s))ds
)
,
where NA,i and ND,i are mutually independent unit-rate Poisson processes, i =
1, 2, . . . ,b. Dene the sigma elds
ANi (t) := σ
(
ANi (s) : 0 6 s 6 t
)
,
DNi (t) := σ
(
DNi (s) : 0 6 s 6 t
)
, for i = 1, . . . ,b,
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and the ltration FN ≡ {FNt : t > 0} with
FNt :=
∞∨
i=1
[ANi (t)∨D
N
i (t)] (2.22)
augmented by all the null sets. Now we have the following martingale decompo-
sition from the random time change of a unit-rate Poisson process result in [140,
Lemma 3.2].
Proposition 2.3.2 (Martingale decomposition). e following are FN-martingales,
for i > 1:
MNA,i(t) := NA,i
(
λ(N)
∫t
0
pNi−1(Q
N(s))ds
)
− λ(N)
∫t
0
pNi−1(Q
N(s))ds,
MND,i(t) := ND,i
(∫t
0
(QNi (s) −Q
N
i+1(s))ds
)
−
∫t
0
(QNi (s) −Q
N
i+1(s))ds,
(2.23)
with respective compensator and predictable quadratic variation processes given by
〈MNA,i〉(t) := λ(N)
∫t
0
pNi−1(Q
N(s−))ds,
〈MND,i〉(t) :=
∫t
0
(QNi (s) −Q
N
i+1(s))ds.
erefore, nally we have the following martingale representation of the Nth
process:
QNi (t) = Q
N
i (0) + λ(N)
∫t
0
pNi−1(Q
N(s))ds−
∫t
0
(QNi (s) −Q
N
i+1(s))ds
+ (MNA,i(t) −M
N
D,i(t)), t > 0, i = 1, . . . ,b.
(2.24)
In the proposition below, we prove that the martingale part vanishes in `1 when
scaled by N.
Proposition 2.3.3 (Convergence of martingales). 1N∑
i>1
(|MNA,i(t)|+ |M
N
D,i(t)|)

t>0
L−→ {m(t)}
t>0 ≡ 0.
Proof. e proof follows using the same line of arguments as in the proof of [121,
eorem 3.13], and hence is sketched only briey for the sake of completeness. Fix
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any T > 0, and observe that
lim
N→∞ supt∈[0,T ]
1
N
∑
i>1
|MNA,i(t)| (2.25)
= lim
N→∞ supt∈[0,T ]
1
N
∑
i>1
∣∣∣∣NA,i(λ(N) ∫t
0
pNi−1(Q
N(s))ds
)
−λ(N)
∫t
0
pNi−1(Q
N(s))ds
∣∣∣∣)
6 lim
N→∞ 1N
∑
i>1
NA,i
(
λ(N)
∫T
0
pNi−1(Q
N(s))ds
)
+ λT . (2.26)
Since N−1
∑
i>1 λ(N)
∫t
0 p
N
i−1(Q
N(s))ds → λt < ∞, the limN→∞ and ∑i>1
above can be interchanged in (2.26), and hence in (2.25). Now for each i > 1, from
Doob’s inequality [106, eorem 1.9.1.3], we have for any  > 0,
P
(
sup
t∈[0,T ]
1
N
|MNA,i(t)| > 
)
= P
(
sup
t∈[0,T ]
|MNA,i(t)| > N
)
6 1
N22
E
(
〈MNA,i〉(T)
)
6 1
N2
∫T
0
pi−1(QN(s−))λ(N)ds 6
λT
N2
→ 0,
as N→∞. us supt∈[0,T ]N−1MNA,i(t) P−→ 0, and hence
sup
t∈[0,T ]
N−1
∑
i>1
|MNA,i(t)|
P−→ 0.
Using similar arguments as above, we can also show that
sup
t∈[0,T ]
N−1
∑
i>1
|MND,i(t)|
P−→ 0,
and the proof is complete.
Now we prove the relative compactness of the sequence of uid-scaled processes.
Recall that we denote all the uid-scaled quantities by their respective small leers,
e.g. qN(t) := QN(t)/N, componentwise, i.e., qNi (t) := QNi (t)/N for i > 1. ere-
fore the martingale representation in (2.24) can be wrien as
qNi (t) = q
N
i (0) +
λ(N)
N
∫t
0
pNi−1(Q
N(s))ds−
∫t
0
(qNi (s) − q
N
i+1(s))ds
+
1
N
(MNA,i(t) −M
N
D,i(t)), i = 1, 2, . . . ,b,
(2.27)
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or equivalently,
qNi (t) = q
N
i (0) +
λ(N)
N
∫t
0
1[ZN(s)∈Ri]ds−
∫t
0
(qNi (s) − q
N
i+1(s))ds
+
1
N
(MNA,i(t) −M
N
D,i(t)), i = 1, 2, . . . ,b.
(2.28)
Now, we consider the Markov process (qN,ZN)(·) dened on S×G. Dene a ran-
dom measure αN on the measurable space ([0,∞)×G,C⊗ G), when [0,∞) is en-
dowed with the Borel sigma algebra C, by
αN(A1 ×A2) :=
∫
A1
1[ZN(s)∈A2]ds, (2.29)
for A1 ∈ C and A2 ∈ G. en the representation in (2.28) can be wrien in terms of
the random measure as
qNi (t) = q
N
i (0) + λα
N([0, t]×Ri) −
∫t
0
(qNi (s) − q
N
i+1(s))ds
+
1
N
(MNA,i(t) −M
N
D,i(t)), i = 1, 2, . . . ,b.
(2.30)
Let L denote the space of all measures on [0,∞)×G satisfying γ([0, t],G) = t, en-
dowed with the topology corresponding to weak convergence of measures restricted
to [0, t]×G for each t.
Proposition 2.3.4 (Relative compactness). Assume qN(0) L−→ q∞ ∈ S as N → ∞.
en
{
(qN(·),αN)}
N>1 is a relatively compact sequence in DS[0,∞)× L and the
limit (q(·),α) of any convergent subsequence satises
qi(t) = q
∞
i + λα([0, t]×Ri) −
∫t
0
(qi(s) − qi+1(s))ds, i = 1, 2, . . . ,b. (2.31)
To prove Proposition 2.3.4, we will verify the relative compactness conditions
given in [50]. Let (E, r) be a complete and separable metric space. For any x ∈
DE[0,∞), δ > 0 and T > 0, dene
w ′(x, δ, T) = inf
{ti}
max
i
sup
s,t∈[ti−1,ti)
r(x(s), x(t)), (2.32)
where {ti} ranges over all partitions of the form 0 = t0 < t1 < . . . < tn−1 < T 6 tn
with min16i6n(ti − ti−1) > δ and n > 1. Below we state the conditions for the
sake of completeness.
eorem 2.3.5. [50, Corollary 3.7.4] Let (E, r) be complete and separable, and let{
Xn
}
n>1 be a family of processes with sample paths inDE[0,∞). en {Xn}n>1 is
relatively compact if and only if the following two conditions hold:
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(a) For every η > 0 and rational t > 0, there exists a compact set Γη,t ⊂ E such that
lim
n→∞P (Xn(t) ∈ Γη,t) > 1− η.
(b) For every η > 0 and T > 0, there exists δ > 0 such that
lim
n→∞P
(
w ′(Xn, δ, T) > η
)
6 η.
In order to prove the relative compactness, we will need the next three lemmas:
Lemma 2.3.6 characterizes the relatively compact subsets of S, Lemma 2.3.7 provides
a necessary and sucient criterion for a sequence of `1-valued random variables to
be tight, and Lemma 2.3.8 is needed to ensure that at all nite times t, the occupancy
state process lies in some compact set (possibly depending upon t).
Lemma 2.3.6 (Compact subsets of S). Assume the buer b = ∞. A set K ⊆ S is
relatively compact in S with respect to the `1 topology if and only if
lim
k→∞ supx∈K
∞∑
i=k
xi = 0. (2.33)
Proof. For the if part, x anyK ⊆ S satisfying (2.33). We will show that any sequence{
xn
}
n>1 in K has a Cauchy subsequence. Since the `1 space is complete, this will
then imply that
{
xn
}
n>1 has a convergent subsequence with the limit in K, which
will complete the proof.
To show the existence of a Cauchy sequence, x any ε > 0, and choose k > 1
(depending on ε) such that ∑
i>k
|xni | <
ε
4
∀ n > 1. (2.34)
Now observe that the set of rst coordinates
{
xn1
}
n>1 is a sequence in [0, 1], and
hence has a convergent subsequence. Along that subsequence, the set of the second
coordinates has a further convergent subsequence. Proceeding this way, we can get a
subsequence along which the rst k− 1 coordinates converge. erefore, depending
upon ε, an N ′ ∈ N can be chosen, such that∑
i<k
|xni − x
m
i | <
ε
2
∀m,n > N ′. (2.35)
erefore, (2.34) and (2.35) yields for all n > max
{
N,N ′
}
,
‖xn − xm‖1 =
∑
i>1
|xni − x
m
i | 6
∑
i<k
|xni − x
m
i |+
∑
i>k
|xni − x
m
i |
6
∑
i<k
|xni − x
m
i |+
∑
i>k
xni +
∑
i>k
xmi < ε
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along the above suitably constructed subsequence. Now that the limit point is in S
follows from the completeness of `1 space and the fact that S is a closed subset of
`1. Indeed, since the `1 topology is ner than the product topology, any set that is
closed with respect to the product topology is closed with respect to the `1 topology,
and observe that S is closed with respect to the product topology.
For the only if part, let K ⊆ S be relatively compact, and on the contrary, assume
that there exists an ε > 0, such that
lim
k→∞ supx∈K
∞∑
i=k
xi > ε. (2.36)
erefore, for each k > 1, there exists x(k) ∈ K, such that ∑∞i=k x(k)i > ε/2.
Consider any limit point x∗ of the sequence
{
x(k)
}
k>1, and note that
∑∞
i=j x
∗
i >
ε/2 for all j > 1. is contradicts that x∗ ∈ `1, and the proof is complete.
Lemma 2.3.7 (Criterion for `1-tightness). Let
{
XN
}
N>1 be a sequence of random
variables in S. en the following are equivalent:
(i)
{
XN
}
N>1 is tight with respect to product topology, and for all ε > 0,
lim
k→∞ limN→∞P
(∑
i>k
XNi > ε
)
= 0. (2.37)
(ii)
{
XN
}
N>1 is tight with respect to `1 topology.
Proof. To prove (i) =⇒ (ii), for any ε > 0, we will construct a relatively compact set
compact set K(ε) such that
P
(
XN /∈ K(ε)
)
< ε for all N.
Observe from (2.37) that for all ε > 0, there exists an r(ε) > 1, such that
lim
N→∞P
( ∑
i>r(ε)
XNi > ε
)
< ε,
and with it an N(ε) > 1, such that
P
( ∑
i>k(ε)
XNi > ε
)
< ε for all N > N(ε).
Furthermore, since
{
X1,X2, . . . ,XN(ε)
}
is a nite set of `1-valued random variables,
there exists k(ε) > r(ε), such that
P
( ∑
i>k(ε)
XNi > ε
)
< ε for all N.
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us, there exists an increasing sequence
{
k(n)
}
n>1 such that
P
( ∑
i>k(n)
XNi >
ε
2n
)
<
ε
2n
for all N.
Dene the set K(ε) as
K(ε) :=
{
x ∈ S :
∑
i>k(n)
xi 6
ε
2n
for all n > 1
}
.
Due to Lemma 2.3.6, we know that K(ε) is relatively compact in `1. Also,
P
(
XN /∈ K(ε)) = P( ⋃
n>1
{ ∑
i>k(n)
XNi >
ε
2n
})
6
∑
n>1
P
( ∑
i>k(n)
XNi >
ε
2n
)
< ε.
To prove (ii) =⇒ (i), rst observe the fact that a sequence of random variables is
tight with respect to the `1 topology implies that it must be tight with respect to the
product topology. Now assume on the contrary to (2.37), that there exists ε > 0,
such that
lim
k→∞ limN→∞P
(∑
i>k
XNi > ε
)
> ε. (2.38)
Since
{
XN
}
N>1 is tight with respect to the `1 topology, take any convergent subse-
quence
{
XN(n)
}
n>1 with X
∗ being a random variable following the limiting mea-
sure. In that case, observe that (2.38) impliesP
(∑
i>k X
∗
i > ε/2
)
> ε for all k > 1,
which leads to a contradiction since X∗ is an `1-valued random variable.
Lemma 2.3.8. For any q ∈ S, assume that qN(0) L−→ q∞, as N→∞. en for any
t > 0, there exists M(t,q∞) > 1, such that under the JSQ policy, with probability
tending to one as N→∞, no arriving task is assigned to a server with M(t,q∞) − 1
active tasks up to time t.
Proof. Let AN(t) be the cumulative number of tasks arriving up to time t. Since the
arrival rate is λ(N), and λ(N)/N→ λ, as N→∞, for any ε > 0,
P
(
AN(t) > (λt+ ε)N
)
→ 0 as N→∞.
DeneM(t,q∞) := min{k > 1 :∑k−1i=1 (1− q∞i ) > λt}, and choose
ε =
M(t,q∞)−1∑
i=1
(1− q∞i ) − λt > 0.
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Note that since q∞ ∈ S ⊂ `1, M(t,q∞) exists and is nite for all t > 0. We now
claim that the probability that in the interval [0, t] a task is assigned to some server
with M(t,q∞) active tasks tends to 0, as N → ∞. Indeed, in order for a task to be
assigned to some server with M(t,q∞) − 1 active tasks, all the servers must have
at least M(t,q∞) − 1 active tasks. Now, the minimum number of tasks required
for this, is given by
∑M(t,q∞)−1
i=1 (N−Q
N
i (0)). erefore, the proof is complete by
observing that
P
(
AN(t) >
M(t,q∞)−1∑
i=1
(N−QNi (0))
)
= P
(
AN(t) >
(
λt+
ε
2
)
N
)
→ 0, as N→∞.
Proof of Proposition 2.3.4. e proof goes in two steps. We rst prove the relative
compactness, and then show that the limit satises (2.31).
Observe from [50, Proposition 3.2.4] that, to prove the relative compactness of the
sequence of processes
{
(qN(·),αN)}
N>1, it is enough to prove relative compact-
ness of the individual components. Note that from Prohorov’s theorem [50, eorem
3.2.2], L is compact since G is compact. Now, relative compactness of
{
αN
}
N>1
follows from the compactness of L under the topology of weak convergence of mea-
sures and Prohorov’s theorem. To claim the relative compactness of
{
qN(·)}
N>1,
we will verify the conditions of eorem 2.3.5.
Observe that in order to verify eorem 2.3.5 (a), we need to show tightness of
the sequence
{
qN(t)
}
N>1 for each xed (rational) t > 0. Fix any t > 0. Due to
Lemma 2.3.8, we know
lim
N→∞P
(
qNi (t) 6 qNi (0), ∀ i >M(t,q∞)) = 1.
Also, qN(0) L−→ q∞ with respect to the `1 topology. In particular, {qN(0)}N>1 is
tight in `1. erefore, using (ii) =⇒ (i) in Lemma 2.3.7 we obtain, for any ε > 0,
lim
k→∞ limN→∞P
(∑
i>k
qNi (t) > ε
)
6 lim
k→∞ limN→∞P
(∑
i>k
qNi (0) > ε
)
= 0.
Also, since qN(t) ∈ S ⊆ [0, 1]b, which is compact with respect to the product
topology,
{
qN(t)
}
N>1 is tight with respect to the product topology. Hence using
(i) =⇒ (ii) in Lemma 2.3.7 we conclude that the sequence {qN(t)}
N>1 is tight in
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`1. For condition (b), rst note that for all i = 1, . . . ,b.
|qNi (t1) − q
N
i (t2)| 6 λαN([t1, t2]×Ri) +
∫t2
t1
(qNi (s) − q
N
i+1(s))ds
+
1
N
∣∣MNA,i(t1) −MND,i(t1) −MNA,i(t2) +MND,i(t2)∣∣+ o(1).
us,∥∥∥qN(t1) − qN(t2)∥∥∥
1
6 λ
b∑
i=1
αN([t1, t2]×Ri) +
∫t2
t1
b∑
i=1
(qNi (s) − q
N
i+1(s))ds
+
1
N
b∑
i=1
∣∣MNA,i(t1) −MND,i(t1) −MNA,i(t2) +MND,i(t2)∣∣+ o(1)
6 λ(t1 − t2) +
∫t2
t1
qN1 (s)ds+
1
N
b∑
i=1
∣∣MNA,i(t1) −MND,i(t1)
−MNA,i(t2) +M
N
D,i(t2)
∣∣+ o(1)
6 (λ+ 1)(t1 − t2) +
1
N
b∑
i=1
∣∣MNA,i(t1) −MND,i(t1)
−MNA,i(t2) +M
N
D,i(t2)
∣∣+ o(1).
(2.39)
From the `1 convergence of scaled martingales in Proposition 2.3.3, we get, for any
T > 0,
sup
t∈[0,T ]
1
N
b∑
i=1
|MNA,i(t1) −M
N
D,i(t1) −M
N
A,i(t2) +M
N
D,i(t2)|
P−→ 0.
Observe that the proof of the relative compactness of
{
qN(t)
}
t>0 is complete if we
show that for any η > 0, there exists a δ > 0 and a nite partition (tj)ni=1 of [0, T ]
with minj |tj − tj−1| > δ such that
lim
N→∞P
(
max
j
sup
s,t∈[tj−1,tj)
∥∥∥qN(s) − q(t)∥∥∥
1
> η
)
< η. (2.40)
Now, (2.39) implies that, for any nite partition (tj)nj=1 of [0, T ],
max
j
sup
s,t∈[tj−1,tj)
∥∥∥qN(s) − qN(t)∥∥∥
1
6 (λ+ 1)max
j
(tj − tj−1) + ζN,
where P (ζN > η/2) < η for all suciently large N. Now take δ = η/(4(λ+ 1))
and any partition with maxj(tj − tj−1) < η/(2(λ+ 1)) and minj(tj − tj−1) > δ.
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On the event
{
ζN 6 η/2
}
,
max
i
sup
s,t∈[ti−1,ti)
∥∥∥qN(s) − qN(t)∥∥∥
1
6 η.
erefore, for all suciently large N,
P
(
max
j
sup
s,t∈[tj−1,tj)
∥∥∥qN(s) − qN(t)∥∥∥
1
> η
)
6 P (ζN > η/2) 6 η.
To prove that the limit (q(·),α) of any convergent subsequence satises (2.31),
we will use the continuous-mapping theorem [177, eorem 3.4.1]. Specically, we
will show that the right side of (2.30) is a continuous map of suitable arguments. Let{
q(t)
}
t>0 and
{
y(t)
}
t>0 be an S-valued and an `1-valued ca`dla`g function, respec-
tively. Also, let α be a measure on the measurable space ([0,∞)×G,C⊗ G). en
for q0 ∈ S, dene for i > 1,
Fi(q,α,q0,y)(t) := q0i + yi(t) + λα([0, t]×Ri) −
∫t
0
(qi(s) − qi+1(s))ds.
Observe that it is enough to show that H = (F1, . . . , Fb) is a continuous operator.
Indeed, in that case the right side of (2.30) can be wrien asH(qN,αN,qN(0),yN),
where yN = (yN1 , . . . ,yNb ) with yNi = (MNA,i −MND,i)/N, and since each argu-
ment converges, we will get the convergence to the right side of (2.31). erefore,
we now prove the continuity of H below. In particular assume that (a) the sequence
of processes
{
(qN,yN)
}
N>1 converges to (q,y) with respect to the `1 topology,
(b) for any xed t > 0, the sequence
{(
αN([0, t],Ri)
)
i>1
}
N>1 in `1 converges to(
α([0, t],Ri)
)
i>1, and (c) the sequence of S-valued random variables q
N(0) con-
verges to q(0) with respect tothe `1 topology.
Fix any T > 0 and ε > 0.
(i) Due to (a) above, choose N1 ∈ N, such that for all N > N1
sup
t∈[0,T ]
∥∥∥qN(t) − q(t)∥∥∥
1
< ε/(4T).
In that case, observe that
sup
t∈[0,T ]
∫t
0
|qN1 (t) − q1(t)|ds 6 T sup
t∈[0,T ]
∥∥∥qN(t)) − q(t))∥∥∥
1
<
ε
4
.
(ii) Again, due to (a), choose N2 ∈ N, such that for all N > N2
sup
t∈[0,T ]
∥∥∥yN(t) − y(t)∥∥∥
1
< ε/4.
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(iii) We now claim that for the  > 0 given above there is anN3 ∈N such that for
all N > N3
λ
∑
i>1
∣∣∣αN([0, T ]×Ri) −α([0, T ]×Ri)∣∣∣ < ε4 . (2.41)
Observe that we only know the weak convergence of the sequence of mea-
sures αN, and therefore we cannot directly make assumption (b) above. We are
therefore about to show that assumption (b) is valid in our case and that it fol-
lows from weak convergence. Indeed, since q∞ ∈ S ⊆ `1, there exists Mˆ(q∞),
such that q∞ˆ
M(q∞) < 1, and consequently q∞i < 1 for all i > Mˆ(q∞). Also,
due to Lemma 2.3.8,
lim
N→∞P
(
sup
t∈[0,T ]
qNi (t) 6 qNi (0) for all i >M(T ,q∞)) = 1.
us, if N0 := max
{
Mˆ(q∞),M(T ,q∞)}, then
lim
N→∞P
(
sup
t∈[0,T ]
qNi (t) < 1 for all i > N0
)
= 1.
is implies ∑
i>N0
αN([0, T ]×Ri) P−→
∑
i>N0
α([0, T ]×Ri) = 0.
Also, due to weak convergence of αN,∑
i<N0
αN([0, T ]×Ri) P−→
∑
i<N0
α([0, T ]×Ri).
(iv) Finally, due to (c), choose N4 ∈ N, such that for all N > N4∥∥∥qN(0) − q(0)∥∥∥
1
< ε/4.
Let Nˆ = max
{
N1,N2,N3,N4
}
, then for N > Nˆ,
sup
t∈[0,T ]
∥∥∥H(qN,αN,qN(0),yN) −H(q,α,q(0),y)∥∥∥
1
(t) < ε.
us the proof of continuity of H is complete.
To characterize the limit in (2.31), for any q ∈ S, dene the Markov process Zq
on G as
Zq →
Zq + ei at rate qi − qi+1,Zq − ei at rate λ1[Zq∈Ri], (2.42)
where ei is the ith unit vector, i = 1, . . . ,b.
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Proof of eorem 2.3.1. Having proved the relative compactness in Proposition 2.3.4,
it follows from analogous arguments as used in the proofs of [84, Lemma 2] and
[84, eorem 3], that the limit of any convergent subsequence of the sequence of
processes
{
qN(t)
}
t>0 satises
qi(t) = qi(0) + λ
∫t
0
piq(s)(Ri)ds−
∫t
0
(qi(s) − qi+1(s))ds, i = 1, 2, . . . ,b,
(2.43)
for some stationary measure piq(t) of the Markov process Zq(t) described in (2.42)
satisfying piq
{
Z : Zi =∞} = 1 if qi < 1.
Now it remains to show that q(t) uniquely determines the measure piq(t), and
that piq(s)(Ri) = pi−1(q(s)) described in (2.19). As mentioned earlier, in this proof
we will now assume the specic assignment probabilities in (2.17), corresponding to
the ordinary JSQ policy. To see this, x any q = (q1, . . . ,qb) ∈ S. Observe that
due to summability of the components of q, there exists 0 6 m < ∞, such that
qm+1 < 1 and q1 = . . . = qm = 1, with the convention that q0 ≡ 1 and qb+1 ≡ 0
if b <∞. In that case,
piq
({
Zm+1 =∞,Zm+2 =∞, . . . ,Zb =∞}) = 1.
Also, note that qi = 1 forces dqi/dt 6 0, i.e., λpiq(Ri) 6 qi − qi+1 for all i =
1, . . . ,m, and in particular piq(Ri) = 0 for all i = 1, . . . ,m− 1. us,
piq
({
Z1 = 0,Z2 = 0, . . . ,Zm−1 = 0
})
= 1.
erefore, piq is determined only by the stationary distribution of the mth com-
ponent, which can be described as a birth-death process
Z→
Z+ 1 at rate qm − qm+1,Z− 1 at rate λ1[Z>0], (2.44)
and let pi(m) be its stationary distribution. Now it is enough to show that pi(m) is
uniquely determined by q. First observe that the process on Z¯ described in (2.44)
is reducible, and can be decomposed into two irreducible classes given by Z and
{∞}, respectively. erefore, if pi(m)(Z = ∞) = 0 or 1, then it is unique. Indeed,
if pi(m)(Z = ∞) = 0, then Z is a birth-death process on Z only, and hence it
has a unique stationary distribution. Otherwise, if pi(m)(Z = ∞) = 1, then it
is trivially unique. Now we distinguish between two cases depending on whether
qm − qm+1 > λ or not.
Note that if qm − qm+1 > λ, then pi(m)(Z > k) = 1 for all k > 0. On Z¯ this
shows that pi(m)(Z =∞) = 1. Furthermore, if qm − qm+1 < λ, we will show that
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pi(m)(Z =∞) = 0. On the contrary, assume that pi(m)(Z =∞) = ε ∈ (0, 1]. Also,
let pˆi(m) be the unique stationary distribution of the birth-death process in (2.44) on
Z. erefore,
piq(Rm) = pi
(m)(Z > 0) = (1− ε)pˆi(m)(Z > 0) + ε = (1− ε)
qm − qm+1
λ
+ ε.
Substituting into the dierential form of the uid equation (2.20) at the given time t,
we obtain that
dqm(t)
dt = λ
[
(1− ε)
qm − qm+1
λ
+ ε
]
− (qm − qm+1)
= −ε(qm − qm+1) + λε > 0,
where the last inequality follows since we are considering the case when qm −
qm+1 < λ. Now since qm(t) = 1, this leads to a contradiction for any ε > 0,
and hence it must be the case that pi(m)(Z =∞) = 0.
erefore, for all q ∈ S, piq is uniquely determined by q. Furthermore, we can
identify the expression for piq(Ri) as
piq(Ri) =

min
{
(qm − qm+1)/λ, 1
}
for i = m,
1−min
{
(qm − qm+1)/λ, 1
}
for i = m+ 1,
0 otherwise,
(2.45)
and hence piq(s)(Ri) = pi−1(q(s)) as claimed.
2.3.2 Equivalence on uid scale
Having proved eorem 2.3.1, it suces to prove the universality property stated in
the next proposition. is will complete the proof of eorem 2.1.1.
Proposition 2.3.9. If d(N) → ∞ as N → ∞, then the JSQ(d(N)) scheme and the
ordinary JSQ policy have the same uid limit.
e proof of the above proposition uses the S-coupling results from Section 2.2,
and consists of three steps:
(i) First we show that if n(N)/N→ 0 as N→∞, then the MJSQ(n(N)) scheme
has the same uid limit as the ordinary JSQ policy.
(ii) en we apply Corollary 2.2.3 to prove that as long as n(N)/N → 0, any
scheme from the class CJSQ(n(N)) has the same uid limit as the ordinary
JSQ policy.
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(iii) Next, using Propositions 2.2.5 and 2.2.6 we establish that if d(N)→∞, then for
somen(N)withn(N)/N→ 0, the JSQ(d(N)) scheme and the JSQ(n(N),d(N))
scheme have the same uid limit. e proposition then follows by observing
that the JSQ(n(N),d(N)) scheme belongs to the class CJSQ(n(N)).
Proof of Proposition 2.3.9. First, to show Claim (i) above, dene N¯ = N− n(N) and
λ¯(N¯) = λ(N). Observe that the MJSQ(n(N)) scheme withN servers can be thought
of as the ordinary JSQ policy with N¯ servers and arrival rate λ¯(N¯). Also, since
n(N)/N→ 0,
λ¯(N¯)
N¯
=
λ(N)
N−n(N)
→ λ as N¯→∞.
Furthermore, observe that the uid limit of the JSQ policy in eorem 2.3.1 as given
by (2.20) is characterized by the parameter λ only, and hence the uid limit of the
MJSQ(n(N)) scheme is the same as that of the ordinary JSQ policy.
Second, observe from the uid limit of the JSQ policy that if λ < 1, then for any
buer capacity b > 1, and any starting state, the uid-scaled cumulative overow is
negligible, i.e., for any t > 0, LN(t)/N P−→ 0. Since the above fact is induced by the
uid limit only, the same holds for the MJSQ(n(N)) scheme. erefore, using the
lower and upper bounds in Corollary 2.2.3 and the tail bound in Proposition 2.2.2,
we obtain Claim (ii) above.
Finally, choose n(N) = N/
√
d(N), and consider the JSQ(n(N),d(N)) scheme.
Since d(N)→∞, it is clear that n(N)/N→ 0 as N→∞. Also, if ∆N(T) denotes
the cumulative number of times that the JSQ(d(N)) scheme and JSQ(n(N),d(N))
scheme dier in decision up to time T , then Proposition 2.2.6 yields
P
(
∆N(T) > εN
∣∣∣AN(T)) 6 AN(T)
εN
(
1−
n(N)
N
)d(N)
=
AN(T)
εN
(
1−
1√
d(N)
)d(N)
.
Since
{
AN(T)/N
}
N>1 is a tight sequence of random variables, we have
AN(T)
εN
(
1−
1√
d(N)
)d(N)
P−→ 0 as N→∞,
and hence, ∆N(T)/N P−→ 0. erefore, applying the `1 distance bound stated in
Proposition 2.2.5, we obtain Claim (iii). e proof is then completed by observing
that the JSQ(n(N),d(N)) scheme belongs to the class CJSQ(n(N)).
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Proof of eorem 2.1.3. For any ε > 0, dene
TNε := inf
{
t : Q
d(N)
1 (t) > (λ+ ε)N
}
.
Now the proof consists of two main steps. First we show that if d(N) > `(N)/(1−
λ− ε) for some ε > 0, then there exists an ε ′ > 0, such that if for some T > 0,
P
(
TNε ′ > T
)→ 1 as N→∞, then the number of times that the JSQ(d(N)) scheme
and the ordinary JSQ policy dier in decision in [0, T ] is oP(N). is then implies that
up to such a time T , it is enough to consider the uid limit of the ordinary JSQ policy
with batch arrivals. Second, we show that if the conditions stated in eorem 2.1.3
hold, then for any nite time T > 0,P
(
TNε ′ > T
)→ 1 asN→∞. is will complete
the proof.
To prove the rst part, consider the JSQ(d(N)) scheme in case of batch arrivals.
Choose ε ′ = ε/2, and assume that T > 0 is such that P
(
TNε ′ > T
)→ 1 as N→∞.
Let Ii denote the number of idle servers among d(N) randomly chosen servers for
the ith batch arrival, and dene WN(t) to be the cumulative number of tasks that
have not been assigned to some idle server, up to time t. IfAN(t) denotes the number
of batch arrivals that occurred up to time t, then
WN(t) =
AN(t)∑
i=1
[`(N) − Ii]
+.
We show that WN(t)/N P−→ 0 for all t 6 T for d(N) = `(N)/(1− λ− ε). Observe
that Ii follows a Hypergeometric distribution with sample size d(N), and popula-
tion size N containing N −QN1 (t) > (1 − λ − ε/2)N successes. Dene Ji to be
distributed as d(N) − Ii. en
[`(N) − Ii]
+ = k ⇐⇒ Ji = d(N) − `(N) + k.
erefore, for c = 1− λ− ε/2 we have,
E
(
[`(N) − Ii]
+
)
=
∑
k>1
kP (Ji = (1− c)d(N) + k) 6 d(N)P (Ji > (1− c)d(N)) .
Now, from [82, 115], we know
P (Ji > (1− c)d(N)) 6 exp(−d(N)H(λ, c)),
where
H(λ, c) = (1− c) log
(
1− c
λ
)
+ c log
(
c
1− λ
)
> 0,
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since c < 1− λ. erefore,
P
(
WN(t) > εN
)
6
E
(
WN(t)
)
εN
6 d(N)
εN
× λ(N)t
`(N)
× exp(−d(N)H(λ, c))
= O(exp(−d(N)H(λ, c))).
(2.46)
is implies that whenever `(N)→∞, if d(N) = `(N)/(1− λ− ε/2), thenWN(t)
is oP(N) for all t 6 T . Now the analysis of the batch arrivals with ordinary JSQ
policy in eorem 2.3.10 below, up to time T , shows that the process
{
qN(t)
}
06t6T
converges to the deterministic limit
{
q(t)
}
06t6T , described by (2.3).
erefore, it is enough to show that any T > 0 satises the required criterion.
is can be seen by observing that for any T > 0, and any ε ′ > 0,
P
(
TNε ′ 6 T
)
6 P
(
TNε ′/2 < T
)
6 P
(
sup
t∈[0,T ]
Q
d(N)
1 (t) > (λ+ ε
′/2)N
)
6 P
(
sup
t∈[0,T ]
Q
JSQ
1 (t) >
(
λ+
ε ′
4
)
N
)
P
(
sup
t∈[0,T ]
|Q
JSQ
1 (t) −Q
d(N)
1 (t)| 6
Nε ′
4
)
+P
(
sup
t∈[0,T ]
|Q
JSQ
1 (t) −Q
d(N)
1 (t)| >
Nε ′
4
)
−→ 0 as N→∞.
erefore the proof is complete.
eorem 2.3.10. (Batch arrivals JSQ) Consider the batch arrival scenario with grow-
ing batch size `(N) → ∞ and λ(N)/N → λ < 1 as N → ∞. For the JSQ policy, if
q
d(N)
1 (0)
P−→ q∞1 6 λ, and qd(N)i (0) P−→ 0 for all i > 2, then the sequence of pro-
cesses
{
qd(N)(t)
}
t>0 converges weakly to the limit
{
q(t)
}
t>0, described as follows:
q1(t) = λ+ (q
∞
1 − λ)e
−t, qi(t) ≡ 0 for all i = 2, . . . ,b. (2.47)
Proof. Fix any nite time T > 0. To analyze the JSQ policy with batch arrivals, ob-
serve that before time T , all the arriving tasks join idle servers. erefore, assuming
QN2 (0) = 0, for all t 6 T , the evolution for QN1 can be wrien as
QN1 (t) = Q
N
1 (0) + `(N)A (tλ(N)/`(N)) −D
(∫t
0
QN1 (s)ds
)
, (2.48)
whereA andD are independent unit-rate Poisson processes. Using the random time
change of unit-rate Poisson processes [140, Lemma 3.2], and applying the arguments
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in [140, Lemma 3.4], the above process scaled by N, then admits the martingale de-
composition
qN1 (t) = q
N
1 (0) +
MN1 (t)
N
+ λt−
MN2 (t)
N
−
∫t
0
qN1 (s)ds, (2.49)
where
MN1 (t) = `(N)A (tλ(N)/`(N)) − tλ(N),
MN2 (t) = D
(∫t
0
QN1 (s)ds
)
−
∫t
0
QN1 (s)ds,
are square integrable martingales with respective quadratic variation processes given
by
〈MN1 〉(t) = tλ(N),
〈MN2 〉(t) =
∫t
0
QN1 (s)ds.
Now, since for any T > 0, 〈MN1 〉(T)/N2 → 0, and 〈MN2 〉(T)/N2
P−→ 0, from the
stochastic boundedness criterion for square integrable martingales [140, Lemma 5.8],
we get that both
{
MN1 (t)/N
}
t>0
L−→ 0 and {MN2 (t)/N}t>0 L−→ 0. erefore, from
the continuous mapping theorem and (2.49), it follows that
{
qN1 (t)
}
t>0 asN→∞
converges weakly to a deterministic limit described by the integral equation
q1(t) = q
∞
1 + λt−
∫t
0
q1(s)ds (2.50)
having (2.3) as the unique solution. is completes the proof of the uid limit of JSQ
with batch arrivals.
2.3.3 Global stability and interchange of limits
To prove the interchange of limits result stated in Proposition 2.1.2, we will establish
the global stability of the xed point, i.e., all uid paths converge to the xed point
in (2.2) as t→∞. is is formally stated in the following lemma.
Lemma 2.3.11. Let q(t) be the uid limit, i.e., the solution of the dynamical system
described by the system of integral equations in (2.1). For any q∞ ∈ S, if q(0) = q∞,
then q(t)→ q∗ as t→∞, where q∗ is dened as in (2.2).
In case of the JSQ(d) scheme with xed d, the global stability is proved by con-
structing a Lyapunov function that measures the ‘distance’ (in terms of a weighted
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L1-norm) between the trajectory and the xed point, and that strictly decreases ev-
erywhere except at the xed point, see [121, eorem 3.6]. In case of the ordinary JSQ
policy however, we can exploit a more direct method to establish the global stability,
as further detailed below.
Proof of Lemma 2.3.11. e proof follows in two steps: we will rst establish that as
t→∞, q1(t)→ λ < 1, and then show that q2(t)→ 0.
Observe that the rate of change of q1(t) is λp0(q(t)) − (q1(t) − q2(t)). For
any ε > 0, if q1(t) 6 λ − ε, then p0(q(t)) = 1, so that the rate of change is
λ−(q1(t)−q2(t)) > ε, i.e., positive and bounded away from zero when ε > 0. Also,
q1(t) cannot decrease if q1(t) 6 λ. is shows that for all ε > 0, there exists a time
t0 = t0(ε,q∞), such that, q1(t) > λ− ε for all t > t0. us, lim inft→∞ q1(t) > λ.
On the other hand, we claim that lim supt→∞ q1(t) 6 λ. Suppose not, i.e., as-
sume lim supt→∞ q1(t) = λ+ ε for some ε > 0. Because q1(t) is non-decreasing
when q1(t) 6 λ, there must exist a t0 such that q1(t) > λ ∀ t > t0. e high-
level idea behind the claim is as follows. If q1(t) were to remain above λ by a non-
vanishing margin, then the cumulative number of departures would exceed the cu-
mulative number of arrivals by an innite amount, which cannot occur since the
initial number of tasks is bounded. More formally,
b∑
i=1
qi(t) =
b∑
i=1
qi(t0) + λ
∫t
t0
b∑
i=1
pi−1(q(s))ds−
∫t
t0
q1(s)ds
6
b∑
i=1
qi(t0) −
∫t
t0
[q1(s) − λ]
+ds,
and thus, ∫t
t0
[q1(s) − λ]
+ds 6
b∑
i=1
qi(t) −
b∑
i=1
qi(t0) <∞.
is provides a contradiction with lim supt→∞ q1(t) = λ + ε, since the rate of
decrease of q1(t) is at most 1. erefore, q1(t)→ λ as t→∞.
Consequently, for any q∞ ∈ S and ε > 0, if q(0) = q∞, then there exists a time
t2 = t2(q∞, ε) <∞, such that q1(t) 6 λ+ ε for all t > t2. us choosing ε = (1−
λ)/2 say, for all t > t2, q1(t) < 1, and thusp0(q(t)) = 1, i.e.,
∑b
i=2 pi−1(q(t)) = 0.
Dene q2+(t) :=
∑b
i=2 qi(t). Observe that
q2+(t) = q2+(t2) + λ
∫t
t2
b∑
i=2
pi−1(q(s))ds−
∫t
t2
q2(s)ds
= q2+(t2) −
∫t
t2
q2(s)ds for all t > t2,
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which implies q2(t) 6 q2+(t2)e−(t−t2). us, q2(t) and consequently, q2+(t)
converges to 0 as t → ∞. is completes the proof of global stability of the xed
point.
Proof of Proposition 2.1.2. e proof follows in two steps: (i) we rst establish that
the sequence of stationary measures
{
pid(N)
}
N>1 is tight, and then (ii) show the
interchange of limits.
(i) Observe that if b <∞, then the space [0, 1]b is compact, and hence Prohorov’s
theorem implies that
{
pid(N)
}
N>1 is tight. Now assume b = ∞. For any two pos-
itive integers d1 6 d2, note that at each arrival, the JSQ(d2) scheme polls more
servers than the JSQ(d1) scheme. us using the S-coupling and Proposition 2.2.1,
we can conclude for every N,∑
i>m
Q
d2
i 6st
∑
i>m
Q
d1
i , for all m > 1.
In particular, puing d1 = 1 and d2 = d(N),∑
i>m
Q
d(N)
i 6st
∑
i>m
Q1i, for all m > 1. (2.51)
Let XN and YN denote random variables following the stationary distribution of
two systems withN servers under the JSQ(d(N)) and JSQ(1) schemes, respectively.
We will verify the tightness criterion stated in Lemma 2.3.7. Note that since XN
takes value in S ⊂ [0, 1]∞, which is compact with respect to the product topol-
ogy, Prohorov’s theorem implies that
{
XN
}
N>1 is tight with respect to the product
topology. To verify the condition in (2.37), note that the system under the JSQ(1)
scheme is essentially a collection of N independent M/M/1 systems. erefore, for
each k > 1,
lim
N→∞P
(∑
i>k
XNi > ε
)
6 lim
N→∞P
(∑
i>k
YNi > ε
)
= (1− λ)
∑
i>k
λi.
Since λ < 1, taking the limit k→∞, the right side of the above inequality tends to
zero, and hence, the condition in (2.37) is veried.
(ii) Now observe that since
{
pid(N)
}
N>1 is tight, any subsequence has a conver-
gent further subsequence. Let
{
pid(Nn)
}
n>1 be any such convergent subsequence,
with
{
Nn
}
n>1 ⊆ N, such that pid(Nn)
L−→ pˆi as n → ∞. We will show that pˆi is
unique and equals the measure pi?, as dened in the statement of Proposition 2.1.2.
Notice that if qd(Nn)(0) ∼ pid(Nn), then qd(Nn)(t) ∼ pid(Nn) for all t > 0. us, pˆi
is an invariant distribution of the deterministic process
{
q(t)
}
t>0. is in conjunc-
tion with the global stability in Lemma 2.3.11 implies that pˆimust be the xed point of
the uid limit. us, we have shown the convergence of the stationary measure.
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2.4 Diusion-limit proofs
In this section we prove the diusion-limit results for the JSQ(d(N)) scheme stated
in eorem 2.1.4, and the almost necessity condition for diusion-level optimality
stated in eorem 2.1.5. As noted in Subsection 2.1.3, the diusion limit for the ordi-
nary JSQ policy is obtained in [48, eorem 2], and characterized by (2.4). erefore
it suces to prove the universality property stated in the next proposition.
Proposition 2.4.1. If d(N)/(
√
N log(N)) → ∞ as N → ∞, then the JSQ(d(N))
scheme and the ordinary JSQ policy have the same diusion limit.
e proof of the above proposition follows similar lines as that of Proposition 2.3.9,
leveraging again the S-coupling results from Section 2.2, and involves three steps:
(i) First we show that ifn(N)/
√
N→ 0 asN→∞, then the MJSQ(n(N)) scheme
has the same diusion limit as the ordinary JSQ policy.
(ii) en we use Corollary 2.2.3 to prove that as long as n(N)/
√
N → 0, any
scheme from the class CJSQ(n(N)) has the same diusion limit as the ordi-
nary JSQ policy.
(iii) Next we establish using Propositions 2.2.5 and 2.2.6 that if d(N) is such that
d(N)/(
√
N log(N))→∞ asN→∞, then for some n(N) with n(N)/√N→
0, the JSQ(d(N)) scheme and the JSQ(n(N),d(N)) scheme have the same dif-
fusion limit. e proposition then follows by observing that the JSQ(n(N),d(N))
scheme belongs to the class CJSQ(n(N)).
Proof of Proposition 2.4.1. To show Claim (i) above, dene N¯ = N−n(N) and λ¯(N¯) =
λ(N). As mentioned earlier, the MJSQ(n(N)) scheme withN servers can be thought
of as the ordinary JSQ policy with N¯ servers and arrival rate λ¯(N¯). Also, since
n(N)/
√
N→ 0,
N¯− λ¯(
√
N¯)
N¯
=
N−n(N) − λ(N)√
N−n(N)
→ β > 0 as N¯→∞.
Furthermore, observe that the diusion limit of the JSQ policy in [48, eorem 2] as
given in (2.4) is characterized by the parameter β > 0, and hence the diusion limit
of the MJSQ(n(N)) scheme is the same as that of the ordinary JSQ policy.
Observe from the diusion limit of the JSQ policy that if β > 0, then for any
buer capacity b > 2, and suitable initial state as described in eorem 2.1.4, the
cumulative overow is negligible, i.e., for any t > 0, LN(t) P−→ 0. Indeed observe
that if b > 2, and
{
Q¯N2 (0)
}
N>1 is a tight sequence, then the sequence of processes
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{
Q¯N2 (t)
}
t>0 is stochastically bounded. erefore, on any nite time interval, there
will be onlyOP(
√
N) servers with queue length more than one, whereas, for an over-
ow event to occur all theN servers must have at least two pending tasks. erefore,
for any t > 0,
lim sup
N→∞ P
(
LN(t) > 0
)
6 lim sup
N→∞ P
(
sup
s∈[0,t]
QN2 (s) = N
)
6 lim sup
N→∞ P
(
sup
s∈[0,t]
Q¯N2 (s) =
√
N
)
= 0.
Since the above fact is implied by the diusion limit only, the same holds for the
MJSQ(n(N)) scheme. erefore, using the lower and upper bounds in Corollary 2.2.3
we arrive at Claim (ii).
Finally, choose
n(N) =
N logN
d(N)
,
and consider the JSQ(n(N),d(N)) scheme. Since d(N)/(
√
N logN) → ∞, it is
clear that n(N)/
√
N → 0 as N → ∞. Again, if ∆N(T) denotes the cumulative
number of times that the JSQ(d(N)) scheme and JSQ(n(N),d(N)) scheme dier in
decision up to time T , then Proposition 2.2.6 yields
P
(
∆N(T) > ε
√
N
∣∣∣AN(T)) 6 AN(T)
ε
√
N
(
1−
n(N)
N
)d(N)
6 A
N(T)
ε
√
N
(
1−
log(N)
d(N)
)d(N)
6 A
N(T)
εN
√
N
(
1−
log(N)
d(N)
)d(N)
.
(2.52)
Since
{
AN(T)/N
}
N>1 is a tight sequence of random variables, and
√
N
(
1−
log(N)
d(N)
)d(N)
→ 0, as N→∞,
⇐⇒ 1
2
log(N) + d(N) log
(
1−
log(N)
d(N)
)
→ −∞, as N→∞,
⇐= 1
2
logN−
log(N)
d(N)
× d(N)→ −∞, as N→∞,
from (2.52), ∆N(T)/N P−→ 0. erefore, by invoking Proposition 2.2.5, we obtain
Claim (iii). e proof is then completed by observing that the JSQ(n(N),d(N))
scheme belongs to the class CJSQ(n(N)).
107
Chapter 2. Universality of JSQ(d) Policies
We next prove that the growth condition d(N)/(
√
N logN) → ∞ is nearly
necessary: for any d(N) such that d(N)/(
√
N logN)→ 0 asN→∞, the diusion
limit of the JSQ(d(N)) scheme diers from that of the ordinary JSQ policy. Note that
it is enough to consider the truncated system where any arrival to a server with at
least two tasks is discarded, since the truncated system and the original system have
the same diusion limit [128].
Now consider the JSQ(d(N)) scheme for some d(N) with d(N)/(
√
N logN)→
0 as N→∞, and assume on the contrary, the hypothesis that the process{
(Q
d(N)
1 (t) −N)/
√
N,Qd(N)2 (t)/
√
N
}
t>0
converges to the diusion limit corresponding that of the JSQ policy. From a high
level, the idea is to show that if the processes (N −Qd(N)1 (·)) and Q
d(N)
2 (·) are
OP(
√
N), then in any nite time interval the number of tasks assigned to a server
with queue length at least one, by the JSQ(d(N)) scheme with d(N)/(
√
N logN)→
0 does not scale with
√
N, which then immediately proves that the diusion limit
cannot coincide with that of the ordinary JSQ policy.
To formalize the above idea, we rst dene an articial scheme below, which
will serve as an asymptotic lower bound to the number of servers with queue length
two in a system following the JSQ(d(N)) scheme, under the hypothesis that the
diusion limit of the JSQ(d(N)) coincides with that of the ordinary JSQ policy. For
any nonnegative sequence c(N), dene a scheme Π(c(N)) which
(i) At each external arrival, assigns the task to a server having queue length one
with probability (1 − c(N)/N)d(N), and else discards it (ties can be broken
randomly),
(ii) If a departure occurs from a server with queue length one, then it immediately
makes the server busy with a dummy arrival, i.e., essentiallyΠ(c(N)) prohibits
any server to remain idle.
We use a coupling argument to show the following:
Lemma 2.4.2. For any nonnegative sequence c(N)with c(N)/
√
N→∞ asN→∞,
there exists a common probability space, such that for any T > 0,
P
(
sup
t∈[0,T ]
{
Q
d(N)
2 (t) −Q
Π(c(N))
2 (t)
}
> 0
)
−→ 1 as N→∞,
provided Qd(N)2 (0) > Q
Π(c(N))
2 (0) for all suciently large N, and the hypothesis
that the sequences of processes
{
(N−Q
d(N)
1 (t))/
√
N
}
t>0 and
{
Q
d(N)
2 (t)/
√
N
}
t>0
are stochastically bounded.
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In order to prove Lemma 2.4.2, we rst S-couple the two systems under schemes
Π(c(N)) and JSQ(d(N)) respectively. Now at each external arrival, to assign the task
in the two systems in a coupled way, draw a single uniform[0, 1] random variableU,
independent of any other processes.
• Under the JSQ(d(N)) scheme, if u < (Qd(N)1 /N)
d(N) − (Q
d(N)
2 /N)
d(N),
assign the task to a server with queue length one, if
(Q
d(N)
1 /N)
d(N) − (Q
d(N)
2 /N)
d(N) < U < 1− (Qd(N)2 /N)
d(N), (2.53)
then assign the task to an idle server, and otherwise discard it. is preserves
the statistical law of the JSQ(d(N)) scheme with a buer size b = 2. Indeed
note that according to the above rule the probability that an incoming task will
be assigned to some server with queue length zero, one, and two, are respec-
tively given by (1−(Qd(N)1 /N)
d(N)), (Qd(N)1 /N)
d(N)−(Q
d(N)
2 /N)
d(N),
and (Qd(N)2 /N)
d(N).
• Under the scheme Π(c(N)), if U < (1 − c(N)/N)d(N), assign the incom-
ing task to a server with queue length one, otherwise discard it. Clearly, the
statistical law of the Π(c(N)) scheme is preserved by this rule.
Proof of Lemma 2.4.2. Fix any T > 0. Now the proof follows in two steps:
(i) First assume that at each external arrival up to time T , whenever an incoming
task joins a server with queue length one, under the Π(c(N)) scheme, then so does
the incoming task under the JSQ(d(N)) scheme. In that case, since the two systems
are S-coupled, by forward induction on event times, it can be seen thatQd(N)2 (t) >
Q
Π(c(N))
2 (t) for all 0 6 t 6 T , provided Q
d(N)
2 (0) > Q
Π(c(N))
2 (0).
(ii) Now, for any T > 0, according to the hypothesis, both supt∈[0,T ]Q
d(N)
2 (t)
and supt∈[0,T ]
{
N−Q
d(N)
1 (t)
}
are OP(
√
N). Also, since c(N)/
√
N → ∞, it is
straightforward to check that
lim inf
N→∞ P
(
sup
t∈[0,T ]
(
Q
d(N)
1 (t)/N
)d(N)
−
(
Q
d(N)
2 (t)/N
)d(N)
> (1− c(N)/N)d(N)
)
= 1.
(2.54)
Note that the probabilities that an incoming task joins a server with queue length
one are given by the quantities (Qd(N)1 (t)/N)
d(N)−(Q
d(N)
2 (t)/N)
d(N) and (1−
c(N)/N)d(N) for the JSQ(d(N)) and the Π(c(N)) scheme, respectively. Informally
speaking, due to the above coupling, (2.54) then implies that with high probability,
on any nite time interval, whenever an external incoming task joins a server with
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queue length one under the Π(c(N)) scheme, then so does the incoming task under
the JSQ(d(N)) scheme. erefore, from Part (i) above, we can say
P
(
sup
t∈[0,T ]
{
Q
d(N)
2 (t) −Q
Π(c(N))
2 (t)
}
> 0
)
> P
 sup
t∈[0,T ]
(
Q
d(N)
1 (t)
N
)d(N)
−
(
Q
d(N)
2 (t)
N
)d(N)
>
(
1−
c(N)
N
)d(N)
−→ 1 as N→∞.
us for any T > 0, if supt∈[0,T ]Q
d(N)
2 (t) and supt∈[0,T ]
{
N−Q
d(N)
1 (t)
}
are OP(
√
N), then with probability tending to one as N → ∞, up to time t, the
process
{
Q
Π(c(N))
2 (t)
}
06t6T is indeed a lower bound for
{
Q
d(N)
2 (t)
}
06t6T , and
hence by our hypothesis, the proof is complete.
Proof of eorem 2.1.5. Fix any sequence d(N) such that d(N)/(
√
N logN)→ 0 as
N→∞. Assume the hypothesis that for the JSQ(d(N)) scheme, the process{
(Q
d(N)
1 (t) −N)/
√
N,Qd(N)2 (t)/
√
N
}
t>0
converges to the appropriate diusion limit corresponding to that of the ordinary JSQ
policy. We will show that under this hypothesis, the process
{
Q
d(N)
2 (t)/
√
N
}
t>0
is not stochastically bounded, which will then lead to a contradiction.
In order to show this, we will choose an appropriate c(N) such that c(N)/
√
N→∞ asN→∞, and the process{QΠ(c(N))2 (t)/√N}t>0 is not stochastically bounded.
e conclusion then follows by the application of Lemma 2.4.2.
Observe that the martingale decomposition of the scaled QΠ(c(N))2 (·) process
can be wrien as
Q¯
Π(c(N))
2 (t) = Q¯
Π(c(N))
2 (0) +
MN(t)√
N
+
λ(N)t√
N
(
1−
c(N)
N
)d(N)
−
∫t
0
Q¯
Π(c(N))
2 (s)ds,
(2.55)
where Q¯Π(c(N))2 (t) = Q
Π(c(N))
2 (t)/
√
N. Now write c(N) = g(N)
√
N, for some
g(N) → ∞ (to be chosen later), and d(N) = √N log(N)/ω(N), where ω(N) =√
N log(N)/d(N)→∞ as N→∞. erefore, we write (2.55) as
Q¯
Π(c(N))
2 (t) = Q¯
Π(c(N))
2 (0) +
MN(t)√
N
+
λ(N)t√
N
(
1−
g(N)√
N
)√N logN
ω(N)
−
∫t
0
Q¯
Π(c(N))
2 (s)ds.
(2.56)
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Observe that for any t > 0,
lim
N→∞ λ(N)t√N
(
1−
g(N)√
N
)√N logN
ω(N)
= t lim
N→∞ exp
[
log(
√
N−β) +
√
N logN
ω(N)
log
(
1−
g(N)√
N
)]
= t lim
N→∞ exp
[
log(
√
N−β) −
g(N) logN
ω(N)
− o
(
g(N) logN
ω(N)
)]
Choosing g(N) such that g(N)/ω(N)→ 0 implies
λ(N)t√
N
(
1−
g(N)√
N
)√N logN
ω(N) →∞, as N→∞.
Note that for any ω(N), this choice of g(N) is feasible (choose g(N) =
√
ω(N),
say). Furthermore, the process
{
MN(t)/
√
N
}
t>0 in (2.55) is stochastically bounded
due to the martingale FCLT [50, eorem 7.1] and our hypothesis. Now we can con-
clude that for the above choices of g(N) andω(N), the process
{
Q¯
Π(c(N))
2 (t)
}
t>0,
and hence the process
{
Q¯
d(N)
2 (t)
}
t>0 (due to Lemma 2.4.2) is not stochastically
bounded. erefore, the limit does not coincide with the limit of the scaled QJSQ2 -
process.
2.5 Conclusion
In this chapter we have established universality properties for power-of-d load bal-
ancing schemes in many-server systems. Specically, we considered a system of
N parallel exponential servers and a single dispatcher which assigns arriving tasks
to the server with the shortest queue among d(N) randomly selected servers. We de-
veloped a novel stochastic coupling construction to bound the dierence in the queue
length processes between the JSQ policy (d = N) and a scheme with an arbitrary
value of d. As it turns out, a direct comparison between the JSQ policy and a JSQ(d)
scheme is a signicant challenge. Hence, we adopted a two-stage approach based
on a novel class of schemes which always assign the incoming task to one of the
servers with the n(N)+ 1 smallest number of tasks. Just like the JSQ(d(N)) scheme,
these schemes may be thought of as ‘sloppy’ versions of the JSQ policy. Indeed, the
JSQ(d(N)) scheme is guaranteed to identify the server with the minimum number
of tasks, but only among a randomly sampled subset of d(N) servers. In contrast,
the schemes in the above class only guarantee that one of the n(N) + 1 servers with
the smallest number of tasks is selected, but across the entire system of N servers.
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We showed that the system occupancy processes for an intermediate blend of these
schemes are simultaneously close on a g(N) scale (g(N) = N or g(N) =
√
N) to
both the JSQ policy and the JSQ(d(N)) scheme for suitably chosen values ofd(N) and
n(N) as function of g(N). Based on the laer asymptotic universality, it then suced
to establish the uid and diusion limits for the ordinary JSQ policy. us deriving
the uid limit of the ordinary JSQ policy, and using the above coupling argument we
establish the uid limit of the JSQ(d(N)) scheme in a regime with d(N) → ∞ as
N → ∞, along with the corresponding xed point. e uid limit turns out not to
depend on the exact growth rate of d(N), and in particular coincides with that for
the ordinary JSQ policy. We further leveraged the coupling to prove that the diu-
sion limit in the Haln-Whi regime with d(N)/(
√
N log(N)) → ∞ as N → ∞
corresponds to that for the JSQ policy. ese results indicate that the optimality of
the JSQ policy can be preserved at the uid-level and diusion-level while reducing
the overhead by nearly a factor O(N) and O(
√
N/ log(N)), respectively. In future
work we plan to extend the results to heterogeneous servers and non-exponential
service requirement distributions.
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Abstract
We consider a system ofN parallel queues with identical exponential service
rates and a single dispatcher where tasks arrive as a Poisson process. When a
task arrives, the dispatcher always assigns it to an idle server, if there is any, and
to a server with the shortest queue amongd randomly selected servers otherwise
(1 6 d 6 N). is load balancing scheme subsumes the so-called Join-the-Idle
eue (JIQ) policy (d = 1) and the celebrated Join-the-Shortest eue (JSQ)
policy (d = N) as two crucial special cases. We develop a stochastic coupling
construction to obtain the diusion limit of the queue process in the Haln-
Whi heavy-trac regime, and establish that it does not depend on the value
of d, implying that assigning tasks to idle servers is sucient for diusion level
optimality.
3.1 Introduction
In this chapter we establish a universality property for a broad class of load bal-
ancing schemes in a many-server Haln-Whi heavy-trac regime, as described
in Section 1.7. Specically, we consider a family of load balancing schemes termed
JIQ(d), where the dispatcher always assigns an incoming task to an idle server, if
there is any, and to a server with the shortest queue among d uniformly at ran-
dom selected servers otherwise. Observe that the JIQ(N) scheme coincides with the
ordinary JSQ policy, while the JIQ(1) scheme corresponds to the so-called Join-the-
Idle-eue (JIQ) policy considered in [13, 111, 157].
We exploit a stochastic coupling construction to extend the weak convergence
result for the JSQ policy as established by Eschenfeldt and Gamarnik [48] to the
entire class of JIQ(d) policies. We specically establish that the diusion limit, rather
surprisingly, does not depend on the value of d at all, so that in particular the JIQ
and JSQ policies yield the same diusion limit. e laer property implies that in
a many-server heavy-trac regime, ensuring that tasks are assigned to idle servers
whenever possible, suces to achieve optimality at the diusion level, and not just
at the uid level as proved by Stolyar [157] for the under-loaded scenario. It further
suggests that using any additional queue length information beyond the knowledge
of empty queues yields only limited performance gains in large-scale systems in the
Haln-Whi heavy-trac regime.
A coupling method was used in Chapter 2 to establish uid and diusion-level
optimality of JSQ(d(N)) policies. ere the idea pivots on two key observations:
(i) For any scheme, if each arrival is assigned to approximately the shortest queue,
then the scheme can still retain its optimality on various scales, and (ii) For any two
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schemes, if on any nite time interval not too many arrivals are assigned to dierent
ordered servers, then they can have the same scaling limits. Combination of the
above two ideas provided a coupling framework involving an intermediate class of
schemes that enabled us to establish the asymptotic optimality results. In the current
chapter the stochastic comparison framework is inherently dierent. Comparing the
JIQ and JSQ policies in the Haln-Whi regime will be facilitated when viewed as
follows: (i) If there is an idle server in the system, both JIQ and JSQ perform similarly,
(ii) Also, when there is no idle server and only O(
√
N) servers with queue length
two, JSQ assigns the arriving task to a server with queue length one. In that case,
since JIQ assigns at random, the probability that the task will land on a server with
queue length two and thus acts dierently than JSQ isO(1/
√
N). First we show that
on any nite time interval the number of times an arrival nds all servers busy is at
mostO(
√
N). Hence, all the arrivals except anO(1) of them are assigned in exactly
the same manner in both JIQ and JSQ, which then leads to the same scaling limit for
both policies with the same initial state condition.
e chapter is organized as follows. In Section 3.2 we present a detailed model
description and formulate the main result. In Section 3.3 we develop a stochastic
coupling construction to compare the system occupancy state under various task as-
signment policies. We then combine in Section 3.4 the stochastic comparison results
with some of the derivations in [48] to obtain the common diusion limit and nally
make a few concluding remarks in Section 3.5.
3.2 Model description and main results
Consider a system with N parallel queues with independent and identical servers
having unit-exponential service rates and a single dispatcher. Tasks arrive at the
dispatcher as a Poisson process of rate λ(N), and are instantaneously forwarded
to one of the servers. Tasks can be queued at the various servers, possibly subject
to a buer capacity limit as further described below, but cannot be queued at the
dispatcher. e dispatcher always assigns an incoming task to an idle server, if there
is any, and to a server with the shortest queue among d uniformly at random selected
servers otherwise (1 6 d 6 N), ties being broken arbitrarily. e buer capacity
at each of the servers is b > 2 (possibly innite), and when a task is assigned to
a server with b pending tasks, it is instantly discarded. As mentioned earlier, the
above-described scheme coincides with the ordinary JSQ policy when d = N, and
corresponds to the JIQ policy considered in [13, 111, 157] when d = 1.
We consider the Haln-Whi heavy-trac regime where the arrival rate in-
creases with the number of servers as λ(N) = N−β
√
N for someβ > 0. We denote
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the class of above-described policies by Π(N)(d), where the superscriptN indicates
that the diversity parameter d is allowed to depend on the number of servers. For
any policyΠ ∈ Π(N)(d) and buer size b, let QΠ = (QΠ1 ,QΠ2 , . . . ,QΠb ), whereQΠi
is the number of servers with a queue length greater than or equal to i = 1, . . . ,b,
including the possible task in service. Also, let XΠ = (XΠ1 ,XΠ2 , . . . ,XΠb ) be a prop-
erly centered and scaled version of the vector QΠ, with XΠ1 = (QΠ1 −N)/
√
N and
XΠi = Q
Π
i /
√
N for i = 2, . . . ,b. e reason why QΠ1 is centered around N while
QΠi , i = 2, . . . ,b, are not, is because the fraction of servers with exactly one task
tends to one as N grows large as we will see. In case of a nite buer size b < ∞,
when a task is discarded, we call it an overow event, and we denote by LΠ(t) the
total number of overow events under policy Π up to time t.
e next theorem states our main result. In the rest of the chapter let D be the
set of all right continuous functions from [0,∞) to R having le limits and let ‘ L−→’
denote convergence in distribution.
eorem 3.2.1. For any policy Π ∈ Π(N)(d), if for i = 1, 2, . . ., XΠi (0)
L−→ Xi(0) in
R asN→∞ with Xi(0) = 0 for i > 3, then the processes {XΠi (t)}t>0 L−→ {Xi(t)}t>0
in D, where Xi(t) ≡ 0 for i > 3 and (X1(t),X2(t)) are unique solutions in D×D of
the stochastic integral equations
X1(t) = X1(0) +
√
2W(t) −βt+
∫t
0
(−X1(s) +X2(s))ds−U1(t),
X2(t) = X2(0) +U1(t) +
∫t
0
(−X2(s))ds,
(3.1)
where W is a standard Brownian motion and U1 is the unique non-decreasing non-
negative process in D satisfying
∫∞
0 1[X1(t)<0]dU1(t) = 0.
e above result is proved in [48] for the ordinary JSQ policy. Our contribution is
to develop a stochastic ordering construction and establish that, somewhat remark-
ably, the diusion limit is the same for any policy in Π(N)(d). In particular, the JIQ
and JSQ policies yield the same diusion limit.
Remark 3.2.2. We note that as in [48] we assume the convergence of the initial
state, which implies that the process has to start from a state in which the number of
vacant servers as well as the number of servers with two tasks scale with
√
N, and
the number of servers with three or more tasks is o(
√
N).
3.3 Coupling and stochastic ordering
In this section we prove several stochastic comparison results for the system occu-
pancy state under various load balancing schemes for a xed number of queues N
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(and hence we shall oen omit the superscript N in this section). ese stochastic
ordering results will be leveraged in the next section to prove the main result stated
in eorem 3.2.1.
In order to bring out the full strength of the stochastic comparison results, we
will in fact consider a broader class of load balancing schemes
Π(N) :=
{
Π(d0,d1, . . . ,db−1) : d0 = N, 1 6 di 6 N, 1 6 i 6 b− 1,b > 2
}
,
and show that eorem 3.2.1 actually holds for this entire class of schemes. In the
scheme Π(d0,d1, . . . ,db−1), the dispatcher assigns an incoming task to the server
with the minimum queue length among dk (possibly depending on N) servers se-
lected uniformly at random when the minimum queue length across the system is k,
k = 0, 1, . . . ,b− 1. As before, b represents the buer size, and when a task is as-
signed to a server with b outstanding tasks, it is instantly discarded.
3.3.1 Stack formation and deterministic ordering
Let us consider the servers arranged in non-decreasing order of their queue lengths.
Each server along with its queue can be thought of as a stack of items. e ensem-
ble of stacks then represent the empirical CDF of the queue length distribution, and
the ith horizontal bar corresponds to QΠi (for the concerned policy Π). e items
are added to and removed from the various stacks according to some rule. Before
proceeding to the coupling argument, we rst state and prove a deterministic com-
parison result under the above seing.
Consider two ensembles A and B with the same total number of stacks. e
stacks in ensemble A have a maximum capacity of b items and those in ensemble B
have a maximum capacity of b ′ items with b 6 b ′. For two such ensembles a step
is said to follow Rule(k, l, lA, lB) if either addition or removal of an item in both
ensembles is done in that step as follows:
(i) Removal: An item is removed (if any) from the kth stack from both ensembles
or an item is removed from some stack in ensemble A but no removal is done
in ensemble B.
(ii) Addition:
(ii.a) System A: If the minimum stack height is less than b− 1, then the item is
added to the lth stack. Else, the item is added to the lthA stack. If the item
lands on a stack with height b, then it is dropped.
(ii.b) System B: If the minimum stack height is less than b− 1, then the item is
added to the lth stack. Otherwise if the minimum stack height is precisely
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equal to b− 1, the item is added to the lthB stack. When the minimum stack
height in the system is at least b, the item can be sent to any stack. If the
item lands on a stack with height b ′, then it is dropped.
en we have the following result.
Proposition 3.3.1. Consider two ensemblesA and B as described above with the total
number of stacks being N, stack capacities being b and b ′ respectively, with b 6 b ′
and with QA 6 QB component-wise i.e,QAi 6 QBi for all i > 1. e component-wise
ordering is preserved if at any step Rule(k, l, lA, lB) is followed with lA > lB and
either l = 1 or l > lB.
Before diving deeper into the proof of this proposition, let us discuss the high-
level intuition behind it. First observe that, if QA 6 QB, and an item is added (re-
moved) to (from) the stack with the same index in both ensembles, then the component-
wise ordering will be preserved. Hence, the preservation of ordering at the time of
removal, and at the time of addition when, in both ensembles, the minimum stack
height is less than b− 1, is fairly straightforward.
Now, in other cases of addition, since in ensemble A the stack capacity is b (6
b ′), if the minimum stack height in ensembleB is at least b, the ordering is preserved
trivially. is leaves us with only the case when the minimum stack height in en-
semble B is precisely equal to b− 1. In this case, when the minimum stack height in
ensemble A is also precisely equal to b− 1, the preservation of the ordering follows
from the assumption that lA > lB, which ensures that if in ensemble A, the item
is added to some stack with b− 1 items (and hence increases QAb ), then the same
will be done in ensemble B whenever QAb = QBb . Otherwise if the minimum stack
height in ensemble A is less than b, then assuming either l = 1 (i.e. the item will be
sent to the minimum queue) or l > lB (i.e. an increase inQAb implies an increase in
QBb ) ensures the preservation of ordering.
Proof of Proposition 3.3.1. Suppose aer followingRule(k, l, lA, lB) the updated stack
heights of ensemble Π are denoted by (Q˜Π1 , Q˜Π2 , . . .), Π = A,B. We need to show
Q˜Ai 6 Q˜Bi for all i > 1.
For ensemble Π let us dene IΠ(c) := max{i : QΠi > N− c+ 1}, c = 1, . . . ,N,
Π = A,B. Dene IΠ(c) to be 0 if QΠ1 is (and hence all the QΠi values are) less than
N − c + 1. Note that IA(c) 6 IB(c) for all c = 1, 2, . . .N because of the initial
ordering.
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Figure 3.1: Removal of an item from the ensemble
Now if the rule produces a removal of an item, then the updated ensemble will
have the values
Q˜Πi =
QΠi − 1, for i = IΠ(k),QΠi , otherwise, (3.2)
if IΠ(k) > 1; otherwise all the QΠi values remain unchanged. For example, in Fig-
ure 3.1, b = 5, N = 10, and at the time of removal k = 7. For this conguration
IΠ(7) = 4 since QΠ4 = 5 > 10− 7+ 1 = 4 but QΠ5 = 2 < 4. Hence, QΠ4 is re-
duced and all the other values remain unchanged. Note that the specic label of the
servers does not maer here. So aer the removal/addition of an item we consider
the conguration as a whole by rearranging it again in non-decreasing order of the
queue lengths.
Since in both A and B the values of Qi remain unchanged except for i = IA(k)
and IB(k), it suces to prove the preservation of the ordering for these two specic
values of i. Now for i = IA(k),
Q˜Ai = Q
A
i − 1 6 QBi − 1 6 Q˜Bi .
If IB(k) = IA(k), then we are done by the previous step. If IB(k) > IA(k), then
from the denition of IA(k) observe that IB(k) /∈ {i : QAi > N− k+ 1} and hence
QAi < N− k+ 1, for i = IB(k). erefore, for i = IB(k),
Q˜Ai 6 N− k 6 QBi − 1 = Q˜Bi .
On the other hand, if the rule produces the addition of an item to stack l, then the
values will be updated as
Q˜Πi =
QΠi + 1, for i = IΠ(l) + 1,QΠi , otherwise, (3.3)
if IΠ(l) < bΠ, with bΠ the stack-capacity of the corresponding system; otherwise
the values remain unchanged. In Figure 3.2, we have l = 2 and for that particular
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Figure 3.2: Addition of an item to the ensemble
conguration IΠ(2) = 2. Hence, QΠ3 is incremented by one and the other variables
remain xed.
erefore, it is enough to consider the ith horizontal bars for i = (IA(l) +
1), (IB(l) + 1) when IA(l) < b. According to the addition rule there are several
cases which we now consider one by one:
1. First we consider the case when in both ensembles the minimum stack height
is less than b− 1. en by part (ii) of the rule both incoming items are added to
the lth stack. When considering ensembleBwe may neglect the case IB(l) > b
since then the value at IB(l) + 1 does not maer. us assume IB(l) 6 b− 1
and set i = IB(l) + 1 so that
Q˜Bi = Q
B
i + 1 > QAi + 1 > Q˜Ai .
If IA(l) = IB(l), then we are done by the previous case. If IA(l) + 1 6 IB(l),
then it follows from the denition thatQAi < N− l+ 1 andQBi > N− l+ 1,
for i = IA(l) + 1. Hence,
Q˜Ai = Q
A
i + 1 6 N− l+ 1 6 QBi 6 Q˜Bi .
2. If the minimum stack height in A is less than b− 1 and that in B is precisely
b− 1, then according to the rule the incoming item is added to the lth stack in
A and the lthB stack in B. We here show that the component-wise ordering will
be preserved if either l = 1 or l > lB. Observe that if l = 1, then IA(l) < b−1
which implies IA(l) + 1 6 b− 1. But since the minimum stack height in B is
b− 1, for all i 6 b− 1 and in particular for i = IA(l) + 1, Q˜Bi = N > Q˜Ai .
Now we consider the case when l > lB. Also observe that the fact that the
minimum stack height in B is b− 1, implies IB(lB) > b− 1 > IA(lA) (since
if IA(l) = b, then nothing will be changed and so we do not need to consider
this case). en again if IA(l) = IB(lB), we are done. erefore, suppose
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IA(l) < IB(lB), which implies IA(l) + 1 6 IB(lB). By denition, for i =
IA(l) + 1, we have QAi < N− l+ 1 and QBi > N− lB + 1 > N− l+ 1.
Combining these two inequalities yields
Q˜Ai = Q
A
i + 1 6 N− l+ 1 6 QBi = Q˜Bi .
3. If the minimum stack height in both ensembles is b− 1, then recall that the
incoming item is added to the lthA stack in A and to the l
th
B stack in B with
lA > lB. Arguing similarly as in the previous case we can conclude that the
inequality is preserved.
4. Finally, if the minimum stack height in B is larger than or equal to b, then the
preservation of the inequality is trivial.
Hence, the proof of the proposition is complete.
3.3.2 e coupling construction
We now construct a coupling between two systems A and B following any two
schemes, say, ΠA = Π(l0, l1, . . . , lb−1) and ΠB = Π(d0,d1, . . . ,db ′−1) in Π(N)
respectively and combine it with Proposition 3.3.1 to get the desired stochastic or-
dering results.
For the arrival process we couple the two systems as follows. First we synchro-
nize the arrival epochs of the two systems. Now assume that in the systems A and
B, the minimum queue lengths are k and m, respectively, k 6 b− 1, m 6 b ′ − 1.
erefore, when a task arrives, the dispatchers in A and B have to select lk and
dm servers, respectively, and then have to send the task to the one having the min-
imum queue length among the respectively selected servers. Since the servers are
being selected uniformly at random we can assume without loss of generality, as
in the stack construction, that the servers are arranged in non-decreasing order of
their queue lengths and are indexed in increasing order. Hence, observe that when
a few server indices are selected, the server having the minimum of those indices
will be the server with the minimum queue length among these. In this case the dis-
patchers in A and B select lk and dm random numbers (without replacement) from
{1, 2, . . . ,N} and then send the incoming task to the servers having indices to be the
minimum of those selected numbers. To couple the decisions of the two systems, at
each arrival epoch a single random permutation of {1, 2, . . . ,N} is drawn, denoted by
Σ(N) := (σ1,σ2, . . . ,σN). Dene σ(i) := minj6i σj. en observe that system A
sends the task to the server with the index σ(lk) and system B sends the task to the
server with the index σ(dm). Since at each arrival epoch both systems use a common
random permutation, they take decisions in a coupled manner.
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For the potential departure process, couple the service completion times of the
kth queue in both scenarios, k = 1, 2, . . . ,N. More precisely, for the potential de-
parture process assume that we have a single synchronized exp(N) clock indepen-
dent of arrival epochs for both systems. Now when this clock rings, a number k is
uniformly selected from {1, 2, . . . ,N} and a potential departure occurs from the kth
queue in both systems. If at a potential departure epoch an empty queue is selected,
then we do nothing. In this way the two schemes, considered independently, still
evolve according to their appropriate statistical laws.
Loosely speaking, our next result is based upon the following intuition: Suppose
we have two systemsA and Bwith two dierent schemes ΠA and ΠB having buer
sizes b and b ′ (b 6 b ′) respectively. Also, for these two systems, initially,QAi 6 QBi
for all i = 1, . . . ,b. Below we develop some intuition as to under what conditions
the initial ordering of theQi-values will be preserved aer one arrival or departure.
For the departure process if we ensure that departures will occur from the kth
largest queue in both systems for some k ∈ {1, 2, . . . ,N} (ties are broken in any
way), then observe that the ordering will be preserved aer one departure.
In case of the arrival process, assume that when the minimum queue length in
both systems is less than b− 1, the incoming task is sent to the server with the same
index. In that case it can be seen that the Qi-values in A and B will preserve their
ordering aer the arrival as well. Next consider the case when the minimum queue
length in both systems is precisely b− 1. Now, in A, an incoming task can either
be rejected (and will not change the Q-values at all) or be accepted (and QΠAb will
increase by 1). Here we ensure that if the incoming task is accepted in A, then it is
accepted in B as well unless QΠAb < Q
ΠB
b , in which case it is clear that the initial
ordering will be preserved aer the arrival. Finally, if the minimum queue length
in A is less than b− 1 and that in B is precisely b− 1, then the way to ensure the
inequality is either by making the scheme ΠA send the incoming task to the server
with minimum queue length (and hence, it will only increase the value of QΠAi for
some i < b, leaving other values unchanged) or by leing the selected server in
ΠA have a smaller queue length than the selected server in ΠB. e former case
corresponds to the condition d = N and the laer corresponds to the condition
d 6 db−1, either of which has to be satised, in order to ensure the preservation of
the ordering. is whole idea is formalized below.
Proposition 3.3.2. For two schemes
ΠA = Π(l0, l1, . . . , lb−1) and ΠB = Π(d0,d1, . . . ,db ′−1)
with b 6 b ′ assume l0 = . . . = lb−2 = d0 = . . . = db−2 = d, lb−1 6 db−1 and
either d = N or d 6 db−1. en the following holds:
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(i) {QΠAi (t)}t>0 6st {Q
ΠB
i (t)}t>0 for i = 1, 2, . . . ,b,
(ii) {
∑b
i=1Q
ΠA
i (t) + L
ΠA(t)}t>0 >st {
∑b ′
i=1Q
ΠB
i (t) + L
ΠB(t)}t>0,
(iii) {∆(t)}t>0 > {
∑b ′
i=b+1Q
ΠB
i (t)}t>0 almost surely under the coupling dened
above,
for any xed N ∈ N where ∆(t) := LΠA(t) − LΠB(t), provided that at time t = 0
the above ordering holds.
Proof. To prove the stochastic ordering we use the coupling of the schemes as de-
scribed above and show that the ordering holds for the entire sample path. at
is, the two processes arising from the above pair of schemes will be dened on a
common probability space and it will then be shown that the ordering is maintained
almost surely over all time.
Note that we shall consider only the event times 0 = t0 < t1 < . . ., i.e. the
time epochs when arrivals or potential service completions occur and apply forward
induction to show that the ordering is preserved. By assumption the orderings hold
at time t0 = 0.
(i) e main idea of the proof is to use the coupling and show that at each event
time the joint process of the two schemes follows a rule Rule(k, l, lA, lB) described
in Subsection 3.3.1, with some random k, l, lA and lB such that lA > lB and either
l = 1 or l > lB, and apply Proposition 3.3.1. We now identify the rule at event time
t1 and verify that the conditions of Proposition 3.3.1 hold. If the event time t1 is a
potential departure epoch, then according to the coupling similarly as in the stack
formation a random k ∈ {1, 2, . . . ,N} will be chosen in both systems for a potential
departure. Now assume that t1 is an arrival epoch. In that case if the minimum
queue length in both systems is less than b− 1, then both schemes ΠA and ΠB will
send the arriving task to the σth(d) queue. If the minimum queue length in scheme
ΠA is b− 1, then the incoming task is sent to the σth(lb−1) queue and if in scheme
ΠB the minimum queue length is b− 1, then the incoming task is sent to σth(db−1)
queue where we recall that (σ1,σ2, . . . ,σN) is a random permutation of {1, 2, . . . ,N}.
erefore, observe that at each step Rule(σ(d),k,σ(lb−1),σ(db−1)) is followed.
Now to check the conditions, rst observe that
σ(lb−1) = mini6lb−1
σi > min
i6db−1
σi = σ(db−1),
where the second inequality is due to the assumption lb−1 6 db−1. In addition, we
have assumed either d = N or d 6 db−1. If d = N, then the dispatcher sends the
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incoming task to the server with the minimum queue length which is the same as
sending to stack 1 as in Proposition 3.3.1. On the other hand, d 6 db−1 implies
σ(d) = min
i6d
σi > min
i6db−1
σi = σ(db−1).
erefore, assertion (i) follows from Proposition 3.3.1.
(ii) We again apply forward induction. Assume that the ordering holds at time
t0. If the next event time is an arrival epoch, then observe that both sides of the in-
equality in (ii) will increase, since if the incoming task is accepted, then theQ-values
will increase and if it is rejected, then the L-value will increase.
On the other hand, if the next event time is a potential departure epoch, then it suf-
ces to show that, if the le-hand-side decreases, then the right-hand-side decreases
as well. Indeed, from assertion (i) we know thatQΠA1 6 Q
ΠB
1 and hence we can see
that if there is a departure from ΠA (i.e. the kth queue of ΠA is non-empty), then
there will be a departure fromΠB (i.e. the kth queue ofΠB will be non-empty) as well.
(iii) Assertion (iii) follows directly from (i) and (ii).
3.3.3 Discussion
It is worth emphasizing that Proposition 3.3.2(i) is fundamentally dierent from the
stochastic majorization results for the ordinary JSQ policy, and below we contrast
our methodology with some existing literature. As noted earlier, the ensemble of
stacks, arranged in non-decreasing order, represents the empirical CDF of the queue
length distribution at the various servers. Specically, if we randomly select one
of the servers, then the probability that the queue length at that server is greater
than or equal to i at time t under policy Π equals 1NEQ
Π
i (t). us assertion (i) of
Proposition 3.3.2 implies that if we select one of the servers at random, then its queue
length is stochastically larger under policy ΠB than under policy ΠA.
e laer property does generally not hold when we compare the ordinary JSQ
policy with an alternative load balancing policy. Indeed, the class of load balancing
schemes Π˜(N) (for theNth system say) considered in [162] consists of all the schemes
that have instantaneous queue length information of all the servers and that have to
send an incoming task to some server if there is at least some place available any-
where in the whole system. is means that a scheme can only discard an incoming
task if the system is completely full. Observe that only the JSQ policy lies both in the
class Π(N) (dened in Section 3.3) and the class Π˜(N), because any scheme in Π(N)
other than JSQ may reject an incoming task in some situations, where there might
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be some place available in the system. In this setup [162] shows that for any scheme
Π ∈ Π˜(N), and for all t > 0,
k∑
i=1
Y
JSQ
(i)
(t) 6st
k∑
i=1
YΠ(i)(t), for k = 1, 2, . . . ,N, (3.4)
{LJSQ(t)}t>0 6st {LΠ(t)}t>0, (3.5)
where YΠ(i)(t) is the i
th largest queue length at time t in the system following scheme
Π and LΠ(t) is the total number of overow events under policy Π up to time t, as
dened in Section 3.2. Observe that YΠ(i) can be visualized as the i
th largest vertical
bar (or stack) as described in Subsection 3.3.1. us (3.4) says that the sum of the
lengths of the k largest vertical stacks in a system following any scheme Π ∈ Π˜(N)
is stochastically larger than or equal to that following the scheme JSQ for any k =
1, 2, . . . ,N. Mathematically, this ordering can be wrien as
b∑
i=1
min{k,QJSQi (t)} 6st
b∑
i=1
min{k,QΠi (t)},
for all k = 1, . . . ,N. In contrast, Proposition 3.3.2 shows that the length of the
ith largest horizontal bar in the system following some scheme ΠA is stochastically
smaller than that following some other scheme ΠB if some conditions are satised.
Also observe that the ordering between each of the horizontal bars (i.e.Qi’s) implies
the ordering between the sums of the k largest vertical stacks, but not the other way
around. Further it should be stressed that, in crude terms, JSQ in our class Π(N),
plays the role of upper bound, whereas what Equation (3.4) implies is almost the
opposite in nature to the conditions we require.
While in [162] no policies with admission control (where the dispatcher can dis-
card an incoming task even if the system is not full) were considered, in a later paper
[155] and also in [161] the class was extended to a class Πˆ(N) consisting of all the
policies that have information about instantaneous queue lengths available and that
can either send an incoming task to some server with available space or can reject
an incoming task even if the system is not full. One can see that Πˆ(N) contains both
Π˜(N) andΠ(N) as subclasses. But then for such a class with admission control, [155]
notes that a stochastic ordering result like (3.4) cannot possibly hold. Instead, what
was shown in [161] is that for all t > 0,
k∑
i=1
Y
JSQ
(i)
(t) + LJSQ(t) 6st
k∑
i=1
YΠ(i)(t) + L
Π(t) for all k ∈ {1, 2, . . . ,N} (3.6)
Note that the ordering in (3.6) is the same in spirit as the ordering stated in Proposi-
tion 3.3.2(ii) and the inequalities in (3.6) are what in the language of [161, Def. 14.4]
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known as the weak sub-majorization by p, where p = LΠ(t) − LJSQ(t). But in this
case also our inequalities in Proposition 3.3.2(i) imply something completely orthog-
onal to what is implied by (3.6). In other words, the stochastic ordering results in
Proposition 3.3.2 provide both upper and lower bounds for the occupancy state of one
scheme w.r.t. another and are stronger than the stochastic majorization properties for
the JSQ policy existing in the literature. Hence we also needed to exploit a dierent
proof methodology than the majorization framework developed in [155, 161, 162].
3.4 Convergence on diusion scale
In this section we leverage the stochastic ordering established in Proposition 3.3.2 to
prove the main result stated in eorem 3.2.1. All the inequalities below are stated
as almost sure statements with respect to the common probability space constructed
under the associated coupling. We shall use this joint probability space to make the
probability statements about the marginals.
Proof of eorem 3.2.1. Let Π = Π(N,d1, . . . ,db−1) be a load balancing scheme in
the class Π(N). Denote by Π1 the scheme Π(N,d1) with buer size b = 2 and let
Π2 denote the JIQ policy Π(N, 1) with buer size b = 2.
Observe that from Proposition 3.3.2 we have under the coupling dened in Sub-
section 3.3.2,
|QΠi (t) −Q
Π2
i (t)| 6 |Q
Π
i (t) −Q
Π1
i (t)|+ |Q
Π1
i (t) −Q
Π2
i (t)|
6 |LΠ1(t) − LΠ(t)|+ |LΠ2(t) − LΠ1(t)|
6 2LΠ2(t),
(3.7)
for all i > 1 and t > 0 with the understanding that Qj(t) = 0 for all j > b, for
a scheme with buer b. e third inequality above is due to Proposition 3.3.2(iii),
which in particular says that {LΠ2(t)}t>0 > {LΠ1(t)}t>0 > {LΠ(t)}t>0 almost
surely under the coupling. Now we have the following lemma which we will prove
below.
Lemma 3.4.1. For all t > 0, under the assumption of eorem 3.2.1, {LΠ2(t)}N>1
forms a tight sequence.
Since LΠ2(t) is non-decreasing in t, the above lemma in particular implies that
sup
t∈[0,T ]
LΠ2(t)√
N
P−→ 0. (3.8)
For any scheme Π ∈ Π(N), from (3.7) we know that
{Q
Π2
i (t) − 2L
Π2(t)}t>0 6 {QΠi (t)}t>0 6 {Q
Π2
i (t) + 2L
Π2(t)}t>0.
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Combining (3.7) and (3.8) shows that if the weak limits under the
√
N scaling exist
with respect to the Skorohod J1-topology, they must be the same for all the schemes
in the class Π(N). Also from eorem 2 in [48] we know that the weak limit for
Π(N,N) exists and the common weak limit for the rst two components can be
described by the unique solution inD×D of the stochastic dierential equations in
(3.1). Hence the proof of eorem 3.2.1 is complete.
Proof of Lemma 3.4.1. First we consider the evolution of LΠ2(t) as the following unit
jump counting process. A task arrival occurs at rate λ(N) at the dispatcher, and if
Q
Π1
1 = N, then it sends it to a server chosen uniformly at random. If the chosen
server has queue length 2, then LΠ2 is increased by 1. It is easy to observe that this
evolution can be equivalently described as follows. IfQΠ21 (t) = N, then each of the
servers having queue length 2 starts increasing LΠ2 by 1 at rate λ(N)/N. From this
description we have
LΠ2(t) = A
(∫t
0
λ(N)
N
Q
Π2
2 (s)1[Q
Π2
1 (s) = N]ds
)
(3.9)
with A(·) being a unit rate Poisson process. Now using Proposition 3.3.2 it fol-
lows that 1[QΠ21 (s) = N] 6 1[Q
Π3
1 (s) = N] and Q
Π2
2 (s) 6 Q
Π3
2 (s) where
Π3 = Π(N,N). erefore, it is enough to prove the stochastic boundedness [140,
Def. 5.4] of the sequence
Γ (N)(t) := A
(∫t
0
λ(N)
N
Q
Π3
2 (s)1[Q
Π3
1 (s) = N]ds
)
. (3.10)
To prove this we shall use the martingale techniques described for instance in [140].
Dene the ltration F ≡ {Ft : t > 0}, where for t > 0,
Ft := σ
(
QΠ3(0),A
(∫t
0
λ(N)
N
Q
Π3
2 (s)1[Q
Π3
1 (s) = N]ds
)
,
Q
Π3
1 (s),Q
Π3
2 (s) : 0 6 s 6 t
)
.
en using a random time change of unit rate Poisson process [140, Lemma 3.2] and
similar arguments to those in [140, Lemma 3.4], we have the next lemma.
Lemma 3.4.2. With respect to the ltration F,
M(N)(t) := A
(∫t
0
λ(N)
N
Q
Π3
2 (s)1[Q
Π3
1 (s) = N]ds
)
−
∫t
0
λ(N)
N
Q
Π3
2 (s)1[Q
Π3
1 (s) = N]ds
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is a square-integrable martingale with F-compensator
I(t) =
∫t
0
λ(N)
N
Q
Π3
2 (s)1[Q
Π3
1 (s) = N]ds.
Moreover, the predictable quadratic variation process is given by 〈M(N)〉(t) = I(t).
Now we apply Lemma 5.8 in [140] which gives a stochastic boundedness criterion
for square-integrable martingales.
Lemma 3.4.3. [140, Lemma 5.8] Suppose that, for eachN > 1,M(N) ≡ {M(N)(t) :
t > 0} is a square-integrable martingale (with respect to a specied ltration) with pre-
dictable quadratic variation process 〈M(N)〉 ≡ {〈M(N)〉(t) : t > 0}. If the sequence of
random variables {〈M(N)〉(T) : N > 1} is stochastically bounded inR for each T > 0,
then the sequence of stochastic processes {M(N) : N > 1} is stochastically bounded in
D.
erefore, it only remains to show the stochastic boundedness of {〈M(N)〉(T) :
N > 1} for each T > 0. Fix a T > 0 and observe that
〈M(N)〉(T) = λ(N)
N
∫T
0
Q
Π3
2 (s)√
N
1[Q
Π3
1 (s) = N]ds
6
[
sup
t∈[0,T ]
Q
Π3
2 (s)√
N
]
×
[∫T
0
1√
N
1[Q
Π3
1 (s) = N]λ(N)ds
]
.
(3.11)
From [48] we know that for any T > 0,
∫T
0 1/
√
N1[Q
Π3
1 (s) = N]dA(λ(N)s)
and supt∈[0,T ]Q
Π3
2 (t)/
√
N are both tight. Moreover, since
∫T
0 1/
√
N1[Q
Π3
1 (s) =
N]λ(N)ds is the intensity function of the stochastic integral
∫T
0 1/
√
N1[Q
Π3
1 (s) =
N]dA(λ(N)s), which is a tight sequence, we have the following lemma.
Lemma 3.4.4. For all xed T > 0,
∫T
0
1√
N
1[Q
Π3
1 (s) = N]λ(N)ds is tight as a
sequence in N.
Hence, both terms on the right-hand side of (3.11) are stochastically bounded and
the resulting stochastic bound on 〈M(N)〉(T) completes the proof.
3.5 Conclusion
In this chapter we have considered a system with symmetric Markovian parallel
queues and a single dispatcher. We established the diusion limit of the queue pro-
cess in the Haln-Whi regime for a wide class of load balancing schemes which
always assign an incoming task to an idle server, if there is any. e results imply
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that assigning tasks to idle servers whenever possible is sucient to achieve diu-
sion level optimality. us, using more ne-grained queue state information will
increase the communication burden and potentially impact the scalability in large-
scale deployments without signicantly improving the performance.
In ongoing work we are aiming to extend the analysis to the stationary distribu-
tion of the queue process, and in particular to quantify the performance deviation
from a system with a single centralized queue. It would also be interesting to general-
ize the results to scenarios where the individual nodes have general state-dependent
service rates rather than constant service rates.
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Abstract
Consider a system ofN parallel single-server queues with unit-exponential
service time distribution and a single dispatcher where tasks arrive as a Pois-
son process of rate λ(N). When a task arrives, the dispatcher assigns it to
one of the servers according to the Join-the-Shortest eue (JSQ) policy. Es-
chenfeldt and Gamarnik [48] established that in the Haln-Whi regime where
(N − λ(N))/
√
N → β > 0 as N → ∞, an appropriately scaled occupancy
measure of the system under the JSQ policy converges weakly on any nite
time interval to a certain diusion process as N → ∞. Recently, it was further
established by Braverman [33] that the convergence result extends to the steady
state as well, i.e., the stationary occupancy measure of the system converges
weakly to the steady state of the diusion process as N → ∞, proving the in-
terchange of limits result. In this chapter we perform a detailed analysis of the
steady state of the above diusion process, and obtain precise tail-asymptotics
of the stationary distribution and scaling of extrema on large time intervals.
4.1 Introduction
For any β > 0, consider the following diusion process
Q1(t) = Q1(0) +
√
2W(t) −βt+
∫t
0
(−Q1(s) +Q2(s))ds− L(t),
Q2(t) = Q2(0) + L(t) −
∫t
0
Q2(s)ds.
(4.1)
for t > 0, where W is the standard Brownian motion, L is the unique nonde-
creasing nonnegative process in DR[0,∞) satisfying ∫∞0 1[Q1(t)<0]dL(t) = 0, and
(Q1(0),Q2(0)) ∈ (−∞, 0]× [0,∞). In this chapter we establish tail asymptotics of
the stationary distribution of the above diusion process and identify the scaling be-
havior of inf06s6tQ1(s) and sup06s6tQ2(s) for large t. Recall from Section 1.3
that under the Haln-Whi scaling for the arrival rate λ(N) as in (1.1), the diu-
sion process in (4.1) arises as the weak limit of the sequence of the scaled occupancy
measure Q¯N(t) =
(
Q¯N1 (t), Q¯
N
2 (t), . . .
)
(see (1.3)) of systems under the Join-the-
Shortest eue (JSQ) policy, as the system sizeN (number of servers in the system)
becomes large [48]. Furthermore, Braverman [33] recently established that the weak-
convergence result extends to the steady state as well, i.e., Q¯N(∞) converges weakly
to (Q1(∞),Q2(∞), 0, 0, . . .) as N → ∞, where (Q1(∞),Q2(∞)) is distributed as
the stationary distribution of the process (Q1,Q2). us, the steady state of the dif-
fusion process in (4.1) captures the asymptotic behavior of large-scale systems under
the JSQ policy.
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e steady state of the diusion process in (4.1) is technically hard to analyze. In
fact, even establishing its ergodicity is non-trivial. e standard method employed in
studying steady-state behavior of diusions [10, 36, 46, 78] is to construct a suitable
Lyapunov function which shows that the diusion has a strong dri towards a com-
pact set. Inside the compact set, some irreducibility condition, like uniform ellipticity
(as in [10, 36, 46]) or hypoellipticity (as in [78]), is used to show positive recurrence,
and consequently, existence and uniqueness of the stationary distribution and er-
godicity of the diusion process. e construction of the Lyapunov function usually
involves establishing stability of the associated noiseless dynamical system and hav-
ing tractable bounds on hiing times for this deterministic system. In our setup, even
the noiseless system requires non-trivial analysis (see Section 4.1 of [33]). In [33] a
Lyapunov function is obtained via a generator expansion framework using Stein’s
method that establishes exponential ergodicity of (Q1,Q2). Although this approach
gives a good handle on the rate of convergence to stationarity, the non-trivial dynam-
ics of the noiseless system result in a complicated form for the Lyapunov function
which sheds lile light on the form of the stationary distribution itself. Moreover,
the diusion in (4.1) (without the reection term) is not hypoelliptic and this compli-
cates things even further. It is also worth pointing out here that we obtain dierent
tail behavior for Q1 and Q2 (Gaussian and Exponential, respectively) and get ex-
plicit dependence of β in the exponents, which is hard to obtain using the Lyapunov
function methods known in the literature.
is asks for a fundamentally dierent characterization of the stationary distri-
bution, and we take resort to the theory of regenerative processes (see Chapter 10
of [160]) to obtain a tractable representation of the steady state. A variant of this
method was rst used in [15] to study a diusion process with inert dri, although
the stationary distribution in that case had an explicit product form that facilitated
the analysis, as opposed to the current scenario. First, we show that the diusion
(Q1,Q2) can be decomposed into i.i.d. renewal cycles between carefully constructed
regeneration times having good moment bounds. is decomposition gives an alter-
native, more transparent proof of ergodicity, and also shows that the diusion falls
in the category of classical regenerative processes. Loosely speaking, regeneration
times are random times when the process starts afresh, and the theory of classical
regenerative processes can be used to conclude that the stationary behavior of a
process is the same as the behavior within one renewal cycle (i.e., between two suc-
cessive regeneration times). e regenerative process representation enables us to
obtain a form for the stationary distribution that is amenable to analysis (see eo-
rem 4.3.3). Tail estimates for the stationary measure are then obtained by analyzing
this form and are presented in eorem 4.2.1. Moreover, in eorem 4.2.3, we obtain
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the precise almost sure scaling behavior of the extrema of the process sample paths.
e regenerative structure of the diusion process and the intermediate results
might be of independent interest. In fact, they might also be used to provide a detailed
result for the behavior of the stationary measure near the center (bulk behavior) and
produce sharp estimates on the stationary mean of Q2.
e rest of the chapter is arranged as follows. In Section 4.2, we describe the
two main results of this chapter. In Section 4.3, we establish (Q1,Q2) as a classical
regenerative process and state several crucial hiing-time estimates that are required
to prove the main results. In Section 4.4, we obtain a tail estimate for the regeneration
time which, in particular, implies that it has a nite rst moment. is, in turn,
implies the ergodicity of the diusion process and gives a tractable form for the
stationary distribution. In Section 4.5, we obtain uctuation estimates of the paths of
Q1 andQ2 between two successive regeneration times, which are used in the proofs
of eorems 4.2.1 and 4.2.3. In Section 4.6, we combine the results in Sections 4.3, 4.4
and 4.5 to prove eorems 4.2.1 and 4.2.3.
4.2 Main results
In this section we will state the main results, and discuss their ramications. Recall
the diusion process (Q1,Q2) as dened by Equation (4.1). As mentioned in the
introduction, it is known [33] that for any β > 0, (Q1,Q2) is an ergodic continuous-
time Markov process. Let (Q1(∞),Q2(∞)) denote a random variable distributed as
the unique stationary distribution pi of the process. en the next theorem gives a
precise characterization of the tail of the stationary distribution.
eorem 4.2.1. For any β > 0 there exist positive constants C1,C2,D1,D2 not de-
pending onβ and positive constantsCl(β),Cu(β),Dl(β),Du(β),CR(β),DR(β) de-
pending only on β such that
Cl(β)e−C1x
2 6 pi(Q1(∞) < −x) 6 Cu(β)e−C2x2 , x > CR(β)
Dl(β)e−D1βy 6 pi(Q2(∞) > y) 6 Du(β)e−D2βy, y > DR(β). (4.2)
e dependence on β of the tail-exponents is precisely captured in the above
theorem. Note that Q1(∞) has a Gaussian tail, and the tail exponent is uniformly
bounded by constants which do not depend on β, whereasQ2(∞) has an exponen-
tially decaying tail, and the coecient in the exponent is linear in β.
Remark 4.2.2. Let us now discuss a further implication of eorem 4.2.1. Recall
that QNi (t) denotes the number of servers in the N-th system with queue length i
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or larger at time t. Let SN(t) :=
∑
i>1Q
N
i (t) denote the total number of tasks
in the system. en [33, eorem 5] implies that (SN(∞) − N)/√N converges
weakly to S(∞) d== Q1(∞) +Q2(∞). In that case, eorem 4.2.1 implies that
S(∞) has an exponential upper tail (large positive deviation) and a Gaussian lower
tail (large negative deviation). Although in terms of tail asymptotics, S(∞) behaves
somewhat similarly to that for the centered and scaled total number of tasks in the
corresponding M/M/N system, there are some fundamental dierences between the
two processes that not only make the analysis of the JSQ policy much harder, but also
lead to several completely dierent qualitative properties. is has been discussed
in Remark 1.3.1 in detail.
e next theorem establishes the scaling behavior of the extrema of the process
{(Q1(t),Q2(t))}t>0 on large time intervals.
eorem 4.2.3. ere exists a positive constant C∗ not depending on β such that the
following hold almost surely along any sample path:
−2
√
2 6 lim inf
t→∞ Q1(t)√log t 6 −1,
1
β
6 lim sup
t→∞
Q2(t)
log t
6 2
C∗β
.
Again, eorem 4.2.3 captures the explicit dependence on β of the width of the
uctuation window of Q1 and Q2. Specically, note that the width of uctuation of
Q1 does not depend on the value of β, whereas that of Q2 is linear in β−1.
Remark 4.2.4. Our proof of eorem 4.2.1 provides explicit values of the constants
C1,C2,D1,D2,C∗. We are not explicit about them in the statements of the theorems
since these estimates are not sharp in the constants.
4.3 Regenerative process view of the diusion
As mentioned in the introduction, the key challenge in analyzing the steady state of
the diusion process in (4.1) stems from its lack of explicit characterization. In order
to obtain sharp estimates for the stationary distribution we take resort to the theory
of regenerative processes. Loosely speaking, a stochastic process is called classical
regenerative if it starts anew at random times (called regeneration times), independent
of the past. See [160, Chapter 10] for a rigorous treatment of regenerative processes.
e regeneration times split the process into renewal cycles that are independent and
identically distributed, possibly except the rst cycle. Consequently, the behavior
inside a specic renewal cycle characterizes the steady-state behavior.
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In case of recurrent discrete state-space Markov chains regeneration times can
be dened as hiing times of a xed state. Although the diusion process in (4.1) is
two-dimensional, we will show that it actually exhibits point recurrence and we can
dene regeneration times in terms of hiing times as follows.
First we introduce the following notations.
τi(z) := inf{t > 0 : Qi(t) = z}, i = 1, 2. and σ(t) := inf{s > t : Q1(s) = 0}.
We now dene the renewal cycles as follows. Fix any B > 0. For k > 0, dene the
stopping times
α2k+1 := inf
{
t > α2k : Q2(t) = B
}
,
α2k+2 := inf {t > α2k+1 : Q2(t) = 2B} , Ξk := α2k+2,
(4.3)
with the convention that α0 = 0 and Ξ−1 = 0. e dependence of B in the above
stopping times is suppressed for convenience in notation. Hereaer we will assume
B > 0 to be xed unless mentioned otherwise. e next lemma describes the diu-
sion process as an appropriate classical regenerative process.
Lemma 4.3.1. e process {Q1(t),Q2(t)}t>0 is a classical regenerative process with
regeneration times given by {Ξk}k>0.
Proof. Note that it is enough to prove that Q1(α2k) = 0 for all k > 1. Indeed, this
ensures that for all k > 0, (Q1(Ξk),Q2(Ξk)) = (0, 2B), and the Markov process
naturally regenerates at time Ξk.
Fix any k > 1. Assume, if possible, Q1(α2k) < 0. In that case, the path-
continuity ofQ1 implies that the local time L is constant in a small neighborhood of
α2k. Consequently,Q2 must be strictly decreasing in an open time interval contain-
ing α2k. is contradicts the fact that α2k is the hiing time of a level from below
by the process Q2.
e above lemma implies that the regenerative cycles given by{
(Q1(t),Q2(t))
}
Ξk6t<Ξk+1
form an i.i.d. sequence for k > 0. e time intervals {Ξk+1 − Ξk}k>0 are called
the inter-regeneration times. In order to characterize the steady-state distribution
using a regenerative approach, we rst show that the initial delay length Ξ0 (time to
enter into the regenerative cycles starting from an arbitrary state) as well as inter-
regeneration times have nite expectations. In fact, the next proposition establishes
detailed tail asymptotics for the delay length Ξ0 and thus, in particular, for the inter-
regeneration times.
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Proposition 4.3.2. Let (Q1(0),Q2(0)) = (x,y) with x 6 0,y > 0. ere exist
constants c(1)Ξ , c
(2)
Ξ , tΞ > 0, possibly depending on x,y,B,β, such that for all t > tΞ,
P(x,y)(Ξ0 > t) 6 c
(1)
Ξ exp(−c
(2)
Ξ t
1/6).
In particular, E(x,y)Ξ0 <∞.
Proposition 4.3.2 is proved in Section 4.4 and yields the existence and uniqueness
of the stationary distribution and ergodicity of the process as stated in eorem 4.3.3
below. We note that the geometric ergodicity has already been proved in [33]. e
principal importance of eorem 4.3.3 lies in the fact that it provides an explicit
form of the stationary measure which will be the key vehicle in the study of the tail
asymptotics and the uctuation window, as stated in eorems 4.2.1 and 4.2.3.
eorem 4.3.3. Fix any B > 0. e process described by Equation (4.1) has a unique
stationary distribution pi which can be represented as
pi(A) =
E(0,2B)
(∫Ξ0
0 1[(Q1(s),Q2(s))∈A]ds
)
E(0,2B) (Ξ0)
for any measurable set A ⊆ (−∞, 0]× (0,∞). Moreover, the process is ergodic in the
sense that for any measurable function f satisfying
E(0,2B)
(∫Ξ0
0
f((Q1(s),Q2(s)))ds
)
<∞,
the following holds:
1
t
t∫
0
f((Q1(s),Q2(s)))ds→
∫
(−∞,0]×(0,∞)
fdpi =
E(0,2B)
(∫Ξ0
0 f((Q1(s),Q2(s))ds
)
E(0,2B) (Ξ0)
(4.4)
almost surely as t→∞.
e above theorem follows using [160, Chapter 10, eorem 2.1], details of which
are deferred till Section 4.4.
Remark 4.3.4. We note that it can be shown by so arguments involving Girsanov’s
theorem and the theory of Le´vy processes that the distribution of Ξ1 − Ξ0 has a
density with respect to the Lebesgue measure, see the proof of Lemma 7.1 in [15].
is implies that the inter-regeneration time Ξk+1 − Ξk is spread-out (see Section
3.5 of Chapter 10 in [160]). Consequently, the total variation convergence of the
diusion process at time t to the stationary distribution as t→∞, can be obtained
using eorem 3.3 of Chapter 10 in [160]. However, we skip this argument, since
geometric ergodicity has already been established in [33, eorem 3].
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In light of eorem 4.3.3, observe that establishing tail asymptotics of the sta-
tionary distribution reduces to studying the amount of time spent by the diusion
in a certain region in one particular renewal cycle. e next theorem provides sev-
eral important hiing-time estimates that will play a crucial role in the proofs of
eorems 4.2.1 and 4.2.3. Dene
l0(β) := max
{
β,β−1,
1
β
log
1
β
}
. (4.5)
eorem4.3.5. ere exists a positive constantR0 such that withB = R0l0(β) in (4.3),
the following hold:
(i) ere exist constants C∗1 ,C∗2 > 0 that do not depend on β such that for all y >
4B,
P(0,2B) (τ2(y) 6 Ξ0) 6 C∗1e−C
∗
2β(y−β)/2.
(ii) For all y > 2B,
P(0,2B) (τ2(y) 6 Ξ0) > (1− e−βR0l0(β))e−β(y−2R0l0(β)).
(iii) ere exists a constant C∗(β) > 0 depending on β such that for any x > 18B,
P(0,2B) (τ1(−x) 6 Ξ0) 6 C∗(β)e−(x−2β)
2/8.
(iv) ere exists a constant C∗∗(β) > 0 depending on β such that for any x > β,
P(0,2B)
(
inf
t6Ξ0
Q1(t) < −x
)
> C∗∗(β)e−x2 .
eorem 4.3.5 is proved in Section 4.5 where we analyze the behavior of the pro-
cess (Q1,Q2) between two successive regeneration times. Results in eorem 4.3.5
in conjunction with Proposition 4.3.2 and eorem 4.3.3 are used to prove eo-
rems 4.2.1 and 4.2.3, which is presented in Section 4.6.
4.4 Analysis of regeneration times
In this section we will prove Proposition 4.3.2 and eorem 4.3.3. e proof of Propo-
sition 4.3.2 consists of several steps. First, we analyze the down-crossings of Q2,
where we establish various hiing-time estimates in the time interval [α2k,α2k+1],
k > 0. In particular, we prove the following lemma.
Lemma 4.4.1. Fix (Q1(0),Q2(0)) = (x,y) with x 6 0,y > 0. ere exist positive
constants cα1 , c
′
α1
, tα1 possibly depending on (x,y),B, andβ, such that for all t > tα1 ,
P(x,y)(α1 > t) 6 c ′α1 exp(−cα1t
1/6).
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As before, note that seing (x,y) = (0, 2B) furnishes the corresponding prob-
abilities when α1 is replaced by α2k+1 − α2k. Lemma 4.4.1 is proved in Subsec-
tion 4.4.1. Next we consider the up-crossings of Q2, where we establish various
hiing-time estimates in the time interval [α2k+1,α2k+2], k > 0. Specically, we
establish the following.
Lemma 4.4.2. Fix (Q1(0),Q2(0)) = (x,y) with x 6 0,y > 0. ere exist positive
constants cα2 , c
′
α2
, tα2 possibly depending on (x,y),B, andβ, such that for all t > tα2 ,
P(x,y)(α2 −α1 > t) 6 c ′α2 exp(−cα2t
1/6).
Lemma 4.4.2 is proved in Section 4.4.2. Now observe that Lemmas 4.4.1 and 4.4.2
together complete the proof of Proposition 4.3.2.
Proof of eorem 4.3.3. Due to Proposition 4.3.2, the fact that pi dened in the theo-
rem is stationary follows from [160, Chapter 10, eorem 2.1]. Now, we will prove
the ergodicity result (4.4) which will also yield uniqueness. Take any starting point
(x,y)with x 6 0 and y > 0 and recall Ξ−1 = 0. Take any measurable function f sat-
isfying E(0,2B)
(∫Ξ0
0 f((Q1(s),Q2(s)))ds
)
<∞. Let Nt = sup{k > −1 : Ξk 6 t}.
Assume without loss of generality that f is non-negative (for general f, consider the
positive and negative parts of f separately). We can write∫Ξ0∧t
0
f((Q1(s),Q2(s)))ds+ 1[Ξ16t]
Nt∑
k=1
∫Ξk
Ξk−1
f((Q1(s),Q2(s)))ds
6
∫t
0
f((Q1(s),Q2(s)))ds
6
∫Ξ0
0
f((Q1(s),Q2(s)))ds+
Nt+1∑
k=1
∫Ξk
Ξk−1
f((Q1(s),Q2(s)))ds.
Clearly, t−1
∫Ξ0
0 f((Q1(s),Q2(s)))ds→ 0 as t→∞. By Proposition 7.3 of [149],
t−1
Nt∑
k=1
∫Ξk+1
Ξk
f((Q1(s),Q2(s)))ds→
E(0,2B)
(∫Ξ0
0 f((Q1(s),Q2(s))ds
)
E(0,2B) (Ξ0)
and
t−1
Nt+1∑
k=1
∫Ξk+1
Ξk
f((Q1(s),Q2(s)))ds→
E(0,2B)
(∫Ξ0
0 f((Q1(s),Q2(s))ds
)
E(0,2B) (Ξ0)
almost surely as t → ∞. is proves (4.4), and consequently uniqueness of the
stationary distribution.
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4.4.1 Down-crossings of Q2 and tightness estimates
In this subsection, we will prove tail asymptotics for the distribution ofα1 as stated in
Lemma 4.4.1. is will require a crucial tightness estimate for the processQ2, which
is given in Lemma 4.4.7 below. Loosely speaking, we need to have sharp estimates
for the timeQ2 takes to hit the level B starting from a large initial state. is, in turn,
amounts to estimating the time integral of the Q1 process when Q2 is large, which
is furnished by Lemma 4.4.6. e tail estimates presented in Lemmas 4.4.3 and 4.4.5
will be used in the proof of Lemma 4.4.6.
Fix any M > 0 and ε > 0. Observe that if inf06s6tQ2(s) > M+ β, then the
process {Q1(s)}06s6t is bounded below by the process {η(s)}06s6t, where
η(t) = Q1(0) +
√
2W(t) +Mt− Lη(t),
with Lη being the local time of η given by Lη(t) = sups6t{Q1(0) +
√
2W(s) +
Ms}+ (where x+ = max{x, 0} for any x ∈ R), and W being the standard Brown-
ian motion. Note that the dependence of M in η is suppressed for convenience in
notation. For i > 1 dene
T2i−1 := inf {t > T2i−2 : η(t) = −ε}, T2i := inf {t > T2i−1 : η(t) = −ε/2},
ξi := T2i − T2i−1, ζi := T2i+1 − T2i, ui := sup
T2i−16t6T2i
(−η(t)),
Nt = inf {n > 1 : T2n > t}.
with the convention that T0 ≡ 0. Further, for i > 1, let TWi denote the corresponding
stopping times when the process η is replaced by the processWR described as
WR(t) = Q1(0) +
√
2W(t) − LW(t)
withLW being the local time ofWR given byLW(t) = sups6t{Q1(0)+
√
2W(s)}+.
Also, similarly denote ξWi := TW2i − TW2i−1 and ζWi := TW2i+1 − TW2i .
Lemma 4.4.3. Assume that Q1(0) ∈ [−ε, 0]. en the following hold:
(i) For i > 1, ζWi 6st ζi.
(ii) ere exist constants cζ, cW > 0 not depending onM, ε such that for t > ε2
(a) P (ζ1 > t) > exp(−cζt/ε2)
(b) P
(
ζW1 > t
)
6 exp(−cWt/ε2).
(4.6)
(iii) For all x > ε, P (u1 > x) 6 exp(−M(x− ε)),
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(iv) For all t > ε/M, P (ξ1 > t) 6 2√piM√t exp(−M
2t/16).
(v) ere exist constants b, c(1)N > 0 not depending onM, ε, such that for t > ε2/b
P
(
Nt > bε
−2t
)
6 2 exp(−c(1)N t/ε
2).
Proof. (i) is is an immediate consequence of the fact that
{η(s)}06s6t >st {WR(s)}06s6t.
(ii) Take ε = 1. Using the Markov property for reected Brownian motion, it is easy
to see that there exist constants cζ, cW > 0 such that exp(−cWt) > P
(
ζW1 > t
)
>
exp(−cζt) for t > 1. (ii.a) now follows from (i) and Brownian scaling. (ii.b) is also
an immediate consequence of Brownian scaling.
(iii) Observe that
P (u1 > x) 6 P
(
inf
s<∞(−ε+
√
2W(s) +Ms) < −x
)
= exp(−M(x− ε)),
since− infs<∞(√2W(s)+Ms) follows an exponential random variable with mean
1/M.
(iv) Note that
P (ξ1 > t) = P
(
sup
s6t
(−ε+
√
2W(s) +Ms) 6 −ε/2
)
6 P
(√
2W(t) +Mt 6 ε/2
)
6 2√
piM
√
t
exp(−M2t/16) ∀ t > ε/M.
(v) Observe that
P
(
Nt > bε
−2t
)
6 P
bbε−2tc∑
i=1
ζi 6 t
 6 P
bbε−2tc∑
i=1
ζWi 6 t
 , by part (i),
6 P
( bbε−2tc∑
i=1
1
ε2
(
ζWi −E(ζ
W
i )
)
6 −
(
b
2ε2
EζW1 − 1
)
t
ε2
)
6 2 exp(−c(1)N t/ε
2) [choosing b = 4ε2/E(ζW1 )],
where the last step follows from part (ii), which shows that ε−2
(
ζWi −E(ζ
W
i )
)
are sub-exponential random variables, and then using the Cherno’s inequality (see
[116, Pg. 16, Equation (2.2)]) to the sum
∑bbε−2tc
i=1 ε
−2 (ζWi −E(ζWi )). Here, note
that by Brownian scaling, b chosen above does not depend on ε.
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e next technical lemma establishes a useful concentration inequality that will
be crucial in obtaining tail probabilities for
∑Nt
i=1 uiξi.
Lemma 4.4.4. Fix ε > 0 andM > 1ε . LetΦi’s be i.i.d. nonnegative random variables
with
P (Φ1 > z) 6 exp(−c ′M3/2
√
z) for all z > 4ε2/M,
andEΦ1 6 c11ε2/Mwhere c ′, c11 are positive constants not depending onM, ε. en
P
( n∑
i=1
Φi > 4c11n
ε2
M
)
6
(
1+ c1
1
n2/5 (εM)8/5
)
exp
(
− c2(εM)
4/5n1/5
)
,
for n > c3εM, where c1, c2, c3 are positive constants not depending onM, ε.
Proof. For some A > 4ε2/M to be chosen later, dene
Φ∗i := Φi1[Φi>A] and Φ
∗∗
i := Φi1[Φi<A].
us, Φi = Φ∗i +Φ∗∗i . Note that
EΦ∗i
2 =
∫∞
A2
P
(
Φi >
√
z
)
dz =
∫∞
A
2zP (Φi > z)dz
6
∫∞
A
2z exp(−c ′M3/2
√
z)dz =
∫∞
√
A
4z3 exp(−c ′M3/2z)dz
=
4
M6
∫∞
M3/2
√
A
z3 exp(−c ′z)dz 6 c ′′ A
3/2
M3/2
exp(−c ′M3/2
√
A),
where the constant c ′′ does not depend onM,A. us, using Chebyshev’s inequality
P
(
n∑
i=1
Φ∗ > 2c11n
ε2
M
)
6 c
′′M1/2A3/2 exp(−c ′M3/2
√
A)
4nc211ε
4 . (4.7)
Further note thatΦ∗∗i ’s are bounded random variables. erefore using the Azuma-
Hoeding inequality we obtain,
P
(
n∑
i=1
Φ∗∗i > 2c11n
ε2
M
)
= P
(
n∑
i=1
(Φ∗∗i −EΦ
∗∗
i ) > c11n
ε2
M
)
6 exp
(
−
(c11nε2
M
)2
/(8A2n)
)
= exp(−c211nε
4/(8A2M2)).
(4.8)
Equating the exponents of equations (4.7) and (4.8), and solving for A, we get
A =
(
c211
8c ′
)2/5(
ε8/5n2/5
M7/5
)
.
e condition A > 4ε2/M implies n > 25
(
8c ′
c211
)
εM. is choice for A yields the
bound claimed in the lemma.
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Lemma 4.4.5. Fix any ε > 0 andM > 1ε .
(i) ere exist positive constants c ′, c11 not depending onM, ε, such that
(a) P (u1ξ1 > x) 6 exp(−c ′M3/2
√
x) ∀ x > 4ε2/M,
(b) Eu1ξ1 6 c11
ε2
M
.
(ii) Let b, c11 be the constants in Lemma 4.4.3 (v) and Lemma 4.4.5 (i) respectively.
ere exist constants c1, c2, c3 not depending on ε,M such that
P
(
Nt∑
i=1
uiξi > 4
bc11t
M
)
6 c1 exp(−c2(εM)4/5(t/ε2)1/5)
for t > c3ε3M.
Proof. (i.a) Recall thatM > 1ε . By Lemma 4.4.3 (iii), we obtain for x > 4ε2/M,
P (u1ξ1 > x) 6 P
(
u1 >
√
Mx
)
+P
(
u1ξ1 > x,u1 6
√
Mx
)
6 P
(
u1 >
√
Mx
)
+P
(
ξ1 >
√
x√
M
)
6 exp(−M(
√
Mx− ε)) +
2√
piM3/4x1/4
exp(−M3/2
√
x/16)
6 exp(−M3/2
√
x/2) +
2√
piM3/4x1/4
exp(−M3/2
√
x/16)
6 exp(−c ′M3/2
√
x),
where the last line is a consequence of the fact that for x > 4ε2/M and M > 1ε ,
M3/4x1/4 >
√
2Mε > 1.
(i.b) As a consequence of part (i.a) we obtain
Eu1ξ1 6
∫4ε2/M
0
dx++ 1
M3
∫∞
4ε2/M
exp(−c ′M3/2
√
x)M3dx
6 4ε
2
M
+
c ′′′
M3
6 c11
ε2
M
,
where we again usedM > 1ε to obtain
1
M3
6 ε2M .
(ii) Observe that due to Lemma 4.4.3 (v) and Lemma 4.4.4,
P
( Nt∑
i=1
uiξi > 4
bc11t
M
)
6 P
(
Nt > bε
−2t
)
+P
( bbε−2tc∑
i=1
uiξi > 4
bc11t
M
)
6 exp(−c(1)N t/ε
2) +C1 exp(−C2(εM)4/5(t/ε2)1/5)
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for t > C3ε3M, where C1,C2,C3 can be chosen to be independent of M, ε. is
completes the proof.
We are now in a position to state and prove Lemma 4.4.6 that provides us with a
crucial estimate for the time-integral of the Q1 process when Q2 is large.
Lemma 4.4.6. ere exist c ′1, c
′
2, c
′
3 > 0, not depending on β such that for any y >
c ′1
(
β∨β−1
)
+β,
P(0,y)
( ∫t
0
(−Q1(s))ds >
(
β∧β−1
) t
2
, inf
s6t
Q2(s) > c ′1
(
β∨β−1
)
+β
)
6 exp
(
− c ′2t
1/5
(
β∨β−1
)2/5 )
for t > c ′3
(
β∧β−1
)2
.
Proof. Recall the constants b and c11 from Lemma 4.4.3 (v) and Lemma 4.4.5 (i) re-
spectively. As c11 appears in the upper bound ofE (u1ξ1) in Lemma 4.4.5 (i), we can
take c11 > b−1 ∨ 1. First we consider the case β ∈ (0, 1). Take ε = β/4. Choose
M = 16c11b/β, since in that case
ε =
β
4
=
4c11b
M
.
Observe that
P(0,y)
( ∫t
0
(−Q1(s))ds >
βt
2
, inf
s6t
Q2(s) >M+β
)
6 P(0, y)
( Nt∑
i=1
∫T2i
T2i−1
(−Q1(s))ds >
4c11b
M
t, inf
s6t
Q2(s) >M+β
)
6 P
(
Nt∑
i=1
uiξi >
4c11b
M
t
)
6 exp
(
− c ′′2 (βM)
4/5(t/β2)1/5
)
6 exp
(
− c ′2(t/β
2)1/5
)
for t > c ′′3 β3M = c ′3β2, due to Lemma 4.4.5 (ii),
where the constants c ′2, c ′′2 c ′3, c ′′3 do not depend on β,M. Next, for the case β > 1,
we take ε = 14β andM = 16c11β so that
ε =
1
4β
=
4c11b
M
,
and then apply the same argument. is completes the proof.
Lemma 4.4.7. ere exist positive constants c ′1, c
′
2, c
′
3, c
′
4 not depending onβ such that
the following hold:
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(i) For β > 1 and any y > 1, for all t > c ′4y/β
P(0, y+c ′1β)
(
inf
s6t
Q2(s) > c
′
1β
)
6 c ′3 exp(−c ′2β2/5t1/5).
(ii) For β ∈ (0, 1) and any y > 1, for all t > c ′4
(
yβ−1 ∨β−2
)
P(0, y+c ′1β−1)
(
inf
s6t
Q2(s) >
c ′1
β
)
6 c ′3
(
exp(−c ′2β
−2/5t1/5 + exp(−c ′2β
2t) +β−2 exp(−c ′2t)
)
.
Proof. Let us denote the following events
Et :=
[
inf
s6t
Q2(s) > c
′
1
(
β∨β−1
)
+β
]
,
E1t :=
[ ∫t
0
(−Q1(s))ds >
βt
2
, inf
s6t
Q2(s) > c
′
1
(
β∨β−1
)
+β
]
,
E2t :=
[ ∫t
0
(−Q1(s))ds 6
βt
2
, inf
s6t
Q2(s) > c
′
1
(
β∨β−1
)
+β
]
.
Note that if (Q1(0),Q2(0)) = (0, y+ c ′1
(
β∨β−1
)
+ β), then from the evolution
equation of the diusion in (4.1), the event E2t implies the event
E˜2t :=
[
Q1(t) +Q2(t) 6 y+ c ′1
(
β∨β−1
)
+β+
√
2W(t) −
βt
2
,
inf
s6t
Q2(s) > c
′
1
(
β∨β−1
)
+β
]
.
erefore,
P(0, y+c ′1(β∨β−1)+β)
(
Et
)
6 P(0, y+c ′1(β∨β−1)+β)
(
E1t
)
+P(0, y+c ′1(β∨β−1)+β)
(
E˜2t
)
.
(4.9)
Now, choose c ′1, c ′2 as in Lemma 4.4.6. en for any y > 1,
P(0, y+c ′1(β∨β−1)+β)
(
E1t
)
6 exp(−c ′2t1/5
(
β∨β−1
)2/5
). (4.10)
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Also, note that
P(0, y+c ′1(β∨β−1)+β)
(
E˜2t
)
6 P(0, y+c ′1(β∨β−1)+β)
(
Q1(t) 6 y+
√
2W(t) −
βt
2
,
inf
s6t
Q2(s) > c
′
1
(
β∨β−1
)
+β
)
6 P
(√
2W(t) >
βt
4
)
+P(0, y+c ′1(β∨β−1)+β)
(
Q1(t) 6 y−
βt
4
,
inf
s6t
Q2(s) > c
′
1
(
β∨β−1
)
+β
)
.
(4.11)
Due to Brownian scaling we have
P
(√
2W(t) >
βt
4
)
6 c exp(−c ′β2t) for t > β−2, (4.12)
where c, c ′ do not depend on β. Moreover, choosing t > 8y/β, and applying
Lemma 4.4.3 (iii) and Lemma 4.4.3 (v) with ε = (β∧β−1)/4 andM = c ′1
(
β∨β−1
)
,
P(0, y+c ′1(β∨β−1)+β)
(
Q1(t) 6 y−
βt
4
, inf
s6t
Q2(s) > c
′
1
(
β∨β−1
)
+β
)
6 P(0, y+c ′1(β∨β−1)+β)
(
Q1(t) 6 −
βt
8
, inf
s6t
Q2(s) > c
′
1
(
β∨β−1
)
+β
)
6 P
(
sup
16i6Nt
ui >
βt
8
)
6 P
(
Nt > 16b
(
β∨β−1
)2
t
)
+ 16b
(
β∨β−1
)2
tP
(
u1 >
βt
8
)
6 exp
(
− c
(
β∨β−1
)2
t
)
+ 16b
(
β∨β−1
)2
t
× exp
(
−
(
β∨β−1
)(βt
8
−
β∧β−1
4
))
6 exp
(
− c
(
β∨β−1
)2
t
)
+ 16b
(
β∨β−1
)2
t exp
(
−
(
β∨β−1
)(βt
16
))
,
(4.13)
where b, c do not depend on β. Combining Equations (4.9) – (4.13) completes the
proof of the lemma.
We now have all the necessary results to prove Lemma 4.4.1.
Proof of Lemma 4.4.1. From Lemma 4.4.7, for anyβ > 0, we obtainM∗ > 2B, t∗ > 0
such that for all t > t∗,
P(0,2M∗)(τ2(M
∗) > t) 6 C1 exp(−C2t1/5), (4.14)
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where the constants C1,C2 > 0 depend on β,M∗. Set the starting state to be
(Q1(0),Q2(0)) = (0,y) where M∗ > y > B. It will be clear from the proof that
the same argument works for general starting points (x,y) with x 6 0,y > 0. For
k > 0, dene the following stopping times:
α∗2k+1 = inf
{
t > α∗2k : Q2(t) = 2M∗ or Q2(t) = B
}
,
α∗2k+2 = inf
{
t > α∗2k+1 : Q2(t) =M
∗ or Q2(t) = B
}
,
where by convention, we take α∗0 = 0. Let N ′ := inf {k > 0 : Q2(α∗2k) = B}.
We will rst prove the following: for some positive constant p(M∗) that depends
only onM∗,
inf
z∈[B,M∗]
P(0,z)(τ2(B) < τ2(2M
∗)) > p(M∗) > 0. (4.15)
To see this, recall S(t) = Q1(t) +Q2(t) and note that for t 6 τ1(−β/2),
S(0) +
√
2W(t) −βt/2 > S(t) > Q1(t).
Further, note that S(t) 6 Q2(t). Moreover, due to arguments similar to Lemma 4.3.1,
we know Q1(τ2(2M∗)) = 0, and hence, S(τ2(2M∗)) = Q2(τ2(2M∗)). Combining
these facts, we obtain for any z ∈ [B,M∗],
P(0,z)(τ2(2M
∗) 6 τ1(−β/2))
6 P(S(t) hits 2M∗ before −β/2)
6 P(S(0) +
√
2W(t) −βt/2 hits 2M∗ before −β/2)
6 P(
√
2W(t) −βt/2 hitsM∗ before − (M∗ +β/2))
6 e−βM∗/2 < 1,
(4.16)
where we have used the fact that the scale function (see [148, V.46]) for
√
2W(t) −
βt/2 is s(x) = exp(βx/2).
Now we will show that if the process (Q1,Q2) starts with the initial state (−β/2, z)
with z 6 2M∗, then with positive probability Q1(t) < 0 for all t 6 log(2M∗B−1).
is in turn implies that Q2 hits the level B before time log(2M∗B−1), since for
t 6 τ1(0), (d/dt)Q2(t) = −Q2(t).
Construct the Ornstein-Uhlenbeck processQ+1 on the same probability space as
Q1 as follow
Q+1 (t) = Q1(0) +
√
2W(t) +
∫t
0
(−Q+1 (s) + (2M
∗ −β))ds,
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where the driving Brownian motionW is the same as that forQ1. By [92, Proposition
2.18], Q1(t) 6 Q+1 (t) for all t 6 τ1(0). Now dene the following event
E(M∗) :=
{
Q+1 (t) < 0 for all t 6 log(2M
∗B−1)
}
.
Note that E(M∗) does not depend on z. It follows from the Doob representation for
Ornstein-Uhlenbeck processes that P(E(M∗)) > 0. us,
inf
z∈[B,2M∗)
P(−β/2,z)
(
τ2(B) 6 log(2M∗B−1) < τ2(2M∗)
)
> inf
z∈[B,2M∗)
P(−β/2,z)(τ1(0) > log(2M∗B−1)) > P(E(M∗)) > 0.
(4.17)
e strong Markov property in combination with (4.16) and (4.17) now produces the
bound
inf
z∈[B,M∗]
P(0,z)(τ2(B) < τ2(2M
∗)) > (1− e−βM∗/2)P(E(M∗)) > 0
which proves (4.15). By virtue of (4.15), we have the following for n > 1,
P(N ′ > n) 6 (1− p(M∗))n. (4.18)
Now, let T(M∗) be a number large enough such that
P
(√
2W(T(M∗)) > βT(M∗)/2− (2M∗ +β/2)
)
6 P(E(M∗))/2. (4.19)
en,
sup
z∈[B,2M∗)
P(0,z)
(
τ2(B)∧ τ2(2M∗) > T(M∗) + log(2M∗B−1)
)
6 sup
z∈[B,2M∗)
P(0,z)
(
τ2(B)∧ τ2(2M∗) > T(M∗) + log(2M∗B−1),
τ1(−β/2) < T(M∗)
)
+ sup
z∈[B,2M∗)
P(0,z)(τ1(−β/2) > T(M∗))
6 sup
z∈[B,2M∗)
P(−β/2,z)(τ2(B)∧ τ2(2M
∗) > log(2M∗B−1))
+ sup
z∈[B,2M∗)
P(0,z)(τ1(−β/2) > T(M∗)),
(4.20)
where we have used the strong Markov property in the last step. By (4.17),
sup
z∈[B,2M∗)
P(−β/2,z)
(
τ2(B)∧ τ2(2M∗) > log(2M∗B−1)
)
6 1−P(E(M∗)).
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By using S(0) +
√
2W(t) − βt/2 > S(t) for t 6 τ1(−β/2) and Q1(t) 6 S(t) 6
Q2(t) for t > 0,
sup
z∈[B,2M∗)
P(0,z) (τ1(−β/2) > T(M∗))
6 P
(
inf
t6T(M∗)
(√
2W(t) −βt/2
)
> −(2M∗ +β/2)
)
6 P
(√
2W(T(M∗)) > βT(M∗)/2− (2M∗ +β/2)
)
6 P(E(M∗))/2.
Using these bounds in (4.20), we obtain
sup
z∈[B,2M∗)
P(0,z)
(
τ2(B)∧ τ2(2M∗) > T(M∗) + log(2M∗B−1)
)
6 1− P(E(M
∗))
2
< 1.
(4.21)
us, using the strong Markov property and (4.21), we obtain for any k > 0,
P(0,y)(α
∗
2k+1 −α
∗
2k > n
(
T(M∗) + log(2M∗B−1)
)
) 6
(
1−
P(E(M∗))
2
)n
.
(4.22)
Furthermore, by (4.14) we have constants C1 and C2, such that for k > 1 and for all
t > t∗,
P(0,y)(α
∗
2k −α
∗
2k−1 > t) 6 C1 exp(−C2t1/5). (4.23)
Writing α1 =
∑2N ′
j=0(α
∗
j+1 − α
∗
j ) and using (4.22) and (4.23), we get positive con-
stants C,C ′,C ′′ and t(2)α > 0, depending on β,B,M∗, such that for all t > t(2)α ,
P(0,y)(α1 > t) 6 P(N ′ > n) +P
( 2n∑
j=0
(α∗j+1 −α
∗
j ) > t
)
6 e−Cn +C ′ne−C(t/n)1/5 6 C ′e−C ′′t1/6 ,
where the last step is obtained by taking n = bt1/6c.
4.4.2 Up-crossings of Q2
In this subsection, we will prove tail asymptotics for the distribution of α2 − α1 as
stated in Lemma 4.4.2. e proof consists of the following two major parts: (i) First
we establish in Lemma 4.4.8 the tail probability of the hiing time of Q2 to level
2B starting below level B when Q1(0) is not too small. (ii) en in Lemma 4.4.13
we show that at time α1, Q1(α1) cannot be too small. Lemmas 4.4.8 and 4.4.13 are
combined to prove Lemma 4.4.2.
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Lemma 4.4.8. For any xed B > 0 andM > 8B+ 6β, there exists c(2)α > 0 (depend-
ing onM,B,β) such that for all t > 9,
sup
x∈[−M/2,0], y∈(0,B]
P(x,y)(τ2(2B) > t) 6 exp(−c
(2)
α
√
t).
In order to prove Lemma 4.4.8, setM > 0 to be a xed large number to be chosen
later and (Q1(0),Q2(0)) = (x,y) for some x ∈ [−M/2, 0],y ∈ (0,B]. For i > 1
dene the stopping times
τ2,2i−1 := inf
{
t > 0 : Q2(t) = 2B or Q1(t) = −M
}
,
τ2,2i := inf
{
t > 0 : Q2(t) = 2B or Q1(t) = −
M
2
}
,
where by convention we take τ2,0 ≡ 0. Also dene
N∗ := inf
{
k > 0 : Q2(τ2,2k+1) = 2B
}
.
erefore, note that
τ2(2B) =
2N∗+1∑
j=1
(τ2,j − τ2,j−1). (4.24)
e proof of Lemma 4.4.8 consists of three parts:
(i) Lemma 4.4.9 contains the required probability estimate to analyze the time in-
terval τ2,2i−1 − τ2,2i−2,
(ii) Lemma 4.4.10 contains estimates of the tail probabilities for the time interval
τ2,2i − τ2,2i−1, and
(iii) Lemma 4.4.12 provides estimates of the tail probabilities for the random variable
N∗. Lemma 4.4.11 is used in the proof of Lemma 4.4.12.
Combining Equation (4.24) and Lemmas 4.4.9, 4.4.10, and 4.4.12, we will complete the
proof of Lemma 4.4.8.
Lemma 4.4.9. For any xed B,M > 0,
inf
x∈[−M, 0],
y∈(0,2B]
P(x,y)
(
sup
06s61
Q2(s) > 2B
)
> p(1)(M,B) > 0.
Proof. Recall that
Q1(t) = Q1(0) +
√
2W(t) −βt+
∫t
0
(−Q1(s) +Q2(s))ds− L(t),
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where
L(t) = sup
s6t
(
Q1(0) +
√
2W(s) −βs+
∫s
0
(−Q1(u) +Q2(u))du
)+
> sup
s6t
(Q1(0) +
√
2W(s) −βs)+.
(4.25)
us, P (L(1) > 4B) > P
(√
2W(1) > β+ 4B−Q1(0)
)
. Observe that for any
Q2(0) = y 6 2B, {
L(1) > 4B
}
=⇒ {sups61Q2(s) > 2B}.
To see this, suppose L(1) > 4B. If sups61Q2(s) 6 2B, then
Q2(1) = y+ L(1) −
∫1
0
Q2(s)ds > L(1) − 2B > 2B,
which is a contradiction. erefore,
inf
x∈[−M, 0],
y∈(0,2B]
P(x,y)
(
sup
06s61
Q2(s) > 2B
)
> inf
x∈[−M, 0],
y∈(0,2B]
P(x,y)
(
L(1) > 4B
)
> inf
x∈[−M, 0],
y∈(0,2B]
P(x,y)
(√
2W(1) > β+ 4B− x
)
> P
(√
2W(1) > β+ 4B+M
)
= p(1)(M,B) > 0.
is completes the proof of Lemma 4.4.9.
Lemma 4.4.10. For any j > 0 and any xedM > 6β, there exists c(1)τ > 0 such that
for all t > 2,
sup
x∈[−M/2, 0],
y∈(0,B]
P(x,y)
(
τ2,2j+2 − τ2,2j+1 > t
∣∣∣ N∗ > j) 6 exp(−c(1)τ t).
Proof. Let us denote Q∗1 = Q1 + β. Since N∗ > j, we know Q2(τ2,2j+1) < 2B. In
that case, for t > τ2,2j+1,
Q∗1(t) = Q
∗
1(τ2,2j+1) +
√
2W(t) +
∫t
τ2,2j+1
(−Q∗1(s) +Q2(s))ds
> Q∗1(τ2,2j+1) +
√
2W(t) −
∫t
τ2,2j+1
Q∗1(s)ds
= −M+β+
√
2W(t) −
∫t
τ2,2j+1
Q∗1(s)ds.
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us, we obtain
P(x,y)
(
τ2,2j+2 − τ2,2j+1 > t
∣∣∣ N∗ > j)
6 P
(
sup
s6t
(
√
2W(s) − (−M/2+β)s) 6M/2
)
,
since for t ∈ (τ2,2j+1, τ2,2j+2), Q∗1(s) 6 −M/2+ β. erefore, as M > 6β, for all
t > 2,
P(x,y)
(
τ2,2j+2 − τ2,2j+1 > t
∣∣∣ N∗ > j) 6 P(√2W(t) 6M/2− (M/2−β)t)
6 P
(√
2W(t) 6 −(M/2−β)t/4
)
6 exp(−c(1)τ (M/2−β)2t) 6 exp(−c(1)τ t),
where c(1)τ does not depend on x,y.
Lemma 4.4.11. For any xed B > 0 and M > 8B+ 2β, there exists positive p(2) =
p(2)(M,B) such that
inf
x∈[−M/2, 0],
y∈(0,B]
P(x,y)
(
∃ t∗ ∈ [0, 1], such that sup
06t6t∗
Q2(t) > 2B,
inf
06t6t∗
Q1(t) > −M
)
> p(2).
Proof. For xed B > 0 andM > 8B+ 2β, consider the event
E(β,M) :=
{√
2W(1) > β+ 4B+
M
2
, inf
t∈[0,1]
√
2W(t) > β+ 4B−
M
2
}
.
From the representation (4.25), note that the eventE(M,B) implies the event {L(1) >
4B}, which in turn implies that there exists t∗ ∈ [0, 1] such that L(t∗) = 4B and
∀ t 6 t∗,
Q1(t) > −
M
2
+
√
2W(t) −β− 4B > −
M
2
−β− 4B+
(
β+ 4B−
M
2
)
= −M.
erefore, inf06t6t∗ Q1(t) > −M. Furthermore, we claim that
sup
06t6t∗
Q2(t) > 2B.
Indeed, if sup06t6t∗ Q2(t) < 2B, then
Q2(t
∗) > L(t∗) −
∫t∗
0
Q2(s)ds > 4B− 2Bt∗ > 2B,
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since 0 6 t∗ 6 1, which leads to a contradiction. Finally,
inf
x∈[−M/2, 0],
y∈(0,β−1]
P(x,y)
(
∃ t∗ ∈ [0, 1], such that sup
06t6t∗
Q2(t) > 2B,
inf
06t6t∗
Q1(t) > −M
)
> P (E(M,B)) > 0.
is completes the proof of the lemma.
Lemma 4.4.12. For any xed B > 0 and M > 8B+ 2β, there exist c(2)N ,nN > 0
such that for all n > nN,
sup
x∈[−M/2, 0],
y∈(0,B]
P(x,y)(N
∗ > n) 6 exp(−c(2)N n).
Proof. Observe that
P(x,y)(N
∗ > n) 6 P(x,y)(Q1(τ2,2k+1) = −M and Q2(τ2,2k+1) < 2B for all k 6 n)
6 (1− p∗)n,
using the strong Markov property, where
p∗ := inf
x∈[−M/2, 0]
y∈(0,B]
P(x,y)(Q2 hits 2B before Q1 hits −M)
> inf
x∈[−M/2, 0]
y∈(0,B]
P(x,y)(∃ t∗ ∈ [0, 1] such that sup
06t6t∗
Q2(t) > 2B,
inf
06t6t∗
Q1(t) > −M)
> p(2)(M,B) > 0,
by Lemma 4.4.11, choosingM > 8B+ 2β.
Now, we have all the necessary results to prove Lemma 4.4.8.
Proof of Lemma 4.4.8. Recall that τ2(2B) =
∑2N∗+1
j=1 (τ2,j−τ2,j−1). From Lemma 4.4.9
observe that for any xedM > 0 and any x ∈ [−M/2, 0], y ∈ (0,B],
P(x,y)(τ2,1 > n) = E(x,y)
(
1[τ2,1>n−1]P(Q1(n−1),Q2(n−1))(τ2,1 > 1)
)
6 (1− p(1)(M,B))P
(
τ2,1 > n− 1
)
,
which implies P(x,y)(τ2,1 > n) 6 (1− p(1)(M,B))n. Furthermore, following the
same argument as above, we can claim that for all j > 1,
P(x,y)(τ2,2j−1 − τ2,2j−2 > n) 6 (1− p(1)(M,B))n. (4.26)
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erefore for t > 9, choosing M > 8B+ 6β, we can write for any x ∈ [−M/2, 0]
and y ∈ (0,B],
P(x,y)(τ2(2B) > t) 6 P(x,y)(N∗ > n) +P(x,y)
( 2n+1∑
j=1
(τ2,j − τ2,j−1) > t
)
6 exp(−c(2)N n) + (2n+ 1) exp(−ct/(2n+ 1)), Due to Lemmas 4.4.10 & 4.4.12,
and (4.26)
6 c ′
√
te−c
√
t 6 ec
(2)
α
√
t, [choosing n = b(
√
t− 1)/2c]
where c(2)α does not depend on (x,y).
As mentioned earlier, the next lemma gives a tail estimate on the distribution of
Q1(α1).
Lemma 4.4.13. Fix (Q1(0),Q2(0)) = (x,y) with x 6 0, y > 0. Recall the constant
t
(1)
α obtained in Lemma 4.4.1. ere exist constants C1,C2 > 0 possibly depending on
(x,y), B, and β, such that for all A > max{8βt(1)α ,−4x},
P(x,y)(Q1(α1) < −A) 6 C1e−C2A
1/6
.
Proof. In the proof,C,C ′ will denote generic positive constants depending onβ, x,y
whose values change from line to line. Observe that for t > 0,
Q1(t) > Q1(0) +
√
2W(t) −βt− L∗(t),
whereL∗(t) = sup
s6t
(Q1(0)+
√
2W(s)−βs)+. us, for anyA > max{8βt(1)α ,−4x},
P(x,y)(Q1(α1) < −A) 6 P(x,y)(α1 > A/(8β)) +P(x,y)
(
inf
s6A/(8β)
Q1(s) < −A
)
6 P(x,y)
(
inf
s6A/(8β)
(
Q1(0) +
√
2W(s) −βs− L∗(s)
)
< −A
)
+P(x,y)(α1 > A/(8β))
6 P(x,y)(α1 > A/(8β)) +P(x,y) (L∗(A/(8β)) > A/2)
+P(x,y)
(
inf
s6A/(8β)
(√
2W(s) −βs
)
< −A/2− x
)
6 P(x,y)(α1 > A/(8β)) +P(x,y)
(
sup
s6A/(8β)
(
√
2W(s) −βs) > A/2
)
+P(x,y)
(
inf
s6A/(8β)
(√
2W(s) −βs
)
< −A/4
)
.
(4.27)
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By Lemma 4.4.1,
P(x,y)(α1 > A/(8β)) 6 Ce−C
′A1/6 .
Using the fact that the scale function (see [148, V.46]) for
√
2W(t) − βt is s(z) =
exp(βz),
P(x,y)
(
sup
s6A/(8β)
(
√
2W(s) −βs) > A/2
)
6 P(x,y)
(
sup
s<∞(
√
2W(s) −βs) > A/2
)
= e−βA/2.
Moreover, by standard estimates on normal distribution functions,
P(x,y)
(
inf
s6A/(8β)
(√
2W(s) −βs
)
< −A/4
)
6 P(x,y)
(
inf
s6A/(8β)
(√
2W(s)
)
< −A/8
)
6 Ce−C ′A.
Using the above bounds in (4.27), we obtain
P(x,y)(Q1(α1) < −A) 6 Ce−C
′A1/6
for any A > max{8βt(1)α ,−4x}, proving the lemma.
Proof of Lemma 4.4.2. In the proof, C,C ′ will denote generic positive constants de-
pending on β, x,ywhose values change from line to line. FixM > 8B+ 6β+ 2. Let
s ′α = inf{t > α1 : Q1(t) = −M/2}. Take t ′α = 4max{9, 8βt
(1)
α ,−4x}. en for
t > t ′α,
P(x,y)(α2 −α1 > t) 6 P(x,y)(Q1(α1) < −t/4)
+ sup
u>−t/4,v>0
P(u,v)(τ1(−M/2) > t/4)
+ sup
y∈(0,B]
P(−M/2,y)(τ2(2B) > t/2).
(4.28)
By Lemma 4.4.13,
P(x,y)(Q1(α1) < −t/4) 6 Ce−C
′t1/6 .
By computations similar to Lemma 4.4.10,
sup
u>−t/4,v>0
P(u,v)(τ1(−M/2) > t/4)
6 P
(
−
t
4
+
√
2W(t/2) +
(
M
2
−β
)
t
2
< −
M
2
)
6 P
(√
2W(t/2) < −
t
4
)
6 Ce−C ′t.
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By Lemma 4.4.8,
sup
y∈(0,B]
P(−M/2,y)(τ2(2B) > t/2) 6 e−C
′√t.
Using these bounds in (4.28), we obtain for all t > t ′α,
P(x,y)(α2 −α1 > t) 6 Ce−C
′t1/6
proving the lemma.
4.5 Analysis of uctuations within a renewal cycle
In this section we prove eorem 4.3.5. Specically, we derive sharp estimates for
the uctuations of excursions of Q1 and Q2 between two successive regeneration
times dened in (4.3). is will eventually furnish tail estimates for the stationary
distribution ofQ1 andQ2 and the scaling of extrema in large time intervals that are
described in eorems 4.2.1 and 4.2.3. First we state and prove Lemmas 4.5.1 – 4.5.9,
which provide all the necessary results for proving eorem 4.3.5 at the end of this
section.
Denote the Brownian motion with dri b and and its corresponding reected
analogue by
W(b)(t) :=
√
2W(t) + bt,
W
(b)
R (t) :=
√
2W(t) + bt− sup
s6t
(√
2W(s) + bs
)
,
where W denotes the standard Brownian motion. Also, denote the local time of the
reected Brownian motion W(b)R and its hiing time of level z by L
(b) and τ(b)(z)
respectively.
Lemma 4.5.1. ere exist positive constants C1,C2 > 0 that do not depend on β such
that
P(0,y+β)
(
τ1
(
−
β
2
)
6 τ2
(y
2
+β
))
6 C1e−C2βy
for y > 14β if β > 1 and y >
64
β log
1
β if β < 1.
Proof. From the evolution equation of Q1 in (4.1), note that for y > 0, W
(y/2)
R
can be constructed on the same probability space as (Q1,Q2), such that starting
from (Q1(0),Q2(0)) = (0,y+ β), almost surely Q1(t) > W(y/2)R (t) for all t 6
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τ2
(y
2 +β
)
. e scale function s for W(y/2)R (t) is obtained by solving the equation
y
2 s
′(z) + s”(z) = 0 (see [148, V.46]) and one candidate is
s(z) =
2
y
(
1− e−yz/2
)
. (4.29)
We will estimate the time taken by W(y/2)R to hit the level −β/2. Dene stopping
times for the processW(y/2) as follows: For i > 0
γi+1 = inf
{
t > γi :W(y/2)(t) −W(y/2)(γi) hits β/4 or −β/4
}
,
with the convention that γ0 = 0. From the explicit form of the scale function s
in (4.29), observe that for i > 0,
P
(
W(y/2)(γi+1) −W
(y/2)(γi) = −β/4
)
=
1− e−βy/8
eβy/8 − e−βy/8
6 e−βy/8.
(4.30)
Dene
N := inf
{
i > 1 :W(y/2)(γi+1) −W(y/2)(γi) = −β/4
}
.
en for any n > 1, by (4.30), P(N 6 n) 6 ne−βy/8. Note that for t < γN,
W
(y/2)
R (t) > −β/2. us, τ
(y/2)
(
−β2
)
> γN. Consequently,
L(y/2)
(
τ(y/2)
(
−
β
2
))
> sup
t6γN
(
W(y/2)(t)
)
> Nβ/4.
erefore, for any n > 1,
P
(
L(y/2)
(
τ(y/2)
(
−
β
2
))
6 nβ
)
6 P (N 6 4n) 6 4ne−βy/8. (4.31)
Further, on the event
[
τ1
(
−β2
)
6 τ2
(y
2 +β
)]
, τ1
(
−β2
)
> τ(y/2)
(
−β2
)
. ere-
fore, for n > 1,
P(0,y+β)
(
τ1
(
−
β
2
)
6 nβ/y, τ1
(
−
β
2
)
6 τ2
(y
2
+β
))
6 P
(
τ(y/2)
(
−
β
2
)
6 nβ/y
)
6 P
(
τ(y/2)
(
−
β
2
)
6 nβ/y,L(y/2)
(
τ(y/2)
(
−
β
2
))
> nβ
)
+P
(
L(y/2)
(
τ(y/2)
(
−
β
2
))
6 nβ
)
.
(4.32)
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An upper bound for the second probability in the right side of (4.32) has been ob-
tained in (4.31). To estimate the rst probability, observe that
P
(
τ(y/2)
(
−
β
2
)
6 nβ/y,L(y/2)
(
τ(y/2)
(
−
β
2
))
> nβ
)
6 P
(
sup
t6nβ/y
(√
2W(t) + yt/2
)
> nβ
)
6 P
(
sup
t6nβ/y
√
2W(t) > nβ/2
)
6 4√
pinβy
e−nβy/16.
(4.33)
Using (4.31) and (4.33) in (4.32), we obtain
P(0,y+β)
(
τ1
(
−
β
2
)
6 nβ/y, τ1
(
−
β
2
)
6 τ2
(y
2
+β
))
6 4ne−βy/8 + 4√
pinβy
e−nβy/16,
(4.34)
where an appropriate choice of n > 1 (depending on y and β) will be made later.
Now, we want to estimate the probability
P(0,y+β)
(
nβ/y < τ1
(
−
β
2
)
6 τ2
(y
2
+β
))
.
Towards this end, recall that S(t) = Q1(t) +Q2(t) has the representation
S(t) = S(0) +
√
2W(t) −βt+
∫t
0
(−Q1(s))ds.
us, for t 6 τ1
(
−β2
)
,
S(t) 6 S(0) +
√
2W(t) −
β
2
t.
erefore, if n is chosen such that y 6
√
nβ/4,
P(0,y+β)
(
nβ/y < τ1
(
−
β
2
)
6 τ2
(y
2
+β
))
6 P
(
y+β+
√
2W(t) −
β
2
t > y/2+β/2, for all t 6 nβ/y
)
6 P
(√
2W(nβ/y) −
nβ2
2y
> −y/2−β/2
)
6 P
(√
2W(nβ/y) > nβ
2
8y
)
since y 6
√
nβ/4
6 8
√
y√
pinβ3/2
e−
nβ3
256y .
(4.35)
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From (4.34) and (4.35) we obtain
P(0,y+β)
(
τ1
(
−
β
2
)
6 τ2
(y
2
+β
))
6 4ne−βy/8 + 4√
pinβy
e−nβy/16 +
8
√
y√
pinβ3/2
e−
nβ3
256y .
(4.36)
Now, if β > 1, choose n = 16y2β2. en, clearly y 6
√
nβ/4. With this choice of
n, the above expression yields the bound
P(0,y+β)
(
τ1
(
−
β
2
)
6 τ2
(y
2
+β
))
6 64(βy)2e−βy/8 + 1√
pi(βy)3/2
e−(βy)
3
+
2√
piβy
e−
βy
16
(4.37)
for y > 14β (this ensures n > 1).
If β < 1, choose n = y4. en y 6
√
nβ/4 is satised if y > 4/β. Some routine
calculations reveal that for y > 4/β the second and third terms appearing on the
right side of (4.36) can be estimated by
4√
pinβy
e−nβy/16 6 1
8
√
pi
e−(βy)
5/16
and
8
√
y√
pinβ3/2
e−
nβ3
256y 6 1√
pi
e−(βy)
3/256.
To estimate the rst term on the right side of (4.36), rewrite it as
4ne−βy/8 =
[
4(βy)4e−(βy)/16
] [
β−4e−(βy)/16
]
.
Observe that β−4e−(βy)/16 6 1 for y > 64β log
1
β . erefore, for β < 1 and
y > 64β log
1
β , we have the following bound:
P(0,y+β)
(
τ1
(
−
β
2
)
6 τ2
(y
2
+β
))
6 1
8
√
pi
e−(βy)
5/16 +
1√
pi
e−(βy)
3/256 + 4(βy)4e−(βy)/16.
(4.38)
e lemma follows from (4.37) and (4.38).
e above lemma can be used to deduce the following hiing-time estimate for
Q2.
158
Chapter 4. Steady-state Analysis of JSQ in the Diusion Regime
Lemma 4.5.2. ere exist constants C˜1, C˜2 > 0 that do not depend on β such that
P(0,y+β)
(
τ2 (2y+β) 6 τ2
(y
2
+β
))
6 C˜1e−C˜2βy
for y > 14β if β > 1 and y >
64
β log
1
β if β < 1.
Proof. We can write for any y > 0,
P(0,y+β)
(
τ2 (2y+β) 6 τ2
(y
2
+β
))
6 P(0,y+β)
(
τ1
(
−
β
2
)
6 τ2
(y
2
+β
))
+P(0,y+β)
(
τ2 (2y+β) < τ1
(
−
β
2
))
.
(4.39)
By Lemma 4.5.1,
P(0,y+β)
(
τ1
(
−
β
2
)
6 τ2
(y
2
+β
))
6 C1e−C2βy (4.40)
for y > 14β if β > 1 and y >
64
β log
1
β if β < 1. To estimate the second probability
in (4.39), recall that for t 6 τ1
(
−β2
)
, S(t) = Q1(t) +Q2(t) satises
S(t) 6 S(0) +
√
2W(t) −
β
2
t.
erefore,
P(0,y+β)
(
τ2 (2y+β) < τ1
(
−
β
2
))
6 P
(
sup
t<∞
(√
2W(t) −
β
2
t
)
> y
)
= e−
βy
2
(4.41)
for y > 0. e rst inequality above follows from the fact that points of time where
Q2 increases are precisely those whereQ1 equals zero: henceQ1(τ2(2y+β)) = 0.
e lemma now follows by using (4.40) and (4.41) in (4.39).
e above estimate can be strengthened to the following tail estimate which will
be used to study uctuations of Q2 between successive regeneration times.
Lemma 4.5.3. Recall the constants C˜1, C˜2 in the statement of Lemma 4.5.2. ere exist
constants C∗1 ,C
∗
2 > 0 that do not depend on β such that
P(0,y+β) (τ2 (2y+β) 6 τ2 (y0 +β)) 6 C∗1e−C
∗
2βy for all y > y0,
where y0 = max
{
1
4β ,
log(4C˜1)
C˜2β
}
if β > 1 and max
{
64
β log
1
β ,
log(4C˜1)
C˜2β
}
if β < 1.
159
Chapter 4. Steady-state Analysis of JSQ in the Diusion Regime
Proof. Dene stopping times:
T2k+1 = inf
{
t > T2k : Q2(t) = 2y+β or Q2(t) =
y
2
+β or Q2(t) = y0 +β
}
;
T2k+2 = inf {t > T2k+1 : Q2(t) = y+β or Q2(t) = y0 +β} ,
for k > 0, with the convention that T0 = 0. Let
N0 = inf{k > 1 : Q2 (T2k) = y0 +β}.
Dene Qˆ2(t) = log2(Q2(t) − β). By Lemma 4.5.2 and our choice of y0, for any
z > log2(y0),
P(Qˆ2 hits z+ 1 before z− 1 | Qˆ2(0) = z,Q1(0) = 0)
= P(0,2z+β)(Q2 hits 2z+1 +β before 2z−1 +β) 6 1/4.
us, Qˆ2 starting from any z > log2(y0) and observed at the stopping times where
the increments are ±1 until the rst time it crosses the level log2(y0) (i.e., strictly
less than log2(y0)) is stochastically dominated by a random walk (Sn)n>0 where
P(Sn+1 − Sn = 1) = 1−P(Sn+1 − Sn = −1) = 1/4.
erefore,
sup
z>log2(y0)
P(Qˆ2 hits z+ 1 before it crosses log2(y0) | Qˆ2(0) = z,Q1(0) = 0)
6 sup
z>log2(y0)
P(Sn hits z+ 1 | S0 = z) = p(S) < 1,
which, in turn, implies that for any y > y0,
P(0,y+β) (τ2 (2y+β) 6 τ2 (y0 +β)) 6 p(S) < 1.
us, for any k > 1,
P(0,y+β)
(
N0 > k+ 1
)
6 (p(S))k. (4.42)
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Finally, for any y > y0,
P(0,y+β) (τ2 (2y+β) 6 τ2 (y0 +β)) = P(0,y+β)
(
sup
06t6T2N0
Q2(t) > 2y+β
)
6
∞∑
k=1
P(0,y+β)
(
sup
T2k−26t6T2k
Q2(t) > 2y+β,N0 > k
)
=
∞∑
k=1
E(0,y+β)I(N
0 > k)P(0,y+β)
(
τ2 (2y+β) 6 τ2
(y
2
+β
))
,
by the strong Markov property at T2k−2
6 P(0,y+β)
(
τ2 (2y+β) 6 τ2
(y
2
+β
)) ∞∑
k=1
(p(S))k−1, by (4.42)
6 (1− p(S))−1C˜1e−C˜2βy, by Lemma 4.5.2,
which completes the proof of the lemma.
e lower bound on the tail probabilities is achieved for allβ > 0 in the following
lemma.
Lemma 4.5.4. For any β > 0 and any B > 0,
P(0,2B) (τ2(y) < τ2(B)) > (1− e−βB)e−β(y−2B)
for all y > 2B.
Proof. Note that Q2(t) > Q1(t) +Q2(t) = S(t) for all t > 0. Further, recall that
S(t) = S(0) +
√
2W(t) −βt+
∫t
0
(−Q1(s))ds > S(0) +
√
2W(t) −βt, t > 0.
erefore, for all y > 2B,
P(0,2B) (τ2(y) < τ2(B)) > P(0,2B) (S(t) hits level y before level B)
> P
(
2B+
√
2W(t) −βt hits level y before level B
)
= P
(√
2W(t) −βt hits level y− 2B before level −B
)
=
1− e−βB
eβ(y−2B) − e−βB
, by scale function arguments
> (1− e−βB)e−β(y−2B),
proving the lemma.
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Now, we will study uctuations of Q1 within one renewal cycle. Recall l0(β)
from (4.5) and the notation
σ(t) = inf{s > t : Q1(s) = 0}, t > 0.
Lemma 4.5.5. ere exist constants R1 > 0 not depending on β and p∗∗(β) ∈ (0, 1)
such that for all R > R1,
sup
y>Rl0(β)
P(0,y) (τ1(−β) < τ2(Rl0(β))) = p
∗(β,R) 6 p∗∗(β). (4.43)
Proof. In the proof C,C ′,C1,C2, . . . will denote generic positive constants not de-
pending on β and R whose values might change from line to line. For any y >
Rl0(β) −β,
P(0,y+β)
(
τ1(−β) < σ
(
τ2
(y
2
+β
)))
6 P(0,y+β)
(
τ1(−β/2) 6 τ2
(y
2
+β
))
+P(0,y+β)
(
τ2
(y
2
+β
)
< τ1(−β/2) < τ1(−β) < σ
(
τ2
(y
2
+β
)))
6 P(0,y+β)
(
τ1(−β/2) 6 τ2
(y
2
+β
))
+ sup
x∈[−β/2,0]
P(x,y2+β)
(τ1(−β) < τ1(0))
(4.44)
where the last step is a consequence of the strong Markov property applied at the
time τ2
(y
2 +β
)
. From Lemma 4.5.1, for R > 65,
P(0,y+β)
(
τ1(−β/2) 6 τ2
(y
2
+β
))
6 C1e−C2βy, y > Rl0(β) −β. (4.45)
Now let us take the starting conguration to be (Q1(0),Q2(0)) =
(
x, y2 +β
)
with
y > Rl0(β) − β and R > 5. In that case, since (d/dt)Q2(t) > −Q2(t), therefore
Q2(t) > (y/2+β)/2 for all t 6 log 2. Consequently, for any t 6 log 2,
Q1(t) = Q1(0) +
√
2W(t) −βt+
∫t
0
(−Q1(s) +Q2(s))ds− L(t)
> x+
√
2W(t) −βt+
∫t
0
Q2(s)ds
> x+
√
2W(t) + (y− 2β)t/4 > x+
√
2W(t) + yt/8.
erefore,
sup
x∈[−β/2,0]
P(x,y2+β)
(τ1(−β) < τ1(0) 6 log 2)
6 sup
x∈[−β/2,0]
P(x,y2+β)
(
x+
√
2W(t) + yt/8 hits −β before 0
)
6 P
(√
2W(t) + yt/8 hits −β/2 before β/2
)
6 e−βy/16
(4.46)
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where the last step follows from standard scale function arguments. Moreover, for
y > Rl0(β) −β with R > 65,
sup
x∈[−β/2,0]
P(x,y2+β)
(τ1(0) > log 2)
6 sup
x∈[−β/2,0]
P(x,y2+β)
(
sup
t6log 2
(x+
√
2W(t) + yt/8) < 0
)
6 P
(
sup
t6log 2
(
√
2W(t) + yt/8) < β/2
)
6 P
(√
2W(log 2) < −y/32
)
6 e−y2/(4(322) log 2) 6 e−βy/(64 log 2).
(4.47)
Using (4.45)–(4.47) in (4.44), we obtain for R > 65, there exist positive constants
C,C ′ not depending on β and R such that for all y > Rl0(β) −β
P(0,y+β)
(
τ1(−β) < σ
(
τ2
(y
2
+β
)))
6 Ce−C ′βy. (4.48)
Denote Γ(y,β) =
⌊
log2
(
y
Rl0(β)−β
)
+ 2
⌋
. Now, for any y > Rl0(β) − β, observe
that the event [τ1(−β) 6 τ2(Rl0(β))] can be wrien as a subset of
Γ(y,β)⋃
k=1
[
σ
(
τ2
( y
2k−1
+β
))
< τ1 (−β) < σ
(
τ2
( y
2k
+β
)) ]
,
and therefore,
P(0,y+β) (τ1(−β) 6 τ2(Rl0(β)))
6
Γ(y,β)∑
k=1
P(0,y+β)
(
σ
(
τ2
( y
2k−1
+β
))
< τ1(−β) < σ
(
τ2
( y
2k
+β
)))
.
(4.49)
Take any R > 260. For each k 6 Γ(y,β), by the strong Markov property,
P(0,y+β)
(
σ
(
τ2
( y
2k−1
+β
))
< τ1(−β) < σ
(
τ2
( y
2k
+β
)))
6 sup
z∈[y/2k,y/2k−1]
P(0,z+β)
(
τ1(−β) < σ
(
τ2
( y
2k
+β
)))
6 sup
z∈[y/2k,y/2k−1]
P(0,z+β)
(
τ1(−β) < σ
(
τ2
(z
2
+β
)))
6 Ce−C ′βy/2k ,
where the last inequality follows from (4.48) as for k 6 Γ(y,β), y2k >
Rl0(β)−β
4 >
R
4 l0(β) −β and
R
4 > 65.
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Writing p(β,R) = C1e−C2β(Rl0(β)−β)/4 and using the above bound in (4.49),
we obtain R1 > 0 such that for any R > R1 and any y > Rl0(β) −β,
P(0,y+β)(τ1(−β) 6 τ2(Rl0(β))) 6
Γ(y,β)∑
k=1
C1e−C2βy/2
k (4.50)
6
∞∑
k=0
p(β,R)2
k 6
∞∑
k=0
p(β,R1)2
k
=: p∗∗(β) < 1, (4.51)
where the second inequality can be seen as follows: For any y > Rl0(β) − β, the
last term in the sum in (4.50) is bounded above by p(β,R). Also, starting from the
last term and counting backwards in k, observe that each next term is the square of
the previous term, which provides the 2k in the exponent of p(β,R) in (4.51). Now,
it is straightforward to see that for a xed β the rst sum in (4.51) is a decreasing
function in R, and is bounded away from 1 for all large enough R. is proves the
lemma.
Lemma 4.5.6. ere exists a constant R2 > 0 not depending on β such that for any
R > R2, there is a constant C2(β,R) > 0 (depending on β,R) satisfying
sup
z∈[−β,0],y>2Rl0(β)
P(z,y) (τ1(−x) < τ2(Rl0(β))) 6 C2(β,R)e−(x−β)
2/2, (4.52)
for all x > β+ 1.
Proof. Take any R > 0. Let (Q1(0),Q2(0)) = (z,y) where z ∈ [−β, 0] and y >
2Rl0(β). Dene the stopping times: σ(0) = 0 and for k > 0,
σ(2k+1) = inf{t > σ(2k) : Q1(t) = −β− 1 or Q2(t) 6 Rl0(β)},
σ(2k+2) = inf{t > σ(2k+1) : Q1(t) = −β or Q2(t) 6 Rl0(β)}.
DeneNσ = inf{n > 1 : Q2(σ(n)) 6 Rl0(β)}. Observe that for any z ∈ [−β, 0], by
the strong Markov property, we obtain
sup
y>Rl0(β)
P(z,y) (τ1(−β− 1) < τ2(Rl0(β)))
6 sup
y>Rl0(β)
P(z,y) (τ1(0) < τ1(−β− 1) < τ2(Rl0(β)))
+ sup
y>Rl0(β)
P(z,y) (τ1(−β− 1) < τ1(0)∧ τ2(Rl0(β)))
6 sup
y>Rl0(β)
P(0,y) (τ1(−β) < τ2(Rl0(β)))
+ sup
y>Rl0(β)
P(z,y) (τ1(−β− 1) < τ1(0)∧ τ2(Rl0(β))) .
(4.53)
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By Lemma 4.5.5, for large enough R,
sup
y>Rl0(β)
P(0,y) (τ1(−β) < τ2(Rl0(β))) 6 p∗∗(β) < 1. (4.54)
Further, observe that for t 6 τ1(0)∧ τ2(Rl0(β)),
Q1(t) > z+
√
2W(t) + (Rl0(β) −β)t > −β+
√
2W(t) + (Rl0(β) −β)t.
erefore,
sup
y>Rl0(β)
P(z,y) (τ1(−β− 1) < τ1(0)∧ τ2(Rl0(β)))
6 P(−β+
√
2W(t) + (Rl0(β) −β)t hits −β− 1 before 0) 6 e−(Rl0(β)−β).
(4.55)
Using (4.54) and (4.55) in (4.53), we conclude that there is R2 > 0 such that for all
R > R2,
sup
z∈[−β,0],y>Rl0(β)
P(z,y) (τ1(−β− 1) < τ2(Rl0(β))) 6 p ′(β,R) < 1. (4.56)
Using (4.56) and the strong Markov property, there exists a constant C(β,R) > 0
depending on β,R such that
sup
z∈[−β,0],y>2Rl0(β)
E(z,y)(N
σ) 6 2
∞∑
n=0
P(Nσ > 2n)
6 2
∞∑
n=0
p ′(β,R)n 6 C(β,R) <∞. (4.57)
For (Q1(0),Q2(0)) = (−β− u,y) for any u > 1,y > 0, by [92, Proposition 2.18],
a process Z can be constructed on the same probability space as (Q1,Q2), such that
Q1(t) + β > Z(t) for t 6 τ1(0), where Z is an Ornstein-Uhlenbeck process which
solves the SDE:
dZ(t) =
√
2dW(t) −Z(t)dt, Z(0) = −u.
e scale function for Z is given by sZ(z) =
∫z
0 e
w2/2dw. From this observation
and elementary estimates on sZ, we have for any x > β+ u,
sup
y>0
P(−β−u,y) (τ1(−x) < τ1(−β)) 6 P (Z(t) hits − x+β before 0)
=
sZ(0) − sZ(−u)
sZ(0) − sZ(−x+β)
6
√
9pi/2eu
2/2e−(x−β)
2/2. (4.58)
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Finally, using (4.57) and (4.58) along with the strong Markov property, for anyR > R2
and any x > β+ 1,
sup
z∈[−β,0],
y>2Rl0(β)
P(z,y) (τ1(−x) < τ2(Rl0(β)))
= sup
z∈[−β,0],
y>2Rl0(β)
P(z,y)
(
inf
t6σ(Nσ)
Q1(t) < −x
)
6 sup
z∈[−β,0],
y>2Rl0(β)
∞∑
k=0
P(z,y)
(
inf
t∈[σ(2k+1),σ(2k+2)]
Q1(t) < −x,Nσ > 2k+ 2
)
6 sup
z∈[−β,0],
y>2Rl0(β)
∞∑
k=0
E(z,y)1[Nσ>2k+2] sup
y>0
P(−β−1,y) (τ1(−x) < τ1(−β))
6 sup
z∈[−β,0],
y>2Rl0(β)
E(z,y)(N
σ) sup
y>0
P(−β−1,y) (τ1(−x) < τ1(−β))
6 C2(β,R)e−(x−β)
2/2
where C2(β,R) > 0 is a constant depending on β,R. is proves the lemma.
Lemma 4.5.7. For any R > 1 and any x > 18Rl0(β), there exists a positive constant
C3(β,R) (depending on β,R) such that
sup
z∈[−9Rl0(β),0], y62Rl0(β)
P(z,y) (τ1(−x) < τ2(2Rl0(β))) 6 C3(β,R)e−(x−β)
2/2.
Proof. Fix any R > 1, Q1(0) = z > −9Rl0(β) and Q2(0) = y 6 2Rl0(β). Dene
the stopping times: γ(0) = 0 and for k > 0,
γ(2k+1) = inf{t > γ(2k) : Q1(t) = −18Rl0(β) or Q2(t) = 2Rl0(β)},
γ(2k+2) = inf{t > γ(2k+1) : Q1(t) = −9Rl0(β) or Q2(t) = 2Rl0(β)}.
Dene Nγ = inf{n > 1 : Q2(γ(n)) = 2Rl0(β)}. Taking B = 2Rl0(β) and M =
18Rl0(β) in Lemma 4.4.11, we know there exists q(β,R) such that
inf
z∈[−9Rl0(β),0],
y62Rl0(β)
P(z,y) (τ2(2Rl0(β)) < τ1(−18Rl0(β)))
> inf
z∈[−9Rl0(β),0],
y62Rl0(β)
P(z,y) (τ2(4Rl0(β)) < τ1(−18Rl0(β))) > q(β,R) > 0. (4.59)
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Using (4.59) and the strong Markov property, there exists a constant C(β,R) > 0
depending on β,R such that
sup
z∈[−9Rl0(β),0], y62Rl0(β)
E(z,y)(N
γ) 6 2
∞∑
n=0
P(Nγ > 2n)
6 2
∞∑
n=0
(1− q(β,R))n 6 C(β,R) <∞. (4.60)
Using (4.60) and (4.58) along with the strong Markov property, we obtain for any
x > 18Rl0(β),
sup
z∈[−9Rl0(β),0],
y62Rl0(β)
P(z,y) (τ1(−x) < τ2(2Rl0(β)))
= sup
z∈[−9Rl0(β),0],
y62Rl0(β)
P(z,y)
(
inf
t6γ(Nγ)
Q1(t) < −x
)
6 sup
z∈[−9Rl0(β),0],
y62Rl0(β)
∞∑
k=0
P(z,y)
(
inf
t∈[γ(2k+1),γ(2k+2)]
Q1(t) < −x,Nγ > 2k+ 2
)
6 sup
z∈[−9Rl0(β),0],
y62Rl0(β)
∞∑
k=0
E(z,y)1[Nγ>2k+2] sup
y>0
P(−18Rl0(β),y) (τ1(−x) < τ1(−β))
6 sup
z∈[−9Rl0(β),0],
y62Rl0(β)
E(z,y)(N
γ) sup
y>0
P(−18Rl0(β),y) (τ1(−x) < τ1(−β))
6 C3(β,R)e−(x−β)
2/2
for some constant C3(β,R) > 0 depending on β,R. is proves the lemma.
Now, we are in a position to give an upper bound for the uctuations of Q1
between two successive regeneration times Ξk and Ξk+1, k > 0, dened in (4.3)
taking B = Rl0(β) for suciently large xed R.
Lemma 4.5.8. Fix any R > max{2,R1,R2}, where R1 and R2 are obtained from
Lemmas 4.5.5 and 4.5.6 respectively. Let (Q1(0),Q2(0)) = (0, 2Rl0(β)) and take
B = Rl0(β) in (4.3). ere exists a constant C∗(β,R) > 0 depending on β,R such
that for any x > 18Rl0(β),
P(0,2Rl0(β))
(
inf
t6Ξ0
Q1(t) < −x
)
6 C∗(β,R)e−(x−2β)2/8.
167
Chapter 4. Steady-state Analysis of JSQ in the Diusion Regime
Proof. Choose and x R > max{2,R1,R2}. Dene
Ξ∗ = inf
{
t > τ2(Rl0(β)) : Q1(t) > −β− 1
}
.
en for any x > 2(β+ 1), by Lemma 4.5.6 and (4.58) along with the strong Markov
property,
P(0,2Rl0(β))
(
inf
τ2(Rl0(β))6t6Ξ∗
Q1(t) < −x
)
6 P(0,2Rl0(β))
(
inf
τ2(Rl0(β))6t6Ξ∗
Q1(t) < −x,Q1(τ2(Rl0(β))) > −x/2
)
+P(0,2Rl0(β)) (τ1(−x/2) < τ2(Rl0(β)))
6 sup
u∈[1, x2−β]
P(−β−u,Rl0(β)) (τ1(−x) < τ1(−β))
+P(0,2Rl0(β)) (τ1(−x/2) < τ2(Rl0(β)))
6
√
9pi/2e(
x
2−β)
2/2e−(x−β)
2/2 +C2(β,R)e−(
x
2−β)
2/2
6 (
√
9pi/2+C2(β,R))e−(x−2β)
2/8.
(4.61)
erefore, for any x > 18Rl0(β), using (4.61) along with Lemmas 4.5.6 and 4.5.7,
P(0,2Rl0(β))
(
inf
t6Ξ0
Q1(t) < −x
)
6 P(0,2Rl0(β))
(
inf
t6τ2(Rl0(β))
Q1(t) < −x
)
+P(0,2Rl0(β))
(
inf
τ2(Rl0(β))6t6Ξ∗
Q1(t) < −x
)
+P(0,2Rl0(β))
(
inf
Ξ∗6t6Ξ0
Q1(t) < −x
)
6 P(0,2Rl0(β)) (τ1(−x) < τ2(Rl0(β)))
+ sup
z∈[−9Rl0(β),0], y62Rl0(β)
P(z,y) (τ1(−x) < τ2(2Rl0(β)))
+P(0,2Rl0(β))
(
inf
τ2(Rl0(β))6t6Ξ∗
Q1(t) < −x
)
6 C2(β,R)e−
(x−β)2
2 +
(
C2(β,R) +
√
9pi/2
)
e−
(x−2β)2
8 +C3(β,R)e−
(x−β)2
2
6 C∗(β,R)e−(x−2β)2/8
which proves the lemma.
Now, we prove a lower bound for the uctuation of Q1.
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Lemma 4.5.9. Let (Q1(0),Q2(0)) = (0, 2Rl0(β)) and and take B = Rl0(β) in (4.3).
ere exist constants R∗∗ > 0 not depending on β such that for any R > R∗∗ and any
x > β,
P(0,2Rl0(β))
(
inf
t6Ξ0
Q1(t) < −x
)
> C∗∗(β,R)e−x2 ,
where the positive constant C∗∗(β,R) depends on both β and R.
Proof. Using y = 2Rl0(β) −β in Lemma 4.5.1, we observe that there exists R∗∗ > 0
such that for all R > R∗∗, there is a constant q1(β,R) > 0 (depending on β,R) for
which
P(0,2Rl0(β)) (τ1(−β/2) > τ2(Rl0(β) +β/2) > q1(β,R) > 0. (4.62)
Recall S(t) = Q1(t) +Q2(t). Recall that Q1(t) 6 S(t) 6 Q2(t) for every t, and
when Q1(0) ∈ [0,β/2],
S(t) = S(0) +
√
2W(t) −βt+
∫t
0
(−Q1(s))ds 6 S(0) +
√
2W(t) −
β
2
t
for t 6 τ1(−β/2). Moreover, observe that if Q2(0) 6 2Rl0(β), then we have
Q1(τ2(2Rl0(β))) = 0 and consequently,
S(τ2(2Rl0(β))) = Q2(τ2(2Rl0(β))) = 2Rl0(β).
us,
sup
z∈[−β/2,0]
P(z,Rl0(β)+β/2) (τ2(2Rl0(β)) < τ1(−β/2))
6 sup
z∈[−β/2,0]
P(z,Rl0(β)+β/2) (S(t) hits 2Rl0(β) before −β/2)
6 sup
z∈[−β/2,0]
P(z,Rl0(β)+β/2)
(
z+ Rl0(β) +β/2+
√
2W(t) −
β
2
t
hits 2Rl0(β) before −β/2
)
6 P
(√
2W(t) −
β
2
t hits Rl0(β) −β/2
)
6 e−β(Rl0(β)−β/2)/2 =: 1− q2(β,R) < 1.
(4.63)
For y 6 2Rl0(β) and (Q1(0),Q2(0)) = (−β/2,y), by [92, Proposition 2.18], a
process U can be constructed on the same probability space as (Q1,Q2) such that
almost surelyQ1(t)+β 6 U(t) for all t 6 τ1(0), whereU is an Ornstein-Uhlenbeck
process which solves the SDE:
dU(t) =
√
2dW(t) + (2Rl0(β) −U(t))dt, U(0) = β/2.
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e scale function for U is given by sU(u) =
∫u
0 e
(w−2Rl0(β))2/2dw. erefore,
by elementary estimates on sU, there exists a constant C(β,R) > 0 (depending on
β,R) such that for any x > β,
inf
y62Rl0(β)
P(−β/2,y) (τ1(−x) < τ1(0)) > P (U(t) hits − (x−β) before β)
=
sU(β) − sU(β/2)
sU(β) − sU(−(x−β))
> C(β,R)e−x2 . (4.64)
Recall the notation σ(t) = inf{s > t : Q1(s) = 0} and dene the stopping time
σR = inf{t > τ2(Rl0(β) +β/2) : Q2(t) = 2Rl0(β)}.
From (4.62)–(4.64) and the strong Markov property, for any R > R∗∗ and any x > β,
P(0,2Rl0(β))
(
inf
t6Ξ0
Q1(t) < −x
)
> P(0,2Rl0(β))(τ2(Rl0(β) +β/2) < τ1(−β/2) < σR,
τ1(−x) ∈ (τ1(−β/2),σ(τ1(−β/2))))
> P(0,2Rl0(β)) (τ1(−β/2) > τ2(Rl0(β) +β/2))
× inf
z∈[−β/2,0]
P(z,Rl0(β)+β/2) (τ1(−β/2) < τ2(2Rl0(β)))
× inf
y62Rl0(β)
P(−β/2,y) (τ1(−x) < τ1(0))
> q1(β,R)q2(β,R)C(β,R)e−x
2
.
is proves the lemma.
Proof of eorem 4.3.5. Fix any
R0 > 4max{64, log(4C˜1)/C˜2,R1,R2,R∗∗}, (4.65)
where where R1,R2 and R∗∗ are obtained from Lemmas 4.5.5, 4.5.6 and 4.5.9 respec-
tively and C˜1, C˜2 are the constants dened in the statement of Lemma 4.5.2. Choose
B = R0l0(β) in (4.3).
To prove (i), note that y0 dened in Lemma 4.5.3 satises y0 +β < R0l0(β) for our
specic choice of R0. erefore, taking z = y−β2 in place of y in Lemma 4.5.3 and
applying the strong Markov property at τ2(z+β), we have for any y > 4R0l0(β),
P(0,2R0l0(β)) (τ2(y) 6 Ξ0) = P(0,2R0l0(β)) (τ2(y) 6 τ2(R0l0(β)))
6 P(0,z+β) (τ2(2z+β) 6 τ2(R0l0(β)))
6 P(0,z+β) (τ2(2z+β) 6 τ2(y0 +β)) 6 C∗1e−C
∗
2βz.
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Part (ii) follows from Lemma 4.5.4 by taking B = R0l0(β). Parts (iii) and (iv) are
direct consequences of Lemmas 4.5.8 and 4.5.9 respectively.
4.6 Proofs of the main results
Proof of eorem 4.2.1. We will show that the tail bounds stated in the theorem hold
with CR(β) = 18R0l0(β) andDR(β) = 4R0l0(β), where R0 is dened in (4.65) and
l0(β) was dened in (4.5). Taking B = R0l0(β) in eorem 4.3.3, note that for any
x > 0,y > 0,
pi(Q1(∞) < −x) = E(0,2R0l0(β))
(∫Ξ0
0 1[Q1(s)<−x]ds
)
E(0,2R0l0(β)) (Ξ0)
,
pi(Q2(∞) > y) = E(0,2R0l0(β))
(∫Ξ0
0 1[Q2(s)>y]ds
)
E(0,2R0l0(β)) (Ξ0)
. (4.66)
To prove the theorem, we only need to estimate the numerators in the above repre-
sentation. By the Cauchy-Schwarz inequality, for x > 18R0l0(β),
E(0,2R0l0(β))
(∫Ξ0
0
1[Q1(s)<−x]
ds
)
6 E(0,2R0l0(β))
(
1[τ1(−x)]<Ξ0]
(Ξ0 − τ1(−x))
)
6
√
P(0,2R0l0(β))(τ1(−x) < Ξ0)
√
E(0,2R0l0(β))(Ξ0)
2
6
√
C∗(β)e−(x−2β)
2/16
√
E(0,2R0l0(β))(Ξ
2
0),
where the last inequality is a consequence of Part (iii) of eorem 4.3.5. By Proposi-
tion 4.3.2, E(0,2R0l0(β))
(
Ξ20
)
< ∞. Now, using this in the above bound, we obtain
the upper bound on pi(Q1(∞) < −x) claimed in the theorem. e upper bound for
pi(Q2(∞) > y) is obtained similarly using part (i) of eorem 4.3.5.
To obtain the lower bound on pi(Q1(∞) < −x), we proceed along the same line
of arguments as in the proof of Lemma 4.5.9. Recall the stopping time
σR = inf{t > τ2(Rl0(β) +β/2) : Q2(t) = 2Rl0(β)}.
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Observe that for x > β,
E(0,2R0l0(β))
(∫Ξ0
0
1[Q1(s)<−x]
ds
)
> E(0,2R0l0(β))
(
1[τ2(R0l0(β)+β/2)<τ1(−β/2)<σR0 ]
σ(τ1(−β/2))∫
τ1(−β/2)
1[Q1(s)<−x]
ds
)
> P(0,2R0l0(β)) (τ2(R0l0(β) +β/2) < τ1(−β/2))
× inf
y62R0l0(β)
E(−β/2,y)
(∫τ1(0)
0
1[Q1(s)<−x]
ds
)
× inf
z∈[−β/2,0]
P(z,R0l0(β)+β/2) (τ1(−β/2) < τ2(2R0l0(β)))
> q1(β,R0)q2(β,R0) inf
y62R0l0(β)
E(−β/2,y)
(∫τ1(0)
0
1[Q1(s)<−x]
ds
)
where q1(β,R0) > 0,q2(β,R0) > 0 are obtained in (4.62) and (4.63) respectively
with R0 in place of R.
Recall that for y 6 2R0l0(β) and (Q1(0),Q2(0)) = (−β/2,y), by [92, Propo-
sition 2.18], a process Uβ/2 can be constructed on the same probability space as
(Q1,Q2), such that Q1(t) + β 6 Uβ/2(t) for t 6 τ1(0), where Uz is an Ornstein-
Uhlenbeck process which solves the SDE:
dUz(t) =
√
2dW(t) + (2Rl0(β) −U(t))dt, Uz(0) = z,
where the scale function for Uz is given by sU(u) =
∫u
0 e
(w−2Rl0(β))2/2dw.
Dene τUz (w) = inf{t > 0 : Uz(t) = w} and write the law of Uz and the
corresponding expectation as PUz and EUz respectively. en, for x > β,
inf
y62R0l0(β)
E(−β/2,y)
(∫τ1(0)
0
1[Q1(s)<−x]
ds
)
> EUβ/2
(∫τU
β/2(β)
0
1[Uβ/2(s)<−x+β]
ds
)
, hence, by strong Markov property,
> PUβ/2
(
τUβ/2(−2x+β) < τ
U
β/2(β)
)
EU−2x+β
(
τU−2x+β(−x+β)
)
=
sU(β) − sU(β/2)
sU(β) − sU(−(2x−β))
EU−2x+β
(
τU−2x+β(−x+β)
)
> C(β)e−4x2EU−2x+β
(
τU−2x+β(−x+β)
)
,
(4.67)
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where C(β) is a positive constant that only depends on β. Now, from the Doob
representation of the Ornstein-Uhlenbeck process,
U−2x+β(t) = (−2x+β)e−t + 2R0l0(β)(1− e−t) + e−tW˜(e2t − 1)
for a standard Brownian motion W˜. erefore, taking T = log(5/4), for x >
4R0l0(β),
PU−2x+β
(
τU−2x+β(−x+β) 6 T
)
6 P
(
sup
t6T
(
(−2x+β)e−t + 2R0l0(β)(1− e−t) + e−tW˜(e2t − 1)
)
> −x+β
)
6 P
(
(−2x+β)e−T + 2R0l0(β)(1− e−T ) + sup
t6T
(
W˜(e2t − 1)
)
> −x+β
)
6 P
(
sup
t6T
(
W˜(e2t − 1)
)
> x/2
)
by our choice of T
= P
(
sup
t61
W˜(t) >
x
2
√
exp(2T) − 1
)
by Brownian scaling
6 4
√
exp(2T) − 1√
2pix
<
1
2
.
us,
EU−2x+β
(
τU−2x+β(−x+β)
)
=
∫∞
0
PU−2x+β
(
τU−2x+β(−x+β) > t
)
dt
> 1
2
log(5/4).
Using this in (4.67) gives us the lower bound on pi(Q1(∞) < −x) claimed in the
theorem.
Finally, we prove the lower bound on pi(Q2(∞) > y). Note that by the strong
Markov property, for any y > R0l0(β),
E(0,2R0l0(β))
(∫Ξ0
0
1[Q2(s)>y]ds
)
> P(0,2R0l0(β)) (τ2(2y) 6 Ξ0)×E(0,2y) (τ2(y))
> (1− e−βR0l0(β))e−β(2y−2R0l0(β))E(0,2y) (τ2(y))
(4.68)
where the last step follows from Part (ii) of eorem 4.3.5. Recall that
Q2(t) > S(t) > S(0) +
√
2W(t) −βt, t > 0,
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where S(t) = Q1(t) +Q2(t). erefore, starting with (Q1(0),Q2(0)) = (0, 2y),
the hiing time of level y of Q2 is stochastically bounded below by the hiing time
of y by S(0) +
√
2W(t) − βt. Denoting the laer hiing time by τS(y), we obtain
E(0,2y) (τ2(y)) > E(0,2y)
(
τS(y)
)
. For y > R0l0(β),
P(0,2y)
(
τS(y) 6 y
2β
)
= P
(
inf
t6 y2β
(
2y+
√
2W(t) −βt
)
< y
)
6 P
(
inf
t6 y2β
(√
2W(t)
)
< −y/2
)
= P
(
inf
t61
(W(t)) < −
√
βy/2
)
6 4√
2piβy
6 4√
2piR0
<
1
2
,
for our choice of R0. is gives
E(0,2y)
(
τS(y)
)
=
∫∞
0
P(0,2y)
(
τS(y) > t
)
dt > y
4β
.
Using this in (4.68) gives us the lower bound on pi(Q2(∞) > y) claimed in the
theorem.
Proof of eorem 4.2.3. Below we provide the proof of the uctuation result for Q2.
e proof for Q1 follows using analogous arguments.
Take C∗ in the theorem to be the positive constant C∗2 not depending on β that
was obtained in Part (i) of eorem 4.3.5. Fix  ∈ (0, 1/2). Fix any starting point
(Q1(0),Q2(0)) = (x,y). en by Parts (i) and (ii) of eorem 4.3.5, we obtain con-
stants D1(β) and D2(β) and an integer N(β) > 0 depending only on β and such
that for all n > N(β),
P(x,y)
(
sup
t∈[Ξn,Ξn+1]
Q2(t) >
2(1+ ) logn
C∗2β
)
6 D1(β)
n1+
,
P(x,y)
(
sup
t∈[Ξn,Ξn+1]
Q2(t) >
(1− ) logn
β
)
> D2(β)
n1−
.
erefore, by the Borel-Cantelli Lemma,
1− 
β
6 lim sup
n→∞
supt∈[Ξn,Ξn+1]Q2(t)
logn
6 2(1+ )
C∗2β
, a.s. (4.69)
By Proposition 4.3.2, E(0,2R0l0(β)) (Ξ0) < ∞ and as {Ξn+1 − Ξn}n>0 are i.i.d.,
therefore by the Strong Law of Large Numbers,
lim
n→∞ Ξnn → E(0,2R0l0(β)) (Ξ0) , a.s. (4.70)
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From the lower bound in (4.69), with probability one, there exists a subsequence
{nk} ⊆ {n} and tnk ∈ [Ξnk ,Ξnk+1] such that
Q2(tnk) > (1− 2)
lognk
β
for all suciently large k. Moreover, by (4.70), almost surely,
log tnk 6 logΞnk+1 = log
(
Ξnk+1
nk + 1
)
+ log(nk + 1) 6 (1+ ) lognk
for all suciently large k. erefore, almost surely, for all suciently large k,
Q2(tnk)
log tnk
> 1− 2
(1+ )β
.
Since this holds for every  ∈ (0, 1/2), we obtain
lim sup
t→∞
Q2(t)
log t
> 1
β
, a.s.
From the upper bound in (4.69) and (4.70), we obtain n0 such that for all n > n0
supt∈[Ξn,Ξn+1]Q2(t)
logn
6 2(1+ )
C∗2β
, and log t > (1− ) logn.
erefore,
Q2(t)
log t
6 2(1+ )
(1− )C∗2β
, for all t > Ξn0
and hence,
lim sup
t→∞
Q2(t)
log t
6 2
C∗2β
, a.s.
e uctuation result forQ1 is obtained similarly using Parts (iii) and (iv) of eorem
4.3.5.
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Abstract
We consider a system of N identical server pools and a single dispatcher
where tasks with unit-exponential service requirements arrive at rate λ(N). In
order to optimize the experienced performance, the dispatcher aims to evenly
distribute the tasks across the various server pools. Specically, when a task
arrives, the dispatcher assigns it to the server pool with the minimum number
of tasks among d(N) randomly selected server pools.
We construct a stochastic coupling to bound the dierence in the system oc-
cupancy processes between the JSQ policy and a scheme with an arbitrary value
of d(N). We use the coupling to derive the uid limit in case d(N) → ∞ and
λ(N)/N → λ as N → ∞, along with the associated xed point. e uid limit
turns out to be insensitive to the exact growth rate of d(N), and coincides with
that for the JSQ policy. We further establish that the diusion limit corresponds
to that for the JSQ policy as well, as long as d(N)/
√
N log(N)→∞, and char-
acterize the common limiting diusion process. ese results indicate that the
JSQ optimality can be preserved at the uid-level and diusion-level while re-
ducing the overhead by nearly a factor O(N) and O(
√
N/ log(N)), respectively.
5.1 Introduction
In this chapter, we establish asymptotic optimality for a broad class of randomized
load balancing strategies as described in Section 1.5. Specically, we focus on a basic
scenario of N identical parallel server pools and a single dispatcher where tasks ar-
rive as a Poisson process. Incoming tasks cannot be queued, and must immediately
be dispatched to one of the server pools to start execution, or discarded. Specically,
when a task arrives, the dispatcher assigns it to a server with the shortest queue
among d(N) randomly selected servers (1 6 d(N) 6 N). e execution times are
assumed to be exponentially distributed, and do not depend on the number of other
tasks receiving service, but the experienced performance (e.g. in terms of received
throughput or packet-level delay) does degrade in a convex manner with an increas-
ing number of concurrent tasks.
e results in this chapter mirror the uid-level and diusion-level optimality
properties reported in Chapter 2 for power-of-d(N) strategies in a scenario with
single-server queues (not server pools as in this chapter). Another important dif-
ference between the current system and the one studied in Chapter 2 is that arriving
tasks that are not immediately placed into service can queue in the system of Chap-
ter 2, whereas tasks cannot queue in the system of this chapter (so in case of nite
server pools, arriving tasks that are not immediately served are discarded). Conse-
quently, here the load per server pool λ can possibly be larger than 1, in contrast to
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the λ < 1 assumption in Chapter 2. As it turns out, due to these dierences in the dy-
namics, a fundamentally dierent coupling argument is required in the present chap-
ter to establish asymptotic equivalence. In particular, for the single-server dynamics,
rst the servers are ordered according to the number of active tasks, and the depar-
tures at the ordered servers under two dierent policies are then coupled. In con-
trast, for the innite-server dynamics, the departure rate at the ordered server pools
can vary depending on the exact number of active tasks. erefore, the departure
processes under two dierent policies cannot be coupled as in Chapter 2, which ne-
cessitates the construction of a novel stochastic coupling. Specically, one can think
of the coupling for the single-server dynamics as one-dimensional (depending only
upon the ordering of the servers), while the coupling we introduce in this chapter is
two-dimensional, with the server ordering as one coordinate and the number of tasks
as the other, as will be explained in greater detail later. We further elaborate on the
necessity and novelty of the coupling methodology developed in the current chapter,
and reect on the contrast with the stochastic optimality results for the JSQ policy in
the existing literature and the coupling technique in Chapter 2 in Remarks 5.4.3 and
5.4.4. In addition, the uid- and diusion-limit results in the innite-server scenario
are also notably dierent from those in Chapter 2. More specically, we extend the
uid-limit result in eorem 2.3.1 in Chapter 2 to a more general class of assignment
probabilities and departure rate functions, and depending on whether the scaled ar-
rival rate converges to an integer or not, obtain a qualitatively dierent behavior of
the occupancy state process on diusion scale. Furthermore, the diusion-limit re-
sult in eorem 1.4.2 characterizes the diusion-scale behavior only in the transient
regime, whereas in the current chapter, since tightness of the diusion-scaled occu-
pancy process is not an issue (due to the innite-server dynamics), we are able to
analyze the steady-state behavior as well.
e remainder of the chapter is organized as follows. In Section 5.2 we present
a detailed model description, and provide an overview of the main results. In Sec-
tion 5.3 we explain the proof outline and introduce a notion of asymptotic equiva-
lence of two assignment schemes. Section 5.4 introduces a stochastic coupling be-
tween any two schemes, and proves the asymptotic equivalence results. Sections 5.5–
5.7 contain the proofs of the main results, and in Section 5.8 we reect upon various
performance implications. We conclude in Section 5.9 with topics for further re-
search.
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5.2 Main results
5.2.1 Model description and notation
Consider a system with N parallel identical server pools and a single dispatcher
where tasks arrive as a Poisson process of rate λ(N). Arriving tasks cannot be
queued, and must immediately be assigned to one of the server pools to start ex-
ecution. e execution times are assumed to be exponentially distributed with unit
mean, and do not depend on the number of other tasks receiving service. Each server
pool is however only able to accommodate a maximum of B simultaneous tasks (pos-
sibly B =∞), and when a task is allocated to a server pool that is already handling
B active tasks, it gets permanently discarded.
Specically, when a task arrives, the dispatcher assigns it to the server pool
with the minimum number of active tasks among d(N) randomly selected server
pools (1 6 d(N) 6 N). As mentioned earlier, this assignment strategy is called
a JSQ(d(N)) scheme, as it closely resembles the power-of-d version of the Join-
the-Shortest-eue (JSQ) policy, and will also concisely be referred to as such in
the special case d(N) = N. We will consider an asymptotic regime where the
number of server pools N and the task arrival rate λ(N) grow large in proportion,
with λ(N)/N → λ 6 B as N → ∞. For convenience, we denote K = bλc and
f = λ−K ∈ [0, 1).
For any d(N) (1 6 d(N) 6 N), let
Qd(N)(t) = (Qd(N)1 (t),Q
d(N)
2 (t), . . . ,Q
d(N)
B (t))
be the system occupancy state, whereQd(N)i (t) is the number of server pools under
the JSQ(d(N)) scheme with i or more active tasks at time t, i = 1, . . . ,B. A schematic
diagram of theQi-values has been provided in Figure 1.3. We occasionally omit the
superscript d(N), and replace it byN, to refer to theNth system, when the value of
d(N) is clear from the context. In case of a nite buer size B < ∞, when a task is
discarded, we call it an overow event, and we denote by Ld(N)(t) the total number
of overow events under the JSQ(d(N)) policy up to time t.
roughout we assume that at each arrival epoch the server pools are ordered
in nondecreasing order of the number of active tasks (ties can be broken arbitrar-
ily), recall Figure 1.3 in Chapter 1, and whenever we refer to some ordered server
pool, it should be understood with respect to this prior ordering, unless mentioned
otherwise.
Notation. Boldfaced leers will be used to denote vectors. A sequence of random
variables
{
XN
}
N>1 is said to be OP(g(N)), or oP(g(N)), for some function g :
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N → R+, if the sequence of scaled random variables
{
XN/g(N)
}
N>1 is a tight
sequence, or converges to zero in probability, respectively. Whenever we mention
‘with high probability’, it should be understood as ‘with probability tending to 1 as
the underlying scaling parameter tends to innity’. For stochastic boundedness of a
process we refer to [140, Denition 5.4]. Also, f will be called ‘diverging to innity’
if g(N) → ∞ as N → ∞. For any complete separable metric space E, denote
by DE[0,∞), the set of all E-valued ca`dla`g (right continuous with le limits exist)
processes. By the symbol ‘ L−→’ we denote convergence in distribution for real-valued
random variables, and with respect to Skorohod-J1 topology for ca´dla´g processes.
5.2.2 Fluid-limit results
In order to state the uid-limit results, we rst introduce some useful notation. De-
note the uid-scaled system occupancy state by qd(N)(t) := Qd(N)(t)/N. We will
denote by S˜ =
{
Q ∈ ZB : Qi 6 Qi−1 for all i = 2, . . . ,B
}
and S =
{
q ∈ [0, 1]B :
qi 6 qi−1 for all i = 2, . . . ,B
}
the set of all possible unscaled and uid-scaled oc-
cupancy states, respectively. Further dene SN := S ∩ {i/N : 1 6 i 6 N}B as the
space of all uid-scaled occupancy states of the Nth system. We take the following
product norm on S: for q1 = (q1,1,q1,2, . . . ,q1,B), q2 = (q2,1,q2,2, . . . ,q2,B) ∈ RB,
ρ(q1,q2) :=
B∑
i=1
|q1,i − q2,i| ∧ 1
2i
,
and all the convergence results below will be with respect to product topology. We
oen write ρ(q1,q2) as ‖q1 − q2‖1. Let (E, ρˆ) be a metric space. We call a function
g : S→ E Lipschitz continuous on S, if there exists L > 0, such that for all x,y ∈ S,
ρˆ(g(x),g(y)) 6 Lρˆ(x,y).
For any q ∈ S, denote by m(q) = min{i : qi+1 < 1} the minimum number of
active tasks among all server pools, with the convention that qB+1 = 0 if B < ∞.
If m(q) = 0, then dene p0(m(q)) = 1 and pi(m(q)) = 0 for all i = 1, 2, . . ..
Otherwise, in case m(q) > 0, we distinguish two cases, depending on whether the
normalized arrival rate λ is larger thanm(q)(1−qm(q)+1) or not. If λ 6 m(q)(1−
qm(q)+1), then dene
pm(q)−1(q) = 1, and pi(q) = 0 for all i 6= m(q) − 1.
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On the other hand, if λ > m(q)(1− qm(q)+1), then
pi(q) =

m(q)(1− qm(q)+1)/λ for i = m(q) − 1,
1− pm(q)−1(q) for i = m(q),
0 otherwise.
(5.1)
Note that the assumption λ 6 B ensures that the laer case cannot occur when
B <∞ andm(q) = B.
eorem 5.2.1 (Universality of uid limit for JSQ(d(N)) scheme). Assume that the
initial occupancy state qd(N)(0) converges to q∞ ∈ S asN→∞. For the JSQ(d(N))
scheme with d(N) diverging to innity, with probability 1, any subsequence of {N} has
a further subsequence along which on any nite time interval, the sequence of processes{
qd(N)(t)
}
t>0 converges to some deterministic trajectory
{
q(t)
}
t>0 that satises
the system of integral equations
qi(t) = qi(0) + λ
∫t
0
pi−1(q(s))ds− i
∫t
0
(qi(s) − qi+1(s))ds, i = 1, . . . ,B,
(5.2)
where q(0) = q∞ and the coecients pi(·) are as dened above.
e above theorem shows that the uid-level dynamics do not depend on the
specic growth rate of d(N) as long as d(N) → ∞ as N → ∞. In particular, the
JSQ(d(N)) scheme with d(N) → ∞ as N → ∞ exhibits the same behavior as the
ordinary JSQ policy, and thus achieves uid-level optimality. is result can be intu-
itively interpreted as follows. Since d(N) is growing, for largeN, at an arrival epoch,
if the fraction of server pools with the minimum number of active tasks becomes pos-
itive, then with high probability at least one of the d(N) selected server pools will be
from the ones with the minimum number of active tasks. is ensures that as long as
d(N)→∞ asN→∞, the dierence inQi-values between the ordinary JSQ policy
and the JSQ(d(N)) scheme can not become O(N), yielding uid-level optimality.
e coecient pi(q) represents the fraction of incoming tasks assigned to server
pools with exactly i active tasks in the uid-level state q ∈ S. Assuming m(q) <
B, a strictly positive fraction 1 − qm(q)+1 of the server pools have exactly m(q)
active tasks. Since d(N) → ∞ as N → ∞, the fraction of incoming tasks that
get assigned to server pools with m(q) + 1 or more active tasks is therefore zero:
pi(q) = 0 for all i = m(q) + 1, . . . ,B− 1. Also, tasks at server pools with exactly i
active tasks are completed at (normalized) rate i(qi − qi+1), which is zero for all
i = 1, . . . ,m(q) − 1, and hence the fraction of incoming tasks that get assigned to
server pools with m(q) − 2 or less active tasks is zero as well: pi(q) = 0 for all
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i = 0, . . . ,m(q) − 2. is only leaves the fractions pm(q)−1(q) and pm(q)(q) to
be determined. Now observe that the fraction of server pools with exactlym(q) − 1
active tasks is zero. However, since tasks at server pools with exactly m(q) active
tasks are completed at (normalized) rate m(q)(1− qm(q)+1) > 0, incoming tasks
can be assigned to server pools with exactly m(q) − 1 active tasks at that rate. We
thus need to distinguish between two cases, depending on whether the normalized
arrival rate λ is larger thanm(q)(1−qm(q)+1) or not. If λ 6 m(q)(1−qm(q)+1),
then all the incoming tasks can be assigned to server pools with exactly m(q) − 1
active tasks, so that pm(q)−1(q) = 1 and pm(q)(q) = 0. On the other hand, if
λ > m(q)(1 − qm(q)+1), then not all incoming tasks can be assigned to server
pools with exactly m(q) − 1 active tasks, and a positive fraction will be assigned to
server pools with exactlym(q) active tasks: pm(q)−1(q) = m(q)(1− qm(q)+1)/λ
and pm(q)(q) = 1− pm(q)−1(q).
It is easily veried that the unique xed point of the dierential equation in e-
orem 5.2.1 is given by
q?i =

1 i = 1, . . . ,K,
f i = K+ 1,
0 i = K+ 2, . . . ,B,
(5.3)
and thus
∑B
i=1 q
?
i = λ. is is consistent with the results in Mukhopadhyay et
al. [133, 136] and Xie et al. [180] for xed d, where taking d → ∞ yields the same
xed point. However, the results in [133, 136, 180] for xed d cannot directly be used
to handle joint scalings, and do not yield the universality of the entire uid-scaled
sample path for arbitrary initial states as established in eorem 5.2.1.
Having obtained the xed point of the uid limit, we now establish the inter-
change of the mean-eld (N→∞) and stationary (t→∞) limits. e xed point
in (5.3) in conjunction with the interchange of limits result in Proposition 5.2.2 below
indicates that in stationarity the fraction of servers with at least K+ 2 and at most
K− 1 active tasks is negligible. Let
pid(N)(·) = lim
t→∞P
(
qd(N)(t) = ·
)
be the stationary measure of the occupancy states of the Nth system.
Proposition 5.2.2 (Interchange of limits). Let d(N) → ∞ as N → ∞. en the
sequence of stationary measures
{
pid(N)
}
N>1 converges weakly to pi
?, where pi? =
δq? with δx being the Dirac measure concentrated upon x, and q? dened by (5.3).
e above proposition relies on tightness of
{
pid(N)
}
N>1 and the global stability
of the xed point, and is proved in Subsection 5.5.3.
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5.2.3 Diusion-limit results for non-integral λ
As it turns out, the diusion-limit results may be qualitatively dierent, depend-
ing on whether f = 0 or f > 0, and we will distinguish between these two cases
accordingly. Observe that for any assignment scheme, in the absence of overow
events, the total number of active tasks evolves as the number of jobs in an M/M/∞
system with arrival rate λ(N) and unit service rate, for which the diusion limit is
well-known [147]. For the JSQ(d(N)) scheme with d(N)/(
√
N log(N)) → ∞ as
N → ∞, we can establish, for suitable initial conditions, that the total number of
server pools with K− 2 or less and K+ 2 or more tasks is negligible on the diusion
scale. When f > 0, the number of server pools with K − 1 tasks is negligible as
well, and the dynamics of the number of server pools with K or K+ 1 tasks can then
be derived from the known diusion limit of the total number of tasks mentioned
above. In contrast, when f = 0, the number of server pools with K− 1 tasks is not
negligible on the diusion scale, and the limiting behavior is qualitatively dierent,
but can still be characterized.
We rst consider the case f > 0, and dene f(N) := λ(N) − KN. Based on the
above observations, we dene the following centered and scaled processes:
Q¯
d(N)
i (t) :=
N−Q
d(N)
i (t)√
N
> 0, i 6 K,
Q¯
d(N)
K+1 (t) :=
Q
d(N)
K+1 (t) − f(N)√
N
∈ R,
Q¯
d(N)
i (t) :=
Q
d(N)
i (t)√
N
> 0, for i > K+ 2.
(5.4)
eorem 5.2.3 (Universality of diusion limit for JSQ(d(N)) scheme, f > 0). If
f > 0, Q¯d(N)K+1 (0) → Q¯K+1 ∈ R, Q¯
d(N)
i (0) → 0 for i 6= K+ 1, and d(N) is such
that d(N)/(
√
N log(N))→∞ as N→∞, then the following holds as N→∞:
(i) For i 6 K,
{
Q¯
d(N)
i (t)
}
t>0
L−→ {Q¯i(t)}t>0, where Q¯i(t) ≡ 0.
(ii)
{
Q¯
d(N)
K+1 (t)
}
t>0
L−→ {Q¯K+1(t)}t>0, where Q¯K+1(t) is given by the Ornstein-
Uhlenbeck process satisfying the stochastic dierential equation
dQ¯K+1(t) = −Q¯K+1(t)dt+
√
2λdW(t), (5.5)
whereW(t) is the standard Brownian motion.
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(iii) For i > K+ 2,
{
Q¯
d(N)
i (t)
}
t>0
L−→ {Q¯i(t)}t>0, where Q¯i(t) ≡ 0.
Loosely speaking, the above theorem says that, if f > 0 andd(N)/(
√
N log(N))→∞ as N→∞, then over any nite time horizon, there will only be oP(√N) server
pools with fewer than K or more than K+ 1 active tasks, and fN+OP(
√
N) server
pools with precisely K+ 1 active tasks. Also, as long as d(N)/(
√
N log(N)) → ∞
as N → ∞, the JSQ(d(N)) scheme exhibits the same behavior as the ordinary JSQ
policy (i.e., d(N) = N), and thus achieves diusion-level optimality. e result can
be heuristically explained as follows. When the number of server pools with K− 1
or less number of active tasks is Θ(
√
N), the JSQ(d(N)) scheme should be able to
assign the incoming tasks with high probability to one of those server pools. To
be able to select one of the Θ(
√
N) server pools out of N server pools, d(N) must
grow faster than
√
N. Now further observe that in any nite time interval there are
on average Θ(N) arrivals, and hence it is not enough to assign the incoming task
to the appropriate server pool only once. e number of times that the JSQ(d(N))
scheme fails to assign a task to the ‘appropriate’ server pool in any nite time inter-
val, should be oP(
√
N). is gives rise to the additional log(N) factor in the growth
rate of d(N).
5.2.4 Diusion-limit results for integral λ
We now turn to the case f = 0, and assume that
KN− λ(N)√
N
→ β ∈ R as N→∞, (5.6)
which can be thought of as an analog of the so-called Haln-Whi regime [79]. As
mentioned above, the limiting behavior in this case is qualitatively dierent from the
case f > 0. Hence, we now consider the following scaled quantities:
Qˆ
d(N)
K−1 (t) :=
K−1∑
i=1
N−Q
d(N)
i (t)√
N
> 0,
Qˆ
d(N)
K (t) :=
N−Q
d(N)
K (t)√
N
> 0,
Qˆ
d(N)
i (t) :=
Q
d(N)
i (t)√
N
> 0, for i > K+ 1.
(5.7)
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eorem 5.2.4 (Universality of diusion limit for JSQ(d(N)) scheme, f = 0). Sup-
pose there existsM > K+ 1, such that Qd(N)M+1(0) ≡ 0, and
(Qˆ
d(N)
K−1 (0), Qˆ
d(N)
K (0), . . . , Qˆ
d(N)
M (0))
L−→ (QˆK−1(0), QˆK(0), . . . , QˆM(0))
in RM−K+2. If f = 0, d(N)/(
√
N log(N)) → ∞, Equation (5.6) is satised, and
Qˆ
d(N)
K−1 (0)
P−→ 0, as N→∞, then the process{(
Qˆ
d(N)
K−1 (t), Qˆ
d(N)
K (t), . . . , Qˆ
d(N)
M (t), Qˆ
d(N)
M+1(t)
)}
t>0
converges weakly to the process dened as the unique solution to the stochastic integral
equation
QˆK(t) = QˆK(0) +
√
2KW(t) −
∫t
0
(QˆK(s) +KQˆK+1(s))ds+βt+ V1(t),
QˆK+1(t) = QˆK+1(0) + V1(t) − (K+ 1)
∫t
0
(QˆK+1(s) − QˆK+2(s))ds,
Qˆi(t) = Qˆi(0) − i
∫t
0
(Qˆi(s) − Qˆi+1(s))ds, i = K+ 2. . . . ,M− 1,
QˆM(t) = QˆM(0) −M
∫t
0
QˆM(s)ds,
(5.8)
QˆK−1(t) ≡ 0, and QˆM+1(t) ≡ 0, whereW(t) is the standard Brownian motion, and
V1(t) is the unique non-decreasing process in DR+ [0,∞) satisfying∫t
0
1[QˆK(s)>0]dV1(s) = 0.
Unlike the f > 0 case, the above theorem says that, if f = 0, then over any nite
time horizon, there will be OP(
√
N) server pools with fewer than K or more than
K active tasks, and hence most of the server pools have precisely K active tasks.
5.3 Proof outline
e proofs of the asymptotic results for the JSQ(d(N)) scheme in eorems 5.2.1,
5.2.3, and 5.2.4 involve two main components:
(i) deriving the relevant limiting processes for the ordinary JSQ policy,
(ii) establishing a universality result which shows that the limiting processes for
the JSQ(d(N)) scheme are ‘asymptotically equivalent’ to those for the ordinary
JSQ policy for suitably large d(N).
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For eorems 5.2.1, 5.2.3 and 5.2.4, part (i) will be dealt with in eorems 5.5.2, 5.6.1
and 5.7.1, respectively. For all three theorems, part (ii) relies on a notion of asymptotic
equivalence between dierent schemes, which is formalized in the next denition.
Denition 5.3.1. Let Π1 and Π2 be two schemes parameterized by the number of
server pools N. For any positive function g : N → R+, we say that Π1 and Π2 are
‘g(N)-alike’ if there exists a common probability space, such that for any xed T > 0,
for all i > 1,
sup
t∈[0,T ]
(g(N))−1|Q
Π1
i (t) −Q
Π2
i (t)|
P−→ 0 as N→∞.
Intuitively speaking, if two schemes are g(N)-alike, then in some sense, the asso-
ciated system occupancy states are indistinguishable on the g(N)-scale. For brevity,
for two schemesΠ1 andΠ2 that are g(N)-alike, we will oen say thatΠ1 andΠ2 have
the same process-level limits on the g(N)-scale. e next theorem states a sucient
criterion for the JSQ(d(N)) scheme and the ordinary JSQ policy to be g(N)-alike,
and thus, provides the key vehicle in establishing the universality result in part (ii)
mentioned above.
eorem 5.3.2. Let g : N → R+ be a function diverging to innity. en the JSQ
policy and the JSQ(d(N)) scheme are g(N)-alike, with g(N) 6 N, if
(i) d(N)→∞, for g(N) = O(N), (5.9)
(ii) d(N)
(
N
g(N)
log
(
N
g(N)
))−1
→∞, for g(N) = o(N). (5.10)
eorem 5.3.2 can be intuitively explained as follows. e choice of d(N) should
be such that the JSQ(d(N)) scheme, at each arrival, with high probability selects one
of the server pools with the minimum number of tasks, if the total number of server
pools with the minimum number of tasks is of order g(N). Moreover, in any nite
time interval, the total number of times it fails to do so, should be of order lower than
that of g(N). ese conditions imply that d(N) must diverge if g(N) = O(N), or
grow faster than (N/g(N)) log(N/g(N)), if g(N) = o(N).
In order to obtain the uid and diusion limits for various schemes, the two main
scales that we consider are g(N) ∼ N and g(N) ∼
√
N, respectively. e next two
immediate corollaries of eorem 5.3.2 will imply that it is enough to investigate the
ordinary JSQ policy in various regimes.
Corollary 5.3.3. If d(N) → ∞ as N → ∞, then the JSQ(d(N)) scheme and the
ordinary JSQ policy are N-alike.
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Remark 5.3.4. e growth condition on d(N) in order for the JSQ(d(N)) scheme to
beN-alike to the ordinary JSQ policy, stated in the above corollary, is not only su-
cient, but also necessary. Specically, if lim infN→∞ d(N) = d <∞, then consider
a subsequence along which the limit of d(N) exists and is uniformly bounded by d.
erefore, one can choose a further subsequence, such that d(N) = d for allN along
that subsequence. Now, from the uid-limit result for the JSQ(d) scheme [133, 136],
one can see that it diers from that of the JSQ policy stated in (5.2.1), and hence the
JSQ(d(N)) scheme is not N-alike to the ordinary JSQ policy.
Corollary 5.3.5. If d(N)/(
√
N log(N)) → ∞ as N → ∞, then the JSQ(d(N))
scheme and the ordinary JSQ policy are
√
N-alike.
We will prove the universality result in eorem 5.3.2 in the next section. e
key challenge is that a direct comparison of the JSQ(d(N)) scheme and the ordinary
JSQ policy is not straightforward. Hence, to compare the JSQ(d(N)) scheme with
the JSQ policy, we adopt a two-stage approach based on a novel class of schemes,
called CJSQ(n(N)), as a convenient intermediate scenario. Specically, for some
nonnegative integer-valued sequence
{
n(N)
}
N>1, with n(N) 6 N, we introduce a
class of schemes named CJSQ(n(N)), containing all the schemes that always assign
the incoming task to one of the n(N) + 1 lowest ordered server pools. Note that
when n(N) = 0, the class only contains the ordinary JSQ policy.
Just like the JSQ(d(N)) scheme, the schemes in the class CJSQ(n(N)) may be
thought of as “sloppy” versions of the JSQ policy, in the sense that tasks are not nec-
essarily assigned to a server pool with the minimum number of active tasks but to one
of then(N)+ 1 lowest ordered server pools, as graphically illustrated in Figure 1.4 in
Chapter 1. Below we oen will not dierentiate among the various schemes in the
class CJSQ(n(N)), and prove a common property possessed by all these schemes.
Hence, with a minor abuse of notation, we will oen denote a typical assignment
scheme in this class by CJSQ(n(N)). Note that the JSQ(d(N)) scheme is guaranteed
to identify the lowest ordered server pool, but only among a randomly sampled sub-
set of d(N) server pools. In contrast, a scheme in the class in CJSQ(n(N)) only guar-
antees that one of the n(N) + 1 lowest ordered server pools is selected, but across
the entire system of N server pools. We will show that for suciently small n(N),
any scheme from the class CJSQ(n(N)) is still ‘close’ to the ordinary JSQ policy in
terms of g(N)-alikeness as stated in the next proposition.
Proposition 5.3.6. For any function g : N→ R+ diverging to innity, if
n(N)/g(N)→ 0 as N→∞,
then the JSQ policy and the CJSQ(n(N)) schemes are g(N)-alike.
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In order to prove this proposition, we introduce in Section 5.4.1 a novel stochastic
coupling called the T-coupling, to construct a common probability space, and estab-
lish the property of g(N)-alikeness.
Next we compare the CJSQ(n(N)) schemes with the JSQ(d(N)) scheme. e
comparison follows a somewhat similar line of argument as in Section 2.2 in Chap-
ter 2, and involves a JSQ(n(N),d(N)) scheme which is an intermediate blend be-
tween the CJSQ(n(N)) schemes and the JSQ(d(N)) scheme. Specically, the scheme
JSQ(n(N),d(N)) selects a candidate server pool in the exact same way as JSQ(d(N)).
However, it only assigns the task to that server pool if it belongs to the n(N) + 1
lowest ordered ones, and to a randomly selected server pool among these otherwise.
By construction, the JSQ(n(N),d(N)) scheme belongs to the class CJSQ(n(N)).
Next consider two T-coupled systems with a JSQ(d(N)) and a JSQ(n(N),d(N))
scheme. Assume that at some specic arrival epoch, the incoming task is assigned
to the kth ordered server pool in the system under the JSQ(d(N)) scheme. If k ∈{
1, 2, . . . ,n(N) + 1
}
, then the scheme JSQ(n(N),d(N)) also assigns the arriving
task to the kth ordered server pool. Otherwise it dispatches the arriving task uni-
formly at random among the rst n(N) + 1 ordered server pools.
We will establish a sucient criterion ond(N) in order for the JSQ(d(N)) scheme
and JSQ(n(N),d(N)) scheme to be close in terms of g(N)-alikeness, as stated in the
next proposition.
Proposition 5.3.7. Assume that n(N)/g(N) → 0 as N → ∞ for some function
g : N → R+ diverging to innity. e JSQ(n(N),d(N)) scheme and the JSQ(d(N))
scheme are g(N)-alike if the following condition holds:
n(N)
N
d(N) − log
(
N
g(N)
)
→∞, as N→∞. (5.11)
Finally, Proposition 5.3.7 in conjunction with Proposition 5.3.6 yields eorem 5.3.2.
e overall proof strategy as described above, has been schematically represented in
Figure 1.7 in Chapter 1.
Remark 5.3.8. Note that sampling without replacement polls more server pools
than with replacement, and hence the minimum number of active tasks among the
selected server pools is stochastically smaller in the case without replacement. As a
result, for sucient conditions as in eorem 5.3.2 it is enough to consider sampling
with replacement.
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5.4 Universality property
In this section we formalize the proof outlined in the previous section. In Sub-
section 5.4.1 we rst introduce the T-coupling between any two task assignment
schemes. is coupling is used to derive stochastic inequalities in Subsection 5.4.2,
stated as Proposition 5.4.1 and Lemma 5.4.2, which in turn, are used to prove Propo-
sitions 5.3.6 and 5.3.7 and eorem 5.3.2 in Subsection 5.4.3.
5.4.1 Stochastic coupling
roughout this subsection we xN, and suppress the superscriptN in the notation.
LetQΠ1i (t) andQ
Π2
i (t) denote the number of server pools with at least i active tasks,
at time t, in two systems following schemes Π1 and Π2, respectively. With a slight
abuse of terminology, we occasionally use Π1 and Π2 to refer to systems following
schemes Π1 and Π2, respectively. To couple the two systems, we synchronize the
arrival epochs and maintain a single exponential departure clock with instantaneous
rate at time t given by M(t) := max
{∑B
i=1Q
Π1
i (t),
∑B
i=1Q
Π2
i (t)
}
. We couple
the arrivals and departures in the various server pools as follows:
(1) Arrival: At each arrival epoch, assign the incoming task in each system to one
of the server pools according to the respective schemes.
(2) Departure: Dene
H(t) :=
B∑
i=1
min
{
Q
Π1
i (t),Q
Π2
i (t)
}
and
p(t) :=

H(t)
M(t)
, if M(t) > 0,
0, otherwise.
At each departure epoch tk (say), draw a uniform[0, 1] random variable U(tk). e
departures occur in a coupled way based upon the value of U(tk). In either of the
systems, assign a task index (i, j), if that task is at the jth position of the ith ordered
server pool. Let A1(t) and A2(t) denote the set of all task-indices present at time t
in systems Π1 and Π2, respectively. Color the indices (or tasks) in A1 ∩A2, A1 \A2
and A2 \ A1, green, blue and red, respectively, and note that |A1 ∩A2| = H(t). De-
ne a total order on the set of indices as follows: (i1, j1) < (i2, j2) if i1 < i2, or
i1 = i2 and j1 < j2. Now, ifU(tk) 6 p(tk−), then select one green index uniformly
at random and remove the corresponding tasks from both systems. Otherwise, if
U(tk) > p(tk−), then choose one integer m, uniformly at random from all the
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integers between 1 and M(t) −H(t) = M(t)(1− p(t)), and remove the tasks cor-
responding to the mth smallest (according to the order dened above) red and blue
indices in the corresponding systems. If the number of red (or blue) tasks is less than
m, then do nothing.
e above coupling has been schematically represented in Figure 1.6 in Chapter 1,
and will henceforth be referred to as T-coupling, where T stands for ‘task-based’. We
need to show that, under the T-coupling, the two systems, considered independently,
evolve according to their own statistical laws. is can be seen in several steps.
Indeed, the T-coupling basically uniformizes the departure rate by the maximum
number of tasks present in either of the two systems. en informally speaking, the
green region signies the common portion of tasks, and the red and blue regions
represent the separate contributions. Now observe that
(i) e total departure rate from Πi is
M(t)
[
p(t) + (1− p(t))
|Ai \ A3−i|
M(t) −H(t)
]
= |A1 ∩A2|+ |Ai \ A3−i| = |Ai|,
i = 1, 2.
(ii) Assuming without loss of generality |A1| > |A2|, each task in Π1 is equally
likely to depart.
(iii) Each task in Π2 within A1 ∩A2 and each task within A2 \ A1 is equally likely
to depart, and the probabilities of departures are proportional to |A1 ∩A2| and
|A2 \ A1|, respectively.
5.4.2 Stochastic inequalities
Now, as in Chapter 2 we dene a notion of comparison between two T-coupled sys-
tems. Two T-coupled systems are said to dier in decision at some arrival epoch, if
the index of the ordered server pool joined by the arriving task at that epoch, diers
in the two systems. Denote by ∆Π1,Π2(t), the cumulative number of times that the
two systems Π1 and Π2 dier in decision up to time t.
Proposition 5.4.1. For two T-coupled systems under any two schemes Π1 and Π2 the
following inequality is preserved
B∑
i=1
∣∣QΠ1i (t) −QΠ2i (t)∣∣ 6 2∆Π1,Π2(t) ∀ t > 0, (5.12)
provided the two systems start from the same occupancy state at time t = 0.
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e proof follows a somewhat similar line of argument as in Chapters 2 and 3,
but is provided below since the coupling is dierent here. For any scheme Π, dene
IΠ(c) := max
{
i : QΠi > N− c+ 1
}
, c = 1, . . . ,N.
Proof of Proposition 5.4.1. We use forward induction on event times, i.e., time epochs
when either an arrival or a departure takes place. Assume that the inequality in (5.12)
holds at time epoch t0. We denote by Q˜Π the updated occupancy state aer the next
event at time epoch t1, and distinguish between two cases depending on whether t1
is an arrival epoch or a departure epoch.
If t1 is an arrival epoch and if the systems dier in decision, then observe that
the le side of (5.12) can increase at most by two. In this case, the right side also
increases by two, and the ordering is preserved. erefore, it is enough to prove
that the right side of (5.12) remains unchanged if the two systems do not dier in
decision. In that case, assume that both Π1 and Π2 assign the arriving task to the kth
ordered server pool. en
Q˜Πi =
QΠi + 1, for i = IΠ(k) + 1,QΠj , otherwise, (5.13)
if IΠ(k) < B; otherwise all the Qi-values remain unchanged. If IΠ1(k) = IΠ2(k),
then the le side of (5.12) clearly remains unchanged. Now, without loss of general-
ity, assume IΠ1(k) < IΠ2(k). erefore,
Q
Π1
IΠ1(k)+1
(t0) < Q
Π2
IΠ1(k)+1
(t0) and Q
Π1
IΠ2(k)+1
(t0) < Q
Π2
IΠ2(k)+1
(t0).
Aer an arrival, the (IΠ1(k) + 1)
st term in the le side of (5.12) decreases by one,
and the (IΠ2(k) + 1)
st term increases by one. us the inequality is preserved.
If t1 is a departure epoch, then rst consider the case when the departure occurs
from the green region. In that case, without loss of generality, assume that a potential
departure occurs from the kth ordered server pool, for some k ∈ {1, 2, . . . ,N}. Also
note that a departure in either of the two systems can change at most one of the
Qi-values. us
Q˜Πi =
QΠi − 1, for i = IΠ(k),QΠj , otherwise, (5.14)
if IΠ(k) > 1; otherwise all the Qi-values remain unchanged.
If at time epoch t0, IΠ1(k) = IΠ2(k) = I, then bothQIΠ1 andQIΠ2 decrease by
one, and hence the le side of (5.12) does not change.
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Otherwise, without loss of generality assume that IΠ1(k) < IΠ2(k). en ob-
serve that
Q
Π1
IΠ1(k)
(t0) 6 QΠ2IΠ1(k)
(t0) and Q
Π1
IΠ2(k)
(t0) < Q
Π2
IΠ2(k)
(t0).
Furthermore, aer the departure, QΠ1
IΠ1(k)
decreases by one, therefore |QΠ1
IΠ1(k)
−
Q
Π2
IΠ1(k)
| increases by one, andQΠ2
IΠ2(k)
decreases by one, thus |QΠ1
IΠ2(k)
−QΠ2
IΠ2(k)
|
decreases by one. Hence, in total, the le side of (5.12) remains the same. Now
if a departure occurs from the blue and/or red region, then for some i1 and/or i2,
(Q
Π1
i1
−QΠ2i1 )
+ or (QΠ2i2 −Q
Π1
i2
)+ (or both) decreases, and the other terms remain
unchanged, and hence the le side clearly decreases or remains unchanged.
In order to compare the JSQ policy with the CJSQ(n(N)) schemes, and to prove
Proposition 5.3.6, we will need the following lemma.
Lemma 5.4.2. Let QΠ1i (t) and Q
Π2
i (t) denote the number of server pools with at
least i tasks under the JSQ policy and CJSQ(n(N)) scheme, respectively. en for any
k ∈ {1, 2, . . . ,B},{
k∑
i=1
Q
Π1
i (t) − kn(N)
}
t>0
6st
{
k∑
i=1
Q
Π2
i (t)
}
t>0
6st
{
k∑
i=1
Q
Π1
i (t)
}
t>0
,
(5.15)
provided the two systems start from the same occupancy states at t = 0.
In the next two remarks we contrast Lemma 5.4.2 and the underlying T-coupling
with stochastic dominance properties for the ordinary JSQ policy in the existing lit-
erature and the S-coupling technique in Chapter 2, respectively.
Remark 5.4.3. e stochastic ordering in Lemma 5.4.2 is to be contrasted with the
weak majorization results in [155, 161, 162, 174, 179] in the context of the ordinary
JSQ policy in the single-server queueing scenario, and in [86, 117, 118, 154] in the
scenario of state-dependent service rates, non-decreasing with the number of active
tasks. In the current innite-server scenario, the results in [86, 117, 118, 154] imply
that for any non-anticipating scheme Π taking assignment decisions based on the
number of active tasks only, for all t > 0,
∑`
m=1
X
JSQ
(m)
(t) 6st
∑`
m=1
XΠ(m)(t), for ` = 1, 2, . . . ,N, (5.16)
{
LJSQ(t)
}
t>0
6st
{
LΠ(t)
}
t>0
, (5.17)
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where XΠ(m)(t) is the number of tasks in the m
th ordered server pool at time t in
the system following scheme Π and LΠ(t) is the total number of overow events
under policy Π up to time t. Observe that XΠ(m) can be visualized as them
th largest
(rightmost) vertical bar (or stack) in Figure 1.3. us (5.16) says that the sum of
the lengths of the ` largest vertical stacks in a system following any scheme Π is
stochastically larger than or equal to that following the ordinary JSQ policy for any
` = 1, 2, . . . ,N. Mathematically, this ordering can be equivalently wrien as
B∑
i=1
min
{
`,QJSQi (t)
}
6st
B∑
i=1
min
{
`,QΠi (t)
}
, (5.18)
for all ` = 1, . . . ,N. In contrast, in order to show asymptotic equivalence on var-
ious scales, we need to both upper and lower bound the occupancy states of the
CJSQ(n(N)) schemes in terms of the JSQ policy, and therefore need a much stronger
hold on the departure process. e T-coupling provides us just that, and has several
useful properties that are crucial for our proof technique. For example, Proposi-
tion 5.4.1 uses the fact that if two systems are T-coupled, then departures cannot
increase the sum of the absolute dierences of the Qi-values, which is not true for
the coupling considered in the above-mentioned literature. e le stochastic or-
dering in (5.15) also does not remain valid in those cases. Furthermore, observe that
the right inequality in (5.15) (i.e., Qi’s) implies the stochastic inequality is reversed
in (5.18), which is counter-intuitive in view of the optimality properties of the or-
dinary JSQ policy studied in the literature, as mentioned above. e fundamental
distinction between the two coupling techniques is also reected by the fact that the
T-coupling does not allow for arbitrary nondecreasing state-dependent departure
rate functions, unlike the couplings in [86, 117, 118, 154].
Remark 5.4.4. As briey mentioned in the introduction, in the current innite-
server scenario, the departures of the ordered server pools cannot be coupled, mainly
since the departure rate at the mth ordered server pool, for some m = 1, 2, . . . ,N,
depends on its number of active tasks. It is worthwhile to mention that the cou-
pling in this chapter is stronger than that used in Chapter 2. Observe that due to
Lemma 5.4.2, the absolute dierence of the occupancy states of the JSQ policy and
any scheme from the CJSQ class at any time point can be bounded deterministically
(without any terms involving the cumulative number of lost tasks). It is worth em-
phasizing that the universality result on some specic scale, stated in eorem 5.3.2
does not depend on the behavior of the JSQ policy on that scale, whereas in Chapter 2
it does, mainly because the upper and lower bounds in Corollary 2.2.3 involve tail
sums of two dierent policies. Also, the bound in the current chapter does not de-
pend upon t, and hence, applies in the steady state as well. Moreover, the coupling in
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Chapter 2 compares the k highest horizontal bars, whereas the present chapter com-
pares the k lowest horizontal bars. As a result, the bounds on the occupancy states
established in Corollary 2.2.3 involve tail sums of the occupancy states of the ordi-
nary JSQ policy, which necessitates proving convergence of the occupancy states of
the ordinary JSQ policy with respect to the `1 topology. In contrast, the bound we es-
tablish in the present chapter, involves only a single component (see equations (5.20)
and (5.21)), and thus, the convergence with respect to product topology suces.
Remark 5.4.5. As mentioned in the introduction, a coupling method is used in
Chapter 3 to establish the diusion limit of the Join-the-Idle eue (JIQ) policy start-
ing from specic initial occupancy states. Comparing the JIQ and JSQ policies in that
scaling regime was much facilitated when viewed as follows: (i) If there is an idle
server in the system, both JIQ and JSQ perform similarly. (ii) Also, when there is no
idle server and onlyO(
√
N) servers with queue length two, JSQ assigns the arriving
task to a server with queue length one. In that case, since JIQ assigns at random, the
probability that the task will land on a server with queue length two and thus JIQ
acts dierently than JSQ is O(1/
√
N). Since on any nite time interval the number
of times an arrival nds all servers busy is at mostO(
√
N), all the arrivals except an
O(1) of them are assigned in exactly the same manner in both JIQ and JSQ, which
then leads to the same scaling limit for both policies. Note that in the computation
of the expected number of events when JIQ and JSQ performs dierently, both the
specic initial state condition and the scaling regime were crucial. In the current
chapter the stochastic comparison framework is inherently dierent. Here the idea
pivots on two key observations: (i) For any scheme, if each arrival is assigned to
approximately the shortest queue, then the scheme can still retain its optimality on
various scales, and (ii) For any two schemes, if on any nite time interval not too
many arrivals are assigned to dierent ordered servers, then they still have the same
scaling limits. Combination of the above two ideas provides a much wider coupling
framework involving an intermediate class of schemes that enables us to consider
arbitrary starting states and dierent scaling regimes. In addition, the considera-
tion of the arbitrary starting state will turn out to be crucial in order to extend the
uid-scale universality result to the steady state.
Proof of Lemma 5.4.2. Fix any k > 1. We will use forward induction on the event
times, i.e., time epochs when either an arrival or a departure occurs, and assume the
two systems to be T-coupled as described in Section 5.4.1. We suppose that the two
inequalities hold at time epoch t0, and will prove that they continue to hold at time
epoch t1.
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(a) We rst prove the le inequality in (5.15). We distinguish between two cases
depending on whether the next event time t1 is an arrival epoch or a departure epoch.
We rst consider the case of an arrival. Since at each arrival, there can be an incre-
ment of size at most one, if
∑k
i=1Q
Π1
i (t0) − kn(N) <
∑k
i=1Q
Π2
i (t0), the inequal-
ity holds trivially at time t1. erefore, consider the case when
∑k
i=1Q
Π1
i (t0) −
kn(N) =
∑k
i=1Q
Π2
i (t0). Now observe that
k∑
i=1
Q
Π2
i (t0) =
k∑
i=1
Q
Π1
i (t0) − kn(N) 6 kN− kn(N).
Hence, QΠ2k (t0) 6 N − n(N), which in turn implies that at time t1,
∑k
i=1Q
Π2
i
increases by 1, and the inequality is preserved. We now assume the case of a depar-
ture. en also if
∑k
i=1Q
Π1
i (t0) − kn(N) <
∑k
i=1Q
Π2
i (t0), the inequality holds
trivially at time t1. Otherwise assume
∑k
i=1Q
Π1
i (t0) − kn(N) =
∑k
i=1Q
Π2
i (t0).
In this case if the departure occurs from the green region in Figure 1.6, then both∑k
i=1Q
Π1
i and
∑k
i=1Q
Π2
i change in a similar fashion (i.e., either decrease by one
or remain unchanged). Else, if the departure occurs from the red and blue regions,
since
∑k
i=1Q
Π1
i >
∑k
i=1Q
Π2
i , by virtue of the T-coupling, if
∑k
i=1Q
Π2
i decreases
by one, then so does
∑k
i=1Q
Π1
i . To see this observe the following:
k∑
i=1
Q
Π1
i >
k∑
i=1
Q
Π2
i =⇒
k∑
i=1
(Q
Π1
i −Q
Π2
i )
+ >
k∑
i=1
(QΠ2i −Q
Π1
i )
+. (5.19)
erefore, if m 6
∑k
i=1(Q
Π2
i −Q
Π1
i )
+, then m 6
∑k
i=1(Q
Π1
i −Q
Π2
i )
+. Hence
the inequality will be preserved.
(b) We now prove the right inequality in (5.15) and again distinguish between two
cases. If t1 is an arrival epoch, then for a similar reason as above, we assume that∑k
i=1Q
Π2
i (t0) =
∑k
i=1Q
Π1
i (t0). In this case when a task arrives, if it gets admied
under the CJSQ(n(N)) scheme and increases
∑k
i=1Q
Π2
i , then clearly
∑k
i=1(N −
Q
Π1
i (t)) > 0, and hence the incoming task will increase
∑k
i=1Q
Π1
i , as well, and
the inequality will be preserved. If t1 is a departure epoch with
∑k
i=1Q
Π2
i (t0) =∑k
i=1Q
Π1
i (t0), then by virtue of the T-coupling again, if
∑k
i=1Q
Π1
i decreases by
one, then by the argument in (a) above, so does
∑k
i=1Q
Π2
i , thus preserving the
inequality.
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5.4.3 Asymptotic equivalence
Proof of Proposition 5.3.6. Using Lemma 5.4.2, there exists a common probability space
such that for any k > 1 we can write
Q
Π2
k (t) =
k∑
i=1
Q
Π2
i (t) −
k−1∑
i=1
Q
Π2
i (t)
6
k∑
i=1
Q
Π1
i (t) −
k−1∑
i=1
Q
Π1
i (t) + kn(N)
= Q
Π1
k (t) + kn(N).
(5.20)
Similarly, we can write
Q
Π2
k (t) =
k∑
i=1
Q
Π2
i (t) −
k−1∑
i=1
Q
Π2
i (t)
>
k∑
i=1
Q
Π1
i (t) − kn(N) −
k−1∑
i=1
Q
Π1
i (t)
= Q
Π1
k (t) − kn(N).
(5.21)
erefore, for all k > 1, we have, supt |Q
Π2
k (t) −Q
Π1
k (t)| 6 kn(N), and since
n(N)/g(N)→ 0 as N→∞, the proof is complete.
Proof of Proposition 5.3.7. For any T > 0, let AN(T) and ∆N(T) be the total number
of arrivals to the system and the cumulative number of times that the JSQ(d(N))
scheme and the JSQ(n(N),d(N)) scheme dier in decision up to time T . Using
Proposition 5.4.1 it suces to show that for any T > 0, ∆N(T)/g(N) P−→ 0 as
N → ∞. Observe that at any arrival epoch, the systems under the JSQ(d(N)) and
JSQ(n(N),d(N)) schemes will dier in decision only if none of the n(N)+ 1 lowest
ordered server pools get selected by the JSQ(d(N)) scheme.
Now at the time of an arrival, the probability that the JSQ(d(N)) scheme does
not select one of the n(N) + 1 lowest ordered server pools, is given by
p(N) =
(
1−
n(N) + 1
N
)d(N)
.
Since at each arrival epoch d(N) server pools are selected independently, given
AN(T), ∆N(T) ∼ Bin(AN(T),p(N)).
Note that, for T > 0, Markov’s inequality yields
P
(
∆N(T) > g(N)
∣∣∣AN(T)) 6 E∆N(T)
g(N)
=
AN(T)
g(N)
(
1−
n(N) + 1
N
)d(N)
.
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Since
{
AN(T)/N
}
N>1 is a tight sequence of random variables, in order to ensure
that ∆N(T)/g(N) converges to zero in probability, it is enough to have
N
g(N)
(
1−
n(N) + 1
N
)d(N)
→ 0
⇐= exp
(
log
(
N
g(N)
)
− d(N)
n(N)
N
)
→ 0
⇐⇒ d(N)n(N)
N
− log
(
N
g(N)
)
→∞,
(5.22)
which completes the proof.
We now use Propositions 5.3.6 and 5.3.7 to prove eorem 5.3.2.
Proof of eorem 5.3.2. Fix any d(N) satisfying either (5.9) or (5.10). From Proposi-
tions 5.3.6 and 5.3.7 observe that it is enough to show that there exists an n(N) with
n(N)→∞ and n(N)/g(N)→ 0, as N→∞, such that
n(N)
N
d(N) − log
(
N
g(N)
)
→∞.
(i) If g(N) = O(N), then observe that log(N/g(N)) is O(1). Since d(N)→∞,
choosing n(N) = N/ log(d(N)) satises the above criteria, and hence part (i) of the
theorem is proved.
(ii) Next we obtain a choice of n(N) if g(N) = o(N). Note that, if
h(N) :=
d(N)
g(N)
N
log
(
N
g(N)
) →∞, as N→∞,
then choosing n(N) = g(N)/ log(h(N)), it can be seen that as N → ∞, we have
n(N)/g(N)→ 0 and
d(N)
n(N)
N
log
(
N
g(N)
) = h(N)
log(h(N))
→∞
=⇒ n(N)
N
d(N) − log
(
N
g(N)
)
→∞.
(5.23)
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5.5 Fluid limit of JSQ
In this section we establish the uid limit for the ordinary JSQ policy. In the proof
we will leverage the time scale separation technique developed in [84], suitably ex-
tended to an innite-dimensional space. Specically, note that the rate at which in-
coming tasks join a server pool with i active tasks is determined only by the process
ZN(·) = (ZN1 (·), . . . ,ZNB (·)), where ZNi (t) = N−QNi (t), i = 1, . . . ,B, represents
the number of server pools with fewer than i tasks at time t. Furthermore, in any
time interval [t, t+ ε] of length ε > 0, the ZN(·) process experiencesO(εN) events
(arrivals and departures), while the qN(·) process can change by onlyO(ε) amount.
erefore, the ZN(·) process evolves on a much faster time scale than the qN(·)
process. As a result, in the limit as N→∞, at each time point t, the ZN(·) process
achieves stationarity depending on the instantaneous value of the qN(·) process, i.e.,
a separation of time scales takes place.
In order to illuminate the generic nature of the proof construct, we will allow for a
more general task assignment probability and departure dynamics than described in
Section 5.2. Denote by Z¯+ the one-point compactication of the set of nonnegative
integers Z+, i.e., Z¯+ = Z¯+ ∪ {∞}. Equip Z¯+ with the order topology. Denote G =
Z¯
B
+ equipped with product-topology, and with the Borelσ-algebra, G. Let us consider
the G-valued process ZN(s) := (ZNi (s))i>1 as introduced above. Let
{
Ri
}
16i6B
be a partition of G such that Ri ∈ G. We assume that a task arriving at (say) tk
is assigned to some server pool with i active tasks is given by pNi−1(QN(tk−)) =
1[ZN(tk−)∈Ri]fi(q
N(tk−)), where f = (f1, . . . , fB) : [0, 1]B → [0, 1]B is Lipschitz
continuous, i.e., there exists Cf, such that for any q1,q2 ∈ S,
‖f(q1) − f(q2)‖1 6 Cf ‖q1 − q2‖1 .
e partition corresponding to the ordinary JSQ policy can be wrien as
Ri :=
{
(z1, z2, . . . , zB) : z1 = . . . = zi−1 = 0 < zi 6 zi+1 6 . . . 6 zB
}
, (5.24)
with the convention that QNB is always taken to be zero, if B < ∞, and fi ≡ 1 for
all i = 1, 2, . . . ,B. e uid-limit results up to Proposition 5.5.6 (the relative com-
pactness of the uid-scaled process) hold true for these general assignment proba-
bilities. It is only when proving eorem 5.5.2, that we need to assume the specic{
Ri
}
16i6B in (5.24). For the departure dynamics, when the system occupancy state
is QN = (QN1 ,QN2 , . . . ,QNB ), dene the total rate at which departures occur from
a server pool with i active tasks by µNi (Q), where µN(Q) = (µN1 (Q), . . . ,µNB (Q))
will be referred to as the departure rate function. e departure dynamics described
in Section 5.2 correspond to µNi (Q) = i(Qi −Qi+1) and will be referred to as
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the innite-server scenario, since all active tasks are executed concurrently. e
single-server scenario, where tasks are executed sequentially, corresponds to the case
µNi (Q) = Qi −Qi+1.
Assumption 5.5.1 (Condition on departure rate function). e departure rate func-
tion µN : S˜→ [0,∞)B satises the following conditions:
(a) ere exists a function µ : S→ [0,∞)B, such that
lim
N→∞ supq∈SN
∥∥∥∥ 1NµN(bNqc) − µ(q)
∥∥∥∥
1
= 0.
(b) e function µ is Lipschitz continuous in S, i.e., there exists a constant Cµ < ∞,
such that for any q1,q2 ∈ S,
‖µ(q1) − µ(q2)‖1 6 Cµ ‖q1 − q2‖1 .
(c) Also, µN satises linear growth constraints in each coordinate, i.e., for all i > 1,
there exists Ci > 0, such that for all q ∈ S,
µNi (bNqc) 6 NCi(1+ ‖q‖1).
We will oen omit b·c in the argument of µN for notational convenience.
Under these assumptions on the departure rate function, we prove the following
uid-limit result for the ordinary JSQ policy. Recall the denition of m(q) in Sub-
section 5.2.2. If m(q) = 0, then dene p0(m(q)) = 1 and pi(m(q)) = 0 for all
i = 1, 2, . . .. Otherwise, in casem(q) > 0, dene
pi(q) =

min
{
µm(q)(q)/λ, 1
}
for i = m(q) − 1,
1− pm(q)−1(q) for i = m(q),
0 otherwise.
(5.25)
Note that pi(·) in (5.25) is consistent with the one dened in Subsection 5.2.2 for the
proper choice of the departure rate function µi(q) = i(qi − qi+1).
eorem 5.5.2 (Fluid limit of JSQ). Assume qN(0) P−→ q∞ ∈ S and λ(N)/N→ λ >
0 as N → ∞. Further assume that the departure rate function µN satises Assump-
tion 5.5.1. en with probability 1, any subsequence of {N} has a further subsequence
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along which on any nite time interval, the sequence of processes
{
qN(t)
}
t>0 con-
verges to some deterministic trajectory
{
q(t)
}
t>0 that satises the system of integral
equations
qi(t) = qi(0) + λ
∫t
0
pi−1(q(s))ds−
∫t
0
µi(q(s))ds, i = 1, 2, . . . ,B, (5.26)
whereq(0) = q∞ and the coecientspi(·) are dened in (5.25), and may be interpreted
as the fractions of incoming tasks assigned to server pools with exactly i active tasks.
We will now verify that the departure rate functions corresponding to the innite-
server and single-server scenarios satisfy the conditions in Assumption 5.5.1.
Proposition 5.5.3. e following departure rate functions denoted byµ = (µ1,µ2, . . . ,µB),
satisfy the conditions in Assumption 5.5.1. For Q ∈ S˜, and q ∈ S,
(i) µNi (Q) = Qi −Qi+1, and µi(q) = qi − qi+1, i > 1.
(ii) µNi (Q) = i(Qi −Qi+1), and µi(q) = i(qi − qi+1), i > 1.
Proof. Observe that if B < ∞, then since componentwise µi satises all the condi-
tions for all i > 1, µ satises the conditions in the product space as well. erefore,
let us consider the case when B = ∞. In this case observe that, for both (i) and (ii)
Assumption 5.5.1 (a) is immediate, since µN(bNqc)/N = µ(q) for all q ∈ SN. Also,
the linear growth rate constraint in Assumption 5.5.1 (c) is satised in both cases by
taking Ci = 1 in (i) and Ci = i in (ii).
Now we will show that in both cases µ is Lipschitz continuous in S.
(i) For µi(q) = qi − qi+1, i > 1, and q1,q2 ∈ S,
‖µ(q)‖1 =
∑
i>1
|qi − qi+1|
2i
6
∑
i>1
qi
2i
+
∑
i>1
qi+1
2i
6 2 ‖q‖1 .
(ii) Now assume µi(q) = i(qi−qi+1), i > 1. Since µ is a linear operator on the
Banach space (complete normed linear space) RB, to prove Lipschitz continuity of
µ, it is enough to show that µ is continuous at zero. Specically, we will show that
for any sequence
{
qn
}
n>1, inR
B, ‖qn‖1 → 0 implies ‖µ(qn)‖1 → 0. is would
imply that there exists xed κ > 0, such that whenever ‖qn‖1 6 κ with qn ∈ RB,
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we have ‖µ(qn)‖1 < 1. en due to linearity of µ, for any q ∈ RB,
‖µ(q)‖1 =
∥∥∥∥‖q‖1κ µ
(
κ
q
‖q‖1
)∥∥∥∥
1
6 ‖q‖1
κ
∥∥∥∥µ(κ q‖q‖1
)∥∥∥∥
1
6 1
κ
‖q‖1 .
To show that µ is continuous at 0 ∈ RB, x any ε > 0. Also, x an M > 0,
depending upon ε, such that
∑
i>M 1/2
i < ε/2. Now, choose δ < ε/(4M). en,
for any q ∈ RB such that ‖q‖1 < δ,
‖µ(q)‖1 =
∞∑
i=1
i|qi − qi+1| ∧ 1
2i
6
M∑
i=1
i|qi − qi+1| ∧ 1
2i
+
ε
2
6M
M∑
i=1
|qi − qi+1| ∧ 1
2i
+
ε
2
6 2M ‖q‖1 +
ε
2
6 ε.
Hence, µ is Lipschitz continuous on R∞.
5.5.1 Martingale representation
In this subsection we construct the martingale representation of the occupancy state
process QN(·). e component QNi (t), satises the identity relation
QNi (t) = Q
N
i (0) +A
N
i (t) −D
N
i (t), for i = 1, . . . ,B, (5.27)
where
ANi (t) = number of arrivals during [0, t] to some server pool with i− 1 active tasks,
DNi (t) = number of departures during [0, t] from some server pool with i active tasks.
We can express ANi (t) and DNi (t) as
ANi (t) = NA,i
(
λ(N)
∫t
0
pNi−1(Q
N(s))ds
)
,
DNi (t) = ND,i
(∫t
0
µNi (Q
N(s))ds
)
,
where NA,i and ND,i are mutually independent unit-rate Poisson processes, i =
1, 2, . . . ,B. Dene the following sigma elds.
ANi (t) := σ
(
ANi (s) : 0 6 s 6 t
)
,
DNi (t) := σ
(
DNi (s) : 0 6 s 6 t
)
, for i > 1,
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and the ltration FN ≡ {FNt : t > 0} with
FNt :=
∞∨
i=1
[
ANi (t)∨D
N
i (t)
]
(5.28)
augmented by all the null sets. Now we have the following martingale decomposition
from the classical result in [140, Lemma 3.2].
Proposition 5.5.4. e following are FN-martingales, for i > 1:
MNA,i(t) := NA,i
(
λ(N)
∫t
0
pNi−1(Q
N(s))ds
)
− λ(N)
∫t
0
pNi−1(Q
N(s))ds,
MND,i(t) := ND,i
(∫t
0
µNi (Q
N(s))ds
)
−
∫t
0
µNi (Q
N(s))ds,
(5.29)
with respective compensator and predictable quadratic variation processes given by
〈MNA,i〉(t) := λ(N)
∫t
0
pNi−1(Q
N(s−))ds,
〈MND,i〉(t) :=
∫t
0
µNi (Q
N(s))ds.
erefore, we nally have the following martingale representation of the Nth
process:
QNi (t) = Q
N
i (0) + λ(N)
∫t
0
pNi−1(Q
N(s))ds
−
∫t
0
µNi (Q
N(s))ds+ (MNA,i(t) −MND,i(t)), t > 0, i = 1, . . . ,B.
(5.30)
In the proposition below, we prove that the martingale part vanishes when scaled
by N. Since convergence in probability in each component implies convergence in
probability with respect to the product topology, it is enough to show convergence
in each component.
Proposition 5.5.5. For all i > 1,{
1
N
(MNA,i(t) −M
N
D,i(t))
}
t>0
L−→ {m(t)}
t>0 ≡ 0.
202
Chapter 5. Asymptotic Optimality for Innite-Server Dynamics
Proof. Fix any T > 0, and i > 1. From Doob’s inequality [106, eorem 1.9.1.3], we
have for any  > 0,
P
(
sup
t∈[0,T ]
1
N
|MNA,i(t)| > 
)
= P
(
sup
t∈[0,T ]
|MNA,i(t)| > N
)
6 1
N22
E〈MNA,i〉(T)
6 1
N22
∫T
0
pi−1(QN(s−))λ(N)ds
6 λ(N)
N2
· T
2
→ 0, as N→∞.
Similarly, forMND,i,
P
(
sup
t∈[0,T ]
1
N
|MND,i(t)| > 
)
= P
(
sup
t∈[0,T ]
|MND,i(t)| > N
)
6 1
N22
E〈MND,i〉(T)
6 1
N22
∫T
0
µNi (Q
N(s))ds
6 2L
′
N2
→ 0, as N→∞,
where the last inequality follows from the linear growth constraint stated in Assump-
tion 5.5.1 (c). erefore we have uniform convergence over compact sets, and hence
with respect to the Skorohod-J1 topology.
5.5.2 Relative compactness and uniqueness
Now we will rst prove the relative compactness of the sequence of uid-scaled pro-
cesses. Recall that we denote all the uid-scaled quantities by their respective small
leers, e.g. qN(t) := QN(t)/N, componentwise, i.e., qNi (t) := QNi (t)/N for i > 1.
erefore the martingale representation in (5.30) can be wrien as
qNi (t) = q
N
i (0) +
λ(N)
N
∫t
0
pNi−1(Q
N(s))ds
−
∫t
0
1
N
µNi (Q
N(s))ds+ 1
N
(MNA,i(t) −M
N
D,i(t)), i = 1, 2, . . . ,B,
(5.31)
or equivalently,
qNi (t) = q
N
i (0) +
λ(N)
N
∫t
0
fi(qN(s))1[ZN(s)∈Ri]ds
−
∫t
0
1
N
µNi (Q
N(s))ds+ 1
N
(MNA,i(t) −M
N
D,i(t)), i = 1, 2, . . . ,B.
(5.32)
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Now, we consider the Markov process (qN,ZN)(·) dened on S×G. Dene a ran-
dom measure αN on the measurable space ([0,∞)×G,C⊗ G), when [0,∞) is en-
dowed with the Borel sigma algebra C, by
αN(A1 ×A2) :=
∫
A1
1[ZN(s)∈A2]ds, (5.33)
for A1 ∈ C and A2 ∈ G. en the representation in (5.32) can be wrien in terms of
the random measure as,
qNi (t) = q
N
i (0) + λ
∫
[0,t]×Ri
fi(qN(s))dαN
−
∫t
0
1
N
µNi (Q
N(s))ds+ 1
N
(MNA,i(t) −M
N
D,i(t)), i = 1, 2, . . . ,B.
(5.34)
Let L denote the space of all measures on [0,∞)×G satisfying γ([0, t],G) = t, en-
dowed with the topology corresponding to weak convergence of measures restricted
to [0, t]×G for each t.
Proposition 5.5.6. Assume that qN(0) L−→ q(0) as N → ∞, then {(qN(·),αN)}
is a relatively compact sequence in DS[0,∞) × L and the limit {(q(·),α)} of any
convergent subsequence satises
qi(t) = qi(0) + λ
∫
[0,t]×Ri
fi(q(s))dα−
∫t
0
µi(q(s))ds, i = 1, 2, . . . ,B. (5.35)
Remark 5.5.7. Proposition 5.5.6 is true even when the function f in the assignment
probability depends on N. In that case the proof will go through by assuming that
fN converges uniformly to some Lipschitz-continuous function f in the sense of As-
sumption 5.5.1.(a).
Remark 5.5.8. e relative compactness result in the above proposition holds for
an even more general class of assignment probabilities than those considered above.
Since the proof will follow a nearly identical line of arguments, we briey mention
them here. Consider a scheme for which the assignment probabilities can be wrien
as
pNi (Q
N) = η11[ZN∈Ri] + η2gi(q
N), i = 1, . . . ,B,
for some xed η1,η2 ∈ [0, 1], and some Lipschitz continuous function
g = (g1,g2, . . . ,gB) : S→ [0,∞)B.
e above scheme assigns a xed fraction η1 of incoming tasks according to the
ordinary JSQ policy, and a fraction η2 as some suitable function of the uid-scaled
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occupancy states g(q), for q ∈ S. In practice, the above scheme can handle (two or
more) priorities among the incoming tasks, by assigning the high-priority tasks in
accordance with the ordinary JSQ policy, and others governed by the JSQ(d) scheme,
say. In that case, the uid limit in (5.35) will become
qi(t) = qi(0) + λη1α([0, t]×Ri) + η2
∫t
0
gi(q(s))ds−
∫t
0
µi(q(s))ds, (5.36)
i = 1, 2, . . . ,B.
To prove Proposition 5.5.6, we will verify the conditions of relative compact-
ness from [50]. Let (E, r) be a complete and separable metric space. For any x ∈
DE[0,∞), δ > 0 and T > 0, dene
w ′(x, δ, T) = inf
{ti}
max
i
sup
s,t∈[ti−1,ti)
r(x(s), x(t)), (5.37)
where
{
ti
}
ranges over all partitions of the form 0 = t0 < t1 < . . . < tn−1 < T 6
tn with min16i6n(ti − ti−1) > δ and n > 1. Below we state the conditions for
the sake of completeness.
eorem 5.5.9 ([50, Corollary 3.7.4]). Let (E, r) be complete and separable, and let{
Xn
}
n>1 be a family of processes with sample paths inDE[0,∞). en {Xn}n>1 is
relatively compact if and only if the following two conditions hold:
(a) For every η > 0 and rational t > 0, there exists a compact set Γη,t ⊂ E such that
lim
n→∞P (Xn(t) ∈ Γη,t) > 1− η.
(b) For every η > 0 and T > 0, there exists δ > 0 such that
lim
n→∞P
(
w ′(Xn, δ, T) > η
)
6 η.
Proof of Proposition 5.5.6. e proof goes in two steps. We rst prove the relative
compactness, and then show that the limit satises (5.35).
Observe from [50, Proposition 3.2.4] that, to prove the relative compactness of the
process
{
(qN(·),αN)}, it is enough to prove relative compactness of the individual
components. Note that, from Prohorov’s theorem [50, eorem 3.2.2], L is compact,
since G is compact. Now, relative compactness of αN follows from the compactness
of L under the topology of weak convergence of measures and Prohorov’s theorem.
To claim the relative compactness of
{
qN(·)}, rst observe that [0, 1]B is com-
pact with respect to product topology, and S is a closed subset of [0, 1]B, and hence
205
Chapter 5. Asymptotic Optimality for Innite-Server Dynamics
S is also compact with respect to product topology. So, the compact containment
condition (a) of eorem 5.5.9 is satised by taking Γη,t ≡ S.
For condition (b), we will show for each coordinate i, that for any η > 0, there
exists δ > 0, such that for any t1, t2 > 0 with |t1 − t2| < δ,
lim
n→∞P (|qni (t1) − qni (t2)| > η) = 0.
With respect to product topology, this will imply that for any η > 0, there exists
δ > 0, such that for any t1, t2 > 0 with |t1 − t2| < δ,
lim
n→∞P (‖qn(t1) − qn(t2)‖1 > η) = 0,
which in turn will imply condition (b) in eorem 5.5.9. To see this, observe that for
any xed η > 0 and T > 0, we can choose δ ′ > 0 small enough, so that for any
ne enough nite partition 0 = t0 < t1 < . . . < tn−1 < T 6 tn of [0, T ] with
min16i6n(ti − ti−1) > δ ′ and max16i6n(ti − ti−1) < δ,
lim
n→∞P (‖qn(ti) − qn(ti+1)‖1 > η) = 0
for all 1 6 i 6 n.
Now x any 0 6 t1 < t2 <∞, and 1 6 i 6 B. en
|qNi (t1) − q
N
i (t2)|
6 λαN([t1, t2]×Ri) +
∫t2
t1
1
N
µNi (Q
N(s))ds
+
1
N
|MNA,i(t1) −M
N
D,i(t1) −M
N
A,i(t2) +M
N
D,i(t2)|
6 λ ′(t2 − t1) +
1
N
|MNA,i(t1) −M
N
D,i(t1) −M
N
A,i(t2) +M
N
D,i(t2)|,
for some λ ′ ∈ R, using the linear growth constraint ofµN due to Assumption 5.5.1(c).
Now, from Proposition 5.5.5, we get, for any T > 0,
sup
t∈[0,T ]
1
N
|MNA,i(t1) −M
N
D,i(t1) −M
N
A,i(t2) +M
N
D,i(t2)|
P−→ 0.
To prove that the limit
{
(q(·),α)} of any convergent subsequence satises (5.35),
we will use the continuous-mapping theorem [177, Section 3.4]. Specically, we
will show that the right side of (5.34) is a continuous map of suitable arguments.
Let
{
q(t)
}
t>0 and
{
y(t)
}
t>0 be an S-valued and an R
B-valued ca`dla`g function,
respectively. Also, let α be a measure on the measurable space ([0,∞)×G,C⊗ G).
en for q0 ∈ S, dene for i > 1,
Fi(q,α,q0,y)(t) := q0i + yi(t) + λ
∫
[0,t]×Ri
fi(q(s))dα−
∫t
0
µi(q(s))ds.
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Observe that it is enough to show that H = (F1, . . . , FB) is a continuous operator.
Indeed, in that case the right side of (5.34) can be wrien asH(qN,αN,qN(0),yN),
where yN = (yN1 , . . . ,yNB ) with yNi = (MNA,i −MND,i)/N, and since each argu-
ment converges we will get the convergence to the right side of (5.35). erefore,
we now prove the continuity of H below. In particular assume that the sequence
of processes
{
(qN,yN)
}
N>1 converges to
{
(q,y)
}
, for any xed t > 0, the mea-
sure αN([0, t], ·) onG converges weakly to α([0, t], ·), and the sequence of S-valued
random variables qN(0) converges weakly to q(0). Fix any T > 0 and ε > 0.
(i) Choose N1 ∈ N, such that for all N > N1,
sup
t∈[0,T ]
∥∥∥qN(t) − q(t)∥∥∥
1
< ε/(4TCµ).
In that case, observe that
sup
t∈[0,T ]
∫t
0
∥∥∥µ(qN(s)) − µ(q(s))∥∥∥
1
ds 6 T sup
t∈[0,T ]
∥∥∥µ(qN(t)) − µ(q(t))∥∥∥
1
6 TCµ sup
t∈[0,T ]
∥∥∥qN(t)) − q(t)∥∥∥
1
<
ε
4
,
where we have used the Lipschitz continuity of µ due to Assumption 5.5.1(b).
(ii) Choose N2 ∈ N, such that for all N > N2,
sup
t∈[0,T ]
∥∥∥yN(t) − y(t)∥∥∥
1
< ε/4.
(iii) Choose N3 ∈ N, such that for all N > N3,∑
i>1
λ
2i
∣∣∣∣∣
∫
[0,T ]×Ri
fi(qN(s))dαN −
∫
[0,T ]×Ri
fi(q(s))dα
∣∣∣∣∣ < ε4 .
is can be done as follows: chooseM ∈ N large enough so that∑i>M 2−i <
ε/8. Now for i 6 M, since αN([0, T ], ·) converges weakly to α([0, T ], ·), and
M is nite, we can choose N3 ∈ N such that
M∑
i=1
λ
2i
∣∣∣∣∣
∫
[0,T ]×Ri
fi(qN(s))dαN −
∫
[0,T ]×Ri
fi(q(s))dα
∣∣∣∣∣
6
M∑
i=1
λ
2i
∫
[0,T ]×Ri
|fi(qN(s)) − fi(q(s))|dαN
+
M∑
i=1
λ
2i
|αN([0, T ]×Ri) −α([0, T ]×Ri)|
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6
M∑
i=1
λ
2i
TCf sup
s∈[0,T ]
∥∥∥qN(s) − q(s)∥∥∥
1
+
M∑
i=1
λ
2i
|αN([0, T ]×Ri) −α([0, T ]×Ri)| < ε4 .
(iv) Choose N4 ∈ N, such that for all N > N4,∥∥∥qN(0) − q(0)∥∥∥
1
< ε/4.
Let Nˆ = max
{
N1,N2,N3,N4
}
, then for N > Nˆ,
sup
t∈[0,T ]
∥∥∥H(qN,αN,qN(0),yN) −H(q,α,q(0),y)∥∥∥
1
(t) < ε.
us the proof of continuity of H is complete.
To characterize the limit in (5.35), for any q ∈ S, dene the Markov process Zq
on G as
Zq →
Zq + ei at rate µi(q)Zq − ei at rate λ1[Zq∈Ri], (5.38)
where ei is the ith unit vector, i = 1, . . . ,B.
Proof of eorem 5.5.2. Having proved the relative compactness in Proposition 5.5.6,
it follows from analogous arguments as used in the proof of [84, eorem 3], that
the limit of any convergent subsequence of the sequence of processes
{
qN(t)
}
t>0
satises
qi(t) = qi(0) + λ
∫t
0
piq(s)(Ri)ds−
∫t
0
µi(q(s))ds, i = 1, 2, . . . ,B, (5.39)
for some stationary measure piq(t) of the Markov process Zq(t) described in (5.38)
satisfying piq
{
Z : Zi =∞} = 1 if qi < 1.
Now it remains to show thatq(t) uniquely determinespiq(t), and thatpiq(s)(Ri) =
pi−1(q(s)) as described in (5.25). As mentioned earlier, in this proof we will now
assume the specic assignment probabilities in (5.24), corresponding to the ordinary
JSQ policy. To see this, x any q = (q1, . . . ,qB) ∈ S, and assume that there exists
m > 0, such that qm+1 < 1 and q1 = . . . = qm = 1, with the convention that
q0 ≡ 1 and qB+1 ≡ 0 if B <∞. In that case,
piq
({
Zm+1 =∞,Zm+2 =∞, . . . ,ZB =∞}) = 1.
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Also, note that qi = 1 forces dqi/dt 6 0, i.e., λpiq(Ri) 6 µi(q) for all i = 1, . . . ,m,
and in particular piq(Ri) = 0 for all i = 1, . . . ,m− 1. us,
piq
({
Z1 = 0,Z2 = 0, . . . ,Zm−1 = 0
})
= 1.
erefore, piq is determined only by the stationary distribution of the mth com-
ponent, which can be described as a birth-death process
Z→
Z+ 1 at rate µm(q)Z− 1 at rate λ1[Z>0] (5.40)
and let pi(m) be its stationary distribution. Now it is enough to show that pi(m)
is uniquely determined by µm(q). First observe that the process on Z¯ described
in (5.40) is reducible, and can be decomposed into two irreducible classes given by
Z and {∞}, respectively. erefore, if pi(m)(Z = ∞) = 0 or 1, then it is unique.
Indeed, if pi(m)(Z = ∞) = 0, then Z is a birth-death process on Z only, and hence
it has a unique stationary distribution. Otherwise, if pi(m)(Z = ∞) = 1, then it is
trivially unique. Now we distinguish between two cases depending upon whether
µm(q) > λ or not.
Note that if µm(q) > λ, then pi(m)(Z > k) = 1 for all k > 0. On Z¯ this
shows that pi(m)(Z =∞) = 1. Furthermore, if µm(q) < λ, then we will show that
pi(m)(Z = ∞) = 0. On the contrary, assume pi(m)(Z = ∞) = ε ∈ (0, 1]. Also, let
pˆi(m) be the unique stationary distribution of the birth-death process in (5.40) onZ.
erefore,
piq(Rm) = pi
(m)(Z > 0) = (1− ε)pˆi(m)(Z > 0) + ε = (1− ε)
µm(q)
λ
+ ε.
Substituting onto the dierential form of the uid equation (5.26) at the given time
t, we obtain that
dqm(t)
dt = λ
[
(1− ε)
µm(q)
λ
+ ε
]
− µm(q) = −εµm(q) + λε > 0,
where the last inequality follows since we are considering the case whenµm(q) < λ.
Since qm(t) = 1, this leads to a contradiction for any ε > 0, and hence it must be
the case that pi(m)(Z =∞) = 0.
erefore, for all q ∈ S, piq is uniquely determined by q. Furthermore, we can
identify the expression for piq(Ri) as
piq(Ri) =

min
{
µi(q)/λ, 1
}
for i = m,
1−min
{
µi(q)/λ, 1
}
for i = m+ 1,
0 otherwise,
(5.41)
and hence piq(s)(Ri) = pi−1(q(s)) as claimed.
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5.5.3 Global stability and interchange of limits
To prove the interchange of limits result stated in Proposition 5.2.2, we will establish
the global stability of the xed point, i.e., all uid paths converge to the xed point
in (5.3) as t→∞.
Lemma 5.5.10. Let q(t) be the uid limit, i.e., the solution of the dynamical sys-
tem described by the system of integral equations in (5.2). For any q∞ ∈ S with∑B
i=1 q
∞
i < ∞, if q(0) = q∞, then q(t) → q? as t → ∞, where q? is dened
as in (5.3).
Proof. e proof follows in three steps: we will rst establish that as t→∞,
q6K(t) :=
K∑
i=1
qi(t)→ K,
and then show that
∑B
i=1 qi(t)→ λ. Finally using the above two facts we will show
that qK+2(t)→ 0 as t→∞, which will complete the proof.
Observe that the rate of change of q6K(t) is λ
∑K
i=1 pi−1(q(t)) − (q6K(t) −
KqK+1(t)). For any ε > 0, if q6K(t) 6 K − ε, then
∑K
i=1 pi−1(q(t)) = 1, so
that the rate of change is λ − (q6K(t) − KqK+1(t)) > λ − K + ε > ε > 0, i.e.,
positive and bounded away from zero. Also, observe that q6K(t) cannot decrease if
q6K(t) 6 K. is shows that for all ε > 0, there exists a time t0 = t0(ε,q∞) <∞,
such that q6K(t) > K − ε for all t > t0. us, lim inft→∞ q6K(t) > K, and
consequently, q6K(t)→ K, as t→∞.
Dene y(t) :=
∑B
i=1 qi(t) as the total amount of uid in the system. en note
that the rate of change of y(t) is given by λ
∑B
i=1 pi−1(q(t)) − y(t) = λ− y(t),
and therefore, y(t) = λ+ e−t(y(0) − λ). Since y(0) =
∑B
i=1 q
∞
i < ∞, this yields
that y(t)→ λ as t→∞.
Finally, dene q>K+1(t) :=
∑B
i=K+1 qi(t) and q>K+2(t) :=
∑B
i=K+2 qi(t).
Since q6K(t) → K and y(t) → λ, as t → ∞, we obtain q>K+1(t) = y(t) −
q6K(t) → λ − K = f. Consequently, for any q∞ ∈ S with ∑Bi=1 q∞i < ∞,
and ε > 0, if q(0) = q∞, then there exists a time t2 = t2(q∞, ε) < ∞, such that
qK+1(t) 6 f+ε for all t > t2. Choosing ε = (1− f)/2 say, for all t > t2, qK+1(t) <
1, and thus
∑K+1
i=1 pi−1(q(t)) = 1, i.e.,
∑B
i=K+2 pi−1(q(t)) = 0. Observe that
q>K+2(t) = q>K+2(t2) + λ
∫t
t2
B∑
i=K+2
pi−1(q(s))ds−
∫t
t2
q>K+2(s)ds
= q>K+2(t2) −
∫t
t2
q>K+2(s)ds for all t > t2,
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which implies q>K+2(t) 6 q>K+2(t2)e−(t−t2). Since q>K+2(t2) 6 q>K+2(0) +
λt2 < ∞, we obtain that q>K+2(t) and thus qK+2(t) converges to 0 as t → ∞.
is completes the proof of global stability of the xed point.
Proof of Proposition 5.2.2. Observe that pid(N) is dened on S, and S is a compact set
when endowed with the product topology. Prohorov’s theorem implies that the se-
quence of measures
{
pid(N)
}
N>1 is relatively compact, and hence, has a convergent
subsequence. Let
{
pid(Nn)
}
n>1 be a convergent subsequence, with
{
Nn
}
n>1 ⊆
N, such that pid(Nn) L−→ pˆi. We show that pˆi is unique and equals the measure
pi? = δq? .
First of all note that if qd(Nn)(0) ∼ pid(Nn), then qd(Nn)(t) ∼ pid(Nn) for all
t > 0. Also, the fact that qd(Nn)(t) L−→ q(t), and pid(Nn) L−→ pˆi, means that pˆi is
an invariant distribution of the deterministic process
{
q(t)
}
t>0. If B < ∞, then
clearly,
∑B
i=1 qi(0) < ∞ with probability 1. Also, if B = ∞, then observe that
for any N > 1, the total number of active tasks in the system under the JSQ(d(N))
scheme behaves as that in an M/M/∞ system. Since λ(N)/N→ λ <∞, this implies
that
∑B
i=1 q
d(N)
i (∞) → λ < ∞, where qd(N)(∞) is the steady-state occupancy
state of the system under the JSQ(d(N)) scheme. us again,
∑B
i=1 qi(0) < ∞
with probability 1. is in conjunction with the global stability in Lemma 5.5.10
implies that pˆi must be the xed point of the uid limit. Since the laer xed point
is unique and equals q?, we can conclude the desired convergence of the stationary
measure.
5.6 Diusion limit of JSQ: Non-integral λ
In this section we establish the diusion-scale behavior of the ordinary JSQ policy
in the case when λ is not an integer, i.e., f > 0. Recall that f(N) = λ(N) − KN. In
this regime, let us dene the following centered and scaled processes:
Q¯Ni (t) = N−Q
N
i (t) > 0 for i 6 K− 1,
Q¯NK (t) :=
N−QNK (t)
log(N)
> 0,
Q¯NK+1(t) :=
QNK+1(t) − f(N)√
N
∈ R,
Q¯Ni (t) := Q
N
i (t) > 0 for i > K+ 2.
(5.42)
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eorem 5.6.1 (Diusion limit for JSQ policy; f > 0). Assume that Q¯Ni (0)→ Q¯i(0)
in R, i > 1, and λ(N)/N→ λ > 0 as N→∞, with f = λ− bλc > 0, then
(i) limN→∞P(supt∈[0,T ] Q¯NK−1(t) 6 1) = 1, and{Q¯Ni (t)}t>0 L−→ {Q¯i(t)}t>0,
where Q¯i(t) ≡ 0, provided that limN→∞P (Q¯NK−1(0) 6 1) = 1, and Q¯Ni (0)→
0 for i 6 K− 2.
(ii)
{
Q¯NK (t)
}
t>0 is a stochastically bounded sequence of processes in DR[0,∞).
(iii)
{
Q¯NK+1(t)
}
t>0
L−→ {Q¯K+1(t)}t>0, where Q¯K+1(t) is given by the Ornstein-
Uhlenbeck process satisfying the following stochastic dierential equation:
dQ¯K+1(t) = −Q¯K+1(t)dt+
√
2λdW(t),
whereW(t) is the standard Brownian motion, provided that Q¯NK+1(0)→ Q¯K+1(0)
in R.
(iv) For i > K+ 2,
{
Q¯Ni (t)
}
t>0
L−→ {Q¯i(t)}t>0, where Q¯i(t) ≡ 0, provided that
Q¯Ni (0)→ 0.
Note that statements (i) and (ii) in eorem 5.6.1 imply statement (i) in eo-
rem 5.2.3, for the JSQ policy, while (iii) and (iv) in eorem 5.6.1 are equivalent with
statements (ii) and (iii) in eorem 5.2.3. In view of the universality result in Corol-
lary 5.3.5, it thus suces to prove eorem 5.6.1.
e rest of this section is devoted to the proof of eorem 5.6.1. From a high
level, the idea of the proof is the following. Introduce
YN(t) :=
B∑
i=1
QNi (t), D
N
+ (t) :=
K∑
i=1
(N−QNi (t)), D
N
− (t) :=
B∑
i=K+2
QNi (t).
(5.43)
and observe that
QNK+1(t) +KN =
B∑
i=1
QNi (t) +
K∑
i=1
(N−QNi (t)) −
B∑
i=K+2
QNi (t)
= YN(t) +DN+ (t) −D
N
− (t).
In Proposition 5.6.4 we show that on any nite time interval, the sequence of pro-
cesses
{
DN+ (t)
}
t>0 is OP(log(N)), which implies that the number of server pools
with fewer than K active tasks is negligible on
√
N-scale. Furthermore, in Proposi-
tion 5.6.3 we prove that since λ < B the number of tasks that are assigned to server
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pools with at least K+ 1 tasks converges to zero in probability and hence, for a suit-
able starting state,
{
DN− (t)
}
t>0 converges to the zero process. As we will show, this
also means that YN(t) behaves with high probability as the total number of tasks in
an M/M/∞ system. erefore with the help of the following diusion limit result for
the M/M/∞ system in [147, eorem 6.14], we conclude the proof of statement (iii)
of eorem 5.6.1.
eorem 5.6.2 ([147, eorem 6.14]). Let
{
YN∞(t)}t>0 be the total number of tasks
in an M/M/∞ system with arrival rate λ(N) and unit-mean service time. If (YN∞(0) −
λ(N))/
√
N→ v ∈ R, then the process {Y¯N∞(t)}t>0, with
Y¯N∞(t) = YN∞(t) − λ(N)√
N
,
converges weakly to an Ornstein-Uhlenbeck process
{
X(t)
}
t>0 described by the stochas-
tic dierential equation
X(0) = v, dX(t) = −X(t)dt+
√
2λdW(t).
e next two propositions state the asymptotic properties of
{
DN+ (t)
}
t>0 and{
DN− (t)
}
t>0 mentioned before, which play a crucial role in the proof of eo-
rem 5.6.1. Let BNK+1(t) be the cumulative number of tasks up to time t that are
assigned to some server pool having at least K+ 1 active tasks if B > K+ 1, and that
are lost if B = K+ 1.
Proposition 5.6.3. Under the assumptions of eorem 5.6.1, for any T > 0,BNK+1(T)
P−→
0, and consequently, supt∈[0,T ]D
N
− (t)
P−→ 0 as N→∞, provided DN− (0) P−→ 0.
Informally speaking, the above proposition implies that for large N, there will
be almost no server pool with K+ 2 or more tasks in any nite time horizon, if the
system starts with no server pools with more than K+ 1 tasks. e next proposition
shows that the number of server pools having fewer than K tasks is of order log(N)
in any nite time horizon.
Proposition 5.6.4. Under the assumptions of eorem 5.6.1, the sequence of processes{
DN+ (t)/ log(N)
}
t>0 is stochastically bounded in DR[0,∞), provided that the se-
quence of random variables
{
DN+ (0)/ log(N)
}
N>1 is tight.
Before providing the proofs of the above two propositions, we rst prove eo-
rem 5.6.1 using Propositions 5.6.3 and 5.6.4.
213
Chapter 5. Asymptotic Optimality for Innite-Server Dynamics
Proof of eorem 5.6.1. First observe that (iv) and (ii) immediately follows from Propo-
sitions 5.6.3 and 5.6.4, respectively.
To prove (i), x any T > 0. We will show that
lim
N→∞P
(
sup
t∈[0,T ]
K−1∑
i=1
Q¯Ni (t) 6 1
)
= 1. (5.44)
Since Q¯Ni 6 1 implies that Q¯Ni−1 6 1 for i = 2, . . . ,K, this then completes the proof
of (i). Note that the process
∑K−1
i=1 Q¯
N
i (·) increases by one when there is a departure
from some server pool with at most K− 1 active tasks, and if positive, decreases by
one whenever there is an arrival. erefore it can be thought of as a birth-death
process with state-dependent instantaneous birth rate
∑K−1
i=1 i(Q
N
i (t) −Q
N
i+1(t)),
and constant instantaneous death rate λ(N). Observe that
K−1∑
i=1
i(QNi (t) −Q
N
i+1(t)) =
K−1∑
i=1
QNi (t) − (K− 1)Q
N
K (t) 6 (K− 1)(N−QNK (t)),
and due to (ii), we can claim that for any nonnegative sequence `(N) diverging to
innity,
lim
N→∞P
(
sup
t∈[0,T ]
(N−QNK (t)) 6 `(N) log(N)
)
= 1. (5.45)
us, given supt∈[0,T ](N−QNK (t)) 6 `(N) log(N), in the interval [0, T ], the pro-
cess
∑K−1
i=1 Q¯
N
i (t) is stochastically upper bounded by a birth-and-death process
ZN(t) with birth rate (K− 1)`(N) log(N) and death rate λ(N). Consequently,
P
(
sup
t∈[0,T ]
K−1∑
i=1
Q¯Ni (t) > 1
)
6 P
(
sup
t∈[0,T ]
ZN(t) > 1
)
+P
(
sup
t∈[0,T ]
(N−QNK (t)) > `(N) log(N)
)
.
(5.46)
Let
{
ηN(n)
}
n>1 denote the discrete uniformized chain of the upper bounding birth-
death process. Also, let KN(t) denote the number of jumps taken up to time t by{
ηN(n)
}
n>1. Since the jump rate of the process isO(N), we have for any nonneg-
ative sequence `0(N) diverging to innity, and for any T > 0,
lim
N→∞P
(
KN(T) 6 N`0(N)
)
= 1.
Considering the Markov chain ηN(·), the probability of one birth is bounded from
above by
pQNK
=
(K− 1)`(N) log(N)
N+ (K− 1)`(N) log(N)
.
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Now,ZN(·)will exceed 1 if and only if there are at least two successive births. Hence,
P
(
sup
t∈[0,T ]
ZN(t) 6 1
)
= P
(
sup
n6KN(T)
ηN(n) 6 1
)
> P
(
sup
n6N`0(N)
ηN(n) 6 1
)
P
(
KN(T) 6 N`0(N)
)
.
(5.47)
Again we can write the rst term of the last inequality above as
P
(
sup
n6N`0(N)
ηN(n) 6 1
)
>
(
1−
(
(K− 1)`(N) log(N)
N+ (K− 1)`(N) log(N)
)2)N`0(N)
.
If we choose `(N) and `0(N), both diverging to innity, such that
`(N)2`0(N) log(N)/N→ 0 as N→∞,
then the expression on the right side of (5.47) converges to 1, and consequently, the
right of (5.46) converges to 0 (one can see that this choice is always feasible). Hence
the proof of (i) is complete.
For (iii), recall that YN∞(t) denotes the total number of tasks in an M/M/∞ system
with arrival rate λ(N) and exponential service time distribution with unit mean.
Also, Proposition 5.6.3 implies that under the assumptions of the theorem, in any
nite time horizon, with high probability there will be no arrival to a server pool
with K+ 1 or more active tasks. Now observe that since B > K+ 1, for any T > 0,
P
(
∃ t ∈ [0, T ] : YN(t) 6= YN∞(t)) 6 P(∃ t ∈ [0, T ] : BNK+1(t) > 1)→ 0,
as N→∞. Propositions 5.6.3 and 5.6.4 then yield
sup
t∈[0,T ]
1√
N
∣∣∣QNK+1(t) − f(N) − (YN∞(t) − λ(N))∣∣∣
= sup
t∈[0,T ]
1√
N
∣∣∣ B∑
i=1
QNi (t) +
K∑
i=1
(N−QNi (t)) −
B∑
i=K+2
QNi (t)
−KN− f(N) − (YN∞(t) − λ(N))∣∣∣
= sup
t∈[0,T ]
1√
N
[
YN(t) − YN∞(t) +D+N(t) −DN− (t)
]
→ 0,
as N → ∞, which in conjunction with [147, eorem 6.14], as mentioned earlier,
gives the desired diusion limit.
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Proof of Proposition 5.6.3. Couple the M/M/∞ system and a system under the ordi-
nary JSQ policy in the natural way, until an overow event occurs in the laer sys-
tem. Fix any ε > 0 with λ+ ε < K+ 1. Observe that the event[
sup
t∈[0,T ]
BNK+1(t) > 0
]
will occur only if for some t ′ 6 T , some arriving task is assigned to a server pool
with more than K active tasks, and in that case, there exists t ′′ 6 t ′, such that
YN(t ′′) > (λ+ ε)N. Since, for any t ∈ [0, t ′′], YN(t) = YN∞(t), we have
sup
t∈[0,T ]
BNK+1(t) > 0
=⇒ sup
t ′′∈[0,t ′]
YN(t ′′) > (λ+ ε)N
=⇒ sup
t ′′∈[0,t ′]
YN∞(t ′′) > (λ+ ε)N
=⇒ sup
t∈[0,T ]
(YN∞(t) − λ(N)) > εN+ o(N)
=⇒ sup
t∈[0,T ]
1√
N
(YN∞(t) − λ(N)) > ε√N+ o(√N).
(5.48)
From eorem 6.14 of [147], we know that the process
{
(YN(t)−λ(N))/
√
N
}
t>0 is
stochastically bounded. Hence, Equation (5.48) yields that supt∈[0,T ] BNK+1(t) con-
verges to zero in probability as N → ∞ for any T > 0. Consequently, from the as-
sumption of eorem 5.6.1 that DN− (0)
P−→ 0, the conclusion supt∈[0,T ]DN− (t)
P−→
0, is immediate.
Proof of Proposition 5.6.4. Observe that
∑K
i=1(N −Q
N
i (·)) increases by one when
there is a departure from some server pool with at mostK active tasks, and if positive,
decreases by one whenever there is an arrival. erefore the process
{
DN+ (t)
}
t>0
increases by one at rate
∑K
i=1 i(Qi(t) −Qi+1(t)) =
∑K
i=1(Qi(t) −QK+1(t)),
and while positive, decreases by one at constant rate λ(N). Now, to prove stochas-
tic boundedness of the sequence of processes
{
DN+ (t)/ log(N)
}
t>0, we will show
that for any xed T > 0 and any function `(N) diverging to innity (i.e., such that
`(N)→∞ as N→∞),
P
(
sup
t∈[0,T ]
DN+ (t) > `(N) log(N)
)
→ 0. (5.49)
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Let
{
XN(n)
}
n>0 be the discrete jump chain, andKN(t) be the number of jumps
before time t, of the process
{
DN+ (t)
}
t>0. Hence, for any xed T > 0,
P
(
sup
t∈[0,T ]
DN+ (t) > `(N) log(N)
)
= P
(
sup
n6KN(T)
XN(n) > `(N) log(N)
)
6 P
(
sup
n6N`0(N)
XN(n) > `(N) log(N)
)
P (KN(T) 6 N`0(N))
+P (KN(T) > N`0(N)) ,
(5.50)
for some function `0(N) : N → N, to be chosen according to Lemma 5.6.5 below.
Now, observe that KN(T) is upper bounded by a Poisson random variable with pa-
rameter λ(N)T +
∫T
0
∑K
i=1(Qi(s)−QK+1(s))ds, and
∑K
i=1(Qi(s)−QK+1(s)) 6
KN. Hence for any function `0(N) diverging to innity, we have
P (KN(T) > N`0(N))→ 0.
To control the rst term, it is enough to note that
∑K
i=1(Qi(t) −QK+1(t)) 6
KN < λN. Hence the process
{
XN(n)
}
n>1 can be stochastically upper bounded
by the process
{
XˆN(n)
}
n>1, dened as follows:
XˆN(n+ 1) =
XˆN(n) + 1 with prob. K/(K+ λ),(XˆN(n) − 1)∨ 0 with prob. λ/(K+ λ), (5.51)
erefore, combining Lemma 5.6.5 below for the above Markov process
{
XˆN(n)
}
n>0
with Equation (5.50) we obtain Equation (5.49). Hence the proof is complete.
Lemma 5.6.5. For any function `(N) : N → N, diverging to innity, there exists
another function `0(N) :N→N, diverging to innity, such that
P
(
sup
n6N`0(N)
XˆN(n) > `(N) log(N)
)
→ 0.
Proof. We will use a regeneration approach to prove the lemma. Let p := K/(K+ λ).
Note that then p < q := 1− p. Dene the ith regeneration time ρi of the Markov
chain as follows: ρ0 = 0, and ρi := min
{
k > ρi−1 : Xˆk = 0
}
, for i > 1. Also
dene,mi := max
{
Xˆk : ρi−1 6 k < ρi
}
, for i > 1, and ξ(n) := min
{
i : ρi > n
}
,
for n > 1. Now observe that [51, XIV.2],
P (mi >M) = p×
q
p − 1(
q
p
)M
− 1
6 a−M, (5.52)
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for some a > 1, since q/p > 1. us the tail of the distribution of the maximum
aained in one regeneration period decays exponentially. Recall that, in n steps the
Markov chain exhibits ξ(n) regenerations. Hence, for any `0(N) and `(N),
P
(
sup
n6N`0(N)
XˆN(n) > `(N) log(N)
)
= P
(
sup
i6ξ(N`0(N))
mi > `(N) log(N)
)
6 1−
(
1− a−`(N) log(N)
)ξ(N`0(N)) 6 1− (1− a−`(N) log(N))N`0(N) .
(5.53)
Now, for given `(N), choose `0(N) diverging to innity, such that
N`0(N)a
−`(N) log(N) → 0 as N→∞.
Since the condition is equivalent to
log(N) + log(`0(N)) − `(N) log(a) log(N)→ −∞,
it is evident that such a choice of `0(N) is always possible. Hence, for such a choice of
`0(N) the probability in Equation (5.53) converges to zero and the proof is complete.
5.7 Diusion limit of JSQ: Integral λ
In this section we analyze the diusion-scale behavior of the ordinary JSQ policy
when λ is an integer, i.e., f = 0, and
KN− λ(N)√
N
→ β, as N→∞,
with β ∈ R being a xed real number. roughout this section we assume B =
K + 1. us, tasks that arrive when all the server pools have K + 1 active tasks,
are permanently discarded. For brevity, dene ZN1 (t) =
∑K
i=1(N −Q
N
i (t)) and
ZN2 (t) := Q
N
K+1(t). Note that ZN1 (t) corresponds toDN+ (t) in the previous section.
Also recall (5.7), and dene
ζN1 (t) :=
ZN1 (t)√
N
= QˆNK−1(t) + Qˆ
N
K (t)
ζN2 (t) :=
ZN2 (t)√
N
= QˆNK+1(t),
(5.54)
with QˆNK−1(t), QˆNK (t), and QˆNK+1(t) as in (5.7).
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eorem 5.7.1. Assume that (ζN1 (0), ζ
N
2 (0)) → (ζ1(0), ζ2(0)) in R2 as N → ∞.
en the two-dimensional process
{
(ζN1 (t), ζ
N
2 (t))
}
t>0 converges weakly to the pro-
cess
{
(ζ1(t), ζ2(t))
}
t>0 in DR2 [0,∞) governed by the stochastic recursion equation:
ζ1(t) = ζ1(0) +
√
2KW(t) −
∫t
0
(ζ1(s) +Kζ2(s))ds+βt+ V1(t),
ζ2(t) = ζ2(0) + V1(t) − (K+ 1)
∫t
0
ζ2(s)ds,
where W is the standard Brownian motion, and V1(t) is the unique non-decreasing
process in DR+ [0,∞) satisfying∫t
0
1[ζ1(s)>0]dV1(s) = 0.
Remark 5.7.2. Note that YN(t) −KN = ZN2 (t) −ZN1 (t). us, under the assump-
tion in (5.6), the diusion limit in eorem 5.7.1 implies that
YN(·) − λ(N)√
N
=
YN(·) −KN√
N
+
KN− λ(N)√
N
L−→ ζ2(·) − ζ1(·) +β.
Writing X(t) = ζ2(t)− ζ1(t)−β, from eorem 5.7.1, one can note that the process{
X(t)
}
t>0 satises
dX(t) = −X(t)dt−
√
2KdW(t),
which is consistent with the diusion-level behavior of YN(·) stated in eorem 5.6.2.
Next, using the arguments in the proof of Proposition 5.6.4 one can see that the
process
K−1∑
i=1
N−QNi (·)√
N
= QˆNK−1(·) P−→ 0,
provided QˆNK−1(0)
P−→ 0. us, eorem 5.7.1 yields the diusion limit for the ordi-
nary JSQ policy in the case B = K+ 1. e proof for B > K+ 1 then follows from
exactly the same arguments as provided in [48, Section 5.2]. e idea is that since
the process QNK+1(·), when scaled by
√
N, is stochastically bounded, the probabil-
ity that on any nite time interval, it will take value N (or equivalently, all server
pools will have at least K + 1 active tasks) vanishes as N grows large. erefore,
the dynamics of the limit of (QˆNK+2(·), . . . , QˆM(·)) becomes deterministic, and the
limit of QˆNK+1(·) for B > K+ 1 becomes a transformation of the limit of QˆNK+1(·)
for B = K+ 1, as described in eorem 5.2.4. Hence, note that the diusion limit in
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eorem 5.7.1 is equivalent to the one in eorem 5.2.4. In view of the universality
result in Corollary 5.3.5, it thus suces to prove eorem 5.7.1.
We will use the reection argument developed in [48] to prove eorem 5.7.1.
Observe that the evolution of
{
(ZN1 (t),Z
N
2 (t))
}
t>0 can be described by the follow-
ing stochastic recursion which is explained in detail below.
ZN1 (t) = Z
N
1 (0) +A1
(∫t
0
(KN−ZN1 (s) −KZ
N
2 (s))ds
)
−D1(λ(N)t) +U
N
1 (t),
ZN2 (t) = Z
N
2 (0) +U
N
1 (t) −D2
(∫t
0
(K+ 1)ZN2 (t)ds
)
−UN2 (t),
(5.55)
where A1, D1 and D2 are unit-rate Poisson processes, and
UN1 (t) =
∫t
0
1[ZN1 (s)=0]
dD1(λ(N)s),
UN2 (t) =
∫t
0
1[ZN2 (s)=C
√
N]dD1(λ(N)s).
(5.56)
e components of (5.55) can be explained as follows. e process Z1(t) in-
creases by one when a departure occurs from a server pool with at most K active
tasks, and it decreases by one when an arriving task is assigned to a server pool with
at most K active tasks. Hence the instantaneous rate of increase at time s is given by
K∑
i=1
i(QNi (t) −Q
N
i+1(t)) =
K∑
i=1
QNi (t) −KQ
N
K+1(t)
= KN−
K∑
i=1
(N−QNi (t)) −KQ
N
K+1(t)
= KN−ZN1 (t) −KZ
N
2 (t),
and the instantaneous rate of decrease is given by the arrival rate λ(N). But ZN1
cannot be negative, and hence the arrivals when ZN1 is zero, add to ZN2 , and the rate
of increase of the ZN2 process is given by the overow processUN1 . Since B = K+ 1,
the rate of decrease of ZN2 equals the total number of tasks at server pools with
exactly K + 1 tasks, which is given by (K + 1)ZN2 . is explains the rate in the
Poisson processD2(·). Finally, since ZN2 is upper bounded byN,UN2 is the overow
of the ZN2 process with C =
√
N, i.e., the number of arrivals to the system when
ZN2 = N. e existence and uniqueness of the above stochastic recursion can be
proved following the arguments in [140, Section 2].
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Martingale representation. We now introduce the martingale representation for
(5.55), and following similar arguments as in [48, Subsection 4.3], we obtain the fol-
lowing scaled, square integrable martingales with appropriate ltration:
MN1,1(t) =
1√
N
A1
(∫t
0
(KN−ZN1 (s) −KZ
N
2 (s))ds
)
−
1√
N
∫t
0
(KN−ZN1 (s) −KZ
N
2 (s))ds,
MN1,2(t) =
1√
N
(D1(λ(N)t) − λ(N)t),
MN2,1(t) =
1√
N
D2
(∫t
0
(K+ 1)ZN2 (t)ds
)
−
K+ 1√
N
∫t
0
ZN2 (s)ds,
(5.57)
withVN1 (t) := UN1 (t)/
√
N andVN2 (t) := UN2 (t)/
√
N, and the predictable quadratic
variation processes given by
〈MN1,1〉(t) =
1
N
∫t
0
(KN−ZN1 (s) −KZ
N
2 (s))ds,
〈MN1,2〉(t) =
λ(N)t
N
,
〈MN2,1〉(t) =
K+ 1
N
∫t
0
ZN2 (s)ds.
(5.58)
erefore, we have the following martingale representation for (5.55):
ζN1 (t) = ζ
N
1 (0) +M
N
1,1(t) −M
N
1,2(t) −
∫t
0
(ζN1 (s) +Kζ
N
2 (s))ds
+
t(KN− λ(N))√
N
+ VN1 (t),
ζN2 (t) = ζ
N
2 (0) + V
N
1 (t) −M
N
2,1(t) − (K+ 1)
∫t
0
ζN2 (s)ds− VN2 (t).
(5.59)
Convergence of independent martingales. We now show the convergence of
the martingales dened in (5.57) using the functional central limit theorem.
Lemma 5.7.3. As N→∞,{(
MN1,1(t),M
N
1,2(t),M
N
2,1(t)
)}
t>0
L−→
{(√
KW1(t),
√
KW2(t), 0
)}
t>0
in DR3 [0,∞), whereW1,W2 are independent standard Brownian motions.
Proof. From eorem 5.2.1 we know that for any xed T > 0,
sup
t∈[0,T ]
ZN1 (t)/N
P−→ 0 and sup
t∈[0,T ]
ZN2 (t)/N
P−→ 0.
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is yields the following convergence results:
〈MN1,1〉(T) P−→ KT ,
〈MN1,2〉(T) P−→ λT = KT ,
〈MN2,1〉(T) P−→ 0.
(5.60)
en, using a random time change, the continuous-mapping theorem and the func-
tional central limit theorem [140, eorem 4.2], [48, Lemma 6], we get the conver-
gence of the martingales.
Now we use the continuous-mapping theorem to prove the convergence of the
processes described in (5.59). To proceed in that direction, we need the following
proposition, which is analogous to [48, Lemma 1].
Proposition 5.7.4. Let B ∈ R¯+, b ∈ R2, (y1,y2) ∈ D2[0,∞), and (x1, x2) ∈
D2[0,∞) be dened by the following recursion: for t > 0,
x1(t) = b1 + y1(t) +
∫t
0
(−x1(s) −Kx2(s))ds+ u1(t),
x2(t) = b2 + y2(t) + (K+ 1)
∫t
0
(−x2(s))ds+ u1(t) − u2(t),
(5.61)
where u1 and u2 are unique non-decreasing functions in D, such that∫∞
0
1[x1(s)>0]du1(t) = 0,∫∞
0
1[x2(s)<B]du2(t) = 0.
(5.62)
en, (x,u) is the unique solution to the above system. Furthermore, there exist func-
tions (f,g) : (R¯,R2,D2R[0,∞)) → (D2R[0,∞),D2R[0,∞)) with x = f(B,b,y) and
u = g(B,b,y), which are continuous when R¯+ is equipped with the order topology,
DR[0,∞) is equipped with the topology of uniform convergence over compact sets, and
(R¯,R2,D2R[0,∞)) and (D2R[0,∞),D2R[0,∞)) are equipped with the product topol-
ogy.
e proof of the above proposition follows from similar arguments as described
in the proof of [48, Lemma 1], and hence is omied.
Proof of eorem 5.7.1. Observe that the stochastic recursion equations described by
(5.59) t in the framework of the recursion described by (5.61), by taking bi = ζNi (0),
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i = 1, 2, C =
√
N, y1(t) = MN1,1(t) −MN1,2(t) + t(KN− λ(N))/
√
N, and y2(t) =
−MN2,1(t) for the Nth process.
By the assumptions of the theorem we have ζNi (0)
L−→ ζi(0), for i = 1, 2. Also,
by Lemma 5.7.3,{
(MN1,1(t),M
N
1,2(t),M
N
2,1(t))
}
t>0
L−→ {(√KW1(t),√KW2(t), 0)}t>0.
Hence, for the limiting process, y1(t) =
√
KW1(t)−
√
KW2(t)+βt ≡
√
2KW(t)+
βt and y2(t) ≡ 0. Finally, using the continuous-mapping theorem we get the desired
convergence as in the proof of [48, eorem 2].
5.8 Performance implications
5.8.1 Evolution of the number of tasks at a tagged server pool
We now provide some insights into the steady-state dynamics of the number of tasks
at a particular server pool in the regime d(N) → ∞ as N → ∞. Due to exchange-
ability of the server pools, asymptotically, the dynamics at a particular server pool
depends on the system only through the mean-eld limit, or the global system state
averages. Based on the xed point (5.3), we claim (without proof) that the steady-
state dynamics can be described as follows:
(i) If a server pool contains dλe active tasks, then with high probability no further
task will be assigned to it.
(ii) Similarly, if a departure occurs from a server pool having K = bλc active tasks,
a task will immediately be assigned to it.
(iii) Since the total ow of arrivals that join server pools with exactly K active tasks,
are distributed uniformly among all such server pools, each server pool with
exactly K active tasks will observe an arrival rate λpK(q?)/(q?K − q?K+1) =
(K+ 1)f/(1− f).
(iv) Finally, the rate of departure from a server pool with K+ 1 active tasks is given
by K+ 1.
Let Sd(N)k (t) denote the number of tasks at server pool k at time t in the N
th sys-
tem under the JSQ(d(N)) scheme. Combining all the above, provided d(N) → ∞
as N → ∞, the process {Sd(N)k (t)}t>0 converges in distribution to the process{
S(t)
}
t>0, described as follows:
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(i) If f > 0, then
{
S(t)
}
t>0 is a two-state process, taking values K and K+ 1, with
transition rate from K to K+ 1 given by (K+ 1)f/(1− f), and from K+ 1 to
K given by K+ 1. So the steady-state distribution is P (S = K) = 1− f, and
P (S = K+ 1) = f, i.e., for i > 1, P (S = i) = q?i − q?i+1, which agrees with
the xed point (5.3) of the uid limit.
(ii) If f = 0, then
{
S(t)
}
t>0 is a constant process, taking value λ = K.
5.8.2 Evolution of the number of tasks observed by a tagged task
To analyze the performance perceived by a particular tagged task with execution
time T , observe that in steady state the probability that it will join a server pool with
i active tasks is given by pi(q?) = K(1− f)/λ for i = K− 1, (K+ 1)f/λ for i = K,
and 0 otherwise. In the time interval [0, T ], the number of active tasks in the server
pool it joins, is again a birth-death process
{
Sˆ(t)
}
06t6T , whose dynamics is the
same as of
{
S(t)
}
t>0 process conditioned on having one permanent task (i.e., its
departure is not allowed). erefore,
{
Sˆ(t)
}
06t6T can be described as follows:
(i) If f > 0, then
{
Sˆ(t)
}
06t6T is a two-state process, taking values K and K+ 1,
with transition rate from K to K+ 1 given by (K+ 1)f/(1− f), and from K+ 1
to K given by K. e steady-state distribution of the process is then given by
P
(
Sˆ = K
)
= K(1− f)/λ, and P
(
Sˆ = K+ 1
)
= (K+ 1)f/λ.
(ii) If f = 0, then
{
Sˆ(t)
}
06t6T is a constant process, taking value λ = K.
Observe in both of the above two cases that the initial distribution of Sˆ(t) coincides
with its stationary distribution. Now, if the performance perceived by the tagged
task is measured as a function h : N → R of the number of concurrent tasks, then
the relevant performance measure is given by
E
1
T
∫T
0
h(Sˆ(t))dt = 1
λ
((1− f)Kh(K) + f(K+ 1)h(K+ 1)), (5.63)
independent of the execution time T . Notice that if h(x) = 1/(x+ 1), then the above
performance measure becomes the constant (K(K+ 2) − f)/((K+ 1)(K+ 2)).
5.8.3 Loss probabilities
We now examine the asymptotic behavior of the loss probability when the buer
capacity at each server is B < ∞ and the arrival rate λ(N) satises (5.6) with K =
B. We will establish lower and upper bounds, and prove that these asymptotically
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coincide. When the buer capacity B is nite, to characterize the asymptotic steady-
state loss probability of the JSQ(d(N)) scheme, we bound it from below and above
by that of an ordinary and a modied Erlang loss system, respectively. e lower
and upper bounds rely on a stochastic comparison.
Suppose that Y1(t) and Y2(t) are two non-explosive, continuous-time Markov
processes taking values in a complete separable metric space E. Let X1(t) and X2(t)
be two birth-death processes dened on the same probability space, with nite state
spaces
{
0, 1, . . . ,n1
}
and
{
0, 1, . . . ,n2
}
, whose birth rates are f1(X1(t), Y1(t)) and
f2(X2(t), Y2(t)), and death rates are g1(X1(t), Y1(t)) and g2(X2(t), Y2(t)), respec-
tively.
Lemma 5.8.1. If n1 6 n2, and for all x ∈
{
0, 1, . . . ,n1
}
, f1(x,y1) 6 f2(x,y2)
and g1(x,y1) > g2(x,y2), for all y1,y2 ∈ E, then
{
X1(t)
}
t>0 6st
{
X2(t)
}
t>0,
provided X1(0) 6st X2(0).
Proof. e proof is fairly straightforward, but we present it briey for the sake of
completeness. First we suitably couple the two processes, and then as before, using
the forward induction on event times, we show that the inequality holds throughout
the sample path. Dene the processes
(
X1(·),X2(·), Y1(·), Y2(·)
)
on the same prob-
ability space. Due to the assumptions in the theorem, we do not need any condition
on the evolution of Y1 and Y2, provided that they are dened on the same probability
space. Maintain two exponential clocks of rateMB := max
{
f1(x1,y1), f2(x2,y2)
}
(birth-clock) and MD := max
{
g1(x1,y1),g2(x2,y2)
}
(death-clock), respectively.
When the birth-clock rings, draw a single uniform[0, 1] random variable u say, and
a birth occurs in the X1 process and X2 process if u 6 f1(x1,y1)/MB and u 6
f2(x2,y2)/MB, respectively. Couple the deaths also, in a similar fashion. Note that
the processes thus constructed satisfy the relevant statistical laws in terms of the
transition rates f1(x1,y1) and f2(x2,y2).
Now under the above coupling we prove the inequality. Assume that the inequal-
ity holds at event time t0, and X1(t0) = x1 and X2(t0) = x2. Note that if x1 < x2,
then trivially the inequality holds at the next event time t1. erefore, without loss
of generality, assume x1 = x2 = x 6 n1. We will distinguish between two cases
depending on whether the birth-clock or death-clock rings at time epoch t1. In the
former case, observe that since f1(x,y1) 6 f2(x,y2) for all y1,y2 ∈ E, whenever
there is a birth in the X1 process, there will be a birth in the X2 process as well. us
the inequality is preserved. Alternatively, if the death-clock rings at time epoch t1,
then observe that since g1(x,y1) > g2(x,y2) for all y1,y2 ∈ E, whenever there is
a death in the X2 process, there will be a death in the X1 process as well, and the
inequality is preserved. is completes the proof.
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Denote by Er(C, λ) an Erlang loss system with capacity C, load λ, and expo-
nential service times with unit mean. We further introduce a modied Erlang loss
system Eˆr(n,d) with capacity B(N− n), and arrival rate λ, with unit-exponential
service times, where a fraction
p(n,d) :=
(
1−
n+ 1
N
)d
,
of tasks is rejected upfront, independently of any other processes. Note that the
number of active tasks in the Eˆr(n,d) system evolves like anEr(B(N−n), λp(n,d))
system.
DeneC(N) := BN, Cˆ(N) := B(N−n(N)), and λˆ(N) := λ(N)p(n(N),d(N)).
Denote the total number of active tasks at time t in the Nth system following the
JSQ(d(N)) scheme, an Er(C(N), λ(N)) system, and an Eˆr(n(N),d(N)) system by
Yd(N)(t), YNEr(t), and YNEˆr(t), respectively. Denote the associated steady-state loss
probabilities by Ld(N), L(C, λ) and Lˆ(n,d), respectively.
Lemma 5.8.2. For all N > 1, d(N) > 1, and n(N) < N,
(a)
{
YNEˆr(t)
}
t>0 6st
{
Yd(N)(t)
}
t>0 6st
{
YNEr(t)
}
t>0,
(b) L(C(N), λ(N)) 6 Ld(N) 6 Lˆ(n(N),d(N)).
Proof. (a) For the lower bound, observe that the rate of increase of the processYd(N)(·)
is at most that of the process YNEr(·), and the rate of decrease at any state is the same
in both processes. us, Lemma 5.8.1 implies that if both systems start from the
same occupancy states, then
{
Yd(N)(t)
}
t>0 6st
{
YNEr(t)
}
t>0. Consequently, in
the steady state, Yd(N)(∞) 6st YNEr(∞), and invoking Lile’s law yields
L(C(N), λ(N)) 6 Ld(N).
For the upper bound, rst observe that at any arrival, as long as one of the
n(N) lowest-ordered server pools is sampled, which occurs with probability 1 −
p(n(N),d(N)), a task can only get lost when the total number of active tasks is at
least B(N−n(N)). us when the total number of active tasks Yd(N)(·) in the sys-
tem under the JSQ(d(N)) scheme is y, the rate of increase of Yd(N)(t) is at least
λ(N)(1− p(n(N),d(N))) if y 6 B(N− n(N)), and the rate of decrease is given
by y. Comparing with the modied Erlang loss system Eˆr(n(N),d(N)) and using
Lemma 5.8.1, we obtain that if Yd(N)(0) >st YNEˆr(0), then{
Yd(N)(t)
}
t>0 >st
{
YNEˆr(t)
}
t>0.
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e proof of the upper bound Ld(N) 6 Lˆ(n(N),d(N)) is then completed by again
invoking Lile’s law.
(b) Lile’s law implies
Ld(N) = 1−
1
λ(N)
lim
T→∞
∫T
0
Yd(N)(t)dt,
and similarly for the Er(C(N), λ(N)) and Eˆr(n(N),d(N)) systems. Statement (b)
then follows from statement (a).
e proposition below states that the limiting loss probability for the JSQ(d(N))
scheme vanishes as long as d(N)→∞.
Proposition 5.8.3. For any λ 6 B, if d(N) → ∞ as N → ∞, then Ld(N) → 0, as
N→∞.
Proof. From (5.22) and (5.23), we know if d(N) → ∞, then there exists n(N) such
that asN→∞, n(N)/N→ 0 and p(n(N),d(N))→ 0. For such a choice of n(N),
λ(N)/C(N)→ λ/B 6 1, and λˆ(N)/Cˆ(N)→ λ/B 6 1 asN→∞. erefore, using
Lemma 5.8.2 and the standard results of the Erlang loss function [85], we complete
the proof of the proposition.
Remark 5.8.4. Note that in view of the results in [133, 136] for the JSQ(d) schemes
with xed d, following the arguments as in Remark 5.3.4, the growth condition
d(N)→∞ asN→∞ is also necessary to achieve an asymptotically zero probabil-
ity of loss.
We now further show that the steady-state loss probability multiplied by
√
N
converges to a non-degenerate limit, which is the same as in an Er(C(N), λ(N))
system. e next theorem also establishes that if d(N)/(
√
N log(N)) → 0 as N →∞ and (5.6) is satised, then the steady-state loss probability is of higher order than
1/
√
N. is indicates that the growth rate
√
N log(N) is not only sucient but also
nearly necessary.
eorem 5.8.5 (Scaled loss probability). Assume that d(N)/(
√
N log(N))→∞, as
N→∞, and λ(N) satises (5.6) with K = B. en,
lim
N→∞
√
N Ld(N) =
φ(β)√
BΦ(β)
, (5.64)
where φ(·) and Φ(·) are the density and distribution function of the standard Normal
distribution, respectively.
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Since the right side of (5.64) corresponds to the asymptotic steady-state loss prob-
ability in an Er(C(N), λ(N)) system [25, 85, 176], we thus conclude that (5.64) is
optimal on
√
N-scale in terms of loss probability.
Proof of eorem 5.8.5. e idea again is to suitably bound the steady-state loss prob-
ability of the JSQ(d(N)) scheme. Using Lemma 5.8.2 and [25, Chapter 7, eorem 15
(2)], [176], we obtain the lower bound as
Ld(N) > L(C(N), λ(N))
=⇒ lim
N→∞
√
NLd(N) > lim
N→∞
√
NL(C(N), λ(N)) =
φ(β)√
BΦ(β)
.
(5.65)
For the upper bound, from (5.22) and (5.23), we know if d(N)/(
√
N log(N)) → ∞
as N→∞, then there exists n(N) with n(N)/√N→ 0 and
√
Np(n(N),d(N))→ 0, as N→∞. (5.66)
Take such an n(N). Again using [25, Chapter 7, eorem 15 (2)], we know that since
as N→∞, λˆ(N)/Cˆ(N) converges to one and Cˆ(N)/N converges to B,
lim
N→∞
√
NL(Cˆ(N), λˆ(N)) =
φ(β)√
BΦ(β)
. (5.67)
erefore, Lemma 5.8.2, and Equations (5.66), (5.67) yield
lim
N→∞
√
NLd(N) 6 lim
N→∞
√
NL(C(N), λ(N)) + lim
N→∞
√
Np(n(N),d(N))
=
φ(β)√
BΦ(β)
.
Combination of the lower bound in (5.65) and the above upper bound completes the
proof.
Remark 5.8.6 (Almost necessary condition for growth rate). It is worthwhile to
mention that when λ = K > 0 and λ(N) satises (5.6), the growth condition
d(N)/(
√
N log(N))→∞, asN→∞, is nearly necessary in order for the JSQ(d(N))
scheme to have the same diusion limit as the ordinary JSQ policy. More precisely,
if d(N)/(
√
N log(N)) → 0 as N → ∞, then the diusion limit of the JSQ(d(N))
scheme diers from the ordinary JSQ policy. In this remark we briey sketch the
outline of the proof. We will assume that the d(N) server pools are chosen with
replacement, to avoid cumbersome notation. But the proof technique and the result
holds if the server pools are chosen without replacement.
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Assume on the contrary that as in the ordinary JSQ policy, if the centered and scaled
initial occupancy state N−1/2(KN−
∑K
i=1Q
d(N)
i (0)) is tight, then N
−1/2(KN−∑K
i=1Q
d(N)
i (t)) is a stochastically bounded process. We argue that in this case,
for any nite time t, the cumulative number of tasks joining a server with K active
tasks (or the cumulative number of lost tasks in case K = B) Ld(N)(t) does not
scale with
√
N, and arrive at a contradiction. Indeed,
{
Ld(N)(t)
}
t>0 admits the
following martingale decomposition:
Ld(N)(t) =MNL (t) + 〈MNL 〉(t), (5.68)
where
{
MNL (t)
}
t>0 is a martingale with compensator and predictable quadratic
variation process given by
〈MNL 〉(t) = λ(N)
∫t
0
(
Q
d(N)
K (s−)/N
)d(N)
ds.
Since 〈MNL 〉(t)/N 6 λt,
{
MNL (t)/
√
N
}
t>0 is stochastically bounded. We will
show that 〈MNL 〉(t) is stochastically unbounded on
√
N-scale. From (5.68), this will
imply that the process
{
Ld(N)(t)/
√
N
}
t>0 is stochastically unbounded, which will
complete the proof. Note that
Q
d(N)
K (s) = N− (N−Q
d(N)
K (s)) > N−
K∑
i=1
(N−Q
d(N)
i (s)),
and hence,
〈MNL 〉(t) > λ(N)
∫t
0
(
1−
1
N
K∑
i=1
(N−Q
d(N)
i (s))
)d(N)
ds
> λ(N)t
(
1−
1
N
sup
s∈[0,t]
K∑
i=1
(N−Q
d(N)
i (s))
)d(N)
.
For any T > 0, since supt∈[0,T ]
(
KN−
∑K
i=1Q
d(N)
i (t)
)
isOP(
√
N), for any func-
tion c(N) growing to innity (to be chosen later), we have with probability tending
to 1,
λ(N)T√
N
(
1−
1
N
sup
t∈[0,T ]
(
KN−
K∑
i=1
Q
d(N)
i (t)
))d(N)
> λ(N)T√
N
(
1−
√
Nc(N)
N
)d(N)
> λ(N)T√
N
(
1−
c(N)√
N
)d(N)
.
229
Chapter 5. Asymptotic Optimality for Innite-Server Dynamics
Now since d(N)/
√
N log(N) → 0 as N → ∞, dene ω(N) := √N log(N)/d(N),
which tends to innity as N grows large. Choose c(N) such that c(N)/ω(N)→ 0,
as N→∞. In that case,
λ(N)T√
N
(
1−
c(N)√
N
)d(N)
= T exp
[
log(
√
N−β) +
√
N log(N)
ω(N)
log
(
1−
c(N)√
N
)]
= T exp
[
log(
√
N−β) −
√
N log(N)
ω(N)
c(N)√
N
]
→∞ as N→∞.
5.9 Conclusion
In this chapter we have investigated asymptotic optimality properties for JSQ(d)
load balancing schemes in large-scale systems. Specically, we considered a system
of N parallel identical server pools and a single dispatcher which assigns arriving
tasks to the server pool with the minimum number of tasks among d(N) randomly
selected server pools. We showed that the uid limit in a regime where the total
arrival rate and number of server pools grow large in proportion coincides with
that for the ordinary JSQ policy (d(N) = N) as long as d(N) → ∞ as N → ∞,
however slowly. We also proved that the diusion limit in the Haln-Whi regime
corresponds to that for the ordinary JSQ policy as long as d(N) grows faster than√
N log(N), and that the laer growth rate is in fact nearly necessary. ese re-
sults indicate that the optimality of the JSQ policy can be preserved at the uid-level
and diusion-level while reducing the communication overhead by nearly a factor
O(N) and O(
√
N/ log(N)), respectively. In future work we plan to further estab-
lish convergence rates and extend the results to non-exponential service requirement
distributions.
e proofs of the asymptotic optimality properties rely on a novel stochastic
coupling construction to bound the dierence in the system occupancy processes
between the JSQ policy and a JSQ(d) scheme with an arbitrary value of d. It is worth
observing that the coupling construction is two-dimensional in nature, and funda-
mentally dierent from the classical coupling approach used for deriving stochastic
dominance properties for the ordinary JSQ policy and for establishing universality in
the single-server case in Chapter 2. As it turns out, a direct comparison between the
JSQ policy and a JSQ(d) scheme is a signicant challenge. Hence, we adopted a two-
stage approach based on a novel class of schemes which always assign the incoming
task to one of the server pools with the n(N) + 1 smallest number of tasks. Just like
the JSQ(d(N)) scheme, these schemes may be thought of as ‘sloppy’ versions of the
230
Chapter 5. Asymptotic Optimality for Innite-Server Dynamics
JSQ policy. Indeed, the JSQ(d(N)) scheme is guaranteed to identify the server pool
with the minimum number of tasks, but only among a randomly sampled subset of
d(N) server pools. In contrast, the schemes in the above class only guarantee that
one of the n(N) + 1 server pools with the smallest number of tasks is selected, but
across the entire system of N server pools. We showed that the system occupancy
processes for an intermediate blend of these schemes are simultaneously close on a
g(N) scale (e.g. g(N) = N or g(N) =
√
N) to both the JSQ policy and the JSQ(d(N))
scheme for suitably chosen values of d(N) and n(N) as function of g(N). Based on
the laer asymptotic universality, it then suced to establish the uid and diusion
limits for the ordinary JSQ policy.
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Abstract
A fundamental challenge in large-scale service systems is to achieve highly
ecient server utilization and limit energy consumption, while providing excel-
lent user-perceived performance in the presence of uncertain and time-varying
demand paerns. Auto-scaling provides a popular paradigm for automatically
adjusting service capacity in response to demand while meeting performance
targets, and queue-driven auto-scaling techniques have been widely investigated
in the literature. In typical data center architectures and cloud environments
however, no centralized queue is maintained, and load balancing algorithms im-
mediately distribute incoming tasks among parallel queues. In these distributed
seings with vast numbers of servers, centralized queue-driven auto-scaling
techniques involve a substantial communication overhead and major implemen-
tation burden, or may not even be viable at all.
Motivated by the above issues, we propose a joint auto-scaling and load
balancing scheme which does not require any global queue length information
or explicit knowledge of system parameters, and yet provides provably near-
optimal service elasticity. We establish the uid-level dynamics for the proposed
scheme in a regime where the total trac volume and nominal service capacity
grow large in proportion. e uid-limit results show that the proposed scheme
achieves asymptotic optimality in terms of user-perceived delay performance
as well as energy consumption. Specically, we prove that both the waiting
time of tasks and the relative energy portion consumed by idle servers vanish
in the limit. At the same time, the proposed scheme operates in a distributed
fashion and involves only constant communication overhead per task. Extensive
simulation experiments corroborate the uid-limit results, and demonstrate that
the proposed scheme can match the user performance and energy consumption
of state-of-the-art approaches that do take full advantage of a centralized queue.
6.1 Introduction
In this chapter we propose a joint auto-scaling and load balancing scheme which does
not require any global queue length information or explicit knowledge of system
parameters, and yet achieves near-optimal service elasticity. e laer property is
crucial in reducing the energy consumption in data centers in the presence of variable
demand as described in Section 1.7. For convenience, we focus on a system with just
a single dispatcher, but the proposed scheme naturally extends to scenarios with
multiple dispatchers.
e proposed scheme involves a token-based feedback protocol, allowing the
dispatcher to keep track of idle-on servers in standby mode as well as servers in idle-
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o mode and setup mode, as further described below. Specically, when a server
becomes idle, it sends a message to the dispatcher to report its status as idle-on. Once
a server has remained continuously idle for more than an exponentially distributed
amount of time with parameter µ > 0 (standby period), it turns o, and sends a
message to the dispatcher to change its status to idle-o.
When a task arrives, and there are idle-on servers available, the dispatcher as-
signs the task to one of them at random, and updates the status of the corresponding
server to busy accordingly. Otherwise, the task is assigned to a randomly selected
busy server. In the laer event, if there are any idle-o servers, the dispatcher in-
structs one of them at random to start the setup procedure, and updates the status of
the corresponding server from idle-o to setup mode. It then takes an exponentially
distributed amount of time with parameter ν > 0 (setup period) for the server to
become on, at which point it sends a message to the dispatcher to change its status
from setup mode to idle-on.
Note that tasks are only dispatched to ‘on’ servers (idle or busy), and in no cir-
cumstance assigned to an ‘o’ server (idle-o or setup mode). Also, a server only
sends a (green, say) message when a task completion leaves its queue empty, and
sends at most one (red, say) message when it turns o aer a standby period per
green message, so that at most two messages are generated per task.
In order to analyze the response time performance and energy consumption of
the proposed scheme, we consider a scenario with N homogeneous servers, and es-
tablish the uid-level dynamics for the proposed scheme in a regime where the to-
tal task arrival rate and nominal number of servers grow large in proportion. is
regime not only oers analytical tractability, but is also highly relevant given the
massive numbers of servers in data centers and cloud networks. e uid-limit re-
sults show that the proposed scheme achieves asymptotic optimality in terms of
response time performance as well as energy consumption. Specically, we prove
that for any positive values of µ and ν both the waiting time incurred by tasks and
the relative energy portion consumed by idle servers vanish in the limit. e lat-
ter results not only hold for exponential service time distributions, but also extend
to a multi-class scenario with phase type service time distributions. To the best of
our knowledge, this is the rst scheme to provide auto-scaling capabilities in a set-
ting with distributed queues and achieve near-optimal service elasticity. Extensive
simulation experiments corroborate the uid-limit results, and demonstrate that the
proposed scheme can match the user performance and energy consumption of state-
of-the-art approaches that do assume the full benet of a centralized queue.
As mentioned above, centralized queue-driven auto-scaling mechanisms have
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been widely considered in the literature [8, 61, 104, 105, 108, 109, 110, 142, 166, 178].
Under Markovian assumptions, the behavior of these mechanisms can be described
in terms of various incarnations of M/M/N queues with setup times. A particularly
interesting variant considered by Gandhi et al. [61] is referred to as M/M/N/setup/
delayedo. In this mechanism, when a server s nishes a service, and nds no im-
mediate waiting task, it waits for an exponentially distributed amount of time with
parameter µ. In the meantime, if a task arrives, then it is immediately assigned to
server s (or one of the idle-on servers at random), otherwise server s is turned o.
When a task arrives, if there is no idle-on server, then it selects one of the switched
o servers s ′ say (if any), starts the setup procedure in s ′, and waits in the queue
for service. e setup procedure also takes an exponentially distributed amount of
time with parameter ν. During the setup procedure, if some other server completes
a service, then the waiting task at the head of the queue is assigned to that server,
and the server s ′ terminates its setup procedure unless there is any task w waiting
in the queue that had not started a setup procedure (due to unavailability of idle-
o servers at its arrival epoch). In the laer event, the server continues to be in
setup mode for task w. Gandhi et al. [61] provide an exact analysis of this model,
and observe that this mechanism performs very well in a work-conserving pooled
server scenario. ere are several further recent papers which examine on-demand
server addition/removal in a somewhat dierent vein [137, 139]. Generalizations
towards non-stationary arrivals and impatience eects have also been considered
recently [142].
Another related strand of research that starts from the seminal paper [181] is
concerned with scaling the speed of a single processor in order to achieve an opti-
mal trade-o between energy consumption and response time performance. In this
framework, a stream of tasks having specic deadlines arrive at a processor that
either accepts the task and nishes serving it before the deadline, or discards the
task at arrival. e processor can work faster at the cost of producing more heat.
To strike the optimal balance between the revenue earned due to task completions
and the energy usage, the server can scale its speed, (possibly) depending on its
current load. Dynamic versions of this speed-scaling scenario have been studied
in [17, 28, 40, 175, 178].
In case standby periods are innitely long, idle servers always remain active and
the proposed scheme corresponds to the so-called Join-the-Idle-eue (JIQ) policy,
as considered in Chapter 3. Fluid-limit results described in Section 1.7.1 show that un-
der Markovian assumptions, the JIQ policy achieves a zero probability of wait for any
xed subcritical load per server in a regime where the total number of servers grows
large. Results in Chapter 3 indicate that the JIQ policy exhibits the same diusion-
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limit behavior as the Join-the-Shortest-eue (JSQ) strategy, and thus achieves opti-
mality at the diusion level. ese results show that the JIQ policy provides asymp-
totically optimal delay performance while only involving minimal communication
overhead (at most one message per task). However, in the JIQ policy no servers are
ever deactivated, resulting in a potentially excessive amount of energy wastage. e
scheme that we propose retains the low communication overhead of the JIQ pol-
icy (at most two messages per task) and also preserves the asymptotic optimality at
the uid level, in the sense that the waiting time vanishes in the limit of N → ∞.
At same time, however, any surplus idle servers are judiciously deactivated in our
scheme, ensuring that the relative energy wastage vanishes in the limit as well.
e remainder of the chapter is organized as follows. In Section 6.2 we present
a detailed model description, and provide a specication of the proposed scheme. In
Section 6.3 we state the main results, and oer an interpretation and discussion of
their ramications with the full proof details relegated to Section 6.6. In Section 6.4
we describe how the uid-limit results extend to phase type service time distribu-
tions. In Section 6.5 we discuss the simulation experiments that we conducted to
support the analytical results and to benchmark the proposed scheme against state-
of-the-art approaches. We make a few brief concluding remarks and oer some sug-
gestions for further research in Section 6.7.
6.2 Model description and algorithm specication
Consider a system ofN parallel queues with identical servers and a single dispatcher.
Tasks with unit-mean exponentially distributed service requirements arrive as a Pois-
son process of rate λN(s) = Nλ(s) at time s > 0, where λ(·) is a bounded posi-
tive real-valued function, bounded away from zero. In case of a xed arrival rate,
λ(s) ≡ λ is assumed to be constant. Incoming tasks cannot be queued at the dis-
patcher, and must immediately and irrevocably be forwarded to one of the servers
where they can be queued, possibly subject to a nite buer capacity limit B. e
service discipline at each server is oblivious to the actual service requirements (e.g.,
FCFS). A turned-o server takes an Exp(ν) time (setup period) to be turned on.
We now introduce a token-based joint auto-scaling and load balancing scheme
called TABS (Token-based Auto Balance Scaling).
Algorithm specication. TABS:
• When a server becomes idle, it sends a ‘green’ message to the dispatcher, waits
for an Exp(µ) time (standby period), and turns itself o by sending a ‘red’
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∆0
idle-off
red
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Figure 6.1: Illustration of server on-o decision rules in the TABS scheme, along with
message colors and state variables.
message to the dispatcher (the corresponding green message is destroyed).
• When a task arrives, the dispatcher selects a green message at random if there
are any, and assigns the task to the corresponding server (the corresponding
green message is replaced by a ‘yellow’ message). Otherwise, the task is as-
signed to an arbitrary busy server (and is lost if there is none), and if at that
arrival epoch there is a red message at the dispatcher, then it selects one at
random, and the setup procedure of the corresponding server is initiated, re-
placing its red message by an ‘orange’ message.
• Any server which activates due to the laer event, sends a green message to
the dispatcher (the corresponding orange message is replaced), waits for an
Exp(µ) time for a possible assignment of a task, and again turns itself o by
sending a red message to the dispatcher.
e TABS scheme gives rise to a distributed operation in which servers are in one
of four states (busy, idle-on, idle-o or standby), and advertize their state to the dis-
patcher via exchange of tokens. Figure 6.1 illustrates this token-based exchange pro-
tocol. Note that setup procedures are never aborted and continued even when idle-
on servers do become available. When setup procedures are terminated in the laer
event, the proposed scheme somewhat resembles the delayed-o scheme considered
by Gandhi et al. [61] in terms of auto-scaling actions. is comes however with an
extra overhead penalty, without producing any improvement in response time per-
formance or energy consumption in the large-capacity limit, as will be shown later.
Notation. LetQN(t) := (QN1 (t),QN2 (t), . . . ,QNB (t)) denote the system occupancy
state, whereQNi (t) is the number of servers with queue length greater than or equal
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to i at time t, including the possible task in service. Also, let∆N0 (t) and∆N1 (t) denote
the number of idle-o servers and servers in setup mode at time t, respectively. Note
that the process (QN(t),∆N0 (t),∆N1 (t))t>0 provides a proper state description by
virtue of the exchangeablity of the servers and is Markovian. e exact analysis of
the above system becomes complicated due to the strong dependence among the
queue length processes of the various servers. Moreover, the arrival processes at
individual servers are not renewal processes, which makes the problem even more
challenging. us we resort to an asymptotic analysis, where the task arrival rate
and number of servers grow large in proportion. In the limit the collective system
then behaves like a deterministic system, which is amenable to analysis. e uid-
scaled quantities are denoted by the respective small leers, viz.qNi (t) := QNi (t)/N,
δN0 (t) = ∆
N
0 (t)/N, and δN1 (t) = ∆N1 (t)/N. For brevity in notation, we will write
qN(t) = (qN1 (t), . . . ,q
N
B (t)) and δ
N(t) = (δN0 (t), δ
N
1 (t)). Let
E =
{
(q,δ) ∈ [0, 1]B+2 : qi > qi+1, ∀i, δ0 + δ1 + q1 6 1
}
,
denote the space of all uid-scaled occupancy states, so that (qN(t),δN(t)) ∈ E
for all t. Endow E with the product topology, and the Borel σ-algebra E, generated
by the open sets of E. For stochastic boundedness of a process we refer to [140,
Denition 5.4]. For any complete separable metric space E, denote by DE[0,∞),
the set of all E-valued ca`dla`g (right continuous with le limits exist) processes. By
the symbol ‘ L−→’ we denote weak convergence for real-valued random variables, and
convergence with respect to Skorohod-J1 topology for ca`dla`g processes.
6.3 Overview of results
In this section we provide an overview of the main results and discuss their rami-
cations. For notational transparency, we focus on the case of exponential service
time distributions. In Section 6.4 we show how some of the results extend to phase
type service time distributions, at the expense of more complex notation.
eorem 6.3.1 (Fluid limit for exponential service time distributions). Assume that
(qN(0),δN(0)) converges to (q∞,δ∞) ∈ E, asN→∞, where q∞1 > 0. en the pro-
cess {(qN(t),δN(t))}t>0 converges weakly to the deterministic process {(q(t),δ(t))}t>0
as N→∞, which satises the following integral equations:
qi(t) = q
∞
i +
∫t
0
λ(s)pi−1(q(s),δ(s), λ(s))ds−
∫t
0
(qi(s) − qi+1(s))ds,
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for i = 1, . . . ,B, and
δ0(t) = δ
∞
0 + µ
∫t
0
u(s)ds− ξ(t), δ1(t) = δ∞1 + ξ(t) − ν
∫t
0
δ1(s)ds,
where by convention qB+1(·) ≡ 0, and
u(t) = 1− q1(t) − δ0(t) − δ1(t),
ξ(t) =
∫t
0
λ(s)(1− p0(q(s),δ(s), λ(s)))1[δ0(s)>0]ds.
For any (q,δ) ∈ E, λ > 0, (pi(q,δ, λ))i>0 are given by
p0(q,δ, λ) =
 1 if u = 1− q1 − δ0 − δ1 > 0,min{λ−1(δ1ν+ q1 − q2), 1}, otherwise,
pi(q,δ, λ) = (1− p0(q,δ, λ))(qi − qi+1)q−11 , i = 1, . . . ,B.
We now provide an intuitive explanation of the uid limit stated above. e term
u(t) corresponds to the asymptotic fraction of idle-on servers in the system at time t,
and ξ(t) represents the asymptotic cumulative number of server setups (scaled byN)
that have been initiated during [0, t]. e coecient pi(q,δ, λ) can be interpreted as
the instantaneous fraction of incoming tasks that are assigned to some server with
queue length i, when the uid-scaled occupancy state is (q,δ) and the scaled instan-
taneous arrival rate is λ. Observe that as long as u > 0, there are idle-on servers,
and hence all the arriving tasks will join idle servers. is explains that if u > 0,
p0(q,δ, λ) = 1 and pi(q,δ, λ) = 0 for i = 1, . . . ,B− 1. If u = 0, then observe
that servers become idle at rate q1 − q2, and servers in setup mode turn on at rate
δ1ν. us the idle-on servers are created at a total rate δ1ν+ q1 − q2. If this rate
is larger than the arrival rate λ, then almost all the arriving tasks can be assigned
to idle servers. Otherwise, only a fraction (δ1ν+ q1 − q2)/λ of arriving tasks join
idle servers. e rest of the tasks are distributed uniformly among busy servers, so a
proportion (qi − qi+1)q−11 are assigned to servers having queue length i. For any
i = 1, . . . ,B, qi increases when there is an arrival to some server with queue length
i− 1, which occurs at rate λpi−1(q,δ, λ), and it decreases when there is a departure
from some server with queue length i, which occurs at rate qi − qi−1. Since each
idle-on server turns o at rate µ, the fraction of servers in the o mode increases at
rateµu. Observe that if δ0 > 0, for each task that cannot be assigned to an idle server,
a setup procedure is initiated at one idle-o server. As noted above, ξ(t) captures the
(scaled) cumulative number of setup procedures initiated up to time t. erefore the
fraction of idle-o servers and the fraction of servers in setup mode decreases and
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increases by ξ(t), respectively, during [0, t]. Finally, since each server in setup mode
becomes idle-on at rate ν, the fraction of servers in setup mode decreases at rate νδ1.
Fixed point. In case of a constant arrival rate λ(t) ≡ λ < 1, the uid limit in
eorem 6.3.1 has a unique xed point:
δ∗0 = 1− λ, δ
∗
1 = 0, q
∗
1 = λ and q∗i = 0, (6.1)
for i = 2, . . . ,B. Indeed, it can be veried that p0(q∗,δ∗, λ) = 1 and u∗ = 0 for
(q∗,δ∗) given by (6.1) so that the derivatives of qi, i = 1, . . . ,B, δ0, and δ1 become
zero, and that these cannot be zero at any other point in E. Note that, at the xed
point, a fraction λ of the servers have exactly one task while the remaining fraction
have zero tasks, independently of the values of the parameters µ and ν.
e next proposition states the global stability of the uid limit, i.e., starting from
any point in E, the dynamical system dened by the system of integral equations in
eorem 6.3.1 converges to the xed point (6.1) as t→∞.
Proposition 6.3.2 (Global stability of the uid limit). Assume that (q(0),δ(0)) =
(q∞,δ∞) ∈ E. en
(q(t),δ(t))→ (q∗,δ∗), as t→∞,
where (q∗,δ∗) is as dened in (6.1).
ere are general methods to prove global stability if the evolution of the dy-
namical system satises some kind of monotonicity property induced by the dri
structure [122, 163]. Here, it is not straightforward to establish such a monotonicity
property, and harder to nd a suitable Lyapunov function. Instead we exploit specic
properties of the uid limit in order to prove the global stability. Observe that the
global stability in particular also establishes the uniqueness of the xed point above.
e proof of Proposition 6.3.2 is presented in Subsection 6.6.2.
e global stability can be leveraged to show that the steady-state distribution
of the Nth system, for large N, can be well approximated by the xed point of the
uid limit in (6.1). Specically, in the next proposition, whose proof is provided in
Subsection 6.6.2, we demonstrate the convergence of the steady-state distributions,
and hence the interchange of the large-capacity (N→∞) and steady-state (t→∞)
limits. Since the buer capacity B at each server is nite, for each N, the Markov
process (QN(t),∆N0 (t),∆N1 (t)) is irreducible, has a nite state space, and thus has
a unique steady-state distribution. Let piN denote the steady-state distribution of the
Nth system, i.e.,
piN(·) = lim
t→∞P
(
qN(t) = ·,δN(t) = ·).
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Proposition 6.3.3 (Interchange of limits). As N → ∞, piN L−→ pi, where pi is given
by the Dirac mass concentrated upon (q∗,δ∗) dened in (6.1).
Performance metrics. As mentioned earlier, two key performance metrics are the
expected waiting time of tasks E[WN] and energy consumption E[PN] for the Nth
system in steady state. In order to quantify the energy consumption, we assume
that the energy usage of a server is Pfull when busy or in set-up mode, Pidle when
idle-on, and zero when turned o. Evidently, for any value of N, at least a frac-
tion λ of the servers must be busy in order for the system to be stable, and hence
λPfull is the minimum mean energy usage per server needed for stability. We will
deneE[ZN] = E[PN] −λPfull as the relative energy wastage accordingly. e next
proposition demonstrates that asymptotically the expected waiting time and energy
consumption for the TABS scheme vanish in the limit, for any strictly positive val-
ues of µ and ν. e key implication is that the TABS scheme, while only involving
constant communication overhead per task, provides performance in a distributed
seing that is as good at the uid level as can possibly be achieved, even in a cen-
tralized queue, or with unlimited information exchange.
Proposition 6.3.4 (Asymptotic optimality of TABS scheme). In a xed arrival rate
scenario λ(t) ≡ λ < 1, for any µ > 0, ν > 0, as N→∞,
(a) [zero mean waiting time] E[WN]→ 0,
(b) [zero energy wastage] E[ZN]→ 0.
Proof of Proposition 6.3.4. By Lile’s law, the mean stationary waiting time E[WN]
in the Nth system may be expressed as (Nλ)−1E[LN], where LN =
∑B
i=2Q
N
i
represents a random variable with the stationary distribution of the total number
of waiting tasks in the Nth system. us, E[WN] = λ−1
∑B
i=2E[q
N
i ], where qN
is a random vector with the stationary distribution of qN(t) as t → ∞. Invoking
Proposition 6.3.3 and the xed point as identied in (6.1), we obtain that E[WN]→∑B
i=2 q
∗
i = 0 as N→∞.
Denoting by UN = N −QN1 − ∆N0 − ∆N1 the number of idle-on servers, the
stationary mean energy consumption per server in theNth system may be expressed
as
1
N
E[(QN1 +∆
N
1 )Pfull +U
NPidle] = E[(q
N
1 + δ
N
1 )Pfull + u
NPidle].
Applying Proposition 6.3.3 and the xed point as identied in (6.1), we deduce that
E[PN] → (q∗1 + δ∗1)Pfull + u∗Pidle = (1− δ∗0)Pfull − u∗(Pfull − Pidle) = λPfull as
N→∞. is yields that E[ZN] = E[PN] − λPfull converges to 0.
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e quantitative values of the energy usage and waiting time for nite values of
N will be evaluated through extensive simulations in Section 6.5.
Comparison to ordinary JIQpolicy. Consider the xed arrival rate scenario λ(t) ≡
λ. It is worthwhile to observe that the component q of the uid limit in eorem 6.3.1
coincides with that for the ordinary JIQ policy where servers always remain on, when
the system following the TABS scheme starts with all the servers being idle-on, and
λ+ µ < 1. To see this, observe that the component q depends on δ only through
(pi−1(q,δ))i>1. Now, p0 = 1, pi = 0, for all i > 1, whenever q1 + δ0 + δ1 < 1,
irrespective of the precise values of (q,δ). Moreover, starting from the above ini-
tial state, δ1 can increase only when q1 + δ0 = 1. erefore, the uid limit of q in
eorem 6.3.1 and the ordinary JIQ scheme are identical if the system parameters
(λ,µ,ν) are such that q1(t) + δ0(t) < 1, for all t > 0. Let y(t) = 1−q1(t) − δ0(t).
e solutions to the dierential equations
dq1(t)
dt = λ− q1(t),
dy(t)
dt = q1(t) − λ− µy(t),
y(0) = 1, q1(0) = 0 are given by
q1(t) = λ(1− e−t), y(t) =
e−(1+µ)t
µ− 1
(
et(λ+ µ− 1) − λeµt
)
.
Notice that if λ+ µ < 1, then y(t) > 0 for all t > 0 and thus, q1(t) + δ0(t) < 1,
for all t > 0. e uid-level optimality of the JIQ scheme was shown in [157, 158].
is observation thus establishes the optimality of the uid-limit trajectory under
the TABS scheme for suitable parameter values in terms of response time perfor-
mance. From the energy usage perspective, under the ordinary JIQ policy, since the
asymptotic steady-state fraction of busy servers (q∗1 ) and idle-on servers are given by
λ and 1− λ, respectively, the asymptotic steady-state (scaled) energy usage is given
by
E[PJIQ] = λPfull + (1− λ)Pidle = λPfull(1+ (λ
−1 − 1)f),
where f = Pidle/Pfull is the relative energy consumption of an idle server. Propo-
sition 6.3.4 implies that the asymptotic steady-state (scaled) energy usage under the
TABS scheme is λPfull. us the TABS scheme reduces the asymptotic steady-state
energy usage by λPfull(λ−1− 1)f = (1−λ)Pidle, which amounts to a relative saving
of (λ−1 − 1)f/(1+ (λ−1 − 1)f). In summary, the TABS scheme performs as good as
the ordinary JIQ policy in terms of the waiting time and communication overhead
while providing a signicant energy saving.
242
Chapter 6. Optimal Service Elasticity
6.4 Extension to phase type service time distributions
In this section we extend the uid-limit results to phase type service time distribu-
tions. Specically, the service time of each task is described by a time-homogeneous,
continuous-time Markov process with a nite state space {0, 1, . . . ,K}, initial distri-
bution r = (ri : 0 6 i 6 K), transition probability matrix R = (ri,j), and the mean
sojourn time in state i being γ−1i . State 0 is an absorbing state, and thus represents a
service completion, while state j is referred to as a type-j service, and is assumed to be
transient. For convenience, and without loss of generality, it is assumed that ri,i = 0
for all i, and that any incoming task has a non-zero service time (r0 = 0). Consider
a time-homogeneous discrete-time Markov chain with the state space {0, 1, . . . ,K},
and transition probability matrix P = (pi,j), where pi,j = ri,j for i > 1, p0,j = rj
j > 1, and p0,0 = 0. Let η = (η0, . . . ,ηK) be the stationary distribution, i.e., η
satises
η0ri +
K∑
j=1
rj,iηj = ηi, i > 1,
K∑
i=0
ηi = 1. (6.2)
e mean of the phase type service time distribution [145] is
(∑K
i=1 ηi/γiη0
)−1,
and is assumed to be one.
We assume now that the service discipline at each server is not only oblivious
of the actual service requirements, but also non-preemptive, and allows at most one
task to be served at any given time. Let QNi,j(t) denote the number of servers with
queue length at least i and providing a type-j service at time t. us, QNi (t) =∑K
j=1Q
N
i,j(t). Denote the uid-scaled quantities by qNi,j(t) = QNi,j(t)/N and the
vector qN(t) = (qNi,j(t) : 1 6 i 6 B, 1 6 j 6 K). Let δN0 (t) and δN1 (t) be as
dened before. Let
Eˆ =
{(
(qi,j)16i6B,16j6K, (δ0, δ1)
)
: q1,j, δ0, δ1 ∈ [0, 1],qi+1,j 6 qi,j, ∀i, j,
δ0 + δ1 +
K∑
j=1
q1,j 6 1
}
denote the space of all uid-scaled occupancy states, so that (qN(t),δN(t)) ∈ Eˆ for
all t, and as before, endow Eˆ with the product topology, and the Borel σ-algebra Eˆ,
generated by the open sets of Eˆ.
eorem6.4.1 (Fluid limit for phase type service time distributions). Let (qN(0),δN(0))
converge to (q∞,δ∞) ∈ Eˆ, as N → ∞, where∑Kj=1 q∞1,j > 0. en the sequence of
processes {qN(t),δN(t)}t>0 converges weakly to the deterministic process {q(t),δ(t)}t>0,
as N → ∞, which satises the following integral equations: for i = 1, . . . ,B and
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j = 1, . . . ,K,
qi,j(t) = q
∞
i,j +
∫t
0
λ(t)pi−1,j(q(s),δ(s), λ(s))ds
+
∫t
0
K∑
k=1
(qi,k(s) − qi+1,k(s))γkrk,jds− γj
∫t
0
qi,j(s)ds
+
∫t
0
K∑
k=1
(qi+1,k(s) − qi+2,k(s))γkrk,0rjds,
δ0(t) = δ
∞
0 + µ
∫t
0
u(s)ds− ξ(t), δ1(t) = δ∞1 + ξ(t) − ν
∫t
0
δ1(s)ds,
where by convention qB+1,j(·) ≡ 0, j = 1, . . . ,K, and
u(t) = 1−
K∑
j=1
q1,j(t) − δ0(t) − δ1(t),
ξ(t) =
∫t
0
λ(s)
(
1−
K∑
j=1
p0,j(q(s),δ(s), λ(s))
)
1[δ0(s)>0]ds.
For any (q,δ) ∈ Eˆ, λ > 0, p0,j(q,δ, λ) = rj if u = 1−
∑K
j=1 q1,j − δ0 − δ1 > 0,
j = 1, . . . ,K, and otherwise
p0,j(q,δ, λ) = rjmin
{
λ−1
(
δ1ν+
K∑
j=1
(q1,j − q2,j)γjrj,0
)
, 1
}
,
and for i = 1, . . . ,B,
pi,j(q,δ, λ) =
(
1−
K∑
j=1
p0,j(q,δ, λ)
)
qi−1,j − qi,j∑K
j=1 q1,j
.
Let us provide a heuristic justication of the uid limit stated above. As in eo-
rem 6.3.1,u(t) corresponds to the asymptotic fraction of idle-on servers in the system
at time t, ξ(t) represents the asymptotic cumulative number of server setups (scaled
byN) that have been initiated during [0, t]. e coecient pi,j(q(t),δ(t), λ(t)) can
be interpreted as the instantaneous fraction of incoming tasks that are assigned to
a server with queue length i > 1 and currently providing a type-j service, while
p0,j species the fraction of incoming tasks assigned to idle servers starting with a
type-j service. e heuristic justication for the pi,j values builds on the same line
of reasoning as for eorem 6.3.1. As long as there are idle-on servers, i.e., u > 0,
incoming tasks are immediately assigned to one of those servers, and the initial ser-
vice type is chosen according to the distribution r. Notice that the busy servers and
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the servers in setup become idle at total rate δ1ν+
∑K
j=1(q1,j − q2,j)γjrj,0. For the
case when u = 0, we need to distinguish between two cases, depending on whether
δ1ν +
∑K
j=1(q1,j − q2,j)γjrj,0 > λ or not. In the rst case, the incoming tasks
are again assigned to idle-on servers immediately. However, if δ1ν+
∑K
j=1(q1,j −
q2,j)γjrj,0 6 λ, then only a fraction λ−1(δ1ν+
∑K
j=1(q1,j − q2,j)γjrj,0 of the in-
coming tasks are immediately taken into service. In both of the above two subcases,
the service types of the incoming tasks follow the distribution r. is explains the
expression for the p0,j values. Also, given that an incoming task does not nd an
idle-on server, it is assigned to a server that has queue length i and is currently pro-
viding a type-j service with probability
(∑K
j=1 q1,j
)−1
(qi−1,j−qi,j). is explains
the expression for pi,j for i > 1. Now, notice that the expressions for δ0, and δ1 re-
main essentially the same as in eorem 6.3.1 due to the fact that the dynamics of
δ0 and δ1 depend on qi,j’s only through the fraction of incoming tasks that join an
idle-on server, which is determined by the coecients p0,j(q,δ, λ). Finally, qi,j de-
creases if and only if there is a completion of type-j service at a server with queue
length at least i. Here, we have used the fact ri,i = 0. Now, qi,j can increase due to
three events: (i) assignment of an arriving task, which occurs at rate λpi−1,j(q,δ, λ),
(ii) service completion of some other type, which now requires service of type j, and
this occurs at rate
∑
k(qi,k−qi+1,k)γkrk,j, (iii) service completion occurs at some
server, the task exits from the system, and the next task at that server starts with a
type-j service. is occurs at rate
∑K
k=1(qi+1,k − qi+2,k)γkrk,0rj.
Fixed point of the uid limit. In case of a constant arrival rate λ(t) ≡ λ < 1, the
unique xed point of the uid limit in eorem 6.4.1 is given by
δ∗0 = 1− λ, δ
∗
1 = 0, q
∗
1,j =
ηj
η0γj
λ, j = 1, . . . ,K, (6.3)
and q∗i,j = 0 for all i = 2, . . . ,B. Indeed, it can be veried that the derivatives of
qi,j, i = 1, . . . ,B, j = 1, . . . ,K, δ0, and δ1 are zero at (q∗,δ∗) given by (6.3), and
that these cannot be zero at any other point in Eˆ. us, the xed point is unique
as before. Notice that in this case also at the xed point a fraction λ of the servers
have exactly one task while the remaining fraction have zero tasks, independent of
the values of the parameters µ and ν, revealing the insensitivity of the asymptotic
uid-scaled steady-state occupancy states to the duration of the standby periods and
setup periods. Further, note that
∑K
j=1 q
∗
1,j = λ from the fact that the mean service
time is one, irrespective of the initial distribution r, transition probability matrix R,
and parameters γj. us the values of q∗1 , . . . ,q∗B in the xed point are insensitive
in a distributional sense with respect to the service times. ey only depend on
the service time distribution through its mean, and higher-order characteristics like
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variance have no impact on the steady-state performance in the large capacity limit
whatsoever.
6.5 Simulation experiments
In this section we present extensive simulation results to illustrate the uid-limit
results, and to examine the performance of the proposed TABS scheme in terms of
mean waiting time and energy consumption, and compare that with existing strate-
gies.
Convergence of sample paths to uid-limit trajectories. e uid-limit trajec-
tories for the TABS scheme in eorems 6.3.1 and 6.4.1 are illustrated in Figures 6.2
and 6.3 for N = 105 servers and three scenarios (constant arrival rate, periodic ar-
rival rate and hyper-exponential service time distribution). In all three scenarios the
mean standby periods are µ−1 = 10 and the mean setup periods are ν−1 = 10.
In all cases, the uid-limit paths and the sample paths obtained from simulation are
nearly indistinguishable. Notice that in case of a time-varying arrival rate the pe-
riod of uctuation is only 20pi ≈ 63 times as long as the mean service time, which
is far shorter than what is usually observed in practice. Typically, service times are
of sub-second order and variations in the arrival rate occur only over time scales of
tens of minutes, if not several hours. Even in such a challenging scenario, however,
the fractions of idle-on servers and those with waiting tasks are negligible. In case
of the hyper-exponential service time distribution, we note from Figure 6.3 that the
long-term values of q1 = q1,1 + q1,2,q2 = q2,1 + q2,2, δ0 and δ1 agree with the
corresponding quantities in the top chart for exponential service times. is reects
the asymptotic insensitivity in a distributional sense mentioned at the end of Sec-
tion 6.4, and in particular supports the observation that the proposed TABS scheme
achieves asymptotically optimal response time performance and energy consump-
tion for phase type service time distributions as well.
Convergence of steady-state performance metrics to uid-limit values. In
order to quantify the energy usage, we will adopt the parameter values from empir-
ical measurements reported in [18, 61, 62]. A server that is busy or in setup mode,
consumes Pfull = 200 was, an idle-on server consumes Pidle = 140 was, and
an idle-o servers consumes no energy. We will consider the normalized energy
consumption. us, the asymptotic steady-state expected normalized energy con-
sumption E[P/340] is given by 10/17(q1 + δ1) + 7/17u = 10/17(1− δ0) − 3/17u.
Note that the optimal energy usage (with no wastage, i.e., δ0 = 1− λ = 0.7, δ1 = 0,
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Figure 6.2: Illustration of the uid-limit trajectories forN = 105 servers. e top g-
ure is for constant arrival rate λ(t) ≡ 0.3, and the boom gure considers a periodic
arrival rate given by λ(t) = 0.3+ 0.2 sin(t/10).
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Figure 6.3: e gure considers a hyper-exponential service time distribution. An
incoming task demands either type-1 or type-2 service with probabilities 0.75 and
0.25, respectively. e durations of type-1 and type-2 services are exponentially
distributed with parameters 2 and 0.4, respectively, and thus the mean service time
is 1.
q1 = λ = 0.3) is given by 3/17. Also recall that the asymptotic expected steady-state
waiting time is given by E[W] = λ−1
∑B
i=2 qi.
In Figure 6.4 average values of the performance metrics, taken over time 0 to 250,
have been ploed. We can clearly observe that both performance metrics approach
the asymptotic values associated with the xed point of the uid limit as the number
of servers grows large. Comparison of the results for ν = 0.01 and ν = 0.1 shows
that the convergence is substantially faster, and the performance correspondingly
closer to the asymptotic lower bound, for shorter setup periods. is is a manifesta-
tion of the fact that, even though the fraction of servers in setup mode vanishes in
the limit for any value of ν, the actual fraction for a given nite value of N tends to
increase with the mean setup period. is in turn means that in order for the uid
limit values to be approached within a certain margin, the required value of N in-
creases with the mean setup period, as reected in Figure 6.4.
In order to further examine the above observations and also investigate the im-
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Figure 6.4: Energy usage and mean waiting time for N = 102, 103, 104, 105 servers,
mean standby period µ−1 = 10, and mean setup periods ν−1 = 10, 100.
pact of the mean standby period, we present in Figures 6.5-6.7 the expected waiting
time of tasksE[WN] and energy consumptionE[PN] for λ = 0.3 and various values
of N and ν, as a function of the mean standby period µ−1. e results are based on
100 to 200 independent simulation runs, and we conrmed through careful inspec-
tion that the numbers in fact did not show signicant variation across runs. In order
to examine the impact of the load, we have also conducted experiments for λ = 0.9
which show qualitatively similar results, and hence are omied.
e performance impact of the mean standby period µ−1 appears to be some-
what less pronounced. Both performance metrics generally tend to improve as the
mean standby period increases, although the energy consumption starts to slightly
rise when the standby period increases above a certain level in scenarios with ex-
tremely short setup periods. e laer observation may be explained as follows. For
niteN-values, if the standby period is extremely small relative to the setup period,
then the servers tend to deactivate too oen, and as a result, setup procedures are
also initiated too oen (which in turn involve a relatively long time to become idle-
on). Note that the servers in setup mode use Pfull while providing no service. us
the energy usage decreases by choosing longer standby periods (smaller µ). On the
other hand, again for small N-values, very long standby periods (smaller µ) are not
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Figure 6.5: Comparison between TABS and M/M/N/setup/delayedo schemes as
functions of the mean standby period µ−1 in terms of mean energy consumption
and waiting time, for mean setup periods ν−1 = 100, N = 102, 103, 104 servers.
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Figure 6.6: Comparison between TABS and M/M/N/setup/delayedo schemes as
functions of the mean standby period µ−1 in terms of mean energy consumption
and waiting time, for mean setup periods ν−1 = 10, N = 102, 103, 104 servers.
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Figure 6.7: Comparison between TABS and M/M/N/setup/delayedo schemes as
functions of the mean standby period µ−1 in terms of mean energy consumption
and waiting time, for mean setup periods ν−1 = 1, N = 102, 103, 104 servers.
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good either. e reason in this case is straightforward; the idle-on servers will un-
necessarily remain idle for a long time, and thus substantially increase energy usage
with very lile gain in the performance (reduction in waiting time).
As mentioned above, the required value ofN for the uid-limit regime to kick in
increases with the mean setup period, and broadly speaking, the asymptotic values
are approached within a fairly close margin for N = 103 servers, except when the
setup periods are long or the standby periods are extremely short. By implication,
for scenarios withN = 103 or more servers, the TABS scheme delivers near-optimal
performance in terms of energy consumption and waiting time, provided the setup
periods are not too long and the standby periods are not too short. It is worth ob-
serving that setup periods are basically determined by hardware factors and system
constraints, while standby periods are design parameters that can be set in a largely
arbitrary fashion. Based on the above observations, a simple practical guideline is to
set standby periods to relatively long values.
For smaller numbers of servers, long setup periods, or extremely short standby
periods, nite-N eects manifest themselves, and the actual performance metrics
will dier from the uid-limit values. is does not imply though that the perfor-
mance of the TABS scheme is necessarily far from optimal, since the absolute lower
bound aained in the uid limit may simply not be achievable by any scheme at all
for small N values.
Comparison with centralized queue-driven strategies. To compare the perfor-
mance in distributed systems under the TABS scheme with that of the correspond-
ing pooled system under the M/M/N/setup/delayedo mechanism, we also present
in Figures 6.5-6.7 the relevant metrics for the laer scenario. ite surprisingly,
even for moderate values of the total number of servers N, the performance met-
rics in a non-work-conserving scenario under the TABS scheme are very close to
those for the M/M/N/setup/delayedo mechanism. us, the TABS scheme provides
a signicant energy saving in distributed systems which is comparable with that in
a work-conserving pooled system, while achieving near zero waiting times as well.
In fact, it is interesting to observe that for relatively long setup periods the waiting
time in the distributed system under the TABS scheme is even lower than for the
M/M/N/setup/delayedo mechanism! is can be understood from the dynamics of
the two systems as follows. When an incoming task does not nd an idle server, in
both systems an idle-o server s (if available) is switched to the setup mode. By the
time s completes the setup procedure and turns idle-on, in the pooled system if a
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service completion occurs, then the task is assigned to that new idle-on server and
the setup procedure of s is discontinued. erefore, when a next arrival occurs, the
setup procedure must be initiated again. As a result, this might cause the eective
average waiting time to become higher. On the other hand, in the distributed system
once a setup procedure is initiated, it is completed in any event. is explains why
for relatively long setup periods the TABS scheme provides a lower waiting time
than the M/M/N/setup/delayedo mechanism.
6.6 Proofs
6.6.1 Fluid convergence
e proof of eorem 6.3.1 consists of describing the evolution of the system as a
suitable time-changed Poisson process, which can be further decomposed into a mar-
tingale part and a dri part. is formulation can be viewed as a density-dependent
population process (cf. [50, Chapter 11]). e martingale uctuations become negli-
gible on the uid scale, and the dri terms converge to deterministic limits. While
the convergence of the martingale uctuations is fairly straightforward to show, the
analysis of the dri term is rather involved since the derivative of the dri is not
continuous. As a result, the classical approaches developed by Kurtz [50] cannot be
applied in the current scenario. In the literature, these situations have been tackled
in various dierent ways [26, 27, 70, 71, 84, 99, 143, 163]. In particular, we leverage
the time-scale separation techniques developed in [84] in order to identify the limits
of dri terms.
First, we verify the existence of the coecients pi(·, ·, ·) for all t > 0, i =
1, 2, . . . ,B. From the assumptions of eorem 6.3.1, and the fact that λ(t) is bounded
away from 0 (by some λmin say), we claim that if q1(0) = q∞1 > 0, then q1(t) > 0
for all t > 0. To see this, it is enough to observe that in the uid limit the rate of
change of q1(t) is non-negative whenever q1(t) < λmin. Indeed, if q1(t) < λmin,
then
λ(t)p0(q(t),δ(t), λ(t)) − (q1(t) − q2(t)) > min{λ(t) − (q1(t) − q2(t)), δ1(t)ν}
> min{λmin − q1(t), δ1ν} > 0,
and thus the claim follows. erefore below we will prove eorem 6.3.1 until the
time qN1 hits 0, and the above argument then shows that if qN1 (0)
P−→ q∞1 > 0, then
on any nite time interval [0, T ], with probability tending to 1, the process qN1 (·) is
bounded away from 0, proving the theorem for any nite time interval.
254
Chapter 6. Optimal Service Elasticity
Let us introduce the variablesUN(t) = N−QN1 (t)−∆N0 (t)−∆N1 (t), uN(t) =
UN(t)/N, IN0 (t) = 1[UN(t)>0], and I
N
1 (t) = 1[∆N0 (t)>0]
. Note that UN(t) repre-
sents the number of idle-on servers at time t.
Martingale representation. For a unit-rate Poisson process
{
N(t)
}
t>0 and a real-
valued ca`dla`g process {A(t)}t>0, the random time-change [50, 140] is the unique
process
{
N(
∫t
0 A(s)ds)
}
t>0 such that
N
( ∫t
0
A(s)ds
)
−
∫t
0
A(s)ds is a martingale. (6.4)
us the evolution of the system is described by
QN1 (t) = Q
N
1 (0) +NA
(∫t
0
(1− IN0 (s))λN(s)ds
)
−N1,D
(∫t
0
(QN1 (s) −Q
N
2 (s))ds
)
,
QNi (t) = Q
N
i (0) +NA
(∫t
0
IN0 (s)
QNi−1(s) −Q
N
i (s)
QN1 (s)
λN(s)ds
)
−Ni,D
(∫t
0
(QNi (s) −Q
N
i+1(s))ds
)
, i = 2, . . . ,B,
∆N0 (t) = ∆
N
0 (0) +N0
(
µ
∫t
0
UN(s)ds
)
−NA
(∫t
0
IN0 (s)I
N
1 (s)λN(s)ds
)
,
∆N1 (t) = ∆
N
1 (0) +NA
(∫t
0
IN0 (s)I
N
1 (s)λN(s)ds
)
−N1
(
ν
∫t
0
∆N1 (s)ds
)
,
(6.5)
where NA, Ni,D for i = 1, . . . ,B, N0, N1 are independent unit-rate Poisson pro-
cesses. Using (6.4) and (6.5), we obtain the martingale representation of the process
as
QN1 (t) = Q
N
1 (0) +MA(t) −M1,D(t) +
∫t
0
(1− IN0 (s))λN(s)ds
−
∫t
0
(QN1 (s) −Q
N
2 (s))ds,
QNi (t) = Q
N
i (0) +MA(t) −Mi,D(t) +
∫t
0
IN0 (s)
QNi−1(s) −Q
N
i (s)
QN1 (s)
λN(s)ds
−
∫t
0
(QNi (s) −Q
N
i+1(s))ds, i = 2, . . . ,B,
(6.6)
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∆N0 (t) = ∆
N
0 (0) +M0(t) −MA(t) + µ
∫t
0
UN(s)ds−
∫t
0
IN0 (s)I
N
1 (s)λN(s)ds,
∆N1 (t) = ∆
N
1 (0) +MA(t) −M1(t) +
∫t
0
IN0 (s)I
N
1 (s)λN(s)ds− ν
∫t
0
∆N1 (s)ds,
where recall that MA, M0, M1, Mi,D for i = 1, . . . ,B are square-integrable martin-
gales. e uid-scaled martingale decomposition is thus given by
qN1 (t) = q
N
1 (0) +
1
N
(
MA(t) −M1,D(t)
)
+
∫t
0
(1− IN0 (s))λ(s)ds (6.7)
−
∫t
0
(qN1 (s) − q
N
2 (s))ds,
qNi (t) = q
N
i (0) +
1
N
(MA(t) −Mi,D(t)) +
∫t
0
IN0 (s)
qNi−1(s) − q
N
i (s)
qN1 (s)
λ(s)ds
(6.8)
−
∫t
0
(qNi (s) − q
N
i+1(s))ds, i = 2, . . . ,B,
δN0 (t) = δ
N
0 (0) +
1
N
(M0(t) −MA(t)) + µ
∫t
0
uN(s)ds−
∫t
0
IN0 (s)I
N
1 (s)λ(s)ds,
δN1 (t) = δ
N
1 (0) +
1
N
(MA(t) −M1(t)) +
∫t
0
IN0 (s)I
N
1 (s)λ(s)ds− ν
∫t
0
δN1 (s)ds.
(6.9)
Randommeasure representation. We will now write the system evolution equa-
tion in terms of a suitable random measure. e transition rates of the process
{ZN(t)}t>0 := {(∆N0 (t),U
N(t))}t>0 are described as follows.
(i) When an idle server turns-o, ∆N0 increases by one and UN decreases by one,
and this occurs at rate NµUN;
(ii) When a server is requested to initiate the setup procedure, UN must be zero at
that epoch. us, ∆N0 decreases by one whileUN remains unchanged, and this
occurs at rate λN(t)1[UN=0,∆N0 >0];
(iii) When a busy server becomes idle, or a server nishes its setup procedure to
become idle-on, ∆N0 remains unchanged while UN increases by one, and this
occurs at rate N(qN1 − qN2 + νδN1 );
(iv) When an arriving task is assigned to an idle-on server, ∆N0 remains unchanged
while UN decreases by one, and this occurs at rate λN(t)1[UN>0].
Let Z¯+ = Z+ ∪ {∞} denote the one-point compactication of the set of non-
negative integers, equipped with the Euclidean metric, and the Borel σ-algebra B,
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induced by the mapping f : Z¯+ → [0, 1] given by f(x) = 1/(x + 1). Let vN(t)
denote the vector (qN(t),δN(t)).
Observe that {(vN(t),ZN(t))}t>0 is a Markov process dened on E× Z¯2+. Fur-
ther, equip [0,∞) with the usual Euclidean metric and the Borel σ-algebra T. We
dene a random measure αN on the product space [0,∞)× Z¯2+ by
αN(A1 ×A2) :=
∫
A1
1[ZN(s)∈A2]ds, (6.10)
for A1 ∈ T, A2 ∈ B. Dene
R1 = {(z1, z2) ∈ Z2+ : z2 = 0}, R2 = {(z1, z2) ∈ Z2+ : z2 = 0, z1 > 0}.
Note that the process {ZN(t)}t>0 determines the system constraints (indicator terms
IN0 and IN1 ) in (6.7). us, the process
{
(qN(t),δN(t))
}
t>0 can be wrien in terms
of the random measure αN as
qN1 (t) = q
N
1 (0) +
1
N
(
MA(t) −M1,D(t)
)
+
∫
[0,t]×Rc1
λ(s)dαN (6.11)
−
∫t
0
(qN1 (s) − q
N
2 (s))ds,
qNi (t) = q
N
i (0) +
1
N
(MA(t) −Mi,D(t)) +
∫
[0,t]×R1
qNi−1(s) − q
N
i (s)
qN1 (s)
λ(s)dαN
(6.12)
−
∫t
0
(qNi (s) − q
N
i+1(s))ds, i = 2, . . . ,B,
δN0 (t) = δ
N
0 (0) +
1
N
(M0(t) −MA(t)) + µ
∫t
0
uN(s)ds−
∫
[0,t]×R2
λ(s)dαN,
δN1 (t) = δ
N
1 (0) +
1
N
(MA(t) −M1(t)) +
∫
[0,t]×R2
λ(s)dαN − ν
∫t
0
δN1 (s)ds.
(6.13)
We rst show that the scaled martingale parts converge to zero in probability, as
N→∞.
Proposition 6.6.1. For any T > 0, supt∈[0,T ] |Mi,D(t)|/N, for all i = 1, . . .B and
supt∈[0,T ] |Mk(t)|/N for k = A, 0, 1 converge in probability to 0.
Proof. We only give the proof forMA and the other cases can be proved similarly. Fix
any T > 0 and η > 0. e proof makes use of the fact that the predictable quadratic
variation process of a time-changed Poisson process is given by its compensator [140,
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Lemma 3.2]. Using Doob’s Martingale inequality [106, eorem 1.9.1.3], we have
P
(
sup
t∈[0,T ]
|MA(t)|
N
> ε
)
6 1
N2ε2
E〈MA〉T 6
NT supt∈[0,T ] λ(t)
N2ε2
→ 0,
and the proof follows.
Let L denote the space of all measures γ on [0,∞)× Z¯2+ satisfying γ([0, t]×
Z¯2+) = t, endowed with the topology corresponding to weak convergence of mea-
sures restricted to [0, t]× Z¯2+ for each t. We have the following lemma:
Lemma 6.6.2 (Relative compactness). Suppose that vN(0) converges weakly to v∞ =
(q∞,δ∞) ∈ E asN→∞, withq∞1 > 0. en the sequence of processes {(vN(·),αN)}N>1
is relatively compact inDE[0,∞)×L and the limit (v(·),α) of any convergent subse-
quence satises
q1(t) = q
∞
1 +
∫
[0,t]×Rc1
λ(s)dα−
∫t
0
(q1(s) − q2(s))ds
qi(t) = q
∞
i +
∫
[0,t]×R1
qi−1(s) − qi(s)
q1(s)
λ(s)dα−
∫t
0
(qi(s) − qi+1(s))ds,
i = 2, . . . ,B,
δ0(t) = δ
∞
0 + µ
∫t
0
u(s)ds−
∫
[0,t]×R2
λ(s)dα
δ1(t) = δ
∞
1 +
∫
[0,t]×R2
λ(s)dα− ν
∫t
0
δ1(s)ds,
(6.14)
with u(t) = 1− q1(t) − δ0(t) − δ1(t).
Conditions of relative compactness. To prove Lemma 6.6.2, we verify the condi-
tions of relative compactness from [50, Corollary 3.7.4]. Let (E, r) be a complete and
separable metric space. For any x ∈ DE[0,∞), κ > 0 and T > 0, dene
w ′(x, κ, T) = inf
{ti}
max
i
sup
s,t∈[ti−1,ti)
r(x(s), x(t)), (6.15)
where {ti} ranges over all partitions of the form 0 = t0 < t1 < . . . < tn−1 < T 6 tn
with min16i6n(ti − ti−1) > κ and n > 1. Below we state the conditions for the
sake of completeness.
eorem 6.6.3 ([50, Corollary 3.7.4]). Let (E, r) be complete and separable, and let
{Xn}n>1 be a family of processes with sample paths in DE[0,∞). en {Xn}n>1 is
relatively compact if and only if the following two conditions hold:
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(a) For every η > 0 and rational t > 0, there exists a compact set Γη,t ⊂ E such that
lim
n→∞P (Xn(t) ∈ Γη,t) > 1− η.
(b) For every η > 0 and T > 0, there exists κ > 0 such that
lim
n→∞P
(
w ′(Xn, κ, T) > η
)
6 η.
Proof of Lemma 6.6.2. From [50, Proposition 3.2.4] observe that, to prove the relative
compactness of the process (vN(·),αN), it is enough to prove relative compactness
of the individual components.
Let Lt denote the collection of measures γt where γt is the restriction of γ on
[0, t]× Z¯2+. Note that, by Prohorov’s theorem, Lt is compact, since Z¯2+ is compact.
e topology on L is dened such that any sequence {γN}N>1 is relatively compact
in L if and only if {γtN}N>1 is relatively compact in Lt for any t > 0. Since Lt is
compact, any sequence {γN}N>1 is relatively compact in L. us, the relative com-
pactness of αN follows. To see the relative compactness of {vN(·)}n>1, rst observe
that E is compact and hence the compact containment condition (a) of eorem 6.6.3
is satised trivially by taking Γη,t ≡ E.
Let {MN(t)}t>0 denote the vector of all the martingale quantities appearing in
(6.11). Denote by ‖ · ‖, the Euclidean norm. For condition (b), we can see that, for
any 0 6 t1 < t2 <∞,
‖vN(t1) − vN(t2)‖ 6 C(t2 − t1) + 1
N
‖MN(t1) −MN(t2)‖, (6.16)
for a suciently large constant C > 0 where we have used qNi 6 1, for all i, λ(t)
is bounded, and the fact that (qNi−1 − qNi )/qN1 6 1. From Proposition 6.6.1, we get,
for any T > 0,
sup
t∈[0,T ]
1
N
‖MN(t)‖ P−→ 0.
Now, the proof of the relative compactness of (vN(t))t>0 is complete if we can
show that for any η > 0, there exists a δ > 0 and a partition (ti)i>1 with mini |ti−
ti−1| > δ such that
lim
N→∞P
(
max
i
sup
s,t∈[ti−1,ti)
‖vN(s) − vN(t)‖ > η
)
< η. (6.17)
Now, (6.16) implies that, for any partition (ti)i>1,
max
i
sup
s,t∈[ti−1,ti)
‖vN(s) − vN(t)‖ 6 Cmax
i
(ti − ti−1) + ζN,
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where P (ζN > η/2) < η for all suciently large N. Now take δ = η/4C and any
partition with maxi(ti − ti−1) < η/2C and mini(ti − ti−1) > δ. Now on the
event {ζN 6 η/2},
max
i
sup
s,t∈[ti−1,ti)
‖vN(s) − vN(t)‖ 6 η.
erefore, for all suciently large N,
P
(
max
i
sup
s,t∈[ti−1,ti)
‖vN(s) − vN(t)‖ > η
)
6 P (ζN > η/2) 6 η, (6.18)
and the proof of the relative compactness of (vN(t))t>0 is now complete. e fact
that the limit (v,α) of any convergent subsequence of (vN,αN) satises (6.14), fol-
lows by applying the continuous-mapping theorem.
We will now prove the uid-limit result stated in eorem 6.3.1.
Proof of eorem 6.3.1. Using [84, eorem 3], we can conclude that the measure α
can be represented as
α(A1 ×A2) =
∫
A1
piq(s),δ(s)(A2)ds, (6.19)
for measurable subsets A1 ⊂ [0,∞), and A2 ⊂ Z¯2+, where for any (q,δ) ∈ E, piq,δ
is given by some stationary distribution of the Markov process with transitions
(Z1,Z2)→

(Z1,Z2) + (1,−1) at rate µu
(Z1,Z2) + (−1, 0) at rate λ1[Z2=0,Z1>0]
(Z1,Z2) + (0, 1) at rate q1 − q2 + νδ1
(Z1,Z2) + (0,−1) at rate λ1[Z2>0],
(6.20)
with u = 1 − q1 − δ0 − δ1. Additionally, the measure piq,δ satises piq,δ(Z2 =∞) = 1, if u > 0 and piq,δ(Z1 = ∞) = 1 if δ0 > 0. us we will show that
for any (q,δ) ∈ E, piq,δ is unique, and that piq(s),δ(s)(Rc1 ) = p0(q(s),δ(s)) and
piq(s),δ(s)(R2) = (1− p0(q(s),δ(s)))1[δ0(s)>0] as described in eorem 6.3.1 (we
have omied the argument λ(s) in p(·, ·, ·) to avoid cumbersome notation). We will
verify the uniqueness of the stationary measure piq,δ of the Markov process (Z1,Z2)
subsequently case-by-case.
Case I: u > 0, δ0 > 0. In this case, by the denition of piq,δ stated above, piq,δ(Z2 =
Z1 =∞) = 1. us, piq,δ(R1) = piq,δ(R2) = 0.
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Case II: u > 0, δ0 = 0. Here by denition of piq,δ, piq,δ(Z2 = ∞) = 1. However,
if Z2 = ∞, then by (6.20), Z1 increases by one at rate µu, and decreases at rate 0.
Since piq,δ is the stationary measure, we also have piq,δ(Z1 = ∞) = 1, and thus,
piq,δ(R1) = piq,δ(R2) = 0.
Case III: u = 0, δ0 > 0. In this case, piq,δ(Z1 =∞) = 1. Again note that if Z1 =∞,
then by (6.20), Z2 increases by one at rate q1 − q2 + νδ1, and decreases by one at
rate λ1[Z2>0]. us,
• if q1 − q2 + νδ1 > λ, then piq,δ(Z2 = 0) = 0, and consequently, piq,δ(R1) =
piq,δ(R2) = 0,
• if q1 − q2 + νδ1 < λ, then piq,δ(Z2 = 0) = λ−1(q1 − q2 + νδ1), and
piq,δ(R1) = piq,δ(R2) = λ
−1(q1 − q2 + νδ1).
Case IV:u = 0, δ0 = 0. Observe that in this case, due to physical constraints, it must
be that piq,δ(R2) = 0. To see this, recall the evolution equation from (6.14). Note
that δ0(t) = 0 forces its derivative to be non-negative (since δ0 is non-negative),
and thus δ ′0(t) > 0. Now, piq(t),δ(t)(R2) > 0 implies that δ ′0(t) < 0, and hence,
this leads to a contradiction. Furthermore, piq,δ(Z2 = 0,Z1 > 0) = 0 implies that
piq,δ(Z2 = 0) = piq,δ(Z2 = 0,Z1 = 0). Again, if Z1 = 0, then by (6.20), Z2
increases by one at rate q1 −q2 +νδ1, and decreases by one at rate λ1[Z2>0]. us,
an argument similar to Case-III yields that piq,δ(R1) = 0, if q1 − q2 + νδ1 > λ, and
piq,δ(R1) = λ
−1(q1 − q2 + νδ1), if q1 − q2 + νδ1 < λ. Combining Cases I-IV, we
have
piq,δ(R1) = 1− p0(q,δ, λ), piq,δ(R2) = 1[δ0>0]piq,δ(R1),
and the proof of eorem 6.3.1 follows from Lemma 6.6.2.
Proof of eorem 6.4.1. e proof of eorem 6.4.1 is identical to the proof of eo-
rem 6.3.1, which starts again by establishing the martingale decomposition for qNij
261
Chapter 6. Optimal Service Elasticity
of the form
qN1,j(t) = q
N
1,j(0) +
1
N
M1,j(t) +
∫
[0,t]×Rc1
rjλ(s)dαN − γj
∫t
0
qN1,j(s)ds (6.21)
+
∫t
0
K∑
k=1
(qN1,k(s) − q
N
2,k(s))γkrk,jds+
∫t
0
K∑
k=1
(qN2,k(s) − q
N
3k(s))γkrk,0rjds
qNi,j(t) = q
N
i,j(0) +
1
N
Mi,j(t) +
∫
[0,t]×R1
qNi−1,j(s) − q
N
i,j(s)∑K
j=1 q
N
1,j(s)
rjλ(s)dαN (6.22)
+
∫t
0
K∑
k=1
(qNik(s) − q
N
i+1,k(s))γkrk,jds− γj
∫t
0
qNi,j(s)ds
+
∫t
0
K∑
k=1
(qNi+1,k(s) − q
N
i+2,k(s))γkrk,0rjds
δN0 (t) = δ
N
0 (0) +
1
N
M0(t) + µ
∫t
0
(
1−
K∑
j=1
qN1,j(s) − δ
N
0 (s) − δ
N
1 (s)
)
ds
−
∫
[0,t]×R2
λ(s)ds,
(6.23)
δN1 (t) = δ
N
1 (0) +
1
N
M1(t) +
∫
[0,t]×R2
λ(s)ds− ν
∫t
0
δN1 (s)ds. (6.24)
e denitions of the sets R1, R2 remain exactly the same. us the convergence
result Lemma 6.6.2 holds for qN = (qNij )16i6B,16j6K. e arguments for the time
scale separation part remain unchanged as well, except the transition rate (Z1,Z2)→
(Z1,Z2) + (0, 1) in (6.20) changes to
∑K
j=1(q1j − q2j) + νδ1.
6.6.2 Convergence of stationary distribution
Proof of Proposition 6.3.2. e proof follows in three steps: in Lemma 6.6.4, we show
that q1(t) → λ as t → ∞, using this we show in Lemma 6.6.5 that q2(t) → 0, and
then nally we deduce that δ0(t)→ 1− λ and δ1(t)→ 0.
Lemma 6.6.4. q1(t)→ λ as t→∞.
First we will establish that q1(t)→ λ as t→∞. e high-level intuition behind
the proof can be described in two steps as follows.
(1) First we prove that lim inft→∞ q1(t) > λ. Assume the contrary. Because
q1(t) can be shown to be non-decreasing when q1(t) 6 λ, there must exist an ε > 0,
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such that
q1(t) 6 λ− εν, ∀ t > 0. (6.25)
If q1(t) were to remain below λ by a non-vanishing margin, then the (scaled) rate
q1(t) − q2(t) of busy servers turning idle-on would not be high enough to match
the (scaled) rate λ of incoming jobs. If there are idle-on servers or suciently many
servers in setup mode, we can still assign incoming jobs to idle-on servers, but this
drives up the fraction of busy servers q1(t) and cannot continue indenitely due to
(6.25). is means that we cannot initiate an unbounded number of setup procedures.
Since we cannot continue to have idle-on servers either, this also implies that a non-
vanishing fraction of the jobs cannot be assigned to idle servers, and hence we will
initiate an unbounded number of setup procedures, hence contradiction.
(2) Next we show that lim supt→∞ q1(t) 6 λ. Suppose not, i.e., assume
lim sup
t→∞ q1(t) = λ+ ε
for some ε > 0. Recall that q1(t) is non-decreasing when q1(t) 6 λ. Hence, there
must exist a t0 such that q1(t) > λ ∀ t > t0. If q1(t) were to get above λ by a non-
vanishing margin innitely oen, then the cumulative number of departures would
exceed the cumulative number of arrivals by an innite amount, which cannot occur
since the (scaled) initial number of tasks is bounded.
Proof of Lemma 6.6.4. We rst state four useful basic facts based on the uid limit in
eorem 6.3.1. ese are then used to prove Claims 1 and 2 which together imply
Lemma 6.6.4.
Fact 1. q1(t) is nondecreasing if q1(t) − q2(t) 6 λ. In particular, if q1(t) 6 λ, then
q1(t) is nondecreasing.
Proof. Note that the rate of change of q1(t) is determined by λp0(q(t),δ(t)) −
q1(t) + q2(t). So it suces to show that the laer quantity is non-negative when
q1(t) − q2(t) 6 λ. is follows directly from the fact that
p0(q(t),δ(t)) > min
{
λ−1(δ1(t)ν+ q1(t) − q2(t)), 1
}
. (6.26)
y
Dene the subset X ⊆ E as
X :=
{
(q,δ) ∈ E : q1 + δ0 + δ1 = 1, δ1ν+ q1 − q2 6 λ
}
,
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and denote by 1X(q(s),δ(s)) the indicator of the event that (q(s),δ(s)) ∈ X. Ob-
serve that q1(t) can be wrien as
q1(t) = q1(u) +
∫t
u
δ1(s)ν1X(q(s),δ(s))ds
+
∫t
u
[λ− q1(s) + q2(s)]1Xc(q(s),δ(s))ds.
(6.27)
e above representation leads to Facts 2 and 3 stated below.
Fact 2.
q1(t) > q1(u) +
∫t
u
[λ− q1(s) + q2(s)]1Xc(q(s),δ(s))ds.
Fact 3.
q1(t) > q1(u) + ν
∫t
u
δ1(s)ds− (ν+ 1)
∫t
u
1Xc(q(s),δ(s))ds.
Fact 4. For all suciently small ε > 0,
ξ(t) >
∫t
0
(
λ−
εν
2
− q1(s)
)
ds−
∫t
0
1[u(s)>0]ds−
∫t
0
1[δ1(s)>ε/2]ds.
Proof. Observe that
ξ(t) =
∫t
0
λ(1− p0(q(s),δ(s), λ))1[δ0(s)>0]ds
>
∫t
0
λ(1− p0(q(s),δ(s), λ))1[δ0(s)>0,u(s)=0,δ1(s)6ε/2]ds,
and on the set {s : δ0(s) > 0,u(s) = 0, δ1(s) 6 ε/2} we have p0(q(s),δ(s), λ) 6
λ−1(εν/2+ q1(s)). erefore,
ξ(t) >
∫t
0
(
λ−
εν
2
− q1(s)
)
1[δ0(s)>0,u(s)=0,δ1(s)6ε/2]ds.
Moreover, if δ0(s) = 0,u(s) = 0, δ1(s) 6 ε/2, then q1(s) > 1 − ε/2, and for
ε < 2(1− λ)/[1− ν]+ we have λ− εν/2− q1(s) < 0. us we nally obtain that
ξ(t) >
∫t
0
(
λ−
εν
2
− q1(s)
)
1[u(s)=0,δ1(s)6ε/2]ds
>
∫t
0
(
λ−
εν
2
− q1(s)
)
ds−
∫t
0
1[u(s)>0]ds−
∫t
0
1[δ1(s)>ε/2]ds,
where the second inequality follows from λ− εν/2− q1(s) 6 λ < 1. y
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In order to break down the proof of Lemma 6.6.4, we will establish the following two
claims.
Claim 1. lim inft→∞ q1(t) > λ.
Proof. Assume the contrary. Using Fact 1, q1(t) is non-decreasing when q1(t) 6 λ,
and thus there must exist an ε > 0, such that
q1(t) 6 λ− εν, ∀ t > 0. (6.28)
By Fact 2 there exist positive constants K1,K2 (possibly depending on ε) such that
∀ t > 0 ∫t
0
1Xc(q(s),δ(s))ds < K1 =⇒
∫t
0
1[u(s)>0]ds < K1, (6.29)
and by Fact 3 and (6.29)∫t
0
δ1(s)ds < K1 =⇒
∫t
0
1[δ1(s)> ε2 ]
ds < K2. (6.30)
Note that since δ1(t) = δ1(0) + ξ(t) − ν
∫t
0 δ1(s)ds, it must be the case that
lim sup
t→∞ ξ(t) <∞.
On the other hand, Fact 4, together with (6.29) and (6.30), implies that ξ(t)→∞ as
t→∞, which leads to a contradiction. y
Claim 2. lim supt→∞ q1(t) 6 λ.
Proof. Suppose not, i.e., lim supt→∞ q1(t) = λ+ ε for some ε > 0. Because q1(t) is
non-decreasing by Fact 1 when q1(t) 6 λ, there must exist a t0 such that q1(t) > λ
∀ t > t0. In that case,
B∑
i=1
qi(t) =
B∑
i=1
qi(t0) + λ
∫t
t0
B∑
i=1
pi−1(q(s),δ(s), λ)ds−
∫t
t0
q1(s)ds
6
B∑
i=1
qi(t0) −
∫t
t0
[q1(s) − λ]
+ds,
and thus, ∫t
t0
[q1(s) − λ]
+ds 6
B∑
i=1
qi(t) −
B∑
i=1
qi(t0) <∞.
is provides a contradiction with lim supt→∞ q1(t) = λ + ε, since the rate of
decrease of q1(t) is at most 1. y
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Claims 1 and 2 together imply Lemma 6.6.4.
Lemma 6.6.5. q2(t)→ 0 as t→∞.
Based on the fact that q1(t) → λ as t → ∞, we now claim that q2(t) → 0 as
t → ∞. e high-level idea behind the claim is as follows. From the convergence
of q1(t), we know that aer a large enough time, q1(t) will always belong to a very
small neighborhood of λ. On the other hand, if q2(t) does not converge to 0, then
it must have a strictly positive limit point. In that case, since the rate of decrease of
q2(t) is at most q2(t), it will be bounded away from 0 for a xed amount of time
innitely oen. In the meantime, the rate at which busy servers become idle-on will
be strictly less than the arrival rate of tasks. is in turn, will cause q1(t) to increase
substantially compared to the small neighborhood where it is supposed to lie, which
leads to a contradiction.
Proof of Lemma 6.6.5. Lemma 6.6.4 implies that for any M, ε > 0, there exists nite
time T(ε,M), such that |q1(t) − λ| 6 ε/M for all t > T(ε,M). We will show that
lim sup
t→∞ q2(t) = 0.
Suppose not, i.e., q2(T) > ε > 0 for some T > T(ε,M). Since the rate of decrease
of q2(t) is at most q2(t), it follows that q2(t) > 9ε/16 for all t ∈ [T , T + 1/2], and
hence
q1(t) − q2(t) 6 λ+
ε
M
−
9ε
16
6 λ− ε
2
, (6.31)
forM > 16. Due to Fact 2,
q1
(
T +
1
2
)
− q1(T) >
ε
2
∫T+ 12
T
1Xc(q(s),δ(s))ds.
Since
q1
(
T +
1
2
)
− q1(T) 6
2ε
M
, (6.32)
it follows that ∫T+ 12
T
1Xc(q(s),δ(s))ds 6
4
M
. (6.33)
Also, Fact 3 yields
q1
(
T +
1
2
)
− q1(T) > ν
∫T+ 12
T
δ1(s)ds−
4ν(ν+ 1)
M
.
Again using (6.32) it follows that
ν
∫T+ 12
T
δ1(s)ds 6
4ν(ν+ 1) + 2ε
M
6 5ν(ν+ 1)
M
, (6.34)
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for ε suciently smaller than ν. We will now proceed to show that (6.34) yields a
contradiction. Notice that
δ1(t) = δ1(T) +
∫t
T
λ(1− p0(q(s),δ(s), λ))1[δ0(s)>0]ds− ν
∫t
T
δ1(s)ds
>
∫t
T
(λ− q1(s) + q2(s))1Xc(q(s),δ(s))ds1[δ0(s)>0]ds− 2ν
∫t
T
δ1(s)ds.
Using (6.31), we obtain for all t ∈ [T , T + 1/2],
δ1(t) > −2ν
∫t
T
δ1(s)ds+
ε
2
∫t
T
1X(q(s),δ(s))1[δ0(s)>0]ds
> −2ν
∫t
T
δ1(s)ds+ (t− T)
ε
2
−
ε
2
∫t
T
1Xc(q(s),δ(s))ds−
ε
2
∫t
T
1[u(s)=0,δ0(s)=0]ds
> −2ν
∫T+ 12
T
δ1(s)ds−
ε
2
∫T+ 12
T
1Xc(q(s),δ(s))ds+ (t− T)
ε
2
−
ε
2
∫T+ 12
T
1[u(s)=0,δ0(s)=0]ds,
and using (6.33) and (6.34), it follows that
δ1(t) > −
10ν(ν+ 1)
M
−
2ε
M
+ (t− T)
ε
2
−
ε
2
∫T+ 12
T
1[δ1(s)>(1−λ−ε/M)]ds. (6.35)
Furthermore, observe that due to (6.34),∫T+ 12
T
1[δ1(s)>(1−λ−ε/M)]ds 6
5(ν+ 1)
M(1− λ− εM )
6 10(ν+ 1)
M(1− λ)
,
for ε small enough, and thus, (6.35) yields
δ1(t) > −
10ν(ν+ 1)
M
−
2ε
M
+ (t− T)
ε
2
−
ε
2
∫T+ 12
T
1[δ1(s)>(1−λ−ε/M)]ds >
ε
16
,
for all t ∈ [T + 1/4, T + 1/2], forM suciently large.
Since q1(t) − q2(t) → λ and q2(t) → 0, as t → ∞, it follows from (6.26) that
p0(q(t),δ(t), λ)→ 1 as t→∞. Also, an application of Gronwall’s inequality to
δ1(t) = δ1(0) +
∫t
o
λ(1− p0(q(s),δ(s), λ))ds−
∫t
0
δ1(s)νds,
yields δ1(t)→ 0 as t→∞. Consequently, δ0(t)→ 1− λ as t→∞. is completes
the proof of Proposition 6.3.2.
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Proof of Proposition 6.3.3. Note that the proof of the proposition follows from [19,
Corollary 2]. e arguments are sketched briey for completeness.
Observe that piN is dened on E, and E is a compact set. Prohorov’s theorem
implies that piN is relatively compact, and hence, has a convergent subsequence. Let
{piNn }n>1 be a convergent subsequence, with {Nn}n>1 ⊆ N, such that piNn L−→ pˆi
as n→∞. We will show that pˆi is unique and equals the measure pi.
Notice that if (qNn(0),δNn(0)) ∼ piNn , then we know (qNn(t),δNn(t)) ∼
piNn for all t > 0. Also, the process (qNn(t),δNn(t))t>0 converges weakly to
{(q(t),δ(t))}t>0, and piNn
L−→ pˆi as n → ∞. us, pˆi is an invariant distribution
of the deterministic process {(q(t),δ(t))}t>0. is in conjunction with the global
stability in Proposition 6.3.2 implies that pˆi must be the xed point of the uid limit.
Since the laer xed point is unique, we have shown the convergence of the station-
ary measure.
6.7 Conclusion
Centralized queue-driven auto-scaling techniques do not cover scenarios where load
balancing algorithms immediately distribute incoming tasks among parallel queues,
as typically encountered in large-scale data centers and cloud networks. Motivated
by these observations, we proposed a joint auto-scaling and load balancing scheme,
which does not require any global queue length information or explicit knowledge of
system parameters. Fluid-limit results for a large-capacity regime show that the pro-
posed scheme achieves asymptotic optimality in terms of response time performance
as well as energy consumption. At the same time, the proposed scheme operates in a
distributed fashion, and involves only a constant communication overhead per task,
ensuring scalability to massive numbers of servers. is demonstrates that, rather
remarkably, ideal response time performance and minimal energy consumption can
be simultaneously achieved in large-scale distributed systems.
Extensive simulation experiments support the uid-limit results, and reveal only
a slight trade-o between the mean waiting time and energy wastage in nite-size
systems. In particular, we observe that suitably long but nite standby periods yield
near-minimal waiting time and energy consumption, across a wide range of setup
durations. We expect that a non-trivial trade-o between response time performance
and (normalized) energy consumption arises at the diusion level, and exploring
that conjecture would be an interesting topic for further research. It might be worth
noting that in the present chapter, we have not taken the communication delay into
consideration, and assumed that the message transfer is instantaneous. is is a
reasonable assumption when the communication delay is insignicant relative to
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the typical duration of the service period of a job. When the communication delay
is non-negligible, one might modify the TABS scheme where a task is discarded if
it happens to land on an idle-o server. In this modied scheme, the asymptotic
fraction of lost tasks in steady state should be negligible, since the rate at which idle-
on servers are turning o is precisely zero at the xed point, and it would be useful
to further examine the impact of communication delays.
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Abstract
We consider the model of a token-based joint auto-scaling and load balanc-
ing strategy, proposed in Chapter 6, which oers ecient scalable implemen-
tation, and asymptotically optimal steady-state delay performance and energy
consumption as the number of servers N → ∞. In Chapter 6, the asymptotic
results were obtained under the assumption that the queues have xed-size nite
buers, and therefore the fundamental question of stability with innite buers
was le open. In this chapter, we address this fundamental stability question.
e system stability under the usual subcritical load assumption is not auto-
matic. Moreover, the stability may not even hold for all N. e key challenge
stems from the fact that the process lacks monotonicity, which has been the pow-
erful primary tool for establishing stability in load balancing models. We develop
a novel method to prove that the subcritically loaded system is stable for large
enoughN, and establish convergence of steady-state distributions to the optimal
one, as N → ∞. e method advances the state of the art with an induction-
based idea that exploits a weak monotonicity property of the model. is novel
method is of independent interest and may have broader applicability.
7.1 Introduction
In this chapter we return to the TABS scheme introduced in Chapter 6. ere we le
open a fundamental question: Is the system with a given numberN of servers stable
under the TABS scheme? e analysis in Chapter 6 bypasses the issue of stability
by assuming that each server in the system has a nite buer capacity. us, it re-
mains an important open challenge to understand the stability property of the TABS
scheme without the nite-buer restriction.
In this chapter we address these stability issues and examine the asymptotic be-
havior of the system asN becomes large. Analyzing the stability of the TABS scheme
in the innite-buer scenario poses a signicant challenge, because the stability of
the nite-N system, i.e., the system with nite number ofN servers under the usual
subcritical load assumption is not automatic. In fact, even under subcritical load,
the system may not be stable for all N (see Remark 7.2.2 for details). Our rst main
result is that for any xed subcritical load, the system is stable for large enough N.
Further, using this large-N stability result in combination with mean-eld analysis,
we establish convergence of the sequence of steady-state distributions as N→∞.
e key challenge in showing large-N stability for systems under the TABS scheme
stems from the fact that the occupancy state process lacks monotonicity. It is well-
known that monotonicity is a powerful primary tool for establishing stability of load
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balancing models [32, 157, 158, 171]. In fact, process monotonicity is used exten-
sively not only for stability analysis and not only in queueing literature – for exam-
ple, many interacting-particle systems’ results rely crucially on monotonicity; see
e.g. [103]. e lack of monotonicity immediately complicates the situation, as for
example in [58, 153]. Specically, when the service time distribution is general, it
is the lack of monotonicity that has le open the stability questions for the power-
of-d scheme when the system load λ > 1/4 [32], and for the JIQ scheme when
λ > 1/2 [58]. We develop a novel method for proving large-N stability for subcrit-
ically loaded systems, and use that to establish the convergence of the sequence of
steady-state distributions asN→∞. Our method uses an induction-based idea, and
relies on a “weak monotonicity” property of the model, as further detailed below. To
the best of our knowledge, this is the rst time both the traditional uid limit (in
the sense of a large starting state) and the mean-eld uid limit (when the number
of servers grows large) are used in an intricate manner to obtain large-N stability
results.
To establish the large-N stability, we actually prove a stronger statement. We
consider an articial system, where some of the queues are innite at all times. en,
loosely speaking, we prove that the following holds for all suciently largeN: If the
system withN servers contains k servers with innite queue lengths, 0 6 k 6 N, then
(i) e subsystem consisting of the remaining (i.e., nite) queues is stable, and (ii) When
this subsystem is in steady state, the average rate at which tasks join the innite queues
is strictly smaller than that at which tasks depart from them. Note that the case k = 0
corresponds to the desired stability result.
e use of backward induction in k facilitates proving the above statement. For a
xedN, rst we introduce the notion of a uid sample path (FSP) for systems where
some queues might be innite. e base case of the backward induction is when
k = N, and assuming the statement for k, we show that it holds for k− 1. We use
the classical uid stability argument (as in [42, 150, 156]) in order to establish stabil-
ity for the system where the number of innite queues is k− 1. As mentioned above,
here the notion of the traditional FSP is needed to be suitably extended to t to the
systems where some servers have innite queue lengths. Loosely speaking, for the
uid-stability, the ‘large queues’ behave as ‘innite queues’ for which the induction
statement provides us with the dri estimates. Also, to calculate the dri of a queue
in the uid limit for xed but large enough N, we use the mean-eld analysis. A
more detailed heuristic roadmap of the above proof argument is presented in Sub-
section 7.4.1. is technique is of independent interest, and potentially has a much
broader applicability in proving large-N stability for non-monotone systems, where
the state-of-the-art results have remained scarce so far.
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Organization of the chapter. e rest of the chapter is organized as follows. In
Section 7.2 we present a detailed model description, state the main results, and dis-
cuss their ramications along with discussions of several proof heuristics. e full
proof of the main results is deferred till Section 7.3. Section 7.4 introduces an in-
ductive approach to prove the large-N stability result. We present the proof of the
large-scale system (when N→∞) using mean-eld analysis in Section 7.5. Finally,
we make a few brief concluding remarks in Section 7.6.
7.2 Main results
Recall the TABS scheme from Section 6.2 in Chapter 6, with the consideration that
the buer capacity at each server is B = ∞. Also, assume the total arrival rate for
the N-th system is λN for some xed λ ∈ (0, 1) (that does not vary over time). It
is easy to see that, for any xed N, this process is an irreducible countable-state
Markov process. erefore, its positive recurrence, which we refer to as stability,
is equivalent to ergodicity and to the existence of unique stationary distribution.
Further, let UN(t) denote the number of idle-on servers at time t. We will focus on
an asymptotic analysis, where the task arrival rate and the number of servers grow
large in proportion.
For the description of the occupancy process we refer to Section 6.2 in Chap-
ter 6. We emphasize that in this chapter we will use the term mean-eld uid scaling,
corresponding to the term uid-scaling in Chapter 6. us, mean-eld uid-scaled
quantities are denoted by the respective small leers, viz. qNi (t) := QNi (t)/N,
δN0 (t) = ∆
N
0 (t)/N, δN1 (t) = ∆N1 (t)/N, and uN(t) := UN(t)/N, and
E =
{
(q,δ) ∈ [0, 1]∞ : qi > qi+1, ∀i, δ0 + δ1 + q1 6 1},
denote the space of all mean-eld uid-scaled occupancy states, so that the process
(qN(t),δN(t)) takes value in E for all t. Endow E with the product topology, and
the Borel σ-algebra E, generated by the open sets of E. Notation for the conven-
tional uid-scaled occupancy states for a xed N will be introduced later in Subsec-
tion 7.3.1. By the symbol ‘ P−→’ we denote convergence in probability for real-valued
random variables.
We now present our rst main result:
eorem 7.2.1. For any xed µ, ν > 0, and λ < 1, the system with N servers under
the TABS scheme is stable (positive recurrent) for large enough N.
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eorem 7.2.1 is proved in Section 7.3.
Remark 7.2.2. It is worthwhile to mention that the ‘large-N’ stability in eo-
rem 7.2.1 is the best one can hope for. In fact, for xed N and λ, there are values
of the parameters µ and ν such that the system under the TABS scheme may not be
stable. To elaborate further on this point, consider a system with 2 servers A and
B, and 1/2 < λ < 1. Let server A start with a large queue, while the initial queue
length at server B is small. In that case, observe that every time the queue length
at server B hits 0, with positive probability, it turns idle-o before the next arrival
epoch. Once server B is idle-o, the arrival rate into server A becomes 2λ > 1. us,
before server B turns idle-on again, the expected number of tasks that join server
A is given by at least 2λ/ν, while the expected number of departures is 1/ν. us
the queue length at server A increases by (2λ− 1)/ν, which can be very large if ν
is small. Further note that once server B becomes busy again, both servers receive
an arrival rate λ < 1, and hence it is more likely that server B will empty out again,
repeating the above scenario. e situation becomes beer as N increases. Indeed
for largeN, if ‘too many’ servers are idle-o and ‘too many’ tasks do not nd an idle
queue to join, the system starts producing servers in setup mode fast enough, and as
a result, more and more servers start becoming busy. e above heuristic has been
illustrated in Figures 7.1–7.3 with examples of three scenarios with small, moderate,
and large values of N, respectively.
In the next theorem we will identify the limit of the sequence of stationary dis-
tributions of the occupancy processes as N → ∞. In particular, we will establish
that under sub-critical load, for any xed µ, ν > 0, the steady-state occupancy pro-
cess converges weakly to the unique xed point. (For the nite-buer scenario this
was proved in Proposition 6.3.3 in Chapter 6.) Denote by qN(∞) and δN(∞) the
random values of qN(t) and δN(t) in the steady state, respectively.
eorem 7.2.3. For any xed µ, ν > 0, and λ < 1, the sequence of steady states
(qN(∞),δN(∞)) converges weakly to the xed point (q?,δ?) as N→∞, where
δ?0 = 1− λ δ
?
1 = 0 q
?
1 = λ, q
?
i = 0 for all i > 2.
Note that the xed point (q?,δ?) is such that the probability of wait vanishes
as N → ∞ and the asymptotic fraction of active servers is the minimum required
for stability, and in this sense, the xed point is optimal. us, eorem 7.2.3 im-
plies that the TABS scheme provides uid-level optimality for large-scale systems
in terms of delay performance and resource utilization, while involving only O(1)
communication overhead per task.
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Figure 7.1: Illustration of instability of the TABS scheme forN = 2 via sample paths
of the queue length process.
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Figure 7.2: Sample paths of the largest and second largest queue length processes in
an intermediate system (N = 50) for the same parameter choices.
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Figure 7.3: e system becomes stable for a large enough number of servers (N =
500).
7.3 Proofs of the main results
In Subsection 7.3.1 we introduce the notion of conventional uid scaling (when the
number of servers is xed) and uid sample paths (FSP), and state Proposition 7.3.1
that implies eorem 7.2.1 as an immediate corollary. Subsection 7.3.2 contains two
key results for a sequence of systems with increasing system size, i.e., the number of
servers N→∞, and proves eorem 7.2.3.
7.3.1 Conventional uid limit for a system with xed N
In this subsection rst we will introduce a notion of uid sample path (FSP) for nite-
N systems where some of the queue lengths are innite. We emphasize that this is
the conventional uid limit, in the sense that the number of servers is xed, but the
time and the queue length at each server are scaled by some parameter that goes to
innity.
Loosely speaking, conventional uid limits are usually dened as follows: For
a xed N, consider a sequence of systems with increasing initial norm (total queue
length) R say. Now scale the queue length process at each server and the time by R.
en any weak limit of this sequence of (space and time) scaled processes is called an
FSP. Observe that this denition is inherently not t if the system has some servers
whose initial queue length is innite. us we introduce a suitable notion of FSP
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that does not require the scaled norm of the initial state to be 1. We now introduce
a rigorous notion of FSP for systems with some of the queues being innite.
Fluid limit of a system with some of the queues being innite. Consider a
system of N servers with indices in N (say), among which k servers with indices in
K ⊆ N have innite queue lengths. Now consider any sequence of systems indexed
by R such that
∑
i∈N\K X
N,R
i (0) <∞, and
xN,Ri (t) :=
XN,Ri (Rt)
R
, i ∈ N \K (7.1)
be the corresponding scaled processes. For xed N, the scaling in (7.1) will hence-
forth be called the conventional uid-scaled queue length process. Also, for the
R-th system, let AN,Ri (t) and D
N,R
i (t) denote the cumulative number of arrivals
to and departures from server i with aN,Ri (t) := A
N,R
i (Rt)/R and d
N,R
i (t) :=
DN,Ri (Rt)/R being the corresponding uid-scaled processes, i ∈ N. We will oen
omit the superscript N when it is clear from the context.
Now for any xed N, suppose the (conventional uid-scaled) initial states con-
verge, i.e., xR(0) → x(0), for some xed x(0) such that 0 6 ∑i∈N\K xi(0) < ∞
and xi(0) = ∞ for i ∈ K. en a set of uniformly Lipschitz continuous functions
(xi(t),ai(t),di(t))i∈N on the time interval [0, T ] (where T is possibly innite) with
the convention xi(·) ≡ ∞ for all i ∈ K, is called a uid sample path (FSP) starting
from x(0), if for any subsequence of {R} there exists a further subsequence (which we
still denote by {R}) such that with probability 1, along that subsequence the following
convergences hold:
(i) For all i ∈ N, aRi (·)→ ai(·) and dRi (·)→ di(·), uniformly on compact sets.
(ii) For i ∈ N \K, xRi (·)→ xi(·) uniformly on compact sets.
Note that the above denition is equivalent to convergence in probability to the
unique FSP. For any FSP almost all points (with respect to the Lebesgue measure)
are regular, i.e., for all i ∈ N \ K, xi(t) has proper le and right derivatives with
respect to t, and for all such regular points,
x ′i(t) = a
′
i(t) − d
′
i(t).
Innite queues as part of an FSP. e arrival and departure functions ai(t) and
di(t) are well-dened for each queue, including innite queues. Of course, the
derivative x ′i(t) for an innite queue makes no direct sense (because an innite
queue remains innite at all times). However, we adopt a convention that x ′i(t) =
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a ′i(t) − d
′
i(t), for all queues, including the innite ones. For an FSP, x ′i(t) is some-
times referred to as a “dri” of (nite or innite) queue i at time t.
We are now in a position to state the key result that establishes the large-N sta-
bility of the TABS scheme.
Proposition 7.3.1. e following holds for all suciently large N. For each 0 6 k 6
N, consider a system where k servers with indices in K have innite queues, and the
remainingN−k queues are nite. en, for each j = 1, 2, . . . ,N, there exists ε(j) > 0,
such that the following properties hold (ε(j) and other constants specied below, also
depend on N).
(1) For any x(0) such that 0 6
∑
i∈N\K xi(0) <∞ and xi(0) =∞ for i ∈ K, there
exists T(k, x(0)) < ∞ and a unique FSP on the interval [0, T(k, x(0))], which has
the following properties:
(i) If at a regular point t, M(t) := {i ∈ N : xi(t) > 0} with |M(t)| = m > k,
then x ′i(t) = −ε(m) for all i ∈M(t).
(ii) For any i ∈ N \K, if xi(t0) = 0 for some t0, then xi(t) = 0 for all t > t0.
(iii) T(k, x(0)) = inf {t : xi(t) = 0 for all i ∈ N \K}.
(2) e subsystem with N− k nite queues is stable.
(3) When the subsystem withN− k nite queues is in steady state, the average arrival
rate into each of the k servers having innite queue lengths is at most 1− ε(k).
(4) For any x(0) such that 0 6
∑
i∈N\K xi(0) < ∞ and xi(0) = ∞ for i ∈ K,
there exists a unique FSP on the entire interval [0,∞). In [0, T(k, x(0))], it is as
described in Statement 1. Starting from T(k, x(0)), all queues in N \K stay at 0
and all innite queues have dri at most −ε(k).
Although Part 2 follows from Part 1, and Part 4 is stronger than Part 1, the state-
ment of Proposition 7.3.1 is arranged as it is to facilitate its proof, as we will see in
Section 7.4 in detail.
Proof of eorem 7.2.1. Note that eorem 7.2.1 is a special case of Proposition 7.3.1
when k = 0.
7.3.2 Large-scale asymptotics: auxiliary results
In this subsection we will state two crucial lemmas that describe asymptotic proper-
ties of a sequence of systems as the number of servers N → ∞, if stability is given.
eir proofs involve mean-eld uid scaling and limits.
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Lemma 7.3.2. ere exist ε1 > 0 and Cq = Cq(ε1) > 0, such that the following
holds. Consider any sequence of systems with N → ∞ and k = k(N) innite queues
such that k(N)/N→ κ ∈ [0, 1], and assume that each of these systems is stable. en
for all suciently large N,
P
(
qN1 (∞) < ε1) 6 e−CqN.
Lemma 7.3.3. Consider any sequence of systems withN→∞ and k = k(N) innite
queues such that k(N)/N→ κ ∈ [0, 1], and assume that each of these systems is stable.
e following statements hold:
(1) If κ > 1− λ, then qN1 (∞) P−→ 1 as N→∞.
(2) If κ < 1−λ, then the weak limit of (qN(∞),δN(∞)) is concentrated at the unique
equilibrium point (q?(κ),δ?(κ)), such that
q?1(κ) = κ+ λ, q
?
2(κ) = κ,
δ?0(κ) = 1− λ− κ, δ
?
1(κ) = 0.
Consequently,
lim
N→∞P
(
QN1 (∞) +∆N0 (∞) +∆N1 (∞) = N) = 0. (7.2)
Lemmas 7.3.2 and 7.3.3 are proved in Section 7.5. ese results will be used to
derive necessary large-N bounds on the expected arrival rate into each of the servers
having innite queue lengths when the system is in steady state.
Remark 7.3.4. It is also worthwhile to note that Lemmas 7.3.2 and 7.3.3 can be
thought of as a weak monotonicity property of the TABS scheme as mentioned earlier.
Loosely speaking, the weak monotonicity requires that no maer where the system
starts, in some xed time the system arrives at a state with a certain fraction of busy
servers. e purpose of Lemmas 7.3.2 and 7.3.3 is to bound under the assumption
of stability the expected rate at which tasks arrive to the innite queues when the
subsystem containing the nite queues is in steady state:
(i) Lemma 7.3.3 guarantees high probability bounds on the total number of busy
servers, so that with probability tending to 1 as N → ∞, the fraction of busy
servers in the whole system is at least λ in steady state.
(ii) However, since the arrival rate is λN, when the system has few busy servers
(even with an asymptotically vanishing probability), the arrival rate to the in-
nite servers can become Θ(N). us we need the exponential bound stated in
Lemma 7.3.2 in order to obtain a bound on the expected rate of arrivals to the
innite queues.
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In Subsection 7.4.4 we will see that as a consequence of Lemmas 7.3.2 and 7.3.3, we
obtain that for large enough N, under the assumption of stability, the steady-state
rate at which tasks join an innite queue is strictly less than 1, and the dri of the
innite queues as dened in Subsection 7.3.1 becomes strictly negative. is fact will
be used in the proof of Proposition 7.3.1.
Proof of eorem 7.2.3. Note that given the large-N stability property proved in Propo-
sition 7.3.1 for k(N) = 0, and the convergence of stationary distributions under the
assumption of stability in Lemma 7.3.3, the proof of eorem 7.2.3 is immediate.
7.4 Proof of Proposition 8.3.1: An inductive approach
roughout this section we will prove Proposition 7.3.1. e proof consists of several
steps and uses both a conventional uid limit and a mean-eld uid scaling and
limit in an intricate fashion. Below we rst provide a roadmap of the whole proof
argument.
7.4.1 Proof idea and the roadmap
e key idea for the proof of Proposition 7.3.1 is to use backward induction in k,
starting from the base case k = N. For k = N, all the queues are innite. In that case,
Parts (1) and (2) are vacuously satised with the convention T(N, x(0)) = 0. Further
observe that the TABS scheme does not dierentiate between two large queues (in
fact, any two non-empty queues). us, when all queues are innite, since all servers
are always busy, each arriving task is assigned uniformly at random, and each server
has an arrival rate λ and a departure rate 1. us, it is immediate that the dri of
each server is −(1− λ) < 0, and thus, ε(N) = 1− λ. is proves (3), and then (4)
follows as well.
Now, we discuss the ideas to establish the backward induction step, i.e., assume
that Parts (1)–(4) hold for k > k(N)+ 1 for some k(N) ∈ {0, 1, . . . ,N− 1} and verify
that the statements hold for k = k(N). Rigorous proofs to verify Parts (1)–(4) for
k = k(N) are presented in Subsections 7.4.2–7.4.5. We begin by providing a roadmap
of these four subsections.
Part (1). Recall that we denote byK the indices of the servers having innite queue
lengths, and by N the set of all server indices. Denote by x(i) the i-th largest com-
ponent of x (ties are broken arbitrarily). en for any x with m ∈ {0, 1, . . . ,N− 1}
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innite components, dene
T(m, x) :=
x(N)
ε(N)
+
N−m−1∑
i=1
x(N−i) − x(N−i+1)
ε(N− i)
(7.3)
with the convention that T(N, x) = 0 if all components of x are innite. For k(N) ∈
{0, 1, . . . ,N− 1}, Part (1) is proved with the choice of T(k, x(0)) as given by (7.3). In-
deed, recall that we are at the backward induction step where there are k(N) innite
queues, and we also know from the hypothesis that Parts (1)–(4) hold if there are
k(N) + 1 or larger innite queues in the system. Loosely speaking, the idea is that
as long as a conventional uid-scaled queue length xj(t) at some server j ∈ N \K
is positive, it can be coupled with a system where the queue length at server j is
innite. us, as long as there is at least one server j ∈ N \K with xj(t) > 0, the
system can be ‘treated’ as a system with at least k(N) + 1 innite queues, in which
case Part (4) of the backward induction hypothesis furnishes the dri of each positive
component of the FSP (in turn, which is equal to the dri of each innite queue for
the corresponding system).
Now to explain the choice of T(m, x) in (7.3), observe that when all the compo-
nents of theN-dimensional FSP are strictly positive, each component has a negative
dri of −ε(N). us, x(N)/ε(N) is the time when at least one component of the
N-dimensional FSP hits 0. From this time point onwards, each positive component
has a dri of −ε(N− 1), and thus, x(N)/ε(N) + (x(N−1) − x(N))/ε(N− 1) is the
time when two components hit 0. Proceeding this way, one can see that at time
T(m, x(0)) all nite positive components of the FSP hit 0. e above argument is
formalized in Subsection 7.4.2.
Part (1) =⇒ Part (2). To prove Part 2, we will use the uid limit technique of
proving stochastic stability as in [42, 150, 156], see for example [42, eorem 4.2] or
[156, eorem 7.2] for a rigorous statement. Here we need to show that the sum of
the non-innite queues (of an FSP) drains to 0. is is true, because by Part (1) each
positive non-innite queue will have negative dri. e formal proof is in Subsec-
tion 7.4.3.
Part (2) + Lemmas 7.3.2 and 7.3.3 =⇒ Part (3). Note that in the proofs of
Parts (1) and (2) we have only used the backward induction hypothesis, and have not
imposed any restriction on the value of N. is is the only part where in the proof
we use the large-scale asymptotics, in particular, Lemmas 7.3.2 and 7.3.3. For that
reason, in the statement of Proposition 7.3.1 we use “large-enoughN”. e idea here
is to use a proof by contradiction. Suppose Part (3) does not hold for innitely many
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values of N. In that case, it can be argued that there exist a subsequence {N} and
some sequence {k(N)} with k(N) ∈ {0, 1, . . . ,N− 1}, such that when the subsystem
consisting of N− k(N) nite queues is in the steady state, the average arrival rate
into each of the k(N) servers having innite queue lengths is at least 1, along the
subsequence. Loosely speaking, in that case, Lemmas 7.3.2 and 7.3.3 together imply
that for large enough N, there are ‘enough’ busy servers, so that the rate of arrival
to each innite queue is strictly smaller than 1, which leads to a contradiction. Note
that we can apply Lemmas 7.3.2 and 7.3.3 here, because Part (2) ensures the required
stability. e rigorous proof is in Subsection 7.4.4.
Parts (2), (3) + Time-scale separation =⇒ Part (4). We assume that Parts (1)
– (3) hold for k ∈ {k(N), k(N) + 1, . . . ,N}, and we will verify Part (4) for k = k(N).
Observe that it only remains to prove convergence to the FSP on the (scaled) time
interval [T(k, x(0)),∞]. For this, observe that it is enough to consider the sequence
of systems for which xR(0)→ x(0) where xi(0) = 0 for all i ∈ N \K. In particular,
all that remains to be shown is that the dri of each innite queue is indeed −ε(k).
Recall the conventional uid scaling and FSP from Subsection 7.3.1, and let R be the
scaling parameter. e proof consists of two main parts:
(i) Let us x any state z of the unscaled process. If the sequence of systems is such
that xR(0) → x(0) where xi(0) = 0 for all i ∈ N \ K, then due to Part (2),
for the subsystem consisting of nite queues, the (scaled) hiing time to the
(unscaled) state z converges in probability to 0. Also, since this subsystem is
positive recurrent (due to Part (2)), starting from a xed (unscaled) state z, its
expected (unscaled) return time to the state z isO(1). is will allow us to split
the (unscaled) time line into i.i.d. renewal cycles of nite expected lengths. In
addition, this also shows that in the scaled time the subsystem of nite queues
evolves on a faster time scale and achieves ‘instantaneous stationarity’.
(ii) From the above observation we can claim that the number of arrivals to any
specic innite queue can be wrien as a sum of arrivals in the above dened
i.i.d. renewal cycles. Using the strong law of large numbers (SLLN) we can
then show that in the limit R → ∞, the instantaneous rate of arrival to an
specic innite queue is given by the average arrival rate when the subsystem
with N− k nite queues is in steady state. erefore, Part (3) completes the
verication of Part (4).
e above argument is rigorously carried out in Subsection 7.4.5.
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7.4.2 Coupling with innite queues to verify Part (1)
To prove Part (1), x any x(0) such that 0 6
∑
i∈N\K xi(0) < ∞ and xi(0) = ∞
for i ∈ K. Let K1 ⊆ N \K be the set of server-indices i, such that xi(0) > 0. We
will rst show that when
∑
i∈N\K xi(0) > 0 with |M(t)| = m > k(N) + 1, then
it has a negative dri −ε(m) for all i ∈ M(t), thus proving Part (1.i). Since ε(m)’s
are positive, this will then also imply Part (1.ii). Now assume
∑
i∈N\K xi(0) > 0.
In that case we have that |K1| =: k1 > 0. Now consider the sequence of processes
(xRi (·),aRi (·),dRi (·))i∈N along any subsequence {R}. Dene the stopping time
TR := inf
{
t : XRi (t) = 0 for some i ∈ K1
}
,
and τR = TR/R. In the time interval [0, TR], we will couple this system with a
system, let us label it Π, with k+ k1 innite queues. Let (x¯Ri (·), a¯Ri (·), d¯Ri (·))i∈N be
the queue length, arrival, and departure processes corresponding to the system Π,
and assume that x¯Ri (0) is innite for i ∈ K ∪K1. Now couple each arrival to and
departure from the i-th server in both systems, i ∈ N. Since the scheme does not
distinguish among servers with positive queue lengths, observe that up to time TR
both systems evolve according to their own statistical laws. Also, up to time TR, the
queue length processes at the servers in N \ (K∪K1) in both systems are identical.
us, in the (scaled) time interval [0, τR], aRi ≡ a¯Ri and dRi ≡ d¯Ri for all i ∈ N, and
xRi ≡ x¯Ri for all i ∈ N \K. erefore, using induction hypothesis for systems with
k+ k1 > k(N) + 1 innite queues, there exists a subsequence {R} along which with
probability 1,
(x¯Ri (·), a¯Ri (·), d¯Ri (·))i∈N → (x¯i(·), a¯i(·), d¯i(·))i∈N,
where x¯i ≡ 0 for all i ∈ N \ (K ∪K1), and x¯j ≡ ∞ with x¯ ′j ≡ −ε(k+ k1) < 0
for all j ∈ K∪K1. Consequently, in the time interval [0, τ], along that subsequence
with probability 1,
(xRi (·),aRi (·),dRi (·))i∈N → (xi(·), a¯i(·), d¯i(·))i∈N
with xi = x¯i ≡ 0 for all i ∈ N \ (K ∪K1) and x ′i ≡ −ε(k+ k1) < 0 for all i ∈
K∪K1, where τ = x(k+k1)/ε(k+k1) > 0. Observe that the above argument can be
extended till the time
∑
i∈N\K xi(t) hits zero. Furthermore, following the argument
as above, this time is given by T(k(N), x(0)) as given in (7.3). is completes the
proof of Part 1 (iii).
7.4.3 Conventional uid-limit stability to verify Part (2)
As mentioned earlier, we will use the uid limit technique of proving stochastic sta-
bility as in [42, 150, 156] to prove Part (2). Consider a sequence of initial states with
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increasing norm R, i.e.,
∑
i∈N\K XRi (0) = R and XRi (0) = ∞ for i ∈ K. en
from Part (1.iii), we know that for any sequence there exists a further subsequence
{R} along which with probability 1, the uid-scaled occupancy process (xRi (·))i∈N
converges to the process (xi(·))i∈N for which
∑
i∈N\K xi(t) hits 0 in nite time
T(k(N), x(0)), and stays at 0 aerwards. is veries the uid-limit stability condi-
tion in [42, eorem 4.2] and [156, eorem 7.2], and thus completes the verication
of Part (2).
7.4.4 Large-scale asymptotics to verify Part (3)
e verication of the backward induction step for Part (3) uses contradiction. Namely,
assuming that the induction step for Part (3) does not hold, we will construct a se-
quence of systems with increasing N, for which we obtain a contradiction using
Lemmas 7.3.2 and 7.3.3. We note that this is the only part in the proof of Proposi-
tion 7.3.1, where we use the large-scale (i.e., N→∞) asymptotic results.
Observe that we have already argued in Subsection 7.4.1 that for all N, Parts (1)
– (4) hold for k = N. Now, if for some N, Part (3) does not hold for some k(N) ∈
{0, 1, . . . ,N− 1}while Parts (1)–(4) hold for all k > k(N)+ 1, then from the proofs of
Parts (1) and (2), note that Parts (1) and (2) hold for k = k(N) as well. Consequently,
the subsystem with N− k(N) nite queues is stable. us we have the following
implication.
Implication 1. Suppose, for innitely manyN, the induction step to prove Part (3) of
Proposition 7.3.1 does not hold for some k = k(N). en there exists a subsequence of
{N} (which we still denote by {N}) diverging to innity, such that (i) e system with
k(N) innite queues is stable and (ii) e steady-state arrival rate into each innite
queue is at least 1.
We will now show that Implication 1 leads to a contradiction – this will prove
Part (3) of Proposition 7.3.1. Suppose Implication 1 is true. Choose a further sub-
sequence {N} along which k(N)/N converges to κ ∈ [0, 1]. As in the statement of
Lemma 7.3.3 we will consider two regimes depending on whether κ > 1− λ or not,
and arrive at contradictions in both cases. Since all the innite queues are exchange-
able, we will use σ to denote a typical innite queue.
Case 1. First consider the case when κ > 1− λ. Note that the expected steady-state
instantaneous rate of arrival to σ is given by
E
( λN
QN1 (∞)1[QN1 (∞)+∆N0 (∞)+∆N1 (∞)=N]
)
6 E
( λN
QN1 (∞)
)
= E
( λ
qN1 (∞)
)
+ o(1).
(7.4)
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Now observe that for large N, λ/qN1 (∞) 6 2λ/κ, since qN1 (s) > κ/2 > 0. Fur-
ther from Lemma 7.3.3 we know that qN1 (∞) P−→ 1 as N → ∞. Consequently,
E(λ/qN1 (∞))→ λ as N→∞. erefore for large enough N,
E
( λN
QN1 (∞)1[QN1 (∞)+∆N0 (∞)+∆N1 (∞)=N]
)
6 1+ λ
2
= 1−
1− λ
2
< 1, (7.5)
which is a contradiction to Part (ii) of Implication 1.
Case 2. In case κ < 1 − λ, rst note that the statement in Part (3) is vacuously
satised if k(N) ≡ 0 for all large enoughN. us without loss of generality, assume
that k(N) > 0. Fix ε1 as in Lemma 7.3.2. In that case (7.4) becomes
E
( λN
QN1 (∞)1[QN1 (∞)+∆N0 (∞)+∆N1 (∞)=N]
)
6 E
( λN
QN1 (∞)1[QN1 (∞)+∆N0 (∞)+∆N1 (∞)=N, QN1 (∞)>ε1N]
)
+ λNP
(
QN1 (∞) < ε1N)
6 λN
ε1N
P
(
QN1 (∞) +∆N0 (∞) +∆N1 (∞) = N)+ λNP(QN1 (∞) < ε1N) .
Now, due to Part (2) of Lemma 7.3.3, we know that
P
(
QN1 (∞) +∆N0 (∞) +∆N1 (∞) = N)→ 0,
and furthermore, Lemma 7.3.2 yields
NP
(
QN1 (∞) < ε1N)→ 0 as N→∞.
us,
E
( λN
QN1 (∞)1[QN1 (∞)+∆N0 (∞)+∆N1 (∞)=N]
)
→ 0 as N→∞. (7.6)
In particular, for large enough N, the expected steady-state arrival rate is bounded
away from 1, which is again a contradiction to Part (ii) of Implication 1. is com-
pletes the verication of Part (3) of the backward induction hypothesis.
7.4.5 Time-scale separation to verify Part (4)
Assume Parts (1) – (3) hold for all k ∈ {k(N), k(N) + 1, . . . ,N}. Now consider a
system containing k = k(N) innite queues with indices in K, and recall the con-
ventional uid scaling and FSP from Subsection 7.3.1. Also, in this subsection when-
ever we refer to the process {X(t)}t>0, the components in K should be taken to be
innite.
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For the queue length vector X, dene the norm ‖X‖ :=∑i/∈K Xi to be the total
number of tasks at the nite queues. Lemmas 7.4.1 and 7.4.2 state two hiing-time
results that will be used in verifying Part (4).
Lemma 7.4.1. For any xed γ ∈ (0, 1), there exists τ = τ(γ) and C = C(γ), such
that if ‖X(0)‖ = R > C, then
E‖X(Rτ)‖ 6 (1− γ)‖X(0)‖.
Lemma 7.4.1 says that if the system starts from an initial state where the total
number of tasks in the nite queues is suitably large, then the time it takes until
the expected total number of tasks in the nite queues falls below a certain fraction
of the initial number, is proportional to itself. e proof of Lemma 7.4.1 is fairly
straightforward, but is provided below for completeness.
Proof of Lemma 7.4.1. Consider a sequence of initial states with an increasing norm,
i.e., XR(0) is such that ‖XR(0)‖ = R where R−1XR(0) → x(0) as R → ∞. en
from Part 1 we know that as R → ∞, on the time interval [0, T(m, x(0))] the pro-
cess R−1XR(Rt) converges in probability to the unique deterministic process x(t)
satisfying ∑
i∈N\K
x ′i(t) < −c(k(N)) whenever
∑
i∈N\K
xi(t) > 0, (7.7)
where c(m) = min
{
kε(k) : k(N) + 1 6 k 6 N
}
> 0. We also know that for any
i ∈ N \K, if xi(t0) = 0 for some t0, then xi(t) = 0 for all t > t0. Consequently,
since c(k(N)) is positive, there exists τ = τ(γ) <∞, such that
sup
‖x‖=1
{
‖x(τ)‖ : x(0) = x ∈ [0, 1]N−k(N) × {∞}k(N)} < 1− γ.
Now since the expected number of arrivals into the R-th system up to time t, when
scaled by R, is λt for any nite t, we obtain E(R−1‖XR(t)‖) 6 1+ λt. erefore,
the convergence in probability also implies the convergence in expectation. us for
the above choice of γ,
lim sup
R→∞ E
(‖XR(Rτ)‖
R
)
< 1− γ.
Hence, there exists C such that for all R > C,
E
(‖XR(Rτ)‖
R
)
= E
(‖XR(Rτ)‖
‖XR(0)‖
)
6 1− γ.
is completes the proof of Lemma 7.4.1.
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For any C > 0, dene the set C := {‖X‖ 6 C}, and the stopping time θC :=
inf {t : X(t) ∈ C}. For large enough C, the next lemma bounds the expected hiing
time to the xed set C in terms of the norm of the initial state.
Lemma 7.4.2. ere exists C,C1 > 0, such that if ‖X(0)‖ = R > C, then
E(θC|X(0)) 6 C1‖X(0)‖.
Proof of Lemma 7.4.2. Fix any γ ∈ (0, 1), and take τ = τ(γ) and C = C(γ) as in
Lemma 7.4.1. For i > 1, dene the sequence of random variables Ti := τ‖X(Ti−1)‖
with the convention that T0 = 0. Now consider the discrete-time Markov chain {Φi :
i > 0} adapted to the ltration F =
⋃
i>0 Fi, where Φi = X(Ti) is the value of the
continuous-time Markov process sampled at times Ti’s, andFi = σ(Φ0,Φ1, . . . ,Φi)
is the sigma eld generated by {Φ0,Φ1, . . . ,Φi}. Further, for i > 0 dene the stop-
ping time θˆC := inf {j > 0 : Zj 6 C}. en observe that
θC 6
θˆC∑
i=1
Ti =: ΨC.
Also dene αi =
∑i
j=1 Tj for i > 1, and hence αθˆC = ΨC. en as a consequence
of Dynkin’s lemma [119, eorem 11.3.1], using [119, Proposition 11.3.2] we have
E(θC) 6 E(ΨC) 6
τ
γ
E‖X(0)‖.
Choosing C1 = τ/γ completes the proof.
Now we have all the ingredients to verify Part (4) of the backward induction
hypothesis. Note that we now look at the sequence of conventional uid-scaled pro-
cesses starting at (scaled) time T(k(N), x(0)). From the verication of Part (1) we
already know that xi(t) = 0 for all t > T(k(N), x(0)), i ∈ N \ K. us, it only
remains to show that starting from time T(k(N), x(0)), the dri of each of the in-
nite queues is at most −ε(k(N)). Specically, we will construct a probability space
where the required probability 1 convergence holds.
In order to simplify writing, we assume that the system starts at time 0, and thus
it is enough to consider a sequence of initial queue length vectors such that
‖xR(0)‖ → 0 as R→∞,
whereR is the parameter in the conventional uid scaling. Hence, Lemma 7.4.2 yields
that R−1E(θC|XR(0))→ 0 as R→∞. Consequently, R−1θC P−→ 0. us, the uid-
scaled time to hit the set C vanishes in probability, which is stated formally in the
following claim.
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Claim 3. If the sequence of initial states is such that ‖xR(0)‖ → 0 as R → ∞, then
R−1θC
P−→ 0, as R→∞.
Now pick any (unscaled) state z ∈ C, and dene the stopping time θˆz as
θˆz := inf
{
t > 0 : X(t) = z
}
.
Since due to Part (2) of the backward induction hypothesis, the unscaled processX(·)
is irreducible and positive recurrent, we have the following claim.
Claim 4. If the sequence of initial states is such that xR(0) ∈ C, then R−1θˆz P−→ 0, as
R→∞.
Up to time θˆz, consider the product topology on the sequence space. en Claims 3
and 4 yield that for a sequence of initial states such that ‖xR(0)‖ → 0 as R → ∞,
there exists a subsequence {R}, along which with probability 1, R−1θˆz → 0. Starting
from the time θˆz, along the above subsequence, we construct the sequence of pro-
cesses xR(·) on the same probability space as follows.
(1) Dene the space of an innite sequence of i.i.d. renewal cycles of the unscaled
process X(·), with the unscaled state z being the renewal state, i.e.,{
X(i)(t) : 0 6 t 6 θˆ(i)z ,X(i)(0) = z
}
for i = 1, 2, . . . are i.i.d. copies, and θˆ(i)z are also i.i.d. copies of θˆz.
(2) Dene the process XR(·) as
XR(Rt) =
∞∑
i=1
X(i)
(
Rt−Θ(i− 1)
)
1[Θ(i−1)6Rt<Θ(i)], where Θ(i) :=
i∑
j=1
θˆ(j).
Let A(t) denote the cumulative number of arrivals up to time t to a xed server
with innite queue length when the system starts from the state z. Now, in order to
calculate the dri of each of the innite queues, observe that cumulative number of
arrivals up to time Rt to server n ∈ K in the R-th system can be wrien as
ARn(Rt) =
NRθ∑
i=1
A
(i)
n +Bn(t−Θ(N
R
θ)), where NRθ := max{j : Θ(j) 6 Rt}.
A
(i)
n ’s are i.i.d. copies of the random variable A(θˆz), Bn(·) is distributed as A(t),
and A(i)n ’s and Bn(·) are independent of the random variable NRθ . Now, since due
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to Part (2) of the backward induction hypothesis the subsystem consisting of the
nite queues is stable, X(·) is irreducible and positive recurrent. us, we have
E(θˆz|X(0) = z) <∞, and hence, with probability 1,
NRθ
R
→ t
E(θˆz|X(0) = z)
, as R→∞.
us, using Part (3) of the backward induction hypothesis, SLLN yields, with proba-
bility 1,
1
R
ARn(Rt) =
1
R
NRθ∑
i=1
A
(i)
n +
Bn(t−Θ(N
R
θ))
R
→ aˆt, as R→∞,
for some aˆ 6 1− ε(k(N)). erefore, in the conventional uid limit, an(t) 6 (1−
ε(k(N)))t. Also, since the departure rate from each of the servers with innite queue
lengths is always 1, it can be seen that in the conventional uid limit, dn(t) = t, and
thus, the dri of then-th innite queue is given by at most−ε(k(N)). Combining the
probability 1 convergence of the time θˆz to 0, and the probability space constructed
aer time θˆz, we obtain that along the subsequence {R} with probability 1, the uid-
scaled processes converges to a limit where each innite queue has dri at most
−ε(k(N)). is completes the verication of Part (4), and hence of Proposition 7.3.1.
7.5 Mean-eld analysis for large-scale asymptotics
In this section we will analyze the large-N behavior of the system. In particular, we
will prove Lemmas 7.3.2 and 7.3.3. e next proposition is a basic mean-eld uid
limit result that we need later. Dene
Eκ :=
{
(q,δ) ∈ [0, 1]∞ : qi > qi+1 > κ, ∀i, δ0 + δ1 + q1 6 1}.
Proposition 7.5.1. Assume k(N)/N → κ ∈ [0, 1] and the sequence of initial states
(qN(0),δN(0)) converge to a xed (q(0),δ(0)) ∈ Eκ, as N → ∞, where q1(0) >
0. en, with probability 1, any subsequence of {N} has a further subsequence along
which {(qN(t),δN(t))}t>0 converges, uniformly on compact time intervals, to some
deterministic trajectory {(q(t),δ(t))}t>0 satisfying the following equations:
qi(t) = qi(0) +
∫t
0
λpi−1(q(s),δ(s), λ)ds−
∫t
0
(qi(s) − qi+1(s))ds, i > 1,
δ0(t) = δ0(0) + µ
∫t
0
u(s)ds− ξ(t),
δ1(t) = δ1(0) + ξ(t) − ν
∫t
0
δ1(s)ds,
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where
u(t) = 1− q1(t) − δ0(t) − δ1(t),
ξ(t) =
∫t
0
λ(1− p0(q(s),δ(s), λ))1[δ0(s)>0]ds.
For any (q,δ) ∈ E, λ > 0, (pi(q,δ, λ))i>0 are given by
p0(q,δ, λ) =
 1 if u = 1− q1 − δ0 − δ1 > 0,min{λ−1(δ1ν+ q1 − q2), 1}, otherwise,
pi(q,δ, λ) = (1− p0(q,δ, λ))(qi − qi+1)q−11 , i > 1.
is type of result is standard and is obtained using Functional Strong LLN, for
example as in [130, 157, 158]; we omit its proof. Also, we note that, while Proposi-
tion 7.5.1 is a version of eorem6.3.1 in Chapter 6, it is dierent in that it is suitably
modied for the case of innite buers and some queues being innite, and it states
a somewhat dierent type of convergence, convenient for the use in this chapter.
Dene mean-eld uid sample path (MFFSP) to be any deterministic trajectory sat-
isfying the properties stated in Proposition 7.5.1.
We now provide an intuitive explanation of the mean-eld uid limit stated in
Proposition 7.5.1. It is similar to that behind [130, eorem 3.1]. e term u(t)
corresponds to the asymptotic fraction of idle-on servers in the system at time t, and
ξ(t) represents the asymptotic cumulative number of server setups (scaled by N)
that have been initiated during [0, t]. e coecient pi(q,δ, λ) can be interpreted
as the instantaneous fraction of incoming tasks that are assigned to some server
with queue length i, when the uid-scaled occupancy state is (q,δ) and the scaled
instantaneous arrival rate is λ. Observe that as long as u > 0, there are idle-on
servers, and hence all the arriving tasks will join idle servers. is explains that if
u > 0, p0(q,δ, λ) = 1 and pi(q,δ, λ) = 0 for i = 1, 2, . . .. If u = 0, then observe
that servers become idle at rate q1 − q2, and servers in setup mode turn on at rate
δ1ν. us the idle-on servers are created at a total rate δ1ν+ q1 − q2. If this rate
is larger than the arrival rate λ, then almost all the arriving tasks can be assigned
to idle servers. Otherwise, only a fraction (δ1ν+ q1 − q2)/λ of arriving tasks join
idle servers. e rest of the tasks are distributed uniformly among busy servers, so a
proportion (qi − qi+1)q−11 are assigned to servers having queue length i. For any
i = 1, 2, . . ., qi increases when there is an arrival to some server with queue length
i− 1, which occurs at rate λpi−1(q,δ, λ), and it decreases when there is a departure
from some server with queue length i, which occurs at rate qi − qi−1. Since each
idle-on server turns o at rate µ, the fraction of servers in the o mode increases at
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rateµu. Observe that if δ0 > 0, for each task that cannot be assigned to an idle server,
a setup procedure is initiated at one idle-o server. As noted above, ξ(t) captures
the (scaled) cumulative number of setup procedures initiated up to time t. erefore
the fraction of idle-o servers and the fraction of servers in setup mode decreases
and increases by ξ(t), respectively, during [0, t]. Finally, since each server in setup
mode becomes idle-on at rate ν, the fraction of servers in setup mode decreases at
rate νδ1.
7.5.1 Proof of Lemma 3.2
is subsection is devoted to the proof of Lemma 7.3.2. Within this proof we will
use the following terminology. Let AN be an event pertaining to N-th system. We
will write P
(
AN
)
= η(N) to mean the following property: ere exist C > 0 and
N1 > 0 such that P
(
AN
)
6 e−CN for all N > N1. If event AN depends on some
parameter p (say, the process initial state), we say that P
(
AN
)
= η(N) uniformly
in p if the property holds for common xed C > 0 and N1 > 0.
To prove the lemma, clearly, it suces to prove that for some xed T0 > 0 and
ε0 > 0
P
(
qN1 (T0) 6 ε0
)
= η(N), (7.8)
uniformly on the process initial states (qN(0),δN(0)). is is what we do in the
rest of the proof.
Fix any T0 > 0; ε0 > 0 will be chosen later. We now prove several claims, which
rather simply follow from the process structure and basic large-deviations estimates
(specically, Cramer’s theorem) – they will serve as building blocks for the proof
argument.
Claim 5. (i) For any ε > 0, uniformly in τ ∈ [0, T0] and uniformly in qN1 (0) > ε,
P
(
qN1 (τ) 6 (ε/2)e−T0
)
= η(N). (7.9)
(ii) For any ε > 0, uniformly in τ ∈ [0, T0] and uniformly in δN1 (0) > ε,
P
(
δN1 (τ) 6 (ε/2)e−νT0
)
= η(N). (7.10)
Indeed, to prove (7.9), observe that any busy server at time t stays busy in the interval
[t, t+ τ] with probability at least e−τ > e−T0 . It remains to recall that qN1 (0) > ε
corresponds to at least εN busy servers in the unscaled system and apply Cramer’s
theorem. Statement (ii) is proved analogously.
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Claim 6. For any suciently small T1 > 0, there exists ε ′1 > 0 such that, uniformly
in the initial state (qN(0),δN(0)),
P
(
qN1 (T1) + δ
N
1 (T1) 6 ε ′1
)
= η(N). (7.11)
Indeed, x any T1 > 0 such that λT1 6 1/4. Suppose rst that either qN1 (0) >
1/4 or δN1 (0) > 1/4; uniformly on all such initial conditions, the claim follows by
using Claim 5. Suppose now that qN1 (0) < 1/4 and δN1 (0) < 1/4, and therefore
δN0 (0) + u
N(0) > 1/2, where recall that uN is the fraction of idle-on servers. e
(unscaled) number of new customer arrivals in [0, T1], denote it byH[0, T1], is Poisson
with mean λT1N; therefore,
P (|H[0, T1]/N− λT1| > (1/2)λT1) = η(N).
is means that with probability 1− η(N), we have H[0, T1]/N < δN0 (0) + uN(0),
and therefore each arrival in [0, T1] creates either a new busy server or a new setup
server; furthermore, each of these newly created busy or setup servers will not
change its state until time T1 with probability at least e−ν
′T1 , where ν ′ = max{ν, 1}.
It remains to choose ε ′1 ∈ (0, (1/4)λT1e−ν
′T1) to obtain the claim.
Claim 7. For any ε1 > 0 and any T2 > 0, there exists ε ′2 > 0 such that, uniformly in
δN1 (0) > ε1,
P
(
qN1 (T2) + u
N(T2) 6 ε ′2
)
= η(N). (7.12)
Indeed, at time 0 there are at least ε1N setup servers. Fix any T2 > 0. In [0, T2]
each of them tuns into an idle-on server with probability at least 1− e−νT2 ; those
servers that do turn into idle-on will be either still be idle-on or busy at time T2
with probability at least e−ν ′′T2 , where ν ′′ = max{µ,ν}. It remains to choose ε ′2 ∈
(0, (1/2)ε1e−ν
′′T2), and apply Cramer’s theorem.
Claim 8. For any ε2 > 0 and any suciently small T3 > 0, there exists ε3 > 0 such
that, uniformly in uN(0) > ε2,
P
(
qN1 (T3) 6 ε3
)
= η(N). (7.13)
Indeed, x T3 small enough so that e−µT3 > 3/4 and λT3 < ε2/2. At time 0 there
are at least ε2N idle-on servers; with probability at least e−µT3 > 3/4 they will still
be idle-on at time T3, unless they are taken by a new arrival. e (unscaled) number
of new arrivals in [0, T3], namelyH[0, T3], is Poisson with mean λT3N, and therefore
H[0, T3]/N concentrates at λT3: P (|H[0, T3]/N− λT3| > (1/2)λT3) = η(N). We
conclude that with probability 1 − η(n) every new arrival in [0, T3] will go to an
292
Chapter 7. Optimal Service Elasticity for Innite Buers
idle-on server and turn it into busy; each of those servers, in turn, will remain busy
until T3 with probability at least e−T3 . It remains to choose ε3 ∈ (0, (1/4)λT3e−T3)
to obtain the claim.
With these claims, we are now in a position to conclude the proof of the lemma.
Choose small T1 > 0 and ε ′1 > 0 as in Claim 6; and then ε1 = ε ′1/2. For the chosen
ε1, choose small T2 > 0 and ε ′2 > 0 as in Claim 7; and then ε2 = ε ′2/2. Finally, for the
chosen ε2, choose small T3 > 0 and ε3 > 0 as in Claim 8. Note that T1, T2, T3 can be
taken small enough so that T ′3
.
= T1 + T2 + T3 6 T0; let us also denote T ′2 = T1 + T2.
Choose ε0 = (1/2)min{ε1, ε2, ε3}e−T0 .
According to Claim 6, with probability 1 − η(N), at time T1 we have either
qN1 (T1) > ε1 or δN1 (T1) > ε1. Conditioned on a state at T1 sasfying qN1 (T1) > ε1,
we have (7.8) by applying Claim 5. erefore, it remains to prove (7.8) conditioned
on a state at T1 satisfying δN1 (T1) > ε1. Under this condition at T1, we obtain from
Claim 7 that, with probability 1− η(N), at time T ′2 we have either qN1 (T ′2) > ε2 or
uN(T ′2) > ε2. en, conditioned on a state at T ′2 satisfying qN1 (T ′2) > ε2, we have
(7.8) by once again applying Claim 5. It now remains to prove (7.8) conditioned on
a state at T ′2 satisfying uN(T ′2) > ε2. Under this condition at T ′2 , we obtain from
Claim 8 that, with probability 1− η(N), at time T ′3 we have qN1 (T ′3) > ε3; and con-
ditioned on qN1 (T ′3) > ε3 at T ′3 , we have (7.8) by, yet again, Claim 5. e proof is
complete.
7.5.2 Proof of Lemma 3.3
In this subsection we will prove Lemma 7.3.3. Recall that the stability of the subsys-
tem N \ K is assumed, and hence there exists a unique stationary distribution for
each N. Recall that we denote by qN(∞) the random value of qN(t) in the steady
state. We will start by stating a few basic facts about the mean-eld limits that will
facilitate the proof of Lemma 7.3.3.
Recall the denition of MFFSP from the paragraph aer Proposition 7.5.1, and
that u(t) = 1− q1(t) − δ0(t) − δ1(t). Also, denote by y1(t) = q1(t) − q2(t) and
by (d+/dt) the right derivative.
Claim 9. For any ε > 0 there exists α > 0, such that any MFFSP with q1(0) > 0
satises the following properties for all t > 0:
(i) If y1(t) 6 λ− ε and u(t) > 0, then (d+/dt)q1(t) > α.
(ii) If y1(t) 6 λ− ε, u(t) = 0 and δ1(t) > ε, then (d+/dt)q1(t) > α.
(iii) If y1(t) 6 λ− ε, u(t) = 0, δ1(t) = 0, and δ0(t) > 0, then (d+/dt)δ1(t) > ε.
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Proof. Fix any ε > 0. First observe that since q1(0) > 0 and due to Proposi-
tion 7.5.1, q1(0) is nondecreasing whenever q1(t) − q2(t) 6 λ, we have q1(t) >
min{q1(0), λ} > 0 for all t > 0. us, Proposition 7.5.1 can be applied for all t > 0,
throughout the MFFSP. Choose α = min{εν, ε}.
For (i), note that if y1(t) 6 λ− ε and u(t) > 0, then
(d+/dt)q1(t) = λ− (q1(t) − q2(t)) > ε > α.
For (ii), note that if y1(t) 6 λ− ε, u(t) > 0, and δ1(t) > ε, then due to Propo-
sition 7.5.1,
(d+/dt)q1(t) = min
{
(δ1(t)ν+ q1(t) − q2(t)), λ
}
− (q1(t) − q2(t))
= min
{
δ1(t)ν, λ− (q1(t) − q2(t))
}
> min
{
εν, ε
}
= α.
Finally, for (iii), note that from Proposition 7.5.1 if y1(t) 6 λ − ε, u(t) = 0,
δ1(t) = 0, and δ0(t) > 0, then (d+/dt)δ1(t) = λ− (q1(t) − q2(t)) > ε.
Proof of statement (1). Note that it is enough to prove the following property of
any MFFSP:
Claim 10. Starting from any state q(0) ∈ Eκ with κ > 1− λ and q1(0) ∈ [κ, 1),
along any MFFSP we have
lim
t→∞q1(t) = 1.
Indeed, Claim 10 implies that under the assumption of stability, asymptotically the
stationary distribution of qN1 (t) must concentrate at q?1 = 1, as N→∞.
Proof of Claim 10. We will prove by contradiction. Note that for the case under con-
sideration, qi(t) > κ for all i > 1 and t > 0. erefore, throughout the proof of
Claim 10 we can assume q1(0) > κ > 0, and can apply Proposition 7.5.1 and Claim 9.
Note that if q1(t) < 1, we have q1(t) − q2(t) < 1− κ 6 λ, and hence due to
Claim 9, q1(t) is non-decreasing. us if Claim 10 does not hold, then there exists
an ε > 0, such that q1(t) 6 1− εν for all t > 0, and hence
q1(t) − q2(t) 6 λ− εν for all t > 0. (7.14)
e high-level proof idea is that if q1(t) remains below 1 by a non-vanishing amount
for all t > 0, then the (scaled) rate q1(t) − q2(t) of busy servers turning idle-on
would not be high enough to match the (scaled) rate λ of incoming jobs. If there
are idle-on servers (as in Claim 9.(i)) or suciently many servers in setup mode (as
in Claim 9.(ii)), then we can still assign incoming tasks to idle-on servers, but this
drives up the fraction of busy servers q1(t) and cannot continue indenitely since
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q1(t) 6 1− εν for all t > 0. is means that we cannot initiate an unbounded num-
ber of setup procedures (see Equation (7.18)). At the same time, as argued above,
we cannot continue assigning tasks to idle-on servers either. us, throughout the
MFFSP, a positive fraction of the jobs are assigned to busy servers, which initiates
an unbounded (scaled) number of setup procedures, and hence the contradiction.
Dene the subset Xκ ⊆ E as
Xκ :=
{
(q,δ) ∈ Eκ : q1 + δ0 + δ1 = 1, δ1ν+ q1 − q2 6 λ
}
,
and denote by 1Xκ(q(s),δ(s)) the indicator of (q(s),δ(s)) ∈ Xκ. Observe that due
to Proposition 7.5.1, q1(t) can be wrien as
q1(t) = q1(0) +
∫t
0
δ1(s)ν1Xκ(q(s),δ(s))ds
+
∫t
0
[λ− q1(s) + q2(s)]1Xcκ(q(s),δ(s))ds.
(7.15)
us,
q1(t) > q1(0) +
∫t
0
[λ− q1(s) + q2(s)]1Xcκ(q(s),δ(s))ds,
and (7.14) yields there exists positive constant K1, which may depend on ε such that
∀ t > 0 ∫t
0
1Xcκ(q(s),δ(s))ds < K1 =⇒
∫t
0
1[u(s)>0]ds < K1. (7.16)
Again from (7.15) we obtain
q1(t) > q1(0) +
∫t
0
δ1(s)ν1Xκ(q(s),δ(s))ds
> q1(0) + ν
∫t
0
δ1(s)ds− (ν+ 1)
∫t
0
1Xcκ(q(s),δ(s))ds,
and thus, by (7.14) and (7.16), there exist positive constantsK2,K ′2 which may depend
on ε such that ∀ t > 0∫t
0
δ1(s)ds < K1 =⇒
∫t
0
1[δ1(s)> ε2 ]
ds < K2, =⇒
∫t
0
1[δ1(s)> εν2 ]
ds < K ′2.
(7.17)
Consequently, due to Proposition 7.5.1, since δ1(t) = δ1(0) + ξ(t) −ν
∫t
0 δ1(s)ds, it
must be the case that
lim sup
t→∞ ξ(t) <∞. (7.18)
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Furthermore, since q1(t) 6 1− εν for all t > 0,
1[δ0(t)=0] 6 1[u(t)>0] + 1[δ1(t)> εν2 ].
us, (7.16) and (7.17) yield ∀ t > 0,∫t
0
1[δ0(s)=0]ds 6 K1 +K
′
2. (7.19)
Now from Proposition 7.5.1 observe that
ξ(t) =
∫t
0
λ(1− p0(q(s),δ(s), λ))1[δ0(s)>0]ds
>
∫t
0
λ(1− p0(q(s),δ(s), λ))1[δ0(s)>0,u(s)=0,δ1(s)6ε/2]ds,
and on the set {s : δ0(s) > 0,u(s) = 0, δ1(s) 6 ε/2} we have p0(q(s),δ(s), λ) 6
λ−1(εν/2+ q1(s) − κ). erefore,
ξ(t) >
∫t
0
(
λ−
εν
2
− q1(s) + κ
)
1[δ0(s)>0,u(s)=0,δ1(s)6ε/2]ds
>
∫t
0
(
λ−
εν
2
− q1(s) + κ
)
ds−
∫t
0
1[δ0(s)=0]ds−
∫t
0
1[u(s)>0]ds
−
∫t
0
1[δ1(s)>ε/2]ds,
(7.20)
where the second inequality is due to the fact that λ − εν/2 − q1(s) 6 λ < 1.
erefore, since λ + κ > 1, we have λ − εν/2 − q1(s) + κ > εν/2 > 0, and
Equations (7.16), (7.17), (7.19), and (7.20) implies lim inft→∞ ξ(t) = ∞, which is
a contradiction with (7.18). is completes the proof of Claim 10.
Proof of statement (2). First we will establish convergence of qN1 (∞) asN→∞,
followed by convergence of qN2 (∞), δN0 (∞), and δN1 (∞).
Convergence of qN1 (∞). First we will show that for all ε2 > 0,
lim sup
N→∞ P(qN1 (∞) < κ+ λ− ε2) = 0. (7.21)
Due to Lemma 7.3.2, note that any limit of stationary distributions is such that with
probability 1, q1 > ε1 for some xed ε1 > 0. erefore, throughout the proof of
Part (2) of Lemma 7.3.3, it is enough to consider MFFSP so that q1(0) > ε1, and
Proposition 7.5.1 and Claim 9 can be used. us, for (7.21), it is enough to show that
any MFFSP has the following property:
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Claim 11. Starting from any state q(0) ∈ Eκ with q1(0) ∈ [ε1, κ+ λ), along any
MFFSP we have
lim inf
t→∞ q1(t) > κ+ λ. (7.22)
Similar arguments as in the proof of Claim 10 can be used to prove Claim 11, for
which we omit the details. Claim 11 then implies (7.21).
Further, observe that since we have assumed that the system is stable, we have
lim
N→∞E(qN1 (∞)) 6 κ+ λ. (7.23)
Fix any ε ′2 > 0. Now for all xedM > 0,
E(qN1 (∞)) − (κ+ λ) > ε ′2P(qN1 (∞) > κ+ λ+ ε ′2) −P(qN1 (∞) < κ+ λ− ε ′2M)
−
ε ′2
M
P
(
κ+ λ−
ε ′2
M
6 qN1 (∞) 6 κ+ λ+ ε ′2),
> ε ′2P(qN1 (∞) > κ+ λ+ ε ′2) − ε ′2M −P(qN1 (∞) < κ+ λ− ε ′2M),
and thus, from (7.21) and (7.23) above,
lim sup
N→∞ P(qN1 (∞) > κ+ λ+ ε ′2) 6 1M for allM > 0
which in conjunction with (7.21) completes the proof of convergence of qN1 (∞).
Convergence ofqN2 (∞). Note that given the above convergence ofqN1 (∞) to κ+λ
as N→∞, the following property of the mean-eld limit is sucient to prove that
the sequence of stationary distributions qN2 (∞) concentrate at q?2 = κ as N→∞:
Claim 12. For any ε3 > 0, there exists a xed T0 and ε4 > 0, such that starting from
any state q(0) ∈ Eκ with q1(0) = λ+ κ and q2(0) > κ+ ε3, along any MFFSP we
have q1(T0) > κ+ λ+ ε4.
Indeed, if the sequence of the stationary distributions were such that
lim sup
N→∞ P
(
qN2 (∞) > κ+ ε3) > 0,
then Claim 12 would imply that lim supN→∞P(qN1 (∞) > κ + λ + ε4/2) > 0,
which contradicts the convergence of qN1 (∞).
Proof of Claim 12. We will prove by contradiction. Note that since q1(0) = λ+ κ
and q2(0) > κ + ε3, and the rates of change are bounded, in a suciently small
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neighborhood [0, T0] (depending only on ε3), we have for all t ∈ [0, T0], (i) q1(t) 6
λ+ κ+ ε3/2, (ii) q2(t) > κ+ ε3/2, and
(iii) y1(t) = q1(t) − q2(t) 6 λ−
ε3
2
.
Since due to Claim 9, q1(t) is nondecreasing in [0, T0], it is enough to produce a
subinterval of [0, T0], where the right-derivative of q1(t) is bounded away from 0.
Now we will consider two cases:
Case 1: ere exists t ′ ∈ [0, T0/2], such that u(t ′) = 0 and δ1(t ′) 6 ε3/2. In
this case, δ0(t ′) > 0, and in a suciently small time interval almost all points (with
respect to Lebesgue measure) are regular for δ1(t). Also, due to Proposition 7.5.1,
since for t > t ′,
δ1(t) = δ1(t
′) + ξ(t) − ξ(t ′) − ν
∫t
t ′
δ1(s)ds,
with (d+/dt)ξ(t) = λ − y1(t) > ε3/2 at t = t ′, we have for suciently small
t1 < T0/4 (where the choice of t1 does not depend on t ′), δ1(t ′ + t1) > t1ε3/4.
Also, since the rate of decrease of δ1(t) is bounded, there exists t2 < T0/4 (where
the choice of t2 does not depend on t ′ either), such that,
δ1(t) >
t1ε3
8
for all t ∈ [t ′ + t1, t ′ + t1 + t2] ⊆ [0, T0].
us, due to Claim 9 there exists α > 0, such that during the time interval [t ′ +
t1, t ′ + t1 + t2], (d+/dt)q1(t) > min{α,νt1ε3/8}. Consequently,
q1(T0) > q1(t ′ + t1 + t2) > λ+ κ+min
{
α,
νt1ε3
8
}
t2. (7.24)
It is important to note that the choices of t1 and t2 depend only on ε3 and not on t ′.
Case 2: For all t ∈ [0, T0/2], either u(t) > 0 or δ1(t) > ε3/2. In this case, due
to Claim 9 (i) and (ii), there exists α > 0, such that (d+/dt)q1(t) > α for all
t ∈ [0, T0/2]. Also, since q2(t) is non-decreasing in [0, T0]. we obtain
q1(T0) > q1
(T0
2
)
> λ+ κ+ αT0
2
. (7.25)
Combining the two cases above, and choosing
ε4 = min
{
min
{
α,
νt1ε3
8
}
t2,
αT0
2
}
> 0
completes the proof of Claim 12.
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Convergence of δN1 (∞) and δN0 (∞). Given the convergence ofqN1 (∞) andqN2 (∞),
the convergence of δN1 (∞) and δN0 (∞) can be seen immediately by observing that
the mean-eld limit has the following property:
Claim 13. Starting from any state q(0) ∈ Eκ with q1(0) = λ+ κ and q2(0) = κ,
along any MFFSP δ1(t)→ 0 and δ0(t)→ 1− λ− κ as t→∞.
e proof of Claim 13 is immediate from the description of the mean-eld limit as in
Proposition 7.5.1, and hence is omied.
e proof of the statement in (7.2) follows by using the convergence of steady states
and the PASTA property. is completes the proof of Lemma 7.3.3.
7.6 Conclusion
In this chapter we studied the stability of systems under the TABS scheme and estab-
lished large-scale asymptotics of the sequence of steady states. Understanding sta-
bility of stochastic systems is of fundamental importance. Systems under the TABS
scheme, as it turned out, may be unstable for some N even under a sub-critical load
assumption. As in many other cases, the lack of monotonicity makes the stability
analysis much more challenging from a methodological standpoint. We developed a
novel induction-based method and establish that the TABS scheme is stable for all
large enough N. e proof technique is of independent interest and potentially has
a much broader applicability. e key model-dependent part of our method is what
can be called a weak monotonicity property, which ensures that for large enough
N, with high probability, no maer where the system starts, in some xed amount
of time, there will be a certain fraction of busy servers. Both traditional uid limits
(xed N, initial state goes to innity) and mean-eld limits (for a sequence of pro-
cesses with the number of queues N → ∞) were used in an intricate manner to
establish the results.
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Abstract
We consider a system of N servers inter-connected by some underlying
graph topology GN. Tasks with unit-mean exponential processing times arrive
at the various servers as independent Poisson processes of rate λ. Each incom-
ing task is irrevocably assigned to whichever server has the smallest number of
tasks among the one where it appears and its neighbors in GN.
e above model arises in the context of load balancing in large-scale cloud
networks and data centers, and has been extensively investigated in case GN
is a clique. Since the servers are exchangeable in that case, mean-eld limits
apply, and in particular it has been proved that for any λ < 1, the fraction of
servers with two or more tasks vanishes in the limit asN→∞. For an arbitrary
graph GN, mean-eld techniques break down, complicating the analysis, and
the queue length process tends to be worse than for a clique. Accordingly, a
graphGN is said to beN-optimal or
√
N-optimal when the queue length process
onGN is equivalent to that on a clique on anN-scale or
√
N-scale, respectively.
We prove that if GN is an Erdo˝s-Re´nyi random graph with average degree
d(N), then with high probability it isN-optimal and
√
N-optimal if d(N)→∞
and d(N)/(
√
N log(N)) → ∞ as N → ∞, respectively. is demonstrates
that optimality can be maintained at N-scale and
√
N-scale while reducing the
number of connections by nearly a factor N and
√
N/ log(N) compared to a
clique, provided the topology is suitably random. It is further shown that if GN
containsΘ(N) bounded-degree nodes, then it cannot beN-optimal. In addition,
we establish that an arbitrary graphGN isN-optimal when its minimum degree
isN−o(N), and may not beN-optimal even when its minimum degree is cN+
o(N) for any 0 < c < 1/2. Simulation experiments are conducted for various
scenarios to corroborate the asymptotic results.
8.1 Introduction
In this chapter we explore the impact of the network topology on the performance
of load-balancing schemes in large-scale systems, as discussed in Section 1.6. e
chapter is organized as follows. In Section 8.2 we present a detailed model descrip-
tion and introduce some useful notation and preliminaries. Sucient and necessary
criteria for asymptotic optimality of deterministic graph sequences are developed in
Sections 8.3 and 8.4, respectively. In Section 8.5 we analyze asymptotic optimality of
a sequence of random graph topologies. In Section 8.6 we present simulation exper-
iments to support the analytical results, and examine the performance of topologies
that are not analytically tractable. We make a few brief concluding remarks and oer
some suggestions for further research in Section 8.7.
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Notation. We adopt the usual notations O(·), o(·),ω(·), andΩ(·) to describe asymp-
totic comparisons. For a sequence of probability measures (PN)N>1, the sequence
of events (EN)N>1 is said to hold with high probability ifPN(EN)→ 1 asN→∞.
Also, for some positive function f(N) : N → R+, we write that a sequence of ran-
dom variables XN is OP(f(N)) or oP(f(N)) if {XN/f(N)}N>1 is a tight sequence
of random variables or converges to zero asN→∞, respectively. e symbols ‘ L−→’
and ‘ P−→’ will denote convergences in distribution and in probability, respectively.
8.2 Model description and preliminaries
Let {GN}N>1 be a sequence of simple graphs indexed by the number of vertices N.
For theN-th system withN servers, we assume that the servers are inter-connected
by the underlying graph topology GN, where server i is identied with vertex i in
GN, i = 1, 2, . . . ,N. Tasks with unit-mean exponential processing times arrive at
the various servers as independent Poisson processes of rate λ. Each server has its
own queue with a xed buer capacity b (possibly innite). When a task appears at
a server i, it is immediately assigned to the server with the shortest queue among
server i and its neighborhood in GN. If there are multiple such servers, one of them
is chosen uniformly at random. If b < ∞, and server i and all its neighbors have b
tasks (including the ones in service), then the newly arrived task is discarded. e
service order at each of the queues is assumed to be oblivious to the actual service
times, e.g. First-Come-First-Served (FCFS).
For k = 1, . . . ,N, denote by Xk(GN, t) the queue length at the k-th server at
time t (including the one possibly in service), and by X(k)(GN, t) the queue length
at the k-th ordered server at time t when the servers are arranged in nondecreasing
order of their queue lengths (ties can be broken in some way that will be evident from
the context). LetQi(GN, t) denote the number of servers with queue length at least i
at time t, i = 1, 2, . . . ,b, and qi(GN, t) := Qi(GN, t)/N denote the corresponding
fractions. It is important to note that {(qi(GN, t))i>1}t>0 is itself not a Markov
process, but the joint process {(qi(GN, t))i>1, (Xk(GN, t))Nk=1}t>0 is Markov.
Proposition 8.2.1. For any λ < 1, the joint system occupancy process
{(qi(GN, t))i>1, (Xk(GN, t))Nk=1}t>0
has a unique steady state ((qi(GN,∞))i>1, (Xk(GN,∞))Nk=1). Also, the sequence
of marginal random variables {(qi(GN,∞))i>1}N>1 is tight with respect to the `1-
topology.
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Proof of Proposition 8.2.1. Note that if b <∞, the process
{(qi(GN, t))i>1, (Xk(GN, t))Nk=1}t>0
is clearly ergodic for allN > 1. When b =∞, to prove the ergodicity of the process,
rst x any N > 1 and observe that the ergodicity of the queue length processes at
the various vertices amounts to proving the ergodicity of the total number of tasks
in the system. Using the S-coupling and Proposition 2.2.1 in Chapter 2, we obtain for
all t > 0,
∞∑
i=m
Qi(GN, t) 6
∞∑
i=m
Qi(G
′
N, t), for allm = 1, 2, . . . , (8.1)
provided the inequality holds at time t = 0, whereG ′N is the collection ofN isolated
vertices. us in particular, the total number of tasks in the system withGN is upper
bounded by that with G ′N. Now the queue length process on G ′N is clearly ergodic
since it is the collection of independent subcritical M/M/1 queues. Next, for the `1-
tightness of {(qi(GN,∞))i>1}N>1, we will use the following tightness criterion:
Dene
X =
{
q ∈ [0, 1]b : qi 6 qi−1 for all i = 2, . . . ,b, and
b∑
i=1
qi <∞
}
(8.2)
as the set of all possible uid-scaled occupancy states equipped with the `1-topology.
Recall the criterion for `1-tightness stated in Lemma 2.3.7 in Chapter 2. Note that
since (qi(GN,∞))i>1 takes value in [0, 1]∞, which is compact with respect to the
product topology, Prohorov’s theorem implies that
{
(qi(GN,∞))i>1}N>1 is tight
with respect to the product topology. To verify the condition in (2.37), note that for
eachm > 1, Equation (8.1) yields
lim
N→∞P
(∑
i>m
qi(GN,∞) > ε)
6 lim
N→∞P
(∑
i>m
qi(G
′
N,∞) > ε) = (1− λ)∑
i>m
λi.
Since λ < 1, taking the limit k→∞, the right side of the above inequality tends to
zero, and hence, the condition in (2.37) is satised.
Asymptotic behavior of occupancy processes in cliques. We now briey recall
the behavior of the occupancy processes on a clique as the number of serversN grows
large. Rigorous descriptions of the limiting processes are provided in eorems 2.1.1
and 2.1.4 in Chapter 2.
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e behavior on N-scale is observed in terms of qi(GN, t) = Qi(GN, t)/N of
servers with queue length at least i at time t. When λ < 1, on any nite time interval,{
(q1(KN, t),q2(KN, t), . . .)
}
t>0
L−→ {(q1(t),q2(t), . . .)}t>0, (8.3)
as N → ∞, where (q1(·),q2(·), . . .) is some deterministic process. Furthermore, in
steady state
q1(KN,∞) P−→ λ and qi(KN,∞) P−→ 0 for all i = 2, . . . ,b, (8.4)
asN→∞. Note thatq1(KN, ·) is the fraction of non-empty servers. usq1(KN,∞)
is the steady-state scaled departure rate which should be equal to the scaled arrival
rate λ. Surprisingly, however, we observe that the steady-state fraction of servers
with a queue length of two or larger is asymptotically negligible.
To analyze the behavior on
√
N-scale, we consider a heavy-trac scenario (i.e.,
Haln-Whi regime) where the arrival rate at each server is given by λ(N)/N with
λ(N) satisfying (1.1). In order to describe the behavior in the limit, let
Q¯(GN, t) =
(
Q¯1(GN, t), Q¯2(GN, t), . . . , Q¯b(GN, t)
)
be a properly centered and scaled version of the occupancy process Q(GN, t), with
Q¯1(GN, t) = −
N−Q1(GN, t)√
N
, Q¯i(GN, t) =
Qi(GN, t)√
N
, (8.5)
i = 2, . . . ,b. e reason why Q1(·, ·) is centered around N while Qi(·, ·), i =
2, . . . ,b, are not, is because forGN = KN, the fraction of servers with a queue length
of exactly one tends to one, whereas the fraction of servers with a queue length of two
or larger tends to zero asN→∞, as mentioned above. As mentioned in Section 1.3.3
in Chapter 1, recent results forQ(KN, t) [48] show that from a suitable starting state,{
(Q¯1(KN, t), Q¯2(KN, t), Q¯3(KN, t), . . .)
}
t>0
L−→ {(Q¯1(t), Q¯2(t), 0, . . .)}t>0,
(8.6)
asN→∞, where (Q¯1(·), Q¯2(·)) is some diusion process. A precise description of
the limiting diusion process is provided in eorem 2.1.4 in Chapter 2. is implies
that over any nite time interval, there will be OP(
√
N) servers with queue length
zero and OP(
√
N) servers with a queue length of two or larger, and hence all but
OP(
√
N) servers have a queue length of exactly one.
Asymptotic optimality. From the stochastic optimality of the JSQ policy as men-
tioned in Section 1.2, observe that a clique is an optimal load balancing topology,
i.e., the occupancy process is beer balanced and smaller (in a majorization sense)
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than in any other graph topology. In general the optimality is strict, but it turns out
that near-optimality can be achieved asymptotically in a broad class of other graph
topologies. erefore, we now introduce two notions of asymptotic optimality, which
will be useful to characterize the performance in large-scale systems.
Denition 8.2.2 (Asymptotic optimality). A graph sequenceG = {GN}N>1 is called
‘asymptotically optimal onN-scale’ or ‘N-optimal’, if for any λ < 1, on any nite time
interval, the scaled occupancy process (q1(GN, ·),q2(GN, ·), . . .) converges weakly to
the process (q1(·),q2(·), . . .) given by (8.3).
Moreover, a graph sequence G = {GN}N>1 is called ‘asymptotically optimal on√
N-scale’ or ‘
√
N-optimal’, if for any λ(N) satisfying (1.1), on any nite time interval,
the centered scaled occupancy process (Q¯1(GN, ·), Q¯2(GN, ·), . . .) as in (8.5) converges
weakly to the process (Q¯1(·), Q¯2(·), . . .) given by (8.6).
Intuitively speaking, if a graph sequence isN-optimal or
√
N-optimal, then in some
sense, the associated occupancy processes are indistinguishable from those of the
sequence of cliques on N-scale or
√
N-scale. In other words, on any nite time
interval their occupancy processes can dier from those in cliques by at most o(N)
or o(
√
N), respectively. For brevity, N-scale and
√
N-scale are oen referred to as
uid scale and diusion scale, respectively. In particular, due to the `1-tightness of
the scaled occupancy processes as stated in Proposition 8.2.1, we obtain that for any
N-optimal graph sequence {GN}N>1,
q1(GN,∞)→ λ and qi(GN,∞)→ 0 for all i = 2, . . . ,b, (8.7)
as N → ∞, implying that the stationary fraction of servers with queue length two
or larger and the mean waiting time vanish.
8.3 Sucient criteria for asymptotic optimality
In this section we develop a criterion for asymptotic optimality of an arbitrary de-
terministic graph sequence on dierent scales. In Section 8.5 this criterion will be
leveraged to establish optimality of a sequence of random graphs.
We start by introducing some notation, and two measures of well-connectedness.
Let G = (V ,E) be any graph. For a subset U ⊆ V , dene com(U) := |V \N[U]| to
be the set of all vertices that do not share an edge with any vertex from U, where
N[U] := U∪ {v ∈ V : ∃ u ∈ U with (u, v) ∈ E}. For any xed ε > 0 dene
dis1(G, ε) := sup
U⊆V ,|U|>ε|V |
com(U),
dis2(G, ε) := sup
U⊆V ,|U|>ε
√
|V |
com(U).
(8.8)
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e next theorem provides sucient conditions for asymptotic optimality onN-
scale and
√
N-scale in terms of the above two well-connectedness measures.
eorem 8.3.1. For any graph sequence G = {GN}N>1,
(i) G is N-optimal if for any ε > 0, dis1(GN, ε)/N→ 0, as N→∞.
(ii) G is
√
N-optimal if for any ε > 0, dis2(GN, ε)/
√
N→ 0, as N→∞.
e next corollary is an immediate consequence of eorem 8.3.1.
Corollary 8.3.2. Let G = {GN}N>1 be any graph sequence and dmin(GN) be the
minimum degree ofGN. en (i) If dmin(GN) = N−o(N), then G isN-optimal, and
(ii) If dmin(GN) = N− o(
√
N), then G is
√
N-optimal.
e rest of the section is devoted to a discussion of the main proof arguments for
eorem 8.3.1, focusing on the proof of N-optimality. e proof of
√
N-optimality
follows along similar lines. We establish in Proposition 8.3.3 that if a system is able
to assign each task to a server in the set SN(n(N)) of the n(N) nodes with shortest
queues (ties broken arbitrarily), where n(N) is o(N), then it isN-optimal. Since the
underlying graph is not a clique however (otherwise there is nothing to prove), for
any n(N) not every arriving task can be assigned to a server in SN(n(N)). Hence
we further prove in Proposition 8.3.4 a stochastic comparison property implying that
if on any nite time interval of length t, the number of tasks ∆N(t) that are not
assigned to a server in SN(n(N)) is oP(N), then the system is N-optimal as well.
eN-optimality can then be concluded when ∆N(t) is oP(N), which we establish
in Proposition 8.3.5 under the condition that dis1(GN, ε)/N → 0 as N → ∞ as
stated in eorem 8.3.1.
To further explain the idea described in the above proof outline, it is useful to
adopt a slightly dierent point of view towards load balancing processes on graphs.
From a high level, a load balancing process can be thought of as follows: there are
N servers, which are assigned incoming tasks by some scheme. e assignment
scheme can arise from some topological structure as considered in this chapter, in
which case we will call it topological load balancing, or it can arise from some other
property of the occupancy process, in which case we will call it non-topological load
balancing. As mentioned earlier, under Markovian assumptions, the JSQ policy or
the clique is optimal among the set of all non-anticipating schemes, irrespective of
being topological or non-topological. Also, load balancing on graph topologies other
than a clique can be thought of as a ‘sloppy’ version of that on a clique, when each
server only has access to partial information on the occupancy state. Below we rst
introduce a dierent type of sloppiness in the task assignment scheme, and show
306
Chapter 8. Load Balancing Topologies: JSQ on Graphs
that under a limited amount of sloppiness optimality is retained on a suitable scale.
Next we will construct a scheme which is a hybrid of topological and non-topological
schemes, whose behavior is simultaneously close to both the load balancing process
on a suitable graph and that on a clique.
A class of sloppy load balancing schemes. Fix some function n : N → N, and
recall the set SN(n(N)) as before. Consider the classCJSQ(n(N))where each arriv-
ing task is assigned to one of the servers in SN(n(N)). It should be emphasized that
for any scheme inCJSQ(n(N)), we are not imposing any restrictions on how the ties
are broken to select the specic set SN(n(N)), or how the incoming task should be
assigned to a server in SN(n(N)). e scheme only needs to ensure that the arriving
task is assigned to some server in SN(n(N))with respect to some tie breaking mech-
anism. e next proposition provides a sucient criterion for asymptotic optimality
of any scheme in CJSQ(n(N)).
Proposition 8.3.3. For 0 6 n(N) < N, let Π ∈ CJSQ(n(N)) be any scheme. (i)
If n(N)/N → 0 as N → ∞, then Π is N-optimal, and (ii) If n(N)/√N → 0 as
N→∞, then Π is√N-optimal.
Proof. We show that if n(N)/N → 0 and n(N)/√N → 0, then any scheme in
the class CJSQ(n(N)) has the same process-level limits on N-scale and
√
N-scale,
respectively. is establishes the asymptotic optimality on respective scales. e
idea is similar to the ones used in the proofs of eorems 2.1.1 and 2.1.4.
(i) Dene N¯ = N − n(N) and λ¯(N¯) = λ(N). Observe that the MJSQ(n(N))
scheme with N servers can be thought of as the clique with N¯ servers and arrival
rate λ¯(N¯)/N¯ per server. Also, since n(N)/N→ 0,
λ¯(N¯)
N¯
=
λ(N)
N−n(N)
→ λ as N¯→∞.
Furthermore, observe that the limit of the scaled occupancy processes in eorem 2.1.1
as given by (2.1) is characterized by the parameter λ only, and hence the uid limit
of the MJSQ(n(N)) scheme is the same as that of the clique.
Now, observe from the uid limit of the occupancy processes of cliques that if
λ < 1, then for any buer capacity b > 1, and any starting state, the uid-scaled
cumulative overow is negligible, i.e., for any t > 0, LN(t)/N P−→ 0, where LN(t)
is the total number of lost tasks up to time t. Since the above fact is induced by the
uid limit only, the same holds for the MJSQ(n(N)) scheme. erefore, using the
lower and upper bounds in Corollary 2.2.3 and the tail bound in Proposition 2.2.2,
we complete the proof of (i).
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(ii) To show that the MJSQ(n(N)) scheme has the same diusion limit as the
occupancy processes of cliques if n(N)/
√
N→ 0 asN→∞, dene N¯ = N−n(N)
and λ¯(N¯) = λ(N). As mentioned earlier, the MJSQ(n(N)) scheme with N servers
can be thought of as the clique with N¯ servers and arrival rate λ¯(N¯)/N¯ per server.
Also, since n(N)/
√
N→ 0,
N¯− λ¯(
√
N¯)
N¯
=
N−n(N) − λ(N)√
N−n(N)
→ β > 0 as N¯→∞.
Furthermore, observe that the diusion limit of the occupancy processes of cliques in
[48, eorem 2] as given in (2.4) is characterized by the parameter β > 0, and hence
the diusion limit of the MJSQ(n(N)) scheme is the same as that of the occupancy
processes of cliques.
Observe from the diusion limit of the cliques that if β > 0, then for any buer
capacityb > 2, and suitable initial state as described in eorem 2.1.4, the cumulative
overow is negligible, i.e., for any t > 0, LN(t) P−→ 0. Indeed observe that if b > 2,
and
{
Q¯N2 (0)
}
N>1 is a tight sequence, then the sequence of processes
{
Q¯N2 (t)
}
t>0
is stochastically bounded. erefore, on any nite time interval, there will be only
OP(
√
N) servers with queue length more than one, whereas, for an overow event
to occur all the N servers must have at least two pending tasks. erefore, for any
t > 0,
lim sup
N→∞ P
(
LN(t) > 0
)
6 lim sup
N→∞ P
(
sup
s∈[0,t]
QN2 (s) = N
)
6 lim sup
N→∞ P
(
sup
s∈[0,t]
Q¯N2 (s) =
√
N
)
= 0.
Since the above fact is implied by the diusion limit only, the same holds for the
MJSQ(n(N)) scheme. erefore, using the lower and upper bounds in Corollary 2.2.3,
we complete the proof of (ii).
A bridge between topological and non-topological load balancing. For any
graph GN and n 6 N, we rst construct a scheme called I(GN,n), which is an
intermediate blend between the topological load balancing process onGN and some
kind of non-topological load balancing on N servers. e choice of n = n(N) will
be clear from the context.
To describe the scheme I(GN,n), rst synchronize the arrival epochs at server v
in both systems, v = 1, 2, . . . ,N. Further, the servers in both systems are arranged
in non-decreasing order of the queue lengths, and the departure epochs at the k-th
ordered server in the two systems are synchronized, k = 1, 2, . . . ,N. When a task
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arrives at server v at time t say, it is assigned in the graph GN to a server v ′ ∈ N[v]
according to its own statistical law. For the assignment under the scheme I(GN,n),
rst observe that if
min
u∈N[v]
Xu(GN, t) 6 max
u∈S(n)
Xu(GN, t), (8.9)
then there exists some tie-breaking mechanism for which v ′ ∈ N[v] belongs to S(n)
under GN. Pick such an ordering of the servers, and assume that v ′ is the k-th
ordered server in that ordering, for some k 6 n + 1. Under I(GN,n) assign the
arriving task to the k-th ordered server (breaking ties arbitrarily in this case). Oth-
erwise, if (8.9) does not hold, then the task is assigned to one of the n+ 1 servers
with minimum queue lengths under GN uniformly at random.
Denote by ∆N(I(GN,n), T) the cumulative number of arriving tasks up to time
T > 0 for which Equation (8.9) is violated under the above coupling. e next propo-
sition shows that the load balancing process under the scheme I(GN,n) is close to
that on the graph GN in terms of the random variable ∆N(I(GN,n), T).
Proposition 8.3.4. e following inequality is preserved almost surely
b∑
i=1
|Qi(GN, t) −Qi(I(GN,n), t)| 6 2∆N(I(GN,n), t) ∀ t > 0, (8.10)
provided the two systems start from the same occupancy state at t = 0.
Proof. With the construction of the scheme I(GN,n), note that when a task arrives
at some vertex v say, the load balancing process on GN and the scheme I(GN,n)
can dier in decision only if none of the vertices in S(n) is a neighbor of v, i.e., when
Equation (8.9) is not satised. us Proposition 2.2.5 completes the proof.
In order to conclude optimality on N-scale or
√
N-scale, it remains to be shown
that for any T > 0, ∆N(I(GN,n), T) is suciently small. e next proposition
provides suitable asymptotic bounds for ∆N(I(GN,n), T) under the conditions on
dis1(GN, ε) and dis2(GN, ε) stated in eorem 8.3.1.
Proposition 8.3.5. For any ε, T > 0 the following holds.
(i) ere exist ε ′ > 0 and nε ′(N) with nε ′(N)/N → 0 as N → ∞, such that if
dis1(GN, ε ′)/N→ 0 as N→∞, then
P
(
∆N(I(GN,nε ′), T)/N > ε
)
→ 0.
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(ii) ere exist ε ′ > 0 andmε ′(N) withmε ′(N)/
√
N→ 0 as N→∞, such that if
dis2(GN, ε ′)/
√
N→ 0 as N→∞, then
P
(
∆N(I(GN,mε ′), T)/
√
N > ε
)
→ 0.
e proof of eorem 8.3.1 then readily follows by combining Propositions 8.3.3-
8.3.5 and observing that the scheme I(GN,n) belongs to the class CJSQ(n) by con-
struction.
Proof of Proposition 8.3.5. Fix any ε, T > 0 and choose ε ′ = ε/(2λT). With the
coupling described above, when a task arrives at some vertex v say, Equation (8.9) is
violated only if none of the vertices in S(nε ′(N)) is a neighbor of v. us, the total
instantaneous rate at which this happens is
λcom(S(nε ′(N), t)) 6 λ sup
U⊆VN,|U|>nε ′(N)
com(U),
irrespective of what this set SN(n(N)) actually is. erefore, for any xed T > 0,
∆N(I(GN,nε ′), T) 6 A
(
λ sup
U⊆VN,|U|>nε ′(N)
com(U)
)
,
where A(·) represents a unit-rate Poisson process. is can then be leveraged to
show that ∆N(I(GN,nε ′), T) is small on an N-scale and
√
N-scale, respectively,
under the conditions stated in the proposition, by choosing a suitable nε ′ .
Specically, ifdis1(GN, ε ′)/N→ 0, then there existsnε ′(N)withnε ′(N)/N→
0 such that dis1(GN, ε ′) 6 nε ′(N) for all N > 1, and hence
sup
U⊆VN,|U|>nε ′(N)
com(U) 6 ε ′N.
It then follows that with high probability,
lim sup
N→∞
1
N
∆N(I(GN,nε ′), T) 6 lim sup
N→∞
1
N
A
(
λTε ′N
)
6 2λTε ′ = ε.
Likewise, ifdis2(GN, ε ′)/
√
N→ 0, then there existsmε ′(N)withmε ′(N)/
√
N→
0 such that dis2(GN, ε ′) 6 mε ′(N) for all N > 1, and hence
sup
U⊆VN,|U|>mε ′(N)
com(U) 6 ε ′
√
N.
It then follows that with high probability,
lim sup
N→∞
1√
N
∆N(I(GN,mε ′), T) 6 lim sup
N→∞
1√
N
A
(
λTε ′
√
N
)
6 2λTε ′ = ε.
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Proof of eorem 8.3.1. (i) In order to prove the uid-level optimality of GN, x any
ε > 0. Observe from Proposition 8.3.4 and Proposition 8.3.5 (i) that there exists
ε ′ > 0 such that with high probability
sup
t∈[0,T ]
1
N
b∑
i=1
|Qi(GN, t) −Qi(I(GN,nε ′(N)), t)| 6
2∆Nε (T)
N
6 ε.
Furthermore, since I(GN,nε ′(N)) ∈ CJSQ(nε ′(N)) and nε ′(N)/N→ 0, Proposi-
tion 8.3.3 yields
sup
t∈[0,T ]
b∑
i=1
|qi(I(GN,nε ′(N)), t) − qi(t)|
P−→ 0 as N→∞.
us since ε > 0 is arbitrary, we obtain that with high probability as N→∞,
sup
t∈[0,T ]
b∑
i=1
|qi(GN, t) − qi(t)| 6 ε ′′,
for all ε ′′ > 0, which completes the proof of Part (i).
(ii) To prove the diusion-level optimality ofGN, again x any ε > 0. As in Part
(i), using Proposition 8.3.4 and Proposition 8.3.5 (ii), there exists ε ′ > 0
sup
t∈[0,T ]
1√
N
b∑
i=1
|Qi(GN, t) −Qi(I(GN,mε ′(N)), t)| 6
∆Nε ′(T)√
N
6 ε.
Furthermore, since I(GN,mε ′(N)) ∈ CJSQ(mε ′(N)) andmε ′(N)/
√
N→ 0, Propo-
sition 8.3.3 yields{
(Q¯1(I(GN,mε ′(N)), t), Q¯2(I(GN,mε ′(N)), t), . . .)
}
t>0
L−→ {(Q¯1(t), Q¯2(t), . . .)}t>0,
as N → ∞, where the process (Q¯1(·), Q¯2(·), . . .) given by (8.6). Since ε > 0 is
arbitrary, we thus obtain{
(Q¯1(GN, t), Q¯2(GN, t), . . .)
}
t>0
L−→ {(Q¯1(t), Q¯2(t), . . .)}t>0,
as N→∞, which completes the proof of Part (ii).
8.4 Necessary criteria for asymptotic optimality
From the conditions of eorem 8.3.1 it follows that if for all ε > 0, dis1(GN, ε) and
dis2(GN, ε) are o(N) and o(
√
N), respectively, then the total number of edges in
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GN must beω(N) andω(N
√
N), respectively. eorem 8.4.1 below states that the
super-linear growth rate of the total number of edges is not only sucient, but also
necessary in the sense that any graph withO(N) edges is asymptotically sub-optimal
on N-scale.
eorem 8.4.1. Let G = {GN}N>1 be any graph sequence, such that there exists a
xed integerM <∞ with
lim sup
N→∞
#
{
v ∈ VN : dv 6M
}
N
> 0, (8.11)
where dv is the degree of the vertex v. en G is sub-optimal on N-scale.
Proof. For brevity, denote by ΞN(M) ⊆ VN the set of all vertices with degree at
most M. Since |ΞN(M)|/N 6 1, from (8.11) we have a convergent subsequence{
ΞNn(M)
}
n>1 with {Nn}n>1 ⊆ N, such that |ΞNn(M)|/N → ξ > 0, as N →∞. For the rest of the proof we will consider the asymptotic statements along this
subsequence, and hence omit the subscript n.
Let the system start from an occupancy state where all the vertices in ΞN(M) are
empty. We will show that in nite time, a positive fraction of vertices in ΞN(M)will
have at least two tasks. is will prove that the uid limit sample path cannot agree
with that of the sequence of cliques, and hence {GN}N>1 cannot beN-optimal. e
idea of the proof is as follows: If a graph contains Θ(N) bounded degree vertices,
then starting from all empty servers, in any nite time interval there will be Θ(N)
servers u say, for which all the servers in N[u] have at least one task. For all such
servers an arrival atumust produce a server of queue length two. us, it shows that
the instantaneous rate at which servers of queue length two are formed is bounded
away from zero, and hence Θ(N) servers of queue length two are produced in nite
time.
Let u be a vertex with degreeM or less inGN. Consider the event EN(u, t) that
at time t all vertices in N[u] have at least one job. Note that since M < ∞ is xed,
for any t > 0, P (EN(u, t)) > δ(t) for some δ(t) > 0, for all N > 1. To see this,
note that δ(t) is the probability that before time t there areM+ 1 arrivals at vertex
u and no departure has taken place. Also observe that for two vertices u, v ∈ VN
with degrees at mostM,
P (EN(u, t)∩ EN(v, t)) > δ(t)2. (8.12)
Indeed the probability of the event EN(u, t)∩EN(v, t) can be lower bounded by the
probability of the event that before time t there areM+ 1 arrivals at vertex u,M+ 1
arrivals at vertex v, and no departure has taken place fromN[u]∪N[v]. us, at time
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t, the fraction of vertices in ΞN(M) for which all the neighboring vertices have at
least one task, is lower bounded by δ(t). Now the proof is completed by considering
the following: let u be a vertex of degree M < ∞ for which all the neighbors have
at least one task. en at such an instance if a task arrives at server u, it must be
assigned to a server with queue length one, and hence a server with queue length two
will be formed. erefore the total scaled instantaneous rate at which the number
of queue length two is being formed at time t is at least λδ(t) > 0, which also gives
the total rate of increase of the fraction of vertices with at least two tasks.
Worst-case scenario. Next we consider the worst-case scenario. eorem 8.4.2
below asserts that a graph sequence can be sub-optimal for some λ < 1 even when
the minimum degree dmin(GN) is Θ(N).
eorem 8.4.2. For any
{
d(N)
}
N>1, such that d(N)/N → c with 0 < c < 1/2,
there exists λ < 1, and a graph sequence G = {GN}N>1 with dmin(GN) = d(N),
such that G is sub-optimal on N-scale.
To construct such a sub-optimal graph sequence, consider a sequence of complete
bipartite graphs GN = (VN,EN), with VN = AN unionsq BN and |AN|/N → c ∈
(0, 1/2) as N → ∞. If this sequence were N-optimal, then starting from all empty
servers, asymptotically the fraction of servers with queue length one would converge
to λ, and the fraction of servers with queue length two or larger should remain zero
throughout. Now note that for largeN the rate at which tasks join the empty servers
inAN is given by (1− c)λ, whereas the rate of empty server generation in AN is at
most c. Choosing λ > c/(1− c), one can see that in nite time each server in AN
will have at least one task. From that time onward with at least instantaneous rate
λ(λ− c) − c, servers with queue length two start forming. e range for c stated in
eorem 8.4.2 is only to ensure that there exists λ < 1 with λ(λ− c) − c > 0.
Proof sketch of eorem 8.4.2. Fix a c > 0. Construct the graph sequence
{
GN
}
N>1
as a sequence of complete bipartite graphs with size of one partite set of the N-
th graph to be dcNe, i.e., VN = AN unionsq BN, such that |AN| = dcNe and BN =
VN \AN, and the edge set is given by EN =
{
(u, v) : u ∈ AN, v ∈ BN
}
. Note that
dmin(GN)/N→ c, asN→∞. We will show that for any 0 < c < 1/2, there exists
λ, such that G is sub-optimal on N-scale.
Assume on the contrary that G is N-optimal. Denote by QNi,A(t) and QNi,B(t)
the number of vertices with at least i tasks in partite sets AN and BN, respectively.
Also dene qNi,A(t) = QNi,A(t)/N and qNi,B(t) = QNi,B(t)/N. Assume qN2,A(0) = 0,
for all N. Observe that as long as c − qN1,A > 0 by a non-vanishing margin, any
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external arrival to servers in BN will be assigned to an empty server in AN with
probability 1−O(1/N). Similarly, as long as 1− c− qN1,B > 0 by a non-vanishing
margin, any external arrival to servers in AN will be assigned to an empty server in
BN with probability 1− O(1/N). us one can show that as N → ∞, until qN1,A
hits c, the processes
{
qN1,A(t)
}
and
{
qN2,B(t)
}
converges weakly to a deterministic
process described by the following set of ODE’s:
q ′1,A(t) = λ(1− c) − q1,A(t),
q ′1,B(t) = λc− q1,B(t).
(8.13)
Since the total scaled arrival rate into the system ofN servers is λ, should the above
system follow the uid-limit trajectory of the occupancy process for a clique, starting
from an all-empty state, q1,A(t) + q1,B(t) must approach λ as t→∞, and qi,A(t)
and qi,B(t) both remain 0 for all t > 0, i > 2. When λ > c/(1− c), (8.13) implies
that in nite time q1,A(t) hits c. Consequently, q1,B(t) should approach λ− c as
t→∞. Now we claim that when q1,A(t) = c, if a task appears at a server v in BN
that has queue length one, then with probability 1−O(1/N), it will be assigned to
a server in AN. To see this, note that at such an arrival if there is an empty server
in AN, then the arriving task is clearly assigned to the idle server, otherwise, when
there is no empty server in AN, the arriving task is assigned uniformly at random
among the vertices in N[v] having queue length one. Since there are Θ(N) vertices
inAN with queue length one, the arriving task with probability 1−O(1/N) joins a
server inAN. erefore, the total scaled rate of tasks arriving at the servers inAN is
at least λ(λ− c), whereas the total scaled rate at which tasks can leave from servers
in AN is at most c. us if λ(λ− c) > c, then in nite time, a positive fraction of
servers in AN will have queue length two or larger. Now observe that
λ(λ− c) > c =⇒ λ > c+
√
c2 + 4c
2
,
and (c+
√
c2 + 4c)/2 < 1 for any c ∈ (0, 1/2). is completes the proof of eo-
rem 8.4.2.
8.5 Asymptotically optimal random graph topologies
In this section we use eorem 8.3.1 to investigate how the load balancing process
behaves on random graph topologies. Specically, we aim to understand what types
of graphs are asymptotically optimal in the presence of randomness (i.e., in the aver-
age case scenario). eorem 8.5.1 below establishes sucient conditions for asymp-
totic optimality of a sequence of inhomogeneous random graphs. Recall that a graph
G ′ = (V ′,E ′) is called a supergraph of G = (V ,E) if V = V ′ and E ⊆ E ′.
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eorem 8.5.1. Let G = {GN}N>1 be a graph sequence such that for eachN, GN =
(VN,EN) is a supergraph of the inhomogeneous random graph G ′N where any two
vertices u, v ∈ VN share an edge with probability pNuv.
(i) If inf {pNuv : u, v ∈ VN} isω(1/N), then G is N-optimal.
(ii) If inf {pNuv : u, v ∈ VN} isω(log(N)/
√
N), then G is
√
N-optimal.
e proof of eorem 8.5.1 relies on eorem 8.3.1. Specically, if GN satises
conditions (i) and (ii) in eorem 8.5.1, then the corresponding conditions (i) and (ii)
in eorem 8.3.1 hold.
Proof of eorem 8.5.1. In this proof we will verify the conditions stated in eo-
rem 8.3.1 for uid and diusion level optimality. Fix any ε > 0.
(i) Observe that for GN = (VN,EN) as described in eorem 8.5.1 (i), we have
p(N) := inf {pNuv : u, v ∈ VN} with Np(N)→∞ as N→∞. For any two subsets
V1, V2 ⊆ VN, denote by EN(V1,V2) the number of cross-edges between V1 and V2.
Now, for any function n : N→ N,
P (∃ V1,V2 ⊆ VN : |V1| > εN, |V2| > n(N),EN(V1,V2) = 0)
= P (∃ V1,V2 ⊆ VN : |V1| = εN, |V2| = n(N),EN(V1,V2) = 0)
6
(
N(1− ε)
εN
)(
N− 2εN
n(N)
)
(1− p(N))εNn(N)
. 1
[εε(1− ε)1−ε]N
×
(
N
n(N)
)n(N)(
1− n(N)
N(1−ε)
)N(1−ε) × exp(−εNp(N)n(N))
. exp(−εNp(N)n(N))× exp(n(N) log(N))
exp(N log[εε(1− ε)1−ε]) exp(−n(N))
,
(8.14)
where the rst equality is due to the fact that if there are two sets of vertices V1
and V2 with |V1| > εN and |V2| > n(N), such that there is no edge between V1
and V2, then the graph must contain two sets V ′1 and V ′2 of sizes exactly equal to
εN and n(N), respectively, such that there is no edge between V ′1 and V ′2 , and vice-
versa. Choosing n(N) = N/
√
Np(N) say, it can be seen that for any p(N) such
that Np(N) → ∞ as N → ∞, n(N)/N → 0 and the above probability goes to 0.
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erefore for any ε, δ > 0, (8.14) yields
P (dis1(GN, ε) > δN) 6 P (∃ U ⊆ VN : |U| > εN and com(U) > δN)→ 0,
as N→∞.
(ii) Again, forGN = (VN,EN) as described in eorem 8.5.1 (i), we havep(N) :=
inf {pNuv : u, v ∈ VN} withNp(N)/(
√
N log(N))→∞ asN→∞. Now as in Part
(i), for any function n : N→ N,
P
(
∃ V1,V2 ⊆ VN : |V1| > ε
√
N, |V2| > n(N),EN(V1,V2) = 0
)
= P
(
∃ V1,V2 ⊆ VN : |V1| = ε
√
N, |V2| = n(N),EN(V1,V2) = 0
)
6
(
N− ε
√
N
ε
√
N
)(
N− 2ε
√
N
n(N)
)
(1− p(N))ε
√
Nn(N)
. Nε
√
N/2 exp(ε
√
N)×Nn(N) × exp(−ε
√
Np(N)n(N))
× exp
(−εn(N)√
N
+n(N)
(
1−
n(N)
N− ε
√
N
))
.
(8.15)
Choosing n(N) =
√
N/
√√
Np(N)/ log(N), it can be seen that n(N)/
√
N→ 0 as
N→∞ and the above probability converges to 0. erefore for any ε, δ > 0, (8.15)
yields
P
(
dis2(GN, ε) > δ
√
N
)
6 P
(
∃ U ⊆ VN : |U| > ε
√
N and com(U) > δ
√
N
)
,
which converges to 0 as N→∞. is completes the proof of eorem 8.5.1.
As an immediate corollary to eorem 8.5.1 we obtain an optimality result for
the sequence of Erdo˝s-Re´nyi random graphs.
Corollary 8.5.2. Let G = {GN}N>1 be a graph sequence such that for each N, GN
is a supergraph of ERN(p(N)), and d(N) = (N− 1)p(N). en (i) If d(N)→∞ as
N → ∞, then G is N-optimal. (ii) If d(N)/(√N log(N)) → ∞ as N → ∞, then G
is
√
N-optimal.
eorem 8.3.1 can be further leveraged to establish the optimality of the following
sequence of random graphs. For any N > 1 and d(N) 6 N− 1 such that Nd(N) is
even, construct the erased random regular graph on N vertices as follows: Initially,
aach d(N) half-edges to each vertex. Call all such half-edges unpaired. At each step,
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pick one half-edge arbitrarily, and pair it to another half-edge uniformly at random
among all unpaired half-edges to form an edge, until all the half-edges have been
paired. is results in a uniform random regular multi-graph with degree d(N) [83,
Proposition 7.7]. Now the erased random regular graph is formed by erasing all the
self-loops and multiple edges, which then produces a simple graph.
eorem 8.5.3. Let G = {GN}N>1 be a sequence of erased random regular graphs
with degree d(N). en (i) If d(N) → ∞ as N → ∞, then G is N-optimal. (ii) If
d(N)/(
√
N log(N))→∞ as N→∞, then G is√N-optimal.
Proof of eorem 8.5.3. We will again verify the conditions stated in eorem 8.3.1 for
uid and diusion level optimality. For k > 1, denote (2k− 1)!! = (2k− 1)(2k−
3) · · · 3 · 1. Fix any ε > 0.
(i) For any function n : N→ N,
P (∃ V1,V2 ⊆ VN : |V1| > εN, |V2| > n(N),EN(V1,V2) = 0)
= P (∃ V1,V2 ⊆ VN : |V1| = εN, |V2| = n(N),EN(V1,V2) = 0)
6
(
N
εN
)(
N− εN
n(N)
)
(Nd(N)(1− ε) − 1)!!
(Nd(N) − 1)!!
× (Nd(N) −n(N)d(N) − 1)!!
(Nd(N)(1− ε) −n(N)d(N) − 1)!!
. 1
[εε(1− ε)1−ε]N
×
(
N
n(N)
)n(N)(
1− n(N)
N(1−ε)
)N(1−ε) × exp(−εn(N)d(N))
. exp(−εd(N)n(N))× exp(n(N) log(N))
exp(N log[εε(1− ε)1−ε]) exp(−n(N))
.
(8.16)
Choosingn(N) = N/
√
d(N) say, it can be seen that for anyp(N) such thatd(N)→∞ as N→∞, n(N)/N→ 0 and the above probability goes to 0. erefore for any
ε, δ > 0, (8.16) yields
P (dis1(GN, ε) > δN) 6 P (∃ U ⊆ VN : |U| > εN and com(U) > δN)→ 0,
as N→∞.
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(ii) Again, as in Part (i), for any function n : N→ N,
P
(
∃ V1,V2 ⊆ VN : |V1| > ε
√
N, |V2| > n(N),EN(V1,V2) = 0
)
= P
(
∃ V1,V2 ⊆ VN : |V1| = ε
√
N, |V2| = n(N)EN(V1,V2) = 0
)
6
(
N
ε
√
N
)(
N− ε
√
N
n(N)
)
(Nd(N) − ε
√
Nd(N) − 1)!!
(Nd(N) − 1)!!
× (Nd(N) −n(N)d(N) − 1)!!
(Nd(N) − ε
√
Nd(N) −n(N)d(N) − 1)!!
. exp
(ε√N log(N)
2
−
n(N)d(N)√
N
)
.
(8.17)
Now, choosing n(N) =
√
N/
√
d(N)/(
√
N log(N)), it can be seen that asN→∞,
n(N)/
√
N→ 0 and the above probability converges to 0. erefore for any ε, δ > 0,
(8.17) yields
P
(
dis2(GN, ε) > δ
√
N
)
6 P
(
∃ U ⊆ VN : |U| > ε
√
N and com(U) > δ
√
N
)
,
which converges to 0 as N→∞.
Note that due to eorem 8.4.1, we can conclude that the growth rate condition
on degrees for N-optimality in Corollary 8.5.2 (i) and eorem 8.5.3 (i) is not only
sucient, but necessary as well. us informally speaking,N-optimality is achieved
under the minimum condition required as long as the underlying topology is suitably
random.
8.6 Simulation experiments
In this section we present extensive simulation results to illustrate the uid and
diusion-limit results, and compare the performance of various graph topologies in
terms of mean waiting times.
Convergence of sample paths to uid and diusion-limit trajectories. e
uid-limit trajectory for λ = 0.8 is illustrated in Figure 8.1 along with a simulation for
N = 104 servers. e solid curves represent the case of a clique (i.e. corresponding
to the limit of the occupancy states for the ordinary JSQ policy) as described in e-
orem 2.1.1 in the Chapter 2. e doed lines correspond to the empirical occupancy
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Figure 8.1: Illustration of the uid-limit trajectories for λ = 0.8 along with a simula-
tion forN = 104 servers. e topology is a single instance of the ERRG onN = 104
vertices with edge probability 1/
√
N = 10−2, i.e. the average degree is 100.
process when the underlying graph topology is a single instance of the Erdo˝s-Re´nyi
random graph (ERRG) onN = 104 vertices with edge probability 1/
√
N = 10−2, so
the average degree is 100. Even for a topology much sparser than a clique and nite
N-value, the simulated path matches closely with the limiting ODE. In particular,
the above suggests that for a large but nite degree, the behavior may be hard to
distinguish from the optimal one for all practical purposes, and there seems to be no
prominent eect of graph topologies provided the underlying topology is suitably
random.
e diusion-scaled trajectory has been simulated for N = 104 servers in Fig-
ure 8.2. e system load 1 − 1/
√
N = 0.99 is quite close to 1. e underlying
graph topology is taken to be a single instance of the ERRG onN vertices with edge
probability log(N)2/
√
N. e green and red curves in Figure 8.2 correspond to the
centered and scaled occupancy state processes −Q¯1(GN, ·) and Q¯2(GN, ·), respec-
tively. As stated in Corollary 8.5.2, the centered and diusion-scaled trajectories can
be observed to be recurrent, and the rate of decrease Q¯2(GN, ·) seems to be propor-
tional to its value — resembling some properties of the reected Ornstein-Uhlenbeck
process as in the case of a clique (i.e. the limit of the ordinary JSQ policy) as stated
in eorem 2.1.4 in Chapter 2.
319
Chapter 8. Load Balancing Topologies: JSQ on Graphs
0 1 2 3 4 5 6 7 8 9 10
Time
0
0.5
1
1.5
2
2.5
3
3.5
4
Centered and scaled Q1
Scaled Q2
Figure 8.2: Illustration of the diusion-scaled trajectories in the Haln-Whi heavy-
trac regime, for N = 104 servers and λ(N) = N −
√
N = 9900. e topol-
ogy is a single instance of the ERRG on N = 104 vertices with edge probability
log(N)2/
√
N = 0.8483, i.e. the average degree is 8483.
Convergence of steady-state waiting times. Figure 8.3 exhibits convergence of
mean steady-state waiting times to their limiting values as N → ∞. By virtue of
Lile’s law and an interchange of limits argument, note that the asymptotic mean
steady-state waiting time can be expressed in terms of the xed point of the uid limit
as λ−1
∑
i>2 qi. For each N and average degree c(N) with c(N) = 2, 3, log(N),
and
√
N, an instance of ERRG on N vertices with average degree c(N) is taken and
the time-averaged value of λ−1
∑
i>2 q
N
i (t) is ploed. e average is taken over the
time interval 0 to 200 or 250 depending on the value ofN. e gure shows that if the
average degree grows withN, then the mean steady-state waiting time converges to
zero, while it stays bounded away from zero in case the average degree is constant.
It can further be observed that the convergence is notably fast for a higher growth
rate of the average degree.
Eect of the topology in sparse case. When the average degree is xed, the eect
of the topology seems to be quite prominent. is has also been observed in prior
work [68, 165]. Specically, when comparing graphs with average degree 2, it can be
seen in the top chart in Figure 8.4 that the ring topology has a lower mean steady-
state waiting time than random topologies (ERRG or RGG). In case of average degree
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Figure 8.3: Mean steady-state waiting times for λ = 0.9 and increasing num-
ber of servers in ERRG on N vertices with edge probability c(N)/N, for c(N) =
2, 3, log(N), and
√
N.
4, the (toric) grid topology performs worse for small N-values, but the performance
improves asN increases. ere are two crucial eects at play here: (i) e regularity
in degrees of the vertices: Given a mean degree, higher variability (e.g. presence of
many isolated vertices) is expected to degrade the performance and (ii) e locality of
the connections: Higher diversity in the connections (i.e., graphs with good expander
properties) is expected to improve the performance. e RGG has a disadvantage in
both these aspects: it contains many isolated vertices and also, its connections are
highly localized, and thus its performance is consistently worse in both top and bot-
tom charts in Figure 8.4. e ERRG and the laice graphs (ring/grid) are good with
respect to the degree variability and the connection locality, respectively. However,
the presence of many isolated vertices hurts more than the benet provided by the
non-local connections when the average degree is small, as exhibited in Figure 8.4.
In case of higher average degree, the number of isolated vertices in the ERRG is rela-
tively small, and thus the benet from the non-local connections becomes somewhat
prominent for smallerN-values. It is therefore worthwhile to note that in case of in-
creasing average degrees, the eect of topology becomes less signicant, and so the
behavior of random topologies (ERRG, RGG, or random regular graphs) turns out to
be as good as the clique.
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Figure 8.4: (Top) Performance of the ring topology, and the RGG and ERRG with
average degree 2 compared in terms of mean steady-state waiting times. (Boom)
Performance of the grid topology, and the RGG and ERRG with average degree 4
compared in terms of mean steady-state waiting times.
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Figure 8.5: Eect of λ on the rates of convergence of mean steady-state waiting times.
e underlying topology is an ERRG onN vertices with edge probability log(N)/N,
for an increasing number of servers.
Eect of load on the growth rate of the average degree. It is expected that if the
system is heavily loaded (i.e., λ close to 1), then the rate of convergence of the steady-
state measure, and hence that of the mean steady-state waiting time becomes slower.
is can be observed in Figure 8.5. For moderately loaded systems viz. λ = 0.65 or
0.75, the convergence is fast even for topologies that are far from fully connected
with average degree as low as log(N).
Performance for spatial randomnetworkmodels. e conditions stated in e-
orem 8.3.1 demand that any two large portions of the graph share many cross edges.
is property is oen violated in spatial graph models, where vertices that are closer
to each other have a higher tendency to share an edge. A canonical model for spatial
networks is the random geometric graph (RGG), where N vertices correspond to N
uniform random locations on [0, 1]2 with periodic boundary, and any two vertices
share an edge if they are less than a distance r(N) apart. Note that the average degree
in that case is given by c(N) = (N− 1)pir(N)2. In other words, for xed values of
N and c(N), the distance r = r(N) scales as r(N) =
√
c(N)/(piN). To analyze the
load balancing process on spatial random graph models, we simulated the processes
where the underlying topologies are instances of RGGs on N vertices and average
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Figure 8.6: Mean steady-state waiting times for λ = 0.8 and increasing number of
servers in RGG on N vertices with average degree c(N), for c(N) = 2, 3, log(N),
and
√
N.
degrees 2, 3, log(N), and
√
N, and ploed the corresponding mean steady-state wait-
ing times for increasing values of N in Figure 8.6. e surprising resemblance with
the ERRG scenario as depicted in Figure 8.3 hints that the asymptotic optimality re-
sult can be preserved even under possibly a relaxed set of conditions. is motivates
future study of the asymptotic optimality beyond the classes of graphs that we con-
sidered.
8.7 Conclusion
We have considered load balancing processes in large-scale systems where the servers
are inter-connected by some graph topology. For arbitrary topologies we established
sucient criteria for which the performance is asymptotically similar to that in a
clique, and hence optimal on suitable scales. Leveraging these criteria we showed
that unlike xed-degree scenarios (viz. ring, grid) where the topology has a promi-
nent performance impact, the sensitivity to the topology diminishes in the limit when
the average degree grows with the number of servers. In particular, a wide class of
suitably random topologies are provably asymptotically optimal. In other words, the
asymptotic optimality of a clique can be achieved while dramatically reducing the
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number of connections. In the context of large-scale data centers, this translates into
signicant reductions in communication overhead and storage capacity, since both
are roughly proportional to the number of connections.
Although a growing average degree is necessary in the sense that any graph
with nite average degree is sub-optimal, it is in no way sucient. Load balancing
performance can be provably sub-optimal even when the minimum degree is cN+
o(N) with 0 < c < 1/2. What happens for 1/2 < c < 1 is an open question.
Our proof technique relies heavily on a connectivity property entailing that any two
suciently large portions of vertices share a lot of edges. is property does not
hold however in many networks with connectivity governed by spatial aributes,
such as geometric graphs, although the simulation experiments hint that the family
of topologies that are asymptotically optimal is likely to be broader than the ERRG
and random regular class as considered in this chapter. In future research we aim to
examine asymptotic optimality properties of such spatial network models.
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Abstract
We consider a variation of the supermarket model in which the servers can
communicate with their neighbors and where the neighborhood relationships
are described in terms of a suitable graph. Tasks with unit-exponential service
times arrive at each vertex as independent Poisson processes with rate λ, and
each task is irrevocably assigned to the shortest queue among the one where it
rst appears and its d− 1 randomly selected neighbors. is model has been ex-
tensively studied when the underlying graph is a clique in which case it reduces
to the well known power-of-d scheme. We consider seings where the underly-
ing graph need not be a clique and is allowed to be suitably sparse. We show that
if the minimum degree approaches innity (however slowly) as the number of
servers N approaches innity, and the ratio between the maximum degree and
the minimum degree in each connected component approaches 1 uniformly, the
occupancy process converges to the same system of ODEs as for the classical
supermarket model established in Mitzenmacher [121, 122] and Vvedenskaya
et al. [171]. In particular, the asymptotic behavior of the occupancy process is
insensitive to the precise network topology. We also study the case where the
graph sequence is random, with the N-th graph given as an Erdo˝s-Re´nyi ran-
dom graph on N vertices with average degree c(N). Annealed convergence of
the occupancy process to the same deterministic limit is established under the
condition c(N) → ∞, and under a stronger condition c(N)/ lnN → ∞, con-
vergence (in probability) is shown for almost every realization of the random
graph.
9.1 Introduction
In this chapter we further explore the impact of the network topology on the perfor-
mance of load balancing schemes in large-scale systems, as discussed in Section 1.6.
e underlying setup is similar to the one considered in Chapter 8. e key dier-
ence lies in the task assignment strategy: When a task arrives at a server (vertex),
it probes a xed number d of its neighbors, in contrast to Chapter 8, where all the
neighbors are probed. us, the model considered in this chapter can be thought of
a network analog of the JSQ(d) policy, whereas the one in Chapter 8 is a network
analog of the JSQ policy. As we will explain below in detail, these changes in the
assignment strategy not only make the two systems qualitatively dierent, but also
demand fundamentally dierent techniques to be developed.
We analyze a variation of the supermarket model in which the servers can com-
municate with their neighbors and where the neighborhood relationships are de-
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scribed in terms of a suitable graph. Specically, consider a graphGN onN vertices,
where the vertices represent single-server queues. Tasks with unit-exponential ser-
vice times arrive at each server as independent Poisson processes of rate λ, and each
task is irrevocably assigned to the shortest queue among the one where it rst ap-
pears and its d− 1 randomly selected neighbors.
e above model has been extensively investigated in the case where GN is a
clique. In that case, each task is assigned to the shortest queue among d > 2 queues
selected randomly from the entire system, which is commonly referred to as the
‘power-of-d’ or JSQ(d) scheme (recall Section 1.3 in Chapter 1). As in Chapter 8, the
fundamental challenge in the analysis of load balancing on arbitrary graph topologies
is that one cannot reduce the study of the system to that for the state occupancy pro-
cess Q(·) = (Q1(·),Q2(·), . . .) with Qi(t) being the number of queues with queue
length at least i at time t, since it is no longer a Markov process. In general, one
needs to keep track of the evolution of the number of tasks at each vertex along with
the information on neighborhood relationships. is is a signicant obstacle in using
tools from classical mean-eld analysis for such systems. Consequently, results for
load balancing queuing systems on general graphs have to date remained scarce. To
the best of our knowledge, this is the rst work to study rigorously the limits of the
JSQ(d) occupancy process for non-trivial graph topologies (i.e., other than a clique).
In Chapter 8, where the tasks are assigned to the shortest queue among all the
neighbors, we leveraged a stochastic coupling to compare the occupancy process
for an arbitrary graph topology with that for the clique, and established that under
suitable assumptions on the well-connectedness of the graph topology, the occupancy
processes and their diusion-scaled versions have the same weak limits as for the
clique. Loosely speaking, for the rst convergence, the well-connectedness requires
that for any ε > 0, the neighborhood of any collection of εN vertices contains N−
o(N) vertices. is ensures that on any nite time interval, the fraction of tasks
not assigned to servers with the ‘uid-scaled minimum queue length’ is arbitrarily
small. us for large N the occupancy process becomes nearly indistinguishable
from that in a clique. e coupling in Chapter 8 is particularly tailored for schemes
where on any nite time interval, most of the arrivals are assigned to one of the
uid-scaled shortest queues. For the seing considered in the current chapter where
a xed number of servers are probed at each arrival, developing analogous coupling
methods appears to be challenging. To see this, observe that when all neighbors
are probed at arrivals, it is clear that the queue lengths will be beer balanced (in
the sense of stochastic majorization) for a clique than any other graph topology. In
contrast, for the JSQ(d) scheme with xed d, even this basic property, namely that
the performance of the system will be ‘optimal’ if the topology is a clique, is not clear.
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In this chapter, we take a very dierent approach, and analyze the evolution of the
queue length process at an arbitrary tagged server as the system size becomes large.
e main ingredient is a careful analysis of local occupancy measures associated
with the neighborhood of each server and to argue that under suitable conditions
their asymptotic behavior is the same for all servers.
Our rst result establishes that under fairly mild conditions on the graph topol-
ogy GN (diverging minimum degree and a degree regularity condition, see Condi-
tion 9.2.1 and also Remark 9.2.2), for a suitable initial occupancy measure, for any
xed d > 2, the global occupancy state process for the JSQ(d) scheme on GN has
the same weak limit as that on a clique, as the number of vertices N becomes large
(see eorem 9.2.3). Also, we show that the propagation of chaos property holds, in
the sense that the queue lengths at any nite collection of tagged servers are asymp-
totically statistically independent, and the queue length process for each server con-
verges in distribution (in the path space) to the corresponding McKean-Vlasov pro-
cess (see eorem 9.2.6). We note that the class of graphs for which the above results
hold includes arbitrary d(N)-regular graphs, where d(N) → ∞ as N → ∞. As
an immediate consequence of these results, we obtain that the same asymptotic per-
formance of a JSQ(d) scheme on cliques can be achieved by a much sparser graph
in which the number of connections is reduced by almost a factor N. Such a result
provides a signicant improvement on network connectivity requirements and gives
important insights for sparse network design.
When the graph sequence {GN}N>1 is random withGN given as an Erdo˝s-Re´nyi
random graph (ERRG) with average degree c(N), we establish that for any c(N) that
diverges to innity with N, the annealed law of the occupancy process converges
weakly to the same limit as in the case of a clique. For convergence of the quenched
law, we require a somewhat more stringent growth condition on the average de-
gree. Specically, we show that if c(N)/ log(N) → ∞ as N → ∞, then for almost
every realization of the random graph the quenched law of the state occupancy pro-
cess converges to the same limit as for the case of a clique. us the above results
show that the asymptotic performance for cliques can be achieved by much sparser
topologies, even when the connections are random.
In the classical seing of weakly interacting particle systems one considers a
collection of N stochastic processes on a clique, given as the solution of N coupled
stochastic dierential equations, where the evolution of any particle at a given time
instant depends on its own state and the empirical measure of all particles at that
moment (see [96, 100, 159] and references therein). e asymptotic behavior of the
associated state occupancy measures have been well studied, including the law of
large numbers, propagation of chaos properties, central limit theorems, and large
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and moderate deviation principles. However, there is much less work for systems on
general graphs except for some recent results for weakly interacting diusions on
Erdo˝s-Re´nyi random graphs. Annealed law of large numbers and central limit the-
orems for such systems have been established in [22] and a quenched law of large
numbers has been shown in [43]. However these works do not study queueing sys-
tems of the form considered here.
e rest of the chapter is organized as follows. In Section 9.2 we present the main
results along with some remarks and discussion – Subsections 9.2.1 and 9.2.2 con-
tain the results for sequences of deterministic and random graphs, respectively. e
proofs of the results in Section 9.2 are presented in Section 9.3. Finally, we conclude
with a discussion of topics for further research in Section 9.4.
Notation. Let [N] .= {1, . . . ,N} for N ∈ N. For any graph GN = (VN,EN),
where VN is a nite set of vertices and EN ⊂ VN × VN is the set of edges, and
i, j ∈ VN, let ξNij = 1 if (i, j) ∈ EN and 0 otherwise. In this chapter, throughout
VN = [N] and EN will be allowed to be random, in which case ξNij will be random
variables. Let N0
.
= N ∪ {0}. For a set A, denote by |A| the cardinality. For a
Polish space S, denote byD([0,∞), S) the space of right continuous functions with
le limits from [0,∞) to S, endowed with the Skorokhod topology. For functions
f : [0,∞) → R, let ‖f‖∗,t .= sup06s6t |f(s)|. We will use κ, κ1, κ2, . . . for various
non-negative nite constants. e distribution of an S-valued random variableXwill
be denoted as L(X). When the underlying graph is non-random, expectations will
be denoted by ‘E’, and when the graphs are random, the notation ‘E’ will be used
to denote the expectation (which integrates also over the randomness of the graph
topology).
9.2 Model description and main results
Let {GN = (VN,EN)}N>1 be a sequence of simple graphs where VN = [N]. e
graph GN corresponds to a system with N servers, where each vertex in the graph
represents a server and edges in the graph dene the neighborhood relationships.
Tasks arrive at the various servers as independent Poisson processes of rate λ. Each
server has its own queue with an innite buer. Fix d ∈ N, d > 2. When a task
appears at a server i, it is immediately assigned to the server with the shortest queue
among server i and d− 1 servers selected uniformly at random from its neighbors in
GN. If there are multiple such servers, one of them is chosen uniformly at random.
Arrivals to any server having less than d− 1 neighbors in GN can be assigned in
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an arbitrary fashion among that server and its neighbors, e.g. to itself (i.e., without
probing the queue length at any other server). e tasks have independent unit-mean
exponentially distributed service times. e service order at each of the queues is
assumed to be oblivious to the actual service time requirements.
Let XNi (t) be the number of tasks at the i-th server at time instant t, and qNj (t)
be the fraction of servers with queue length at least j in the N-th system at time t,
i ∈ [N], j = 1, 2, . . ., namely
qNj (t)
.
=
1
N
N∑
i=1
∞∑
k=j
1{XNi (t)=k}, t > 0, j ∈N0. (9.1)
Let, qN(t) .= (qNi (t))i∈N0 . en q
N .= {qN(t)}06t<∞ is a process with sam-
ple paths in D([0,∞),S) where S = {q ∈ [0, 1]N : q0 = 1,qi > qi+1 ∀i ∈
N0, and
∑
i qi <∞} is equipped with the `1-topology.
We will now introduce a convenient representation for the evolution of the queue
length processes in the N-th system. We begin by introducing some notation. For
x = (x1, . . . , xd) ∈ Nd0 , let b(x) represent the probability that given d servers
chosen with queue lengths x, the task is sent to the rst server in the selection.
Recalling that the task is sent to the shortest queue with ties resolved by selecting at
random, the precise denition is as follows:
b(x)
.
=
d∑
k=1
1
k
1{x1 = min
i∈[d]
{xi}, |argmin{xi}| = k}. (9.2)
Note that (i) b(x) is symmetric in (x2, . . . , xd), (ii) b(x) ∈ [0, 1], and (iii) b(x) is
1-Lipschitz in x ∈Nd0 . Denote byDNi the number of neighbors of a vertex i inGN.
Let Ni be iid Poisson processes of rate 1, corresponding to service completions, and
N¯i be iid Poisson random measures on [0,∞)×R+ with intensity λdsdy. Assume
that {Ni, N¯i} are mutually independent. en the evolution of XNi (t) can be wrien
as follows:
XNi (t) = X
N
i (0)−
∫t
0
1{XNi (s−)>0}Ni(ds)+
∫
[0,t]×R+
1{06y6CNi (s−)} N¯i(dsdy),
(9.3)
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where
CNi (t) = 1{DNi <d−1}b¯
N
i ((X
N
k (t))k∈[N], (ξ
N
kl)k,l∈[N])
+ 1{DNi >d−1}
∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)b(XNi (t),X
N
j2
(t), . . . ,XNjd(t))
+ (d− 1)
∑
(j2,...,jd)∈SNi
1{DNj2>d−1}
αN(j2; i, j3, . . . , jd)b(XNi (t),X
N
j2
(t), . . . ,XNjd(t))
+
∑
j2∈[N],j2 6=i
1{DNj2<d−1}
ξNij2 b¯
N
ij2
((XNk (t))k∈[N], (ξ
N
kl)k,l∈[N]),
(9.4)
αN(i; j2, j3, . . . , jd) :=
ξNij2ξ
N
ij3
· · · ξNijd
DNi (D
N
i − 1) · · · (DNi − d+ 2)
SNi := {(j2, . . . , jd) ∈ [N]d−1 : (i, j2, . . . , jd) are distinct }.
(9.5)
Here b¯Ni and b¯Nij are measurable functions with
b¯Ni
(
(XNk (t))k∈[N], (ξ
N
kl)k,l∈[N]
)
, b¯Nij
(
(XNk (t))k∈[N], (ξ
N
kl)k,l∈[N]
) ∈ [0,DNi +1],
(9.6)
which dene the rules of assigning tasks whenDNi < d− 1 orDNj < d− 1, respec-
tively. e precise form of these functions will not be important in our analysis. e
second term in the expression for CNi (t) gives the probability that a task arriving at
server i (withDNi > d− 1) is in fact assigned to server i itself, which will happen if
server i is one of the queues with minimum queue length among the d− 1 randomly
selected neighbors and itself, and it is the winner of the tie among the servers with
minimum queue lengths in the selection. e third term corresponds to the proba-
bility that a task arriving at some other server (say j2, withDNj2 > d− 1) is assigned
to server i, which will happen if i is a neighbor of j2, server i is among the random
selection of d− 1 neighbors of j2, it is also among the servers with minimum queue
length in the selection, and it wins the tie-breaker among the servers with minimum
queue length in the selection.
9.2.1 Scaling limits for deterministic graph sequences
In this section we will consider arbitrary deterministic graph sequences, and estab-
lish a scaling limit when the graphs satisfy a certain ‘regularity’ condition as formu-
lated in Condition 9.2.1 below. For any graph G, let dmin(G) and dmax(G) denote
the minimum and maximum degree, respectively.
Condition 9.2.1 (Regularity of degrees). e sequence {GN}N>1 satises the follow-
ing.
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(i) dmin(GN)→∞ as N→∞.
(ii) maxi∈[N]
∣∣∣∣∑j∈[N],j6=i ξNjiDNj − 1
∣∣∣∣→ 0 as N→∞.
Remark 9.2.2. Condition 9.2.1(ii) holds if for example, dmax(GN)/dmin(GN)→ 1
as N→∞, since
dmin(GN)
dmax(GN)
6 D
N
i
dmax(GN)
6
∑
j∈[N],j6=i
ξNji
DNj
6 D
N
i
dmin(GN)
6 dmax(GN)
dmin(GN)
for each i ∈ [N]. But Condition 9.2.1(ii) also allows GN to have degrees of very dif-
ferent orders in dierent components of the graph. For example, if {CNk }k>1 denote
the connected components of GN, then Condition 9.2.1 (ii) is satised if
sup
k>1
∣∣∣∣∣dmin(CNk )dmax(CNk ) − 1
∣∣∣∣∣→ 0 as N→∞.
Our rst result establishes under Condition 9.2.1, the convergence of the occu-
pancy state process qN to the same deterministic limit as for the classical JSQ(d)
policy (i.e. the case when GN is a clique), as N→∞.
eorem 9.2.3 (Convergence of global occupancy states). Assume that the sequence
of graphs {GN}N>1 satises Condition 9.2.1, and {XNi (0) : i ∈ [N]} is iid with
P
(
XNi (0) > j
)
= q∞j , j = 1, 2, . . . , for some q∞ ∈ S. en on any nite time inter-
val, the occupancy state process qN(·) converges weakly with respect to the Skorohod
J1-topology to the deterministic limit q(·) given by the unique solution to the system of
ODEs:
dqi(t)
dt
= λ[(qi−1(t))
d − (qi(t))
d] − (qi(t) − qi+1(t)), i = 1, 2, . . . , (9.7)
and q(0) = q∞.
Remark 9.2.4. We make the following observations.
(i) Unique solvability of the system of equations (9.7) is a consequence of Lip-
schitz continuity of the right side. Specically, dene the function H(·) =
(F1(·), F2(·), . . .) on S as
Fi(q) = λ(qdi−1 − q
d
i ) − (qi − qi+1), i = 1, 2, . . . ,
with q ∈ S and Fi(q) being the i-th component of F(q). It is easily seen that F
is Lipschitz on S (equipped with the `1-distance). Standard results then imply
that the system of ODEs dened by dq(t)/dt = H(q) admits a unique solution.
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(ii) e above result shows in particular that the evolution of the limiting global
occupancy process as described by (9.7) coincides with that when the under-
lying graph is a clique, i.e., when each arriving task can probe any set of d
servers. us under Condition 9.2.1, the system exhibits the same asymptotic
transient performance even when the underlying graph is much sparser. As an
immediate corollary we see that (9.7) describes the limiting system occupancy
process associated with arbitrary d(N)-regular graphs as long as d(N) → ∞
as N→∞.
Remark 9.2.5. Now we contrast Condition 9.2.1 with the condition stated in eo-
rem 1.6.2 in Chapter 8 for the JSQ policy on a graph to behave as that on a clique. We
note that Condition 9.2.1 relies only on local properties of the graph, and in particular
may hold even when, for example, the graph contains several connected components
of sizes that grow to innity withN. In contrast, the condition in Chapter 8 requires
that any two Θ(N)-sized component must share Θ(N) cross-edges, which does not
hold in many networks with connectivity governed by spatial aributes, such as geo-
metric graphs. In this sense, Condition 9.2.1 includes a much broader class of graphs
including arbitrary d(N)-regular graphs with d(N)→∞, as mentioned above. On
the other hand, our condition requires the minimum degree in the graph to diverge
to innity, whereas eorem 1.6.2 allows any o(N) vertices to have bounded degree
(or degree zero). As noted in the introduction, it is easy to see that the queue length
process of the JSQ policy on a clique is beer balanced (in stochastic majorization
sense) than on any other graph. is is also reected by the fact that the sucient
criterion for uid optimality as developed in Chapter 8 is monotone with respect to
edge addition. Specically, let {GN = (VN,EN)}N>1 be a graph sequence which
satises the sucient criterion in eorem 1.6.2 for the limit of the occupancy pro-
cess coincides with that for cliques. en eorem 1.6.2 guarantees that for any
graph sequence {G¯N = (VN, E¯N)}N>1 with EN ⊆ E¯N, the limit of the occupancy
process also coincides with that for cliques. e above property is not immediate
for systems considered in this chapter since adding edges arbitrarily may result in
violating Condition 9.2.1 (ii).
Our second result gives the joint asymptotic behavior of queue length processes
for any nite collection of servers. In particular, it shows that the propagation of
chaos holds, i.e., the queue length processes for any nite collection of servers are
asymptotically statistically independent. Recall from Section 9.2 the sequence of
Poisson processes {Ni}, Poisson random measures {N¯i}, and the function b.
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eorem 9.2.6 (Evolution of tagged servers). Assume that the sequence of graphs
{GN}N>1 satises Condition 9.2.1, and {XNi (0) : i ∈ [N]} is iid with
P
(
XNi (0) > j
)
= q∞j , j = 1, 2, . . . ,
for some q∞ ∈ S. en the following convergence results hold.
(i) On any nite time interval, the queue length process XNi (·) at server i converges
weakly with respect to the Skorohod-J1 topology to the following McKean-Vlasov
process:
Xi(t) = Xi(0) −
t∫
0
1{Xi(s−)>0}Ni(ds) +
∫
[0,t]×R+
1{06y6Ci(s−)} N¯i(dsdy),
Ci(t) = d
∫
Nd−1
b(Xi(t), x2, . . . , xd)µt(dx2) · · ·µt(dxd),
(9.8)
where µt = L(Xi(t)) and µ0[j,∞) = q∞j for t > 0 and j ∈N0.
(ii) For anym-tuple (i1, . . . , im) ∈ Nm with ij 6= ik whenever j 6= k,
L(XNi1 (·), . . . ,XNim(·))→ µ⊗m,
as probability measures on D([0,∞) : Nm0 ) where µ is the probability law of
X1(·) in part (i).
(iii) For any i ∈ N, the process µi,N denoting the occupancy measure process for the
neighborhood of the i-th server, dened as
µi,Nt
.
=
1
DNi + 1
∑
j∈[N],j 6=i
ξNijδXNj (t)
+
1
DNi + 1
δXNi (t)
, t > 0, (9.9)
converges weakly with respect to the Skorohod J1-topology to the deterministic
limit µ as in part (i).
Remark 9.2.7. We note the following.
(i) e existence and uniqueness of solutions to (9.8) can be proved by standard
arguments using the boundedness and Lipschitz property of the functions b
and x 7→ 1{x>0} onN0.
(ii) Using the propagation of chaos property and the fact that {Xi(t) : i ∈ [N]} are
iid, it follows that the limit of the global occupancy measure at any time instant
t is in fact the law of Xi(t) for any xed i. erefore,
µt[j,∞) = P (Xi(t) > j) = qj(t), j ∈N0, i ∈N and t > 0.
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9.2.2 Scaling limits for random graph sequences
Next we will consider the scenario when the underlying graph topology is random.
We consider asymptotics of both annealed and quenched laws of the occupancy pro-
cess and the queue length process at any tagged server. e following is our main
condition in the study of the annealed law.
Condition 9.2.8 (Diverging mean degree). {GN}N>1 is a sequence of Erdo˝s-Re´nyi
random graphs where any two vertices share an edge with probability pN, andNpN →∞ as N→∞. {GN}N>1 is independent of {XNj (0),Ni, N¯i, j ∈ [N],N ∈N, i ∈N}.
eorem 9.2.9 (Asymptotics of annealed law). Assume that the sequence of graphs
{GN}N>1 satises Condition 9.2.8, and {XNi (0) : i ∈ [N]} is iid with
P
(
XNi (0) > j
)
= q∞j , j = 0, 1, 2, . . . ,
for some q∞ ∈ S. en the following hold.
(i) For any T ∈ (0,∞)
sup
N>1
max
i∈[N]
√
NpNE‖XNi −Xi‖2∗,T <∞, (9.10)
where Xi is as dened in (9.8).
(ii) For anym-tuple (i1, . . . , im) ∈ Nm with ij 6= ik whenever j 6= k,
L(XNi1 (·), . . . ,XNim(·))→ µ⊗m,
as probability measures on D([0,∞) :Nm0 ) where µ is as in eorem 9.2.6.
(iii) For any i ∈ N, the law of the neighborhood occupancy measure process dened
as in (9.9) converges weakly in the Skorohod J1-topology to the deterministic limit
µ as in eorem 9.2.6.
Remark 9.2.10. We make the following observations.
1. In contrast to standard convergence results for weakly interacting diusions
(see e.g. [159] or [22]), the estimate in (9.10) gives a rate of convergence of√
NpN instead ofNpN. e reason for this can be seen from the proof which
shows that the bound for the quantityE‖XNi −Xi‖2∗,T is controlled byE|CNi (s)−
Ci(s)| rather than E|CNi (s) −Ci(s)|2, due to the form of indicator function in
the evolution of XNi (cf. (9.3)).
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2. e conditions needed for eorem 9.2.9 should be contrasted with that for
eorems 9.2.3 and 9.2.6. In particular, for the study of the annealed law
asymptotics we only need information on the average degree rather than on
the maximum and minimum degrees of the graph.
We will now consider the asymptotic behavior of the quenched law of the occu-
pancy process. For this we formulate a condition that is stronger than the one used
in the study of the annealed asymptotics.
Condition 9.2.11 (Condition for quenched limit). {GN}N>1 is a sequence of Erdo˝s-
Re´nyi random graphs, such that inGN any two vertices share an edge with probability
pN, and NpN/ ln(N)→∞ as N→∞. {GN}N>1 is independent of
{XNj (0),Ni, N¯i, j ∈ [N],N ∈N, i ∈N}.
e following theorem provides, under the above condition, the asymptotic be-
havior of the quenched law.
eorem 9.2.12 (Asymptotics of quenched law). Assume that the sequence of graphs
{GN}N>1 satises Condition 9.2.11, and {XNi (0) : i ∈ [N]} is iid with
P
(
XNi (0) > j
)
= q∞j , j = 0, 1, 2, . . . ,
for some q∞ ∈ S for all N. en the convergence results as stated in eorems 9.2.3
and 9.2.6 hold for almost every realization of the random graph sequence.
9.3 Proofs
9.3.1 Proofs for deterministic graph sequences
An overview of the proof idea is as follows. First note that the queue length pro-
cess at any two vertices can be exactly coupled to evolve identically if the occupancy
measure of the corresponding neighborhoods are indistinguishable. e main step is
to show that if the graph sequence satises Condition 9.2.1, then the local occupancy
measure associated with the neighborhood of every server over any nite time in-
terval converges to the same limit as for the global occupancy measure, which in
turn is the same as that when the whole system uses the ordinary JSQ(d) policy and
the graph is a clique. is ensures that the rate of arrival (exogenous + forwarded
from the neighboring vertices) to a typical server is (asymptotically) the same as that
in the clique case. us, the law of the number of tasks at each server, and con-
sequently the global occupancy measure, converge to the same limit. For technical
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convenience we will provide the proof of eorem 9.2.6 rst, and then use that to
establish eorem 9.2.3.
We will dene the limiting processes {(Xi(t))i>1}t>0 and the pre-limit processes
{(XNi (t))i>1}t>0 on the same probability space by taking the same sequence of Pois-
son processes {Ni} and Poisson random measures {N¯i} in both cases. Also, take
XNi (0) = Xi(0) for all i ∈ [N],N > 1. Using Condition 9.2.1 we can nd aN0 ∈N
such that for all N > N0
dmin(GN) > d, sup
i∈[N]
∣∣∣∣∣∣
∑
j∈[N],j6=i
ξNji
Dj
− 1
∣∣∣∣∣∣ 6 12 , supi∈[N] supt∈[0,T ]
∣∣∣CNi (t)∣∣∣ 6 2d.
(9.11)
For the rest of this section we will assume that N > N0 and therefore, in particular,
the rst and fourth terms in the denition of CNi (s) are zero and the indicators in
the second and third terms can be replaced by 1. We will frequently suppress N in
the notationDNi and ξNij and write them asDi and ξij respectively. We begin with
the following lemma. e proof is given at the end of the subsection.
Lemma 9.3.1. For i ∈ [N] and s ∈ [0, T ] let
Us
.
= E
[ ∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)
(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)]2
and
Vs
.
= E
[ ∑
(j2,...,jd)∈SNi
αN(j2; i, j3, . . . , jd)
(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)]2
.
Under the conditions of eorem 9.2.3, there exists K ∈ (0,∞) such that for every
s ∈ [0, T ] and i ∈ [N],
Us 6
K
dmin(GN)
, Vs 6
K
dmin(GN)
 N∑
j=1,j6=i
ξji
Dj
2 . (9.12)
Proof of eorem 9.2.6. Fix any i ∈ N and T > 0. From (9.3) and (9.8), using the
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Cauchy–Schwarz and Doob’s inequalities we have for any xed t ∈ [0, T ] andN > i,
E
∥∥∥XNi −Xi∥∥∥2∗,t 6 κ1E
∫t
0
|1{XNi (s)>0} − 1{Xi(s)>0}|
2 ds (9.13)
+ κ1E
(∫t
0
|1{XNi (s)>0} − 1{Xi(s)>0}|ds
)2
+ κ1E
∫
[0,t]×R+
|1{06y6CNi (s)} − 1{06y6Ci(s)}|
2dsdy
+ κ1E
(∫
[0,t]×R+
|1{06y6CNi (s)} − 1{06y6Ci(s)}|dsdy
)2
6 κ1
∫t
0
E|XNi (s) −Xi(s)|
2 ds+ κ1E
(∫t
0
|XNi (s) −Xi(s)|ds
)2
+ κ1
∫t
0
E|CNi (s) −Ci(s)|ds+ κ1E
(∫t
0
|CNi (s) −Ci(s)|ds
)2
6 κ2
∫t
0
E|XNi (s) −Xi(s)|
2 ds+ κ2
∫t
0
E|CNi (s) −Ci(s)|ds
(9.14)
for some κ1, κ2 ∈ (0,∞), where in the last line we have used (9.11) and the fact that
0 6 Ci(s)d 6 1.
Now we analyze the dierence |CNi (s) − Ci(s)| in (9.14). Note that by adding
and subtracting terms we have
|CNi (s) −Ci(s)| 6 |CNi (s) −C
N,1
i (s)|+ |C
N,1
i (s) −C
N,2
i (s)|+ |C
N,2
i (s) −Ci(s)|,
(9.15)
where
CN,1i (s) =
∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)b(Xi(s),Xj2(s), . . . ,Xjd(s))
+ (d− 1)
∑
(j2,...,jd)∈SNi
αN(j2; i, j3, . . . , jd)b(Xi(s),Xj2(s), . . . ,Xjd(s))
and
CN,2i (s) =
∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)
Ci(s)
d
+ (d− 1)
∑
(j2,...,jd)∈SNi
αN(j2; i, j3, . . . , jd)
Ci(s)
d
.
We now analyze each term in (9.15). In particular, we will use the Lipschitz property
of b to handle the term |CNi − C
N,1
i |, and then use the iid property of the Xi’s to
handle the term |CN,1i −C
N.2
i |.
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First consider |CNi (s) −C
N,1
i (s)|. From the Lipschitz property of b and the de-
nition of αN we have
E|CNi (s) −C
N,1
i (s)|
6 E
[ ∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)
(|XNi (s) −Xi(s)|+ |X
N
j2
(s) −Xj2(s)|+ · · ·+ |XNjd(s) −Xjd(s)|)
+ (d− 1)
∑
(j2,...,jd)∈SNi
αN(j2; i, j3, . . . , jd)
(|XNi (s) −Xi(s)|+ |X
N
j2
(s) −Xj2(s)|+ · · ·+ |XNjd(s) −Xjd(s)|)
]
,
6 max
j∈[N]
E|XNj (s) −Xj(s)|
(
d+ (d− 1)d
∑
j2∈[N],j2 6=i
ξj2i
Dj2
)
.
From (9.11) we have
E|CNi (s) −C
N,1
i (s)| 6 κ3 max
j∈[N]
E|XNj (s) −Xj(s)| (9.16)
for some κ3 ∈ (0,∞). Next we consider |CN,1i (s) − CN,2i (s)|. It follows from
Cauchy–Schwarz inequality that
E|CN,1i (s) −C
N,2
i (s)|
2
6 2E
[ ∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)
(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)]2
+ 2(d− 1)2E
[ ∑
(j2,...,jd)∈SNi
αN(j2; i, j3, . . . , jd)
×
(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)]2
6 κ4(Us + Vs).
where Us,Vs are as in Lemma 9.3.1. From Lemma 9.3.1 and (9.11) we obtain(
E|CN,1i (s) −C
N,2
i (s)|
)2 6 E|CN,1i (s) −CN,2i (s)|2
6 κ5
dmin(GN)
+
κ5
dmin(GN)
 N∑
j=1,j6=i
ξji
Dj
2 6 κ6
dmin(GN)
.
(9.17)
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Finally we consider |CN,2i (s) −Ci(s)|. Using the fact that 0 6
Ci(s)
d 6 1, we have
E|CN,2i (s) −Ci(s)| 6 E
[ (d− 1)Ci(s)
d
∣∣∣ ∑
j∈[N],j6=i
ξji
Dj
− 1
∣∣∣]
6 (d− 1)
∣∣∣ ∑
j∈[N],j6=i
ξji
Dj
− 1
∣∣∣. (9.18)
Combining (9.14) – (9.18) with the fact that |XNi (s) − Xi(s)| 6 |XNi (s) − Xi(s)|2
yields
max
i∈[N]
E
∥∥∥XNi −Xi∥∥∥2∗,t 6 κ7
∫t
0
max
i∈[N]
E
∥∥∥XNi −Xi∥∥∥2∗,s ds
+ κ7
( 1
(dmin(GN))1/2
+ max
i∈[N]
∣∣∣ ∑
j∈[N],j6=i
ξji
Dj
− 1
∣∣∣).
eorem 9.2.6 (i) now follows from Gronwall’s lemma and Condition 9.2.1.
Given part (i), the proof of the propagation of chaos property as stated in eo-
rem 9.2.6 (ii) follows from standard arguments (cf. [159]), and hence is omied. Also,
having established the asymptotic result in eorem 9.2.6 (i), the proof of conver-
gence of local occupancy measures as stated in eorem 9.2.6 (iii) can be established
using similar arguments as in [22, Corollary 3.3].
We now complete the proof of eorem 9.2.3.
Proof of eorem 9.2.3. From the propagation of chaos property in eorem 9.2.6(ii),
it follows (cf. [159]) that qN(·) converges weakly with respect to the Skorohod J1-
topology to the deterministic limit q˜(·) given by q˜i(t) = µt[i,∞) = P (Xi(t) > i)
for all i ∈N0 and t > 0. us in order to prove the theorem it suces to show that
q˜ satises the system of ODEs in (9.7).
Dene fj(x) = 1{x>j}, j = 1, 2, . . .. en Equation (9.8) yields
Efj(Xi(t)) = Efj(Xi(0)) +
∫t
0
E1{Xi(s)>0}(fj(Xi(s) − 1) − fj(Xi(s)))ds
+ λd
∫t
0
∫
Nd−1
E
[
b(Xi(s), x2, . . . , xd)(fj(Xi(s) + 1)
− fj(Xi(s)))
]
µs(dx2) . . .µs(dxd)ds
= Efj(Xi(0)) −
∫t
0
Efj(Xi(s)) − fj+1(Xi(s))ds
+ λd
∫t
0
∫
Nd−1
E
[
b(j− 1, x2, . . . , xd)(fj−1(Xi(s))
− fj(Xi(s)))
]
µs(dx2) . . .µs(dxd)ds.
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Since E[fj(Xi(t))] = q˜j(t) for j = 1, 2, . . ., we obtain
q˜j(t) = q˜j(0) −
∫t
0
(q˜j(s) − q˜j+1(s))ds+ λd
∫t
0
(q˜j−1(s) − q˜j(s))
×
∫
Nd−1
b(j− 1, x2, . . . , xd)µs(dx2) . . .µs(dxd)ds
= q˜j(0) −
∫t
0
(q˜j(s) − q˜j+1(s))ds+ λ
∫t
0
[(q˜j−1(s))
d − (q˜j(s))
d]ds,
where the last equality uses the fact that P (Xi(t) > j) = q˜j(t), j = 1, 2, . . .. is
shows that q˜ satises the system of ODEs in (9.7) and completes the proof of eo-
rem 9.2.3.
Proof of Lemma 9.3.1. We rst show the rst inequality in (9.12). Observe that
Us =
∑
(j2,...,jd)∈SNi
∑
(k2,...,kd)∈SNi
[
αN(i; j2, j3, . . . , jd)αN(i;k2,k3, . . . ,kd)
]
×E
[(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)
(9.19)
×
(
b(Xi(s),Xk2(s), . . . ,Xkd(s)) −
Ci(s)
d
)]
.
Now observe that since {Xi(0) : i ∈ [N]} are iid, we have {Xi(s) : i ∈ [N]} are also
iid for any xed s > 0. us,
E
[(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)
×
(
b(Xi(s),Xk2(s), . . . ,Xkd(s)) −
Ci(s)
d
)]
= 0
(9.20)
when (i, j2,k2, . . . , jd,kd) are distinct. erefore, we have
Us 6
∑
αN(i; j2, j3, . . . , jd)αN(i;k2,k3, . . . ,kd), (9.21)
where the summation is taken over
SˆNi
.
=
{
(j2, . . . , jd) ∈ SNi , (k2, . . . ,kd) ∈ SNi , (j2,k2, . . . , jd, kd) are not distinct
}
(9.22)
and the inequality follows since 0 6 b 6 1 and 0 6 Ci(s)d 6 1. Since the total
number of combinations in (9.22) such that (ξij2ξij3 · · · ξijd)(ξik2ξik3 · · · ξikd) =
1 is no more than[
(d− 1)!
(
Di
d− 1
)]2
− (2d− 2)!
(
Di
2d− 2
)
6 κ1D2d−3i , (9.23)
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we can bound (9.21) by
κ1D
2d−3
i
D2i(Di − 1)
2 · · · (Di − d+ 2)2
6 κ2
1
Di
6 κ2
dmin(GN)
.
is gives the rst bound in (9.12).
Next we show the second bound in (9.12). From (9.20) it follows from the same
argument used for (9.21) that
Vs 6
∑
αN(j2; i, j3, . . . , jd)αN(k2; i,k3, . . . ,kd), (9.24)
where the summation is taken over (9.22). Since for xed (j2,k2) ∈ S¯i, where
S¯i
.
= {(j,k) ∈ [N]2 : j 6= i,k 6= i}, (9.25)
the total number of combinations in (9.22) such that
(ξj2iξj2j3 · · · ξj2jd)(ξk2iξk2k3 · · · ξk2kd) = 1
is no more than[
(d− 2)!
(
Dj2 − 1
d− 2
)][
(d− 2)!
(
Dk2 − 1
d− 2
)]
−
[
(d− 2)!
(
Dj2 − 2
d− 2
)][
(d− 2)!
(
Dk2 − d
d− 2
)]
6 κ3(Dd−3j2 D
d−2
k2
+Dd−2j2 D
d−3
k2
), (9.26)
where the second term in the rst line corresponds to choosing distinct j3, . . . , jd
fromDj2 − 2 neighbors (excluding i,k2) of j2 and then choosing distinct k3, . . . ,kd
fromDk2 − d neighbors (excluding i, j2, . . . , jd) of k2. Now, we can bound (9.24) by
∑
(j2,k2)∈S¯i
κ3(D
d−3
j2
Dd−2k2
+Dd−2j2 D
d−3
k2
)ξj2iξk2i
Dj2(Dj2 − 1) · · · (Dj2 − d+ 2)Dk2(Dk2 − 1) · · · (Dk2 − d+ 2)
6 κ4
∑
(j2,k2)∈S¯i
(
ξj2iξk2i
D2j2
Dk2
+
ξj2iξk2i
Dj2D
2
k2
)
6 κ4
2
dmin(GN)
 N∑
j=1,j6=i
ξji
Dj
2 .
is completes the proof.
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9.3.2 Proofs for random graph sequences
In this section we give the proofs of eorems 9.2.9 and 9.2.12. As in the proof of
eorem 9.2.6, we will dene the limiting processes (Xi(·))i>1 and the pre-limit
processes (XNi (·))i>1 on the same probability space by taking identical sequence of
Poisson processes {Ni} and Poisson random measures {N¯i} in both cases. e ran-
dom graph sequence {GN} will also be given on this common probability space and
is taken to be independent of the Poisson processes and Poisson random measures.
Finally, we take XNi (0) = Xi(0) for all i ∈ [N], N > 1. Once again, we will fre-
quently suppress N in the notation DNi and write it as Di. We begin with three
lemmas that will be used in the proof. Let for s > 0
UAs
.
= E
[
1{DNi >d−1}
∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)
(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)]2
(9.27)
and
VAs
.
= E
[ ∑
(j2,...,jd)∈SNi
1{DNj2>d−1}
αN(j2; i, j3, . . . , jd)
(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)]2
. (9.28)
Note that the dependence ofUAs and VAs on i is suppressed in the notation. e next
lemma provides uniform bounds on UAs and VAs .
Lemma 9.3.2. Fix T > 0. Under the conditions of eorem 9.2.9, there exists κ ∈
(0,∞) such that for every s ∈ [0, T ] and i ∈ [N],
UAs 6
κ
NpN
and VAs 6
κ
NpN
+
κ
(NpN)2
.
e proof of Lemma 9.3.2 follows along similar lines as the proof of Lemma 9.3.1,
however note that the expectations in (9.27) and (9.28) are taken also over the ran-
domness of the graph topology, and thus we need additional arguments. e proof
of Lemma 9.3.2 is provided at the end of this subsection.
e next lemma is taken from [22].
Lemma 9.3.3 ([22, Lemma 5.2]). LetGN be an ERRG with connection probability pN.
en
E
( ∑
j∈[N],j6=i
ξNij
DNj
1{DNj >0} − 1
)2
6 4
NpN
+ 2e−NpN , i ∈ [N],
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e following lemma provides useful moment bounds on |XNi −Xi| and its proof
is given at the end of this subsection.
Lemma 9.3.4. Fix T > 0. Under the conditions of eorem 9.2.9,
sup
N>1
max
i∈[N]
E
∥∥∥XNi −Xi∥∥∥4∗,T <∞.
We now present the proof of eorem 9.2.9.
Proof of eorem 9.2.9. Fix any i ∈ N and T > 0. From (9.3) and (9.8), using Cauchy–
Schwarz and Doob’s inequalities we have for any xed t ∈ [0, T ]
E
∥∥∥XNi −Xi∥∥∥2∗,t 6 κ1
∫t
0
E|XNi (s) −Xi(s)|
2 ds+ κ1
∫t
0
E|CNi (s) −Ci(s)|ds
+ κ1
∫t
0
E|CNi (s) −Ci(s)|
2 ds (9.29)
for some κ1 ∈ (0,∞). Dene CN,1i (s) and CN,2i (s) by
CN,1i (s) = 1{Di<d−1}b¯i((X
N
k (s))k∈[N], (ξkl)k,l∈[N])
+ 1{Di>d−1}
∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)b(Xi(s),Xj2(s), . . . ,Xjd(s))
+ (d− 1)
∑
(j2,...,jd)∈SNi
1{Dj2>d−1}α
N(j2; i, j3, . . . , jd)b(Xi(s),Xj2(s), . . . ,Xjd(s))
+
∑
j2∈[N],j2 6=i
1{Dj2<d−1}ξij2 b¯ij2((X
N
k (s))k∈[N], (ξkl)k,l∈[N])
and
CN,2i (s) = 1{Di<d−1}b¯i((X
N
k (s))k∈[N], (ξkl)k,l∈[N])
+ 1{Di>d−1}
∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)
Ci(s)
d
+ (d− 1)
∑
(j2,...,jd)∈SNi
1{Dj2>d−1}α
N(j2; i, j3, . . . , jd)
Ci(s)
d
+
∑
j2∈[N],j2 6=i
1{Dj2<d−1}ξij2 b¯ij2((X
N
k (s))k∈[N], (ξkl)k,l∈[N]).
By adding and subtracting terms we have (9.15) and
|CNi (s) −Ci(s)|
2 6 3|CNi (s) −C
N,1
i (s)|
2 + 3|CN,1i (s) −C
N,2
i (s)|
2
+ 3|CN,2i (s) −Ci(s)|
2.
(9.30)
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Here although one has E|CNi (s) − Ci(s)| 6
(
E|CNi (s) −Ci(s)|
2)1/2, in order to
get the desired rate
√
NpN in (9.10), we have to estimate E|CNi (s) − Ci(s)| more
carefully through (9.15).
Let us consider |CNi (s) −C
N,1
i (s)| and |C
N
i (s) −C
N,1
i (s)|
2 rst. We claim that
form = 1, 2, there exists some κ2 ∈ (0,∞) such that
E|CNi (s) −C
N,1
i (s)|
m 6 κ2E|XNi (s) −Xi(s)|m + κ2
(
1
NpN
+ e−NpN
)1/2
+ κ2E
[
1{Di>d−1}
∑
j∈[N],j 6=i
ξij
Di
|XNj (s) −Xj(s)|
m
]
.
(9.31)
To see this, note that from the Lipschitz property of b and the denition of SNi we
have
E|CNi (s) −C
N,1
i (s)|
6 E
[
1{Di>d−1}
∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)
(|XNi (s) −Xi(s)|+ |X
N
j2
(s) −Xj2(s)|+ · · ·+ |XNjd(s) −Xjd(s)|)
+ (d− 1)
∑
(j2,...,jd)∈SNi
1{Dj2>d−1}α
N(j2; i, j3, . . . , jd)
(|XNi (s) −Xi(s)|+ |X
N
j2
(s) −Xj2(s)|+ · · ·+ |XNjd(s) −Xjd(s)|)
]
,
= d E
[
1{Di>d−1}
∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)
(|XNi (s) −Xi(s)|+ |X
N
j2
(s) −Xj2(s)|+ · · ·+ |XNjd(s) −Xjd(s)|)
]
6 d E|XNi (s) −Xi(s)|+ d(d− 1)E
[
1{Di>d−1}
∑
j∈[N],j6=i
ξij
Di
|XNj (s) −Xj(s)|
]
,
where in obtaining the equality we have used the exchangeability property:
L(ξij2 , ξij3 , . . . , ξijd ,Di,X
N
i (s),Xi(s),X
N
j2
(s),Xj2(s),
XNj3 (s),Xj3(s), . . . ,X
N
jd
(s),Xjd(s))
= L(ξj2i, ξj2j3 , . . . , ξj2jd ,Dj2 ,X
N
j2
(s),Xj2(s),X
N
i (s),Xi(s),
XNj3 (s),Xj3(s), . . . ,X
N
jd
(s),Xjd(s))
(9.32)
for (j2, . . . , jd) ∈ SNi . erefore the claim (9.31) holds for m = 1. Next we verify
(9.31) whenm = 2. Note that
E|CNi (s) −C
N,1
i (s)|
2 6 2RN,1i (s) + 2(d− 1)
2RN,2i (s),
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where
RN,1i (s)
.
= E
[
1{Di>d−1}
∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)
[b(Xi(s),Xj2(s), . . . ,Xjd(s)) − b(Xi(s),Xj2(s), . . . ,Xjd(s))]
]2
,
RN,2i (s)
.
= E
[ ∑
(j2,...,jd)∈SNi
1{Dj2>d−1}α
N(j2; i, j3, . . . , jd)
[b(Xi(s),Xj2(s), . . . ,Xjd(s)) − b(Xi(s),Xj2(s), . . . ,Xjd(s))]
]2
.
From the Lipschitz property of b, the denition of SNi and Cauchy-Schwarz inequal-
ity we have
RN,1i (s) 6 E
[
1{Di>d−1}
∑
(j2,...,jd)∈SNi
αN(i; j2, j3, . . . , jd)
(|XNi (s) −Xi(s)|+ |X
N
j2
(s) −Xj2(s)|+ · · ·+ |XNjd(s) −Xjd(s)|)
]2
= E
[
1{Di>d−1}
(
|XNi (s) −Xi(s)|+ (d− 1)
∑
j∈[N],j6=i
ξij
Di
|XNj (s) −Xj(s)|
)]2
6 2E|XNi (s) −Xi(s)|2 + 2(d− 1)2E
[
1{Di>d−1}
∑
j∈[N],j6=i
ξij
Di
|XNj (s) −Xj(s)|
2
]
.
From Cauchy-Schwarz inequality we have
RN,2i (s) 6 E
([ ∑
(j2,...,jd)∈SNi
1{Dj2>d−1}α
N(j2; i, j3, . . . , jd)
]
×
[ ∑
(j2,...,jd)∈SNi
1{Dj2>d−1}α
N(j2; i, j3, . . . , jd)
× [b(Xi(s),Xj2(s), . . . ,Xjd(s)) − b(Xi(s),Xj2(s), . . . ,Xjd(s))]2
])
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= E
[ ∑
(j2,...,jd)∈SNi
1{Dj2>d−1}α
N(j2; i, j3, . . . , jd)
[b(Xi(s),Xj2(s), . . . ,Xjd(s)) − b(Xi(s),Xj2(s), . . . ,Xjd(s))]
2
]
+ E
([ ∑
j∈[N],j 6=i
1{Dj>d−1}
ξji
Dj
− 1
]
×
[ ∑
(j2,...,jd)∈SNi
1{Dj2>d−1}α
N(j2; i, j3, . . . , jd)
[b(Xi(s),Xj2(s), . . . ,Xjd(s)) − b(Xi(s),Xj2(s), . . . ,Xjd(s))]
2
])
.
= RN,3i (s) + R
N,4
i (s),
where the equality follows by adding and subtracting one in the rst term. From the
Lipschitz property of b, the denition of SNi and the exchangeability property (9.32)
we have
RN,3i (s) 6 d
2 E
[ ∑
(j2,...,jd)∈SNi
1{Dj2>d−1}α
N(j2; i, j3, . . . , jd)
× (|XNi (s) −Xi(s)|2 + |XNj2 (s) −Xj2(s)|2 + · · ·+ |XNjd(s) −Xjd(s)|2)
]
= d2 E
[ ∑
(j2,...,jd)∈SNi
1{Di>d−1}α
N(i; j2, j3, . . . , jd)
· (|XNi (s) −Xi(s)|2 + |XNj2 (s) −Xj2(s)|2 + · · ·+ |XNjd(s) −Xjd(s)|2)
]
6 d2 E|XNi (s) −Xi(s)|2 + d2(d− 1)E
[
1{Di>d−1}
∑
j∈[N],j 6=i
ξij
Di
|XNj (s) −Xj(s)|
2
]
.
From the fact that ‖b‖∞ 6 1 we have
RN,4i (s) 6 E
(∣∣∣ ∑
j∈[N],j6=i
1{Dj>0}
ξji
Dj
− 1
∣∣∣
×
[
4
∑
(j2,...,jd)∈SNi
1{Dj2>d−1}α
N(j2; i, j3, . . . , jd)
])
6 4E
(∣∣∣ ∑
j∈[N],j6=i
1{Dj>0}
ξji
Dj
− 1
∣∣∣ ∑
j∈[N],j6=i
1{Dj>0}
ξji
Dj
)
6 κ3
(
1
NpN
+ e−NpN
)1/2
.
where the last inequality follows from Lemma 9.3.3 and Condition 9.2.8. Combining
the above estimates on RN,ki (s) for k = 1, 2, 3, 4 gives the claim (9.31) whenm = 2.
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Now using the exchangeability property:
L(ξij,Di,XNj (s),Xj(s)) = L(ξji,Dj,X
N
i (s),Xi(s)), i 6= j,
we have form = 1, 2,
E
[
1{Di>d−1}
∑
j∈[N],j6=i
ξij
Di
|XNj (s) −Xj(s)|
m
]
= E
[ ∑
j∈[N],j6=i
1{Dj>d−1}
ξji
Dj
|XNi (s) −Xi(s)|
m
]
6 E
[( ∑
j∈[N],j6=i
1{Dj>0}
ξji
Dj
− 1
)
|XNi (s) −Xi(s)|
m
]
+ E|XNi (s) −Xi(s)|
m
6
[
E
( ∑
j∈[N],j6=i
1{Dj>0}
ξji
Dj
− 1
)2
E|XNi (s) −Xi(s)|
2m
]1/2
+ E|XNi (s) −Xi(s)|
m
6 κ4
( 1
NpN
+ e−NpN
)1/2
+ E|XNi (s) −Xi(s)|
m,
where the second inequality follows from Cauchy-Schwarz inequality and the last
line follows from Lemmas 9.3.3 and 9.3.4. Combining this, (9.31) with the fact that
|XNi (s) −Xi(s)| 6 |XNi (s) −Xi(s)|2 gives
E|CNi (s) −C
N,1
i (s)|+ E|C
N
i (s) −C
N,1
i (s)|
2
6 κ5E|XNi (s) −Xi(s)|2 + κ5
(
1
NpN
+ e−NpN
)1/2
.
(9.33)
Next we consider |CN,1i (s) −C
N,2
i (s)|
2. From the inequality (a+ b)2 6 2a2 +
2b2, it follows that(
E|CN,1i (s) −C
N,2
i (s)|
)2
6 E|CN,1i (s) −C
N,2
i (s)|
2
6 2UAs + 2(d− 1)2VAs 6
κ6
NpN
+
κ6
(NpN)2
,
(9.34)
whereUAs andVAs were introduced in (9.27) and (9.28) and the last inequality is from
Lemma 9.3.2.
Finally we consider |CN,2i (s) −Ci(s)|
2. Note that CN,2i (s) can be rewrien as
CN,2i (s) = 1{Di<d−1}b¯i((X
N
k (t))k∈[N], (ξkl)k,l∈[N])
+ 1{Di>d−1}
Ci(s)
d
+ (d− 1)
∑
j∈[N],j6=i
1{Dj>d−1}
ξji
Dj
Ci(s)
d
+
∑
j∈[N],j6=i
1{Dj<d−1}ξijb¯ij((X
N
k (t))k∈[N], (ξkl)k,l∈[N]).
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Using the Cauchy-Schwarz inequality and the fact that 0 6 Ci(s)d 6 1, we have
E|CN,2i (s) −Ci(s)|
2
6 5E
[
1{Di<d−1}(Di + 1)
]2
+ 5E
[
1{Di<d−1}
Ci(s)
d
]2
+ 5E
(d− 1) ∑
j∈[N],j 6=i
1{0<Dj<d−1}
ξji
Dj
Ci(s)
d
2
+ 5E
[ (d− 1)Ci(s)
d
∣∣∣ ∑
j∈[N],j6=i
1{Dj>0}
ξji
Dj
− 1
∣∣∣]2
+ 5E
[ ∑
j∈[N],j6=i
1{Dj<d−1}ξij(Di + 1)
]2
6 5(d2 + 1)P(Di < d− 1) + 5(d− 1)2E
 ∑
j∈[N],j6=i
1{0<Dj<d−1}
ξji
Dj
2
+ 5(d− 1)2E
[ ∑
j∈[N],j6=i
1{Dj>0}
ξji
Dj
− 1
]2
+ 5E
[ ∑
j∈[N],j6=i
1{Dj<d−1}ξij(Di + 1)
]2
.
For the second and last terms on the right hand side, we have
E
 ∑
j∈[N],j6=i
1{0<Dj<d−1}
ξji
Dj
2 6 E
 ∑
j∈[N],j6=i
1{0<Dj<d−1}ξji
2
6 E
[ ∑
j∈[N],j6=i
1{Dj<d−1}ξij(Di + 1)
]2
6 E
[ ∑
j∈[N],j6=i
1{Dj<d−1}ξij(Di + 1)
2
][ ∑
j∈[N],j6=i
ξij
]
=
∑
j∈[N],j6=i
E
[
1{Dj<d−1}ξij(Di + 1)
2Di
]
=
∑
j∈[N],j6=i
E
[
1{Dj−ξij+1<d−1}(Di − ξij + 2)
2(Di − ξij + 1)
]
pN
6 κ7(N− 1)P(Di < d)(NpN + 1)3pN
where the third inequality follows from Cauchy-Schwarz inequality, the second equal-
ity follows by conditioning on ξij = 1, and the last inequality follows from indepen-
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dence and Condition 9.2.8. Note that
P(Di < d) =
d−1∑
k=0
(
N− 1
k
)
pkN(1− pN)
N−1−k
6 κ8(1− pN)N−d
[
1+NpN + · · ·+ (NpN)d−1
]
6 κ9[1+ (NpN)d−1]e−(N−d)pN . (9.35)
Combining above three estimates with Lemma 9.3.3 gives(
E|CN,2i (s) −Ci(s)|
)2
6 E|CN,2i (s) −Ci(s)|
2
6 κ0[1+ (NpN)d+3]e−NpN + κ0
( 1
NpN
+ e−NpN
)
.
(9.36)
Combining (9.15), (9.29), (9.30), (9.33), (9.34), (9.36) and Condition 9.2.8 gives us
max
i∈[N]
√
NpNE
∥∥∥XNi −Xi∥∥∥2∗,t 6 κ
∫t
0
max
i∈[N]
√
NpNE
∥∥∥XNi −Xi∥∥∥2∗,s ds+ κ.
Part (i) of the theorem now follows from Gronwall’s lemma.
e proof of propagation of chaos property as stated in eorem 9.2.9 (ii) follows
now from standard arguments (cf. [159]), and hence is omied. Also, having proved
eorem 9.2.9 (i), the proof of convergence of local occupancy measures as stated in
eorem 9.2.9 (iii) can be established using similar arguments as in [22, Corollary
3.3].
We now complete the proof of eorem 9.2.12.
Proof of eorem 9.2.12. In order to prove the theorem it suces, in view of eo-
rems 9.2.3 and 9.2.6, to show that if {GN} satises Condition 9.2.11, then it satises
Condition 9.2.1 a.s.
Using the Cherno inequality (cf. [39, eorem 2.4]), it follows that for every
x > 0 and N ∈N,
P(|DNi − ED
N
i | > x) 6 2 exp
{
−
x2
2EDNi + 2x/3
}
.
Let k(N) .= NpN/ ln(N). Note that by Condition 9.2.11, k(N) → ∞ as N → ∞.
Since EDNi = (N− 1)pN taking x = x(N) = ln(N)(k(N))3/4 in the above expres-
sion yields, for some κ1 ∈ (0,∞),
P(|DNi −NpN| > x(N)) 6 P(|DNi − EDNi | > x(N) − pN)
6 2 exp
{
−
(x(N) − pN)
2
2(N− 1)pN + 2(x(N) − pN)/3
}
6 κ1 exp
{
− κ1
(x(N))2
NpN
}
,
(9.37)
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for suciently large N. us
P
 ⋃
i∈[N]
{
|DNi −NpN| > x(N)
} 6 κ1N exp{− κ1 (x(N))2
NpN
}
. (9.38)
From the choice of x(N), we have (x(N))2/[NpN ln(N)]→∞, as N→∞. ere-
fore, the right side of (9.38) is summable overN. From the Borel-Cantelli lemma we
conclude a.s., for all suciently large N and all i ∈ [N]
|DNi −NpN| 6 x(N),
and therefore for all such N
NpN − x(N) 6 dmin(GN) 6 dmax(GN) 6 NpN + x(N). (9.39)
Finally, observe that
x(N)
NpN
=
ln(N)(k(N))3/4
k(N) ln(N)
=
1
(k(N))1/4
→ 0 as N→∞. (9.40)
Combining (9.39) and (9.40), dmin(GN)→∞ and
dmax(GN) − dmin(GN)
dmin(GN)
=
2x(N)
NpN − x(N)
→ 0,
as N → ∞. is together with Remark 9.2.2 shows that Condition 9.2.1 holds for
{GN} a.s., completing the proof of eorem 9.2.12.
We now complete the proof of Lemma 9.3.2. We begin with the following lemma
from [22].
Lemma 9.3.5 ([22, Lemma 5.1]). Let X be a Binomial random variable with number
of trials N and probability of success p. Let q .= 1− p. en for eachm ∈N,
E
[
1{X>0}
1
(2X)m
]
6 E 1
(X+ 1)m
6 m
m
(N+ 1)mpm
.
Proof of Lemma 9.3.2. As before, we will omit the superscript in the ξij’s and Di’s
for notational convenience. We rst show (9.27). From the independence between
{Xi} and {ξij} it follows that
UAs =
∑
(k2,...,kd)∈SNi
(j2,...,jd)∈SNi
E
[
1{Di>d−1}α
N(i; j2, j3, . . . , jd)αN(i;k2,k3, . . . ,kd)
]
× E
[(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)
×
(
b(Xi(s),Xk2(s), . . . ,Xkd(s)) −
Ci(s)
d
)]
.
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Noting that
E
[(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)
×
(
b(Xi(s),Xk2(s), . . . ,Xkd(s)) −
Ci(s)
d
)]
= 0
(9.41)
when (i, j2,k2, . . . , jd,kd) are distinct, we have
UAs =
∑
E
[
1{Di>d−1}α
N(i; j2, j3, . . . , jd)αN(i;k2,k3, . . . ,kd)
]
E
[(
b(Xi(s),Xj2(s), . . . ,Xjd(s)) −
Ci(s)
d
)
(
b(Xi(s),Xk2(s), . . . ,Xkd(s)) −
Ci(s)
d
)]
6 E
[∑
1{Di>d−1}α
N(i; j2, j3, . . . , jd)αN(i;k2,k3, . . . ,kd)
]
, (9.42)
where the summation is taken over the collection SˆNi dened in (9.22) and the in-
equality follows since 0 6 b 6 1 and 0 6 Ci(s)d 6 1. As noted in (9.23), the total
number of combinations in (9.22) such that (ξij2ξij3 · · · ξijd)(ξik2ξik3 · · · ξikd) =
1 is no more than κ1D2d−3i and thus we can bound (9.42) by
E
[
1{Di>d−1}
κ1D
2d−3
i
D2i(Di − 1)
2 · · · (Di − d+ 2)2
]
6 κ2E
[
1{Di>0}
1
Di
]
6 2κ2
NpN
,
where the last inequality uses Lemma 9.3.5. is gives the rst inequality in Lemma
9.3.2.
Next we show the second inequality in Lemma 9.3.2. From the independence
between {Xi} and {ξij} and (9.41) it follows from the same argument used for (9.42)
that
VAs 6 E
[∑
1{Dj2>d−1}1{Dk2>d−1}α
N(j2; i, j3, . . . , jd)αN(k2; i,k3, . . . ,kd)
]
,
(9.43)
where the summation is taken over SˆNi dened in (9.22). As noted in (9.26), for xed
(j2,k2) ∈ S¯i with S¯i as in (9.25), the total number of combinations in SˆNi such that
(ξj2iξj2j3 · · · ξj2jd)(ξk2iξk2k3 · · · ξk2kd) = 1
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is no more than κ3(Dd−3j2 D
d−2
k2
+Dd−2j2 D
d−3
k2
) we can bound (9.43) by
E
[ ∑
(j2,k2)∈S¯i
1{Dj2>d−1}1{Dk2>d−1}
κ3(D
d−3
j2
Dd−2k2
+Dd−2j2 D
d−3
k2
)ξj2iξk2i
Dj2(Dj2 − 1) · · · (Dj2 − d+ 2)
]
× 1
Dk2(Dk2 − 1) · · · (Dk2 − d+ 2)
(9.44)
6 κ4
∑
(j2,k2)∈S¯i
E
[
1{Dj2>d−1}1{Dk2>d−1}
(
ξj2iξk2i
D2j2
Dk2
+
ξj2iξk2i
Dj2D
2
k2
)]
= 2κ4
∑
(j,k)∈S¯i
E
[
1{Dj>d−1}1{Dk>d−1}
ξjiξki
D2jDk
]
. (9.45)
Now for (j,k) ∈ S¯i with j 6= k, we have
E
[
1{Dj>d−1}1{Dk>d−1}
ξjiξki
D2jDk
]
= E
[
1{ξjk=1}1{Dj>d−1}1{Dk>d−1}
ξjiξki
D2jDk
]
+ E
[
1{ξjk=0}1{Dj>d−1}1{Dk>d−1}
ξjiξki
D2jDk
]
6 E
[
ξjiξki
(Dj − ξjk + 1)2(Dk − ξjk + 1)
]
+ E
[
1{Dj−ξjk>0}1{Dk−ξjk>0}
ξjiξki
(Dj − ξjk)2(Dk − ξjk)
]
= E
[
ξji
(Dj − ξjk + 1)2
]
E
[
ξki
Dk − ξjk + 1
]
+ E
[
1{Dj−ξjk>0}
ξji
(Dj − ξjk)2
]
E
[
1{Dk−ξjk>0}
ξki
Dk − ξjk
]
,
where the last equality follows from independence between (ξji,Dj − ξjk) and
(ξki,Dk − ξjk). Using exchangeability and Lemma 9.3.5 we have
E
[
ξji
(Dj − ξjk + 1)2
]
=
1
N− 2
∑
l∈[N],l 6=j,k
E
[
ξjl
(Dj − ξjk + 1)2
]
=
1
N− 2
E
[
Dj − ξjk
(Dj − ξjk + 1)2
]
6 1
N− 2
E
[
1
Dj − ξjk + 1
]
6 1
(N− 2)(N− 1)pN
.
354
Chapter 9. Load Balancing Topologies: JSQ(d) on Graphs
Similarly one can verify that
E
[
ξki
Dk − ξjk + 1
]
6 1
N− 2
, E
[
1{Dk−ξjk>0}
ξki
Dk − ξjk
]
6 1
N− 2
E
[
1{Dj−ξjk>0}
ξji
(Dj − ξjk)2
]
6 4
(N− 2)(N− 1)pN
.
Combining these gives us
E
[
1{Dj>d−1}1{Dk>d−1}
ξjiξki
D2jDk
]
6 5
(N− 2)2(N− 1)pN
, when j 6= k.
Also note that the summation in (9.45) when j = k is
N∑
j=1,j6=i
E
[
1{Dj>d−1}
ξji
D3j
]
=
N∑
j=1,j 6=i
E
[
1{Di>d−1}
ξij
D3i
]
= E
[
1{Di>d−1}
1
D2i
]
6 4
(NpN)2
,
where the rst equality uses exchangeability and the inequality uses Lemma 9.3.5.
Combining these two estimates with (9.45) gives
VAs 6 κ5
N2
(N− 2)2(N− 1)pN
+ κ5
1
(NpN)2
6 κ6
NpN
+
κ6
(NpN)2
for some κ5, κ6 ∈ (0,∞). is completes the proof of Lemma 9.3.2.
Finally we complete the proof of Lemma 9.3.4.
Proof of Lemma 9.3.4. As before, we will omit the superscript in ξij’s and Di’s for
notational convenience. Fix i ∈ N. From (9.3) and (9.8), using Cauchy–Schwarz and
Doob’s inequalities we have for any xed t ∈ [0, T ]
E
∥∥∥XNi −Xi∥∥∥4∗,t 6 κ1
∫t
0
E|XNi (s) −Xi(s)|
4 ds+ κ1
∫t
0
E|CNi (s) −Ci(s)|
2 ds
+ κ1
∫t
0
E|CNi (s) −Ci(s)|
4 ds. (9.46)
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Recall the denition ofCNi (s) andCi(s) from (9.4) and (9.8). From the bound ‖b‖∞ 6
1 and (9.6), for s ∈ [0, T ] we have |Ci(s)| 6 d and
E|CNi (s)|
4 6 E
∣∣∣∣∣∣1{Di<d−1}(Di + 1) + 1+ (d− 1)
∑
j2∈[N],j2 6=i
1{Dj2>d−1}
ξj2i
Dj2
+
∑
j2∈[N],j2 6=i
1{Dj2<d−1}ξij2(Di + 1)
∣∣∣∣∣∣
4
6 κ2 + κ2E
[ ∑
j2∈[N],j2 6=i
1{Dj2>d−1}
ξj2i
Dj2
]4
(9.47)
+ κ2E
[ ∑
j2∈[N],j2 6=i
1{Dj2<d−1}ξij2(Di + 1)
]4
.
(9.48)
Here the second term on the right hand side can be wrien as
κ2E
[ ∑
j2∈[N],j2 6=i
1{Dj2>d−1,Di>0}
Di
Dj2
ξj2i
Di
]4
6 κ2E
[ ∑
j2∈[N],j2 6=i
1{Dj2>d−1,Di>0}
(
Di
Dj2
)4 ξj2i
Di
]
[ ∑
j2∈[N],j2 6=i
1{Dj2>d−1,Di>0}
ξj2i
Di
]3
6 κ2E
∑
j2∈[N],j2 6=i
1{Dj2>d−1}
D3iξj2i
D4j2
= κ2
∑
j2∈[N],j2 6=i
E
[
1{Dj2−ξj2i+1>d−1}
(Di − ξj2i + 1)
3
(Dj2 − ξj2i + 1)
4
]
pN
= κ2
∑
j2∈[N],j2 6=i
E
[
1{Dj2−ξj2i+1>d−1}
1
(Dj2 − ξj2i + 1)
4
]
E
[
Di − ξj2i + 1
]3
pN
6 κ3(N− 1)
1
(N− 1)4p4N
(NpN + 1)3pN 6 κ4,
where the rst inequality uses Holder’s inequality, the rst equality follows by con-
ditioning on ξj2i = 1, the second equality follows from independence, and the third
inequality uses Lemma 9.3.5 and moment estimates of binomial random variables.
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Following the similar argument, we can write the last term in (9.48) as
κ2E
[ ∑
j2∈[N],j2 6=i
1{Dj2<d−1,Di>0}Di(Di + 1)
ξij2
Di
]4
6 κ2E
[ ∑
j2∈[N],j2 6=i
1{Dj2<d−1,Di>0}D
4
i(Di + 1)
4 ξij2
Di
]
[ ∑
j2∈[N],j2 6=i
1{Dj2>d−1,Di>0}
ξj2i
Di
]3
6 κ2E
∑
j2∈[N],j2 6=i
1{Dj2<d−1}D
3
i(Di + 1)
4ξij2
= κ2
∑
j2∈[N],j2 6=i
E
[
1{Dj2−ξij2+1<d−1}(Di − ξij2 + 1)
3(Di − ξij2 + 2)
4
]
pN
= κ2
∑
j2∈[N],j2 6=i
E
[
1{Dj2−ξij2+1<d−1}
]
E
[
(Di − ξij2 + 1)
3(Di − ξij2 + 2)
4
]
pN
6 κ5(N− 1)P(Di < d)(NpN + 1)7pN.
Combining above three estimates with (9.35) and using Condition 9.2.8, we have
E|CNi (s)|
4 6 κ6. It then follows from (9.46) that
E
∥∥∥XNi −Xi∥∥∥4∗,t 6 κ7
∫t
0
E‖XNi −Xi‖4∗,s ds+ κ7.
e result then follows from Gronwall’s inequality.
9.4 Conclusion
We have considered the JSQ(d) policy in large-scale systems where the servers com-
municate with their neighbors and the neighborhood relationships are described in
terms of a suitable graph. We have developed sucient criteria for arbitrary graph
sequences so that asymptotically the evolution of the occupancy process on any nite
time interval is indistinguishable from that for the case when the graph is a clique.
We have also considered sequences of Erdo˝s-Re´nyi random graphs and established
sucient criteria in terms of the growth rates of the average degree that ensure the
annealed and quenched limit of the occupancy process on any nite time interval to
coincide with that in the clique.
e steady-state behavior of the occupancy measure process associated with the
above graph sequences is an important and challenging open question. Steady-state
properties of the JSQ(d) scheme has been well studied in the case of a clique. For
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example, in [121, 122] it is shown that piN, the stationary measure of the occupancy
process of theN-th system, converges in distribution to δq∗ , where q∗ is the unique
xed point of the limiting deterministic dynamical system q(·). Roughly speaking
such a result says that the limits t→∞ andN→∞ can be interchanged. Based on
eorems 9.2.3, 9.2.6, 9.2.9, and 9.2.12, it is natural to conjecture that a similar inter-
changeability also holds for more general graphs considered in this chapter. How-
ever, the seing here is more complicated, in particular, the occupancy process is not
Markov any more. One may conjecture that with piN replaced by the time asymp-
totic limit of the law of the occupancy process, the convergence piN → δq∗ still
holds. However, currently even the existence of such a time asymptotic limit is not
clear.
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Summary
A fundamental challenge in large-scale networked systems viz. data centers and
cloud networks is to distribute tasks to a pool of servers, using minimal instanta-
neous state information, while providing excellent delay performance. In this thesis
we design and analyze load balancing algorithms that aim to achieve a highly e-
cient distribution of tasks, optimize server utilization, and minimize communication
overhead. A canonical model of these systems consists of N parallel single-server
queues with unit-exponential service rates and a single dispatcher where tasks ar-
rive at rate λ(N). Motivated by the immense operational scale of data centers and
cloud networks, we analyze this model in a large-capacity regime, where bothN and
λ(N) grow large in proportion.
In Chapter 1 we start with an introduction to the various load balancing algo-
rithms studied in the existing literature. We further provide an overview of our con-
tributions along with a high-level description of the stochastic coupling techniques
that play an instrumental role in establishing the results.
In Chapter 2 we consider a class of schemes where the dispatcher assigns each
arriving task to a server with the shortest queue among d(N) randomly selected
servers (1 6 d(N) 6 N). is load balancing strategy is referred to as a JSQ(d(N))
scheme, marking that it subsumes the Join-the-Shortest eue (JSQ) policy as a cru-
cial special case for d(N) = N. e JSQ policy exhibits several strong optimality
properties, but at the cost of a prohibitively high communication burden of N per
task. In contrast, a random assignment policy (d(N) = 1) has no communication
overhead but has much worse delay performance. Leveraging a novel stochastic
coupling construction, we rst show that asymptotic optimality can be achieved on
uid and diusion scale while reducing the overhead by nearly a factor O(N) and
O(
√
N/ logN), respectively, as the number of servers N becomes large.
In Chapter 3 we consider the Join-the-Idle queue (JIQ) strategy, which assigns the
incoming tasks to idle servers, if any, and to a server selected uniformly at random
otherwise. Exploiting the memory at the dispatcher as a further dimension, JIQ can
be implemented in a token-based manner with only O(1) communication overhead
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per task. We establish that the JIQ strategy achieves diusion-level optimality, and
thus comparing with the results presented in Chapter 2, the JIQ strategy outperforms
the JSQ(d(N)) schemes in terms of delay and communication.
In Chapter 4 we analyze the steady-state diusion process that comes as the weak
limit of the appropriately scaled occupancy states of a system under the JSQ policy
as the number of servers grows large. From a methodological point of view, the
diusion process under consideration goes beyond the state-of-the-art techniques in
the study of the steady state of diusion processes. Exploiting a technique involving
the theory of regenerative processes, we establish precise tail asymptotics of the
stationary distribution and scaling of extrema of the process on large time intervals.
Our results imply that the asymptotic steady-state scaled number of servers with
queue length two or larger exhibits an exponential tail, whereas that for the number
of idle servers turns out to be Gaussian.
e asymptotic optimality results of Chapter 2 are extended in Chapter 5 to an
innite-server scenario where the single-server queues are replaced by server pools.
As it turns out, due the intrinsic dierence in the dynamics, a fundamentally dierent
coupling argument is required to establish asymptotic optimality results.
Along with the delay-communication trade-o, in Chapter 6 we further consider
the issue of energy consumption, which has increasingly become a concern in large-
scale data centers in recent years. Specically, we provide the rst token-based joint
auto-scaling and load balancing algorithm that has a distributed scalable implemen-
tation and yet achieves asymptotic optimality on uid scale in all three aspects of the
delay-communication-energy trade-o.
Chapter 7 extends the asymptotic optimality result of Chapter 6 in the case when
the servers have an innite buer capacity. As it turns out, establishing asymptotic
optimality results in this case is fundamentally more challenging, since the system
stability under the usual subcritical load assumption is not automatic. We develop
a novel method to prove this stability for any subcritical load, and establish con-
vergence of steady-state distributions to the optimal one, as the system size grows
large.
e analysis becomes much more complicated when the servers are intercon-
nected by some graph topology. e topology can arise, for example, due to selec-
tive placement of data les. Due to the lack of a tractable Markovian state descrip-
tion, analysis of such systems had remained intractable for topologies sparser than a
clique. We exploit a novel stochastic coupling framework in Chapter 8 and an asymp-
totic decoupling method in Chapter 9 to establish that for various load balancing al-
gorithms the asymptotic behavior of a clique can be achieved in the large-capacity
regime while dramatically reducing the number of connections.
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