ABSTRACT Unmanned aerial vehicles (UAVs) have attracted growing interest in wireless communications due to their several superiorities, such as highly controllable mobility, favorable communication links with the ground, on-demand deployment, and low cost. This paper investigates a UAV-ground communication system, where a UAV is dispatched to send classified information to a legitimate user in the presence of an eavesdropper on the ground while simultaneously avoiding flying over the no-fly zones (NFZs). We aim to maximize the average secrecy rate of the system by jointly optimizing the UAV's trajectory and transmit power over a given flight period under the practical constraints on the UAV's maximum speed, the initial and final locations, avoidance of NFZs, as well as the transmit power. Although the existing works have studied a similar secrecy rate maximization problem, they all rely on general-purpose solvers, which leads to considerably high computational complexity. To address this issue, we propose an efficient algorithm by applying the techniques of alternating optimization (AO) and successive convex approximation (SCA) to obtain a suboptimal solution and utilizing the alternating directional method of multipliers (ADMM) under the SCA framework to realize low-complex implementation. The simulation results demonstrate the superior computational efficiency of our proposed algorithm and show the impact of NFZs on the system. INDEX TERMS Unmanned aerial vehicles (UAVs), physical layer security, no-fly zone (NFZ) constraints, joint trajectory and power design, alternating directional method of multipliers (ADMM).
I. INTRODUCTION
The unmanned aerial vehicle (UAV) has recently emerged as a promising technique in military and civilian domains, such as surveying and mapping, surveillance and monitoring, power patrol inspection, etc. Several benefits of UAVs, such as high flexibility, the ability of on-demand deployment and low operational cost, are attractive to wireless service providers [1] . Specifically, as a high possibility exists of having line-of-sight (LoS) links with ground users, UAVs possess dependable air-to-ground channels and hence can be deployed as aerial base stations (BSs) to enhance the existing wireless communication networks' capacity, or provide temporary service in disaster-affected areas. Moreover, The associate editor coordinating the review of this manuscript and approving it for publication was Yue Cao.
UAV-aided wireless networks can achieve performance enhancement via cautious trajectory design, besides conventional communication resource assignment.
The above advantages have inspired a proliferation of researches on UAV-aided communications. Earlier studies mainly focus on the placement optimization of UAVs as aerial quasi-static BSs [2] - [4] , where the UAVs are employed to serve a group of ground users. To fully leverage the UAV's mobility, people turn their attention to the dynamic trajectory design. Extensive research efforts have been devoted to the trajectory optimization of UAVs in multiple access systems [5] - [8] , broadcast channels [9] , relaying systems [10] , [11] , energy-efficient communications [12] , [13] , multi-UAV networks [14] , and mobile-edge computing systems [15] - [17] . However, due to the broadcast nature of LoS channels, it is difficult to guarantee the confidentiality of UAV-ground communications since sent messages are more likely to be divulged to the potential ground eavesdroppers.
A. RELATED WORK AND MOTIVATION
Recently, as an alternative to conventional cryptographic methods, physical (PHY) layer security has drawn growing attention in wireless communication fields. There have been prior works on UAV-assisted secure communications, where the secrecy rate is regarded as the performance metric. Reference [18] investigates both the downlink and uplink communication systems, and proposes an efficient algorithm to maximize the average secrecy rate by jointly optimizing the UAV trajectory and transmit power. Considering a more practical scenario where the locations of multiple eavesdroppers are imperfectly known to the UAV, the authors in [19] propose a joint design algorithm of robust trajectory and transmit power of the UAV to maximize the worst-case secrecy rate of the system. For a UAV-aided mobile relaying system, the authors in [20] optimize the transmit power of the source/relay to improve the PHY security of the system, assuming the UAV flies unidirectionally from source to destination at a constant altitude and velocity. Following [20] , reference [21] considers a joint source/relay transmit power and trajectory design problem for a UAV-enabled relaying network, and shows that the trajectory optimization is vital for secrecy enhancement. In [22] , the UAV works as a friendly jammer to secure the ground wiretap channel, rather than a legitimate transmitter. The authors in [23] consider a novel UAV-aided secure communication system with cooperative jamming, where a UAV communicates with multiple ground users in a time division multiple access (TDMA) manner while a collaborative UAV sends jamming signal to defend against potential overhearing. A joint user scheduling, trajectory and transmit power optimization algorithm is proposed to maximize the minimum secrecy rate among the users. Reference [24] formulates an optimization problem similar to that in [23] for the frequency division multiple access (FDMA) systems, while taking into account the collision avoidance in the trajectories design of the UAV transmitter and jammer. In [25] , the authors investigate the worst-case secrecy rate maximization by assuming that the UAV transmitter and jammer have incomplete knowledge of the single eavesdropper's location. Besides, the authors in [26] propose a novel scheme via jointly optimizing the UAV trajectory and time scheduling to guarantee the security of a UAV-relayed wireless network with local caching. A recent work [27] studies an energy efficiency maximization problem for a secure UAV-enabled orthogonal frequency division multiple access (OFDMA) network with multiple legitimate users and a potential eavesdropper located at an uncertain region.
A conventional method widely adopted in the above works is to combine the techniques of alternating optimization (AO) and successive convex approximation (SCA), which is called SCA-AO in the following content. Specially, AO technique optimizes trajectory variables and communication resource variables alternately and iteratively, while SCA framework addresses the non-convexity of subproblems by applying the first-order Taylor expansion. However, due to dependency on general-purpose solvers such as CVX [28] , SCA-AO is too time-consuming. Even worse, its complexity increases noticeably as the problem scale goes up. As a powerful first-order approach, the alternating directional method of multipliers (ADMM) [29] offers a solution to reduce the computational complexity, and has successfully applied to large-scale problems for beamforming design and resource allocation in various wireless networks. Decentralized algorithms based on the combination of the SCA framework and the ADMM approach are developed in [30] for the energy efficiency fairness optimization problem in a multicell multiuser multiple-input single-output downlink system. The authors in [31] consider the multi-group multicast beamforming design problem in large-scale wireless systems, and propose a low-complexity high-performance algorithm by exploiting the advantages of the ADMM method together with the convex-concave procedure (CCP) principle. It is demonstrated in their work that the ADMM-based algorithm has a great superiority in computational efficiency.
It's worth mentioning that although literatures mentioned above on UAV trajectory design have considered many mobility constraints, such as flying speed, initial/final location, collision avoidance and so on, they pay little attention to the geographic restrictions on trajectory planning. For instance, there are some no-fly zones (NFZs) where UAVs are banned from flying for threat avoidance or policy factors. Currently, limited researches have been done on UAV trajectory optimization considering the NFZ constraints. Reference [32] develops a safe-distance-based strategy for NFZ avoidance in the formation control of multiple UAVs. In [33] , a path planning module is presented to calculate quasi-optimal trajectories for UAVs in the context of military operations with multiple NFZs. As far as we know, the authors in [34] firstly take the NFZ constraints into account in joint trajectory and resource allocation design for UAV-enabled air-to-ground communication systems. Up to now, no efforts have been made to the study of secure UAV communications with the NFZ constraints.
B. CONTRIBUTIONS
Motivated by the analyses above, we study in this paper a downlink secure transmission scenario as shown in Fig.1 , where a UAV delivers secret messages to a legitimate receiver in the presence of an on-ground eavesdropper. Meanwhile, the UAV is prohibited from flying over the NFZs. We formulate a joint UAV trajectory and power optimization problem to maximize the achievable average secrecy rate over a finite flight period, while guaranteeing the UAV's maximum speed, the initial and final locations, the NFZ constraints, as well as the transmit power constraints. Specifically, the main technical novelty and research findings of this paper are summarized as follows.
• To our best knowledge, this paper is the first work that considers NFZ constraints in secure UAV communications, which is more practical in comparison with the similar work without NFZ consideration [18] .
• The formulated problem is non-convex due to the coupling of power and trajectory variables, and hence there is no general method to obtain the globally optimal solution. We thus propose an efficient algorithm via the AO technique to obtain a suboptimal solution, which alternately optimizes transmit power variables and trajectory variables in an iterative manner until convergence.
• The trajectory optimization subproblem with fixed power control is still challenging to solve due to its non-convexity. We thus apply the SCA technique to transform the non-convex subproblem into a convex approximate one in each iteration, with fewer slack variables compared to [18] . Furthermore, to reduce the computational complexity, each resulting convex approximate subproblem is then reformulated as an equivalent ADMM form, which enables closed-form solutions in each updating step.
• Numerical results show that our proposed ADMM-based iterative algorithm achieves the same favorable performance as the CVX-based method SCA-AO, with dramatically reduced computation time.
Besides, compared to the benchmark scheme without transmit power control, the proposed algorithm can improve the security performance. Simulation results provide helpful insights for the impact of NFZs on secure UAV communications as well. Different from those similar works solved by generalpurpose solvers, we leverage the ADMM approach to realize low-complex implementation. It is worth pointing out that although we investigate a downlink secure transmission scenario, our proposed algorithm can be modified easily to work for the secrecy rate maximization problems in uplink UAV communication systems, or in the case that the UAV is employed as a cooperative jammer to secure the ground wireless communication [22] . We also note that the authors in [27] solve their considered convex optimization subproblem for user scheduling and power control by adopting the dual decomposition method, rather than general-purpose solvers. However, for our considered convex approximate subproblem for trajectory optimization, this method has no advantage over our proposed ADMM-based algorithm. If the dual decomposition method is applied in our case, updating steps can be carried out neither separately in parallel for each trajectory variable, nor in closed-form solutions, since trajectory variables are coupled between neighbor time slots in the constraints. Our proposed ADMM-based algorithm realizes the decoupling of trajectory variables between neighbor time slots, and enables closed-form solutions in each updating step. Thus, there is no doubt that our proposed algorithm is more time-efficient than the dual decomposition method.
C. ORGANIZATION AND NOTATIONS
The rest of this paper is organized as follows. Section II introduces the system model for a UAV-enabled secure communication network and formulates the average secrecy rate maximization problem. In section III, we propose a lowcomplexity ADMM-based iterative algorithm for the considered problem. Section IV provides numerical results to demonstrate the efficacy of the proposed algorithm. Finally, we conclude the paper in Section V.
Notations: In this paper, scalars are denoted by italic letters, while column vectors and matrices are denoted by boldface lower-case and upper-case letters, respectively. · denotes the Euclidean norm of a vector, and the superscript (·) T represents the transpose. I K is the K × K identity matrix; 0 K is the K -dimensional all-zero vector. R N ×1 denotes the space of N -dimensional real-valued vector. Notation ⊗ denotes the Kronecker product.
II. SYSTEM MODEL AND PROBLEM FORMULATION A. SYSTEM MODEL
As shown in Fig.1 , we consider a downlink transmission scenario where a UAV transmits private information to a legitimate receiver D in the presence of an eavesdropper E, while simultaneously avoiding flying over the NFZs. Both D and E are assumed at fixed locations on the ground which are known to the UAV.
Without loss of generality, we consider a three-dimensional (3D) Cartesian coordinate system with node i's horizontal coordinate denoted by
To avoid unnecessary energy consumption on aircraft ascending or descending, the UAV is assumed to fly horizontally at a fixed altitude H in meter (m). The results in this paper can be readily extended to the case with varying altitude as well. The initial and final locations of the UAV are predetermined, which are denoted as q 0 = [x 0 , y 0 ] T and q F = [x F , y F ] T , respectively. Here, T in second (s) denotes the flight period of the UAV. For convenience, we divide T into N time slots with each slot duration δ t = T /N , which is adequately small such that the UAV's location can be regarded as almost unchanged within each time slot [35] . Thus, the UAV's horizontal trajectory over the flight period T can be approximated by the sequence
Furthermore, we assume that there are J nonoverlapped NFZs of sparse distribution where the UAV is strictly prohibited to fly. The NFZ j ∈ {1, · · · , J } is defined as a cylindrical region with a finite height H j in m, H ≤ H j , ∀j. Denote the horizontal coordinate center and radius of each NFZ j by q
T and Q j , ∀j, respectively. Subject to the maximum speed constraints and NFZ constraints, the UAV trajectory should satisfy
where S max V max δ t is the maximum horizontal distance that the UAV can travel within one time slot on the assumption of maximum speed V max in meter/second (m/s).
As shown in the measurement results [1] , [36] , [37] , the airto-ground communication channels are primarily dominated by LoS link. Following the free-space path loss model normally adopted in prior literatures on UAV-aided communications, the channel power gain from the UAV to node i ∈ {D, E} in time slot n can be expressed as
2 is the link distance between the UAV and node i in time slot n, and β 0 denotes the channel power gain at the reference distance of 1 m, whose value is dependent on the antenna gain, the carrier frequency, etc.
The transmit power of the UAV in time slot n is denoted by p[n], which is subject to the following constraints
withP and P peak denoting the average power and the peak power, respectively. Accordingly, the achievable rate from the UAV to node i ∈ {D, E} in time slot n, denoted by R i [n] in bits/second/Hertz (bps/Hz), can be expressed as
where γ 0 = β 0 σ 2 represents the reference signal-to-noise ratio (SNR) and σ 2 denotes the independent Gaussian noise power at D or E. As a consequence, the average achievable secrecy rate from the UAV to the legitimate receiver D over N time slots in bps/Hz is given by
where (5) via jointly optimizing the UAV's trajectory q and transmit power p over all time slots, while taking into account the maximum speed constraints and NFZ constraints in (1) and transmit power constraints in (3). The problem of our interest can be formulated as
where the operator [·] + has been ignored, since according to [18] , a non-negative secrecy rate at each time slot can always be achieved by controlling the transmit power of the UAV. Notice that although smooth, problem (6) is still non-convex and challenging to solve.
III. PROPOSED SOLUTION
In this section, we propose a low-complexity ADMM-based iterative algorithm for solving problem (6) . Specifically, problem (6) is partitioned into two subproblems, namely power optimization with fixed trajectory and trajectory optimization with fixed power control, which are solved alternately in an iterative manner until convergence is achieved.
A. POWER OPTIMIZATION
For any given UAV trajectory q, problem (6) can be written as
where a n = γ 0
Although problem (7) is non-convex with respect to p, its optimal solution can be obtained as shown in [38] 
wherê
44462 VOLUME 7, 2019 In (10), λ is a non-negative parameter that ensures constraint (3a), which can be found efficiently by bisection search [28] .
B. UAV TRAJECTORY OPTIMIZATION
Given any feasible power allocation p, problem (6) is simplified into the following problem for optimizing the UAV trajectory q only, i.e.,
where
. Note that the problem (11) is nonconvex due to the non-convexity of the objective function and constraint (1d). In general, it cannot be solved efficiently.
1) SCA FRAMEWORK

By introducing the slack variables
T , we can reformulate problem (11) as
.
It is easy to prove that constraint (12b) holds with equality at the optimal point of problem (12) , since otherwise the objective value could be further improved as t[n] increases without violating constraint (12b). However, problem (12) is still non-convex due to the term log 2 
in the objective function and constraints (12b) and (1d). To tackle the non-convexity, we adopt the SCA technique to obtain a converged approximate solution of problem (12) in an iterative way. Specially, {q r [n], ∀n} stands for the given UAV trajectory in the r-th iteration. Note that since log 2 
is a convex function with respect
we can obtain the following convex lower bound for it as in [7] , i.e., log 2 
In constraint (12b), since q [n] − w E 2 is convex with respect to q[n], its first-order Taylor expansion at the given point q r [n] is a global over-estimator, i.e.,
Similarly, we obtain the following inequality in constraint (1d)
With any given local point {q r [n], ∀n} in the r-th iteration as well as the lower bounds in (13), (16) and (17), problem (12) is approximated as
Since the objective function is convex, (18b) and (18c) are all linear constraints while (1a)-(1c) are all convex quadratic constraints, (18) is a convex optimization problem that can be efficiently solved by general-purpose solvers such as CVX. Since CVX invokes the interior-point method to solve convex optimization problems, the complexity of solving problem (18) 
based on the analyses in [7] , [39] , where N and J are the number of time slots and NFZs, respectively. Obviously, this leads to a fairly high computational complexity, especially in the case of rather long flight period.
Remark 1: In comparison with the existing work in [18] , the main novelty of our proposed SCA framework is reducing the number of introduced slack variables by N , contributing to an easier reformulation of the framework as an ADMM one, as this paper shows later.
2) ADMM-BASED ALGORITHM
To reduce the computational complexity, we propose an ADMM-based algorithm to solve problem (18) , whose each updating step only requires some multiplications and additions instead of general-purpose solvers. Towards this end, we introduce m [n] as the copy of the original trajectory vector q [n] at node D and E. For ease of notation, we define
can be equivalently expressed as
(m, t) ∈ S,
where the feasible region of (m, t) is denoted by
However, the constraints (1a)-(1c) are still coupled between neighbor time slots. To overcome this difficulty, we define
. Then constraints (1a)-(1c) can be compactly expressed as Dq − v = z, z n ∈ Z, ∀n, where Z {z n | z n ≤ S max } is the feasible region of z n and
Similarly, we define h n q[n], ∀n and h
Then we can replace constraint (18c) with q = h, h n ∈ H, ∀n, where
is the feasible region of h n . In order to improve the convergence rate of ADMM, we use Bq − u = c, c n ∈ C, ∀n, to express the UAV mobility constraints including the maximum speed constraints in (1a)-(1c) and NFZ constraints in (18c), where
z T , h T T and C {c n |c n ∈ Z, n = 1, . . . , N + 1, c n ∈ H, n = N + 2, . . . , 2N + 1} is the feasible region of c n . Then, problem (19) can be rewritten into the following form min q,t,m,c
(m, t) ∈ S, (22c) Bq − u = c, c n ∈ C, ∀n.
It is observed that problem (22) admits a form of standard global consensus problem which is conducive to the application of ADMM. To apply the ADMM method, we first write the augmented Lagrangian (using the scaled dual variable) of problem (22) as   L (q, t, m, c, β, y 
where β and y are the scaled dual variables for constraints (22b) and (22d), respectively. Two different penalty parameters ρ 1 and ρ 2 are adopted to maintain the balance among the penalty term q−m+β 2 and Bq−u−c+y 2 . According to [29, Sec. 3.4 .1], the convergence rate of ADMM algorithm can be improved by adjusting the penalty parameters to keep the above two residual norms within a factor of one another as they both converge to zero. The general idea of the ADMM is to use the Gauss-Seidel method to update the primal variables, the duplicated variables, and the Lagrange multipliers [29] . The key observation from problem (22) is that the primal variables and the duplicated variables in the constraints can be divided into two blocks, {q, c} and {m, t}. Consequently, by alternately updating the three blocks of variables, {q, c}, {m, t} and {β, y}, in each iteration as follows, we can obtain decreasing L (q, t, m, c, β, y).
a: UPDATING {q, c}
The optimization of {q, c} is separable among q and c, and thus we can update them in a sequential fashion
with closed form solution of (24a) given by
As previously defined, the variable c is the combination of variable z relating to the maximum speed constraints in (1a)-(1c) and variable h associated with the NFZ constraints in (18c). Correspondingly, the scaled dual variable y can be divided into two parts, y 1 for the former constraints and y 2 for the latter one. Therefore, the update of variable c can be decomposed into two independent problems, one for each of the two sets z and h, which are given in (26a) and (26b), respectively,
We note that problem (26a) can be decomposed into N + 1 independent subproblems, each of which is a convex quadratically constrained quadratic programming (QCQP) with only one constraint (QCQP-1). The processing of problem (26b) resembles (26a). In various cases, QCQP-1 problem can be solved efficiently [40] . In our context, the optimal solutions of (26a) and (26b) can be obtained respectively in closed forms given by
x , 1}x denotes the projector associated with the linear space Z, and θ n,j denotes the dual variable associated with constraint h n ∈ H, which can be solved by the ellipsoid method. Since the sparsely distributed NFZs are non-overlapped, we can obtain a suboptimal solution of h l+1 n in a more time-efficient way. If
is in at most one NFZ, which we mark as the k-th one. Then we have h l+1
NF , and θ n,k is the dual variable relating to the k-th NFZ constraint, which can be decided by
Obviously, there is ∇g θ n,k < 0. Thus, g θ n,k is monotonically decreasing in the region θ n,k ≥ 0. According to the complementary slackness condition, we have θ * n,k g(θ * n,k ) = 0. With the above analysis, we already know g (0) > 0. Thus, g θ n,k has a zero-crossing in the region θ n,k > 0, and we have g(θ * n,k ) = 0. Therefore, closed-form solution of θ * n,k can be derived as
Evidently, the solution of h l+1 n is near the boundary of the k-th NFZ, and would not violate other NFZ constraints due to the sparse distribution of the NFZs.
Based on the analyses above, the optimal solution of (24b) is c l+1 z l+1 T , h l+1 T T .
b: UPDATING {m, t}
The update of the second block of variables {m, t} is to solve the following problem
Note that problem (29) can be further decomposed into N QCQP-1 subproblems with closed-form solutions given by
where µ n denotes the dual variable associated with constraint {m, t} ∈ S, which can be obtained by applying the bisection method. The details are similar to those in [31] , and thus are omitted here.
c: UPDATING LAGRANGE MULTIPLIERS
The last step of the ADMM is to update the Lagrange multipliers as
Until now, we have derived the closed-form expressions for all the updating steps at iteration l + 1.
C. OVERALL ALGORITHM
Due to the non-convexity of the investigated optimization problem (6), there is no general method to obtain the globally optimal solution. Based on the results in previous two subsections, we propose an overall iterative algorithm to obtain a suboptimal solution by applying the AO technique, which solves the two subproblems (7) and (22) alternately in an iterative manner until convergence or the number of iterations rises past r max . The details of the proposed method are shown in Algorithm 1.
1) CONVERGENCE PROOF
We provide the convergence analysis of Algorithm 1 as follows. Firstly, as subproblem (22) is a convex approximate reformulation of the original non-convex subproblem (11), its optimal objective value serves as a lower bound to that of (11) . The convergence of the ADMM inner loop in Algorithm 1 is guaranteed according to [29, Sec. 3.2] . Secondly, the objective value achieved by Algorithm 1 is non-decreasing over iterations and upper-bounded by a finite value [14] . As a result, the proposed algorithm is guaranteed to converge at a suboptimal solution for the original problem (6).
2) COMPUTATIONAL COMPLEXITY ANALYSIS
The computational complexity of the proposed algorithm can be analyzed as follows. Recall that N and J denote the number of time slots and NFZs, respectively. We note that in each iteration, the main complexity of Algorithm 1 lies in the operation of the matrix inversion in (25) , whose computational cost is O(N 3 ). The key observation is that for fixed system parameters, we only need to perform this operation VOLUME 7, 2019 once in advance, yielding the solution which can be directly used in the ADMM loop. As a result, the complexity of step 5 is about O(N 2 ) on the assumption that J N . In step 6, the computational cost is O(N log 2 d n n ), where d n denotes the length of the original interval of bisection search for µ n , and n represents the given accuracy target, respectively. The complexities of step 7 and 8 are O(N 2 ) and O(1), respectively. Therefore, the total complexity for step 4 to 9 is given by O (I r N 2 ) , with I r denoting the number of iterations needed in the inner loop for solving problem (22) in the r-th iteration. The complexity of step 11 for solving problem (7) is O(N ). Consequently, the total complexity of Algorithm 1 is on the order of O (LI r N 2 ) , where L is the number of iterations needed in the outer loop for convergence. Although it is difficult to analyze the growth order of L and I r with respect to N , simulation results in Section IV show that the proposed algorithm has a great superiority in computational efficiency since each updating step only requires a limited number of multiplications and additions.
3) IMPROVED CONVERGENCE RATE
As mentioned in [30] , since only rough estimates of the solution for problem (P1) can be achieved even with completely convergent ADMM inner loop in the first couple of iterations, it would be better to stop the ADMM part after a fixed number of updates (e.g.,I r ADMM ), which would improve the convergence rate of Algorithm 1. The value of I r ADMM can vary with the evolvement of the outer loop. A little bit different from [30] , we set I r ADMM to be smaller for some first iterations to achieve a good estimate of the solution by the ADMM part. Then, when the outer loop is nearly convergent, we set I r ADMM to be higher to guarantee the convergence of the ADMM loop such that the optimal solution can meet the mobility constraints. T . Other parameters are as follows: δ t = 0.5s, γ 0 = 80dB, P peak = 4P, = 10 −4 and r max = 30. The transmit power is initialized as p 0 [n] =P, ∀n, and the initial trajectory adopts the heuristic best-effort manner without NFZ consideration [18] . For illustration, the legitimate receiver D, eavesdropper E, and the UAV's initial and final locations are marked with , , × and +.
In the simulations, the performance and complexity of our proposed algorithm (denoted as ''ADMM-AO'') are compared with the following benchmark methods:
• SCA-AO: the iterative method proposed in [18] , but modified slightly to cope with the NFZ constraints. Update variables {q l+1 , c l+1 } by (25) and (27) . 6: Update variables {m l+1 , t l+1 } by (30).
7:
Update variables {β l+1 , y l+1 } by (31).
8:
Set l ← l + 1.
9:
until l > I r ADMM or the primal and dual residuals meet the stopping criteria. 10: Set q r+1 = q l .
11:
With given q r+1 , update the transmit power allocation p r+1 by (9).
12:
Set r ← r + 1. 13: until The fractional increase of the objective value is below .
The problem is solved using the CVX package via interior-point solver SDPT3.
• ADMM-NoNFZ: without NFZ consideration during the UAV flight period.
• ADMM-T/NP: trajectory optimization without power control. The transmit power of the UAV in each time slot is set as the average powerP, and the trajectory is optimized by solving the problem (22) iteratively until convergence. For all of the above methods, the iteration terminates when the fractional increase of the objective value s r+1 −s r s r is less than 10 −4 or a maximum of 30 iterations is reached, where s r denotes the objective value of the r-th iteration. For the ADMM-based algorithms (namely, ADMM-AO, ADMMNoNFZ, and ADMM-T/NP), we set I r ADMM = 300 when the fractional increase is more than 10 −3 , and I r ADMM = 30000 for the case that the fractional increase is less than 10 −3 but more than 10 −4 . The penalty parameters are set as ρ 1 = 1 2500 , ρ 2 = 1 300 , which are empirically found to converge fast. The stopping criterion of the ADMM is set as recommended in [29, Sec. 3.3] with the absolute tolerance abs = 10 −6 and the relative tolerance rel = 10 −5 .
A. CONVERGENCE ANALYSIS
We first demonstrate the convergence behavior of the proposed ADMM-AO algorithm for different values of ρ 1 and ρ 2 when T = 80s andP = −5dBm. The algorithm involves an outer-loop iteration for AO and an inner-loop iteration for ADMM, whose convergence properties are illustrated in Fig.2 and Fig.3 , respectively. Without loss of generality, we only demonstrate the convergence of the ADMM inner loop for the SCA 1 problem. Here, in Fig.2 , the value of I r ADMM follows the aforementioned setting. In Fig.3 , the relative error in each iteration is defined as
where f l is the objective value of the l-th iteration and f * is the optimal objective value of the given SCA 1 problem. We set the I 1 ADMM to be large enough and ignore the stopping criteria to explore the convergence property of the ADMM part. As we can see, the convergence behaviors of ADMM-AO algorithm vary with different values of ρ 1 and ρ 2 . From Fig.2 , it is observed that the curves fluctuate remarkably in the first stage of iterations because of the incomplete convergence of the ADMM part. Then, with the increasing of iterations, the algorithm achieves a higher convergence accuracy. Fig.3 shows that the setup of ρ 1 = convergence rate regardless of the values of flight period T and average powerP. Fig.4 shows the trajectories and transmit power of the UAV by applying different algorithms when T = 80s and P = −5dBm. As we can see, the trajectories obtained by ADMM-AO and SCA-AO are almost identical, while that obtained by ADMM-T/NP is much similar to them. If there is no NFZ and T is sufficiently large, as analyzed in [18] , the UAV flies at the maximum speed to reach a certain location (not directly above D), then remains stationary there as long as possible, and finally reaches the final location by the end of the last time slot, which is still true when there are NFZs. As illustrated in Fig.4(a) , if the optimal path is blocked by the NFZs, our proposed algorithm will find the shortest one tangent to the NFZs. Furthermore, as UAV's transmit power and trajectories are each optimized with the other fixed in an alternating manner, different trajectories will result in different power control. It can be observed from VOLUME 7, 2019 Fig.5(a) and Fig.5(b) , respectively. Here, the average power is set as P = −5dBm. From Fig.5(a) , it is observed that as T gets larger, the secrecy rates of all schemes strikingly increase, since the UAV can stay longer at the corresponding hovering location for better communication performance. For all simulated periods, ADMM-AO yields almost the same secrecy rates as SCA-AO, both of which remarkably outperform ADMM-T/NP, but underperform ADMM-NoNFZ. Not surprisingly, the existence of the NFZs decrease the average secrecy rates in general. This is mainly because the UAV has to detour to avoid flying over the NFZs, resulting in less hovering time at the stationary location and different power control. However, the average secrecy rates of ADMM-AO and SCA-AO get closer to that of ADMM-NoNFZ as T increases. An explanation might be that since the time for detouring is insignificant compared to the long flight time, the influence of NFZs becomes weaker with increasing T . Moreover, the remarkable rate gap between ADMM-AO and ADMM-T/NP demonstrates that the joint optimization strategy performs better than just trajectory design.
B. TRAJECTORY AND TRANSMIT POWER COMPARISON
From Fig.5(b) , one can see that when the problem size becomes large, the timing curves of all schemes grow visibly. As expected, the three ADMM-based algorithms, namely, ADMM-AO, ADMM-NoNFZ, and ADMM-T/NP, are much more time-saving than the CVX-based SCA-AO method. Although our proposed ADMM-AO performs as well as SCA-AO for all simulated periods, it can speed up the computation time about 15 ∼ 30 times. We also note that the computation time of ADMM-NoNFZ is about 4 ∼ 7 times faster than ADMM-AO and ADMM-T/NP, since extra computation time is needed to deal with the NFZ constraints. Furthermore, as trajectory optimization is more time-consuming than power control, ADMM-AO only takes a little more time than ADMM-T/NP.
2) COMPARISON WITH VARYING AVERAGE POWER
In Fig.6(a) and Fig.6(b) , we illustrate the average secrecy rates and simulation time of different algorithms versus average powerP when T = 80s. Similar observations as in the previous two figures can be observed. As can be seen, the secrecy rates of all schemes increase withP, and all the rate curves become less steep whenP is high. Compared with SCA-AO, our proposed ADMM-AO always achieves the same performance, but requires less computation time. Another observation is that the increase inP widens the secrecy rate gap between ADMM-NoNFZ and ADMM-AO, due to the fact that the influence of different power control caused by NFZs becomes more significant. On the contrary, although ADMM-AO in general outperforms ADMM-T/NP, the secrecy rate gap between them becomes smaller asP increases. This demonstrates that the performance mainly depends on the trajectory optimization when the average transmit power is high.
From Fig.6(b) , it can be seen that the increase inP leads to the decrease in the computation time of SCA-AO. We also note that the timing curves of ADMM-AO and ADMM-T/NP fluctuate slightly with varying average transmit powerP, since it is difficult to choose the optimal values of penalty parameters ρ 1 and ρ 2 that perform perfectly in all cases.
V. CONCLUSION
This paper has investigated a UAV-enabled secure communication system with the restriction of NFZs as required in some practical scenarios. We have proposed a fast ADMM-based iterative algorithm to maximize the achievable average secrecy rate by jointly optimizing the trajectory and transmit power of the UAV. The algorithm adopts the AO and SCA technique to maintain high-quality performance, and incorporates the ADMM into the SCA framework to realize low-complex implementation. Numerical results verify that our proposed algorithm achieves almost the same performance as the existing CVX-based work, but with substantially reduced computation time. The results of our work can be extended to secure mobile relaying system [21] , UAV-aided secure networks with cooperative jamming [23] , 3D UAV trajectory design with both altitude and horizontal position optimization, as well as the case with quality-ofservice (QoS) guarantees for legitimate receivers, which will be left as future work. Besides, as multiple-antenna techniques are commonly considered in physical layer security for improving secrecy performance [41] , an extension of the results in the paper to a scenario with multiple antennas for further security enhancement is worth pursuing in future work. Finally, since the assumption of a single eavesdropper is generally over optimistic, it is worth extending this work to the case with multiple eavesdroppers [19] . However, how to formulate an ADMM form efficiently for this case is challenging and needs further investigation.
