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Ausgehend von einem Szenario, in dem sich Menschen und Roboter einen Arbeitsraum
teilen, wird ein System zur automatischen Behandlung von Fehlerzuständen in automa-
tisierten Montageprozessen vorgestellt. Tritt ein Fehler auf, so wird dieser erkannt und
klassifiziert. Handelt es sich um einen bisher unbekannten Fehler, so wird der Mensch,
welcher dem Roboter am nächsten ist gebeten, eine Fehlerbehandlung durch Interaktion
mit dem Roboter durchzuführen. Diese Fehlerbehandlung wird aufgezeichnet, sodass sie
bei einem erneuten Auftreten des gleichen Fehlers wieder angewendet werden kann. Ist
der aufgetretene Fehler jedoch bereits bekannt, so wird eine dazu passende Fehlerbehand-
lung ausgewählt und ausgeführt, ohne dass es zu einer Interaktion kommt. Somit sinkt
die Interaktionsrate über die Zeit betrachtet und das System lernt immer mehr Fehler
eigenständig zu behandeln. Zusätzlich wird vorgestellt, wie verschiedene und aufgeze-
ichnete Fehlerbehandlungen gemäß vorgegebenen Performancemaßen optimiert werden
können.
Zur Realisierung eines solchen Systems wird zunächst ein passendes Eingabegerät zur
Durchführung der Fehlerbehandlung benötigt. Im Rahmen einer Benutzerstudie mit 31
Teilnehmern werden typische Eingabegeräte, welche in industriellen Roboterarbeitszellen
zu finden sind, auf ihre Eignung untersucht. Dabei zeigte sich, dass die besten Ergeb-
nisse unter Verwendung von Kinesthetic Guidance (KG) erreicht werden konnten. In einer
weiteren Benutzerstudie war es das Ziel, die Eigenschaften von KG näher zu bestimmen.
An dieser Studie haben 78 Teilnehmer unterschiedlicher Altersgruppen und mit unter-
schiedlichen Hintergründen teilgenommen. Es zeigte sich, dass bei der Verwendung von
KG keine Korrelation zwischen persönlichen Eigenschaften, wie zum Beispiel dem Alter
oder räumlichen Vorstellungsvermögen, und dem Erfolg der Interaktion gefunden werden
konnte. Zusätzlich konnte keine Korrelation zwischen dem erfolgreichen Ausführen einer
Montage per Hand oder per KG gefunden werden. Hingegen konnte gezeigt werden, dass
schnelle Lernerfolge die Intuitivität, welche KG nachgesagt wird, belegen. Somit lässt
sich sagen, dass KG von der Allgemeinheit ohne spezielles Vorwissen zur Interaktion mit
Robotern einsetzt werden kann. Es ist jedoch zu beachten, dass es Unterschiede bezüglich
der Dauer, den wirkenden Kräften sowie den Bewegungsgeschwindigkeiten bei der Aus-
führung einer Montage gibt. Hierauf basierend lässt es sich nicht sagen, dass bei der
Verwendung von KG menschliche Strategien angewendet werden.
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Zusätzlich wird mit der Hierarchical Decomposition (HD) ein Ansatz zur abstrakten
Beschreibung von Montagevorgängen vorgestellt. Hierbei wird der Montageprozess von
einem Experten in Zustände und Bedingungen für den Wechsel zwischen diesen Zustän-
den unterteilt. Somit eröffnet die HD die Möglichkeit eine Beobachtung des Mon-
tagevorgangs, eine Fehlererkennung sowie Klassifikation und sogar eine Fehlervorhersage
durchzuführen.
Des Weiteren wird eine Strategierepräsentation eingeführt, um demonstrierte Fehlerbe-
handlungen speichern und wiederverwenden zu können. Eine besondere Eigenschaft der
vorgestellten Strategierepräsentation ist, dass eine Strategie immer auf die End-Effektor
Pose des Roboters zu dem Zeitpunkt, an welchem der Fehler auftritt, bezogen ist. Somit
beschreibt eine Strategie die Bewegungen, welche zur Fehlerbehandlung durchzuführen
sind. Durch die so gewonnene Robustheit gegen Rotation oder Translation lässt sich die
Menge der nötigen Strategien, welche per Interaktion durch einen Menschen zu demonstri-
eren sind, deutlich senken. Um Strategien auswählen zu können, werden vier Auswahlkri-
terien vorgestellt. Dabei ist es möglich, eine Auswahl nur auf Basis eines Kriteriums zu
treffen oder alle zu berücksichtigen, in dem eine Multikriterienoptimierung durchgeführt
wird. Durch die Einführung eines Verfahrens zur Optimierung von Strategien kann die
Systemperformance bezüglich eines vorgegebenen Performancemaßes gesteigert werden.
In einem anschließenden Experiment wird gezeigt, dass der vorgestellte Ansatz zur Fehler-
behandlung erfolgreich angewendet werden kann. Hierfür sind Strategien, welche in den
vorherigen Benutzerstudien aufgezeichnet wurden, wiederverwendet worden. Während des
Experiments wird besonderes Augenmerk darauf gerichtet, wie die Auswahl einer Strate-
gie die Wahrscheinlichkeit zum erfolgreichen Behandeln eine Fehlersituation beeinflusst.
Zusätzlich wird in dem Experiment bestätigt, dass die Systemperformance durch eine
Strategieoptimierung deutlich gesteigert werden kann.
vii
Abstract
Based on a scenario where humans and robots share their workspace, a system for au-
tomatically error handling during an automated industrial assembly is presented. If an
error occurs, it is first detected and then classified. If it is a previously unknown error, the
human closest to the robot will be asked to perform error handling by interacting with
the robot. This interaction is recorded so that it can be reapplied if the same error occurs
again. If the error is already known, an appropriate error handling is selected and applied
without any further human interaction required. Thus, the interaction rate decreases over
time and the system learns to handle more and more errors independently. In addition, it
is presented how different recorded error handlings can be optimized according to given
performance criteria.
For this purpose, a suitable input device for performing the error handling is required
first. Therefore, a user study with 31 participants was carried out in order to examine the
suitability of various input devices. The focus was on typical input devices which can be
found in industrial robot work cells. Here, the best interaction results have been achieved
by using Kinesthetic Guidance (KG). In another user study, the goal was to specify the
properties of KG. 78 participants from different age groups and with various backgrounds
took part in this study. It turned out that when using KG, no correlation between personal
characteristics such as age or spatial sense and the success of the interaction could be
found. In addition, no correlation between successfully performing a manual assembly or
a KG based one could be found. On the other hand, it could be shown that fast learning
successes prove the intuitiveness attributed to KG. Thus, it can be said that KG can be
used by a normal human operator without special prior knowledge in robot interaction.
However, it should be noted that there are differences between manual assembly and KG
regarding the duration, acting forces and movement speed during assembly. Hence, it
cannot be said that human strategies are used when applying KG.
In addition, the Hierarchical Decomposition (HD) is introduced as the abstract represen-
tation of an assembly operation. In this case, an assembly is subdivided into different
states at multiple hierarchical levels. This is done by a domain export which also defines
conditions for state transition. Thus, the HD allows assembly progress monitoring, error
detection and classification as well as error prediction.
viii
A strategy presentation is introduced to store and reuse demonstrated error handling in-
teractions. One particular feature of this representation is that a strategy is always related
to the robot’s end-effector pose at that point of time when an error occurs. Thus, a strategy
describes the movements which have been performed for error handling. The strategy’s
invariance against rotation or translation allows significant reduction in the amount of
strategies needed to be demonstrated by a human via interaction. Four selection criteria
are introduced in order to decide if a strategy matches an error. Thereby, it is possible to
make a selection based on one criterion or to perform a multi-criteria optimization using
all available information. By introducing a strategy optimization approach, the overall
system performance can be improved.
In a subsequent experiment, it is shown that the presented error handling approach can
be successfully applied. For this experiment, strategies which were recorded during two
user studies have been reused. Within the experiment, particular attention is paid to how
selecting a strategy affects the likelihood of successful error handling. In addition, it is
confirmed by the experiment that the overall system performance can be significantly
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This introduction is structured in such a way that the current development concerning
automated assembly is considered first. In doing so, a research gap based on a new trend is
identified. This gap serves as the primary motivation for developing a new error handling
approach. Then, the need for research in this direction is underlined by summing up the
body of related work. Subsequently, an overview of the new approach is given.
1.1. Motivation
Although industrial robot sales are growing, most of the deployed robots are used for
traditional applications in industry e.g. welding or painting [79, 60]. However, with the
advent of more lightweight and force-controlled robots, new application fields are emerging
in particular within automated assembly, e.g. in spatially restricted workspace such as
inside a car body frame. While significant challenges still exist in automated task planning
regarding such scenarios, it is safe to assume that more such systems will be deployed,
especially where robots operate typically alongside or in close cooperation with human
co-workers as depicted in Fig. 1.1 [78]. Human-Robot Interaction (HRI ) can increase
the ergonomics of assembly tasks [56]. For example, a robot handles heavy workpiece
and a human performs only processing steps. This is an important point because the
increase in life expectancy among European populations, also known as the Ageing of
Europe, requires adapting industrial production environments to the ageing workforce.
In addition, flexibility and short production cycle time, especially in Small and Medium-
Sized Enterprises, increases the need for Human-Robot Collaboration (HRC ) in order to
combine the human flexibility and task-specific knowledge with the efficiency of robotic
systems [86, 28]. In summary, humans and robots sharing the same workspace is desirable
and will continue becoming more commonplace [44].
2 1 Introduction
Figure 1.1.: Exemplary depiction of a workspace shared by a human and robots. This
offers the opportunity to cooperate if e.g. a robot is blocked and needs help to
recover. This help can be given by the human through Kinesthetic Guidance.
On the one hand, assembly and task planning can be automated for these systems (cf.
Sec. 1.2), while facilitating tasks can be performed with high processing speed and con-
sistently high quality. However, automated assembly suffers from the circumstance that
errors, caused by e.g. workpiece or pose tolerances, often occur during assembly. With the
increasing task complexity, it is not economically viable to avoid all possible assembly er-
rors. This in turn requires the usage of complex and costly error handling routines. On the
other hand, shop-floor workers can react to new situations using their innate task-specific
knowledge and experience.
However, if human and robotic aspects are considered together, error handling can be
considerably simplified. Here, the focus is on a scenario where the workspace is shared by
humans and robots. In case that an error occurs during assembly performed by a robot,
a human co-worker can interpose immediately and initiate robot recovery as shown in
Fig. 1.2. Thereby, a task and situation specific recovery strategy can be applied because
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the human co-workers are aware of assembly error and task-specific constraints. The er-
ror handling efficiency can be increased if the human has task specific knowledge and
experience, in particular through Kinesthetic Guidance (KG) [2]. KG is a commonly em-
ployed method for programming robots using the Programming by Demonstration (PbD)
paradigm. It is widely regarded as an intuitive approach to robot programming, which
can be performed by shop-floor workers [58, 31]. Much research in this area has focused on
pick-and-place tasks while demanding assembly tasks have so far received less attention.
Storing successful recovery strategies allows later reuse on a similar error. This results in
a robotic system which is learning from human intervention. If an already known error
occurs again, the robot can recover on its own by using a learned strategy. Thus, the
rate of required human interventions can be reduced over time. The advantage of this
approach is that no programming capabilities are required by the shop-floor workers and
that their knowledge and experience can be integrated into a robotic system.
Figure 1.2.: A shop-floor worker applies Kinesthetic Guidance in an assembly scenario.
Before an error handling approach can be developed, the term ’assembly’ needs to be
specified. It is possible to look how it is done by other approaches for specifying assembly
tasks [23, 49]. There, a MTM -Code is used for decomposing assembly tasks into primitive
and directly executable actions [72]. It then becomes possible to map these actions to
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the manufacturing techniques according to DIN8593-1 (cf. Fig. 1.3) [29]. Alternatively,
different assembly and task planning approaches can be considered (cf. Sec. 1.2). Here,
mating relations are used to describe the connections between workpieces [35, 25, 73].
Again, these relations can be mapped to manufacturing techniques according to DIN8593-
1. Therefore, the term ’assembly’ is always linked to the standard DIN 8593-1:2003-09
and all considered assembly tasks have been selected w.r.t. to that standard.
Figure 1.3.: Manufacturing techniques according to DIN8593-1.
1.2. Related Work
In general, there are two classes of approaches for assembly planning. The approaches be-
longing to the first class are based on CAD models. Their common feature is that assembly
and task planning can be automated for these systems [3, 81, 27, 4, 88]. This automation
enables the assembly to be performed with high processing speed and consistently high
quality. The unique selling point of the second class is that these approaches are based
one machine learning [37, 54, 46]. A disadvantage is that it is necessary to learn again for
each new task. Also, it can be required that complex assembly tasks are subdivided by
an operator before learning is possible.
All mentioned approaches suffer from the fact that error handling is not included. There-
fore, extra effort or approaches are needed. But during automated assembly, the process
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can fail due to deviations from the model representation, e.g. component tolerances or
placement errors. A simple, technically easy to use and therefore frequently used approach
is to call for an operator if an error occurs during automated assembly. In this case, it is
the operator’s task to resolve the error to continue automated operation [16]. But calling
an operator requires time, so that in the worst case it is necessary to pause subsequent
assembly steps or the whole line. In industry, a standard approach is to use impedance
control for handling these errors [76, 20, 70, 13, 12] and for minimizing downtimes. Even
so, there is still room for improvement. Thus, an approach was presented which combines
impedance control and specific motion patterns for recovering from an error [8]. However,
a recent user study suggests that it is rather parameter-sensitive which means not all
errors may be handled [57]. Nevertheless, in the same study the human participants were
always able to solve the errors even in cases where an impedance controller failed. So, it
can be said that task specific knowledge should be considered for recovering from errors.
Another more advanced approach uses additional and task-specific knowledge for defining
safe points in the flowchart of an assembly process. If an error occurs, the system attempts
to return to the last safe state and to start another attempt [47]. This implies the risk of
getting trapped in a deadlock if the error recurs on every attempt. In this scenario, true
error handling does not take place. The assembly operation can be definitely continued if a
handling error approach is used instead of simply retrying. So, more advanced approaches
allow performing predefined motion patterns for recovering from an error. These patterns
can be either defined based on simple geometric patterns e.g. a spiral, or they can be
situation and task specific. But these patterns need to be pre-programmed [15, 63] and
only errors which are foreseen at design-time can be optimally handled. This weakness is
also shared by approaches for handling specific errors during peg-in-hole tasks [80, 18, 17].
The reason for this is that an error model needs to be developed for each error. A domain
and also programming expert is required for creating such error models. This is a time-
consuming process. In [50], a more general sensor-based and situation specific approach is
proposed. A directional adjustment during assembly is performed based on the measured
contact forces. But there is limitation to a specific set of errors. In summary, an approach
for error handling in a situation-specific manner is needed. Currently humans still per-
form better in error handling, which is a strong argument for using their successfully
demonstrated strategies for automatic error handling of robotic systems.
Thus, the question needs to be answered how the interaction between humans and robots
should be designed. Special attention must be paid to the requirements of industrial
assembly. So, several studies have tried to determine which input device or interface is
the most appropriate for user intervention. Fellmann et al. [30] tried to find the best
input device for controlling continuum robots, and they considered a 3D mouse (space
mouse), a 3D haptic input device and a gamepad. A keyboard, a joystick and a camera
were used by Mishra et al. [53] for controlling a simulated robotic arm. A Nintendo
Wiimote, a virtual keyboard and a gesture based interface on an iPhone, with a social
robot have been examined by Rouanet et al. [69]. In the field of teleoperation, a keyboard,
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a flystick and a space mouse have been compared by Carmar et al. [74]. None of these
user studies laid their focus on the industrial context and typical input devices that are
commonly used in practice. Usually, an industrial robot is controlled by using a manual
control pendant (MCP). Therefore, one possible approach is to design an intuitive MCP
interface [6]. But this approach would require updating the robot controls of already
deployed solutions. That is why the focus should be on input devices like a keyboard
and a space mouse for teaching end-effector poses which are readily available by using
typicalMCPs. Also, the robot itself can be used as an input device by applying Kinesthetic
Guidance (KG) which is most often used in the Programming-by-Demonstration paradigm
(PbD) [1, 31]. Furthermore, recent research in the field of HRI points out that adaptation
of the compliance parameters of the robot can increase the quality of HRI [22, 67, 33].
PbD is widely used, especially for programming robots with redundant kinematics [83, 42].
Argall et al. composed a survey of various methods in PbD [5]. KG especially has been
used for many purposes. Kormushev et al. used KG to teach different positions and an
additional haptic device to teach forces [42]. In contrast, Delson et al. used the taught
positions and forces to automatically generate robot programs. Their approach was to
remove irrelevant parts of the taught trajectory by checking whether each part is within a
specified range of acceptable forces and trajectories [21]. More frequently than in industrial
robotics, PbD is used in the domain of humanoid robots because it seems logical and
intuitive to transfer human motions to humanoid robots. Billard et al. used KG to speed
up the learning process of a humanoid. Furthermore, guidance is regarded as a user-
friendly way of HRI [10]. Schou et al. combined KG and industrial robotics. They used
KG in combination with task level programming to create a helpful tool for production
floor operators [75]. Wrede et al. performed a study to compare a form of assisted KG to
an unassisted case for a redundant, industrial robot. They also introduced a new human-
robot-interface based on KG and machine learning [87]. Pais et al. presented another
user study in the context of PbD. Their focus was to evaluate the user-friendliness of a
tactile user interface, but they did not consider the influence of their interface on the
interaction [65]. The differences between manual assembly and using KG have not been
considered and still needs to be implemented. In addition, it needs to be checked how well
KG can be applied w.r.t. assembly and how well it can be learned by different groups of
the population.
Before an error handling can be performed first, a misreading and classification must be
made. Therefore, an assembly task representation which can also represent task specific
knowledge is required. This industrial need is addressed by various other approaches. Ko-
rmushev et al. utilized PbD in teaching and merely repeating single skills for handling
tasks like opening a door [42]. A hierarchical task network containing multiple skills with
pre- and post-conditions is used by Kaelbing et al. [39] for task planning. In contrast to
the latter approach, Madsen et al. used KG for teaching multiple skills regarding more
complex industrial tasks [66]. This approach also groups different skills and their condi-
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tions in a hierarchical structure. The present framework is not limited to task specification
and task execution is also possible. Another approach is the so called Manipulation Task
concept by Weidauer et al. [84]. It is based on a hierarchical network containing different
user defined skills for specifying and executing various tasks. However, the mentioned
approaches have the commonality of being top-down approaches designed for task specifi-
cation and execution but not for representation of human demonstrations. Typically, the
amount of task execution sequences and the number of taught skills is limited if a task is
specified. Thus, these approaches are limited to sequences and skills which are known at
specification time. It is not ensured that other sequences or skills can be represented even
if they belong to the same task. In contrast to that, a bottom-up approach is based on
observed task executions. Therefore, each contained skill and sequence is covered by such
an approach. There is no restriction to skills or sequences which are established during
task specification. Hence, a bottom-up approach should be preferred for representing an
assembly operation. There are two different options for how such a representation can be
created. The first one is based on supervised segmentation of the assembly operation. Here,
a domain expert is doing the time-consuming segmentation [19, 52]. However, task specific
knowledge can be considered by the domain expert. The overall effort can be minimized by
performing an unsupervised segmentation [48, 7, 68]. Here, there is the disadvantage that
a representation is not human-understandable and no task specific knowledge is encoded.
However, the named approaches share the restriction that they do not enable a recovery
from assembly errors. For this purpose, additional information regarding possible errors
is required.
1.3. Error Handling Approach
Automated assembly can fail due to deviations from the model representation, e.g. compo-
nent tolerances or placement errors. Therefore, it is necessary that the assembly operation
is monitored. In case that an error occurs it can then be classified. This is necessary be-
cause an error can have different causes and the recovery is cause depended. Therefore, one
database containing error specific recovery strategies is used for each error cause. After
classifying the error, it is checked in the associated database whether a matching strategy
is known. If such a recovery strategy exists it is selected and applied for recovering from
the error. Otherwise, a human operator is called for demonstrating a recovery. Doing this,
the task specific knowledge and experience of the operator is exploited. The demonstration
is recorded and added to the database. From here, it is considered as a recovery strategy.
Due to the fact that human demonstrations are rarely optimal a strategy optimization is
performed. An important point is that not only a single strategy is optimized. Instead, all
strategies inside the database can be improved by the newly added one. The introduced
error handling approach is visualized as a flowchart in Fig. 1.4. The strategies and there-
fore the databases are depended on the assembly task and are independent of the human
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operator or the used robot.
Figure 1.4.: In case that an error occurs during an assembly operation the error gets
classified. Afterwards it is checked if a matching recovery strategy can be
found in a database. If there is one, the strategy is used for recovering from
the error. Otherwise, a human operator is called for demonstrating a new
one which is also stored inside the database. For generating additional and
optimized recovery strategies the new strategy is fused with existing ones.
Afterwards the assembly operation can be continued.
After deploying this error handling approach, it is first necessary to demonstrate recoveries
by a human operator. But over time, the number of unknown errors will decrease. Likewise,
the number of needed demonstrations is dropping. In the end, an automatic error handling
based on the recorded human demonstrations is achieved (cf. Fig. 1.5).
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Figure 1.5.: Exemplary plot of how often a human operator needs to interact with the
robot for teaching recovery strategies. This is equivalent to the number of
errors which cannot be handled by the system on its own.
Before this approach can be deployed as a system, various questions need to answered
and components have to be developed. First, an efficient input device for HRI w.r.t.
assembly scenarios is needed. This question is answered in Chap. 2 by a user study.
Subsequently, the characteristics and the general applicability of that input device have
to be examined. Therefore, another user study has been carried out and the results are
presented in Chap. 3. The Hierarchical Decomposition (HD) is introduced in Chap. 4 as a
formal and abstract assembly task representation. In addition, the application of the HD
for error monitoring, detection and classification is explained. In order to record human
demonstrations, a strategy representation is presented in Chap. 5. Also, it is show how a
strategy can be selected out of a database and how strategies can be optimized. Finally,
it is checked in large-scale experiments whether the presented approach is working. The
experimental results are given by Chap. 6 and Chap. 7 contains a final conclusion.
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Chapter 2
Input Devices for Human-Robot
Interaction in Assembly Scenarios
This chapter focuses on Human-Robot Interaction (HRI ) during assembly. It is based
on an earlier publication [57]. A scenario where a shop-floor worker collaborates with a
compliant robot is considered here (cf. Fig. 1.2). If an error arises during task execution, a
human co-worker can intervene. Since the human is aware of the assembly error and task
specific constraints, an initiate and situation-specific recovery strategy can be applied.
Now, the question arises which interaction method is the most successful w.r.t. such a
scenario. This question is answered by a user study with 31 participants. Within this
user study four different interaction methods are compared: Space mouse, Keyboard,
Kinesthetic Guidance and Kinesthetic Guidance with adaptive stiffness.
No user study on HRI in the field of recovering from assembly errors regarding input
devices, which are typically used in the industry, has been performed. Therefore, this
study answers which of these input devices should be used if a human co-worker interacts
with a robot for recovering the robot from an assembly error.
2.1. Experimental Setup
The experimental setup, shown in Fig. 2.1, consists of a KUKA Light Weight Robot (LWR
IV+), a shaft with two mutually displaced keys on it and a conrod with a notch. The
conrod is attached to a robot’s end-effector. Engineering drawings of the shaft and also
of the conrod can be found in Appendix A.6. The shaft is placed on top of a force-torque
sensor and the measured forces are visualized on a screen. Using a dedicated force-torque
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sensor allows measuring forces even if the robot is not used. This aspect makes it possible
to observe manual assembly operations within a preliminary study (cf. Sec. 2.1.2).
Figure 2.1.: Experimental setup of the user study. A shaft is placed on top of a force-
torque sensor and measured forces are visualized on a screen. The robot is
attached to the ceiling. A participant who is interacting with the robot by
using space mouse is visible.
One of the most important manufacturing techniques considering two workpieces is as-
sembly by mating as specified in DIN 8593-1:2003-09. Therefore, the main task of this
user study is to mate both workpieces in the mating direction shown in Fig. 2.2, so that
the conrod is placed at the lower end of the shaft. An augmented interface to facilitate ma-
nipulation of the robot’s end-effector (cf. Fig. 2.1) is also part of the experimental setup.
This augmented interface visualizes the force vector, its components and the commanded
robot motion. Due to the fact that a force-torque sensor is placed below the shaft acting
contact forces can be visualized. This enables the participant to compensate any unin-
tentional forces and motions just by observing the force vector performing corresponding
inputs.
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Figure 2.2.: Sketch of the experimental setup for the assembly task Pleuel. The workpieces
are drawn in the initial position, the joining direction is marked and the
assembly error positions are labelled.
2.1.1. Study Design
Overall 31 participants with technical and non-technical background took part in this user
study. 22 were male and 9 were female. Altogether 1240 interactions between a human and
a robot were observed. Data from all interactions is reused in Chap. 6 for evaluating the
developed automatic recovery approach. The presented user study titled M-2017-02 has
been approved by the ethics committee of the Technische Universität Braunschweig.
This user study employed a within-subjects design to compare different interaction meth-
ods which are mentioned in Sec. 2.2. Here, each participant experienced all four interaction
methods while performing two mating tasks. The participants had to recover from each
of the two assembly errors using the different methods. Each method was used five times
in a row. Both assembly errors have been reliably reproduced as described in Sec. 2.1.2.
The Top assembly error (cf. Fig. 2.2) is solved first. Then, it is followed by the Bottom
assembly error with the same interaction method. For each participant, the sequence in
which the interaction methods are activated, was randomized to eliminate sequencing
effects like learning and tiring.
At the beginning, a video was shown to prevent biasing of the participants. The video
described the task, the input devices and the experimental flow. Initially, the robot was in
Cartesian impedance mode. It was moved to the initial position where the Top assembly
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error is created. Then the participant had to recover from an error by using one of the four
interaction methods. It was activated randomly and each method involved 5 trials. Once
the participant finished the Top assembly error, the robot moved to the second position
where the Bottom assembly error precipitated. Now it was up to the participant to recover
from this error in the same manner. Force-torque data and the poses of the robot’s end-
effector were sampled during each interaction and were used for later analysis.
During all trials the participants were free to walk around the setup, making it possible
for each participant to choose that field of view which was optimal w.r.t. the interaction
method and the considered assembly error. Directly after completing all experiments, the
participants were asked to complete a questionnaire where each participant ranked the
interaction methods and gave general feedback.
2.1.2. Task Description
As already mentioned, there are two keys of the shaft (cf. Fig. 2.2). Within this study,
only one typical error per key is reproduced. These errors are the following:
• Top assembly error: The first error (cf. Fig. 2.3(a)), also called Top error, occurs
when the conrod is moved along the upper key of the shaft. Thereby a tilting of the
conrod against the plane, which is orthogonal to the longitudinal axis of the shaft,
occurs.
• Bottom assembly error: The second error (cf. Fig. 2.3(b)), also called Bottom error,
is a rotational incorrect alignment of the conrod which is located above the second
key.
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(a) Top assembly error: The longitudinal axis
of the shaft is given by the dashed red line. The
blue line is the conrod’s axis if there is an error
and the red one shows how it should look like
for error free assembly.
(b) Bottom assembly error: The dashed red line
is the longitudinal axis of the shaft. The red line
shows how the conrod’s axis should be oriented
and the blue line exemplary shows the orienta-
tion of the conrod during an assembly error.
Figure 2.3.: Overview of the considered assembly errors.
These two errors were not chosen freely but are based on preliminary tests. Therefore, it
was possible to determine the complexity and to define meaningful parameters for both
errors. Four participants performed the complete assembly task five times. By using an
optical tracking system and also the measured forces, it was possible to identify assem-
bly errors during task execution. Here, an error is defined in the way that an assembly
operation has stopped and additional actions or inputs are needed to be performed for
continuing with the assembly. On average, there were 2.07 errors per task execution.
During the preliminary tests, certain characteristics of the assembly errors were observed.
Thereby, errors similar to Top and Bottom were dominating, but they occurred at both
keys. For this reason, the characteristics of these errors are presented now in detail:
• Top: The angle between the force vector and the longitudinal axis of the shaft
is approximately 85◦ during mating. This angle decreases to roughly 70◦ at the
beginning of an error.
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• Bottom: The angle between the force vector and the longitudinal axis of the shaft is
equal to approximately 85◦ during mating. But at the beginning of this error, this
angle decreases to roughly 5◦.
It should be noted that these errors occur during manual assembly. However, it was
also possible to observe such errors in fully automated assembly. So, these errors are
of particular importance as they could not be solved in any case by using the KUKA
Cartesian impedance controller. Various parameter sets showed only little or no success.
Details regarding these experiments can be found in [57].
In addition, it was noticeable that the Bottom error was much easier to handle for a
human. Only one degree of freedom (DoF) had to be manipulated for compensating the
rotational misalignment. The Top error however was difficult, since a rotational and also
a translational DoF had to be manipulated. This observation w.r.t. the task complexity
is also reflected in the evaluation presented in Sec. 2.3.
2.2. Interaction Methods
Most manual control pendants (MCP) feature a keyboard and a space mouse. These two
input devices are considered as interaction methods. They can be used without additional
cost for deploying new hardware. It is also possible to use the robot itself as an input
device by applying KG. Beside the classic KG approach also a modified version with
adaptive stiffness is considered.
2.2.1. Keyboard
A standard keyboard (cf. Sec. 2.1) is used to facilitate intuitive control and to interact
with the robot by observing the visualized forces. Specific keys on the keyboard were
designated to update the robot position and orientation w.r.t. an individual axis. If a
key is pressed during a control cycle, constant displacements cdis are added to the current
pose incrementally. It is calculated by multiplying a displacement value dv with the control
cycle time tcycle. Here, dv was set to 0.5 ms based on previous experiments.
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2.2.2. Space Mouse
Another commonly used device for HRI is the space mouse [30, 74]. Here, the participant
can only control one DoF at a time by moving the space mouse in the desired direction.
This simplification makes the interaction more intuitive for untrained and naive partic-
ipants. During the preliminary tests, an increase of the participants’ performance was
observable while this simplification was used.
When participants interact with the robot by using the space mouse, the interaction









), and scaled. Due to the sensor noise, a threshold of 0.1 m
s
is used before the measured
amplitude is processed. The commanded end-effector displacement sdis is calculated based
on the control cycle time tcycle by:
sdis = amp · tcycle (2.1)
2.2.3. Kinesthetic Guidance
KG is the most popular approach following the PbD paradigm [58], where a human physi-
cally guides a robot to perform the desirable skill or the task under consideration [1]. This
interaction method is supposed to be highly intuitive (cf. Chap. 3). Hence, accomplishing
a task using KG will supposedly take very little time even for naive participants or begin-
ners. The accurate modelling of intricate constraints in the task is difficult, but KG allows
tapping into the implicit knowledge human worker posses about the task constraints.
Here, two KG modes are compared. For the first mode, the built-in Cartesian impedance
mode of the KUKA robot controller is used. Because no modifications have been done,
this mode is called KG. For the second mode, the robot’s Cartesian stiffness is adapted to
the forces, which are applied by the participant. Therefore, this mode is called Adaptive
KG. The adaptation concept is exemplary depicted in Fig. 2.4. More detailed information
regarding this mode can be found in [33]. Adaptive KG enables a smoother HRI. The
underlying assumption is that when the desired Cartesian force in a certain DoF is high,
then the stiffness value in that direction should be decreased, and vice-versa. Here, the
contact force during HRI is measured by a force-torque sensor (cf. Sec. 2.1). The force
is used together with a linear heuristic to map the acting contact force fres into the
stiffness domain, where the fmin = 5 N and fmax = 30 N are the interaction force limits.
The stiffness values are limited by kmin = 100 N ·sm and kmax = 1000
N ·s
m
. These values are
based on the preliminary experiments.
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Figure 2.4.: Within each control cycle, a stiffness adaptation is performed and the updated
kvar is used by the robot’s impedance controller. The contact force of the HRI
is used w.r.t. to the force limits fmin and fmax and to the stiffness limits kmin
and kmax during the adaptation process.
2.3. Evaluation
The evaluation is based on Tab. 2.1 and Tab. 2.2. These tables have been generated by
calculating the performance criteria (cf. Sec. 2.3.1) for the measured data. Some outliers
were noticeable during data processing. For determining these suspected outliers as real
ones, a Grubbs-test was performed [34]. On average there were 3 (1.9 %) to 6 (3.8 %)
outliers per interaction mode and error. They have been removed before Tab. 2.1 and
Tab. 2.2 were generated.
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Table 2.1.: Top: Mean and standard deviations of various performance criteria for each
control mode.
Keyboard Space Mouse KG Adaptive KG












45.61 34.19 52.85 45.05 7.99 5.42 6.39 3.78
Arc Length [mm] 53.62 21.07 65.00 30.22 40.72 13.40 37.34 16.34










1.04 0.78 1.27 0.93 8.46 5.70 8.80 5.21
Table 2.2.: Bottom: Mean and standard deviations of various performance criteria for each
control mode.
Keyboard Space Mouse KG Adaptive KG












27.74 18.97 27.78 22.25 8.51 4.97 9.02 4.87
Arc Length [mm] 31.74 16.75 34.82 20.61 22.87 9.20 24.17 11.92










0.87 0.58 1.15 0.92 3.23 2.25 2.96 1.94
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2.3.1. Performance Criteria
Jerk A trajectory with a maximum smoothness will result in a maximal movement
efficiency [14] and ensures a reduced interaction effort from the user’s side. Hence, the
Human-Robot interface gets improved [64]. It can be quantified as a function of jerk
given by Eq. 2.2, which is the time derivative of the acceleration. The jerk is calculated





















Adaptive KG MKA = 960 and for KG MKG = 1330 are much smaller than for Keyboard
MK = 12847 and for Space Mouse MS = 14197. Similarly, jerk analysis of the pose profiles





MKA = 6.39 andMKG = 7.99 are much smaller
than the mean jerks for the other two modes MK = 45.61 and MS = 52.85. For Bottom,
the jerks of the force profiles areMKA = 1725,MKG = 1506,MK = 7007,MS = 7718 and
for the pose profiles the jerks are MKA = 9.02, MKG = 8.51, MK = 27.74, MS = 27.78
respectively.
Arc Length This measure gives information about the total length traversed while mov-
ing along the given trajectory. High arc length values can be interpreted as a deviation
from the intended or optimal path. It is assumed that participants also try to use the





∆x2i + ∆y2i + ∆z2i (2.3)
The mean arc lengths [mm] of the sampled trajectory for Top are MKA = 37.34,
MKG = 40.72, MK = 53.62, MS = 65.00. For Bottom, the mean arc lengths are
MKA = 24.17, MKG = 22.87, MK = 31.74, MS = 34.82.
Time of Completion Time of completion is a good benchmark criterion for comparing
the performance of a system under different constraints. The mean times [s] of completion
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for Top in the considered modes areMKA = 4.14,MKG = 5.96,MK = 60.38,MS = 67.62.
At Bottom, they are MKA = 7.64, MKG = 6.78, MK = 34.42, MS = 36.68.
Total Effort The total effort [N ] needed to recover from the errors corresponds to the
amount of energy consumed by the system. This benchmark criterion gives an insight on
the efficiency of task execution under different interaction modes. The sum of forces over
an entire task is taken and scaled down to a scale of 0 to 100 for easier comparison. This









The mean efforts spent on Top in each mode areMKA = 7.30,MKG = 15.23,MK = 54.99,
MS = 100. Recovering from Bottom they are MKA = 36.59, MKG = 33.64, MK = 75.33,
MS = 100 respectively.





gives an idea about how fast a workpiece is
moved during the task execution. Higher speed means the task is being solved in less
time.
The mean Cartesian speeds during recovery from Top for each interaction mode are
MKA = 8.80,MKG = 8.46,MK = 1.04,MS = 1.27 respectively. During recovery from Bot-
tom they are MKA = 2.96, MKG = 3.23, MK = 0.87, MS = 1.15 respectively.
User Satisfaction User satisfaction is a qualitative analysis method that captures affec-
tive perceptions of participants while using the system in question. It represents the degree
of favourableness the participant shows w.r.t. the system [85]. Participants’ satisfaction
is measured by ratings. Each participant completed a questionnaire after the experiment
to determine their satisfaction. Here, the rating was in a scale from 1 to 4 where 1 means
good and 4 bad. In the questionnaires, no distinction was made between both assembly
errors. So this criterion refers to the application of a method as a whole.
The results of the participant satisfaction rating for the both assembly errors are as
following,MKA = 1.48 and SDKA = 0.88,MKG = 1.77 and SDKG = 0.95,MK = 3.23 and
SDK = 0.84, MS = 2.97 and SDS = 1.96.
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Measure of Intuitiveness Here, learning effects can be defined as the process in which
the performance of a participant improves by performing the experiment repeatedly. In-
tuitiveness can be expressed as a function of a learning effect. So it can be argued that in
an intuitive scenario, the performance of a participant would already be much better [49].
A learning curve gives a glimpse into the intuitiveness of the control modes and Fig. 2.5
shows the learning curves of all considered interaction modes while recovering from Top.
A larger variation in a learning curve indicates that it is difficult for a participant to
get used to a mode and the interaction is counter-intuitive. On the contrary, a constant
learning curve is a sign of an intuitive system where the participant’s intuition will lead
them automatically to the best solution.
Figure 2.5.: Learning curves for Top. These curves are based on the summed force of all
participants for each trial (#). The course of each curve shows the learning
effect. In addition, there are differences between the input devices (Space
Mouse, Keyboard, Kinesthetic Guidance, Kinesthetic Guidance Adaptive)
regarding the learning effects.
2.3.2. Discussion
It is observable from the numerical results in Sec. 2.3 that the motions w.r.t. both KG
modes are smoother than the other interfaces like Keyboard or Space Mouse. While using
Keyboard or Space Mouse, the jerks in force profiles are comparable and both are much
higher than jerks produced while using the KG methods. A comparison of the two KG
methods shows that regarding Top, Adaptive KG is superior to normal KG. Hence, con-
sidering Bottom both are comparable. The jerk analysis of the sampled pose trajectories
also yields to similar results where the KG methods are far better than their counterparts,
here again the Adaptive KG has the lowest jerk regarding Top and both KG methods have
comparable results considering Bottom.
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The arc length of both KG methods are shorter compared to Keyboard or Space Mouse.
This means that the participants are able to recover from errors much faster and better
while using the KG methods. A brief look into the KG methods shows that Adaptive
KG has smaller arc length in both Top and Bottom. Similarly, the time of completion for
both tasks shows a huge difference between the considered interaction methods. The KG
methods are several times faster than the other methods. Regarding Top the Adaptive KG
is better and considering Bottom both KG methods have similar performance. There is
no distinct advantage between Space Mouse or Keyboard since the time of completion is
comparable in both cases. The results also show that the effort in task completion needed
by the KG methods is much smaller than the Space Mouse and Keyboard.
The Cartesian speed of both KG methods is nearly the same. Only Keyboard and Space
Mouse are much slower. This can be attributed to the human knowledge of how to solve a
task intuitively while interacting kinesthetically. The Cartesian speed with Space Mouse
is slightly better than using Keyboard.
The intuitiveness and participant satisfaction are subjective measures which give informa-
tion about interaction quality. Here the KG methods are clearly superior to the Keyboard.
Participants’ satisfaction with Keyboard seems to be the worst and with the Adaptive KG
is the best. The learning curves from Fig. 2.5 suggest that both KG modes are intuitive
compared to the other input methods. There is a high variation in the learning curves on
Space Mouse and Keyboard while the variation w.r.t. KG methods is minimal.
The performance of all interaction modes is ranked w.r.t. their statistical significance
based on Kruskal-Wallis ANOVA in Fig. 2.6(b) and in Fig. 2.6(a). The graphs show that
the KG methods always have a clear advantage over the others. For both errors, the
performance of Keyboard and Space Mouse remains similar. The Keyboard has a slightly
better performance as Space Mouse. For Top, clearly Adaptive KG is much better, but
regarding Bottom adaptation of stiffness might not be necessary since there is no statistical
difference in the performances except in case of participant satisfaction. One possible
reason might be that Bottom is easier to solve (cf. Sec. 2.1.2). Therefore, it can be assumed
that no stiffness adaption is needed in this case.
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(a) This figure shows the ranking of different
performance criteria for Top. It is based on
the statistical significance calculated using the
Kruskal-Wallis test.
(b) This figure shows the ranking of different
performance criteria for Bottom. It is based on
the statistical significance calculated using the
Kruskal-Wallis test.
Figure 2.6.: Performance rankings as spider plots.
2.4. Recommendation of an Input Device
Generally speaking, results (cf. Sec. 2.3) show thatKG methods are the best for interaction
with a robot in terms of both performance and participants’ satisfaction regarding an
industrial assembly scenario. This could be attributed to the fact that participants get
direct tactile feedback during the interaction. So, it makes the KG methods more intuitive
and easier. That claim can be verified by the results. Both KG methods show good
performance regarding different criteria, e.g. they are at least 10 times better w.r.t. the
time of completion. In addition to that, the analysis of learning curves shows that these
methods are the most intuitive way for interacting with the robots. Even a small amount
of trials results in satisfactory interaction and superior performance. Hence, these methods
will be suitable for untrained and naive participants. However, using stiffness adaptation





In Chap. 2 it was shown that KG and also KG with stiffness adaptation are well suited
to be used for HRI in industrial assembly scenarios. Unfortunately, it is the case that
KG with stiffness adaptation is not possible by default with standard robot controllers.
In the best case, only KG without any adaptation is supported by such a controller.
Therefore, the focus is on KG in a non-adaptive form. This chapter is based on the
previous publication [58].
Although the presented error handling approach (cf. Sc.1.3) utilises HRI for demon-
strating a recovery from an assembly error to a robot. Nevertheless, complete assembly
operations are considered here. The reason for this is that individual errors cannot be ex-
actly reproduced if the assembly is carried out by hand. Thus, a meaningful identification
of KG’s characteristics is only possible by analysing complete assembly operations and
comparing them with manual assembly.
The question that arises through the suitability of KG in HRI (cf. Chap. 2) is whether
a human can perform the same tasks and in an equal quality by guiding a robot as
performing the task without a robot.
3.1. Hypothesis
Since the focus is on the applicability of KG in assembly scenarios, the characteristics
of KG need to be known. Therefore, a user study was carried out and the following four
hypotheses are considered:
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1. Learning effect by repeated execution: Executing a task or several tasks that
resemble each other repeatedly reduces the required time significantly.
2. Manual assembly performance cannot be achieved by KG: The duration
for completing a task required in manual assembly cannot be achieved when guiding
the robot.
3. Performance in an assembly task depends on personal attributes: The re-
quired time varies with age, spatial sense, previous knowledge and personal attitude
towards technical devices.
4. Correlation between performance in manual assembly and KG: Partici-
pants performing well in manual assembly will also perform well in the KG trials.
3.2. Experimental Setup
Within this section a description of the experimental setup including the used parts, sen-
sors and the robot is given. This is followed by a description of the study design including
experimental procedure, questionnaire and composition of the participants. Finally, a
study specific performance measure is introduced.
3.2.1. Hardware
An overview of the experimental setup is given by Fig. 3.1(a). In addition, a detailed view
of the force-torque sensor and the basis platform for carrying out the experiments is given
by Fig. 3.1(b). The robot (2), specifically a KUKA Light Weight Robot (LWR IV+) [11],
was mounted upside down to minimize interference between participants and the robot.
All assembly tasks were executed on a basis platform (5). This one was mounted on top
of a JR3 50M31A-I25 force-torque sensor (1). An overload protection device (6) is visible
under the force-torque sensor. This device was used to avoid potential damage to the
force-torque sensor due to overload.
It was possible to measure acting forces and torques for all assembly methods by using the
additional force-torque sensor. Otherwise, it would have been only possible to measure
forces or torques if the robot was used for an assembly. During the usage of the robot, the
end-effector pose was also acquired directly via the KUKA Fast Research Interface. An
optical tracking system (3), the Polaris Accedo by Northern Digital Inc., was used to track
the pose while executing tasks in combination with the handle (cf. Sec. 3.2.3). During the
26 3 Characteristics of Kinesthetic Guidance during Assembly
entire experiment, the participants were recorded on video with a camera (4). The whole
setup was surrounded by a black curtain, as shown in Fig. 3.1(a), to generate reproducible
environment settings with minimal disturbance from outside for each participant (cf.
Fig. 3.2).
Due to the fact that the tracking system works with infrared light, most of the reflecting
surfaces, e.g. the metallic table out of Fig. 3.1(a), needed to be covered with non-reflecting
rubber. Otherwise, the tracking system could not be used reliably.
(a) Overview of the complete experimental
setup.
(b) Close up of the force-torque sensor and the
basis platform.
Figure 3.1.: Experimental setup of the user study.
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Figure 3.2.: Snapshot from the user study: Showing that the setup is surrounded by a
black curtain to minimize external disturbance and to create a reproducible
environment.
3.2.2. Assembly Tasks
This user study is based on four assembly tasks:
• Peg: A peg which has to be inserted into a hole.
• Spline Shaft: A spline shaft which has to be inserted into a corresponding base.
• DIN Rail: A socket with a clip needs to be mounted onto a DIN rail.
• Bracket: A mounting bracket has to be assembled in such a way that it fits to an
associated base.
Exemplary images of all assembly tasks are shown in Fig. 3.3. Detailed engineering draw-
ings of all used parts can be found in Appendix A.1, A.2, A.3 and A.4.
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(a) Peg (b) Spline Shaft (c) DIN Rail (d) Bracket
Figure 3.3.: Exemplary images of all four assembly tasks. The transparent version shows
the workpiece before assembly. The coloured version shows the result.
3.2.3. Assembly Methods
Three different methods (Robot, Hand and Handle), which are depicted in Fig. 3.4(a),
Fig. 3.4(b) and Fig. 3.4(c), are used to perform the assembly tasks. For the method Robot,
the assembly parts are attached to the robot’s end-effector. The robot was controlled in
gravity compensation mode. This mode does not compensate inertia and friction com-
pletely. The robot was equipped with two handles at the end-effector enabling full control
of orientation and position by a human operator. However, the hands have been used di-
rectly for the method Hand. This is also referred to as manual assembly. For the method
Handle, the assembly parts were attached to a handle. This method was supposed to be
an intermediate method between Hand and Robot. Hence, Handle allows limited tactile
feedback in the assembly but less interference from inertia or damping than a robot. Ne-
glecting inertia and friction, the methods Handle and Robot differ merely with respect to
their interface (two handed vs. one handed).
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(a) Robot (b) Hand (c) Handle
Figure 3.4.: Illustration of all assembly methods used in this user study.
3.2.4. Order of Experiments
Different combinations and orders of assembly tasks and methods were performed for
detecting learning effects. Possible permutations had to be limited in order to avoid an
exponential blow-up. All four tasks (Peg, Spline Shaft, DIN Rail, Bracket) were performed
in the mentioned and also in reversed order. For each assembly method, two orders (Hand,
Robot, Handle) and (Robot, Hand, Handle) were investigated. Only one of these combina-
tions has been performed by a participant. For each task, the participants cycled through
the different methods before switching the assembly task. A special term is used for a
specific combination of a method and a task like e.g. Robot/Peg. During the study, each
participant performed all twelve combinations. Each combination was used five times in
a row before the next combination has been chosen.
3.2.5. Participants
The total number of participants is 78. Two thirds of them are between 14 and 39 years old.
The remaining third is between 44 and 71. 38 are female, 40 male. The exact distribution in
terms of age and gender is shown in Fig. 3.5. Nearly half of the participants are university
graduates or students. Thus, it cannot be assumed that these participants describe a
representative sample of the population.
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Figure 3.5.: Distribution of the participants regarding their age and gender.
3.2.6. Definition of a Contact Phase
A contact phase is defined as that part of an assembly operation where contact between
the used workpieces is established. It is possible that an assembly operation contains
multiple contact phases for example if it was not initially possible to insert a peg into a
hole. Here, the number of contact phases and also their temporal length are used as a
performance measure in the evaluation of the experimental data. Therefore, an automatic
contact phase detection process is needed. Between the initial contact and the loss of
contact the signal-to-noise ratio of the measured forces is suitable be used as input of
the detection process. If these forces are above the sensor noise level for at least 0.1
seconds it is assumed that the workpieces are in contact. Otherwise, it is assumed that
there is no contact if the measured forces are in the range of the sensor noise for at least
1.0 seconds. These threshold values are based on observations using the video recordings
and a frequency analysis of participant motion (cf. Sec. 3.3). Using this definition of a
contact phase, up to 97% of the experiments had only one contact phase. This means,
after establishing initial contact, the participants rarely lost contact deliberately to retry
the whole process.
3.3. Experimental Results
In the following presentation of the results, box plots are used. If the data points followed
a Gaussian distribution, the dotted lines would cover 99.3% of the samples. However, the
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experimental data is not always distributed normally. If not mentioned otherwise, the
number of data points in each box corresponds to 78 – the number of participants. Plots
are scaled that the dotted lines are always visible, but not necessarily every outlier.
3.3.1. Complexity of Assembly Tasks
For all combinations of assembly tasks and methods the contact duration is evaluated
in order to give a rating of the task complexity. When looking directly at the contact
duration, only those of the last trials should be considered. The contact durations of trial
1 to 4 can be corrupted through learning effects (cf. Sec. 3.3.2). In Fig. 3.6, the contact
durations of the last trial are visualized. It can be seen in Fig. 3.6(a) and Fig. 3.6(b) that
the assembly tasks have roughly an increasing duration from task Peg to Bracket. This
progression suggests that the difficulty of the tasks also increases in that order.
When using Robot, the contact duration is longer and more scattered compared to using
Hand or Handle. This observation suggests that the parameters of the assembly strategy
using Robot differ from the natural ones. There is also a significant difference in the order
of complexity in the assembly tasks Spline Shaft and DIN Rail. This might be due to the
















































Figure 3.6.: Duration of contact in the fifth trial for each combination of assembly method
and task.
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3.3.2. Learning Effect
Regarding the learning effect by repeating the same experiment, there is a distinctive
decrease in the contact phase duration from the first to the second trial. All following
trials only improve the duration by a small amount. Fig. 3.7 shows the relative duration
of the second to the fifth trial of the task Peg. For each participant, the durations of the
last four trials are divided by the duration of the first trial yielding a contact duration
normalized to the first trial. The intention of this approach is to make the learning effects
of tasks comparable. For example, a participant who requires 6 seconds in the first trial
and only 3 seconds in the second trial would score 0.5 in the second trial. Using this
figure, the individual relative changes can be identified. The largest relative improvement
occurs in the method Robot where the median improves by about 43%. The improvement
from the first to the second execution in the method Hand is only about 23%. These
observations confirm the ease of the learning attributed to KG.
























Figure 3.7.: Relative duration (to first trial) of contact phases for assembly task Peg.
Note that due to the relative visualization, the variance in the first trial is set to zero but
is still included because the relative durations of the following trials show higher variances
accordingly. The other assembly tasks exhibit a similar development and are omitted due
to space restrictions.
Fig. 3.8 shows the results for the combination Robot/Peg. Here, only that half of the
participants who started with the Peg are considered. This subset is further divided into
two groups with about 20 persons: A group who used the robot first (cf. Fig. 3.8(c) & (d))
and a group who performed manual assembly first (cf. Fig. 3.8(a) & (b)). Consequently,
this combination was the first one for participants in (c) & (d) and the second one for
participants in (a) & (b) (following their combination Hand/Peg).
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Figure 3.8.: Robot/Peg: Comparison of the development of ‘fast’ and ‘slow’ participants
and influence of method order.
Both of these groups are further divided into the 50% fastest (cf. Fig. 3.8(b) & (d)) and
the remaining (cf. Fig. 3.8(a) & (c)) group, according to their result in the first trial of
Robot/Peg. Therefore, each box in the plots consists 10 − 12 data points, representing
participants.
An interesting fact is that the median duration in the last trial of all four groups is
similar (2.7 s, 2.4 s, 2.6 s, 3.8 s) compared to the standard deviation. This means that
after five trials of Robot/Peg members of each group can achieve a similar result (regarding
duration) even if they did not have previous knowledge of the task (group that used the
robot first) or had shown bad performance in the first trial.
3.3.3. Statistical Tests
It was expected that the experimental results would depend on the one hand on individual
attributes like technical affinity and spatial sense, and on the other hand on demographic
data like age. Information regarding individual attributes of the participants was acquired
by using a questionnaire. It contains standardised questions (cf. [49]) to measure the self-
assessed technical affinity and images of 3D-tasks for the spatial sense. Statistical tests
are used to test correlations between all recorded attributes.
A standard ANOVA cannot be applied as the random variables are not distributed nor-
mally. However, the Kruskal–Wallis one-way analysis of variance - a non-parametric ver-
sion of ANOVA is used. This statistical test does not rely on the normal distribution
assumption [43]. The test checks the null hypothesis that two or more sets of samples are
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from the same distribution. The alternative hypothesis is that not all samples are from
the same distribution.
Here, the contact duration, the average mating force, and the length of the assembly
path as samples are used. The partition into groups is based on various factors including
technical affinity, spatial sense, age, education, and other demographic parameters. The
tests are conducted on data of individual combinations, e.g. Robot/Peg. The reason is
that it has already been shown that the results are different for each combination. The
statistical test results show no general conclusive dependency on any of the tested group
partitions. Several tests reject the null hypothesis at a 5% significance level but these
rejections only occur in single experiments. Therefore, no significant general influential
factors can be found.
As an example, the influence of spatial sense on the contact duration is visualized in
Fig. 3.9. Here, the cumulative relative frequency that a member of a group has successfully
finished the task after the given time is depicted. The three groups are created based on
the individual spatial sense score and are approximately equal in size. In the left case of
that figure (Robot/Peg), the Kruskal–Wallis test does not result in a significant rejection
of the null hypothesis, in the right case it is rejected at the 5% significance level, meaning
that the samples are not drawn from the same distribution.


































Figure 3.9.: Probability of being below a certain contact duration based on spatial sense
classifications of the participants
3.3.4. Correlation between the Assembly Methods Hand and Robot
The hypothesis that participants showing good results by using Hand also achieve good
results by using Robot is verified here. Therefore, the participants are divided into two
groups. For each participant and for each assembly task, the median duration of the five
Hand trials is calculated. Then the median of these medians is taken as the separator
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between the two groups. Note that these two groups contain no information about the
order of assembly tasks or methods.
Looking at the two groups and comparing the median contact duration of the Robot trials,
only in the task Bracket is a significant difference between the groups can be observed.
This fact means that people who complete Hand trials faster are not in general faster in
completing Robot trials. The results of the Kruskal-Wallis tests are p = 0.5 (Peg), p = 0.2
(Spline Shaft), p = 0.6 (DIN Rail) and p = 0.05 (Bracket). Apart from the Bracket, all
cases suggest that the division of the groups is not significant at a 5% level, meaning that
there is no conclusive evidence for a correlation between the contact duration in Hand
and Robot trials.
3.3.5. Differences between Assembly Methods
In order to compare different assembly methods, force-torque data is used since this type
of data was recorded for all assembly methods. Comparing the applied forces reveals sig-
nificantly different distributions. In Fig. 3.10(a) the relative frequencies of forces for the
task Peg executed with each method are shown. Each line represents a sum of histograms
from all relevant trials in which the forces were normalized to the maximum force applied
by each participant (over all three methods). Additionally, the bin counts of these his-
tograms were normalized with respect to the duration of the corresponding trial to ensure
equal influence of each trial.
The first major difference is the measured maximum force. Using Robot, higher mating
forces were applied to the parts compared to the methods Hand and Handle. This might
be due to physical effects like the higher inertia and friction loss in the robot joints.
However, the method Handle shows a similar, but less pronounced, behaviour which
indicates that the decreased tactile feedback has a dominant influence. Other possible
factors are the different points of force application and the deteriorated vision due to the
robot. The different shapes of the distributions are another striking difference. For the
methods Hand and Handle the distributions decrease monotonically whereas the method
Robot has a long phase of nearly constant relative frequency after an initial drop.
36 3 Characteristics of Kinesthetic Guidance during Assembly



















(a) Relative frequencies of forces for different methods executing task Peg



















(b) Force amplitude spectrum during participants motion
Figure 3.10.: Comparison of different assembly methods w.r.t. the occurring frequencies.
For each assembly method, the force data of all participants and all experiments is used
to perform a Fast Fourier Transform (FFT). Fig. 3.10(b) shows the mean of all FFTs per
assembly method. Before the mean is calculated, the amplitude of each FFT is normalized
by using the integral of the corresponding FFT. Without this normalization, participants
who mainly use high forces would have a greater influence on the final shape. The steady
force component of the method Robot is the highest and the corresponding plot has the
steepest downward slope. This might be due to the high inertia of the robot and the
friction losses in the robot’s joints resulting in a mechanical low-pass. In contrast to the
method Robot the shapes of the methods Hand and Handle are similar in shape. One
interesting detail is that the shape of the method Handle is a bit higher than the shape
of the method Hand, except for very low frequencies.
3.4. Review of the Characteristics
Revisiting the hypotheses from Sec. 3.1, important findings of the user study are summa-
rized. Substantial evidence for rapid learning effects could be found confirming the ease
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of learning attributed to KG. Surprisingly, neither a general correlation between the per-
formance in manual assembly and in KG nor a clear dependency on personal attributes
could be observed.
A learning effect exists, especially regarding the first and the second execution. The effect
is larger in experiments involving a robot. More complex assembly tasks could require
more repetitions before a significant learning effect is observable. Such an effect also occurs
when executing the same assembly task by different assembly methods. Participants who
assemble manually before using KG perform better in their first robot trial concerning the
same task. However, this performance gain decreases gradually and cannot be observed
in the final trial. After several repetitions of a specific task, participants achieve similar
performance. This observation indicates that KG is a suitable method for HRI in assembly
scenarios.
Solving an assembly task manually results overwhelmingly often in the best performance
regarding contact duration and applied forces. The relative complexity difference between
tasks observed in manual assembly cannot generally be transferred to KG. There was
no conclusive evidence that the performance in an assembly task depends on personal
attributes in general. Merely a slight dependence on spatial sense could be found.
Participants who show good performance in manual assembly do not necessarily perform
well when using KG. No general statistical evidence for a correlation between the per-
formance of KG and that one of manual assembly could be observed. Furthermore, the
user study suggests that human assembly strategies cannot be extracted easily via KG.
Comparing manual assembly with KG, substantial differences w.r.t. contact duration, ap-
plied forces, and movement frequencies can be observed. Thus, deriving human assembly
strategies by KG is likely to yield significantly distorted results. Extracting and transfer-
ring strategies to robots using KG is possible. But, the effects caused by reduced tactile




A formal and abstract representation of assembly operations offers the possibility to moni-
tor an assembly. Therefore, errors can be detected or even predicted. Also, error classifica-
tion is possible so that error specific recovery strategies can be applied. The Hierarchical
Decomposition (HD) has been proposed in [59] as such a representation which can be
used for assembly monitoring. In [61, 62] the HD gets extended so that an application for
error classification and also for execution of recovery strategies is possible. This chapter
is based on the already mentioned previous publications.
The main application purpose of the HD is a formal and abstract representation of an
assembly operation w.r.t. task specific knowledge and experience of human domain ex-
perts. In order to meet this purpose, the HD is designed as an rooted and non-balanced
tree which is called decomposition tree (cf. Sec. 4.1.1). The leafs of this tree represent
different states of the assembly operation. Conditions for state transition guarantee that
the state of an assembly is known. States and conditions are specified by a domain expert
taking into account his task specific knowledge. The decomposition tree can reach differ-
ent levels. So, it is possible to depict parts of the operation in detail, which are especially
interesting or problematic for a domain expert without increasing the overall complexity
of the decomposition. Thus, the HD represents a process model for describing an assembly
operation and also for online error detection and prediction during assembly. Therefore,
error states have to be included in the HD.
Additional information e.g. a mating axis must be defined for each error state to increase
the HD’s applicability. Due to the additional information it is possible to select and to
apply a suitable recovery strategy (cf. Chap. 5) and also to recover from errors during
automated assembly. Here, it is important to distinguish that a domain expert’s task
specific knowledge is used for defining the HD of an assembly operation. However, shop-
floor workers’ task specific knowledge and experience is not encode in the HD. Instead,
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it is encoded in the taught recovery strategies (cf. Sec. 1.3) which are reused for similar
errors.
4.1. Definition of the Hierarchical Decomposition
First a description of the decomposition tree and its properties is given in Sec. 4.1.1.
Subsequently, the behaviour of the states during operation is described in Sec. 4.1.2.
Since the HD should not only be used for process monitoring, but also for recovering from
errors, additional state attributes (cf. Sec. 4.1.3) are needed. These form the basis for
selecting and executing situation specific recovery strategies (cf. Chap. 5).
4.1.1. Decomposition Tree
The HD of an assembly operation is depicted as a rooted and non-balanced decomposition
tree in Fig. 4.1. Each leaf level of that tree represents a hierarchical level of the HD. The
root is located at the first hierarchical level L1 of the decomposition. It represents a
whole assembly operation. In contrast, only parts of an operation are represented by the
leaves distributed to different hierarchical levels Lk, k ∈ N. In this monograph, the index
k is always used to show to which level an element belongs to. Each leaf depicts a state
Sj,k, j ∈ N, of the considered assembly operation. Expect for L1, there can be nk, nk ∈ N,
states per level Lk. Each state Sj,k has mj,k,mj,k ∈ N0, substates Sj,k+1 at level Lk+1.
Apart from the root, each state Sj,k, which is connected to at least one substate, has
also a special substate S′j,k+1. A property of S′ is that this state has no substates. It is
always selected, if none of the other substates Sj,k+1, i 6= j, of Sj,k can be selected. In order
to obtain an accurate description of an assembly operation, the lowest possible leaves of
the decomposition tree are used for describing the operation. But it cannot be assumed
that a HD contains all conceivable states. This is why a special state S′i,k is selected
whenever a suitable state is missing. If states are defined for a level Lk+1 and there is a
missing state definition, a return to lower hierarchical levels can be prevented by choosing
S′i,k+1. Special states are also used for supporting the domain expert while decomposing
an assembly operation (cf. Sec. 4.3).
Beside of the hierarchical state structure, the HD contains also conditions for specifying
state transitions. The current state of an assembly operation is always clearly defined
by evaluating these conditions. Such a condition Ci,j,k specifies a state transition from
Si,k, i ∈ N, at level Lk to Sj,k+1 at level Lk+1. The indices i and j of a condition describe
which states are involved and the initial level is given by the index k.
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The condition Ci,j,k is defined as follows:
Ci,j,k = CU ∧ CR
CU : User defined condition for state transition between two states Si,k and Sj,k+1 on
different hierarchical levels Lk and Lk+1.
CR : User defined precondition for ensuring that a state transition is only possible after
reaching a defined step in the assembly operation. If CR is not explicitly defined, it
is always true.
All conditions are evaluated in parallel to an assembly operation. CU and CR return either
true or false.
Ak = {Ci,j,k|i ∈ {1, ..., nk}, j ∈ {1, ..., nk+1} is a set of conditions Ci,j,k at the same
hierarchical level Lk. An important point is that only one condition Ci,j,k ∈ Ak can be
true at the same time. Otherwise, it would not be possible to unequivocally represent
the current state of an assembly operation at a certain time. If a condition Ci,j,k is not
true any more (due to the proceeding of an assembly operation), there is a return to
state Si,k and all conditions Ci,j,k,j ∈ {1, ..., nk+1}, are evaluated to determine the current
substate.
An exemplary decomposition tree containing different hierarchical levels, multiple states
per level and conditions for state transition is given by Fig. 4.1.
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Figure 4.1.: Hierarchical decomposition HD of an assembly operation. States S are dis-
tributed on three different hierarchically arrange level Li, i ∈ {1, 2, 3}. Con-
ditions C define state transitions so that there is one active or selected state.
The HD depth depends on the characteristics of the assembly process.
4.1.2. Runtime Behaviour
A representation overtime is more intuitive for showing the dynamic behaviour of states
during an assembly operation. If error states are defined within the HD it can be used for
monitoring an assembly and especially for error detection. Such a representation for an
exemplary schedule of an operation as described by the decomposition tree in Fig. 4.1 is
shown in Fig. 4.2. It should be emphasized that there is a break on L3 because the special
state S′1,2 has no substates and the domain expert has not defined substates of S3,2. This
shows how the decomposition tree adapts to the interests of the domain expert.
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Figure 4.2.: Exemplary schedule of an assembly operation. The basis of this example is
the decomposition tree shown in Fig. 4.1.
However, the representation over time also offers the possibility to observe which condition
is true at which time. The conditions which are true at time ts are part of a set A and
the conditions which are true at time ts+1 are part of a set B. By assuming that the state
switches from Sj,k to Si,k (i 6= j) between time ts and ts+1, the sets A and B will contain
different conditions. These {CT |CT ∈ B ∧ CT /∈ A} describe what has changed and what
has triggered the state transition.
4.1.3. State Attributes
During an assembly operation, the HD can be used to monitor assembly progress and to
detect or classify types of errors according to predefined states. However, for being able
to use the HD for error handling, it is necessary to describe the error characteristic at
the beginning of such an error. This allows to select a matching recovery strategy (cf.
Chap. 5).
Since the focus is on assembly by mating, movements around or along a mating axis
are considered. Therefore, the mating axis AM needs to be part of the state attributes.
A reference coordinate system FRef is needed for describing rotational or transitional
difference between an error and a normal assembly operation. In Sec. 5.3, various ways
for selecting an assembly strategy are presented. All require that a preferred selection
criteria (cf. Sec. 5.3) is defined by a domain expert. The reason for this is that a selection
criterion depends on the nature of an error. By the fact that the domain expert defines
it, he can take into account his additional knowledge about the specifics of an error. In
addition, a measure for determining the performance of a recovery strategy is needed
in Sec. 5.5. It is called PCPref and offers the possibility to run the fusion approach for
optimizing a strategy database. But this performance measure depends on the error. For
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this reason, it needs to be defined by the domain expert and it is added to the attributes
of a state.
An overview of all state attributes is given by Tab. 4.1. With these state attributes it
is possible to select one out of a number of recovery strategies belonging to the same
error class (cf. Fig. 1.4). It should be noted that these attributes are not needed for
pure assembly process monitoring. They are only used for recovering from errors during
assembly.
Table 4.1.: State properties needed for recovering from errors during assembly operations.
Symbol Description
AM Movement along or around the mating axis AM is possible
during mating operation.
FRef The z-axis of reference coordinate system FRef is equal to AM
by definition. Additionally, an origin on AM and a respective
x- or y-axis uniquely specify the full FRef .
SCPref Selection criterion SCPref which is used, if different criteria
are applicable.
PCPref The performance criterion PCPref is used for rating of differ-
ent recovery strategies.
4.2. Handling of Uncertainties
While decomposing complex assembly tasks, process uncertainties can occur due to varia-
tions between different datasets and during automatic classification (cf. Sec. 4.5) of input
data. So for a robust application of the HD during data analysis handling state prob-
abilities needs to be introduced. Also multiple domain experts can be involved in the
segmentation phase (cf. Sec. 4.3). This can lead to the problem that various experts use
slightly different definitions of the conditions CU , so that there are uncertainties in the
definition of a states S. As a consequence, the transition between different states is diffuse.
This aspect is shown in Fig. 4.3.
Each state Si,k, is extended by a state probability pSi,k for extending the already mentioned
definition of the HD. For all state probabilities p of a hierarchical level Lk with nk states
Si,k, i ∈ {1, ..., nk}, including the special states it takes effect ∑ni=1 pSi = 1. Because the
conditions Ci,j,k, describe transitions of probable states, boolean logic regarding these
conditions is no longer usable. Instead, a probability p is added to the user defined part
CU of each condition. So p for CU in Ci,j,k, is equal to p of Sj,k+1. Since CR is used to
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encode preconditions, the probability p of CR is zero until the condition is fulfilled in order
to represent a binary decision.
Figure 4.3.: Exemplary state transition from Si,k to Sj,k and back to Si,k. The probability
of each state for being the active one as a evolution over time is shown.
4.3. Domain Expert’s Workflow
A domain expert has to define states and conditions. Also, a manual segmentation needs to
be done by the domain expert for generating training data. By using this data, automatic
classifiers for handling a larger dataset can be trained. The definition process is an iterative
one that can be supported by the previously trained classifiers. The entire procedure is
depicted in Fig. 4.4 and the single steps are described during the following subsections.
Figure 4.4.: State chart showing the decomposition workflow.
4.4 Feature Vector for Automatic Classification 45
When focusing on industrial assembly tasks and the identification of human strategies,
it is practical if the input data contains the pose of the workpiece and also the acting
forces and torques. This data can simply be recorded by utilizing an industrial manip-
ulator and applying PbD. However, the presented approach is not limited to this data
capturing method. Another way is to place the workpiece on top of a force-torque sensor.
By using a motion tracking system, also data from assembly tasks executed by hand can
be processed.
The domain expert’s role is to generate training data for training automatic classifiers
(cf. Sec. 4.5). Therefore, manual segmentation of the input data is required. During this
phase, the domain expert is not limited to make decisions only due to the input data.
Also meaningful features, calculated by stacked auto-encoders (cf. Sec. 4.5), can be used
for decision-making. Typically, the expert starts by regarding a complete dataset which
represents the first level L2 (one below the root at L1) of the decomposition tree. After
defining states for this level, the expert has to decide whether one of these states needs
further decomposition. Here, the probability of the special states S′i,k is helpful because
the value p(S′i,k) is high if the defined states are not sufficiently explicit to describe the
input data. So, the expert has to define a value  and test whether the state definition
is sufficiently expressive by evaluating it holds p(S′i,k) > . If it is insufficient, further
states need to be defined for creating an expressive HD. Depth and structure of this
decomposition are determined by task specific knowledge of the domain expert because
interesting ranges of the input dataset are segmented in more detail than others.
4.4. Feature Vector for Automatic Classification
The output of a manual segmentation phase performed by the domain expert is used for
training an automatic classifier. Therefore, it is necessary to calculate a feature vector.
Statistical features are suitable for representing the evolution of a signal over a time
interval. But their use requires the input data to be split up into sets so that these
features can be calculated for each set. This problem is addressed by using a rectangular
window for feature extraction, as shown in Fig. 4.5. An element j of the feature vector,
corresponding to sample i of the data, is calculated by using all data samples in {i −
wpre, i + wpost}, wpre, wpost ∈ N0. Using such a window causes that the feature vector has
wpre elements less at the beginning and wpost elements less at the end than the data vector.
Splitting the window into a part {wpre} before sample i and one {wpost} after it allows to
use an asymmetrical window. This is an important aspect if the decomposition is applied
for online error detection or prediction (cf. Sec. 4.6).
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Figure 4.5.: Extraction of n feature samples from m data samples by using a moving win-
dow w. Three different windows (red, green and blue) are used for demon-
strating the extraction w.r.t. to three sets of data.
Apart from using statistical features, the Fourier transform can be used to calculate spec-
tral features. But it is more meaningful to use a time-frequency representation. Various
approaches from different research areas recommend using wavelet coefficients or wavelet
based time spectral energy distribution [24, 36, 82, 40].
By Paseval’s theorem, the energy of a signal is related to the energy of each subband.
Therefore, the energy distribution should remain unchanged if the signal is shifted in
time. But the wavelet transform is not invariant w.r.t. time shifting [41]. As an example,
Fig. 4.6(a) shows two signals which are shifted by one discrete time step. After computing
the wavelet energy distribution, there is a significant difference between both energy
distributions, as shown in Fig. 4.6(b). Therefore, the standard wavelet transform is not
the best choice for pattern recognition based on the energy distribution.
Instead, the Dual-Tree Complex Wavelet Transform (DTCWT) should be used [77]. For
the same two signals, this transform causes a considerably smaller difference between both
energy distributions. Fig. 4.6(c) and Fig. 4.6(d) show the differences in energy distribution
of both transforms w.r.t. to the already mentioned signals. But it should be noted that
the dual-tree complex wavelet transform causes an error if a signal is reconstructed.
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(a) Both signals (red and green) are similar.
The only difference is that the green one is
shifted by one discrete timestamp.
(b) Energy Distributions of both signals by us-
ing the Wavelet Transform.
(c) DTCWT: Difference in energy distribution
between both signals.
(d) Wavelet Transform: Difference in energy
distribution between both signals.
Figure 4.6.: Effects of a signal which is shifted in time onto wavelet based energy
distributions.
The HD is intended as a formal representation of industrial assembly tasks. Because of
this, data which is typically available during PbD is used as an input. An overview of the
inputs used here is given by Tab. 4.2. It should be noted that the presented approach is
not limited to these inputs and others can also be used.
Table 4.2.: Input data used for calculating a feature vector.
Position of the end-effector: ~p
Orientation, represented as a quaternion: q
Acting force vector: ~F
Acting torque vector: ~M
The features mentioned in Tab. 4.3 have been selected because they describe the statistics
and the evolution of a signal. Also, a time-frequency representation is generated by using
the DTCWT. All following features can be calculated for input data x ∈ {~p, q, ~F , ~M}. If
the mentioned window is used, this is indicated by the window function w().
48 4 Assembly Task Representation




Difference: xi − xi−1
Pitch of linear approximation w.r.t. w(x)
Range: max(w(x))−min(w(x))
Inter quartile distance: Q.75 −Q.25 w.r.t. w()
Mean deviation from median: 1
n
∑n
i=1 |xi − x˜| w.r.t. w()
Vector direction: ~x|~x|
Vector length: |~x|
Difference of directions: ~xi|~xi| −
~xi−1
|~xi−1|
DTCWT energy distribution for n levels: Ei(w(x))
Etotal(x(w)) , i = {0, n}, n ∈ N
DTCWT coefficients of x
4.5. Automatic Classification
Due to the high number of features, a reduction of the feature space is needed for de-
creasing the complexity of training automatic classifiers. A simple approach is to perform
a feature selection by using clustering techniques. Therefore, each feature is clustered
and only features with a distance between their cluster centres greater than a threshold
are used [40]. The disadvantage of this approach is that not all available information is
used because it is only a feature selection approach. Therefore, the Principal Components
Analysis (PCA) is typically used for feature reduction [48]. But this approach cannot
describe complex and highly non-linear correlations between several features. However,
this is achieved by using stacked auto-encoders as described by [9].
Here, a deep learning approach based on neural networks for solving the classification task
is used. The network architecture is build up by stacked auto-encoders for feature reduc-
tion and a softmax layer for classification. Each layer of the resulting network is trained
on its own and at the end of the training a fine tuning of the whole network is performed.
This corresponds to the classical approach for training a deep neural network [26].
Such a network is used to classify the input data into states at the same hierarchical level
and the network returns the state probability for each of these states. Different networks
are used on different hierarchical levels, as shown in Fig. 4.7. If states on the same level
Lk are children of different states at level Lk−1, a single network is used for each branch.
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For example, if a state Si,k is connected by conditions with a set of states Si,k+1, then a
single network is used for classification. But if two states Si,k and Sj,k of the same level
Lk are connected with two different sets at level Lk+1, then a separate network is used
for each of this set. The usage of one network for both sets would increase the complexity
of the classification problem unnecessarily. Because of the HD’s definition, states out of
the set connected to Si,k are not possible if the active state at level Lk+1 is connected to
Sj,k.
Figure 4.7.: For classification, at least one network has to be used per hierarchical level.
Multiple networks can be used on the same level Lk if the states of this level
are children of different states at level Lk−1.
4.6. Application of the Hierarchical Decomposition
In literature, a simple mating task is typically used instead of a complete assembly task. A
well-known example from the industrial context is the Peg-in-Hole task. Here a similar task
is used. The reason for this is that an extensive user study on KG in assembly operations
has been previously executed (cf. Chap. 3). So, it is possible to reuse the collected data for
exemplary application of the HD. The user study included examples of varying difficulty.
A detailed description of each example and of the experimental setup can be found in
Chap. 3 and in [58]. Instead of a Peg-in-Hole task the Spline Shaft task is used here. The
reason is that due to the larger socket and due to the reduced DoF more errors have been
observed for this task. Hence, HD’s advantages for online error detection and prediction
and also for giving a detailed description of problems which occur during task execution
would be less obvious. Both workpieces, the spline shaft and the corresponding socket,
are depicted in Fig. 4.8. Engineering drawings can be found in Appendix A.2.
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Figure 4.8.: Spline shaft and socket used as a more meaningful example compared to the
typical Peg-in-Hole widely used in literature.
For the example Spline Shaft, typical problems during mating have in common, that the
z-position stays constant during the problematic areas. This can have different causes
like mechanical jamming, friction or other physical effects or are even intentional breaks
during assembly. Typically, multiple errors occur while assembling. An example is given
by Fig. 4.9. This figure includes above average problematic areas. All 397 spline shaft
datasets of the mentioned user study include 1134 errors. Just as the average score is
about 2.96 errors per dataset, it is important to have an assembly monitoring tool and
also a possibility to recover from such errors if they occur during automatic assembly.
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Figure 4.9.: Plot of the spline shaft’s z-position over time. A constant z-position (red-
colored ares) indicates the occurrence of an error during assembly. The as-
sembly operation starts at a z-position of 40 mm (height of the socket) and
ends at 0 mm when the spline shaft reaches the bottom end of the socket.
4.6.1. Simplifications and Parametrization
Here, the focus is on online error detection and prediction. Description and classification
of errors which occur during assembly is also of particular interest. Hence, it is only
necessary to consider a subset of the available input data (cf. Tab. 4.2). Due to spline
shaft’s geometry and that of its socket, shown by Fig. 4.8, the spline shaft has only
one DoF during assembly. No orientation information is used here. The remaining DoF
is a translation along the longitudinal axis of the socket. This axis is called the z-axis
and hence, Fig. 4.9 is limited to the z-position of the spline shaft. Other translational
movement is impossible because the mating operation is spatial limited by the socket of
the spline shaft.
Because of these simplifications, the size of the feature vector, which is used during the
following examples, is reduced. In contrast to Tab. 4.2 the input data only consist of pz,
~F and ~M .
The HD of the Spline Shaft experiment is limited to four hierarchical levels. Otherwise,
the decomposition would become too complex for a short example. In addition, informa-
tion on training automatic classifiers and on their performance is given. After identifying
a problematic segment of the Spline Shaft task, a detailed view of this segment is pre-
sented.
For training the automatic classifiers corresponding to the specified states, a feature vector
containing 160 features was calculated. The number of used features was reduced due to
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the already mentioned simplifications. For calculating the feature vector, a symmetric
window with wpre = wpost = 17 was used. The DTCWT was applied with 7 levels. Thus,
the narrowest and lowest frequency band is 15.625 Hz wide. This is caused by using a
sampling frequency of 2 kHz. This DTCWT frequency resolution fits to human arm and
finger motion. That is an important point because the goal of this decomposition is to
describe the strategies of a human during interaction with the robot. Typical intended
human arm or finger motions can reach a frequency up to 12 Hz [51]. Therefore, it is
possible to distinguish between intended human movements and other effects. The used
deep network consists of two stacked auto-encoders with 110 and 13 outputs and a softmax
layer for classification. Two different datasets were used for training and evaluation. Each
included 75 task executions.
4.6.2. HD of the Spline Shaft Assembly Task
A graphical representation of the HD is given by Fig. 4.10. Tab. 4.4 contains the descrip-
tion and the classification performance of each state. It should be noted that the shown
performance scores were calculated by using only the samples within the windowed area.
Information e.g. which state was previously active or whether a state transition according
to the HD is even possible was not used. Such approaches can improve the performance
scores.
Figure 4.10.: HD of the Spline Shaft task without S′j,k states. A description of each state
is given in Tab. 4.4.
Looking at the decomposition tree, the first level consists of the entire task because it is the
root. Employing the above mentioned simplifications, the task progress can be described
by the spline shaft’s z-position. If there is no progress the z-position stays constant and
when that value is equal to zero, the task is completed. Because of this, the domain
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expert has chosen a variation of the z-position for defining two conditions. The first one,
C1,1,1, means that there is a changing z-position and hence a mating progress. The second
condition C1,2,1 defines that there is no mating progress.
Table 4.4.: HD of exemplary considered the Spline shaft task.
Level Element Description Classification performance















All substates of S1,2 describe the actual mating process. S3,3 describes the first contact
between the spline shaft and its socket. CU of C1,3,2 is defined so that the acting forces and
torques are above the sensor noise level and that there is a nearly constant z-position.
CR demands that both workpieces have not been in contact before. The state S3,3 or
firstContact describes how the spline shaft is inserted into the socket. The mating
task’s end is represented by the state S4,3 or finalMating. For being in this state,
C1,4,2 requires a high z-force peak and after that a constant z-position. Another substate
is S2,3 or preBlocking and this substate is used for online error prediction. The last
substate is S1,3 which is named mating again. Thus, this state describes the mating
progress at level L3.
The domain expert splits S2,2 into two states. The first is named S6,3 or break.
For being at this state, C2,6,2 has to be fulfilled and this condition requires a constant
z-position, forces and torques. The domain expert defined that a constant z-position
and changing of forces or torques are equal to the condition C2,5,2. The corresponding
state is named S5,3 or blocking. This is a very interesting state because it includes a
problem during task execution. On higher decomposition levels, the substates of this state
also describe how the problem is handled in order to solve it. But on higher levels, the
domain expert has to be aware of the maximum human movement frequency in order to
identify intended human actions. If a state is only maintained for a short time, it cannot
represent an intended movement. So the domain expert has to define a CR according to
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the maximum movement frequency of a human.
Since the human understandable error description and the successful error handling is
of special interest, a decomposition of an exemplary problem was given. The presented
experiment includes the state S5,3 or blocking. Such an exemplary and simple state
with its substates is shown in Fig. 4.11. In order to simplify the visualization, only the
force and not the torque vector are shown. Only one decomposition level of this state is
shown. As determined by the condition C2,5,2, the z-position for the duration of the entire
state is constant. In Fig. 4.11, Fz has a negative sign because the coordinate system of
the force-torque sensor is oriented opposed to the mating direction.
Figure 4.11.: Representation of the force evolution (Fx: blue, Fy: red, Fz: yellow) over
the samples during S5,3 or also blocking. The figure shows the whole
state S5,3. Red, green and black lines at top and bottom are used to label
substates of S5,3.
4.6.3. Composition of an Assembly Error
By extending the decomposition with an additional hierarchical level L4, it is possible to
describe S5,3 or blocking state with more detail. At level L4 three more states are
defined. The first one is S1,4 and the associated condition is C5,1,3. The domain expert
defines that C5,1,3 is equal to a rising magnitude of the force vector. The condition C5,2,3
describes the state transition to S2,4 and is equal to a falling magnitude of the force vector.
S3,4 is the last substate of S5,3 and the condition for state transition is C5,3,3. This is equal
to a constant magnitude of the force vector. All states are labelled in Fig. 4.11.
This figure also consists of a temporally ordered sequence of L4 states. So it is possible to
describe how the force vector has changed by viewing at the changing conditions. At the
beginning, the magnitude of the vector was decreased. Then it was increased, decreased,
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increased, constant and at the end it was falling. Only the fourth element of this chain
consists of enough samples so that it could be an intended human motion. The other
elements can be caused by physical effects like stick-slip friction between the spline shaft
and the socket while a nearly constant force pushes the spline shaft. This aspect has to
be keep in mind if such a chain is used for automated robot program generation.
A statement regarding the percentage composition of S5,3 is given by Tab. 4.5. In addition,
information on the occurrence of a substate at the beginning or end of S5,3 is given.
Table 4.5.: Percentage composition of S5,3 or blocking state w.r.t. to the evaluation
set
State Percentage of occurrenceOverall Beginning End
S1,4 36.4 14.3 14.1
S2,4 47.3 80.9 71.4
S3,4 16.3 4.8 14.5
4.6.4. Online Error Detection and Prediction
A simple approach for online error detection during task execution is to define error states
so that they are elements of the hierarchical decomposition. The blocking state from
Tab. 4.4 is an example of such an error state. During such a state, the task execution
is disturbed and a special error handling is necessary to allow a further progress of the
task.
By applying the trained automatic classifiers in parallel to the task execution to data
which is sampled at the same time, it is possible to decide if the current state is an error
state or not. Avoiding error states is better because the workpieces or the equipment can
be damaged during such an error state. Using the Spline shaft example, it is possible to
demonstrate how a pre-error state can be defined and used for error prediction. This state
makes it possible to avoid error states and for preventing potential hardware damage or
for enabling an early error prevention.
Force-torque data of the Spline Shaft experiments was sampled with a frequency of 2 kHz.
A domain expert observed a clear oscillation of measured forces and torques before most
blocking state. Depending on the velocity of task execution, oscillating forces and
torques can be last for up to 150 samples. So it was possible to define a preBlocking
state and to detect this state with a success rate of 89.2% as shown in Tab. 4.4.
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In contrast to the classification of already captured data, the window function for feature
generation can only use sampled data. Here, wpre was set to 34 and wpost to 0. Thus, it
takes 17 ms to reliable detect a pre-error state. But since thepreBlocking state takes
up to 75 ms there is still time left to react. Such a reaction could be based on typical




This chapter defines a recovery strategy w.r.t. an industrial assembly scenario. Specific
requirements for a simple application are also presented. Basis of the chapter are previous
publications [61, 62]. In addition, criteria for describing assembly errors are introduced.
They are also used for selecting a recovery strategy. So, it is highly important that a
selected strategy matches a given assembly error. The strategy representation and the
selection criteria are invariant against rotation or translation of the considered workpieces.
So, generalization is enabled and the number of required human interaction is minimized.
Note that the recovery strategies are task specific, but robot independent. Therefore,
they can be reused for the same task but also by other assembly systems or robots.
The shop-floor workers’ task specific knowledge and experience is exploited during the
demonstration phase and encoded inside the strategy, which is an important feature.
An optimization of the strategy selection process is also presented so that all information
regarding an assembly error is used. Due to the fact that human demonstrations are rarely
optimal, it is shown how different strategies can be fused together for creating new ones
with better properties.
5.1. Requirements of a Recovery Strategy
Two different problem classes are decisive for the recovery strategy definition. For the
first class (cf. Sec. 5.1.1) it is typical that little information regarding an assembly error
is known. The decisive factor here is the poor observability not only on a microscopic
level. Within this work it was not possible to determine human behaviour and intentions.
Thus, the influence of these points on the success or failure of a strategy is unclear. So,
the second problem class (cf. Sec. 5.1.2) is based on these points.
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5.1.1. Lack of Observability Limits Modelling
Especially for assembly tasks, the problem arises that their executions are difficult to ob-
serve. Optical metrology is unsuitable due to frequent occlusions. With regard to industrial
assembly tasks, the use of additional external measuring technology is undesirable. Thus,
in automated assembly, information regarding the workpiece’s pose can only be deter-
mined based on the robot’s pose. Acting forces can be either measured by a force sensor
or be derived from the robot’s joint torques by using the dynamic model. Therefore, the
exact contact situation of the workpieces is unknown. Especially on a microscopic scale,
information about the state of the workpiece’s surface, the blocked geometries or the act-
ing physical effects, e.g. friction, is needed. Without this information, errors cannot be
classified based on their causes. However, such a classification is needed for describing
the error recovery by using stochastically models like Hidden-Markov-Models (HMM ) or
Gaussian-Mixture-Models. If a classification would be possible, a HMM could be trained
for each class. This would mitigate the problem that training data is needed for each
HMM. Collecting this data is expensive because first the error needs to be exactly re-
produced during the assembly operation. Second, the corresponding recoveries need to be
manually demonstrated.
One possible approach is to roughly describe errors (cf. Sec. 5.3) by using all available
sensor data. So, a matching recovery strategy can be selected. Subsequently, the recovery
can be performed by manipulating the workpiece in exact the same way it was done in the
previous demonstration. There can be no assurance that the recovery will be successful
because the difference between error causes is unknown. However, in case of a failure it is
possible to try another recovery strategy w.r.t. the varied error.
5.1.2. Influences of Human Behaviour
When human operators are asked to demonstrate recoveries from an error (cf. Sec. 1.3),
it is not possible to determine the intended purpose of an action. The problem is that
the human intentions are not recognizable in the experimental setups used in the user
studies presented in Chap. 2 and Chap. 3. Within these studies, only the robot’s pose
was sampled. Thus, only human hand motion could be estimated. Without recognizing
human intentions it is not possible to say whether a demonstration includes one or more
strategies. It might be the case that a human noticed, that the current strategy which is
applied, does not work. Therefore, the human might switch to another one. So, when using
demonstrations for recovery, always a complete demonstration must be used. Otherwise,
it cannot be guaranteed that every action necessary is included. Thus, also removing
unnecessary or redundant parts is not possible.
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5.2. Definition of a Recovery Strategy
Assembly errors often appear seemingly similar on a macroscopic level but small variations
regarding the starting conditions lead to differences. Therefore, a recovery strategy always
addresses a specific error. The sampling of enough recovery demonstrations for covering
the variance regarding the starting conditions implies significant effort. A suitable repre-
sentation is needed to exploit geometric invariance and increase re-usability, respectively.
Therefore, the overall effort can be reduced. Representation in relative coordinates is e.g.
frequently used in learning by demonstration approaches [55]. A strategy contains relative
movements w.r.t. to the end-effector’s pose at the moment an error occurs. As a result,
rotation and translation invariance is achieved. Considering for example the classic peg-
in-hole assembly task, the movement of a peg looks different from the view of an external
observer if the starting pose is rotated around the longitudinal axis of the peg. However,
it is the same movement w.r.t. the starting pose. A graphic example is given in Fig. 5.1.
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Figure 5.1.: 2D example of how the same motion looks different if its viewed from an exter-
nal point like the object. But regarding the first frame F{1,2},1 it is obviously
the same motion.
On the other hand, it is not possible to achieve such an invariance regarding the velocity
profile. The reason is that friction is an important feature of the contact between both
workpieces during motion. Their relative velocity is an important factor in friction models
e.g. the well-known LuGre model [38] or more complex ones [32]. Here, a fixed rate is
employed for sampling human demonstrations of recovery strategies. So, the same velocity
profile is reproduced if a strategy is used w.r.t. the sampling rate. Re-sampling can be
applied when necessary in reproducing it.
Taking these requirements and limitations into account, there are two ways to present
a recovery strategy. Both require a workpiece-centred reference frame F0 for describing
the end-effector motion. It is given by the end-effector pose at that point in time when
the error is detected. If a recovery strategy is demonstrated n, n ∈ N, end-effector poses
Fi, i ∈ [0, n− 1], i ∈ N0 are sampled. Both ways of representing a recovery strategy differ
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in terms which reference frame is used for describing the movement. One possibility is
to use F0 as reference for all other sampled frames so that a strategy consists of n − 1
transformations F0TFj , j ∈ [1, n− 1], j ∈ N. This set of transformations is ordered in the
way that Fj is sorted w.r.t. an ascending order of the index j. The other possibility of
representing a recovery strategy is that the transformations always describe the motion
between the previous and the current pose w.r.t. the previous one. In this case a strategy
is also an ordered set of the transformations Fj−1TFj . However, this way of representation
has the disadvantage that it leads to an accumulation of errors. That is why the first way is
preferred. Nevertheless, both are invariant against rotation or translation of F0 and both
reproduce the same velocity profile as during the sampling of the recovery strategy.
An example, how such a strategy might look like, is shown in Fig. 5.2, where three different
strategies are shown. The selection made was created randomly. All strategies have been
successfully used in a user study (cf. Chap. 2) for recovering from errors w.r.t. Pleuel -
Top. Therefore, it is the goal to show the small end-effector motions during recovery. These
movements are made possible by the minimal compliance of the experimental setup.
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(a) Example No. 1.
(b) Example No. 2.
(c) Example No. 3.
Figure 5.2.: Three examples of how a recovery strategy looks like are depicted. The shown
strategies have been randomly selected of out a database for the assembly task
Pleuel - Top.
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5.3. Recovery Strategy Selection
The microscopic state of an assembly operation is unknown if an error occurs. Therefore,
the problem arises how to select a suitable recovery strategy. Criteria which can be used
for describing a situation and thus for selecting a strategy are called selection criteria
SC. Here, the focus is on assembly by mating according to DIN 8593-1:2003-09 which
specifies different ways of mating based on translational and rotational motions. The
strategy representation (cf. Sec. 5.2) and also the SC need to be invariant against rotation
and translation as far as possible. In order to evaluate the SC the acting contact force
vector ~FC , the current approach vector of the end-effector coordinate system FEE and
FRef for describing rotational motions w.r.t. the axis of FRef are used.
SC used for describing assembly errors:
• SCFA: Angle between the mating axis AM and the contact force vector ~FC .
• SCAG: Angle between the approach vector of FEE and that of FRef .
• SCAR: Angle between the x− or y−axis of FEE and that of FRef .
• SCD: Shortest euclidean distance between the origin of FEE and AM .
Sketches giving examples for all SC are depicted in Fig. 5.3.
In robotics, typically used sensors measure not only forces but also torques. Nevertheless,
torques are not used for calculating the SC. This is caused by the fact that torque in-
formation is not unequivocally because it depends on the force application point and the
lever arm. Both are unknown for the considered errors. Thus, a torque cannot be clearly
assigned to a specific contact situation.
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(a) SCFA (b) SCAG
(c) SCAR (d) SCD
Figure 5.3.: Sketches illustrating the SC. The SCs are drawn in red.
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5.3.1. One Selection Criterion
The simplest approach is to select a strategy from the system’s database by considering
only one SC. Here, a strategy is chosen for minimizing the differences between the SC
of a current error and the SC of the strategies inside the database. So, only one SC is
considered and the others are ignored. Therefore, one SC is preferred and it is called
SCPref (cf. Sec. 4.1.3). SCPref is assembly task dependent and was defined by a domain
expert at design time. So, a-priori knowledge regarding error classes within the HD is
reflected. The disadvantage of using only SCPref is that not all information available w.r.t.
the error is used. Compared to an approach considering all information (cf. Sec. 5.3.2), a
faster error handling can be achieved. Another reason for using this simple approach is
the low computational cost especially for large databases.
5.3.2. Multi-criteria Optimization
Fixing the disadvantage that not all information available is used, a multi-criteria opti-
mization is carried out. Again, it is the goal to find a strategy s that minimizes SC(s)
distances w.r.t. a set SC{FA,AG,AR,D},C . Here, the index C is used for referring to the se-
lection criteria of the current error. In order to involve all SC in the selection process,
the Pareto front P is calculated according to Eq. 5.1 by optimizing over all available




SCFA(s)− SCFA,C , SCAG(s)− SCAG,C ,
SCAR(s)− SCAR,C , SCD(s)− SCD,C
} (5.1)
The next step is to select a strategy out of P . Thereby, P is the set of Pareto-optimal
strategies. Again, this selection is done by utilizing SCPref which is given by the HD (cf.
Sec. 4.1.3). By performing the optimization step, other criteria are taken into account.
Even if the final selection is made regarding SCPref .
5.4. Performance Criteria
For each demonstration describing the recovery from an error state it is possible to cal-
culate a performance value by using a performance criteria (PC). Thereby, PC are task
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specific and depend also on the error state. Therefore, a matching PC needs to be defined
by the domain expert. Thus, one of the error state attributes, defined within the HD, is
a preferred performance criterion (PCPref , cf. Sec. 4.1.3).
Generally applicable performance criteria (PC) are for e.g.:
• PCP : Cartesian path ∑ni=1√∆x2i + ∆y2i + ∆z2i travelled by the end-effector.
• PCF : Sum of the acting forces ∑ni=1 (Fi,x + Fi,y + Fi,z).
• PCT : Time to completion.
• PCJ : Jerk of e.g. a force or velocity profile.
The definition of highly task specific PC is also possible.
5.5. Strategy Fusion
Human demonstrations used in recovery are rarely optimal. Therefore, an approach for
optimizing such demonstrations is required and presented here. An optimization is feasible
with respect to a preferred performance criteria (PCPref , cf. Sec. 5.4). In addition, it is
only possible to use demonstrations belonging to the same error class for performing an
optimization. It is the goal to minimize PC because they correlate to the effort needed
to execute an assembly task.
Assembly process characteristics and the limited observability (cf. Sec. 5.1.1) results in
restrictions for possible optimizations of human demonstrations. At a microscopic level,
the exact state and cause of an error is unknown and it is impossible to determine which
parts of a recovery strategy are really needed for recovering. So parts cannot be removed
without risking that the strategy stops working. It is also unknown if a human stopped a
strategy while sampling the demonstration because the strategy did not work and applied
a new one (cf. Sec. 5.1.2).
However, it is possible to stop the execution of a strategy and to apply a different one as
long as it is ensured that at least the last strategy is completed. Within this approach,
it is not intended that the first strategy results already in a successful recovery. Instead,
the first one is only needed to change the SC so that the second strategy can be applied.
Now, if the performance according to the chosen PC is better for the executed part of
the first strategy and the entire second are better, than the combination of both achieves
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an improvement regarding the performance. This approach is called a fusion of strategies
and can be applied oﬄine and performed in advance. All strategies stored in a database
can be used as an input for the fusion approach. This also includes a strategy derived
from a demonstration that has just been performed (cf. Sec. 1.3).
Fusion of Two Strategies
The strategies s1 and s2 are exemplary used for explaining how the fusion of strategies
works. This example is also depicted in Fig. 5.4.
Figure 5.4.: Here, it is shown how to fuse the two strategies s1 and s2. The result is s3
which can be used to recover from the same error as s1. But s3 has a better
performance than s1. The fusion is done by finding a step where the SC are
similar and the performance score PC for the rest of s1 is worse than that
for s2. At this point, the rest of s1 is replaced by s2.
The strategy s1 contains n, n ∈ N steps or transformations T . s1 is traversed from step
i = 1, i ∈ N to i = n. The special feature is that the SC are not just used to describe
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the starting conditions of a strategy e.g. SC(s1). Instead, they are also used to describe
the current situation at a specific step i e.g. SC(s1(i)). In order to find a spot to do
a transition from s1 to s2, it is tested if SC(s1(i)) − SC(s2) <  holds. The threshold
, from which it is assumed that the SC are similar, depends on the assembly task. In
addition, since it is the goal to improve the performance, PC(s1(i : n)) > PC(s2) must be
satisfied. Subsequently, both strategies can be fused together. Therefore, s2 is appended
to the beginning of the first s1(1 : i). The result is s3. This new strategy can be used
for the same SC as s1 but it has a better performance. It must be ensured that now the
reference frame for s2 is Fi of s1. So discontinuities regarding the orientations of s3 can
be avoided.
Fusion of Multiple Strategies
When applying the fusion approach to multiple strategies inside a database, the strategies
are considered in turns. Per iteration, each of the strategies is selected once and it is tried
to fuse it with all other available strategies. Subsequently, the fusion result with the best
PC is used for replacing the current strategy in the database. It is replaced because
otherwise there would be two strategies for exactly the same SC.
One iteration is also called a level Lj, j ∈ N. The index of a level limits also the maximal
number of strategies that can be found in the fusion result. From a user’s perspective, it
is possible to either limit Lj or to go on until there is one iteration without any fusion.




Experimental Verification of the
Recovery Strategy Approach
This chapter presents an experiment and discusses its findings in order to clarify whether
the HD (cf. Chap. 4) and the strategy presentation (cf. Chap. 5) provide an approach
for recovering from assembly errors based on human demonstrations. Parts of the results
have already been published [61, 62].
The objectives of this experiment are:
• Is an error handling based on human demonstrations working and does it offer any
added value?
• Is an SC based strategy selection better than a random based one?
• Is the applicability of a special SC error dependent?
• How does the number of successful recoveries change if the Pareto-optimized ap-
proach is used instead of only one SC?
• Is there an improvement regarding the performance of a recovery if the fusion ap-
proach is applied?
• Does the fusion approach increase the recovery success rate?
• Does the performance of fusion approach change if different input devices have been
used for strategy demonstration?
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Looking at HRI, small benefits for KG with stiffness adaptation compared to KG without
adaptation were found. Nevertheless, for the same reason as already presented in Chap. 3,
KG is used without adaptation.
6.1. Assembly Tasks and Errors
During two user studies (cf. Chap. 2 and cf. Chap. 3) data on recovery attempts has
already been recorded. Therefore, it is possible to extract strategies and to reuse them in
the experiment. As a result, the experimental effort can be reduced. However, there have
been mechanical problems with the workpieces of DIN Rail and Bracket. Thus, these two
assembly tasks need to be excluded such that following tasks are remaining:
• Peg
• Spline Shaft
• Pleuel - Top
• Pleuel - Bottom
Nevertheless, for covering all types of mating as specified by DIN 8593-1:2003-09 and
visualized in Fig. 1.3, a new assembly task with a spring contact is needed. For this
purpose, the new task GU10 is introduced. This task consists of a GU10 light bulb
connector and a corresponding socket with a spring element inside. Both workpieces are
depicted in Fig. 6.1.
Engineering drawing for all workpieces used in this experiment are given in Appendix A.
(a) Socket (b) GU10 con-
nector
Figure 6.1.: Workpieces of the GU10 assembly task.
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6.1.1. Characteristics of Assembly Errors
There are differences regarding the error characteristics. This is caused by the circum-
stance whether a specific error has been reproduced or all errors occurring during an
assembly operation have been considered.
Various errors are considered for the assembly tasks Spline Shaft and Peg, because when
carrying out the previous user study (cf. Chap. 3), errors occurred over the entire length of
the components during assembly. The characteristic of an error depends on the location
it occurs at. Thus, the tasks are subdivided into intervals. For each interval the most
frequent errors are chosen. Therefore, 5 and 4 error have been selected for Spline Shaft
and Peg, respectively. The reason is that the socket for the task Peg is geometrically
shorter compared to Spline Shaft. The exact subdivision into intervals as well as the SC
describing the errors is presented in Sec. 6.1.2.
In contrast, the assembly task GU10 was considered anew. Therefore, only one error is
specified. This error is given by the following SC:
• SCFA = 40.35◦
• SCAG = 45.87◦
• SCAR = 34.66◦
• SCD = 8.32 mm
This error was chosen because the spring-loaded element is in a contact state. For cre-
ating a task specific recover strategy database, only one shop-floor worker demonstrated
recoveries to a robot. The reason for this is to show that the presented error handling
approach (cf. Sec. 1.3) also works if only strategies demonstrated by one human are used.
Specifically, it should be examined whether strategy fusion (cf. Sec. 5.5) can increase the
overall system performance. Also, the influence of using only strategies demonstrated by
the same human or by different humans is analysed.
For the assembly tasks Pleuel - Top and Pleuel - Bottom, the errors defined in Sec. 2.1.2
are used. The special feature of the Pleuel task is that strategies which were recorded using
the various input devices (cf. Sec. 2.2) are used. Therefore, it should be considered whether
the presented error handling approach works independently of the input devices.
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6.1.2. Subdivision of Peg and Spline Shaft
The recovery strategies related to Peg and Spline Shaft have been sampled during a
user study (cf. Chap. 3). Thus, no special errors were commanded, but all naturally
occurring ones were detected. As a result, the databases of those assembly tasks contain
strategies matching lots of different error. In contrast to that, it is crucial for the following
experiments (cf. Sec. 6.4) that the same error occurs in every attempt.
That is why the errors are subdivided into intervals. For each interval the statistically
most frequently occurring error situation is used for the experiments. This subdivision is
made base on the workpiece’s z-position at the moment an error occurs. The reason for
this is that here the z-position is used to describe the assembly progress. It turns out that
in general the error characteristic as well as the respective occurrence probability both
depend on the z-position. One possible reason for this may be the increasing mechanical
guidance w.r.t. the assembly progress.
Peg
The error distribution over the z-position is shown as a box plot in Fig. 6.2. The subdi-
vision of Peg into four intervals, as shown in Tab. 6.1, was set w.r.t. the quartiles, the
median and the whiskers of the box plot. For each interval, the average error is used. Its
SCs are listed in Tab. 6.2.
Figure 6.2.: Peg: Distribution of errors over
the z-position.
Table 6.1.: Peg: Subdivision of errors based
on the z-position.
Interval Start End
1 9.44 mm 13.08 mm
2 8.20 mm 9.44 mm
3 6.61 mm 8.20 mm
4 2.39 mm 6.61 mm
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Table 6.2.: Peg: SCs w.r.t. the subdivision into intervals.
SC
Statistical Interval
Measure 1 2 3 4
SCFA [◦]
Median 133.26 131.62 131.62 132.82
SD 1.46 1.36 1.49 1.29
SCAG [◦]
Median 2.10 2.11 2.11 2.10
SD 1.77 2.05 1.87
SCAR [◦]
Median 2.61 2.70 2.65 2.61
SD 1.41 1.35 1.39 1.45
SCD [mm]
Median 0.23 0.23 0.23 0.23
SD 0.28 0.28 0.28 0.28
Spline Shaft
Regarding the Spline Shaft assembly task, the procedure is similar to that of Peg. The
error distribution over the z-position is shown as a box plot in Fig. 6.3. The subdivision
into five intervals, as shown in Tab. 6.3, was set w.r.t. the quartiles, the median and the
whiskers of the box plot. For each interval, the average error is used. Its SC are listed in
Tab. 6.4.
Figure 6.3.: Spline Shaft: Distribution of er-
rors over the z-position.
Table 6.3.: Spline Shaft: Subdivision of er-
rors based on the z-position.
Interval Start End
1 34.87 mm 40.00 mm
2 32.86 mm 34.87 mm
3 30.85 mm 32.86 mm
4 28.84 mm 30.85 mm
5 20.40 mm 28.84 mm
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Table 6.4.: Spline Shaft: SCs w.r.t. the subdivision into intervals.
SC
Statistical Interval
Measure 1 2 3 4 5
SCFA [◦]
Median 145.51 146.12 143.77 147.22 145.51
SD 1.27 1.33 1.15 1.94 1.49
SCD [mm]
Median 0.26 0.25 0.25 0.33 0.25
SD 0.18 0.17 0.18 0.20 0.18
SCAG [◦]
Median 1.70 1.69 1.70 2.13 1.70
SD 1.69 1.70 1.80 2.19 1.73
SCAR [◦]
Median 1.46 1.43 1.40 1.78 1.46
SD 1.58 1.69 1.67 1.63 1.75
6.2. Experimental Setup
Since data from the two previous user studies (cf. Chap. 2 and Chap. 3) is reused in this
experiment, the setup is similar to that described in Sec. 2.1 and Sec. 3.2. An overview
of the setup is given by Fig. 6.4(a). The most important component is a KUKA Light
Weight Robot (LWR IV+). It is mounted upside down, such that the assembly operation
can be observed well. Thus, an operator can intervene in an emergency to avoid damage
to the workpieces or the hardware.
In every case, one of the workpieces used for an assembly task (cf. Sec. 6.1) was attached to
the robot’s end-effector. The other workpiece was mounted on a basis platform for carrying
out the trials. This platform was located above a force-torque sensor (JR3 85M35A-140-
D). Although the robot is able to estimate the forces and torques acting on its end-effector,
an additional force-torque sensor was used. The reason for this is the very low sensor noise
of the JR3 sensor (Fx,y : +/ − 0.1 [N ]; Fz : +/ − 0.3 [N ]). Also, an overload protection
device was used for protecting the sensor from potential damages. For this reason, the
device was placed below the force-torque sensor. A detailed view of both workpieces, the
basis platform and the force-torque sensor is shown in Fig. 6.4(b).
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(a) Overview of the experimental setup. (b) Detailed view onto the workpieces for GU10
assembly task, the force-torque sensor and the
basis platform.
Figure 6.4.: Robot performing the GU10 assembly task.
6.3. Experimental Procedure
The experimental procedure differs depending on whether the strategy selection or the
fusion approach are investigated. At the beginning of a strategy selection experiment, the
robot is commanded to a specific error. Then a recovery strategy is selected. Therefore,
different approaches for strategy selection are used. The approaches are random-based
selection (cf. Sec. 6.4.1), by using one SC (cf. Sec. 6.4.2) and multi-criteria optimization
based strategy selection (cf. Sec. 6.4.3). Which SC is used in combination with the selec-
tion approach, depends on the respective experiment. In all cases, databases containing
unmodified strategies have been used. Once a strategy has been selected, it is executed.
Although the assembly tasks Peg and Spline Shaft have been split into intervals, all
strategies are still contained in the databases.
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If, on the other hand, the fusion approach is considered, strategies are randomly selected.
Here, databases optimized by the fusion approach have been used (cf. Sec. 6.4.4). For
performing an L1 fusion, two general applicable PC have been used.
• PCP : Cartesian path ∑ni=1√∆x2i + ∆y2i + ∆z2i travelled by the end-effector.
• PCF : Sum of acting forces ∑ni=1 (Fi,x + Fi,y + Fi,z).
After a strategy has been selected, the robot is commanded to exactly that error specified
by the strategy’s SC. Subsequently, it is executed.
During strategy execution, the acting forces as well as the robot’s motions are measured in
order to use this data for the evaluation of the fusion approach. A recovery is conducted
as successful if it is possible to continue with the assembly operation after a recovery
strategy has been applied. Once a strategy has been carried out, the robot is commanded
back to the starting position. The whole process is monitored by an operator to intervene
in the event of a fault and to avoid hardware damage.
Although only specific errors are commanded to the robot, different strategies can be
selected. The reason is the robot’s limited accuracy when it is commanded to a pose.
Note that while other approaches have sought ways to minimize these inaccuracies, in
this experiment they are desired [71]. Due to the robot’s pose inaccuracy, small variations
occur regarding the error causes and thus the SC take effect. It should be noted that the
specified accuracy (ISO 9283 ) of the robot’s end-effector is +/− 0.05 mm [45].
6.3.1. Strategy Databases
The number of strategies in a database used within an experiment is listed in Tab. 6.5.
For each assembly task, a separate database was used so that only strategies belonging to
a specific assembly task were used. In general, the number of strategies inside a database
depends on the underlying user study (cf. Sec. 6.1.1). However, if the fusion approach is
used, the number is also affected by used thresholds (cf. Sec. 6.3.2) and applied PC.
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Table 6.5.: This table lists how many strategies are included in a database and therefore
used for an experiment. Here, the term ’Pure Strategies’ means that a strategy
is used as it has been recorded. So, no processing, e.g. fusion, has been applied.
Assembly Task Mode Number
Peg
Pure Strategies 377
Fusion - PCP 47
Fusion - PCF 131
Spline Shaft
Pure Strategies 389
Fusion - PCP 99
Fusion - PCF 214
Pleuel - Top
Pure Strategies 309
Fusion - PCP 286
Fusion - PCF 280
Pleuel - Bottom
Pure Strategies 309
Fusion - PCP 291
Fusion - PCF 292
GU10
Pure Strategies 150
Fusion - PCP 11
Fusion - PCF 13
6.3.2. Thresholds and Statistics of the Fusion Approach
The fusion approach requires that SC are compared. Since the SC are floating-point
numbers and there is some process noise in the calculation of SC, a threshold must be
defined. It defines the maximal numeric difference between SC. If it is below a threshold
then SC can be considered as the same. This threshold is specified by a domain expert
because it is assembly task dependent. The thresholds used here are given by Tab. 6.6.
Table 6.6.: Thresholds used for comparing SC. These values define that the maximal
numeric difference between two SC to be considered equal.
Peg Spline Shaft Pleuel GU10Top Bottom
∆SCFA [◦] 0.50 0.50 1.00 1.00 1.00
∆SCD [mm] 0.25 0.25 0.50 0.50 0.50
∆SCAG [◦] 0.50 0.50 0.50 0.50 1.00
∆SCAR [◦] 0.25 0.25 0.50 0.50 0.50
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One use case of these thresholds is to determined how often a strategy is found within
others. This is necessary for being able to use the fusion approach (cf. Sec. 5.5). There-
fore, the SC at the beginning of a strategy need to occur within other strategies. So,
it is feasible to fuse them together. An overview how often this was possible is given by
Tab. 6.7. However, it needs to be kept in mind that a fusion is only performed if the overall
performance gets improved. Nevertheless, the amount of strategies inside the databases,
as presented in Tab. 6.5, is caused by the applied thresholds.
Table 6.7.: Mean and standard deviation of how often the SC of a strategy occur in all
other strategies.
Peg Spline Shaft Pleuel GU10Top Bottom
Mean(Number of Occurrence) 2.32 5.33 127.97 115.47 30.49
SD(Number of Occurrence) 2.43 9.01 103.58 83.03 26.45
6.4. Experimental Results
All experiments were conducted in contact situations. Therefore, unsupervised experi-
ments were not feasible. The robot needed be monitored so that an emergency shutdown
can be done in case of a failure. It was also necessary to examine the error reproduction for
obtaining meaningful results. Additionally, in case of system failures, e.g. triggering of the
overload protection device or too high joint torques causing a robot emergency stop, the
experiment needed to be restarted. Therefore, the experiments were very time-consuming.
For this reason, only 25 repetitions were performed per specific trial. Nevertheless, 4440
trials have been carried out overall and the results are presented here.
6.4.1. Random-based Strategy Selection
The simplest strategy selecting approach is to use random. But no information regarding
an error is used in this case. Thus, the results can be used as a reference for evaluating
other strategy selection approaches. These results are given by Tab. 6.8 column SCR.
The effectiveness of the multi-criteria optimization (cf. Sec. 5.3.2) is assessed by first
determining an optimal set and then making a random selection w.r.t. this set. The
results are shown in Tab. 6.8 column SCPR. For each cell of this table, 25 trials were
performed. So, a total of 600 recovery attempts were carried out.
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Table 6.8.: Random-based selection of a strategy regarding all strategies or an optimized
set. For each cell of this table n=25 trials have been carried out. The table is
showing the number of successful recoveries.
SCR SCPR
Peg
Interval 1 19 21
Interval 2 18 22
Interval 3 20 22
Interval 4 22 23
Spline Shaft
Interval 1 14 18
Interval 2 15 19
Interval 3 18 21
Interval 4 20 21
Interval 5 20 22
Pleuel Top 18 22Bottom 19 22
GU10 17 21
6.4.2. Selection Criterion based Strategy Selection
Limited information regarding an error can be utilised by using one SC. So, the error is
described and a matching recovery strategy can be selected (cf. Sec. 5.3.1). The results are
given by Tab. 6.9. Here, the number of successful recoveries is shown. For each combination
of an assembly task and a SC, 25 trials were performed. Thus, overall 1200 recovery
strategies have been executed in order to create that table.
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Table 6.9.: Strategy selection is done by using only one SC. For each cell of this table
n=25 trials have been carried out. The table is showing the number of suc-
cessful recoveries.
SCFA SCD SCAG SCAR
Peg
Interval 1 21 20 23 20
Interval 2 22 21 23 23
Interval 3 24 21 23 21
Interval 4 25 24 25 23
Spline Shaft
Interval 1 21 17 19 17
Interval 2 20 15 22 20
Interval 3 22 21 21 22
Interval 4 23 22 23 20
Interval 5 25 22 24 22
Pleuel Top 25 19 19 21Bottom 25 20 25 21
GU10 21 19 22 24
6.4.3. Pareto-optimized Strategy Selection
All available information w.r.t. an error is used by first executing a Pareto-optimization
and then selecting a strategy out of the optimized set according to one SC (cf. Sec. 5.3.2).
For each combination of an assembly task and a SC, 25 trials were performed. So, the
results, which are presented in Tab. 6.10, are based 1200 carried out trials.
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Table 6.10.: Strategy selection based on Pareto-optimization and usage of SCPref . For
each cell of this table n=25 trials have been carried out. The table is showing
the number of successful recoveries.
SCFA SCD SCAG SCAR
Peg
Interval 1 25 21 24 23
Interval 2 24 23 24 23
Interval 3 25 23 25 23
Interval 4 25 24 25 24
Spline Shaft
Interval 1 22 21 21 21
Interval 2 22 18 24 23
Interval 3 24 23 23 22
Interval 4 24 23 23 22
Interval 5 25 23 25 24
Pleuel Top 25 22 23 22Bottom 25 24 23 25
GU10 23 22 23 25
6.4.4. Performance Gains by the Fusion Approach
For Peg and Spline Shaft the separation into different intervals was dropped. The reason
is that now the focus is on increasing the performance w.r.t. to given PC instead of
considering only the number of successful recoveries. Nevertheless, the Pleuel is treated
separately, since Top and Bottom are different tasks.
Here, two generally applicable PC are used as already mentioned in Sec. 6.3. For de-
termining the percentage improvement, the experiments carried out here were compared
with the demonstrations. The improvement w.r.t. to both PC is given by Tab. 6.11. The
number of successful recoveries and the amount of performed trials are also given. In total,
1440 trials have been carried out.
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Table 6.11.: Fusion of two strategies for increasing the assembly operation performance.
Therefore, two PC are used so that different aspects of the assembly get
improved.
Pleuel
Peg Spline Shaft Top Bottom GU10
PCP
Trials 250 250 60 60 100
Number of successes 248 245 59 58 98
Improvement 18.43 % 19.02 % 28.43 % 17.11 % 18.99 %
PCF
Trials 250 250 60 60 100
Number of successes 247 249 55 59 99
Improvement 32.12 % 30.51 % 34.55 % 25.64 % 38.10 %
It should be noted that different input devices (cf. Sec. 2.2) have been used while demon-
strating the recovery strategies for Pleuel. With regard to the fused strategies, it can be
said that all input devices are equally represented.
6.5. Discussion
The results shown in Tab. 6.8, 6.9, 6.10 and 6.11 are based on a total of 4400 experimental
trials. In general, these have been successful recoveries. Therefore, it is possible to conclude
that the proposed error handling approach (cf. Sec. 1.3) and especially the introduced
strategy representation (cf. Chap. 5) is working as good as expected.
Looking at the results for SCR in Tab. 6.8 it can be concluded that a random strategy
selection is working but does not succeed in all trials. Nevertheless, all used recovery
strategies have been demonstrated for the same error state of the decomposed assembly
task. So, there must be more precise differences regarding these errors which are not cov-
ered by the HD. Otherwise, randomly selected strategies would always lead to successful
recoveries. Thus, it is possible to use the values obtained for SCR as the ground truth
for the evaluation of other selection approaches. Checking the mentioned results, it can
be shown that the usage of a SC and especially the Pareto-optimization approach have
a positive influence. The column SCPR contains the number of successful recoveries for
first calculating an optimal set by using all SC and then performing a random selection
w.r.t. this optimal set. Here, it can be noticed that the number of successful recoveries is
increased for all assembly tasks compared to the results for SCR. This fact emphasizes
that using SC can overcome a rough HD. Using all available information by performing
the Pareto-optimization approach is a commendable way for strategy selection.
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For determining the influence and characteristics of SC, only one SC is used for strategy
selection. The results are depicted in Tab. 6.9. By looking at that table, it can be seen
that the number of successful recoveries is in most cases higher than using a random
strategy selection. Only for Spline Shaft (Interval 2) and SCD the achieved result is
similar. Therefore, it can be concluded that using a SC is better than using random. If
one SC is used then it is the SCPref encoded as state attribute in the HD. So, the domain
expert needs to be careful while defining SCPref . This is caused by the fact that SC are
assembly task dependent. Applying an improper SC can unnecessarily reduce the number
of successful recoveries. This is shown by the fact that SCAG is two times the best SC for
Peg. On the other hand, SCFA is the best one for Spline Shaft. For Pleuel, the picture is
more differentiated. While SCFA is the best for Top, similar results are also achieved by
SCAG for Bottom. At GU10, it looks completely different. Here, the best result is achieved
using SCAR.
The highest numbers of successful recoveries has been achieved by using the Pareto-
optimization approach. These results are given by Tab. 6.10. In general, the mean of
successful recoveries has increased from 21.65 for Tab. 6.9 to now 23.25. Only for Pleuel -
Bottom the results got worse. But on the other hand, 11 times all 24 performed recoveries
have been successful. This has been only 6 times the case for using one SC. At the same
time, the standard deviation decreased from 2.26 for Tab. 6.9 to now 1.44. Therefore, it can
be concluded that the Pareto-optimization approach is better than only using one SC. So,
this approach should be preferred for strategy selection. Another point is that the impact
of a wrong SCPref is reduced. This result is caused by the smaller standard deviation of
the optimization approach. Nevertheless, SCPref is still assembly task dependent.
In Tab. 6.11, the experimental results of the fusion approach evaluation can be found.
Here, it is obvious that the overall system performance has been increased in general.
However, the amount of improvement depends on the assembly task and the considered
PC. Regarding PCP the values for Peg, Spline Shaft and GU10 are close. Only those
values of both Pleuel tasks differ significantly. An even stronger task dependency can be
observed for PCF . The improvement also depends on the considered PC. This is confirmed
by comparing the mean improvements w.r.t. the PC. The mean for PCP is 20.40 % and
that for PCF is 32.11 %.
A special point is that the fusion approach is capable of processing strategies demonstrated
by using different input devices. This is the case for the strategies related to Pleuel (cf.
Sec. 6.4.4). Here, it was also possible to run the fusion approach and to get optimized
strategies (cf. Tab. 6.5 and Tab. 6.7). The overall system performance was improved. It
is noticeable that regarding PCP , the highest and also the lowest improvement compared
to the other assembly task has been achieved. A similar behaviour can also be found
regarding PCF . So, it can be assumed that this behaviour is more related to the assembly
task instead of the used input devices. Here, it can be said, that the fusion approach
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is working independently of the used input device and can be applied even if different
devices are used for demonstrating recovery strategies.
Another point is, that the fusion approach is also working fine if strategies demonstrated
by a single human are fused together. This has been the case for GU10. No significant
differences compared to other assembly tasks can be found. Therefore, it is possible to
say, that the error handling approach (cf. Sec. 1.3) can be used by a single human or a
group.
Since the result of a strategy fusion contains the elements of two strategies, a slightly
improved recovery rate was expected. However, the rates are not significantly different
from those presented in Tab. 6.10. A possible reason could be that only an L1 fusion
was performed and maybe this effect becomes visible only at higher fusion levels. But,
by comparing the recovery rates of the fusion approach with them of Tab. 6.10 it can be
said that fusion of strategies does not decrease the recovery rate. Therefore, the fusion




Based on a scenario where humans and robots share a work space and are free to in-
teract, a new approach for recovering robots from error during assembly operations has
been presented. Here, recovery strategies are derived from human demonstrations so that
they encode the human task-specific knowledge and experience. The presented approach
transfers human strategies and knowledge to robots. The success was shown in the exper-
imental section by considering typical assembly errors. In the experiments, a robotic error
recovery was made possible by the imitation of a human demonstration. In addition, it
was shown how the suboptimal human demonstrations can be optimized automatically.
The following points needed to be addressed for realizing the presented error handling
approach:
• Input Device for HRI w.r.t. assembly scenarios
• Characteristics of KG
• Assembly task representation
• Strategy representation
• Strategy optimization
A detailed summary of the scientific results is given for each of these points in a dedicated
paragraph.
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Input Device for HRI w.r.t. Assembly Scenarios A user study was carried out to
answer the question which input device is best suited for HRI in an assembly scenario.
Only input devices which can be found in typical robot work cells have been considered.
Results from the user study show that KG is the best method for interaction in industrial
assembly scenarios in terms of both performance and user satisfaction. The reason can
be attributed to the fact that a user gets direct tactile feedback during the interaction
which makes the KG methods more intuitive and less difficult. This can be verified by the
results of the user study.
KG shows good performance regarding different criteria, e.g. it is at least 10 times better
when analysing the interaction duration. In addition to this, analysis of learning curves
shows that KG is the most intuitive way for human interaction with the robots. Even a
relatively small sample of trials resulted in satisfactory interaction and superior perfor-
mance. Hence, KG can be regarded as suitable for untrained and inexperienced users.
Characteristics of KG A second user study was carried out to determine the charac-
teristics of KG. It was shown that substantial evidence for rapid learning effects could be
found through confirming the ease of learning attributed to KG. Surprisingly, neither a
general correlation between the performance in manual assembly and that found in KG
nor a clear dependency on personal attributes could be observed.
A learning effect does exist, especially regarding the first and the second task execu-
tion. If KG is used, the effect is larger than when solely considering manual assembly.
More complex assembly tasks could require more repetitions. A learning effect also oc-
curs when executing the same assembly task but utilising different methods. Participants
who assemble manually before using KG perform better in their first KG trial on the
same task. However, this performance gain decreases gradually and is no longer observed
in the final trial. After several repetitions of a specific task, participants achieve similar
performance. This observation indicates that KG is a suitable method for programming
robots by shop-floor workers. Thus, the suitability of this input method for rapid learning
is again confirmed.
Solving an assembly task manually overwhelmingly results often in the best performance
regarding required contact duration and applied forces. The relative complexity variations
between tasks observed in manual assembly generally cannot be transferred to KG. There
was no conclusive evidence that the performance regarding an assembly task depends on
personal attributes in general. A slight dependence on spatial sense is the only attribute
dependency that could be found. Participants who show good performance in manual
assembly do not necessarily perform well when using KG. No general statistical evidence
for a correlation between the performance regarding KG and manual assembly could be
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observed.
Furthermore, this second user study suggests that human strategies cannot be extracted
easily via KG. Comparing manual assembly with KG, substantial differences in required
contact duration, applied forces, and movement frequencies can be observed. Thus, deriv-
ing human strategies by KG is likely to yield significantly distorted results. Extracting and
transferring strategies to robots using KG is possible, but the effects caused by reduced
tactile information, inertia and friction losses of the robot have to be considered.
Assembly Task Representation The Hierarchical Decomposition (HD) was introduced
as a formal and abstract representation of assembly tasks. The HD is not solely limited
to the assembly domain and KG. It can also be used as a formal representation for any
kind of task execution, if the required input data is captured during task execution.
Each state and condition of the HD are human-understandable because they are based
on the task specific knowledge and experience of shop-floor workers and domain experts.
Structure and depth of the decomposition can vary over the described assembly opera-
tion. This is due to the circumstance that various segments of this process have different
levels of priority from a domain expert’s view. Usage of the HD enables error detection,
classification and also prediction.
A speciality is that state attributes are defined for each error state in the HD. So, the
detailed description of an assembly error and the selection of a matching recovery strategy
are possible. These state attributes contain all necessary information regarding the error
characteristics.
For these reasons, the HD provides the basis to detect and classify errors but also to be
able to select and apply the appropriate recovery strategy.
Strategy Representation The presented strategy representation is characterized by the
invariance against rotational and translational displacement. Therefore, the re-usability
of a strategy is improved and the number of recoveries demonstrated by a human is
decreased. Another important point is that strategies are robot independent and can be
applied in similar setups w.r.t. the same assembly task. In experiments, the functionality
and the applicability of strategy representation were shown.
Several recovery strategies are assigned to the same assembly error. The reason for this is
that the HD does not dissolve precise enough. But this limitation was successfully solved
by the introduction of selection criteria (SC ). Through the implementation of various
SC, the strategy matching to an error can be selected. It was shown in experiments that
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using a singular SC increases the recovery rate compared to a random-based strategy
selection. Another experimental result was the discovery that the influence of selecting a
SC is assembly task dependent. However, this debilitating circumstance could be reduced
by using a multi-criteria optimization w.r.t. all SC before selecting a strategy. Using this
method, the highest possible recovery rate was achieved in the experiment.
Strategy Optimization When optimizing strategies, there is the challenging problem
that human intent is unknown. Thus, a strategy cannot be subdivided and there must be
a complete strategy as a result of the optimization. This particular challenge is successfully
addressed by the presented fusion approach. Here, only parts of a strategy are replaced
through the completion of other strategies. An optimization is possible with regard to
various performance criteria (PC ). In all experiments, using various PC, it was always
possible to achieve a clear improvement of the system performance.
A special feature is that the optimization approach is not limited to a specific input device
for demonstrating strategies. It is even possible to optimize strategies demonstrated by
using different input devices. This optimization has been confirmed by the experiment
results. Thus, it is possible for shop-floor workers to use the input device they prefer and




The engineering drawings and additional information regarding the used workpieces for
the assembly are presented here. Thus, the performed experiments are comprehensible
and reproducible.
A.1. Peg Assembly Task
The workpieces for the Peg assembly task are custom-made. Here, the tolerance for the
peg is 120−0.011 mm h6 and 12+0.0180 mm H7 for the hole. Fig. A.1(a) shows the peg. A
plate with the corresponding hole is depicted in Fig. A.1(b).
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(a) Peg. (b) Base used for Peg.
Figure A.1.: Engineering drawings of a peg and a plate with a hole. Both are used for the
assembly task Peg.
A.2. Spline Shaft Assembly Task
A spline shaft which is depicted in Fig. A.2(a) is used for this assembly task. Also, the cor-
responding socket is shown in Fig. A.2(b). The tolerances of both workpieces are specified
by DIN 14 KN 13x16.
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(a) Spline shaft. (b) Socket used for Spline Shaft.
Figure A.2.: Engineering drawings of a spline shaft and a corresponding socket. Both are
used for the assembly task Spline Shaft.
A.3. DIN Rail Assembly Task
A standardized DIN rail (TS 35) and a corresponding DIN rail clip are used for the
assembly task DIN Rail. This clip is produced as model FM 4 by Weidmüller. A DIN rail
with a mounted clip is depicted in Fig. A.3(a) and engineering drawings of that clip are
given by Fig. A.3(b) .
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(a) Clip FM 4 mounted
on a DIN rail TS 35.
(b) Clip FM 4 as engineering
drawing.
Figure A.3.: DIN rail and clip.
A realistic industrial assembly task is created by combining the clip with a socket. There-
fore, one problem is the mechanical stress of the socket’s thin plastic structure. A socket
adapter, as shown in Fig. A.4(a), was used to solve this problem. The adapter has
three tapped holes. So three clips can be mounted. The overall workpiece is depicted
in Fig. A.4(b).
(a) Socket adapter. (b) CAD model of Socket
B with clips and socked
adapter.
Figure A.4.: Socket adapter in combination with one socket.
During the user study (cf. Chap, 3) two different sockets (cf. Fig. A.5) had to be used.
The reason is that the plastic of Socket A was brittle. After 20 participants had performed
this assembly task, the socket was broken. Because of this, Socket B was used for the rest
of the study. Nevertheless, the same clips and the same socket adapter were used for both
sockets. Therefore, the contact properties between the clip and the rail was not influenced
by changing the sockets. Engineering drawings of both sockets are depicted in Fig. A.5.
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(a) Socket A. (b) Socket B.
Figure A.5.: Engineering drawings of both used sockets.
A.4. Bracket Assembly Task
The assembly task Bracket is difficult. The reason for this is not only the complicated
geometry of the workpieces. Also, the pegs’ translational DoF has an influence.
Fig. A.6 shows a CAD model of the mounting bracket. It consists of four parts which
are shown in Fig. A.7. All of this parts are labelled with a number so that they can be
identified in Fig. A.6.
Figure A.6.: CAD model of the mounting bracket’s socket.
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(a) Part one.
(b) Part two.
(c) Part three. (d) Part four.
Figure A.7.: Components of the mounting bracket.
A CAD model of the adherend is depicted in Fig. A.8. The adherend is build up from a
main component (cf. Fig. A.9), two nuts (cf. Fig. A.10(a)), two pegs (cf. Fig. A.10(b))
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and two times two washes (cf. Fig. A.10(c) and cf. Fig. A.10(d)) which differ regarding
their geometry.
Figure A.8.: CAD model of the adherend.
Figure A.9.: Main component of the adherend.
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(a) Nut. (b) Peg.
(c) Washer 1. (d) Washer 2.
Figure A.10.: Components of a adherend’s assembly group.
A.5. GU10 Assembly Task
The workpieces which are used for the GU10 assembly task are depicted in Fig. A.11.
Since these workpieces refer to the standard IEC 60061-1 (7004-121), only the main and
connection dimensions are given here.
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(a) GU10 connector. (b) GU10 socket.
Figure A.11.: Workpieces of the GU10 assembly task.
A.6. Pleuel Assembly Task
A conrod with a notch and a shaft with two keys on it are used for the assembly task
Pleuel. The conrod is depicted in Fig. A.12 and the shaft in Fig. A.13. For assembly, not
only the conrod must be placed on the shaft. Also the notch must be aligned so that it
slides over the keys. Therefore, the complexity of this assembly task is specified by the
tolerance. Between key and notch there is a clearance of 0.26 mm. A higher clearance of
0.44 mm exists between the shaft and the conrod.
Figure A.12.: A conrod with a notch. It is used as workpiece for the assembly task Pleuel.
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Figure A.13.: Two keys are mounted with an angular offset on a shaft. This workpiece is
used for the assembly task Pleuel.
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