The presence of contralateral tactile input can profoundly affect ipsilateral tactile perception, and unilateral stroke in somatosensory areas can result in bilateral tactile deficits, suggesting that bilateral tactile integration is an important part of brain function. Although previous studies have shown that bilateral tactile inputs exist and that there are neural interactions between inputs from the two sides, no previous study explored to what extent the local neuronal circuitry processing contains detailed information about the nature of the tactile input from the two sides. To address this question, we used a recently introduced approach to deliver a set of electrical, reproducible, tactile afferent, spatiotemporal activation patterns, which permits a high-resolution analysis of the neuronal decoding capacity, to the skin of the second forepaw digits of the anesthetized male rat. Surprisingly, we found that individual neurons of the primary somatosensory can decode contralateral and ipsilateral input patterns to comparable extents. Although the contralateral input was stronger and more rapidly decoded, given sufficient poststimulus processing time, ipsilateral decoding levels essentially caught up to contralateral levels. Moreover, there was a weak but significant correlation for neurons with high decoding performance for contralateral tactile input to also perform well on decoding ipsilateral input. Our findings shed new light on the brain mechanisms underlying bimanual haptic integration.
Introduction
The organization of the somatosensory cortex has generally been described as a somatotopic representation of the contralateral (CL) body surface (Nieuwenhuys et al., 2008) . However, it has been demonstrated that bilateral receptive fields (RFs) in the somatosensory cortex (SC) are related not only to the body midline (e.g., oral cavity, the head, or the trunk) but also to the distal part of the extremities and in particular the hand (Geyer et al., 1999) . The presence of neurons with bilateral RFs is reflected in the activation of both hemispheres during unilateral stimulation in both animals (Iwamura, 2000; Ruben et al., 2001; Iwamura et al., 2002; Ferezou et al., 2007) and humans (Schnitzler et al., 1995; Zhu et al., 2007; Tamè et al., 2015) .
Recent studies have indicated the existence of extensive bilateral integration of information in the brain. Indeed, haptic signals from the two hands are directly coupled, such that tactile and kinesthetic signals are combined as if they came from the same hand (Dupin et al., 2015) . Moreover, unilateral stroke in cortex affects the tactile perception of sensory stimulation to both hands (Brasil-Neto and de Lima, 2008) , and in rats bilateral activation of the SC appears necessary to solve a whisker discrimination task (Shuler et al., 2002) . Hence, investigating how bilateral information is represented in the neuronal networks would be crucial to understand how the brain draws advantage of the bilateral inputs.
However, whereas multiple studies so far have been conducted to demonstrate the presence of bilateral inputs, for example in the secondary somatosensory areas of the monkey (Iwamura et al., 1994) and in the primary SC of the rat (Pidoux and Verley, 1979; Armstrong-James and George, 1988; Shuler et al., 2001; Tutunculer et al., 2006) , most of the processing-related issues that have been addressed have been on arbitrary interactions between single-pulse inputs from the two sides (Shuler et al., 2001; Moxon et al., 2008) . But the issue of to what extent the local neuronal circuitry contains detailed information about the nature of the tactile input from the ipsilateral (IL) side has not been explored.
To be able to quantify whether the activity of neurons carries any information regarding this "what" component of the tactile input, one needs a number of diversified inputs that each has a high degree of reproducibility. We previously introduced a method to deliver such diversified, reproducible spatiotemporal input patterns of low-intensity electrical activation of tactile afferents in local digit skin . Indeed, for contralateral tactile input patterns, cells in the primary SC (S1) of the rat were shown to decode such tactile inputs with high accuracy . Here, we wanted to explore whether neurons in S1 are able to decode, or to identify, tactile input patterns delivered to distal digit 2 skin also of the ipsilateral paw.
Materials and Methods

Surgical procedures
Adult male Sprague Dawley rats (N ϭ 23; weight, 279 -380 g; male sex) were prepared for acute recordings by the following steps: (1) isoflurane sedation of the animal; (2) intraperitoneal injection (40 mg/kg ketamine, 4 mg/kg xylazine); (3) incision in the inguinal area (approximately onehalf inch, 12 mm) along the natural angle of the hindleg; (4) separating the connective tissue to expose the femoral vein; (5) small incision in the vein and insertion of the catheter, whereafter a continuous infusion of the anesthetics (ϳ5 mg/kg/h, ketamine plus xylazine in a 10:1 ratio) began. Subsequent surgery consisted in the exposure of the SC of the right side by opening a window in the skull (size, 2 ϫ 2 mm; Fig. 1A ). An electrocorticography electrode was positioned in the vicinity of the recording area and was used to monitor the irregular occurrences of sleep spindles, which are a sign of deep sleep, throughout the experiments (Schomer and Da Silva, 2012) . To further evaluate the proper level of anesthesia, the absence of withdrawal reflexes to noxious pinch to the hindpaw was continuously checked. A layer of agarose was then put over the skull opening to protect the exposed cortex from dehydration and to increase the local mechanical stability of the brain tissue. At the end of the experiment, animals were killed with an overdose of barbiturate.
All animal experiment procedures in the present study were performed in accordance with institutional guidelines and were approved in advance by the Local Animal Ethics Committee of Malmö-Lund, Sweden (permit ID M118-13).
In vivo recordings
All recordings were made in vivo in the region of the SC. Patch-clamp pipettes were pulled from borosilicate glass capillaries using a Sutter Instruments P-97 horizontal puller. The composition of the electrolyte solution in the patch pipettes was as follows (in mM): potassiumgluconate 135, HEPES 10, KCl 6.0, Mg-ATP 2, and EGTA 10. The solution was titrated to pH 7.35-7.40 using 1 M KOH. The impedances of the patch pipettes were 8 -24 M⍀.
In each recording session, two pipettes were inserted into the exposed cortex and the signal was recorded using an EPC-800 patch-clamp amplifier (HEKA Elektronik) in the current-clamp mode (amplification gain of 50 times, with a bandwidth from DC to 100 kHz). After the insertion, the focus of the field potential (FP) was estimated by delivering single-pulse electrical tactile afferent stimulation to the contralateral second forepaw digit. If the elicited FP was of low amplitude (Ͻ0.2 mV), the pipettes were removed and relocated in the brain.
The experiments consisted of two stages: (1) identification of neurons and (2) running the recording session. During stage 1, single-pulse stimulation (one pulse per second) was delivered to elicit local FPs. The pipette was moved slowly (ϳ0.3 m/s) through the neocortex until the single-pulse stimulation evoked neuronal spikes. If the identified neuron displayed a good signal quality (Ͼ3 mV) and stable activity (i.e., the spontaneous activity of the neuron remained within the same range Ϯ5 Hz on a minute-by-minute basis), it was considered for the recording session. In the recording session, the activity of the neuron was continuously recorded and the preset tactile afferent stimulation protocol (see below) was launched. Only extracellular recordings were considered in this study.
All data were digitized at 100 kHz using CED 1401 mk2 hardware and Spike2 software (CED). Spike signals were analyzed off-line using inhouse software that identified the shape of the spike using a templatebased system, verifying that the overall shape of each neuron spike recorded remained the same for the duration of the recording. The recording depth from the surface of the brain for each neuron was noted.
Electrical tactile stimulation
The second forepaw digits of both sides were stimulated electrically (DS3 Isolated Stimulator, Digitimer; Fig. 1A) . Stimulation of the left side (i.e., the side being opposite to the recording side, generated the CL responses), whereas the stimulation of the right side; i.e., same side of the recording site, generated the IL response (Fig. 1A) .
We used eight different stimulation sequences (labeled F5, S5, F10, S10, F20, S20, Fϱ, and Sϱ; Fig. 1B , top panels), which were the same predefined spatiotemporal patterns we used previously . In that previous study, these spatiotemporal patterns were obtained from an artificial fingertip by repeatedly moving it against four probes of different shapes using a cyclic motor. The resulting mechanical forces were transduced into receptor potentials in four sensors of the artificial fingertip, and these receptor potentials were converted to spike trains using either a fast or a slow adaptation of the spike generator to generate different types of spike output from the sensors. The artificial fingertip provided the advantage that it synthesized spatiotemporal patterns of skin sensor activation at quasi-natural rates that follow a natural overall temporal modulation, or "envelope," that the biological lowthreshold mechanoreceptors of the skin are known to display under dynamic indentation. Of the many spatiotemporal spike output patterns recorded from the neuromorphic sensors (one per repetition), we selected two patterns for each of the four indentation probes used. These eight patterns were characterized by a high resolvability , thereby presumably facilitating the decoding performance subsequently detected in the spike responses of the neocortical neurons. These eight spatiotemporal patterns of multichannel electrical skin site activation were used throughout the experimental series, and were delivered to the second digits of the two forepaws through separate channels. Briefly, four pairs of needle electrodes were inserted intracutaneously into predetermined skin sites of the second digit of each forepaw (Fig. 1A , group of Ch1-Ch2-Ch3-Ch4 for the left forepaw, group of Ch5-Ch6-Ch7-Ch8 for the right forepaw). The interneedle distance for each pair of bipolar electrodes was 2-3 mm. Each needle pair delivered a single-pulse stimulation (intensity, 0.5 mA; pulse duration, 0.14 ms), and the combination of multiple pulses across time and channels constituted the specific spatiotemporal tactile inputs (for further details, see Oddo et al., 2017) . Neuronal spike responses during bilateral stimulation of the second digits. A, The activity of neocortical neurons was recorded in the right somatosensory cortex of rats via the patch-clamp technique. Eight stimulation patterns (labelled F5, S5, F10, S10 F20, S20, Fϱ, and Sϱ (for further details, see Oddo et al., 2017) were delivered via eight pairs of intracutaneous needles (or channels; CH1, CH2, CH3, and CH4 for the CL side; CH5, CH6, CH7, and CH8 for the IL side) positioned in the second digit of the right and left forepaws. The contralateral response was elicited by stimulating the left side (opposite to the recording side), whereas the ipsilateral response was generated by stimulating the right side (same side as the recording side). 
Experimental design
The spatiotemporal tactile input patterns were delivered to the skin of the contralateral and ipsilateral digit 2 of the forepaws in sequence. Each tactile stimulus was repeated 50 times per digit (50 repetitions ϫ 8 patterns ϫ 2 digits ϭ 800 repetitions in total). A pseudorandom order was adopted for delivering the stimulation patterns to avoid temporal and side dependency across repetitions. Each stimulation pattern lasted for 270 -340 ms, whereas the time interval between two consecutive patterns was set to 1.8 s to allow a relaxation of the cortical activity induced by the stimulation. In this experiment, a set of 13 animals was used to obtain a total of 67 recorded neurons.
An additional experiment was performed during which a bilateral stimulation (i.e., delivering the CL and IL stimulation patterns of each type in synchrony; N ϭ 5 animals to obtain N ϭ 13 neurons) was added to the protocol described above (which hence was extended to 50 repetitions ϫ 8 patterns ϫ 3 digit combinations ϭ 1200 repetitions in total).
Statistical analysis Characterization of the single neuron response latencies and amplitudes.
The raw neural signals were processed to perform a spike detection analysis in the time window of [Ϫ0.2 1.0]s (i.e., from 0.2 s before the stimulation onset to 1.0 s after). The time of 0 s indicated the stimulus onset, whereas the spike activity in [Ϫ0.2 0]s represented the baseline activity.
Per each stimulation and each trial, neural spikes were visualized via raster plots. Subsequently, peristimulus time histograms (PSTHs) were computed to visualize the time and rate of the neural spiking discharge for each stimulation pattern (bin width set to 5 ms). The basic characterization of the neuronal responses consisted of their amplitudes and the response latency times. The response amplitude was quantified from the PSTH as the bar with the highest value after the stimulation onset ( Fig.  2 A, B, arrows), expressed as the number of SDs from the baseline (Fig.  2C ). The response latency time was computed after applying an optimized kernel density estimation (KDE; Shimazaki and Shinomoto, 2010) and was defined as the temporal instant of the maximum value of the estimated neural responses (Fig. 2 A, B , dots).
The distribution of the amplitude and latency in the neuron population across tactile stimuli and stimulation sides were evaluated by the grand average (GA; i.e., the mean of all the neurons) as well as the SE to monitor the variability in the sample group. The differences between neurons and between stimulation sides were evaluated using a two-way ANOVA (significance threshold, 5%).
Decoding analysis. The decoding performance for the spatiotemporal tactile inputs based on the spiking responses of single cortical neurons was calculated by using principal component analysis (PCA; for review, see Oddo et al., 2017) . This analysis answered the question of by what precision the spiking response could be used to distinguish one stimulation pattern from the others in each individual neuron. We decoded the stimuli from the spiking patterns of single cortical neurons using an improved and simplified version of a method based on the decomposition of the temporal profiles of the evoked spike responses into principal components (PCs), as follows: (1) we computed the mean firing rate over time in the response to each stimulus presentation; (2) we converted the spike trains evoked by each stimulus presentation into continuous functions by convolving them with an exponential kernel with a characteristic time of 5 ms; (3) we computed the average of the resulting functions for each stimulation pattern to obtain a template of the average temporal evolution of the response to each stimulus; (4) to highlight the differences in the temporal profile, we z-scored the average responses (Fig. 3A, examples) ; (5) we extracted the PCs of the z-scored average responses evoked by the different stimulation patterns, and we computed for each individual response the score relative to each PC, that is, the scalar product between the response temporal vector and the PC temporal vector; (6) the decoding was performed using the mean firing rate and the scores on each of the first 7 PCs for each individual response, and the average intensity and the temporal profile of the individual response hence determined the location of that response in this eight-dimensional space; and (7) to decode the stimuli from the response patterns, we used the k-NN (knearest neighbor) classification procedure, as previously described (Quian Quiroga and Panzeri, 2009). As stated in the previous point, the response to each stimulus presentation was represented as a point in a space with eight dimensions. Half of these points were selected at random as the training set, and the other half was used as the test set. For each trial belonging to the test set, we identified the closest nine trials in the training set with a Euclidean distance in the eight-dimensional space. The trial was then classified as elicited by the same stimulus that elicited the relative majority of the nine neighbors. We performed 40 iterations of the decoding, each with different training and test sets, and we averaged the fraction of correctly decoded trials in each iteration to get the decoding average of the neuron. We also computed and averaged over all iterations the confusion matrix information. The confusion matrices represent (column wise) the computed decoding per each presented stimulus. Each column represented the simulation class, and thus the correct responses are reported in the diagonal (Fig. 3B ). The mean decoding was thus defined as the average of the diagonal in the confusion matrix. The decoding analysis (i.e., segregation of single neuron responses and computation of the mean decoding) was also performed for the synchronous (SYN) data. The statistical difference among CL, IL, and SYN mean decoding were evaluated by applying the nonparametric Kruskal-Wallis test (for results, see Fig. 6 ). overlapped to the estimates obtained by applying an optimized KDE. Two features were computed for each neuron, the maximal amplitude from the PSTH (A and B, arrows) and latency onset as the temporal instant of the maximum value of the KDE (A and B, dots). The dashed line is the baseline threshold (see Materials and Methods). C, Amplitude distribution across stimuli measured in the number of SDs from the baseline (indicated as the number of base SDs). Statistical differences were found between responses evoked from the two different digits (F (1,1056) ϭ 311.76, *p Ͻ 0.00001, two-way ANOVA) but not between responses to stimuli applied to the same digit (F (7, 1056) ϭ 0.58, p Ͼ 0.05 for both CL and IL sides, two-way ANOVA). D, The CL onset latency was significantly shorter than for IL stimuli (F (1,1056) ϭ 728.57, *p Ͻ 0.001, two-way ANOVA), whereas no significant effect was found between stimuli applied to the same digit (F (7,1056) ϭ 1.73, p Ͼ 0.05, two-way ANOVA). F, Fast adaptation; S, slow adaptation.
To display a summary of the results, the CL and IL mean decoding values were also sorted in a descending order to visualize the data distribution across neurons. The sorted data were then fitted by exponential curves by using the following exponential model:
where a 1 and a 2 are the amplitude of each exponential, b 1 and b 2 are the decays of each exponential, and n is the neuron number (in the sorted order).
The correlation between CL and IL decoding values across stimuli and neurons was evaluated by plotting the CL and IL decoding in the x-and y-planes, respectively. This correlation was then quantified by computing the Pearson correlation (reporting p and values).
Relationship between neuron depth and decoding. The relationship between the depth of the recorded neurons and the decoding performance was tested using Pearson linear correlation analysis and Kruskal-Wallis test.
Time-dependent analysis of the mean decoding. In addition to the standard time window of 1.0 s cited above, we evaluated the dependency of the decoding on the total time integration window considered. This part of the decoding analysis was performed in the following 10 sep- The group decoding in each temporal window was reported by computing the GA (i.e., the average of the mean decoding across all the neurons). The statistical difference between the CL and IL GA across the integration time windows was evaluated by applying the nonparametric Wilcoxon rank sum test.
Information theory of neural responses. The information theory analysis quantified the discrimination of neural responses among different stimuli by evaluating the trial-by-trial variability (Magri et al., 2009; Ince et al., 2010; Panzeri et al., 2010) . In this study, the chosen neural response was the firing rate, computed as follows:
where n is the number of spikes in the temporal windows t 1 Յ t Յ t 2 and T ϭ t 2 Ϫ t 1 . The mutual information (MI) was estimated per each neuron separately for the contralateral and ipsilateral responses by using the Information Breakdown ToolBox (ibTB; Magri et al., 2009) . The data fit the Gaussian distribution, and therefore the Gaussian method of ibTB together with the related bias correction was used.
The mutual information was computed as
T ʦ [0.1 : 0.1 : 1] s to evaluate the nonredundant information content across time. Indeed, each temporal window was adjusted for the contribution of the previous interval, and thus the computed values represent the number of new contributions to the tactile information content for that specific temporal window. For each temporal window, the GA (i.e., the mean of the MI across neurons) was reported.
Results
Neural responses during contralateral and ipsilateral stimulation
This study aimed to describe the neuronal responses evoked by contralateral and ipsilateral stimulation of the second digit of both forepaws and to investigate the decoding of such inputs at the single neuron level. In the right primary SC of the rat, we recorded from 67 neocortical neurons extracellularly using the loose-patch cell-attached recording technique while delivering electrical tactile inputs through intracutaneous needles inserted into the second digit of the left (i.e., CL) and right (i.e., IL) forepaws (Fig. 1A) . The tactile stimuli (Fig. 1B, top , stimulation pulses) were eight different multichannel patterns previously generated using a set of neuromorphic pressure sensors (same patterns as in the study by Oddo et al., 2017) and delivered alternatively to the contralateral and ipsilateral sides in a pseudorandom sequence.
As a rule, robust neural responses were recorded for each stimulation pattern delivered to the contralateral digit, whereas responses to the ipsilateral stimulation patterns were weaker, as reported in the raster plots of a representative neuron (Fig. 1B, CL and IL responses). However, in the average responses, which were obtained by computing the PSTH across trials, the IL responses became more evident (Fig. 1C) . The CL stimulation induced stimulus-dependent and sharp responses with a discriminable temporal structure, whereas the ipsilateral responses were less reliable but still displayed appreciable variability of the temporal profiles across stimuli (Fig. 1C) . Furthermore, the strongest CLevoked activity occurred during the ongoing delivery of each stimulation sequence (up to 0.34 s, compare Fig. 1B ), whereas the IL responses could often peak after the end of the stimulation sequence (Fig. 1C , peak of F10 between 0.5 and 0.6 s).
Characterization of the magnitude and response latencies of the evoked spike activity
The CL and IL PSTHs and corresponding KDEs were computed for the temporal window Ϫ0.2 to 1.0 ([Ϫ0.2 1]s) to illustrate the temporal evolution of the neural responses. The PSTHs were used to extract the maximal amplitude (Fig. 2 A, B, arrows) , whereas the KDEs were used to calculate the response onset latency time (Fig. 2 A, B , dots; for further details, see Materials and Methods).
The amplitudes of the responses evoked by the eight different CL input patterns were not statistically different and the same was true for the response amplitudes for the IL input patterns (F (7,1056) ϭ 0.58, p Ͼ 0.05, two-way ANOVA; Fig. 2C ). However, the variability of the CL response amplitudes (amps) was higher than that for IL (CL amp [min, max] ϭ [5, 35]a.u.; IL amp [minimum, maximum] ϭ [2, 8]a.u.). As a group, the CL response amplitudes (mean Ϯ SE, 12.9 Ϯ 1.2 a.u.) were significantly higher than the IL response amplitudes (mean Ϯ SE, 5.2 Ϯ 0.2 a.u.; F (1,1056) ϭ 311.76, p Ͻ 0.001, two-way ANOVA).
The response latency times for the IL input patterns were very long and had a high variability (mean Ϯ SE, 0.206 Ϯ 0.021 s), whereas the latency times of the CL responses were short (mean Ϯ SE, 0.040 Ϯ 0.006 s). The IL and CL latency times were statistically different (F (1,1056) ϭ 728.57, p Ͻ 0.001, two-way ANOVA; Fig.  2D ). However, the differences among the eight stimulation patterns within each respective group were not statistically different (F (7,1056) ϭ 1.73, p Ͼ 0.05, two-way ANOVA; Fig. 2D) .
Hence, the magnitude and latency of CL responses were clearly different from those evoked by the IL stimulation. The much longer latencies of the IL responses suggested that they were generated by more indirect pathways, possibly with less dominance of direct cuneo-thalamo-cortical pathways, than for the CL responses. Note, however, that the purpose of our study was not to identify the shortest possible latency times for the IL/CL inputs-indeed, we deliberately kept the stimulus intensities low, as our main interest was the responses to the patterned stimuli, which can be expected to result in longer response latency times because of the fewer afferent fibers activated.
Neuron decoding analysis with contralateral and ipsilateral stimulation
Both IL and CL stimulation patterns generated input-specific time evolutions of the spike responses (Fig. 3A for the same example neuron as in Fig. 1 ), which is a requirement for decoding. We have previously demonstrated that single S1 neurons can effectively decode the same CL stimulation patterns as we used here . Here, the goal was to investigate whether S1 neurons could decode the same patterned stimuli delivered to the ipsilateral side and whether there was a relationship between such decoding for inputs from the two sides. The decoding analysis was performed in the temporal window [0 1]s.
Representative examples of CL and IL decoding are reported in Figure 3B . These neurons were able to segregate both CL and IL inputs with very high precision, but the correlation between the CL and IL decoding varied (Fig. 3B) . Indeed, neurons 35 and 59 showed very similar CL and IL decoding (mean decoding: CL-35 ϭ 55% and IL-35 ϭ 53%; CL-59 ϭ 58% and IL-59 ϭ 59%), whereas neuron 58 showed higher IL decoding values (CL-58 ϭ 57% and IL-58 ϭ 66%); and for neuron 66, the decoding of the CL input was higher (CL-66 ϭ 82% and IL-66 ϭ 53%).
The sorted CL and IL mean decoding for the population of recorded neurons is reported in Figure 3C . Individual neurons could decode the CL tactile information with high accuracy (maximum value, Ͼ80%) as well as the IL input (maximum value, Ͼ70%). In general, the CL decoding was slightly higher than the IL decoding (mean Ϯ SD: CL ϭ 48 Ϯ 11%; IL ϭ 45 Ϯ 8%). The curve fits for the distributions of the CL and IL decoding levels were very similar even if the CL curve was located at slightly higher levels than the IL curve (Fig. 3C , red and blue lines). Regarding the estimated parameters of the fitting curves reported in Table 1 , the IL exponential decayed more rapidly than the CL exponential in the fast decay part of the exponential curves, whereas the CL and IL curves overlapped in their slow decay.
Finally, the correlation between CL and IL decoding was computed as the Pearson correlation of the mean decoding (Fig. 3D) . The results showed a very weak, but significant, linear correlation ( ϭ 0.384, p ϭ 3.02e-20). Therefore, there was only a weak relationship between the CL and IL decoding in the individual neurons.
Hence, the neuronal responses generated by the IL stimulation patterns appeared to carry almost as much information about the "what" (or type) of the tactile input as the responses to the CL stimulation patterns, at least in the evaluated temporal window (i.e., [0 1]s).
In another, larger material of S1 neurons, we have previously reported an absence of correlation between recording depth and decoding of CL inputs . In the present material, we found a weak but significant positive correlation between recording depth and decoding for both CL inputs ( ϭ 0.358, p ϭ 0.003) and IL inputs ( ϭ 0.258, p ϭ 0.04). We believe that the difference is due to the smaller sample size of the present material and that the conclusion of our previous study, that there is no relationship between recording depth and decoding, is more reliable.
Tactile information over different time windows
Integration of tactile information between hemispheres is believed to occur already at short latency times (Tamè et al., 2015) . Therefore, we next investigated the gradual temporal evolution (from 0 to 1 s after stimulus onset) of the decoding performance for 10 different integration time windows (starting from 0 s with incremental steps of 100 ms). For the mean decoding performance, the neuronal distributions are shown for the 10 different integration time windows together with the corresponding curve fits, with CL and IL decoding data shown separately (Fig. 4 A, B, respectively) . The CL curve fits (Fig. 4A ) had a similar shape for all integration time windows, except for the shortest (i.e., [0 0.1]s), suggesting that most neurons that contributed with high decoding did so already from the first couple of 100 ms of the stimulus presentations, although the overall mean decoding improved with the duration of the integration time window.
Conversely, the IL curve fits illustrated a progressively increasing overall decoding with the duration of the integration time window (Fig. 4B) . In particular for short integration time windows, the curve fits of the neuronal decoding distribution had a sharp corner at a low percentile, suggesting that very few of the neurons contributed with a high decoding performance, at least up to the time integration window of 400 ms (0.4 s; Fig. 4B ). However, for the longest integration time windows, the IL curve fit indicated a distribution that was more similar to the CL curve (Fig. 4 A, B, [0 1]s; i.e., with a larger proportion of neurons contributing with higher decoding). The estimated values of each curve fit are reported in Table 2 .
For both the CL and the IL stimuli, the GA (i.e., the average of all neurons) of the decoding performance increased approximately linearly with the integration time window (Fig. 4C) . The CL decoding was higher than the IL decoding for short integration time windows (Fig. 4C, [0 0 .1]s and [0 0.2]s), whereas the gap between the CL and IL decoding decreased after 0.8 s and was almost eliminated after 1.0 s (Fig. 4C) . Indeed, the differences between CL and IL decoding performance were statistically different only up to the 0. To complement the decoding analysis, the CL and IL mutual information is reported in Figure 5 . The highest CL information content was found in the three time windows between 0.2 and 0.4 s, whereas the IL information content was evenly distributed across all time windows. Hence, except for the temporal windows between 0.2 and 0.4 s (i.e., during the ongoing input patterns), the CL and IL mutual information was comparable across time (Fig. 5) . 
Neuronal decoding analysis for simultaneous bilateral stimulation
Additional experiments were performed to investigate the decoding of simultaneous bilateral tactile afferent activation. In a separate group of animals, the same set of tactile input patterns was delivered to the CL side, to the IL side, as well as to the CL and IL sides in SYN (Fig. 6A-C) . The SYN stimulation resulted in essentially the same decoding as for the CL stimulation alone. This is shown in Figure 6D , in which the two fitted curves for SYN and CL approximately overlapped, whereas the fitted curve for the IL stimulation was located at slightly lower values. The GA decoding values were similar for CL and SYN (CL ϭ 52%; SYN ϭ 51.5%), whereas the IL was lower but still comparable (IL ϭ 43.4%; H(2) ϭ 3; p Ͼ 0.05, Kruskal-Wallis test; Fig. 6E ). Nevertheless, these results showed that there was no additional decoding effect of adding the IL input to the CL input when delivered in synchrony. Additionally, the similar values between the CL and the SYN decoding across the population (Fig. 6E) suggested a priority for processing contralateral inputs.
Discussion
Using single neuron recordings in the rat SC in vivo, we found that the decoding of a set of spatiotemporal patterns of tactile afferent stimulation delivered to the skin of the second digit reached comparable levels regardless of whether the input was delivered to the contralateral or the ipsilateral forepaw, given sufficient integration time. Against the background of previous evidence of bilateral signaling in neocortical somatosensory neurons, this was a surprising finding. In particular, that the neocortical neurons could decode IL inputs when there were such small differences between the patterns suggests that S1 cortex has access to very precise information about IL inputs.
Comparable decoding of CL and IL tactile inputs in single neurons
Although the responses to the CL stimulation patterns were much faster and larger than those evoked by the IL stimulation patterns (Figs. 1, 2) , both the CL and IL inputs evoked responses with stimulus pattern-dependent temporal profiles (Fig. 3A) . These differences in response profiles were evaluated using a PCAbased decoding analysis for each individual neuron (Fig. 3B) , which surprisingly indicated that the decoding performances for the CL and IL responses were not very different (Fig. 3C) . Notably, the decoding algorithm is powerful in the sense that it will identify systematic differences in response profiles between different stimulation patterns. It is not known to what extent the brain uses all of the information available at the single neuron level, but our findings indicate that the information would be present, available for the brain to use. The results also indicate that the more intense CL responses may not necessarily be associated with higher decoding. This could be explained if, despite the higher response intensity, there is no corresponding increase in response consistency. It could also happen if the signal-tonoise ratio is unaffected by response intensity. However, in terms of decoding time, the CL input was more rapidly decoded than the IL input (Figs. 4, 5) , suggesting that CL input is still dominating in the local processing.
Limitations of the approach
The approach we used was previously applied to the analysis of CL inputs in Oddo et al. (2017) , but here the decoding of the CL inputs was instead compared with the decoding of a corresponding set of ipsilateral stimulation patterns. Being based on repeatable spatiotemporal patterns of afferent activation, this approach has the advantage that the finest differences in the temporal evolution of the spike responses can be quantified in terms of decoding performance. As discussed previously , bypassing the inherent variability inevitably associated with mechanical skin sensor activation (Hayward et al., 2014) allows the study of the central processing of the tactile afferent signals in isolation. A disadvantage is that the input patterns, based on several channels of electrical activation of local primary afferents, to some extent can be argued to be unnatural. To maximize the probability that these patterns were as close to conceivable natural activation as possible, we used a bionic fingertip to generate the specific patterns used, and delivered them using low-intensity electrical skin stimulation . These measures, and the approach to mimic the temporal envelope of skin sensor activation occurring under active touch, where, for example, slowly and rapidly adapting receptors have similar activation profiles, makes it possible to argue that the afferent input patterns used fall inside the space of conceivable natural afferent patterns . In addition, the very long processing times analyzed (up to 700 ms after the last stimulation pulse was delivered) makes it likely that most of the effects studied were a reflection of the normal neuronal network propagation for a passively received stimulus. The largest effect of the potentially unnatural levels of synchronicity of tactile afferent activation would be ex- Each curve fit consisted of a fast and a slow decay exponential.
pected to be present in the cuneate, less in the thalamus and in the thalamo-cortical activation (i.e., within the first 10 ms of each pulse). We explored only a small part of the parametric space of possible spatiotemporal tactile afferent input patterns (i.e., the patterns obtained from eight identical simulated active touch conditions of the fingertip of the second forepaw digit) with probes differing only with respect to their surface curvature. It is of course likely that larger differences in the spatiotemporal input patterns would have resulted in better decoding performance and possibly resulted in larger decoding differences between CL and IL inputs. Nevertheless, the most remarkable finding of the present study is the fact that the IL inputs could be decoded with such high accuracy given the quite small differences between them.
If the anesthesia facilitated or inhibited the network propagation of the evoked activity, and thereby improved or degraded the decoding, remains an open question. It has been shown that the latency of the responses in the SC were similar in anesthetized rats (Shuler et al., 2001 ) and awake rats (Wiest et al., 2005) , even though the bilateral interactions appeared more dynamic in the awake rats (Wiest et al., 2005) . The long latency responses, which clearly contributed an important part of the IL decoding (Fig. 4) , may be gated out at least under some conditions in the awake state, but then again under other conditions they may instead be gated in. In the whisker system of the awake rat, the latency times for behavioral responses in a discrimination task for bilateral stimulation frequencies were found to be well Ͻ0.5 s (Mayrhofer et al., 2013) , which would seem hard to support with the decoding times reported here. However, a difference with the present study is that instead of discriminating one frequency from another, here the requirement for the neurons was to be able to tell which one of the eight stimulation patterns was presented to the IL side. Moreover, some information about the type of IL input in the neuron existed already after 100 ms, even though the decoding performance increased substantially with integration time.
Potential pathways involved
The CL response amplitudes were significantly higher than those of the IL stimulations, and the response latency times were much shorter (Fig. 2C,D) . Weaker and slower ipsilateral responses were observed in previous studies using both whisker and forepaw/ hindpaw stimulations, which have been taken as an indication of a corticocortical transmission between hemispheres as the primary route for IL inputs (Armstrong-James and George, 1988; Tutunculer et al., 2006; Moxon et al., 2008) . Our results do not add information to this issue. However, in our study the observed highly variable latency times for the CL input (CL minimum, 0.005 s; CL maximum, 0.44 s), which were expected because of the low stimulation intensities used, suggested that the CL responses in the neocortical neurons did not primarily rely on di- rect thalamocortical afferents but may to a larger extent be mediated by corticocortical routes (Fig. 2D) .
Behaviorally observed phenomena of bilateral haptic integration
In humans, tactile stimulation patterns received passively to one digit generate activity that spreads bilaterally in the neocortex, with a focus on the SC (Genna et al., 2017) , and the same applies to the rodent whisker systems (Ferezou et al., 2007) . A recent study (Dupin et al., 2015) indicates that what we perceive as the sensory consequences of moving one hand can be influenced by passive tactile stimulation of the other, provided that the kinesthetic and tactile events coincide in time. This suggests that bilateral tactile integration may occur early in the neocortical processing (Mayrhofer et al., 2013; Tamè et al., 2015 Tamè et al., , 2016 . For the rat whisker system, bilateral activation and bilateral sensory feedback may be more of a rule in everyday life (Saraf-Sinik et al., 2015) than for distal digit skin on the digits. This is interesting in relation to the differences in response latencies and amplitudes with the CL and IL inputs that we observed compared with the whisker system, where such differences have been reported to be substantially smaller (Wiest et al., 2005) . Unless the differences have a pure methodological explanation, they could depend on stronger interhemispheric linkages that could arise because of a more consistent occurrence of bilateral activation for the whiskers than for the digits.
Possible significance of differences in decoding times: ambient versus local information
The mean CL and IL decoding increased approximately linearly with time as measured up to 1.0 s (i.e., up to 0.7 s after the skin stimulation terminated; Fig. 4C ; Oddo et al., 2017) . This result indicates that an induction of long-lasting aftereffects in the sensory processing circuitry may be triggered by the external input. Such aftereffects seem to reflect at least in part the cortical network pathways of interneuronal information transfer used in awake processing, which can be illustrated by the relatively fixed neuronal recruitment order in evoked responses as well as in spontaneous up-states (Luczak et al., 2009 ) and which are not altered under anesthesia (Luczak and Barthó , 2012) . Interestingly, the information content for the CL input was higher for the time window 0.1-0.4 s, when the peripheral stimulation was active, but this was not true for the IL input (Fig. 5) . Hence, whereas the average neuronal decoding performance eventually became essentially equivalent for CL and IL inputs, the CL input reached higher decoding levels at a much shorter processing time than the IL input. This indicates that the processing of the CL input is more effective than that for the IL input, a difference that is likely due to the higher responsiveness of the local circuitry to the direct peripheral input from the CL side. Also the experiments with coactivation of CL and IL inputs (Fig. 6) suggested that the CL decoding is dominating the processing in the local neocortical neuronal network. Our results show that the local circuitry contains highly specific information about the quality of the tactile information on the IL side, information that may, for example, be important to create predictions or disambiguation for input from the CL side (Dupin et al., 2015) . To what extent that information is used in the awake state may be gated by context-dependent mechanisms in the neocortical circuitry and is an important issue for future research to clarify.
