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Construction and classification of complex
simple Lie algebras
via projective geometry
J.M. Landsberg and Laurent Manivel
Abstract
We construct the complex simple Lie algebras using elementary algebraic geometry. We
use our construction to obtain a new proof of the classification of complex simple Lie algebras
that does not appeal to the classification of root systems.
1 Overview
We first present an algorithm that constructs the minuscule varieties using elementary alge-
braic geometry. The minuscule varieties are a preferred class of homogeneous varieties. They
are essentially the homogeneous projective varieties that admit an irreducible Hermitian sym-
metric metric; see below for the precise definition. The algorithm proceeds iteratively by
building a larger space X ⊂ PN from a smaller space Y ⊂ Pn via a rational map Pn 99K PN ,
defined using the ideals of the secant varieties of Y , beginning with Y = CP1. As a byprod-
uct, we obtain elementary constructions of all complex simple Lie algebras (except for e8
which has no minuscule homogenous space) and their minuscule representations, without
any reference to Lie groups or Lie algebras.
Next we present an algorithm that constructs the fundamental adjoint varieties using the
ideals of the tangential and secant varieties of certain minuscule varieties. By an adjoint
variety, we mean the unique closed orbit in the projectivization Pg of a simple complex
Lie algebra g. We say that an adjoint variety is fundamental if the adjoint representation
is fundamental. In particular, we construct all complex simple Lie algebras without any
reference to Lie theory.
Complex simple Lie algebras were first classified by Cartan and Killing 100 years ago.
Their classification proof proceeds by reducing the question to a combinatorial problem: the
classification of irreducible root systems, and then classifying root systems.
We present a new proof of the classification of minuscule varieties and complex simple
Lie algebras by showing our algorithms produce all minuscule (resp. fundamental adjoint)
varieties without using the classification of root systems, although we do use some properties
of root systems. We also provide a proof that the only non-fundamental adjoint varieties are
the adjoint varieties of Am and Cm, and thus we obtain a new proof of the classification of
complex simple Lie algebras.
Our proof can be translated into a combinatorial argument: the construction consists
of two sets of rules for adding new nodes to marked Dynkin diagrams. As a combinatorial
algorithm, it is less efficient than the standard proof, which proceeds by ruling out all but a
short list of Dynkin diagrams immediately, and then studying the few remaining diagrams
to see which are actually admissible.
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Our constructions have applications that go well beyond the classification proof presented
in this article. This is the second paper in a series. In [8], [9] and [10] we present geometric
and representation-theoretic applications of our algorithms. In [8] we study the geometry of
the exceptional homogeneous spaces using the constructions of this paper. In [9] and [10]
we apply the results of this paper, especially our observations about the Casimir in section
5, to obtain decomposition and dimension formulas for tensor powers of some preferred
representations.
2 Statements of main results
Let V be a complex vector space and let X ⊆ PV be a variety in the associated projective
space. Let vd(X) ⊂ P(SdV ) denote its d-th Veronese re-embedding. If P1, ..., PN is a basis of
SdV ∗, the space of homogeneous polynomials of degree d on V , then the map PV → P(SdV )
is [x] 7→ [P1(x), ..., PN (x)].
If X ⊆ PV and Y ⊆ PW , we let Seg(X × Y ) ⊂ P(V ⊗W ) denote their Segre product,
given by ([x], [y]) 7→ [x⊗y]. The Segre product generalizes to an arbitrary number of factors.
We will use the notation 〈X〉 ⊂ PV to denote the linear span of X .
Definition 2.1. Call a variety X ⊂ PV a minuscule variety if X = G/Pα where G is a
complex simple Lie group, α is a minuscule root, Pα is an associated maximal parabolic
subgroup and X is the projectivized orbit of a highest weight vector in V = Vω where ω is
the fundamental weight dual to the coroot of α (so the embedding is the minimal equivariant
embedding). Call X a generalized minuscule variety if X is a Segre product of (Veronese
re-embeddings of) minuscule varieties. In this situation we will call V a minuscule (resp.
generalized minuscule) G-module.
The generalized minuscule varieties are those varieties admitting a Hermitian symmetric
metric induced from a Fubini-Study metric on the ambient projective space. The minuscule
varieties are those for which the metric is irreducible and the embedding is minimal (i.e., not
a Veronese re-embedding).
Definition 2.2. For a smooth variety X ⊂ PV , let T (X) ⊂ G(2, V ) ⊂ P(Λ2V ) denote the
variety of embedded tangent lines of X .
Let τ(X) ⊂ PV denote the tangential variety of X (the union of the points on embedded
tangent lines), and let σp(X) ⊂ PV denote the variety of secant Pp−1’s to X , that is, for
x1, ..., xp ⊂ PV , let Px1,...,xp denote the projective space they span (generally a P
p−1), then
σp(X) = ∪x1,...,xp∈XPx1,...,xp. We let σ(X) = σ2(X).
2.1 Minuscule case
The minuscule algorithm. Let Y = Seg(vd1(X1) × · · · × vdr(Xr)) ⊂ P
n−1 = PT where
the Xj ⊆ PNj ’s are outputs of previous runs through the algorithm or P1 ⊆ P1.
We will call Y admissible if T (Y ) is linearly nondegenerate, that is, if 〈T (Y )〉 = P(Λ2T ).
If Y is admissible, then define a rational map as follows: let d be the positive integer such
that σd−1(Y ) 6= σd(Y ) = Pn−1. Linearly embed Pn−1 ⊂ Pn as the hyperplane {x0 = 0}, and
consider the rational map
φ : Pn 99K PN ⊂ P(SdCn+1∗)
[x0, ..., xn] 7→ [xd0, x
d−1
0 T
∗, xd−20 I2(Y ), x
d−3
0 I3(σ2(Y )), ..., Id(σd−1(Y ))],
and call X = φ(Pn) ⊂ PN an output. Here T ∗ and Ik(Z) = Ik(Z,PT ) are shorthand notation
respectively for a basis of T ∗ and a set of generators of the ideal of Z in degree k.
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Remark 2.3. We show below that the admissiblity hypothesis implies r, dj ≤ 2 and thus
there is a finite number of varieties to test at each run through the algorithm. (Moreover, if
d1 = 2 then r = 1.)
Theorem 2.4. (Geometric construction of minuscule varieties.) The minuscule varieties
are exactly the outputs of the minuscule algorithm.
Theorem 2.5. (The minuscule algorithm is effective.) After six runs the minuscule algo-
rithm stabilizes and one can determine all minuscule varieties from the output of the first
six runs. In particular, the minuscule algorithm gives an effective classification of minuscule
varieties.
2.2 Adjoint case
The adjoint algorithm. Let Y ⊂ Pn−2 = PT1 be a generalized minuscule variety. Here we
define Y to be admissible if 〈T (Y )〉 ⊆ P(Λ2T1) has codimension one. Note that admissibility
implies there is an up to scale two-form defined on T1. If Y is admissible, define a rational
map as follows: linearly embed Pn−2 ⊂ Pn−1 ⊂ Pn respectively as the hyperplanes {xn = 0}
and {x0 = 0}, consider the rational map
φ : Pn 99K PN ⊂ P(S4Cn+1∗)
[x0, ..., xn] 7→ [x40, x
3
0T
∗
1 , x
3
0xn, x
2
0I2(Y ), x
2
0xnT
∗
1 − x0I3(τ(Y )sing), x
2
0x
2
n − I4(τ(Y ))],
and call X = φ(Pn) ⊂ PN an output.
Note that to make sense of our notation in the mapping, we are using that τ(Y ) is a
quartic hypersurface, which is proved in §6.1. In particular I3(τ(Y )sing) is the space of
derivatives of the equation of τ(Y ).
Remark 2.6. We show below that the admissibility hypothesis implies that dj , r ≤ 3, so
again, there are a finite number of cases to check and the algorithm is effective. (Moreoever
d1 = 3 implies r = 1 and d1 = 2 implies r ≤ 2.)
Theorem 2.7. The fundamental adjoint varieties are exactly the varieties constructed by
the adjoint algorithm.
Corollary 2.8. The fundamental adjoint varieties are not rigid to order two. More pre-
cisely, there exist varieties Xn ⊂ PN with the same projective second fundamental form as a
fundamental adjoint variety at a general point which are not fundamental adjoint varieties.
Proof. If we write the image of φ as a graph in local coordinates about [1, 0, ..., 0], the
Taylor series will truncate after the fourth order term. If we take the same Taylor series and
truncate after the second order term, we obtain, in this affine open subset, a variety with
the same second fundamental form as φ(Pn) at [1, 0, ..., 0] on the entire affine open subset,
and this open variety can be completed to a projective variety. (In general, varieties written
as graphs with only second order Taylor series have constant second fundamental forms in
region where the coordinates are valid.) On the other hand, we show below that the image
of φ is homogeneous and thus has the same second fundamental form at all points.
Remark 2.9. The corollary contrasts the case of the Severi varieties and other minuscule
varieties of small codimension, which are rigid to order two; see [6].
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Our classification proof will be complete once we prove that the only simple Lie algebras
where the adjoint representation is not fundamental are Am and Cm. We prove this in §6.3.
Remark 2.10. In many ways, the exceptional groups are better behaved than the classical
groups from the perspective of our constructions. For example:
– The only “exception” in the minuscule algorithm is the Grassmanian X = G(k, V ),
constructed from Y = Pk−1 × Pl−1. In all other cases the P -module Λ2T contains no P -
submodules and there is no need to study 〈T (Y )〉.
– The only pathological (i.e., non-fundamental) adjoint varieties are those of Am, Cm.
– For the minuscule algorithm, the admissible Y ’s which yield exceptional X ’s are such
that codimσ(Y ) is at most one, so the rational map φ is at most cubic.
3 Examples
3.1 Minuscule case
For the first run through the algorithm, the admissible varieties and their outputs are
Y ⊆ Pn−1 Xn ⊆ PN
P1 ⊆ P1 P2 ⊆ P2
P1 × P1 ⊂ P3 Q4 ⊂ P5
v2(P
1) ⊂ P2 Q3 ⊂ P4.
Here and below, Qm ⊂ Pm+1 denotes the smooth quadric hypersurface.
For the second round,
Y ⊆ Pn−1 Xn ⊆ PN
P2 ⊆ P2 P3 ⊆ P3
v2(P
2) ⊂ P5 GLag(3, 6) ⊂ P11
P1 × P2 ⊂ P5 G(2, 5) ⊂ P9
P2 × P2 ⊂ P8 G(3, 6) ⊂ P19
Q4 ⊂ P5 Q6 ⊂ P8
Q3 ⊂ P4 Q5 ⊂ P7.
Here G(k, l) denotes the Grassmanian of k-planes in Cl and GLag(k, 2k) denotes the Grass-
manian of Lagrangian k-planes for a given symplectic form.
Continuing, one gets
Y ⊆ Pn−1 Xn ⊆ PN
Pn−1 ⊆ Pn−1 Pn ⊆ Pn
v2(P
m−1) ⊂ P(
m+1
2 )−1 GLag(m, 2m) ⊂ P
Cm+1−1
Pk−1 × Pl−1 ⊂ Pkl−1 G(k, k + l) ⊂ P(
k+l
k )−1
Q2m−2 ⊂ P2m−1 Q2m ⊂ P2m+1
Q2m−1 ⊂ P2m Q2m+1 ⊂ P2m+2
G(2,m) ⊂ P(
m
2 )−1 Sm ⊂ P2
m−1−1.
Here Cm+1 =
1
m+2
(
2m+2
m+1
)
is the (m + 1)-st Catalan number, and the spinor variety
Sm of Dm consists of one family of maximal isotropic subspaces of C
2m endowed with a
nondegenerate quadratic form and embedded in the projectivization of one of the two half-
spin representations.
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Continuing, one sees that GLag(m, 2m) and Sm are terminal except for S5 which yields
two exceptional spaces:
Y ⊆ Pn−1 Xn ⊆ PN
S5 ⊂ P
15 OP2 ⊂ P26
OP2 ⊂ P26 Gw(O3,O6) ⊂ P55.
Here OP2 denotes the sixteen dimensional Cayley plane, which is the 16-dimensional ho-
mogeneous variety of E6, and Gw(O
3,O6) denotes the 27-dimensional minuscule variety of
E7.
Proof of 2.5. First observe that 〈T (Y )〉 6= P(Λ2T ) for the Segre product of three projective
spaces. In fact, for Y = Seg(P1 × P1 × P1), codim 〈T (Y )〉 = 1 (and Y = Seg(P1 × P1 × P1)
yields the D4 adjoint variety), and codim 〈T (Y )〉 > 1 for all others. Thus one cannot have
a triple Segre product Seg(Y1 × Y2 × Y3) for any Yj in the minuscule algorithm, and for any
Yj ’s other than three P
1’s in the adjoint algorithm.
For the Segre product of two varieties Seg(Y1 × Y2) ⊂ P(W1 ⊗W2), Λ
2W1⊗I2(Y2) will
not be in 〈T (Y )〉 and similarly with roles reversed. (The ideals of homogeneous varieties are
generated in degree two; see [11].) So only a double product of projective spaces is admissible
for the first algorithm and in the second algorithm, only P1 × Qm is possible.
For a Veronese embedding of a projective space, only Y = v2(P
m) has T (Y ) linearly full,
and only v3(P
1) has 〈T (Y )〉 of codimension one, so no Veronese re-embedding of a subvariety
of Pm will be admissible for either algorithm.
Thus, other than the examples mentioned above, the only new inputs to the minuscule
algorithm must be outputs from a previous round. From the list of examples above, we see
that the algorithm stabilizes after the sixth iteration.
3.2 Adjoint case
The generalized minuscule varieties yielding fundamental adjoint varieties are
Y ⊂ Pn−2 G
v3(P
1) ⊂ P3 G2
P1 ×Q2m−3 ⊂ P4m−3 Bm
P1 ×Q2m−4 ⊂ P4m−5 Dm
GLag(3, 6) ⊂ P13 F4
G(3, 6) ⊂ P19 E6
S6 ⊂ P31 E7
Gw(O
3,O6) ⊂ P55 E8.
The two exceptional (i.e., non-fundamental) cases are
Pk−1 ⊔ Pk−1 ⊂ P2k−1 Ak
∅ ⊂ P2m−1 Cm.
Remark 3.1. From the examples one sees that the admissibility hypothesis for the minuscule
algorithm is equivalent to requiring that τ(Y ) = σ(Y ) and admissibility for the adjoint
algorithm is equivalent to requiring that τ(Y ) 6= σ(Y ) = PT . Although it turns out to be
easier to use T (Y ), our constructions were motivated by two theorems regarding secant and
tangential varieties: the Fulton-Hansen theorem [3] and Zak’s theorem on Severi varieties
[13]. The construction in the minuscule algorithm is a generalization of Zak’s construction
of the Severi varieties.
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4 Local differential geometry
In this section, we characterize the generalized minuscule varieties G/P defined in §2 in terms
of local differential geometry. We choose a Borel subgroup B of G and a maximal torus T
of B, yielding a root system of the Lie algebra g, with a base of the simple roots. We say
that a simple root α is short if there exists a longer root inside the root system of g. Up to
conjugation, there is a natural correspondence between simple roots α, maximal parabolic
subgroups Pα and nodes of the Dynkin diagram of G. We begin with general considerations.
Let Xn ⊂ PV be any variety and let x ∈ X be a smooth point. Let Tˆx
(k)X ⊆ V denote
the cone over the k-th osculating space and let Nk = Tˆ
(k)/Tˆ (k−1) denote the (twisted)
k-th normal space of X at x (see [7], §2.1). If we choose local coordinates (x1, ..., xN )
at x on PV , adapted to the filtration by osculating spaces, we may write X locally as a
graph. Taking ∂∂xα as a basis of TxX , for 1 ≤ α ≤ n, we have in these coordinates, for
dim Tˆ (k−1) < µk ≤ dim Tˆ
(k), the Taylor expansion:
xµ2 = qµ2αβx
αxβ + rµ2αβγx
αxβxγ + . . .
xµ3 = qµ3αβγx
αxβxγ + rµ3αβγδx
αxβxγxδ + . . .
...
with summations over repeated indices. The projective differential invariants of X at x are
as follows: the fundamental forms FFk = FFkX,x = F
k
k+0,X,x ∈ S
kT ∗⊗Nk are given by
FFk = qµkα1...αkdx
α1 ◦ . . . ◦ dxak⊗
∂
∂xµk
,
and the relative differential invariants F kk+l,X are given by
F kk+l,X,x = r
µk
α1...αk+ldx
α1 ◦ . . . ◦ dxαk+l⊗
∂
∂xµk
,
where the rµkα1...αk+l are the coefficients of the terms of degre k+ l in the Taylor expansion of
xµk (see [4] for more precise definitions). Note that these are a complete set of differential
invariants in the sense that one can recover the Taylor series of X at x from them.
We use the notation Fk = F
2
k,X,x, II = FF
2
X,x, |II| = FF
2
X(N
∗) ⊆ S2T ∗xX , and
Base |II| = {[v] ∈ PT | II(v, v) = 0}.
For any variety, F kk+l,X occurs as the coefficient of FF
k+l
vl+1(X)
in the direction of Nk ◦ (xˆ)l
(with respect to the induced adapted framing); see [4], 3.10.
Example. Consider the cubic form F3 = F
2
3,X . F3(Uv, Y v, Zv) is given by the component of
UY Zv in U(g)2v∩N2, that is, the component of UY Zv in U(g)2v. Thus F3 consists of sums
of terms UY Zv such that UY Zv = ΣjW j1W
j
2 v for some W
j
1 ,W
j
2 ∈ g. For example, if there
are relations in U(g) that enable one to write UY Z = W1W2 for some U, Y, Z,W1,W2 ∈ g
such that W1W2v 6= 0, then F3 6= 0.
Theorem 4.1. Let X ⊂ PV be a homogeneous variety which is a product of irreducible
varieties of type G/Pα, with G simple and α not short. Let x ∈ X. Then X is generalized
minuscule if and only if the only nonzero differential invariants of X at x are its fundamental
forms.
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Remark 4.2. The result is false if one drops the hypothesis of X being homogeneous, even
if one requires X to be smooth and x to be a general point. However we believe it is true
if one does not require X to be homogenous, but requires that the only nonzero differential
invariants are the fundamental forms at all points of X .
Remark 4.3. If one thinks of the generalized minuscule varieties as those admitting a Her-
mitian symmetric metric, then one could prove the result by observing that ∇IIherm = 0,
where IIherm is the Hermitian second fundamental form and ∇ is the covariant differential
operator. II, the projective second fundamental form, is the holomorphic part of IIherm
and F3 is the holomorphic part of ∇IIherm, and so on. Since we will stay in the projective
category, we will argue along different lines which will give more precise information about
the invariants Fk in the other cases.
Proof. By [4], the differential invariants of Segre products and Veronese re-embeddings can
be computed from the original embeddings and the theorem holds in general if it holds for
irreducible embeddings. Thus we restrict ourselves to the case where X = G/Pα ⊂ PV is
irreducible and in its minimal embedding.
Let v ∈ V be a highest weight vector. Then T[v]X ≃ g+v, where
g+ :=
⊕
{β∈∆|(ωα,β)>0}
g−β.
Here ∆ denotes the set of all roots, ωα denotes the weight dual to the coroot of α and (, ) the
invariant bilinear form. Consider X1 · · ·Xkv, where Xj ∈ g+. In order to have some nonzero
component in Np with p < k, some bracket among the Xj must be nonzero. However, if V
is minuscule, then [X,Y ] = 0 for all X,Y ∈ g+. This shows that F kk+l,X = 0 for all l > 0
when X is minuscule.
Conversely, let Y = Base |IIX,[v]|. By, e.g., [7], T[v]X splits as a sum T = T1⊕T2⊕T3⊕ · · ·
of irreducible H-modules, where H is a maximal semisimple subgroup of Pα, and T = T1 if
and only if α is minuscule.
Let Zv ∈ T1 be a general point of the cone over σ(Y ). We may write Z = Z1 + Z2 with
Z2j v = 0, i.e., Zjv ∈ Yˆ , the cone over Y . We calculate
Z2v = (Z1Z2 + Z2Z1)v = (2Z1Z2 − [Z1, Z2])v,
Z3v = (2[Z1, Z2](Z1 − Z2) + (Z1 − Z2)[Z1, Z2])v.
Note that if Z3v is not zero, it is in N2 and thus F3(Zv, Zv, Zv) 6= 0. We can write
Z3v ≡ 3[Z1, Z2](Z1 − Z2)v modT3; thus we are reduced to showing that for generic Z,
W2W1v 6= 0 where W2 = [Z1, Z2] ∈ T2 and W1 = (Z1 − Z2) ∈ T1.
If X is not minuscule, i.e., if g2 ≃ T2 6= 0, then g2 = [g1, g1]. In this case [Z1, Z2] 6= 0
because Y ⊂ PT1 is linearly nondegenerate and Z1, Z2 are general points of Yˆ . If α is not
short, then T ∗1 ⊗T
∗
2 ⊂ |II| by [7], 2.19, and thus W2W1v 6= 0 for all W1 ∈ T1\0, W2 ∈ T2\0.
This proves our claim.
5 Proof of the minuscule case
Strategy. We need to show that the outputs of the minuscule algorithm are indeed minuscule
varieties, and that all minuscule varieties arise by the algorithm.
In our algorithm, the rational map φ is defined such that at the point x = [1, 0, ..., 0] ∈ X ,
the only nonzero differential invariants are the fundamental forms. Moreover, |FFkX,x| =
7
Ik(σk−1(Y )) and Y is generalized minuscule. (Here and below, for an algebraic set Z ⊂ PV ,
Ik(Z) ⊂ SkV ∗ denotes the component of the ideal of Z in degree k.) By [7], 2.19 and 3.8,
and Theorem 4.1, any potential minuscule variety must be constructed out of a generalized
minuscule variety Y by a mapping of the form φ.
We need to show that the additional hypothesis that T (Y ) is linearly nondegenerate
is necessary and sufficient to imply that X = G/Pα ⊂ PV , where G is simple and α is
minuscule.
We proceed by constructing the Lie algebra g, showing that there is a unique candidate
for g and that this candidate can be given an appropriate Lie algebra structure if and only
if T (Y ) is linearly nondegenerate.
When such a g exists, we then observe that the associated minuscule variety has the same
projective differential invariants as X at a point and therefore the two must coincide.
Analysis of a minuscule grading. A minuscule root of a simple Lie algebra g induces a
three step Z-grading of g
g = g−1 ⊕ g0 ⊕ g1,
where g0 = h⊕C is a reductive Lie algebra with one dimensional center and having semisim-
ple part h. In addition g1 can be identified with T = T[v]G/Pα, where v ∈ V is a highest
weight vector. The closed orbit Y = H/Q ⊂ PT is a generalized minuscule variety (see [12]
and [7]).
This Z-grading of g induces g0-module structures on g±1 which determine the brackets
[g0, g±1]. Moreover, [g1, g1] = [g−1, g−1] = 0. Thus given g±1 with their g0-module struc-
tures, the only bracket we have not yet determined is [g1, g−1]. This bracket must be a
g0-equivariant map
g−1 ⊗ g1 −→ g0 = h⊕C.
This map has two components, the second of which induces a natural duality between g1 ≃ T
and g−1 ≃ T
∗, hence an identification of g−1 with T
∗. We denote the first component by θ.
Consider the Killing form Bg of g. Up to some nonzero constants, we must have, for
X0, Y0 ∈ g0 and X±1 ∈ g±1,
Bg(X0, Y0) = Bh(X0, Y0), Bg(X1, X−1) = 〈X1, X−1〉,
where this last bracket is given by the natural pairing between g1 and g−1. The invariance
of the Killing form then implies that
Bh(X0, [X1, X−1]) = Bg(X0, [X1, X−1]) = Bg([X0, X1], X−1) = 〈[X0, X1], X−1〉.
In particular, the map θ is determined, up to a constant, by the g0 action on g1 and its
pairing with g−1. The above identity can be rewritten, again up to a constant, for u
∗ ∈ g−1,
v ∈ g1, as
θ(u∗⊗v) =
∑
i
〈u∗, Xiv〉Yi,
where Xi and Yi are dual bases of h with respect to its Killing form.
Construction of the Lie algebra. Now we are given a generalized minuscule variety
Y ⊂ PT for a semisimple Lie algebra h, and we want to construct a new Lie algebra g and
a minuscule variety of g. In particular, g must be endowed with a Z-grading as above, and
we have just seen that the only possible compatible Lie bracket in g is determined, up to
the multiplication of θ by some constant, by the h-module structure of T . It remains to see
whether the constant can be chosen such that the Jacobi identities hold.
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Note that, assuming g is a Lie algebra, it must be simple. Indeed, any nontrivial ideal
i ⊆ g is an h-module. If the center C ⊂ g0 were not in i, then neither would T nor T ∗ as
C ⊂ [T, T ∗]. But since [h, T ] = T, [h, T ∗] = T ∗, i must be zero in this case. Now if C ⊂ i we
see T, T ∗ ⊂ i as well and thus h ⊂ i so i = g.
Proposition 5.1. The bracket defined above endows g with the structure of a Lie algebra
for some constant multiple of θ if and only if T (Y ) ⊂ P(∧2T ) is linearly nondegenerate.
The choice of constant for θ is unique; see the proof of Lemma 5.2 below.
Proof. To determine if g is actually a Lie algebra, we need to check the Jacobi identity. This
identity can be split into a number of graded parts, which are of different natures. The
(g0, g0, gi) identities follow because gi is a g0-module, while the (g0, gi, gj) identities follow
because the bracket [gi, gj ] → gi+j is g0-equivariant. It remains to verify the (gi, gj, gk)
identities for i, j, k 6= 0. By symmetry, the only identity to check is the one involving
v, w ∈ g1 = T and u∗ ∈ g−1 = T ∗. We must show that
[[u∗, v], w] + [[v, w], u∗] + [[w, u∗], v] = θ(u∗⊗v)w − θ(u∗⊗w)v + 〈u∗, v〉w − 〈u∗, w〉v = 0,
i.e., that
t∗(θ(u∗⊗v)w − θ(u∗⊗w)v) = 〈t∗, v〉〈u∗, w〉 − 〈t∗, w〉〈u∗, v〉
for all t∗ ∈ T ∗. The map (v, w, u∗, t∗) 7→ 〈t∗, v〉〈u∗, w〉 − 〈t∗, w〉〈u∗, v〉, when considered as
an element of Λ2T ∗⊗Λ2T , is just twice the identity, so we must prove that Θ ∈ Λ2T ∗⊗Λ2T
defined by
Θ(v ∧ w)(u∗, t∗) = t∗(θ(u∗⊗v).w − θ(u∗⊗w).v)
is a homothety, since θ is only determined up to a constant multiple.
Lemma 5.2. Θ |〈T (Y )〉 is a homothety.
Proof. Given a Cartan subalgebra t of h and a basis of the corresponding root system ∆, we
choose an adapted basis Eβ , Hj , E−β of h, where β ∈ ∆+ is a positive root, Bh(Eβ , E−β) = 1,
and the Hj give an orthonormal basis of t with respect to the Killing form. Then
Θ(v ∧ w) =
∑
β∈∆+
(Eβv ∧ E−βw + E−βv ∧Eβw) + 2
∑
j
Hjv ∧Hjw.
Now assume, to simplify notation, that Y is a minuscule variety of the simple group H ,
so that Y = H/Qζ for some parabolic subgroup Qζ of H corresponding to a minuscule root
ζ of h. Then T is the fundamental h-module of highest weight the fundamental weight ω
dual to the coroot of ζ. If Y is a Segre product of minuscule varieties, the argument will be
unchanged. If Y is a Segre product of Veronese re-embeddings of minuscule varieties, it is
necessary to keep track of the degrees of the re-embeddings in the argument.
In the computation above, we may suppose that v ∈ Y and w is tangent to a line of Y
passing through v (as T (Y ) being linearly nondegenerate implies Y is linearly nondegener-
ate). Since Y is H-homogeneous, we may assume that v is a highest weight vector for T . In
this case, when β is a positive root, Eβv = 0, and E−βv = 0 unless β has coefficient one on
the minuscule root ζ. By linearity, we may assume that w = E−γv for some positive root γ.
Then, for β as above, Eβw = 0 unless β = γ, and thus
Θ(v ∧ wv) = E−γv ∧ Eγw + 2ΣjHjv ∧Hjw
= w ∧ EγE−γv + 2Σjω(Hj)(ω − γ)(Hj)v ∧ w
= w ∧ [Eγ , E−γ ]v + 2(ω, ω − γ)v ∧ w.
Here we denoted by ( , ) the pairing on t∗ dual to the Killing form. We have [Eγ , E−γ ] =
(γ,γ)
2 Hγ , where Hγ is the coroot of γ (see [1]). Finally,
ω([Eγ , E−γ ]) =
(γ, γ)
2
ω(Hγ) = (ω, γ) = (ω, ζ)
because the Killing form identifies the coroot of γ with 2γ(γ,γ) and the last equality holds
because γ has coefficient one on the simple root ζ. The lemma is proved.
Remark 5.3. It turns out that to accommodate semisimple Lie algebras, it will be necessary
to normalize long roots to have the same length independent of the Lie algebra. We choose
length two, so one obtains Θ|〈T (Y )〉 = 2((ω, ω)− 2)Id.
For the opposite direction, we introduce a definition.
Definition 5.4. Let h be a semisimple Lie algebra and let U be an h-module. We will say
U is C-irreducible if the Casimir operator CU acts on U as a homothety. In particular, every
irreducible h-module is C-irreducible. If U is C-irreducible, we let cU be the constant such
that CU = cUIdU .
We say that U is almost C-irreducible if U = C⊕V where V is C-irreducible.
Lemma 5.5. Let h be semisimple, let T be an irreducible h-module and let Θ be defined as
above. Then Θ = C∧2T − 2cT Id∧2T . In particular, Θ is a homothety if and only if Λ
2T is
C-irreducible.
Proof. Let Xi, Yi be bases of h dual with respect to the Killing form. Let v, w ∈ T . Then
C∧2T (v ∧ w) = ΣiXiYi(v ∧ w)
= Σi(XiYiv) ∧ w + (Yiv) ∧Xiw + (Xiv) ∧ Yiw + v ∧ (XiYiw)
= 2cT v ∧ w +Θ(v ∧ w),
which implies our claim.
Our proof of Proposition 5.1 will be complete once we have proven the following lemma:
Lemma 5.6. Let T be a generalized minuscule module of a semisimple Lie algebra h. Let
Y ⊂ PT be the corresponding generalized minuscule variety. If ∧2T is C-irreducible, then
T (Y ) is linearly nondegenerate.
We first prove the case where h is simple, which follows from the following lemma:
Lemma 5.7. Let h be a simple Lie algebra and let T be a minuscule h-module or a symmetric
power of a minuscule h-module. Suppose that ∧2T is C-irreducible. Then ∧2T is irreducible.
Proof. Let ω = ωα be the highest weight of the minuscule module T . The highest weight of
∧2T is 2ω − α. Suppose that ∧2T has an irreducible component of another highest weight.
This weight µ must be the sum of two distinct weights of T . Hence, since T is minuscule,
µ = uω + vω for two distinct elements u, v of the Weyl group. We show that cµ < c2ω−α,
which will prove that ∧2T is not C-irreducible. Since (α, 2ρ− α) = 0, we have
c2ω−α − cµ = 2(ω, ω)− 2(uω, vω) + (2ω − uω − vω, 2ρ).
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Write uω = ω −
∑
γ nγ(u)γ, where the sum is over the simple roots. The coefficients nγ(u)
are non-negative, and nα(u) > 0 when uω 6= ω. Thus
(uω, vω) = (ω, u−1vω) = (ω, ω −
∑
γ nγ(u
−1v)γ) = (ω, ω)− nα(u−1v),
(uω, 2ρ) = (ω −
∑
γ nγ(u)γ, 2ρ) = (ω, 2ρ)−
∑
γ(γ, γ)nγ(u).
This implies that
c2ω−α − cµ =
∑
γ
(γ, γ)(nγ(u) + nγ(v)) + 2nα(u
−1v)− 4.
This number is positive: this is clear if uω, vω 6= ω, since nα(u), nα(v), nα(u
−1v) are then all
positive; otherwise, we may suppose that u = id, in which case
c2ω−α − cλ =
∑
γ 6=α
(γ, γ)nγ(v)) + 4nα(v)− 4,
with nα(v) > 0, and this number is clearly positive unless vω = ω − α, which is excluded.
The case of symmetric powers of a minuscule module is similar.
We consider now the case where h is not simple, and T = T1⊗ · · ·⊗ Tr, where Ti is a
hi-module of the form S
diUi, with Ui fundamental and minuscule. For r = 3, we have
∧2T = ∧2T1⊗S
2T2⊗S
2T3⊕S
2T1⊗∧
2T2⊗S
2T3⊕S
2T1⊗S
2T2⊗∧
2T3⊕ ∧
2 T1⊗∧
2T2⊗∧
2T3.
For such a module to be C-irreducible, we first need that each S2Ti and ∧2Ti be C-irreducible.
But we always have c∧2Ti < cS2Ti , hence a contradiction. For the same reasons we cannot
have r ≥ 4.
If r = 2, then ∧2T = ∧2T1⊗S
2T2⊕S
2T1⊗∧
2T2 is C-irreducible if and only if the S
2Ti and
∧2Ti are C-irreducible. To see this, recall that for a representation Vω, if S2V and Λ2V are
C-irreducible, then with the normalization of long roots having length two, cS2V = cΛ2V +4,
so cΛ2T1⊗S2T2 = cS2T1 − 4 + cS2T2 = cS2T1⊗Λ2T2 . By the above lemma, this implies that ∧
2Ti
and S2Ti are irreducible. But then T (Y ) is linearly nondegenerate.
We record the following lemma, which we will need in §6.
Lemma 5.8. If ∧2T is almost C-irreducible, then 〈T (Y )〉 has codimension one.
Proof. The lemma follows from Lemma 5.7 when h is simple. For T = T1⊗ · · ·⊗ Tr, we check
as above that r ≥ 3 is not possible unless r = 3 and the Ti are two-dimensional. Finally,
for r = 2, we can suppose that S2T1 and ∧2T2 are C-irreducible, while ∧2T1 = C⊕A1 and
S2T2 = C⊕A2 are C-irreducible. But then ∧2T contains A1 and A1⊗A2, and the Casimir
operator must act on both modules as the same constant. This leads to a contradiction unless
A1 is zero, which means that T1 = C
2 is two-dimensional, and ∧2T = S2T2⊕S2C2⊗∧2T2.
We note that in this case 〈T (Y )〉 must have codimension one.
Remark 5.9. The minuscule and adjoint algorithms can be generalized to construct allG/P ’s,
however the resulting rational maps get more and more complicated. The corresponding
construction of a Z-graded Lie algebra g from a Lie algebra h equipped with a representation
T1 (by gluing in a node to the marked Dynkin diagram) is easier to describe and even provides
an effective algorithm for producing Z-graded affine Lie algebras.
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One takes g0 = h + C and g1 = T1 as before. Next, for g2, one takes the h-module
complementary to 〈T (Y )〉 in Λ2T1, and denote the corresponding closed H-orbit Y2 ⊂ Pg2.
Now there are further Jacobi identities to check, but these can be checked geometrically by
considering the linear span of the natural incidence variety Y12 ⊂ Y × Y2 ⊂ PS21(T1). If it is
linearly full, one has already constructed g. If not, one takes the complement of its linear span
as g3. At each step one needs only to consider the linear span of the analogously defined Y1k.
(This is because N. Mok has observed that in a Z-graded Lie algebra generated by g1, one
always has [gp, gq] ⊆ [g1, gp+q−1] (personal communication).) By way of example, consider
the Z-gradings of e8
(1) (Zm-gradings of e8) obtained from the extremal nodes: from α1 we
have a Z2-grading with g0 = d8 + C, g1 = Vω8 (spin representation), α2 yields a Z3-grading
with g0 = a8 + C, g1 = Vω3 , g2 = Vω6 , and α8 yields a Z2-grading with g0 = e7 + a1 + C,
g1 = V
e7
ω7 ⊗V
a1
ω1 .
One could attempt to continue the algorithm for general Kac-Moody Lie algebras, but
since there will be exponential growth of the factors, the algorithm is not at all effective. Note
that for affine Lie algebras the algorithm is considerably more explicit than the standard
method of construction by taking the free Lie algebra and then quotienting out by the
relations.
5.1 Minuscule algorithm: the algebraic version
We may rephrase the minuscule algorithm algebraically: Let h = h1⊕ · · · ⊕ hr where the
hj are constructed in an earlier run through the algorithm. Let Tj be the corresponding
representations constructed or a symmetric power of such representations, and let T =
T1⊗· · ·⊗Tr. Let Y˜ ⊂ PT ∗ be the closed H-orbit, let V0 = C, V1 = T , V2 = I2(Y˜ ) ⊆ S2T ,
and let
Vk = (Vk−1⊗T ) ∩ S
kT,
the prolongation of Vk−1 (see [7]).
Call (h, T ) admissible if 〈T (Y˜ )〉 = PΛ2T ∗. If (h, T ) is admissible, then
g := T ∗ ⊕ (h⊕C)⊕ T,
V := ⊕∞j=0Vj
are respectively a simple Lie algebra, and a minuscule g-module. (The last sum is finite
because the terms correspond to the generators of the ideals of successive secant varieties.)
Moreover, starting with (h, T ) = (0,C) and iterating the algorithm, one arrives at all
pairs (g, V ), with g simple and V a minuscule g-module.
Remark 5.10. Instead of constructing g first, one could first construct V as above, define an
action of each component of g on V , and define the bracket in g via the commutator of the
actions on g. The algebra h acts naturally on each Vj , one makes C ⊂ g0 act on each factor
by a scalar, and T ∗ acts naturally as a lowering (or “annihilation”) operator Vj → Vj−1
by differentiation. One makes T act as a raising (or “creation”) operator as follows: for
p ∈ Vl−1, one defines w.p, up to a constant, as the projection of w ◦ p on Vl (one must check
that this is well defined).
For example, consider the case Y = G(2,W ), X = S. Here Vk = Λ
2(k+2)W and the raising
and lowering action corresponds to Clifford multiplication. Thus we see that minuscule
representations define algebraic structures that are cousins of Clifford algebras.
Taking V2 to be the ideal of a variety ensures the sum is finite. To study infinite di-
mensional representations, take V2 ⊆ S2T to be an h-invariant subspace whose successive
prolongations do not terminate, e.g., one could take V2 to be involutive (see [2] for the
definition of involutivity).
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6 Proofs of the adjoint theorems
6.1 The fundamental case
Strategy. We need to prove that the adjoint algorithm is well defined, i.e., that τ(Y ) is a
quartic hypersurface, that the adjoint algorithm constructs all fundamental adjoint varieties,
and that the adjoint algorithm only constructs fundamental adjoint varieties.
We begin, as in the minuscule algorithm, by studying the five step Z-grading of a simple
Lie algebra g whose adjoint representation is fundamental. By [7, 12], g0 = h⊕C, g1 = T1
is a minuscule h-module and g2 = C. Letting Y1 ⊂ PT1 denote the closed H-orbit, we show
that a necessary and sufficient condition that the pair (h, T1) produces a simple Lie algebra
g together with its adjoint representation is that the linear span of T (Y ) has codimension
one. (Note that the line in Λ2T1, generated by the symplectic form of T1, already implies
that the complement of 〈T (Y )〉 must contain a trivial h-module.)
We then determine the differential invariants of a fundamental adjoint variety, in particu-
lar, we show that τ(Y ) must be a quartic hypersurface. We finally observe that the invariants
agree with the differential invariants of the varieties X constructed by the algorithm at our
preferred point [1, 0, ..., 0] ∈ X .
Analysis of the adjoint grading. Let g be a simple Lie algebra whose adjoint represen-
tation is fundamental. We choose a Cartan subalgebra of g and a basis of the corresponding
root system ∆. We denote the highest root by α˜, and consider the corresponding five step
grading ([12])
g = g−2 ⊕ g−1 ⊕ g0⊕ g1⊕ g2.
Here g0 = h⊕C, g2 = C, and g1 = T1 is a generalized minuscule h-module. T1 is the contact
hyperplane inside the tangent space to a point x ∈ G/Pα˜ ⊂ Pg such that x = Pg−2. Let
Y ⊂ PT1 be the closed H-orbit, then Y = Base |IIG/Pα˜,x|. (See [7].)
The Lie algebra structure of g can be recovered as follows: the Killing form of g induces
an identification between g−1 and T
∗
1 , and also between g−2 and g
∗
2. The bracket [g1, g1]→
g2 = C defines a symplectic form on T1. We choose ω
∗ ∈ g−2 ⊂ Λ2T1 and ω ∈ g2 ⊂ Λ2T1
dual with respect to the Killing form. By contraction, ω induces an identification of T1 with
T ∗1 , and we let u
∗ = ω(u, .). Then
[u, v] = pω∗(u, v)ω
[u∗, v∗] = p∗ω∗(u, v)ω∗ ∀u, v ∈ T1,
[u∗, ω] = mu,
[u, ω∗] = m∗u∗ ∀u ∈ T1,
for some constants p, p∗,m,m∗ ∈ C. By the invariance of the Killing form,
pω∗(u, v) = Bg([u, v], ω
∗) = Bg(u, [v, ω
∗]) = m∗〈u, v∗〉 = m∗ω∗(u, v),
hence p = m∗ and similarly, p∗ = m.
There exist l, o ∈ C and an element 1 in the center of g0 such that
[u∗, v] = ω∗(u, v)1+ lθ(u∗⊗v) ∀u, v ∈ T,
[ω∗, ω] = o1.
Note that 1 must act on T1 by some constant a. The map θ must be symmetric in the sense
that
θ(u∗⊗v) = θ(v∗⊗u) ∀u, v ∈ T1
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because h preserves the form ω. The Jacobi identities give additional constraints on the
scaling constants l,m,m∗, o, a, and one can check that o = a = m = −m∗ = 2. Moreover,
we will see that l is determined by the Jacobi identity. Thus the Lie algebra structure of g
is determined by the h-module structure of T1.
Construction of the Lie algebra. Now we begin with an h-module T1 and an h-invariant
two-form ω on T1 (defined up to scale) and attempt to define a Lie algebra structure on the
vector space g with its five step gradation as above. The bracket on g is determined up to
the constant l and we must check if the Jacobi identities hold.
Proposition 6.1. Let h be semisimple and let T1 be a generalized minuscule h-module. Then
there exists a choice of l such that g, with the bracket defined above, is a Lie algebra if and only
if codim 〈T (Y )〉 = 1. In this case, g is simple and its adjoint representation is fundamental.
Proof. By the same argument as in the minuscule case, the only identity we need to verify
is the (g1, g1, g−1) identity, that is, for all u, v, w ∈ T1,
l[θ(w∗⊗v)u− θ(w∗⊗u)v] = ω∗(v, w)u − ω∗(u,w)v − 2ω∗(u, v)w.
As before, we interpret this equation as an equality between endomorphisms of Λ2T1. The
left hand side represents the action of the Casimir operator (plus some multiple of the
identity), the first two terms of the right hand side represent twice the identity of Λ2T1, and
the last term is the projection onto Cω ⊂ Λ2T1. Thus the identity above will hold, with an
appropriate choice of l if and only if Λ2T1 is almost C-irreducible. By Lemmas 5.2 and 5.7,
this is true if and only if codim 〈T (Y )〉 = 1.
One sees that g is simple by an argument similar to the minuscule case.
The adjoint variety. We now calculate the differential invariants of a fundamental adjoint
variety. We consider the adjoint variety G/Pα˜ ⊂ Pg as the orbit of [ω], and identify the
tangent space of G/Pα˜ at [ω] with C⊕T1 ⊂ g0⊕ g1. Let X = xω∗ + u∗ denote a general
element of g−2⊕ g−1, which implies Xω = 2x1 + 2u is a general element of T[ω]G/Pα˜ and
G/Pα˜ is the projectivization of the closure of the union of elements of the form exp(X)ω.
We compute
Xω = 2x1+ 2u,
X2ω = 8x2ω∗ + 2lθ(u∗⊗u),
X3ω = −2lθ(u∗⊗u)u∗,
X4ω = 2l ω∗(u, θ(u∗⊗u)u),
X5ω = 0.
This computation already shows that our map φ in the adjoint algorithm must indeed be
of degree (at most) four. It remains to interpret the above equations. From the second line
and the fact that by [7], Base |II| = Y , we obtain:
Proposition 6.2. Y = Base |II| ⊂ PT1 is as follows:
Y = P{u ∈ T1 | θ(u∗⊗u) = 0}
= P{u ∈ T1 | ω∗(u, Zu) = 0 ∀Z ∈ h}.
In particular, the second description implies that u is ω∗-orthogonal to the tangent space of
its H-orbit.
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Remark 6.3. In general, the space of quadrics vanishing on a closed orbit Y is the kernel of
the natural map from S2T ∗1 to S
(2)T ∗1 , where S
(2)T ∗1 denotes the Cartan product of T
∗
1 with
itself. An important consequence of Proposition 6.2 is that
S2T1 = S
(2)T1⊕ h.
Finally, we prove that the terms of degree three and four above are the same as those in
the adjoint algorithm:
Proposition 6.4. The tangential variety τ(Y ) ⊂ PT1 is the quartic hypersurface defined by
the equation
p(w) = ω∗(θ(w∗⊗w)w,w) = Bh(θ(w
∗⊗w), θ(w∗⊗w)) = 0.
In particular, the singular locus of τ(Y ) is given by the equations θ(w∗⊗w)w = 0.
Proof. τ(Y ) is nondegenerate because IIIY 6= 0, ([5], 10.1), hence it is a hypersurface.
We check that w = v +Xv ∈ τ(Y ) implies p(w) = 0. Introduce the notation θ∗(uv) =
θ∗(u.v) = θ(u∗⊗v) and note that θ∗(uv) = θ∗(vu). For all v ∈ Y , we have θ∗(v2) = 0.
Differentiating, we obtain θ∗(v.Xv) = 0 and θ∗((Xv)2) + θ∗(v.X2v) = 0 for all X ∈ h. Thus
θ∗(w2) = θ∗((Xv)2).
Now recall the identity
l[θ∗(rs)t − θ∗(rt)s] = ω∗(r, s)t− ω∗(r, t)s+ 2ω∗(s, t)r,
which was a consequence of the Jacobi identity on g (see the proof of Proposition 6.1).
Setting r = s = Xv and t = v, we obtain lθ∗((Xv)2)v = lθ∗(v.Xv)v + ω∗(Xv, v)Xv = 0.
Similarly, setting r = v, s = X2v, and t = Xv, we obtain lθ∗(v.X2v)Xv = 2ω∗(X2v,Xv)v.
This implies that θ∗(w2)w = −2ω∗(X2v,Xv)v, so that finally
p(w) = ω∗(θ∗(w2)w,w) = −2ω∗(X2v,Xv)ω∗(v,Xv) = 0.
p must be irreducible as there is no invariant linear or quadratic form on T , so p must be
the equation of τ(Y ).
Remark 6.5. It turns out that the smooth part of the tangential variety is a single g-orbit. We
have no a priori proof of this observation. Such a proof would make the above computation
unnecessary. A consequence of the observation is that the invariant ring of T is free, and
generated by the quartic polynomial p.
6.2 Another perspective on the adjoint algorithm
We may think of g−2⊕C⊕ g2 ⊂ g as a copy of sl2, where C is the center of g0. Thus we may
write g = T1⊕ (h⊕ sl2)⊕T ∗1 and think of our modified construction as a “quantization” (in
the sense that C→ sl2) of the construction in the minuscule case.
If we let C2 be the standard sl2 module, we can write g more concisely (recalling that
T1 is a symplectic module, hence can be identified with its dual) as g = (h⊕ sl2) ⊕ C2⊗T1.
All our constructions can be made using invariant tensors on these two spaces. In this
way we recover the Z2-gradings of a simple Lie algebra obtained by marking the node(s) of
the Dynkin diagram of the affine Lie algebra g(1) adjacent to α˜. Here g0 = (h + sl2), and
g1 = C
2⊗T1. In particular, Proposition 6.1 can be (partly) rephrased as follows:
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Proposition 6.6. Let h be a simple Lie algebra and T an irreducible symplectic h-module,
such that Λ2T is the sum of an irreducible module and a line. Then
g = (h⊕ sl2)⊕ C
2⊗T
has a natural structure of simple Lie algebra.
One obtains the following models of the exceptional complex Lie algebras, where we
denote by Vλ the irreducible h-module of highest weight λ, and we follow the conventions of
[1] for the fundamental weights:
h T g
sl2 V3ω1 g2
sp6 Vω3 f4
sl6 Vω3 e6
so12 Vω6 e7
e7 Vω1 e8.
6.3 The non-fundamental case
To complete our proof of the classification of complex simple Lie algebras, we prove that the
only simple Lie algebras for which the adjoint representation is not fundamental are sln and
sp2m.
Consider again the adjoint grading g = g−2⊕ g−1⊕ g0⊕ g1⊕ g2 of the Lie algebra g. By
[7], Proposition 4.2, g1 has at most two irreducible components as an h-module, where h ⊂ g0
is the semisimple part of g0, and the smallest weights of these h-modules are the simple roots
αi such that α˜− αi is still a root.
First case. Suppose that g1 is irreducible. If the adjoint representation is not fundamental,
α˜ is a multiple of some fundamental weight ω and thus X = vd(Z) where Z ⊂ PVω is the
closed orbit and d > 1.
We give two proofs of this case:
First proof: Base |II| = ∅ because a Veronese re-embedding of any variety contains no
lines and a Veronese re-embedding of a homogeneous variety is such that its ideal is generated
in degree two. However, we know that the quadratic equations of Base |II| in S2T ∗1 are given
by h. Thus h = S(2)T ∗1 , since the other components of S
2T ∗1 all vanish on the closed orbit of
PT1. So h itself is not fundamental, and by induction on the dimension we conclude that h
must be a symplectic Lie algebra and T1 is its natural representation.
Second proof: By [4] 3.10, |II| = S2T ∗1 . Since N2 ≃ h ⊕ g1 ⊕ g2, we see |II| = h
and in particular that h ≃ S2T ∗1 , i.e, that h = sp2m for some m and T1 is its standard
representation. Since the h-module structure of T1 completely determines g, this implies
that g is also a symplectic Lie algebra.
In this case our construction works as well, only it is degenerate, of degree two. Taking
Y = ∅, the rational map Pn 99K PN is by the quadrics vanishing on Y , that is, all quadrics.
If one adopts the convention that τ(Y ) = τ(Y )sing = PT1, then this construction becomes
consistent with the adjoint algorithm.
Second case. Suppose that g1 is reducible, hence the sum of two dual g-modules U and U
∗
(this duality comes from the bracket [g1, g1]→ g2).
Lemma 6.7. PU is H-homogeneous.
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Proof. Let the simple root α be the smallest weight of U . Then the highest root α˜ has
coefficient one on α, and the weights γ of U are the other positive roots with this property.
We write γ =
∑
β simple nβ(γ)β. Note that n(α, α˜) = 1 so that
n(α˜, α) = 2 +
∑
β 6=α
nβ(α˜)n(β, α) > 0.
The coefficients n(β, α) are the Cartan numbers, which are negative for β 6= α. Now nβ(γ) ≤
nβ(α˜) for any positive root γ and any simple root β so the equation above implies that
n(α˜, γ) > 0 for each root γ that is a weight of U . Therefore, γ − kα is a root for some k > 0
and in particular γ − α is a root.
Geometrically, letting Y denote the smallest H-orbit in PU and vα ∈ U a vector of weight
α, this implies that Tˆ[vα]Y = hvα = U , i.e., that Y = PU .
Let v = u+ u∗ ∈ g1 = U⊕U∗. Now v ∈ Base |II| if and only ω∗(v,Xv) = 2〈u,Xu∗〉 = 0
for every X ∈ h. By the lemma, this is the case if and only if u or u∗ is zero, i.e.,
Base |II| = PU ⊔ PU∗ ⊂ P(U⊕U∗).
Moreover, I2(Base |II|) = U⊗U∗ ⊂ S2g∗1 = S
2U⊕U⊗U∗⊕S2U∗. Thus U⊗U∗ = h. Finally,
since g is completely determined by the h-module structure of g1, we conclude that g = slm
for some integer m. Our proof of the classification of complex simple Lie algebras is now
complete.
If we adopt the convention that τ(Y ) is the quartic hypersurface 〈u, u∗〉2 = 0, which is a
double quadric, and I3(τ(Y )sing) is the space of derivatives of this quartic, then the adjoint
algorithm also works in this case. (However usually one would take the tangential variety of
Y to be Y itself.)
For example, for the adjoint variety of sl3 (the projectivization of the space of matrices
of order three, rank one and trace zero) we have the following quartic parametrization:
(a, b, c, d) 7→


a3d+ a2bc −a2bd− ab2c b2c2 − a2d2
2a3c −2a2bc 2abc2 − 2a2cd
a4 −a3b a2bc− a3d

 .
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