On the derivatives of a subclass of isotropic tensor functions of a nonsymmetric tensor  by Wang, Zhi-Qiao & Dui, Guan-Suo
International Journal of Solids and Structures 44 (2007) 5369–5379
www.elsevier.com/locate/ijsolstrOn the derivatives of a subclass of isotropic tensor
functions of a nonsymmetric tensor
Zhi-Qiao Wang, Guan-Suo Dui *
Institute of Engineering Mechanics, Beijing Jiaotong University, Beijing 100044, PR China
Received 24 May 2006; received in revised form 30 December 2006
Available online 12 January 2007Abstract
This paper studies a subclass of isotropic tensor-valued functions of a nonsymmetric tensor, which satisfy the commu-
tative condition, and their derivatives. This subclass of tensor functions includes tensor power series, exponential tensor
function, etc., and is more general than those investigated before. In the case of three distinct eigenvalues, the derivatives
of these tensor functions are constructed by solving a tensor equation, which is acquired by diﬀerentiating the commutative
condition. By taking limits, the results are extended to the cases of repeated eigenvalues.
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Isotropic tensor-valued functions of a symmetric second-order tensor and their derivatives play an impor-
tant role in theoretical and computational continuum mechanics. Several methods for studying these tensor
functions and their derivatives are well developed. Bowen and Wang (1970) and Chadwick and Ogden
(1971) proposed the approach to determine the derivative of the second Piola–Kirchhoﬀ stress tensor with
respect to the Green–Lagrangian strain tensor, respectively. In order to express the fourth-order tangent oper-
ator in arbitrary coordinates, it is necessary to compute the eigenvectors. The basis-free method based on the
spectral decomposition has been studied by many researchers following the pioneer work of Carlson and
Hoger (1986), which can be referred to Miehe (1993), Xiao (1995), Miehe (1998), Xiao et al. (1998), Itskov
(2000), Miehe and Lambrecht (2001), Ortiz et al. (2001), Itskov (2002), Chen and Dui (2004), and de Souza
Neto (2004). The third approach based on the representation theorem for isotropic tensor functions was pro-
posed by Man and Guo (1993). Another basis-free method was developed by Dui et al. (1999) through com-
paring principal components. Dui and Chen (2004) generalized this method to the more general isotropic0020-7683/$ - see front matter  2007 Elsevier Ltd. All rights reserved.
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these tensor functions using tensor equations.
In the past decades, great progress has been made in the representations for isotropic tensor functions of a
symmetric tensor and their derivatives. However, isotropic nonsymmetric tensor functions have received
extensive attention especially in recent years, owing to the importance in computational mechanics and con-
stitutive theories. For example, the calculation of the exponential function of the velocity gradient is of great
signiﬁcance in ﬁnite element treatments of anisotropic plasticity and viscoplasticity (see e.g. Miehe, 1996a,b;
Steinmann and Stein, 1996; Sansour and Kollmann, 1998).
Concerning isotropic nonsymmetric tensor functions, there are some results for tensor power series, expo-
nential tensor function, and those that can be expressed as the Dunford–Taylor integral. Balendran and
Nemat-Nasser (1996) gave the exact explicit expressions for nonsymmetric tensor functions and their deriva-
tives without resort to eigenvector calculations. It was shown that the results for symmetric tensors with three
distinct eigenvalues can be extended to nonsymmetric cases. de Souza Neto (2001) directly calculated the
derivative of tensor power series of a nonsymmetric tensor. Itskov and Aksel (2002) proposed another
method, which is based on the recurrent computation of the coeﬃcients in the tensor power series represen-
tation resulting from sequential application of the Cayley–Hamilton theorem. By taking limits, this solution
can be extended to the cases of repeated eigenvalues. When the power series is inﬁnite, the convergence
requirement vastly restricts the domain of deﬁnition of many isotropic tensor functions. To avoid this short-
coming, Itskov (2003a) gave the closed-form representations for isotropic nonsymmetric tensor functions and
their derivatives using the Dunford–Taylor integral. Furthermore, Itskov (2003b) focused on numerical
aspects of the computation of isotropic tensor functions and their derivatives using two algorithms proposed
by him. Lu (2004) developed a general method for determining the exact expansions of the tensor power series
in n-dimensional Euclidean space.
The methods mentioned above are mainly used to deal with tensor power series, the tensor functions that
can be expanded as tensor power series (for example exponential tensor function), and those that can be
expressed as the Dunford–Taylor integral. There is a vast class of tensor functions without the above prop-
erties, as can be seen from the following examples (see e.g. Truesdell and Noll, 1965)FðAÞ ¼ ðtrAÞeA; or FðAÞ ¼ AT: ð1Þ
In our paper, we focus on a subclass of isotropic tensor functions of a nonsymmetric tensor satisfying the com-
mutative conditionFðAÞA ¼ AFðAÞ: ð2Þ
This subclass of tensor functions is more general than those solved by the existing methods. It is easy to prove
that the ﬁrst function of Eq. (1) satisﬁes the condition (2).
The goal of the present paper is to generalize the approach for determining the derivatives of isotropic sym-
metric tensor functions proposed by Dui and Chen (2004) and Dui et al. (2006) to nonsymmetric cases. From
the commutative condition (2), a general scalar function is introduced, which is used to construct the more
general tensor functions. When the nonsymmetric tensor has three distinct eigenvalues, the basis-free represen-
tations for the derivatives of tensor functions are gained by solving a tensor equation, which is obtained by
diﬀerentiating the commutative condition. When two or three eigenvalues are equal, the results are obtained
by taking limits.
The paper is organized as follows: in Section 2, we brieﬂy introduce the necessary tensor notations and def-
initions, and attentively recall the spectral representation of a nonsymmetric tensor. In Section 3, we give the
basis-free expressions for the isotropic tensor functions of a nonsymmetric tensor. In Section 4, based on the
tensor equation, the derivatives are formulated in the case of three distinct eigenvalues; then, the results are
extended to double and triple coalescence cases through limiting procedures.
2. Preliminaries
We denote by Lin the set of all second-order tensors, i.e. linear transformations on R3, and deﬁne the fol-
lowing subsets of Lin:
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where ( )T and ( )1 represent the transpose and the inverse of a second-order tensor, respectively.
A second-order tensor may be given in the following equivalent representationsA ¼ Aijgi  gj ¼ Aijgi  gj ¼ Aji gi  gj ¼ Aijgi  gj 8A 2 Lin; ð3Þ
where gi(i = 1,2,3) are the covariant base vectors, and g
i(i = 1,2,3) denote the conjugates of gi. In this section,
the summation convention is assumed over the repeated indices.
The dyadic product () and the tensor product (>) for second-order tensors are deﬁned as (see e.g. Del
Piero, 1979)M ¼ A B ¼ AijBklgi  gj  gk  gl 8A;B 2 Lin; ð4Þ
N ¼ AB ¼ AikBjlgi  gj  gk  gl ¼ AijBklgi  gk  gj  gl 8A;B 2 Lin; ð5Þwhere M and N are fourth-order tensors.
The double contraction of two second-order tenors is deﬁned asA : C ¼ trðACTÞ ¼ trðATCÞ ¼ AijCij 8A;C 2 Lin; ð6Þ
in which the symbol tr( ) denotes the trace operator.
The following rules can be shown to hold:M : C ¼ ðA BÞ : C ¼ ðB : CÞA ¼ Aij Bkl Cklgi  gj 8A;B;C 2 Lin; ð7Þ
N : C ¼ ðABÞ : C ¼ ACBT ¼ Aik Bjl Cklgi  gj 8A;B;C 2 Lin: ð8ÞFrom Eq. (8), we can introduce the fourth-order identity tensor I such thatI : A ¼ ðIIÞ : A ¼ A; 8A 2 Lin: ð9Þ
where I is the second-order identity tensor.
The spectral decomposition of a symmetric second-order tensor is well-known. However, for a general real-
valued nonsymmetric second-order tensor, the eigenvectors are not orthogonal, and the eigenvalues may not
be real.
Let A 2 NSym. ki, i = 1,2,3, are the eigenvalues of A corresponding to the eigenvectors Ni. Since the char-
acteristic equation for AT is the same as that for A, their eigenvalues are also the same. Denote by ~N i the eigen-
vectors of AT corresponding to the eigenvalues ki. It then follows thatAN i ¼ kiN i; AT ~N j ¼ kj ~N j; N i  ~N j ¼ 0 ki 6¼ kj
 
: ð10Þ
The reciprocal vectors of A are deﬁned asN^ i ¼ ~N i= N i  ~N i
 
; i ¼ 1; 2; 3: ð11Þ
It follows thatN i  N^ j ¼ dij; ð12Þ
where dij is the Kronecker delta symbol.
When A possesses three distinct eigenvalues, A can be written as (see e.g. Balendran and Nemat-Nasser,
1996)A ¼
X3
i¼1
kiE i; ð13Þwhere Ei, i = 1,2,3, corresponding to the eigenvalues ki, are the eigenprojections of A, and take the following
coordinate-invariant formsEi ¼ N i  N^ i ¼
Y3
j¼1 j 6¼i
A kjI
ki  kj ; i ¼ 1; 2; 3: ð14Þ
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case, the representation for A can be obtained by taking limits as Dk = k3  k2! 0 in Eq. (13). When k3 goes
to k2, Ei, i = 1,2,3, in Eq. (14) have the following limitsE1 ! AH  k2Ik1  k2 þ o Dkð Þ;
E2 !  HDkþ I  E1ð Þ þ
H
k2  k1 þ o Dkð Þ;
E3 ! HDk
H
k2  k1 þ o Dkð Þ;
ð15Þin whichH ¼ 1
k2  k1 A
2  k1 þ k2ð ÞAþ k1k2I
 
; ð16Þand o(Dk) denotes any tensor function satisfying that o(Dk)/Dk! 0 as Dk! 0. Substituting Eq. (15) into (13)
and taking limits as Dk! 0, we haveA ¼ k1E1 þ k2 I  E1ð Þ þH : ð17Þ
If all three eigenvalues are identical, say k1 = k2 = k3 = k, the representation for A can be obtained by taking
limits as k2 goes to k1 = k in Eq. (17). Note the following limits in Eqs. (15) and (16) when Dk = k2  k1! 0E1 ! H
0ð Þ2
Dk2
 2H
0
Dk
þ I þ o Dkð Þ;
H ! H
0ð Þ2
Dk
H 0 þ o Dkð Þ;
ð18Þwhere H 0 = A  kI. Substituting Eq. (18) into (17) and taking limits as Dk = k2  k1! 0, we obtain
A ¼ kI þH 0: ð19Þ3. Representations for a subclass of isotropic tensor functions
A second-order tensor function is said to be an isotropic function of its second-order tensor argument if (see
e.g. Truesdell and Noll, 1965)F QAQT
  ¼ QF Að ÞQT; 8Q 2 Orth: ð20ÞThe representation for an isotropic tensor function of a symmetric second-order tensor is well-known. How-
ever, for nonsymmetric cases, only tensor power series, exponential tensor functions, and those that can be
expressed as the Dunford–Taylor integral have been studied.
The objective of this section is to investigate the representations for the isotropic tensor functions of a non-
symmetric tensor, which satisfy the commutative condition (2). This condition deﬁnes a subclass of tensor-val-
ued functions, which includes not only the tensor functions mentioned above, but also the more general tensor
functions. An important consequence of the commutativity is shown in the following proposition.
Proposition 1. If an isotropic tensor-valued function F(A) satisfies the commutative condition (2), F(A) and A
have the common eigenvectors.Proof. From the commutative condition (2), we have
FAN i ¼ AFN i; FAð ÞT ~N i ¼ AFð ÞT ~N i: ð21ÞConsidering Eq. (10), Eq. (21) reduces toA FN ið Þ ¼ ki FN ið Þ; AT FT ~N i
  ¼ ki FT ~N i : ð22Þ
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T ~N i are also eigenvectors of A and A
T corresponding to ki, respectively. Thus,
there exist some scalars, say ti, such thatFN i ¼ tiN i; FT ~N i ¼ ti ~N i: ð23Þ
It is shown that Ni and ~N i are also eigenvectors of F and F
T corresponding to eigenvalues ti, respectively. h
From the Proposition 1, we can obtain the following corollary.
Corollary 1. If an isotropic tensor-valued function F(A) satisfies the commutative condition (2), F(A) can be
expressed asF Að Þ ¼ a0I þ a1Aþ a2A2; ð24Þ
where a0, a1 and a2 are scalar functions of the principal invariants I1,I2 and I3 of A.
Proof. We consider three cases here.
Case 1. When A possesses three distinct eigenvalues, from the Proposition 1, the isotropic tensor-valued
function F(A) can be written asFðAÞ ¼
X3
i¼1
ti k1; k2; k3ð ÞEi: ð25ÞSubstituting Eq. (14) into (25) and making arrangement, we conclude that there exist three scalar functions a0,
a1 and a2, which ensure that F(A) can be expressed as the form of Eq. (24). Next, we will give the expressions
for a0, a1 and a2.
Eqs. (13), (24) and (25) imply thata0 þ a1ki þ a2k2i ¼ ti k1; k2; k3ð Þ; i ¼ 1; 2; 3; ð26Þ
where three scalar functions ti are not independent, and have the following relationst1 k1; k2; k3ð Þ ¼ t1 k1; k3; k2ð Þ;
t2 k1; k2; k3ð Þ ¼ t1 k2; k3; k1ð Þ ¼ t1 k2; k1; k3ð Þ;
t3 k1; k2; k3ð Þ ¼ t1 k3; k1; k2ð Þ ¼ t1 k3; k2; k1ð Þ:
ð27ÞThen, it is convenient to introduce a scalar function l(n,g,f) with the propertiesl ki; kj; kk
  ¼ ti k1; k2; k3ð Þ; ð28Þandl n; g; fð Þ ¼ l n; f; gð Þ; ð29Þ
where (i, j,k) is a permutation of (1,2,3), and l is deﬁned on (0,1)3. The scalar function l(n,g,f) has been
widely used in the representations for isotropic symmetric tensor functions by Ogden (1984), Dui and Chen
(2004) and Dui et al. (2006).
By applying the identity (see, e.g. Dui and Chen, 2004; Dui et al., 2006)k2j þ kjki þ k2i  I1 kj þ ki
 þ I2 ¼ 0 ði 6¼ jÞ; ð30Þif ki, I1 and I2 are given, the other two eigenvalues kj and kk are given bykj; kk ki; I1; I2ð Þ ¼ 1
2
I1  ki 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2I1ki  3k2i  4I2 þ I21
q 
: ð31ÞSubstituting Eq. (31) into Eq. (28), it is convenient to introduce another scalar function f(ki,I1,I2) such thatf ðki; I1; I2Þ ¼ lðki; kj; kkÞ: ð32Þ
Then, tensor function F(A) can also be expressed as
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X3
i¼1
f ðki; I1; I2ÞEi: ð33ÞFrom Eqs. (28) and (32), we obtain another form of Eq. (26)a0 þ a1ki þ a2k2i ¼ f ki; I1; I2ð Þ; i ¼ 1; 2; 3: ð34Þ
Eq. (34) has a unique solution (see e.g. Dui and Chen, 2004)ai ¼ uiD ; i ¼ 0; 1; 2; ð35ÞwhereD ¼ k1  k2ð Þ k2  k3ð Þ k3  k1ð Þ; ð36Þ
andu0 ¼
X
i
f ðki; I1; I2Þkjkkðkk  kjÞ;
u1 ¼
X
i
f ðki; I1; I2Þðk2j  k2kÞ;
u2 ¼
X
i
f ðki; I1; I2Þðkk  kjÞ:
ð37ÞCase 2. When two of the three eigenvalues of A are equal, without loss of generality, we assume that
k15 k2 = k3. We can give the representation for F(A) by taking limits as Dk = k3  k2! 0 in Eq. (33). Letf ðnÞ ¼ o
nf
oxn1
x1; x2; x3ð Þ n ¼ 1; 2; 3; . . . ð38ÞNote that, when k3 goes to k2,f k3; I1; I2ð Þ ! f k2; I1; I2ð Þ þ f ð1Þ k2; I1; I2ð ÞDkþ o Dk2
 
; ð39Þ
where o(Dk2) denotes any scalar function satisfying that o(Dk2)/Dk2! 0 as Dk! 0.
Substituting Eqs. (15) and (39) into (33) and taking limits as D k = k3  k2! 0, we have
ð1ÞF Að Þ ¼ f k ; I ; Ið ÞE þ f k ; I ; Ið Þ I  Eð Þ þ f k ; I ; Ið ÞH : ð40Þ1 1 2 1 2 1 2 1 2 1 2
Considering E1 in Eq. (15) and H in (16), we can express F(A) as the form of Eq. (24), in whicha0 ¼ k1f k2; I1; I2ð Þ  k2f k1; I1; I2ð Þk1  k2 þ a2k1k2;
a1 ¼ f k1; I1; I2ð Þ  f k2; I1; I2ð Þk1  k2  a2 k1 þ k2ð Þ;
a2 ¼ f k1; I1; I2ð Þ  f k2; I1; I2ð Þ  k1  k2ð Þf
ð1Þ k2; I1; I2ð Þ
k1  k2ð Þ2
:
ð41ÞCase 3. When all the eigenvalues of A are identical, i.e. k1 = k2 = k3 = k, taking limits as Dk = k2  k1! 0
in Eq. (40), we haveF Að Þ ¼ f k; I1; I2ð ÞI þ f ð1Þ k; I1; I2ð ÞH 0 þ 1
2
f ð2Þ k; I1; I2ð ÞH 02; ð42ÞBy replacing H 0 in Eq. (42) with A  kI, F(A) can be written as the form of Eq. (24), in whicha0 ¼ f k; I1; I2ð Þ  kf ð1Þ k; I1; I2ð Þ þ 1
2
k2f ð2Þ k; I1; I2ð Þ;
a1 ¼ f ð1Þ k; I1; I2ð Þ  kf ð2Þ k; I1; I2ð Þ;
a2 ¼ 1
2
f ð2Þ k; I1; I2ð Þ:
ð43Þ
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From the proof, it can be found that the commutative condition widens the range of the tensor functions
which can be represented as the form of Eq. (24). Furthermore, the commutativity makes it possible to intro-
duce a general scalar function f(ki, I1, I2), which ensures that this subclass of tensor functions can also be
expressed as representations (33), (40) and (42). When F(A) is tensor power series, the scalar function
f(ki, I1, I2) will reduce to f(ki); thus, the corresponding representations (33), (40) and (42) will reduce to the
results obtained by Balendran and Nemat-Nasser (1996).
4. Derivatives of a subclass of isotropic tensor functions
Consider that A is a diﬀerentiable tensor-valued function of a scalar variable t. Denote the derivatives of A
and F(A) with respect to t by _A and _F Að Þ, respectively. Thus, we have_F Að Þ ¼ oF
oA
: _A; ð44Þwhere oFoA is the derivative of the tensor function F(A) with respect to A. The representations for
oF
oA will be given
in the following three cases.
4.1. Case of distinct eigenvalues
Diﬀerentiating two sides of the commutative condition (2) with respect to the scalar variable t, we getA _F  _FA ¼ F _A _AF: ð45Þ
Eq. (45) suggests that _F can be obtained from the following tensor equationAX  XA ¼ B: ð46Þ
Iftr Xð Þ ¼ tr XAð Þ ¼ tr XA2  ¼ 0; ð47Þ
andtr Bð Þ ¼ tr BAð Þ ¼ tr BA2  ¼ 0; ð48Þ
when A possesses three distinct eigenvalues, the tensor equation (46) has a unique solution (see e.g. Dui et al.,
2006)X ¼ AB þ 2BA A^; ð49Þ
whereA ¼ A 1
3
tr Að ÞI ; A^ ¼ 1
2
tr A2
 
I  3A2
	 
1
: ð50ÞLetf 0 Að Þ ¼
X3
i¼1
f ð1Þ ki; I1; I2ð ÞEi;
g0 Að Þ ¼
X3
i¼1
g0 ki; I1; I2ð ÞEi;
h0 Að Þ ¼
X3
i¼1
h0 ki; I1; I2ð ÞEi;
ð51Þin which g0 ¼ ofox2 ðx1; x2; x3Þ and h
0 ¼ ofox3 ðx1; x2; x3Þ.
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i¼1
tr _AE i
 
Ei  g0 Að Þ_I1  h0 Að Þ_I2
" #
 _F  f 0 Að Þ
X3
i¼1
tr _AE i
 
Ei  g0 Að Þ_I1  h0 Að Þ_I2
" #
A
¼ F _A _AF: ð52ÞNoting the representations (33) and Eq. (12), the derivative of F(A) with respect to scalar variable t is_F ¼
X3
i¼1
f 1ð Þ ki; I1; I2ð Þ _ki þ g0 ki; I1; I2ð Þ_I1 þ h0 ki; I1; I2ð Þ_I2
h i
Ei
þ
X
i6¼j
f kj; I1; I2
  f ki; I1; I2ð Þ xij N i  N^ j: ð53Þwhere xij is deﬁned by_N i ¼
X
j
xjiN j;
_^
N i ¼ 
X
j
xijN^ j: ð54ÞConsidering Eqs. (13), (14), (51) and (53), we can obtain that the expression_F  f 0 Að Þ
X3
i¼1
tr _AE i
 
Ei  g0 Að Þ_I1  h0 Að Þ_I2;satisﬁes condition (47). Furthermore, it is easy to verify that F _A _AF in Eq. (52) satisﬁes the condition (48).
Thus, Eq. (52) has a unique solution_F ¼ A F _A _AF þ 2 F _A _AF A A^þ f 0 Að ÞX
i
tr _AE i
 
Ei þ g0 Að Þ_I1 þ h0 Að Þ_I2: ð55ÞSubstituting Eqs. (24) and (50) into Eq. (55), we have_F ¼ a1 _Aþ a2 A _Aþ _AA
 þ f 0 Að Þ  a1I  2a2Að ÞX
i
tr _AE i
 
Ei þ g0 Að Þ_I1 þ h0 Að Þ_I2: ð56ÞConsidering_I1 ¼ I : _A; _I2 ¼ I1I  AT
 
: _A; ð57Þ
we haveoF
oA
¼ a1II þ a2 AI þ IAT
 þX
i
f 0 Að Þ  a1I  2a2Að ÞEi½   ETi þ g0 Að Þ  I þ h0 Að Þ  I1I  AT
 
:
ð58Þ4.2. Double coalescence case
In this case, the derivative can be obtained by taking a limit as Dk = k3  k2! 0, in Eq. (58). Note that,
when Dk! 0,f ð1Þ k1; I1; I2ð Þ  a1  2a2k1 ! f ð1Þ k1; I1; I2ð Þ  a1  2a2k1 þ o Dkð Þ;
f ð1Þ k2; I1; I2ð Þ  a1  2a2k2 ! N1Dkþ N2Dk2 þ o Dk2
 
;
f ð1Þ k3; I1; I2ð Þ  a1  2a2k3 ! N1Dkþ N2 þ 1
6
f ð3Þ k2; I1; I2ð Þ
	 

Dk2 þ o Dk2 ;
ð59Þ
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2f k1; I1; I2ð Þ  2f k2; I1; I2ð Þ þ k2  k1ð Þ 2f ð1Þ k2; I1; I2ð Þ  k2  k1ð Þf ð2Þ k2; I1; I2ð Þ
 
2 k2  k1ð Þ2
;
N2 ¼ 6f k1; I1; I2ð Þ þ 6f k2; I1; I2ð Þ
6 k2  k1ð Þ3
;
 k2  k1ð Þ 6f
ð1Þ k2; I1; I2ð Þ þ k2  k1ð Þ 3f ð2Þ k2; I1; I2ð Þ þ k2  k1ð Þf ð3Þ k2; I1; I2ð Þ
  
6 k2  k1ð Þ3
:
ð60ÞSubstituting Eqs. (15) and (59) into Eq. (58) and taking limits Dk = k3  k2! 0, we obtain
oF
oA
¼ a1II þ a2 AI þ IAT
 þ f ð1Þ k1; I1; I2ð Þ  a1  2a2k1  E1  ET1 
þ 1
2
f ð2Þ k2; I1; I2ð Þ  2a2
 
H  I  ET1
 þ I  E1ð Þ HT 
þ 1
6
f ð3Þ k2; I1; I2ð ÞH HT þ g0 Að Þ  I þ h0 Að Þ  I1I  AT
 
:
ð61Þ4.3. Triple coalescence case
Similarly, the derivative oFoA can be obtained by taking limits as k2 goes to k1 = k in Eq. (61). Note that, when
Dk = k2  k1 goes to zero,f ð1Þ k1; I1; I2ð Þ  a1  2a2k1 ! Dk
2
6
f ð3Þ k; I1; I2ð Þ þ Dk
3
12
f ð4Þ k; I1; I2ð Þ þ Dk
4
40
f ð5Þ k; I1; I2ð Þ þ o Dk4
 
;
f ð2Þ k2; I1; I2ð Þ  2a2 ! Dk
3
f ð3Þ k; I1; I2ð Þ þ Dk
2
4
f ð4Þ k; I1; I2ð Þ þ Dk
3
10
f ð5Þ k; I1; I2ð Þ þ o Dk3
 
:
ð62ÞSubstituting Eqs. (18) and (62) into Eq. (61) and taking limits as Dk = k2  k1! 0, we haveoF
oA
¼ f ð1Þ k; I1; I2ð ÞII þ 1
2
f ð2Þ k; I1; I2ð Þ H 0I þ IH 0T
 
þ 1
6
f ð3Þ k; I1; I2ð Þ I  H 02
 TþH 0 H 0TþH 02 Ih iþ 1
24
f ð4Þ k; I1; I2ð Þ H 0  H 02
 TþH 02H 0Th i
þ 1
120
f ð5Þ k; I1; I2ð ÞH 02 H 02
 Tþ g0 Að Þ I þ h0 Að Þ 2kI H 0T :
ð63Þ4.4. Special case
When tensor functions are tensor power series or those that can be expanded as tensor power series, the
scalar function f(ki, I1, I2) will reduce to f(ki); thus, g 0(A) = 0 and h 0(A) = 0. Furthermore, Eqs. (58), (61)
and (63) reduce to the results obtained by Balendran and Nemat-Nasser (1996), respectively.5. Conclusions
A subclass of isotropic tensor functions of a nonsymmetric tensor, which satisfy the commutative condi-
tion, and their derivatives are investigated.
This subclass of tensor functions is more general than those investigated before. The basis-free representa-
tions for these tensor functions are given. In the case of three distinct eigenvalues, the derivatives of these ten-
5378 Z.-Q. Wang, G.-S. Dui / International Journal of Solids and Structures 44 (2007) 5369–5379sor functions are obtained by solving a tensor equation. It is shown that the approaches for symmetric cases
are valid for nonsymmetric tensors with three distinct eigenvalues.
The results presented are useful in the theoretical and computational continuum mechanics. Their applica-
tions in hyperelastic-plasticity will be pursued in a forthcoming paper.
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