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Abstract
The operation of Renewable Energy Sources (RES) systems is highly affected
by the continuously changing meteorological conditions and the design of a RES
system has to be robust to the unknown weather conditions that it will encounter
during its lifetime. In this paper, the use of Stochastic Weather Generators
(SWGENs) is introduced for the optimal design and reliability evaluation of
hybrid Photovoltaic / Wind-Generator (PV-W/G) systems providing energy
to desalination plants. A SWGEN is proposed, which is based on parametric
Markov-Switching Auto-Regressive (MSAR) models and is capable to simulate
realistic hourly multivariate time series of solar irradiance, temperature and
wind speed of the target installation site. Numerical results are presented,
demonstrating that: (i) SWGENs enable to evaluate the reliability of RES-based
desalination plants during their operation over a 20 years lifetime period and (ii)
using an appropriate time series simulated with a SWGEN as input to the design
optimization process results in a RES-based desalination plant configuration
with higher reliability compared to the configurations derived when the other
types of meteorological datasets are used as input to the design optimization
process.
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Highlights
• Renewable Energy Sources (RES) systems are highly sensitive to weather
conditions
• Stochastic weather generators (SWGENs) permit to generate realistic
weather conditions and enrich available meteorological datasets
• SWGENs enable to estimate the reliability of RES systems and design
RES systems which are robust to climate variability
1. Introduction
Nowadays, Renewable Energy Sources (RES) are widely used for energy pro-
duction purposes across the World in order to enhance the energy supply secu-
rity and reduce the environmental impact of fossil-fuel-based energy sources [1].
RES systems are currently used in a wide variety of applications ranging from5
autonomous systems covering the electric energy requirements of buildings or
isolated electric loads (e.g. telecommunication stations, measurement systems
etc.) to Smart Grids and Microgrids (see e.g. [2, 3, 4]). The combination of
RES and desalination technologies has also been extensively studied, as a means
of solving the potable water scarcity problem of major areas of the World (e.g.10
Mediterranean region, Middle-East etc.) [5]. Both the performance and opera-
tional reliability of RES systems is highly sensitive to the continuously changing
weather conditions, exhibiting hourly, daily and yearly variations during their
prolonged lifetime period (typically > 20 years).
RES systems are designed considering historic meteorological data of the15
weather conditions that prevail at the target installation site [6]. These data
affect the structure of the resulting configuration of the RES system in terms
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of the number and size of the energy production and storage devices which
are required for covering a predetermined energy demand. Therefore, for the
successful operation of a RES system, it is crucial to use the appropriate set of20
meteorological data during its design phase. The input dataset must resemble
the actual meteorological conditions prevailing at the target installation field
during the lifetime period of the RES system.
Due to the computational cost of running RES system models, a usual ap-
proach to design a RES system is based on the Typical Meteorological Year25
(TMY) – also called Test Reference Year. A TMY is defined as a concatenation
of typical months where each month is selected among the available data set so
that it is the most representative of the meteorological conditions of that month.
One of the first works on this subject is the one of [7], where the comparison of
the monthly average value of the meteorological parameter of interest (e.g. solar30
irradiance, temperature, wind speed, etc.) is proposed for that purpose. The
most widely used approach is the Sandia National Laboratory method, presented
in [8] for solar energy, that uses the Finkelstein-Schafer metric, based on cumu-
lative distribution functions. Many other methods have been developed, such
as the Danish method presented in [9], which has been developed for the design35
of buildings and calculates a distance based on mean and standard deviation,
or its variation presented in [10], which has been developed for solar irradiance
and includes a metric based on the distributions with the Kolmogorov-Smirnov
distance. To handle several meteorological variables simultaneously, the most
common approach consists in using a weighted sum of the distances measured40
for each meteorological variable. TMYs have been mainly used in the field of
energy systems [11]. An expected drawback occurring when using TMY as an
input to dynamic energy simulation is that the TMY will not reproduce the
actual year-to-year fluctuations.
Stochastic Weather Generators (SWGENs) give the ability to estimate climate-45
related risks by simulating long sequences of weather, consistent with specific
aspects of climate variability [12]. The simulated sequences of meteorological
variables (e.g. rainfall, wind speed and direction, temperature, solar radiation,
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etc.) are typically used as inputs into complex environmental and ecosystem
models. They have historically been used for hydrological applications [13, 14]50
with a strong interest for rainfall generation – the main input of run-off sim-
ulations – and agronomy for crop-growth modeling [15]. Other examples can
be found in environmental management fields such as ecosystem modeling [16],
or pollution modeling [17]. In building design, where TMYs are widely used,
SWGENs have been applied either for generating long time series based on short55
or incomplete data records in order to calculate the TMY [18], or for assessing
the impact of climate changes on buildings [19].
SWGENs have also become a useful tool in wind energy production studies.
For example in [20, 21], wind generation is used for sizing and assessing the
reliability of wind power systems, demonstrating the value of SWGENs in terms60
of capturing the uncertainty of wind conditions. The work of [22] showed the
capacity of SWGENs to extend available records of wind conditions over short
periods to statistically significant data that can be used then as inputs for
simulating the operation of a wind energy conversion system. However to the
authors knowledge, SWGENs have not yet been been applied for studying the65
performance of other types of RES systems. In order to fill this gap, the use of
SWGENs is introduced in this paper for the first time in the existing literature,
for the optimal design and reliability evaluation of hybrid Photovoltaic (PV)
/ Wind-Generator (W/G) systems which cover the electric energy demands of
desalination plants.70
Existing SWGENs can be broadly divided into parametric and non-parametric
(or resampling) methods. Many parametric models have been proposed for
weather variables in the literature. Most models were developed for rainfall,
which is a key variable for many applications such as hydrology and agriculture.
As concerns the variables of interest for RES applications, there is also a liter-75
ature available on univariate models for wind speed U (see [23] for a review),
temperature T [24] and solar radiation SR [25] time series at a single location.
The chain dependent (or “Richardson”) model, originally proposed in [13], is
a popular multivariate SWGEN for daily weather variables, including precip-
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itation, wind, temperature, and solar radiation. In this approach, the time80
evolution of the multivariate process (U, T, SR) is modeled conditionally to the
rainfall occurrence as a mixture of two Vector AutoRegressive (VAR) models
with different VAR models for dry and wet days, and the rainfall occurrence is
modeled as a first order Markov chain.
Non-parametric SWGENs, initially proposed in [26], simulate daily synthetic85
time series using data-driven methods in order to capture deviations from stan-
dard distributions and complex dependencies between the variables. Most of
the non-parametric SWGENs are based on K- Nearest Neighbors (K-NN) boot-
strap. Given the weather conditions at a time t− 1, one of the K most similar
conditions (analogs) is sampled in the historical database and the successor of90
the selected day provides the simulated weather condition for time t.
In contrast to past-proposed SWGEN formulation approaches, an original
SWGEN is proposed in this paper, where the strengths of parametric and non-
parametric approaches are combined, in order to simulate realistic hourly mul-
tivariate time series (U, T, SR) of the target installation site during the lifetime95
period of the RES-based desalination system. Developing a full parametric
model for the multivariate process (U, T, SR) at the hourly scale would require
a considerable modeling effort, in particular for the sub-daily temporal varia-
tions which exhibit complex features. This may explain why, to the best of
our knowledge such generator has never been proposed before in the literature.100
A limitation inherent to any resampling scheme is its difficulty in generating
“new” situations since only observed situations can be resampled (see [26]). For
example, the operation of a RES system is sensitive to long periods with low
energy production and it is not clear how to modify the resampling approaches
to generate long periods with low wind and solar radiation in a realistic way. In105
the proposed SWGEN, a parametric Markov Switching AutoRegressive (MSAR)
model, which shares the same probabilistic structure with the chain-dependent
model except that the Markov chain describing the switching between the dif-
ferent weather regimes is introduced as a hidden (or latent) variable, is first
used to simulate the variables at the daily scale. A non-parametric approach is110
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then used to simulate the hourly weather conditions conditionally to the daily
time series.
The aim of this paper is to show that SWGENs can provide useful informa-
tion for the optimal design and reliability evaluation of RES systems. The rest
of this paper is organized as follows: an original SWGEN for hourly multivari-115
ate time series (U, T, SR) is presented in Section 2. The RES system considered
in this study, which is an autonomous desalination plant using both PV ar-
rays and W/Gs is described in Section 3, together with the design optimization
procedure. Numerical results are given in Section 4 where the realism of the me-
teorological sequences simulated with the SWGEN over a prolonged operational120
lifetime period of the RES-based desalination system is initially assessed. Then,
it is shown that the SWGEN enables to assess the impact of the climate vari-
ability on the reliability of the designed RES-based desalination plant during its
lifetime period. Finally, it is demonstrated how SWGENs can be used to design
RES-based desalination systems with higher operational reliability during their125
lifetime period, compared to their counterparts designed using other sources of
meteorological data. Finally, the conclusions are discussed in Section 5.
2. Stochastic weather generators for RES applications
2.1. Weather type model for daily data
The most usual approach for simulating (U, T, SR) at the daily time step
is the chain dependent model [13, 27]. This is a Markov model which includes
both a discrete and a continuous variable. The discrete variable, denoted St
hereafter, is the rainfall occurrence. It has values in {1, 2} with St = 1 if the
day t is dry and St = 2 if it is wet. St is assumed to be a first order Markov
chain (i.e. the rainfall occurrence for the day t only depends on the rainfall
occurrence of the previous day) and different autoregressive models are used
in the dry and wet days. More precisely, if Yt ∈ Rd denotes the multivariate









with (εt)t a Gaussian white noise sequence with values in Rd. A(s) ∈ Rd,d130
and B(s) ∈ Rd describe the evolution of the weather variables conditionally
to the rainfall occurrence s ∈ {1, 2} and Σ(s) ∈ Rd,d is a covariance matrix
which describes the corresponding temporal variability. It may seem arbitrary
to define the regimes St based only on rainfall occurrence, especially when the
rainfall in not of interest as it is the case in this work. Weather type models135
(see [28]) have been proposed in this context, where the variable St is intended
to represent “weather types” or “meteorological regimes”. The weather regimes
can be defined a priori using some knowledge of local weather conditions, or
a clustering algorithm. An alternative approach, which is used in this work,
consists in introducing the weather regime as a latent variable and using the140
EM algorithm [29] to maximize the likelihood function and identify the optimal
regimes in a statistical sense. The proposed model is a MSAR model where
the latent weather type St is assumed to be a first order Markov chain and the
conditional evolution of the weather variables is modeled using the AR(1) model
(1). These are classical assumptions in the literature on weather type models145
(see [28] and references therein).
The considered meteorological time series are non-stationary with important
and complex daily, seasonal and eventually interannual components. A pre-
processing step can be applied to the data in order to remove these components,
or they can be included directly in the models using coefficients which evolve150
periodically (see e.g. [13]). In this work, the interannual components (related
e.g. to climate change) are neglected and daily components are reproduced
using the non-parametric approach introduced in the next section. Seasonal
components are taken into account by fitting different models separately for the
12 calendar months. This approach is appropriate when the length of the time155
series is long enough and when it is reasonable to assume that the meteorological
conditions are approximately stationary on a given month. A post-processing is
applied to the data simulated by the fitted MSAR model to force the simulated
time series to have the same monthly marginal distribution as the data using
the probability integral transform on each variable.160
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2.2. Non-parametric approach for simulating daily blocs of (U, T, SR)
The model introduced in the Section 2.1 is used to generate artificial se-
quences of daily mean for U , T and SR, whereas for the simulation of the RES
system under study, time series at the hourly time step are needed. For that
purpose, a non-parametric SWGEN is proposed, with a conditioning by the165
daily time series in the spirit of [30]. In practice, for each day t, the K days
with more similar mean meteorological conditions are searched in the historical
data and the daily blocks are simulated by choosing randomly the daily block
among these neighbors. The distance used for the K-NN search is the Euclidean
distance between a multivariate query and the multivariate catalog. It is com-170
puted on both the daily mean meteorological value of (U, T, SR) and the day
of the year. The value K = 5 is used in practice and neighbors are searched
in a window of 11 days centered on the current date and then weighted with
an exponential decay in order to increase the probability to sample the nearest
ones. The K and window width values were chosen empirically to produce the175
most realistic sequences according to the validation criteria discussed in Section
4.
The search of nearest neighbors in large databases may lead to large com-
putational time. To avoid this issue, k-d tree nearest neighbor search is used
[31].180
A post-processing step, based on an additive correction, is performed to
ensure that the daily means of the time series at the hourly time step are the
same as the ones generated at the daily time step.
3. Design of the RES system
3.1. RES system modeling for optimization185
The desalination plant under study is power-supplied by an autonomous
hybrid RES system (i.e. not connected with the electric grid). A block diagram
of the overall RES-based desalination plant is illustrated in Figure 1. It consists
of multiple PV arrays and W/Gs, each connected through a battery charger to
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a common DC bus that is also interconnected with a battery bank. Multiple190
DC/AC converters (i.e. inverters) are used to produce the AC voltage required
by the desalination units to operate. The water produced by the desalination
units covers the potable water requirements of the consumers. Any water surplus
is stored in a water tank in order to be used during the time periods of high
water demand by the consumers.195
The RES-based desalination system is designed according to the optimiza-
tion process described in [32], such that the present value of its total lifetime
cost (including the installation and maintenance costs), Ctotal (e), is minimized
and simultaneously the water demand of the consumers is completely covered.
The value of Ctotal is calculated as follows:200
Ctotal(X) = NPV CPV +NBATCBAT +NCHCCH +WTANKCTANK





+NWG(MWG + hMh) +NDUMDU +NINVMINV )
(1 + g)j
(1 + i)j
+RBAT +RCH +RINV (2)
where X = (NS , NB , NBAT , β,WTANK , NDU , NWG, h) is the vector of design
variables, NS is the number of PV modules connected in series in each PV
array, NB is the number of PV arrays, which is also equal to the total number
of battery chargers NCH , NBAT is the total number of batteries comprising
the battery bank, β (in degrees) is the tilt angle of the PV modules, NPV =205
NSNPNB is the total number of PV modules of the RES system with NP being
the number of parallel-connected PV strings in each PV array, CpV , CBAT ,
CCH , CWG, CDU and CINV are the purchase and installation costs (e) of
each PV module, battery, PV battery charger, W/G, desalination unit and
DC/AC inverter, respectively, WTANK (lt) is the total volume of the water210
tank, CTANK (elt−1) is the construction cost of the water tank per lt of water
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tank volume, NWG is the total number of W/Gs, h is the height of the W/Gs
installation tower, Ch (em−1) is the purchase and installation cost of the W/Gs
installation tower per meter of height, NDU is the total number of desalination
units, Y (years) is the lifetime period of the RES-based desalination system,215
MpV , MBAT , MCH , MWG, MDU and MINV (e) are the present values of
the annual maintenance cost of each PV module, battery, PV battery charger,
W/G, desalination unit and DC/AC inverter, respectively, MTANK (elt−1) is
the present value of the annual maintenance cost of the water tank per lt of water
tank volume, Mh (em−1) is the present value of the annual maintenance cost220
of the W/Gs installation tower per meter of height, RBAT , RCH and RINV (e)
are the present values of the total costs of replacing the batteries, PV battery
chargers and DC/AC inverters, respectively, during the desalination system
lifetime period, g (%) is the annual inflation rate and i (%) is the interest rate.
The values of RBAT , RCH and RINV are calculated as described in [33]. The225
value of NP is calculated based on the number of PV modules connected in
series, NS , such that the power rating of the PV array does not exceed the
nominal power capability of the corresponding PV battery charger.
Figure 1: A general diagram of the RES-based desalination system under study.
The target of the design optimization process is to derive the optimal value
of vector X which minimizes the present value of the lifetime system cost Ctotal,
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i.e. compute
X∗ = arg max
X∈Ω
(Ctotal(X)) . (3)
The optimal value of Ctotal and the corresponding optimal vector of design
parameters X∗ are derived by using the Particle Swarm Optimization (PSO)230
algorithm [1]. In comparison with other evolutionary optimization methods
(e.g. genetic algorithms, differential evolution etc.), the PSO algorithm has the
advantage of relative computational complexity, while, simultaneously, being
capable to effectively solve complex non-linear optimization problems [34]. The
subset Ω defines a set of constraints:235
1. the state of charge of the battery bank never drops below the minimum
permissible limit specified by the batteries manufacturer,
2. the level of water stored in the water tank never drops below 10% and
3. the water demand of the consumer is always covered by the water produc-
tion of the desalination units and/or the water storage tank.240
A flowchart of the design optimization process is depicted in Figure 2. The
designer provides as inputs the operational characteristics (e.g. nominal power,
efficiency, etc.) and cost of the devices (i.e. PV modules, W/Gs, desalination
units, etc.) synthesizing the hybrid PV-W/G desalination system. Additionally,
the time series of the hourly water demand of the consumer during the year and245
the hourly mean values of solar irradiance, ambient temperature and wind speed
which prevail at the installation site for a predefined time period (e.g. 1 year,
10 years, etc.) are provided by the designer. The aforementioned time series
are repeatedly used for simulating the operation of the RES-based desalination
plant during each hour of the entire duration of its service lifetime period, which250
is specified by the designer (e.g. 20 years).
3.2. Simulation of the RES system operation
During the simulation process, both the energy flow from the energy produc-
tion units to the battery energy storage subsystem and the desalination units,
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as well as the flow of water from the desalination units to the water storage tank
and the consumer, are considered. Therefore, the total power produced by all
PV and W/G power production units of the desalination system during hour
t ∈ {1, ..., 8760Y } is initially calculated as follows [32]
PRES(t) = NSNPNBnchnMPPTPPV (β, t) +NWGPWG(h, t) (4)
where nch (%) and nMPPT (%) is the power conversion efficiency and the MPPT
efficiency, respectively, of each PV battery charger, PPV (β, t) (W) is the power
produced during hour t by a PV module installed at a tilt angle of β degrees255
and PWG(h, t) (W) is the power produced during hour t by a W/G installed at
height h. The values of PPV (β, t) and PWG(h, t) are calculated as analyzed in
[32].
The total DC input power of the DC/AC inverters, which must be pro-
vided by the RES generators and/or the battery bank in order to operate the





where PU (W) is the power consumption of each desalination unit and nINV
(%) is the power conversion efficiency of the DC/AC inverters.260
If PRES(t) > PL(t) , then the power surplus PB(t) = PRES(t) − PL(t) is
used to charge the battery bank. In case that PRES(t) < PL(t), then the power
deficit −PB(t) = PL(t) − PRES(t) is covered by discharging the battery bank.
At each time step of the simulation process, the state of charge of the battery
bank, SOC(t) (%), is calculated as follows:265
SOC(t) = min
(





where CB (Wh) is the nominal capacity of each battery, nB is the battery round-
trip efficiency (i.e. nB = 0.8 during charging and nB = 1 during discharging)
and PB(t) < 0 during discharging of the battery bank.
The minimum permissible limit of the battery bank state of charge is defined
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as follows:
SOCmin = 1−DODMAX (7)
where DODMAX (%) is the maximum permissible depth of discharge specified
by the batteries manufacturer. In case that at any time step t the state of270
charge of the battery bank drops below SOCmin then the operation of the
RES-based desalination system is considered unsuccessful and the corresponding
vector of decision variables X is rejected as a potential optimal solution of the
optimization process.
The total volume of water produced by the desalination units during oper-
ation at hour t, WRO (lt), is calculated as follows:
WRO(t) = NDUWU (8)
where WU (lt) is the hourly water production of each desalination unit, specified275
by its manufacturer.
If the volume of water produced by the desalination units during time step t
is higher than the water demand of the consumer WD(t), then the water surplus
∆W (t) = WRO(t) −WD(t) is stored in the water tank, else the water deficit
−∆W (t) = WD(t)−WRO(t) is withdrawn from the water tank. Therefore, the
volume of water stored in the water tank, WT (lt), is calculated as follows
WT (t) = min (WT (t− 1) + ∆W (t),WTANK) (9)
where WTANK (lt) is the total volume of the water tank.
In case that at any time step the volume of water in the tank drops below the
minimum permissible limit of 0.1WTANK , then the operation of the desalination
system is also considered to be unsuccessful and the corresponding vector X is280
not considered as a potential optimal solution.
This simulation process is repeated for multiple values of the decision vari-
ables vector X = (NS , NB , NBAT , β,WTANK , NDU , NWG, h) produced by the
PSO algorithm. Among the alternative values of X examined, the set of deci-
sion variables which results in the minimum value of Ctotal and simultaneously285
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satisfies the constraints (1-3) described above, is considered as the optimal con-
figuration of the RES-based desalination plant under design.
Figure 2: A flowchart of the optimal design process of the hybrid PV-W/G desalination
system under study.
4. Numerical results
The SWGEN has been implemented using the free software environment R.
The MSAR model of Section 2.1 was implemented using the R package NHM-290
SAR [35]. It was run on a computer with a 2.5-GHz Central Processing Unit
(CPU) and 8-GB of Random Access Memory (RAM). The modeling and opti-
mization process of the RES-based desalination system have been implemented
in the MATLAB software platform. The minimization of Ctotal in (3) has been
performed using the PSO built-in function of the MATLAB Global Optimiza-295




In this section, the ERA5 meteorological dataset is used. ERA5 is a re-
analysis product provided by the European Center for Medium Range Weather300
Forecasts (ECMWF) which can be freely downloaded from the link https:
//www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5.
The meteorological data are available on a 30 kilometers grid over the Earth
and 40 years of data are available (from 1979 to 2018) with a time resolution of
1 hour. The RES-based power supply system considered in this study is located305
at the point with coordinates (35.25oN, 26.25oE) in the North-East of the Crete
island (Greece).
The last 20 years of ERA5 meteorological data (period 1999 − 2018) were
initially used as input in the design optimization algorithm of Section 3 and
the corresponding optimal configuration for the RES system is presented in310
Table 1. The resulting optimal capacities of the RES devices, battery bank and
desalination units for the configurations in Table 1 are displayed in Table 2. The
design optimization process presented in Section 3 was also applied by providing
alternative types of meteorological data as inputs and the corresponding design
optimization results in terms of the optimal values of the design parameters315
[i.e. vector X* in (3)] are also presented in Table 1 and further discussed below.
Figure 3 illustrates the behavior of the RES-based desalination system. The
weather conditions are shown on the left panels and the right panels show the
power produced by the PV arrays and W/Gs together with the volume of water
in the tank (middle right panel). The colored area superimposed on Figure 3320
corresponds to the three weather regimes identified by the MSAR model (see
Section 2.1) fitted on the last 20 years of daily meteorological data. The first
regime (white periods) corresponds to periods with low wind speed where the
water volume in the tank generally decreases due to a lack of wind-generated
energy at the desalination plant installation site under consideration. The two325
other regimes correspond to periods with higher wind speed where the water
volume in the tank tends to increase. It suggests that the volume of water in
the tank at a given time is related to the succession of the weather types in the
15
previous weeks and that a low volume of available water will be reached when
the time spent in the first weather regime is important.330








































































Figure 3: Daily mean meteorological time series (left) and corresponding energy production
and water level (right) for the month of May 2007. The colors correspond to the regimes
identified by the MSAR model.
4.2. Validation of the proposed SWGEN
The SWGEN described in Section 2 is fitted to the last 20 years (period
1999 − 2018) of ERA5 meteorological data and then used to simulate a large
number (20 years of operation are simulated 1000 times) of artificial meteorolog-
ical data. Initially, it was verified that the simulated sequences are “realistic” in335
the sense that they have statistical properties similar to the ones of the original
data. The Quantile-quantile (Q-Q) plots on Figure 4 permit to compare the
marginal distribution of the different variables and the off-diagonal plots per-
mit to compare visually the bivariate distributions and the relations between
the different variables. The results, which correspond to weather conditions at340
noon in May, show a good agreement. Similar results where obtained at other
dates too.
It was also verified that the model is able to reproduce seasonal components






























































































































































































































































































Figure 4: Comparison of the distributions of the observed and simulated weather time
series at noon in May. The diagonal panels show Q-Q plots for each variable, where a Q-Q
plot is plotted in grey for each of the 1000 20-years simulated time series. The off-diagonal
panels show scatter plots for the different pairs of variables. The bottom plots correspond to
observations and top plots to 20 years of simulations.
monthly distributions of daily power produced by the PV arrays and W/Gs345
are displayed for both the original and simulated time series. The agreement is
generally good: periods with low energy production are well reproduced, and
the variability around the mean seasonal component is also well captured.
In order to validate the dynamical properties of the simulated sequences, the
autocorrelation functions (ACF) of the meteorological time series are plotted in350
Figure 6. These results demonstrate that the SWGEN simulates the wind speed
time series with too low autocorrelation for lags below one day. This is due to
the breaks created when sampling non-parametrically the daily blocks. Indeed,
given the block of the day d, the next block is chosen among the successors
of the neighbors of the block d and there may be a jump (also called break)355














































































































































































































































































































































































Figure 5: Boxplots of the monthly distribution of daily wind and PV energy produced by
the system.
of the d+ 1 chosen block. For instance, the wind can be high at the end of the
day d and low at the beginning of the day d + 1. It leads to low correlations
between the last point of a block and the first point of the next block. This
effect is not visible on SR (the breaks do not exist because the time series360
is equal to zero during the night) and less pronounced on T (the variability of
temperature in the night is low and thus the breaks are less important). Remark
that the long-term evolution of the water level in the water storage tank is not
expected to be sensitive to these breaks. This was verified by applying the non-
parametric generator conditionally to the time series of daily mean computed365
on the data. It leads to meteorological time series which have the same daily
component with the data but breaks between the daily blocks. The level of
water in the water storage tank associated to these simulated time series shows
similar characteristics with the ones computed by using the original time series.
A well-known weakness of many SWGENs proposed in the literature in the370
past is that they tend to underestimate the interannual variability in the weather
conditions (“overdispersion” phenomenon, see e.g. [36]). Figure 7 indicates how-
ever that the SWGEN is also capable to reproduce the interannual variability
in the monthly means. This is an important quantity when designing a RES










































Figure 6: Autocorrelation functions of the different variables in May. The black curve
corresponds to the ACF of the data and each grey curve represent the ACF computed on each
























































Figure 7: Q-Q plots of the monthly mean of U , T and SR. A Q-Q plot is plotted in grey for
each of the 1000 20-years simulated time series.
4.3. Reliability of the RES-based desalination system
The sequences simulated with the SWGEN can be used to assess the re-
liability of the RES system before its actual installation. Since the goal of a
desalination plant is to cover the water demand of the consumer, different met-380
rics have been employed in order to evaluate its operational reliability from
different perspectives, as follows:
1. the total Water Deficit during its operational lifetime period (i.e. 20
years), WD (m3): the value of this parameter is practically useful when
the consumer is mostly interested in the overall water supply and, there-385
fore, small quantities of water deficit during some time intervals do not
affect significantly the reliability of the desalination system,
2. the total Time with water Deficit when the system cannot provide the
water required by the consumer, TD (hours): this parameter quantifies
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the desalination system reliability irrespectively of how much is the water390
deficit, thus considering that even a very small quantity of water not being
provided to the consumer is equally critical for the consumer and
3. the total Time that the level in the tank water is Lower than the 10%
level, TL (hours): the value of this parameter demonstrates how often the
safety limit of 10% of the water storage tank, which was considered during395
the design optimization process, is violated during the actual operation of
the desalination plant.
The results are given in Table 3 for the different optimal configurations
described in Table 1 and Table 2. These results have been derived by simulating
the operation of the overall RES-based desalination system (i.e. including all400
of the energy- and water-related components that it comprises) as described in
Section 3. They demonstrate that the design results, the lifetime cost and the
reliability of the RES-based desalination system depend on the meteorological
data set which has been used. The optimal configurations presented in these
tables are different since the time-series of meteorological data which has been405
used in each case affects differently the evolution of the hourly operation of
the energy- and water-related subsystems of the RES-based desalination plant
during its lifetime period. In turn, this affects differently the profile in time of the
energy stored in the battery bank and the water stored in the water tank, as well
as the sizes/capacities of the devices which should be included in order to satisfy410
the design constraints specified in Section 3. Let us first discuss the second line of
these tables, which corresponds to the optimal RES system obtained when using
the ERA5 data for the period 1999-2018 as input to the optimization procedure
(denoted ERA 1999-2018 configuration hereafter). Remark that the values of
WD, TD and TL are equal to zero when testing the RES system on the dataset415
which has been used in the design optimization procedure. This is expected from
the optimization algorithm (see Section 3) since the level of water stored in the
water tank is constrained to never drop below 10% and the water demand of the
consumer is constrained to be always covered. When testing the ERA 1999-2018
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configuration using the ERA 1979-1998 meteorological data, it is found that the420
RES-based desalination system cannot always cover the water demand, although
the water deficit seems relatively small (less than 1 day over 20 years when the
water demand cannot be covered by the RES system). By simulating a large
number of meteorological data, SWGENs allow to estimate the full distribution
of the metrics WD, TD and TL. According to the second line of Table 3 the425
probability of having at least one water deficit event (failure) over 20 years
of the desalination plant operation with the ERA 1999-2018 configuration is
close to 90%. The distributions of WD, TD and TL are summarized using 95%
fluctuation intervals in Table 3. It is shown that with a probability of 95%, the
total water deficit WD fluctuates in the interval between 0m3 and 157m3, with430
a median value of 37m3, and the total time that the system cannot provide
the water required by the consumer has values between 0 and 8.1 days, with a
median value of 2 days.
Next, the results obtained with other configurations were also investigated.
Since 40 years of meteorological data are available and the lifetime of the RES435
system is fixed to 20 years, it was possible to execute the design optimization
procedure of Section 3 on two different blocks of meteorological data. The
optimal configuration obtained when using the ERA5 data for the period 1979-
1998 as input to the design procedure of Section 3 is abbreviated as ERA 1979-
1998 configuration hereafter and is described in Table 1. According to Table 3,440
the ERA 1979-1998 configuration is slightly more robust than the ERA 1999-
2018 configuration, with typically lower values for WD, TD and TL.
Another possibility is to use a TMY for the optimization procedure, which
is frequently performed to design RES systems. A method similar to the Sandia
approach [8] was used in this study to define the TMY, where the Kolmogorov-445
Smirnov distance is used instead of the Finkelstein-Schafer metric, as in [10],
and the same weight is given to the three meteorological variables. The obtained
typical year is then repeated 20 times to produce the 20 years of meteorological
data during the lifetime period of the RES-based desalination plant for the de-
sign optimization procedure. The obtained optimal configuration is described450
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in Table 1 and is abbreviated as TMY configuration hereafter. According to
Table 3, this is the configuration with the lowest reliability. Deficits of water
occur for all the observed and simulated 20-years of meteorological data and the
reliability metrics have larger values than for the other configurations. This is
expected since through the TMY approach the interannual variability of the me-455
teorological conditions is not taken into account during the RES system design
process.
The discussion above illustrates that SWGENs can be used to assess the
reliability of a RES system. Existing weather data sets describe past weather
conditions and using them for the design of a RES system may lead to non-460
robust design if they are not representative enough of future weather conditions
that it will encounter during its lifetime. This is illustrated for example in Ta-
ble 3: the optimal design obtained with the ERA 1999-2018 data set lead to a
period with water deficit for the ERA 1979-1998 data set. SWGENs allow to
simulate quickly artificial but realistic weather conditions and assess the impact465
of the climate variability on the RES system. Moreover, SWGENs may also
be useful during its design process by providing multiple input meteorological
time series to the design optimization algorithm. However, such an approach
would increase the computational complexity of the design optimization proce-
dure, which is already highly demanding, since it requires to simulate the RES470
system operation at the hourly time scale for its entire lifetime period (i.e. 20
years in this study). Therefore, an alternative approach of incorporating the
SWGEN in the design optimization process was also investigated in this paper,
where the 20-years sequences simulated with the SWGEN were used individually
as input to the design optimization procedure in order to assess the variabil-475
ity of the design results with respect to the meteorological data and identify
more robust configurations of the RES-based desalination plant in terms of its
reliability. This is illustrated in this study by using two particular simulated
20-years sequences :
• the time series which gives the median total water deficit (criterion WD)480
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for the ERA 1999-2018 configuration. The corresponding optimal config-
uration is denoted as SWGEN (50%) configuration hereafter, and
• the time series which corresponds to the 95% total water deficit for the
ERA 1999-2018 configuration. The corresponding optimal configuration
is denoted as SWGEN (95%) configuration hereafter.485
The flowchart of Figure 8 summarizes the proposed methodology, where
the sequences simulated with SWGEN are used both for reliability evaluation
and optimal design of the RES-based desalination system. The values of the
reliability metrics are calculated at the final stage of this process (i.e. ”RES
simulator” block in Figure 8) by simulating the operation of the RES-based490
desalination plant as analyzed in Section III.B.
The resulting configurations are presented in Table 1 and Table 2. According
to the values of Ctotal, the lifetime cost of the RES-based desalination plant
configuration which has been derived by using the SWGEN (95%) data is higher
by 2.05 − 17.03% compared to the systems designed by using other types of495
meteorological data sources. However, the corresponding results presented in
Table 3 reveal that the SWGEN (95%) configuration is the most robust one
(i.e. with lowest values of WD, TD and TL) compared to the configurations
derived when the other types of meteorological datasets are input to the design
optimization process, and this is true when testing the various configurations500
both on ERA data and synthetic data simulated with the SWGEN.
Figure 9 provides a visual comparison of the various configurations. It is a
useful tool to choose the configuration which has the best compromise in terms of
cost, capacities and reliability. It shows for example that the TMY configuration
is slightly less expensive than the other configurations, although it is based on505
a larger total W/G power, but it is less reliable. On the opposite, the SWGEN
(95%) has higher PV power and battery capacities, and this permits to obtain
a more reliable configuration but at a higher cost.
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Table 1: Optimal configurations corresponding to different calibration meteorological time
series.
Optimal configuration X∗
Calibration data NS NB NBAT β WTANK NDU NWG h Ctotal (e)
ERA 1979-1998 1 16 19 50 97033 1 6 12 78786
ERA 1998-2018 4 15 17 48 98956 1 7 12 78912
TMY 3 5 18 35 95111 1 10 15 69471
SWGEN (50%) 1 18 40 58 98761 1 5 12 79668
SWGEN (95%) 1 18 85 50 98831 1 5 15 81300
Table 2: Optimal capacities of devices for each of the optimized configurations in Table 1.
Optimal capacities
Calibration data Total PV Total W/G Total nominal Total nominal
power (KW) power (kw) battery capacity (kWh) water production (lt/h)
ERA 1979-1998 10.4 3.6 42.18 788.54
ERA 1998-2018 9 4.2 37.74 788.54
TMY 3 6 39.96 788.54
SWGEN (50%) 11.7 3 88.8 788.54
SWGEN (95%) 11.7 3 188.7 788.54
5. Conclusion
For the reliable operation of RES systems, it is necessary to design them by510
using a set of meteorological data resembling the actual meteorological condi-
tions that prevail at the target installation field during their prolonged lifetime
period. In this paper, the use of SWGENs has been introduced for the first
time in the existing literature, for the optimal design and reliability evalua-
tion of RES-based desalination plants. An original SWGEN has been proposed,515
combining parametric MSAR models and nonparametric resampling, which is
capable to simulate realistic hourly multivariate time series of solar irradiance,
temperature and wind speed. The numerical results demonstrated that depend-
ing on the type of meteorological parameters dataset input to the design process,
different optimal configurations of the RES-based desalination plant are derived520
and each of them exhibits a different reliability during the lifetime period of
the desalination plant. The incorporation of the appropriate time series, among
the multiple alternatives produced by the SWGEN, to the design optimization
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Table 3: Reliability metrics for optimal configurations corresponding to different calibration
meteorological time series. For the SWGEN data, the percentage of failure (simulations where
the water demand can not be always covered) is also reported together with the median values
and WD, TD and TL over the 1000 simulations. The italic values in parenthesis correspond
to the quantiles of order 2.5% and 97.5%.
Test data
ERA 1979-1998 ERA 1999-2018
Calibration data WD (m3) TD (h) TL (h) WD (m3) TD (h) TL (h)
ERA 1979-1998 0 0 0 0 0 0
ERA 1999-2018 16.8 20 10.9 0 0 0
TMY 1.19E3 1.21E3 6.02E3 968 989 4.94E3
SWGEN (50%) 8.06 13 343 0 0 0.5
SWGEN (95%) 0 0 0 0 0 0
Test data
SWGEN
Calibration data % fail WD (m3) TD (h) TL (h)
ERA 1979-1998 73.0% 14.0 (0;104) 20 (0;140) 271 (0;1.18E3)
ERA 1998-2018 90.6% 37.9 (0;157) 48 (0;195) 465 (15;1.46E3)
TMY 100% 1.22E3 (821;1.70E3) 1.21E3 (825;1.72E3) 6.08E3 (446; 8.08E3)
SWGEN (50%) 75.1% 15.9 (0;106) 24 (0;154) 350 (0;1.48E3)
SWGEN (95%) 30.1% 0 (0;50.5) 0 (0;73) 1 (0;662)
process of the RES-based desalination plant in order to improve the reliability
of the designed system, was also investigated. It has been demonstrated that by525
using as input to the design optimization process the SWGEN time series which
corresponds to the 95% total water deficit for the ERA 1999-2018 configuration,
results in a RES-based desalination plant configuration with higher reliability
compared to the configurations derived when the other types of meteorological
datasets are employed. The proposed methodology has been applied for the530
design and reliability evaluation of RES-based desalination systems due to the
importance of the environmentally-friendly energy-water nexus for solving the
potable-water scarcity problems in major areas of the World. However, it seems
general enough to be applicable in other RES-based energy production applica-
tions. Current work includes the computationally-efficient incorporation of the535
SWGEN-based reliability estimation in the RES system design optimization
process. It also should be noted that the SWGEN is built to simulate weather
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Figure 8: Flowchart of the procedure used for optimal design and reliability evaluation of
the RES-based desalination system using SWGEN.
conditions representative of the last decades, hence to study the impact of cli-
mate change on the design and reliability of the RES systems, information on
climate evolution should be integrated in the SWGEN, see e.g. [37].540
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Figure 9: Comparison of the different optimal configurations in terms of cost (see Table 1),
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