To elicit an informative prior distribution for a normal linear model or a gamma generalized linear model (GLM), expert opinion must be quantified about both the regression coefficients and the extra parameters of these models. The latter task has attracted comparatively little attention. In this paper, we introduce two elicitation methods that aim to complete the prior structure of the normal and gamma GLMs. First, we develop a method of assessing a conjugate prior distribution for the error variance in normal linear models. The method quantifies an expert's opinions through assessments of a median and conditional medians. Second, we propose a novel method for eliciting a lognormal prior distribution for the scale parameter of gamma GLMs. Given the mean value of a gamma distributed response variable, the method is based on conditional quartile assessments. It can also be used to quantify an expert's opinion about the prior distribution for the shape parameter of any gamma random variable, if the mean of the distribution has been elicited or is assumed to be known. In the context of GLMs, the mean value is determined by the regression coefficients. Interactive graphics is the medium through which assessments for the two proposed methods are elicited. Computer programs that implement both methods are available.
Introduction
Methods for quantifying expert opinion about a generalized linear model (GLM) have been proposed (Bedrick et al., 1996; Chen and Ibrahim, 2003; Garthwaite et al., 2013) . These methods all focus primarily on the task of quantifying opinion about regression coefficients.
For some GLMs, such as logistic regression, this determines a complete prior distribution.
But with some other common GLMs, such as the normal linear model and gamma GLMs, prior opinion about an extra parameter must also be quantified in order to complete the prior distribution for all model parameters.
A normal linear model is, of course, a form of GLM and the task of quantifying opinion about normal linear models has also been addressed by Kadane et al. (1980) and Dickey (1988, 1992) , amongst others. Some of these elicitation procedures contain a method of assessing opinion about a linear model's error variance, but the methods have drawbacks. For example, the method of Kadane et al. (1980) requires assessments of 0.9375 quantiles of predictive distributions in the part of their procedure that relates to the error variance. Assessing quantiles well into the tails of a distribution is a difficult task that people perform poorly (Alpert and Raiffa, 1969) . If a different method were used to quantify opinion about the error variance, then that part of the procedure of Kadane et al. (1980) could be dropped. Garthwaite and Dickey (1988) separate the task of quantifying opinion about regression coefficients from that of quantifying opinion about the error variance. This is potentially beneficial; decomposing a complex assessment problem into a number of smaller problems is recommended (Hogarth, 1975) . However the number of assessments that Garthwaite and Dickey (1988) elicit from the expert is the minimum number needed to determine the hyperparameters of the prior distribution for the error variance. A better approach is to elicit enough assessments to give several estimates of the hyperparameters and to then reconcile these estimates in some way (Kadane and Wolfson, 1998) . This same criticism applies to methods used to quantify experts' opinion about the variance of a multivariate normal distributions (Al-Awadhi and Garthwaite, 1998 Garthwaite, , 2001 ).
The first part of this paper gives a method of eliciting the marginal prior distribution of the error variance. The method of Garthwaite and Dickey (1988) is extended so as to obtain several estimates of the hyperparameter that is most difficult to assess (a degrees of freedom parameter). Reconciliation of these estimates (perhaps with further input from the expert) yields an overall estimate of it.
The second task addressed in this paper is to assess prior distributions for the shape parameter of a gamma distribution and the scale parameter of gamma GLMs. It is wellknown that the scale parameter of a gamma GLM, which is the reciprocal of the dispersion parameter, is also the shape parameter of the gamma distribution. Bayesian methods have been developed for analyzing data to estimate these parameters. Miller (1980) proposed a general conjugate class of priors for the two parameters of the gamma distribution, but he gave no method of eliciting its hyperparameters. Sweeting (1981) introduced some suggestions for the Bayesian estimation of the scale parameters in exponential families. The problem of unknown scale parameters in GLMs was examined by West (1985) . In his work, he discussed general ideas concerning scale parameters and variance functions in non-normal models including gamma GLMs, (see also West et al., 1985) . However, there does not seem to be a good method of eliciting a prior distribution for such parameters. Ibrahim and Laud (1991) suggested a Jeffreys's prior for the regression coefficients and an independent marginal informative prior on the scale parameter of the gamma GLM, but they did not suggest any family of distributions for this informative prior.
The method of Bedrick et al. (1996) , which is considered as the first elicitation method of informative prior distributions for GLMs, assumed the scale parameter to be known and elicited priors only for the regression coefficients. Chen and Ibrahim (2003) proposed a novel class of conjugate priors for GLMs. They also discussed elicitation issues and strategies of these conjugate priors. Their proposed prior structure involves the dispersion parameter as well. However, no explicit elicitation method was introduced for this parameter.
Hence, although prior distributions for the shape parameter of a gamma distribution and the scale parameter of gamma GLMs have been proposed in the literature, no prior elicitation method for these parameters has been suggested. To fill this gap, we propose a new method for eliciting lognormal prior distributions for such parameters. It is based on conditional quartile assessments, where the condition is that the mean of the gamma distribution is known or has already been elicited. In the context of GLMs, this mean is given by assessments of the linear predictor.
The implementation of the two methods proposed in this paper uses interactive graphics programs that form parts of an interactive graphics software for quantifying opinion about a generalized linear or piecewise-linear model (Garthwaite et al., 2013) . The methods proposed here could also be used as add-ons to any method of quantifying opinion about the regression coefficients of a normal linear model or a gamma GLM.
The paper is organized as follows. In Section 2 we extend the method of Garthwaite and Dickey (1988) for eliciting the variance of random errors in normal linear models. Theory underlying the proposed method is given in Section 2.1 and implementation of the method is described in Section 2.2. A novel method for eliciting a lognormal prior distribution for the scale parameter in gamma GLMs is proposed in Section 3. The proposed method has been used in an ecological example in Section 4, where a plant ecologist's opinions about soil water depth have been quantified in a gamma distribution. Concluding comments are given in Section 5.
Eliciting a prior distribution for the error variance in normal linear models
We suppose a dependent variable Y is related to covariates x 1 , . . . , x m through the normal linear model.
where ε is assumed to be a normal random error with zero mean and an unknown variance
A conjugate prior distribution for σ 2 ε is the inverted chi-squared distribution [see, for example, Pratt et al. (1995) , or Garthwaite and Dickey (1988) ]. We assume,
so its probability density function is
The parameters of this distribution (ν and w) are referred to as hyperparameters and are the quantities that must be assessed.
The Assessment Method
In the method of Garthwaite and Dickey (1988) , the expert is asked to suppose that two responses, Y 1 and Y 2 say, are observed at the same values of the predictor variables, so that the difference between them is due only to random variation. Let The hypothetical sample datum should cause her to revise her opinion; the degree of revision measures her confidence in her original assessment, yielding information about the degrees of freedom parameter, ν. Garthwaite and Dickey (1988) use the assessments q 0 and q 1 to estimate ν and w.
As noted in the introduction, using just two assessments to determine two hyperparameters is undesirable. Here we extend this method so that a number of different hypothetical data sets are presented to the expert, the expert repeating the above task after each one. This yields several estimates of ν that can be averaged.
Each hypothetical data set consists of a number of pairs of observations, where the two observations in a pair are taken at the same values of the predictor variables. Focusing on any one hypothetical set, suppose it consists of k pairs of observations and let Z i denote the difference between the ith pair. The expert is asked to suppose that
gives her conditional median for the absolute difference between a further pair of observations taken at one set of values of the predictor variables. This median is denoted q. We next derive formulae for estimating ν and w from q 0 and q.
Clearly, from (1) and (2), given σ 2 ε , the random variables Z 1 , . . ., Z k are independent and identically distributed normal variates, i.e. for i = 1, . . . , k,
with the joint distribution
From (4) and (6), the joint distribution of Z 1 , . . ., Z k and σ 2 ε is given by
ε out from the RHS of (7), we get
which is the k-variate version of the general three-parameter Student-t distribution with ν degrees of freedom, zero mean vector and a diagonal scale matrix 2wI k , where I k is the identity matrix of order k, i.e.
Now, the conditional distribution of σ
dividing the RHS of (7) by that of (8) to get
Since the inverted gamma distribution is a conjugate prior for σ 2 ε , comparing (10) with (4), we can write
where
If Z denotes the difference between two further observations taken at the same design point then Z|σ
The integrand in (13) is similar to the RHS of (7) with k set equal to 1, ν replaced by ν + k, and w replaced by w k .
As in (8) and (9), integrating σ 2 ε out from (13) gives
Similarly, from (4) and (5), the marginal unconditional distribution of Z 1 is
As q 0 is the assessed median of |Z 1 |, it is also the upper quartile assessment of Z 1 , since the distribution of Z 1 is symmetric about 0. Similarly, as q is the median of
If we denote the upper quartile of a standard Student-t distribution with n degrees of freedom by Q n , then
we have
and
The aim now is to solve this pair of equations to obtain ν and w. By division,
Using (12) and (16) we can eliminate w from (18), giving
The implementation of the method uses a simple search procedure to find the value of ν that solves equation (19) . For this approach to work, the function in (19) must be strictly monotonic in ν; we would like a condition on the z i that gives this monotonicity. Also, a solution to (19) must exist; this places restrictions on the value of q 0 /q if these assessments are to be statistically coherent. To examine these issues let
plots of ∂(q 0 /q)/∂ν against ν and C (cf. Figure 1) show that the RHS of (19) is strictly
As the z i are chosen by the computer after the expert has assessed q 0 , their values will satisfy (20). Although we have not examined the case where ν > 50, Figure 1 suggests that (20) holds for ν 1.
[ Figure 1 about here.]
It remains to specify a lower limit on the assessment q. To this end, we assume there is a minimum reasonable value for the elicited degrees of freedom, say min(ν). Since q 0 has already been assessed, using the extreme value min(ν) in the RHS of (19) gives the lower limit of q, as follows
When the expert is making her assessments, we require the assessment q to be greater than or equal to a. Then the monotonicity of q 0 /q as a function of ν ensures that there is a unique value of ν min(ν) that satisfies (19). Given ν, equation (16) yields w.
Implementation
The elicitation method proposed in the previous section has been implemented as an interactive graphical procedure. The procedure could be used as a separate stand-alone program but it also forms part of interactive graphical software for quantifying opinion about a generalized linear or piecewise-linear model (Garthwaite et al., 2013) . The software gives an expert the option of assessing a prior distribution for the random error variance when an ordinary linear regression model is the GLM of interest.
The implementation first asks the expert to say whether the normal linear model relates to an experimental setting, observations on people, or observations on items. The aim is to frame questions in a way that is meaningful to the expert. In the context of an experiment, In a dialogue box, the expert is then asked to assume that two independent experiments have been conducted at the same design point. She assesses her median value of the absolute difference between the observed responses in these two virtual experiments. This assessed median is q 0 .
Her remaining assessments are conditional assessments after being shown hypothetical data sets. The choice of the conditioning values in these data sets is an important issue. Garthwaite and Dickey (1988) note that hypothetical data should (a) be moderately different from the expert's initial beliefs, so that the data change the expert's beliefs by a measurable amount, but (b) should not be so different that the expert dismisses the data as being false and misleading. The hypothetical data set used by Garthwaite and Dickey (1988) consists of just one hypothetical difference, which they set at q 0 /2 to try and meet these desiderata.
Following Garthwaite and Dickey (1988) we take this as our first data set. This hypothetical datum is presented to the expert visually, using a diagram similar to that in Figure 2 . In the figure, the value of the hypothetical datum is 1.5 and this is marked by the upward pointing arrow, the expert's original estimate of the median difference (q 0 ) is marked by the tall vertical line (at 3.0). The short lines below the horizontal axis mark the interval within which the expert's conditional median assessment of the difference must lie for statistical coherence. This interval was determined from equation (21) with min(ν) set equal to 1 and the initial assessment q 0 . The expert makes her conditional assessment of the median difference by clicking the mouse-pointer on the horizontal axis within this interval. Let q 1 denote this assessment. Using equations (16) and (19), q 0 and q 1 yield the first estimates of ν and w, which we denote by ν 1 and w 1 .
[ Figure 2 about here.]
Our other hypothetical data sets contain more items. This gives these data sets greater
weight and means that they should have greater effect on the expert's opinions, without the expert finding them unbelievable. In our past experience of using the method of Garthwaite and Dickey (1988) , occasionally an expert has said that a single datum is too inconsequential to have any impact on his beliefs, which is also a problem that larger data sets should resolve. Kadane et al. (1980) present an expert with a sequence of hypothetical data sets and suggest that an expert should not be asked to forget any hypothetical data after it has been presented. They argue that ". . . asking the experimenter to forget would impose too great a psychological burden." (Kadane et al., 1980, p. 849) . In this spirit, we make our hypothetical data sets steadily bigger, so that each contains all the hypothetical data in its predecessors.
In our implementation we generate five hypothetical data sets. The jth set contains 2 j−1 data (j = 1, . . . , 5). A more flexible implementation would allow the expert to choose the number of data sets and the number of data in each, but it seems unlikely that a subject-matter expert would have knowledge relevant to making these choices. The first . The z i are set equal to the absolute values of the generated values. As 1.35 is the interquartile range of a standard normal distribution, the median of the z i should be about q 0 /2. However, the hypothetical data must be moderately different from the expert's initial beliefs, so as to give a measurable change in her opinions. In our implementation, z 2 j−i +1 , . . . , z 2 j are resampled from the normal distribution if
. This also ensures that the constraint for monotonicity given by (20) will be satisfied.
After a suitable hypothetical data set has been generated, it is presented to the expert using the graphical interface. Figure 3 is an example in which a set of 16 hypothetical data is displayed (the arrows pointing up). Their median is the arrow pointing down and is a summary of the data that the expert may find helpful. The expert's original median assessment, q 0 , is the rightmost tall vertical line. The other vertical line is the expert's median assessment conditional on the previous hypothetical data set. Taking account of all the hypothetical data, the expert gives her conditional assessment of the median absolute difference by clicking the mouse-pointer in the interval bounded by the short lines below the horizontal axis. One strategy for making this assessment is to consider the original median assessment and the median of the hypothetical data, and then choose a point between them that reflects their relative importance. For example, if the original median assessment is thought to be a better estimate than the median of the data, then the new median assessment should be nearer to the original median assessment than the median of the data. Let q j denote the median assessment conditional on the jth set of hypothetical data.
[ Figure 3 about here.]
In conjunction with q 0 , each q j yields estimates of ν and w. Let ν j and w j denote the estimates for the jth data set (j = 1, . . . , 5). The estimates are displayed in a table. In principle, the estimates of ν should all be very similar, as should the estimates of w. The expert is invited to revise her median assessment for any hypothetical data set (or sets)
she wishes, and should take this option if some estimates appear out of line. When several estimates of a degrees of freedom parameter are to be quantified, empirical work suggests that it is better to take their geometric mean than their arithmetic mean (Al-Awadhi, 1997).
Hence, when the estimates are acceptable to the expert, the geometric mean of ν 1 , . . . , ν 5 , is taken as the value of ν in the prior distribution. Using the assessed value q 0 , the corresponding value of w is determined from equation (16) and taken as the prior value of w.
Eliciting a prior distribution for the scale parameter in gamma GLMs
In this section, we propose a novel method for eliciting a lognormal prior distribution for the scale parameter of a gamma GLM. The method is a viable means of eliciting the shape parameter of any gamma distribution once the distribution's mean has been elicited (or the mean is assumed to be known).
Suppose a GLM has the form, 
where λ is the shape parameter and θ is the rate parameter (the inverse of the scale parameter). It is well-known that
For the gamma GLM in (22), with any monotonic increasing link function g(.), the method of Garthwaite et al. (2013) or the method of Bedrick et al. (1996) can be used to elicit the prior distribution of the regression coefficients
The prior distribution of β β β determines the prior distribution of µ, i.e. reflects the prior knowledge about the ratio λ/θ. The prior expert's opinion about one of the hyperparameters λ and θ must be quantified to complete the prior structure of the gamma GLM model.
In what follows, expert opinion about the scale parameter λ is modelled by a lognormal distribution and we propose an assessment method for determining the hyperparameters of this distribution. Specifically, we write the prior distribution for µ and λ as
where ln(λ)|µ ∼ N(a, b 2 ). The task is to find values of a and b that correspond to the expert's opinions. As discussed before, the proposed method can also be used to elicit the shape parameter λ of any gamma distribution.
The Assessment Method
We base our method on a gamma distribution with λ as the only unknown parameter, assuming µ to be already assessed or completely known. For gamma GLMs, an assessed prior for the vector β β β of regression coefficients can be used to obtain a point estimate of µ.
We take the gamma distributed random variable Y defined in (23) and change parameters by putting θ = λ/µ as in (24). This gives
We let
and then the pdf of W will depend only on λ, i.e. W ∼ gamma(λ, λ). It has the form
We require a meaningful strictly monotonic function in λ, such that the expert can quantify her opinion about this function effectively. The expert cannot be asked questions about λ directly, as a gamma distribution parameter has little meaning to an expert because it is not an observable quantity. Instead, the expert should be asked about an observable quantity that directly relates to the observable gamma variate, and which can be monotonically transformed to λ. The expert can then be asked about any quantile of the gamma distribution as an observable quantity. In what follows, we show that quantifying the expert's opinion about the lower quartile of the gamma distribution in (29) will lead to a full prior distribution for λ, and that this quartile is a strictly monotonic function in λ.
We believe that the expert can efficiently quantify her opinion about quartiles more easily by using the bisection method, see for example Pratt et al. (1995) . As shown in Figure 4 , the lower quartile of W that follows gamma(λ, λ) is a strictly monotonic increasing function for all values of λ > 0. Whereas the upper quartile of the same distribution is not monotonic. It seems thus reasonable to base our method on the lower quartile of the gamma distribution.
Another reason for choosing to ask the expert about the lower quartile rather than the upper quartile is that the lower quartile is more sensitive than the upper quartile to changes in the the shape parameter λ. Figure 4 illustrates this fact; it shows values of the lower and upper quartiles as λ changes, and the greater sensitivity of the lower quartile is apparent, especially for λ in the range 0.5 to 15.
[ Figure 4 about here.] So, we choose to question the expert about the lower quartile, w 0.25 , which is related to λ through a monotonic increasing function, say
Hence, from (28), we have
where Q is the lower quartile of Y , and h(.) is a monotonic increasing function of λ.
The expert will be asked to assess three quartiles of her prior distribution for Q. Then, from the monotonicity of h(.) in (31), these quartiles can be transformed into the corresponding three quartiles of λ. We assume that the prior distribution of λ is a lognormal distribution, and use the three transformed quartiles to solve for the two parameters of the lognormal distribution. The required assessment tasks to implement this method using interactive graphical software are detailed in the next section.
Implementation
The expert is questioned about the lower quartile of the gamma distribution, Q say. However, she is not simply asked to give a point estimate of Q -she is also asked to give assessments that quantify her uncertainty about it. Specifically, she is asked to give her lower and upper quartiles for Q in addition to her median assessment of its value. To illustrate that this information can be elicited through questions that an expert can understand and meaningfully answer, suppose that Y (the variable of interest that has the gamma distribution) is the period of time that a patient with some medical disorder may stay in hospital. Then the expert will be asked to consider the length of time that a hypothetical patient, John, will spend in hospital. She is told, "John has this disorder and will spend a time in hospital.
Suppose he is fortunate and does not spend as long as most people in hospital. Specifically, suppose exactly 25% of patients with John's disorder spend a shorter time in hospital than John. Give your median assessment for the length of time, Q, that John spends in hospital.
Now give your lower and upper quartiles for this length of time." The median and quartiles divide the range of Q into four time intervals. One of these intervals contains the time that
John actually spends in hospital and the expert should feel that each of these intervals is equally likely to be that interval. If the expert thinks, say, that the third interval is more likely than other intervals to contain the time John spends in hospital, then the median and quartiles should be adjusted by the expert to make that interval smaller.
Three quartiles of Q will be assessed by the expert. These will be denoted by L Q , M Q and 
where h −1
(.) can be implemented by numerically inverting the incomplete gamma function F (w, λ, λ) via a simple search procedure.
We assume that the prior distribution of λ given µ is a lognormal distribution with two hyperparameters a and b of the form
Properties of the normal distribution are used to estimate a and b from the transformed assessments L λ , M λ and U λ . Since, from the assumed lognormal prior distribution in (33),
and using the fact that 1.349 is the interquartile range of a standard normal distribution,
The proposed elicitation method has been implemented in graphical user-friendly software that automatically estimates the two hyperparameters of the lognormal distribution. The software has been developed as an add-on to the PEGS-GLM software for eliciting the scale parameter λ of a gamma GLM. In this case, the expert will earlier have assessed her median of E(Y |x 0 ) at a reference design point, x 0 . To elicit the prior distribution of λ, we set µ equal to this median assessment, µ 0 say, and the expert is asked to quantify her opinion about Q, the lower quartile of Y at the reference point. The software is also available as a stand alone version (called PEGS-Gamma) that elicits the shape parameter λ of a gamma distribution with a specified mean. For this case, the expert is asked, in a dialogue box, to give her mean value µ 0 of the gamma random variable.
In both cases, the expert is first asked to assess a median value M Q for the lower quartile Q, conditional on the value of µ 0 , giving her assessment in an upper panel of the interactive software (see Figure 5 ). This panel also shows the allowable range of Q. Outside the permitted range, the pdf curve for Q has undesirable behavior, as will be discussed later. Once the value of M Q is assessed, the software draws the pdf curve of Y gamma(M Q , M Q /µ 0 ). The expert has the option of changing this value by a mouse-click or a mouse-drag along the allowable range until the corresponding gamma pdf curve becomes the best representation of her opinion.
An example of questions that may be addressed to the expert at this stage has been given Under our prior model for λ, the prior pdf of Q will have a local minimum if there is a high probability that λ is small. This is illustrated in Figure 6 where Pr(λ < 0.5) = 0.07. We take the view that such a bimodal distribution will not be a reasonable reflection on an expert's opinion. For this reason, we suggest that the quartile assessments of Q should be within the light-blue region in Figure 5 , when Pr(λ < 0.5) = 0.005, and require them to be within the red or light-blue regions, when Pr(λ < 0.5) = 0.05. These choices do not prevent bimodality, but any second mode near Q = 0 will be small. The choices are somewhat arbitrary and other choices could be made without otherwise affecting the elicitation method, but some restrictions seems necessary. If quartile assessments of Q need to be outside the allowable range in order to represent the expert's opinion, then a lognormal distribution seems an inappropriate choice of prior model, and the elicitation method proposed here should not be used.
[ The lower graph in Figure 5 represents the elicited distribution of the lower quartile Q, with the three vertical (blue) lines representing L Q , M Q and U Q . The graph is intended to help the expert check that the distribution is a reasonable representation of her prior knowledge of Q and she may adjust her assessments in the light of this distribution if she wishes. Although we do not assume any specific family of distributions for Q, the pdf graph is drawn using pointwise numerical derivatives of the cdf of Q. This cdf is obtained from (31) using a sufficiently large number of points to smoothly cover the whole range of Q.
As further feedback, the expert should record her assessments of the median, lower and upper quartile of Q. Then she should change the median in the upper graph so that it equals her lower quartile assessment. Both tails of the pdf for Y will become thicker and the range of plausible values for Y will increase. The expert should check that, in her opinion, the pdf for Y looks a bit wide but believable. She should then change the median in the upper graph so that it equals her upper quartile assessment. Now both tails of the pdf for Y will become thinner and the range of plausible values for Y will decrease. The expert should find that the pdf for Y looks somewhat narrow but, again, is believable.
This feedback may indicate that the assessed quartiles do not correspond to the expert's opinions, in which case she should revise them. Some users of the software have found it easier to relate to this feedback, rather than Q, and have formulated their initial quartile assessments by examining the pdf of Y as they varied Q in the upper graph. They found the bounds on Q for which Y had a plausible pdf, and used these to guide their quartile assessments of Q in the lower graph.
When the expert is happy with the quartile values and the corresponding pdf graphs as a reasonable representation of her opinions, she clicks 'Done' and obtains the two corresponding hyperparameters a and b of the lognormal distribution as the output of her assessments. 
Concluding comments
To elicit an informative prior distribution for normal and gamma GLMs, expert opinion must be quantified about both the regression coefficients and the extra parameters in these models.
In this paper, two elicitation methods have been proposed, one to quantify an expert's opinion about the random error variance in normal GLMs, and the other to quantify an expert's opinion about the scale parameter in gamma GLMs.
A method of assessing a conjugate inverted chi-squared prior distribution for the error variance in normal models has been proposed. The method quantifies an expert's opinions through assessments of a median and conditional medians of the absolute difference between two observations of the response variable at the same design point. A number of sets of hypothetical data are used in order to obtain several estimates of the hyperparameter that is most difficult to assess, namely, the degrees of freedom parameter of the chi-squared distribution. Reconciliation of these estimates, using the geometric mean, yields an overall estimate of the number of degrees of freedom. The second hyperparameter of the chi-squared prior distribution is also determined from the same assessments.
A novel method for eliciting a lognormal prior distribution for the scale parameter of a gamma GLM, or the shape parameter of any gamma distribution, has also been proposed.
The method depends only on quantifying an expert's opinion about the lower quartile of a gamma distributed random variable. This lower quartile is itself a random variable, for which the expert assesses a median value as a point estimate, and an interquartile range. It was shown that the lower quartile is a monotonic increasing function of the scale parameter. The expert's assessments can thus be transformed to quartiles of the lognormal distribution, and hence to the hyperparameters of the lognormal distribution. An example of questions that can be addressed to the expert was given. An example was reported, where the proposed method and software were used to quantify an expert's opinions in an ecological problem. The available graphical software implements the proposed method interactively. It gives coherent suggestions for some of the required assessments and presents instant graphical feedback.
To the authors' knowledge, this is the first piece of interactive software that is designed for eliciting a prior distribution of the shape parameter of a gamma distribution or the scale parameter of a gamma GLM.
The use of interactive graphical software greatly facilitates the tasks that the expert must perform in both the elicitation methods proposed in this paper. Computer programs that implement the methods are available as two separate options in the PEGS-GLM software.
They are also available as two stand alone versions. PEGS-Normal can be used as an add-on to any other elicitation software for normal linear models. PEGS-Gamma is a stand-alone version that can be used to quantify an expert's opinion about the shape parameter of a gamma distribution with a known mean. If a set of data is available, this software has the option of combining those data with the elicited prior distribution and it will automatically produce a WinBUGS model. All versions of the software are freely available and can be downloaded from http://statistics.open.ac.uk/elicitation.
For k = 1, derivative negative for C < 1.626. For k = 2, derivative negative for C < 3.367.
For k = 3, derivative negative for C < 6.950. For k = 4, derivative negative for C < 14.223.
For k = 5, derivative negative for C < 28.846. 
