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Introduction
André Weil has shown [9] that the realm of invariant integration on a group G is the class of
locally compact groups; it seems therefore that the realization on a space of square integrable
functions of representations of G has to be limited to the case where G is locally compact.
Nevertheless the classical theory of Segal and Bargmann shows that the infinite-dimensional
Heisenberg group has an L2 representation on a space holomorphic functions defined on an
Hilbert space and square integrable for a Gaussian measure. An analogous Gaussian realization
for representations of Loop groups has been established in [3].
The purpose of this work is to get out of the Gaussian circle of ideas; we show that holomorphic
square integrable realization is equivalent to the construction of a unitarizing probability measure
satisfying an a priori given formula of integration by part, fully determined by the automorphy
factor of the representation. The purpose of this paper is to work out quite explicitly this
correspondance in the framework of some highest weight representation of Virasoro algebra;
this paper is a preliminary work in the sense that the construction of the measure satisfying the
prescribed formula of integration by part will not be treated here.
The Virasoro algebra depends upon the choice of the cocycle defining the central extension.
The most general cocyle depends upon two parameters. We shall limit ourselves to a one-
parameter family which is directly linked with the universal Teichmuller space, that is the
quotient of the group of diffeomorphisms of the circle by the group of Möbius transformations
of the unit disk.
A given representation has several realizations which appear isomorphic through intertwinning
operators. It is not clear that intertwinning between two realizations implies transference for the
corresponding unitarizing measures.
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For this reason we shall discuss below unitarizing measures for two distinct realizations of the
discrete series, the first based on Neretin polynomials in the context of the Kirillov homogeneous
space M of univalent functions and the second based on an infinite-dimensional version of
Berezin quantization scheme. We hope that the algebraic meaning of unitarizing measures will
appear more clearly by confrontation of its developpements in these two different realizations.
The Appendix is for us a key step in proving the effectiveness of Neretin formulas; we find
here explicitly the generating functions associated to representation commutation rules; on these
computations rely all the new results of our paper.
Part I: Resolution of a ∂¯-problem on the space of univalent functions
1. Kirillov action of Virasoro on the manifold of univalent functions
1.1. The Lie algebra diff(S1)
The group of C∞, orientation preserving diffeomorphisms of the circle S1 will be denoted by
Diff(S1), its Lie algebra by diff(S1). We shall identify diff(S1)with the real valuedC∞ functions
φ on S1, the infinitesimal action being θ → θ + εφ(θ); more geometrically we associate to φ the
vector field φ(θ) ddθ . Under this identification the Lie bracket in diff(S
1) is the the bracket of the
corresponding vector fields given by:
[φ1, φ2] = φ1φ˙2 − φ2φ˙1.(1.1.1)
The infinitesimal rotation θ → θ + ε corresponds to the constant function equal to 1; we shall
denote by e0 this function.
We denote:
U
φ
t←0(θ0) := u(t) the flow defined by u˙(t)= φ
(
u(t)
)
, u(0)= θ0.
The Jacobian (1 × 1)-matrix associated to this flow is obtained by solving the linearized
differential equation, solution which can expressed as:
J
φ
t←0 = exp
( t∫
0
φ˙
(
u(s)ds
)
.
We deduce that
∂2
∂t1∂t2 t1=t2=0
(
U
φ1
t1←0 ◦U
φ2
t2←0 −U
φ2
t2←0 ◦U
φ1
t1←0
)=−[φ1, φ2].(1.1.2)
Therefore diff(S1) with the bracket defined in (1.1.1) has to be considered as the space of left
invariant vector fields on Diff(S1).
The Lie bracket has the following expression in the trigonometric basis:
2[cosjθ, coskθ ] = (j − k) sin(j + k)θ + (j + k) sin(j − k)θ,
2[sinjθ, sinkθ ] = (k − j) sin(j + k)θ + (j + k) sin(j − k)θ,
2[sinjθ, coskθ ] = (k − j) cos(j + k)θ − (j + k) cos(j − k)θ.
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1.2. The fundamental cocyle
We define on diff(S1) the bilinear antisymmetric form:
ω(f,g) := −
∫
S1
(
f ′ + f (3))g dθ
4π
.(1.2.1)
LEMMA. –
ω
([f1, f2], f3)+ω([f2, f3], f1)+ω([f3, f1], f2)= 0.(1.2.2)
Proof. – We remark that [f1, f2]′ = f1f¨2 − f2f¨1. As the wanted identity is linear relatively to
the bracket, it is sufficient to check it for the two following cases:
in the first case the first term of the identity is f1f¨2f3 − f2f¨1f3 and this term cancelled with
the others terms obtained by circular permutation;
in the second case we make an integration by part to replace the third derivative in the
expression of ω by a second derivative; then the first term of the wanted identity can be written
as f1f¨2f¨3 − f2f¨1f¨3 and we get again cancellation by circular permutation. ✷
Fixing a positive constant c, called the central charge, the Virasoro algebra Vc is defined as
vector space Vc :=R⊕ diff(S1); we denote by κ the central element and define the bracket by:
[ξκ + f,ηκ + g]Vc :=
c
12
ω(f,g)κ + [f,g](1.2.3)
and according (1.2.2) the Jacobi identity is satisfied and we get a structure of Lie algebra.
LEMMA. – The fundamental cocyle is invariant under the adjoint action by e0:(
Ad(exp te0)
)∗
ω = ω.(1.2.4)
Proof. – We have
[e0, f ] = f ′ therefore
(
Ad(exp te0)f
)
(θ)= f (θ + t)
and it is clear that ω is invariant. ✷
We denote by S1 the vector space of constant vector field which constitutes the Lie algebra of
the group S1 of rotations; we denote by diff0(S1) the quotient of diff(S1)/S1.
We have 〈e0 ∧ ζ,ω〉 = 0 ∀ζ , therefore it is possible to quotient ω and we get a well defined
2-differential form on diff0(S1) which will be by abuse of notations still be denoted by ω.
Sometimes we shall identify diff0(S1) with the functions having mean value zero; using
Fourier series this identification leads to write φ ∈ diff0(S1) as:
φ(θ)=
∞∑
k=1
ak coskθ + bk sinkθ,
where ak, bk are rapidly decreasing sequences of real numbers. We define:
J (φ)=
∞∑
k=1
−ak sin kθ + bk coskθ.(1.2.5)
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Then J 2 =−Identity and we get a complex structure on diff0(S1). On diff0(S1)⊗C, the operator
J diagonalizes; we call vector of type (1,0) (resp. of type (0,1)) the eigenvectors associated to
the eigenvalue
√−1 (resp. −√−1). A vector of type (1,0) is of the form:
φ = f −√−1J (f )=
∑
k>0
(ak − ibk) coskθ + (bk + iak) sinkθ =
∑
k>0
(ak − ibk) exp(ikθ),
which means that φ has a prolongation inside the unit disk as an holomorphic function.
We take for basis of diff(S1)⊗ C the complex exponential ek(θ) := exp(ikθ), k ∈ Z; in this
basis the Lie bracket is:
[em, en] =
√−1(n−m)em+n +
√−1δn−m
(
c
12
(
m3 −m))κ.(1.2.6)
The expression of ω can be written on for f1, f2 ∈ diff0(S1)⊗C as:
ω(f1, f2) =
√−1
2
∑
k∈Z
(
k3 − k)ck(f1)c−k(f2)
=
√−1
2
∑
k>0
(
k3 − k)〈f1 ∧ f2, dζk ∧ dζ¯k〉,(1.2.7)
where f =∑k∈Z ck(f )ek and where dζk denotes the R-linear map of diff0(S1) → C defined by
f → ck(f ), k > 0; in the same way 〈f,dζ¯k〉 := c−k(f ).
We have
〈dζk, Jf 〉 =
√−1〈dζk, f 〉; 〈dζ¯k, Jf 〉 = −
√−1〈dζ¯k, f 〉, k > 0;
therefore
ω(f,Jf )=
∑
k>0
(
k3 − k)∣∣ck(f )∣∣2.(1.2.8)
The positivity of (1.2.8) leads to impose the positiveness of the central charge c.
1.3. The manifold of univalent functions
We denote by F the vector space of functions f which are holomorphic in the unit disk
D := {z; |z|< 1} and C∞ on its closure D¯ and such that f (0)= 0; we denote byF0 the subspace
of functions of f satisfying f ′(0)= 0. We denote:
M := {f ∈F;f ′(0)= 1 and f injective on D¯, f ′(z) = 0 ∀z ∈ D¯}.
Then M is an open set of the affine space f0 + F0 where f0(z) = z, ∀z ∈ D. As F0 is a
complex vector space, M inherits of an infinite-dimensional structure of complex manifold.
The embedingM → CN defined by writting
f (z)= z
(
1+
+∞∑
n=1
cnz
n
)
(1.3.1)
introduces the affine coordinates f → {c∗}. Granted De Branges Theorem,M is identified to an
open subset of {|cn|< n+ ε}.
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LEMMA 1.3.2. – M is a contractible manifold.
Proof. – We define for t ∈ ]0,1] and f ∈M the function ft (z) := t−1f (tz); then ft ∈M and
limt→0 ft = f0. ✷
1.4. Kirillov identification of Diff(S1)/S1 withM
THEOREM 1.4.1. – There exists a canonic identification of M with Diff(S1)/S1. As a
consequence M is an homogeneous space under the left action of Diff(S1). Furthermore there
exists a global section σ :M → Diff(S1).
Proof. – Given f ∈M, we denote Γ = f (∂D). Then Γ is a smooth Jordan curve which splits
the complex plane into two connected open sets: Γ + which contains 0 and Γ − which contains
the point at infinity of the Riemann sphere (the map z → z−1 sends Γ − onto a bounded domain
countaining 0).
By the Riemann mapping theorem there exists an holomorphic map φf :Dc → Γ¯ − such that
φf (∞)=∞, φ being holomorphic nearby ∞.
A diffeomorphism gf ∈Diff(S1) is defined by:
gf (θ) :=
(
f−1 ◦ φf
)(
eiθ
)
.
We remark that φf is uniquely defined up to a rotation of Dc , which means up to an element
of S1; therefore we get a canonic map:
K :M → Diff(S1)/S1.
In fact it has been proved by Kirillov [6] that K is bijective. The stabilizer of the left action of S1
is the identity function f0(z)= z.
We obtain the section σ by choosing φ0f such that u(z) := φ0f (z−1) satisfy that u′(0) is real
and positive. ✷
THEOREM 1.4.2. – The fundamental cocycle (1.2.1) defines a 2-differential closed form Θ on
M. This form is invariant under the action of Diff(S1).
Proof. – Given f ∈ M denote Sf := {g ∈ Diff(S1) such that gf0 = f }; define Θf =
(g−1)∗ω for some g ∈ Sf ; if γ also belongs to Sf we have γ = gu with u ∈ S1; then
(u−1g−1)∗ω = (g−1)∗(u−1)∗ω expression equal, according (1.2.4) to (g−1)∗ω; therefore our
definition is independent of the choice of g ∈ Sf and Θ is a well defined 2-differential form on
M, which is closed according (1.2.2).
The invariance under the action of Diff(S1) results of the invariance of Maurer–Cartan
differential form or more elementary from the identities
Θγg(f0) =
(
g−1γ−1
)∗
ω= ((γ−1)∗Θ)
γg(f0)
. ✷
1.5. Kirillov infinitesimal action of diff(S1) onM
THEOREM. – Given v ∈ diff(S1), and given f ∈M we define Kv(f ) ∈F0 by the formula:
Kv(f )(z) := f
2(z)
2π
∫
∂D
[
tf ′(t)
f (t)
]2
v(t)
f (t)− f (z)
dt
t
,(1.5.1)
then Kv is the infinitesimal expression of the Kirillov action at the point f .
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Proof. – We follow [5]; given v ∈ diff(S1) we consider the infinitesimal action
exp(εv)
(
f−1 ◦ φf
)
.
Denote by ∂v the first-order differential operator associated to v; then we have the intertwinning
formula ∂vf−1 = f−1∂w where wτ = if ′(t)tvt , with t ∈ ∂D and τ = f (t) ∈ Γ ; we can
split w := w+ + w− where w+ has an holomorphic prolongement w++ to Γ + satisfying
0 = w++(0)= (w++)′(0) and w− is meromorphic on Γ − with a unique pole at infinity which
is simple; the Cauchy formula gives:
w++(ζ )= ζ
2
2π i
∫
Γ
w(τ)
τ 2(τ − ζ ) dτ.
Doing again an intertwinning by defining fε := exp(εw++) ◦ f = f ◦ exp(εw∗), w∗ defined by
the relation f ′(z)w∗(z)= w++(ζ ), we get then exp(εv)f  f−1ε ◦ exp(εw−)φf which implies
Kfε  exp(εv)K(f ). ✷
THEOREM 1.5.2. – Fixing g0 ∈ Diff(S1) the map f → g0f is an holomorphic mapM →M.
Proof. – We prove this fact when g0 = exp(v0); introducing hτ := exp(τv0)f , we have that
d
dτ
hτ =Kv0(hτ ), h0 = f.
As the solution of an holomorphic differential equation depends holomorphically of its initial
condition, we have only to prove that the map
M →F0 defined by f →Kv0(f )
depends holomorphically upon f , fact which results from the formula given in (1.5.1).
PROPOSITION 1.5.3. –
(Ke0f )(z)=
√−1(zf ′(z)− f (z)).
Proof. – A residue calculus of (1.5.1) for v = 1. ✷
Remark 1.5.4. – The operator K1 is a real vector field onM; this means that it defines a map
ofM →F0; it is indeed legitimate to use on the target F0 the multiplication by
√−1.
From another hand the real vector field K1 is of a different nature from the complex vector
field Lc0 introduced in (1.6.1)! The beginning of next section emphasizes this distinction between
complex and real vector fields.
1.6. Kählerian structure onM
We denote by T (M) the vector space of real first-order differential operators on M (a real
differential operator transforms real functionals into real functionals). We call also the elements
of T (M) the real vector fields on M.
Then the complex structure J on M induces the splitting:
T (M)⊗C = T (1,0)(M)⊕ T (0,1)(M).
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We have a map J˜ :T (M)⊗C → T (M) defined by (X+√−1Y ) →X+J (Y ); then T (0,1)(M)
can be characterized as the kernel of J˜ ; furthermore for an holomorphic functionnal Ψ we have
Z.Ψ = (J˜ (Z)).Ψ .
THEOREM. – Define
Lck := −
√−1Kcoskθ +Ksinkθ , ∀k = 0; Lc0 := −
√−1Ke0;(1.6.1)
Lk := J˜
(
Lck
)
,(1.6.2)
then
Lk(f )= f ′(z)zk+1, k > 0; L0 = f ′(z)z− f (z);(1.6.3)
Lck(f0) ∈ T (1,0)f0 (M) for k > 0;(1.6.4) [
Lcj ,L
c
k
]= (j − k)Lcj+k, ∀j, k ∈ Z,(1.6.5)
[Lm,Ln] = (m− n)Lm+n, ∀m,n ∈ Z.(1.6.6)
Define Lhk as the (1,0) component of the real vector field Lk , then ∀k ∈ Z,
LhkΦ = LckΦ ∀Φ holomorphic;
[
Lhm,L
h
n
]= (m− n)Lhm+n ∀m,n ∈ Z.(1.6.7)
Proof. – The identity (1.6.3) results from the computation of the integral (1.5.1) by residue
calculus.
Denote vl the right invariant vector field associated to v ∈ diff(S1); in particular to
ek = exp(ikθ) is associated elk , and by (1.1.2) we have[
elm, e
l
n
]=√−1(m− n)elm+n,
therefore [
Lcj ,L
c
k
]=−√−1 (j − k)elj+k = (j − k)Lcj+k.
We have the fact that the complex structure onM is invariant under the left action of Diff(S1);
therefore denoting Lφ the Lie derivative associated to the left action of φ ∈ diff(S1) we have
Lφ
(
J˜
(
Lck
))= J˜ (Lφ(Lck)).
Therefore
LφLk = J˜
([
φ,Lck
])
which by C-linearity implies (1.6.6).
Denote by J −1 the linear map identifying Tf0(M) with diff0(S1) on which we put the
complex structure defined in (1.2.5). To prove that J is holomorphic is equivalent to verify
that the map v →Kv(f0) is C-linear or that ∀k > 0 Lk¯(f0)= 0; indeed
2π
z2
Lk¯(f0)=
∫
∂D
t−k
z− t
dt
t
=−
∑
s0
zs
∫
∂D
dt
ts+k+1
= 0.
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Denote Lan = Ln − Lhn the antiholomorphic component of Ln which is equal to L¯hn. As we shall
see in (1.8) the operators Lhn in affine coordinates have holomorphic coefficients which imply
that [Lhn,Lam] = 0; therefore([Lm,Ln])h= [Lhm,Lhn] which establish (1.6.7). ✷
Remark. – For f = f0, (1.6.4) is not true.
Remark. – In the Appendix, as in [5], Lhk will be shorthanded as Lk .
THEOREM. – The 2-differential form
Θ defined in (1.4.2) is of type (1,1), positive definite(1.6.8)
and
Θf0
(
Lcn(f0), L¯
c
m(f0)
)=√−1δmn γn, where γn = (n3 − n).(1.6.9)
Proof. – As Θ is defined by transport through the holomorphic action of Diff(S1), it is
sufficient to check (1.6.8) at f0, which will result from (1.6.9).
ω
(−i exp(inθ), i exp(−imθ))= ω(exp(inθ), exp(−imθ))=−i(n− n3)δmn . ✷
Remark. – 〈
Θg(f0), vg(f0)∧ w¯g(f0)
〉= 〈ω, g−1vg ∧ g−1w¯g〉 = 〈ω, v ∧ w¯〉.
1.7. The vector fields Ln, n > 0, in affine coordinates
The formula (1.3.1) gives a global chart M → CN in terms of the Taylor coefficients
f → {c∗(f )}. We want to express the vector fields Lhn in this chart.
Realization of the flow associated to Lhn, n > 0
Firstly we remark that the vector field Lcn, Lhn are not real vector fields; this fact has been
already discussed at the beginning of Section 1.6; we can also refer to Kirillov [5], page 738,
ten lines before the end where this fact is underlined. Flows of complex vector fields need to be
defined by analytic prolongation; when there exist they are very singular. It will be indeed our
case.
Consider on a neighborhood of 0 the following holomorphic function:
M
(k)
t (z)=
z
(1− tkzk)1/k ,(1.7.1)
where t is a smal real parameter. Then for z small enough we have(
M
(k)
t ◦M(k)t ′
)
(z)=M(k)
t+t ′(z).(1.7.2)
Then given f ∈M the composition f ◦M(k)t /∈M but it is an holomorphic function defined for
t small enough on an arbitrarily large disk contained in the unit disk.
THEOREM. – We have ∀z0, |z0|< 1 the following identity:
lim
t→0
f (M
(k)
t (z0))− f (z0)
t
= f ′(z0)zk+10 .
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We call cylindrical functional a map Φ :M→ R such that Φ(f ) = φ(. . . , f (zi), . . .) where
φ :Dr →R, φ being smooth, and i ∈ [1, r], |zi |< 1. Then
(
LhkΦ
)
(f )= d
dt
∣∣∣∣
t=0
Φ
(
f ◦M(k)t
)
, k > 0.(1.7.3)
Proof. – As the vector field Lhk is of type (1,0) it is sufficient to check the identity assuming
furthermore that φ is holomorphic, then
M
(k)
t (z)= z+ tzk+1 + o(t). ✷
LEMMA. –
f
(
M
(k)
t (z)
)= (z+ tzk)(1+ ∞∑
n=1
cnz
n
(
1+ ntzk))+ o(t).(1.7.4)
THEOREM. – Denote by ∂k the holomorphic partial derivative relatively to the affine
coordinate ck (if ck = ξk +
√−1ηk then 2∂k = ∂∂ξk −
√−1 ∂
∂ηk
), then
Lk = ∂k + ∂¯k +
+∞∑
n=1
(n+ 1)(cn∂k+n + c¯n∂¯k+n), k > 0.(1.7.5)
Proof. – Consider a cylindrical function Φ , which is assumed furthermore to be holomorphic,
which means that φ is an holomorphic map Dr → C. Then all ∂¯ vanishes on such Φ . Any
holomorphic cylindrical funtional can be approximated by polynomial in the c∗. We take
Ψ := cqk0 . By (1.7.4) we have:
Ψ
((
M
(k)
t
)∗
f
)=

ck0(f ) if k > k0;(
t + ck0(f )
)q + o(t), if k = k0;(
ck0(f )+ (k0 − k + 1)tck0−k(f )
)q + o(t) if k < k0.
Differentiating relatively to t and making t = 0 we obtain respectively 0 or qcq−1k0 or
q(k0− k+1)[ck0(f )]q−1ck0(f ), relations which prove the theorem for holomorphic functionals.
The left-hand side of (1.7.5) can be written as the sum of a (1,0) vector field Z plus a (0,1)
vector field Y ; as Lk is a real vector field we have Y = Z¯ relation which proves the theorem. ✷
Using the definition of Lh∗ made in (1.6.7) we obtain:
Lhk := ∂k +
+∞∑
n=1
(n+ 1)cn∂k+n, k > 0, Lh0 =
∑
n1
ncn∂n.(1.7.6)
1.8. Analyticity of the holomorphic action
THEOREM. – For all k ∈ Z there exist holomorphic polynomials ϕk,s(c) such that denoting
Lhk =
+∞∑
s=1
ϕk,s∂s
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then for every holomorphic functional Φ on M we have LckΦ = LhkΦ .
Proof. – This result is a consequence of (1.7.6) for k  0; the case k < 0 is proved in the
Appendix. ✷
2. Unitarizing measure for the Neretin representation
2.1. Representation associated to Neretin polynomials
In the affine coordinates {ck} on M, Neretin introduced [8] (see also [5]) the sequence of
polynomials Pn defined by the following double indices recurrence relations:
LhkPn = (n+ k)Pn−k + γkδnk , where γk =
c
12
(
k3 − k), P0 = P1 = 0, Pn(0)= 0,(2.1.1)
where the central charge c has been fixed.
LEMMA. –
The polynomial Pn is of weight n.(2.1.1)a
Proof. – The weightw(P) :=∑k k× (degree of P relatively ck). Then the recurrence implies
that Lh1Pn = (n+ 1)Pn−1; the lemma will result of the identities:
w
(
Lh1c
α
1
)= α − 1 =w(cα1 )− 1; w(Lh1cαk )= k(α− 1)+ (k − 1)=w(cαk )− 1. ✷
THEOREM. – Denote H(M) the vector space of holomorphic functionals defined on M; we
associate to Φ ∈H(M)
ρ(κ)Φ =√−1 c
12
Φ, ρ(e0)=
√−1L0Φ,
ρ
(
exp(ikθ)
)
Φ =√−1LckΦ, ρ
(
exp(−ikθ))=√−1(Lc−k + Pk)Φ ∀k > 0.(2.1.2)
Then ρ is an anti-representation of Vc ⊗C on H(M) which means that[
ρ(v1), ρ(v2)
]=−ρ([v1, v2]Vc),(2.1.3)
the Lie bracket in the right-hand side have been defined in (1.2.3).
Proof. – Granted the holomorphy of Φ we can replace by Lcn by Lhn; as Lhn are operators with
holomorphic coefficients we deduce that Lcv send an holomorphic functional into an holomorphic
functional; as Pn is holomorphic we obtain that the operator ρ operates on H(M).
The vector fields Lcv realize an anti-representation of diff(S1); this proves (2.1.3) when v1, v2
are two exponential with positive frequencies.
Consider the case of v1 of positive frequency and v2 of negative frequency:[
ρ
(
exp ikθ)
)
, ρ(exp−isθ)]=−(LhkPs + (k + s)Lck−s) := Bk,s .
For k > s we deduce from (2.1.1)a and (1.7.6) that LhkPs = 0.
For k = s we have
Bk,k = ρ(γkκ + 2ke0).
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For k < s we have
Bk,s = (k + s)
(
Ps−k +Lck−s
)= ρ((k + s)ek−s).
Finally it remains to compute, for k, s > 0 the expression:
[
ρ
(
exp(−ikθ)), ρ(exp(−isθ))]− [Lhek ,Lhes ]
= Ak,s :=Lh−kPs −Lh−sPk = (s − k)Pk+s ∀s, k  0
(2.1.4)
basic identity which is proved in the Section A.7 of the Appendix. ✷
2.2. Differential form on Diff(S1) associated to Neretin polynomials
We associate to v ∈ diff(S1) the right invariant tangent vector field to Diff(S1) defined by
(vl)g = exp(εv)g; in particular to e2k = coskθ, e2k+1 = sinkθ, e0 = 1 ∈ diff(S1) we associate
the right invariant vector fields el∗ := exp(εe∗)g. We consider the following first-order differential
operator with complex coefficient defined on Diff(S1): L˜cn := −
√−1el2s + el2s+1, s = 0, and
L˜0 =−
√−1el0. Denote ψ−s is the dual basis of L˜cn, that is〈
L˜cn,ψs
〉= δ0n+s .(2.2.1)
It results from the duality that the differential of a function Ψ defined on Diff(S1) has for
expression
dΨ =
∑
k∈Z
(
L˜c−kΨ
)
ψk.(2.2.2)
Furthermore the {ψs} satisfy the structural equation:〈
dψk, L˜cq ∧ L˜cr
〉= (r − q)〈ψk, L˜cq+r 〉= (r − q)δ−kq+r
or finally
dψk =−12
∑
s∈Z
(k + 2s)ψ−s ∧ψk+s .(2.2.3)
A complex valued 1-differential form Ω on Diff(S1) will be built from Neretin polynomials by
the formula:
Ω =
∑
k>0
(Pk ◦ π)ψk,(2.2.4)
where π is the projection map Diff(S1) →Diff(S1)/S1.
THEOREM. – 〈
vl,Ω
〉
g
= 1
2π
∫
∂D
Sf (t)v(log t)t2
dt
t
,(2.2.5)
where g = f−1 ◦ φf and where Sf is the Schwarzian derivative:
Sf := f
(3)
f ′
− 3
2
(
f ′′
f ′
)2
.(2.2.6)
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Proof. – It is possible to find in the Appendix the following Neretin generatrix function:∑
n>0
tnPn = t2Sf (t).
As L˜cn =−
√−1(exp(inθ))l we get ψs(exp(inθ))=
√−1δ0n+s and finally the formula reduce to
prove
Pn = 12π√−1
∫
∂D
t2Sf (t)t
−n dt
t
. ✷
THEOREM. – Denote by Θ˜ the image of the symplectic form defined on G by the transforma-
tion g → g−1, then
Θ˜ =−
√−1
2
∑
s>0
γsψ−s ∧ψs,(2.2.7)
where γs is defined in (2.1.1); we have
dΩ =√−1 Θ˜.(2.2.8)
Proof. – The form Θ is left invariant. Therefore Θ˜ is right invariant. The forms {ψq} constitute
a basis of right invariant differential forms; therefore there exists constants ck,s such that:
Θ˜ = 1
2
∑
s,k∈Z
ck,sψ−k ∧ψ−s .
In order to compute the constants ck,s we look at this identity at the point f0. Then by (1.6.9) we
have, for s > 0: 〈
Θ˜,Lcs ∧ L¯cs
〉
f0
=√−1γs = cs,−s
〈
L¯cs ,ψs
〉
f0
=−cs,−s .
Define P ∗s = Ps ◦ π for s > 0 and P ∗s = 0 for s  0; with these notations Ω =
∑
s P
∗
s ψs .
Using (2.2.2)
dΩ =
∑
k,s∈Z
(
L˜c−kP ∗s
)
ψk ∧ψs +R,
where R, granted (2.2.3), has the following expression:
R =−1
2
∑
r,t∈Z
P ∗r (r + 2t)ψ−t ∧ψr+t =−
1
2
∑
k,s∈Z
P ∗s+k(s − k)ψk ∧ψs.
Therefore
dΩ = 1
2
∑
k,s∈Z
Bk,sψk ∧ψs,
where
Bk,s := L˜c−kP ∗s − L˜c−sP ∗k − (s − k)P ∗s+k.(2.2.9)
For k > 0 and s > 0 we obtain, granted (2.1.4), Bk,s = 0.
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For k < 0 and s < 0 we obtain that all the P ∗ vanish and Bk,s = 0.
Consider the last case k < 0 and s > 0; if −k > s the polynomial Ps being of weight s do not
depend the variables cj for j > s, therefore L−kPs = 0; for −k  s the defining relations (2.1.1)
proves that B−k,s = γ−kδs−k . ✷
2.3. Unitarizing measure
DEFINITION. – A probability measureµ onM is an unitarizing measure for the representation
ρ of Vc⊗C inHL2µ if and only if for all v real (i.e. v ∈ Vc) the operator ρ(v) is anti-Hermitian:
ρ(v)+ (ρ(v))∗ = 0.(2.3.1)
The relation (2.3.1) is equivalent to:(
ρ
(
exp(ikθ)
))∗ = −ρ(exp(−ikθ)).(2.3.2)
In fact denote As = ρ(exp(isθ), then 2ρ(cosθ)=As +A−s ; its adjoint is −A−s −As ; finally
2(ρ(sin sθ)∗ = i(−A−s +As)=−ρ(sin sθ).
THEOREM. – A probability measure µ is unitarizing if it satisfies the following relation:
divµ
(
Lck
)= P¯k, k  0, or equivalently
divµ(Kcoskθ )(f )=!Pk, divµ(Ksinkθ )="Pk.
(2.3.3)
Proof. – The unitarity condition (2.3.2) is given in terms of the Lck through the formu-
las (2.1.2); then the appearance in those formulas of a factor √−1 changes the sign of (2.3.2)
which finally can be written as follows: ∀k > 0 we have∫
M
[(
LckΦ
)
Ψ¯ −Φ((Lc−k + Pk)Ψ )∗]dµ= 0,(2.3.4)
where the ∗ above the parenthesis indicate that we take the imaginary conjugate.
Firstly we replace Lck →Lhk , Lc−k → Lh−k and we use the identities Lhk(ΦΨ¯ )= (LhkΦ)Ψ¯ and
ΦL¯h−kΨ¯ = L¯h−k(ΦΨ¯ ); then (2.3.4) takes the shape:∫
M
[(
Lhk − L¯h−k − P¯k
)
(ΦΨ¯ )
]
dµ= 0 or divµ(Zk)= P¯k,(2.3.5)
where Zk = Lhk − L¯h−k . The operator Lck = Lhk + Lak where Lak is a vector field of type (0,1).
Using the fact that Lc−k =−L¯ck we get by conjugation that L¯h−k =−Lak , therefore Zk = Lck and
finally divµ(Lck)= P¯k .
We explicit the differential operators in terms of real differential operators: the decomposition
Lck =−
√−1Kcoskθ +Ksinkθ
implies, as the divergence of a probability measure is a real operator, that the second part
of (2.3.3) holds true. ✷
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THEOREM 2.3.6. – The differential form Ω is invariant under the left action of S1.
Proof. – We shall prove the infinitesimal invariance under the action of L0. Applying (2.1.1)
with k = 0, we get
L0Ps = sPs .(i)
The linear forms {ψ−s} are defined as the dualizing base of the {Lck}; we have by (1.6.5)[
L0,L
c
s
]=−sLcs; by duality L0ψ−s =−sψs;(ii)
it results from (i) and (ii) that L0(Psψs)= 0. ✷
THEOREM 2.3.7. – Every unitarizing measure µ is invariant under the action on the left
exp(θe0).
Proof. – The unitarity condition ρ(e0) + (ρ(e0))∗ = 0 together with (2.1.2) imply the
invariance. ✷
2.4. Resolution of a ∂¯ problem onM
THEOREM. – Denote I the endomorphism of Diff(S1) defined by I(g) := g−1. Then there
exists a unique differential form Ω1 defined on M such that:
I∗Ω = π∗Ω1.(2.4.1)
Furthermore Ω1 for the complex structure on M is of type (0,1) and satisfies
∂Ω1 =
√−1Θ, ∂¯Ω1 = 0.(2.4.2)
Proof. – The endomorphism I changes differentiation on left into differentation on the right.
Using (2.3.6) we obtain that I∗Ω is invariant under the right action of S1. Therefore it defines
a differential form Ω1 on Diff(S1) invariant under the right action of e0 therefore coming by π∗
of a form Ω1 on M.
As I∗ commutes with the coboundary operator, we deduce that dΩ1 =Θ which by bidegree
splitting proves (2.4.2). ✷
Part II: Symplectic embedding and Kähler potential
3. Embedding of the diffeomorphism group into the Siegel disk
3.1. Symplectic action of the diffeomorphism group
We consider the space V of real valued C1-functions defined on the circle with mean value
equal to 0. On V we define a bilinear alternate form:
ω(u, v)= 1
π
2π∫
0
uv′ dθ.
THEOREM. – If g is an orientation preserving diffeomorphism of S1 then
ω(g∗u,g∗v)= ω(u, v).(3.1.1)
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Proof. –
(g∗v)′ = (g∗(v′))g′,
2π∫
0
(
g∗(uv′)
)
g′ dθ =
2π∫
0
uv′ dθ. ✷
We define an action of Diff(S1) on V by:
Ug−1(u)= g∗u−
1
2
2π∫
0
(g∗u)dθ.(3.1.2)
Then
ω
(
Ug(u),Ug(v)
)= ω(u, v).(3.1.3)
We have in this way defined an embedding of Diff(S1) into the automorphism of V which
preserves the symplectic form ω. We introduce on V a complex structure defined by the Hilbert
transform:
J : sin(kθ) → cos(kθ), cos(kθ) → − sin(kθ).
We define on V an Hilbertian metric:
‖u‖2 =−ω(u,J u).
We have ∣∣∣∣∑
k>0
ak cos(kθ)+ bk sin(kθ)
∣∣∣∣2 =∑
k>0
k
(
a2k + b2k
)
.
Then J is an orthogonal transformation of V .
We consider the complex Hilbert space H = V ⊗ C; then H can be identified with complex
valued function defined on the circle having mean value 0; on H the operation of conjugation
f → f¯ is well defined.
The orthogonal transformation J can be diagonalized in H ; as J 2 = −1 only appears the
eigenvalues
√−1 and −√−1. We denote H+ the eigenspace associated to the eigenvalue√−1; then we can identify H+ to the vectors of type (1,0) that is the vectors of the form
v − √−1J (v), v ∈ V . We can also identify H+ with the functions having an holomorphic
extension inside the unit disk. Then define H− = H¯+; then H− can be identified with the
functions on the circle which possess an holomorphic extension ouside the unit disk, regular
at the point at ∞ of the complex plane. The bilinear form ω extends to a bilinear form ω˜ defined
on H and we have:
ω˜(w,w′)= 0 if w,w′ ∈H+ or w,w′ ∈H−.
We can express ω˜ in term of the Hilbertian structure
ω˜(h+, h−)=√−1 (h+|h¯−), ∀h+ ∈H+, h− ∈H−,
identity which is proved by checking on h+ = einθ , h− = eimθ , n > 0, m < 0.
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We define a symmetric C-bilinear form on H ×H by:
〈h1, h2〉 = (h1|h¯2), then (h1|h2)= 〈h1, h¯2〉.(3.1.4)
Then
ω˜(h1, h2)=
√−1(〈h+1 , h−2 〉 − 〈h−1 , h+2 〉).(3.1.5)
The restriction to H+ ×H− of the bilinear form (∗) defines a duality coupling:
〈h+, h−〉 := (h+|h¯−).(3.1.6)
Given A ∈ End(H) we denote AT the transposed defined by:
〈Ah1, h2〉 =
〈
h1,A
Th2
〉
.
Given a ∈ End(H+), then the matrix ( a 00 0 ) makes possible to identify End(H+)⊂ End(H); then
aT ∈ End(H) is well defined; furthermore we have through the duality coupling (3.1.6)
〈ah+, h−〉 = 〈h+, aTh−〉;
which means that aT ∈ End(H+). The adjoint a† ∈ End(H+) is defined by:
(aw1|w2)= (w1|a†w2), ∀w1,w2 ∈H+.
The conjugation operator sends H+ →H− therefore a¯ ∈ End(H−) and we have the fact that the
adjoint is obtained by conjugation followed by transpostion
a† = (a¯)T = a¯T.
The automorphism Ug of V extends to an endomorphism U˜g of H . Denoting π+,π− the
projection of H on H+,H− we introduce:
a(g) := π+U˜gπ+; b(g) := π+U˜gπ−.
As the endomorphism U˜g commutes with the conjugation it is represented by the matrix
U˜g =
(
a b
b¯ a¯
)
.(3.1.7)
3.2. The Siegel disk in infinite dimension
The conservation of the symplectic form (3.1.5) is equivalent to:
(a¯)T(a + b)− bT(a¯ + b¯)= π+, (b¯)T(a + b)− aT(a¯ + b¯)= π−
we remark that the first relation is the conjugate of the second. Therefore we have only to take
care of the second relation which by splitting on the components H+,H− gives:
aTa¯ − b†b = π−,(3.2.1)
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aTb¯− b†a = 0.(3.2.2)
We call Symplectic Group of infinite order, let Sp(∞), the collection of bounded, invertible,
operators a ∈ End(H+), b ∈L(H−;H+) satisfying the relations (3.2.1), (3.2.2); then Sp(∞) is
a group for the composition of matrices.
We consider the infinite-dimensional Siegel diskD∞ consisting of operatorsZ ∈L(H−,H+)
such that:
ZT =Z, 1−Z†Z > 0, trace(Z†Z) <∞; its based point is the matrix Z0 = 0.(3.2.3)
We shall identify Z ∈D∞ to Zˆ ∈ End(H) through the matrix Zˆ :=
( 0 Z
0 0
)
.
THEOREM. – The group Sp(∞) operates on D∞ by
Z → Y = (aZ+ b)(b¯Z+ a¯)−1.(3.2.4)
Remark. – In the above formula a, b are identified with the corresponding elements of
End(H).
Proof. – We have firstly to show that Y ∈ L(H−;H+): we have a¯ ∈ End(H−),
b¯Z ∈ End(H−); therefore (b¯Z+ a¯)−1 ∈ End(H−).
We have secondly to show that Y T = Y :
Y T = (Zb† + a†)−1(ZaT + bT),
therefore the identity Y T = Y is equivalent to:
0= (ZaT + bT)(b¯Z+ a¯)− (Zb† + a†)(aZ+ b)
=Z(aTb¯− b†a)Z+ (bTb¯− a†a)Z+Z(aTa¯ − b†b)+ bTa¯ − a†b,
the first coefficient vanishes accordingly (3.2.2); by conjugating (3.2.2) we obtain the vanishing
of the fourth coefficient; using (3.2.1) and its conjugation we obtain = π−Z +Zπ+; these two
terms are zero according the fact that Z is in fact the matrix
( 0 Z
0 0
)
.
We have to check that J := Y †Y − π− < 0. We denote D := (b¯Z+ a¯) then:
D†JD = (Z†a† + b†)(aZ+ b)− (Z†bT + aT)π−(b¯Z+ a¯)
=Z†(a†a − bTb¯)Z+Z†(a†b− bTa¯)+ (b†a − aTb¯)Z
+ (b†b− aTa¯)=Z†Z− π−;
π− − Y †Y = (D−1)†(π− −Z†Z)D−1,
(3.2.5)
as the conjugation of a positive operator stay positive we get Y ∈D∞. ✷
The orbit through Sp(∞) of the based point Z0 defined in (3.2.3) is the space of matrices of
the form
Z = b(a¯−1).(3.2.6)
We remark that (a,0) ∈ Sp(∞) iff a ∈ U(H+) the unitary group of H . Therefore the orbit of Z0
can be identified to Sp(∞)/U(H+).
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We remark that a ∈ u(H+) implies a¯−1 = a¯† = aT; therefore the action of U(H+) can be
describe by:
Z → aZaT and Z¯Z → cZ¯Zc†,
with c= a¯; therefore det(1−Z†Z) is invariant under the action of U(H+).
The Kähler potential on D∞ is defined as:
K(Z)=− log det(1−Z†Z)=−trace log(1−Z†Z),
the last equality is intrinsic and does not depend upon a basis; it will be proved using a basis
diagonalizing Z†Z. As by (3.2.3) the operator Z†Z has a trace, the determinant is well defined.
THEOREM 3.2.7. – Associating to the complex structure of D∞ the corresponding ∂∂¯
operator, we have that ∂∂¯K is invariant under the left action of Sp(∞).
Proof. – Using (3.2.5) we get, assuming that b is a trace class operator and that
a = Identity+ trace class operator, that
K(Y )−K(Z)= 2" trace log(b¯Z+ a¯)
as the right-hand side is the real part of a function holomorphic in Z we get that its ∂∂¯ vanishes.
The general case is deduced by density. ✷
THEOREM. – Using the identification (3.2.6) we have
K(Z)= trace log(1+ b†b).(3.2.8)
Proof. – We have
Z = ba¯−1, Z† = ((aT)−1)b†,
therefore
det(1−Z†Z)= det(1− (aT)−1b†ba¯−1);
then we get
= det((aT)−1(aTa¯ − b†b)a¯−1)= (det(aTa¯))−1,
and using (3.2.1) we get the result. ✷
4. Kähler potential and Berezinian representation
4.1. Kähler potential
To the map Ug defined in (3.1.7) we associate a map Ψ : Diff(S1) →D∞ defined by:
Ψ (g)=Ug(Z0) where Z0 is the based point defined in (3.2.3).(4.1.0)
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By abuse of notations we shall denote K ◦ Ψ still by K . Given g ∈ Diff(S1), we define the
kernel:
Bg(z, ζ )=
∑
j,k>0
cj,k(g)z
j ζ k,
where cj,k(g)= 12π
2π∫
0
exp
(−√−1(jθ + kg−1(θ)))dθ.(4.1.1)
THEOREM. – The operator bg has the following expression:
(
bg(φ)
)
(z)= 1
2π
∫
S1
Bg(z, ζ )φ(ζ )
dζ
ζ
, φ ∈H−.(4.1.2)
In the same spirit
(
b†gbg(φ)
)
(z¯)= 1
2π
2π∫
0
Cg(z¯, ζ )φ(ζ )
dζ
ζ
, Cg(z¯, ζ ) :=
∑
j,l>0
z¯j ζ l
√
j l
∑
k
1
k
c¯k,j ck,l.(4.1.3)
Then
trace(b†gbg)=
∑
j,k>0
j
k
|cj,k|2.(4.1.4)
We have the invariance properties:
K(g)=K(g−1), K(gγ )=K(g), γ ∈ S1,(4.1.5)
in particular K(g) defines a function on Diff(S1)/S1.
Proof. – We consider the orthonormal basis αk exp(ikθ), where αk = k−1/2. Consider the
coefficients of the operator Ug in this basis: cˆj,k = αjαk(exp(ijθ)|Ug(exp−ikθ))); then
cˆj,k = αk
αj
cj,k.
The operator b†b has coefficients in this orthonormal basis:
1
αjαl
∑
k
αkc¯j,kαkcl,k.
By an integration by part
ck,l(g)= i
l
∫
exp
(−i(lθ + kg−1(θ)))(−ik(g−1)′(θ))dθ = k
l
cl,k
(
g−1
)
,(4.1.6)
the last equality is obtained by making the change of variable g−1(θ)= φ.
Therefore ∑ l
k
∣∣ck,l(g)∣∣2 =∑ k
l
∣∣cl,k(g−1)∣∣2,
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relation which is the first order term of the expansion nearby b = 0 of trace(log(I + b†gbg)). For
‖bg‖< 1 we develop the logarithm in entire series which has for second term:
−1
2
trace
(
(b†gbg)
2)= −1
2
∑
j,k,l,m>0
jk
lm
c¯l,j (g)c¯m,j (g)cl,k(g)cm,k(g),
using (4.1.6) we prove the invariance of this last quantity when g → g−1. Proceeding along the
same lines we prove the same equality for all the coefficients of the power series and we get
(4.1.5)a for ‖bg‖< 1 and by analytic prolongation for all g.
Finally we want to prove the S1 invariance.
ck,l(gγ )=
2π∫
0
exp
(−i(kθ − lγ + lg−1(θ)))dθ = exp(ilγ )ck,l(g),
which imply K(gγ )=K(g). ✷
The functional K is relatively settled. It is of interest to know a priori some case where it is
finite as this is done in the next theorem.
THEOREM 4.1.7. – Given M and ε > 0, consider the class DM,ε of all diffeomorphisms
satisfying ‖g‖C3 M and g′(θ)  ε > 0, ∀θ ∈ S1. Then there exists M ′ <∞ which can be
computed from M,ε such that K(g)M ′ for all g ∈DM,ε .
Proof. –
ck,l
(
g−1
)= 2π∫
0
exp
(−i(k + l)ψk,l(θ))dθ,
where ψk,l is defined as the convex combination
ψk,l(θ)= l
k + l θ +
k
k + l g(θ).
If we assume ε < 1 and M > 1 then ψk,l ∈ DM,ε . We denote χ the diffeomorphism inverse of
ψk,l . Then making the change of variable θ = χ(θ ′),
ck,l(g)=
∫
exp
(−i(k+ l)θ ′)χ ′(θ ′)dθ ′.
Making a double integration by part
|ck,l|(k + l)2 
∫ ∣∣χ(3)(θ ′)∣∣dθ ′ M2,
where M2 is a constant depending only upon M and ε which comes from classical computation
of derivatives of the implicit function χ . Then
K(g)M22
∑
k,l>0
l
k
1
(k + l)4 :=M1 <∞. ✷
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LEMMA. – The differential of K is given by:
dK = trace(1+ b†b)−1((db)†b+ b†db).
Proof. – Denote c := b†b, then
d(c− c0)n = dc(c− c0)n−1 + (c− c0)dc(c− c0)n−2 + · · · + (c− c0)n−1 dc,
trace
(
d(c− c0)n
)= trace(n(c− c0)n−1 dc).
Developping c → log(1+ c) in Taylor series around the point c0 we get the result. ✷
PROPOSITION. – Denote ∇s the variation along the plane generated by cos sθ, sin sθ , then:
(∇ lsck,l)(g)= −il2π
2π∫
0
exp
(−ikg(φ)− ilφ)(es((0,1))cos(sg(φ))− es((1,0)) sin(sg(φ)))dφ.
(4.1.8)
Proof. – Let z ∈ diff(S1) then denote by ∂lz the derivative on the left associated to z, then:
(
∂lzck,l
)
(g)= −il
2π
2π∫
0
exp
(−i(kθ + lg−1(θ)))(g−1)′(θ)z(θ)dθ.
Making the change of variables φ = g−1(θ), we get the result. ✷
THEOREM 4.1.9 (Hong and Rajeev [4]). – The function 6K is the Kählerian potential of the
left invariant pseudo-Kählerian metric defined on Diff(S1) by (1.2.8).
Proof. – Given h ∈ diff(S1) the differentiation on the left
∂lhcj,k =
d
dε|ε=0
2π∫
0
exp
(−ilθ − ik(−εh(θ)+ g−1(θ)))dθ
= ik
2π∫
0
exp
(−ilθ − ikg−1(θ))h(θ)dθ.
We shall prove the identity at the identity element e; then cj,k(e)= 0; furthermore (∂hcj,k)(e)= 0
if h is antiholomorphic; therefore
〈
∂∂¯K, einθ ∧ e−inθ 〉=∑
k,l
l
k
k21(k + l = n)=
∑
k+l=n
kl = 1
6
(
n3 − n).
In order to prove the theorem at every point of Diff(S1) we shall proceed using homo-
geneity argument. On the Siegel infinite-dimensional disk D∞ the (1,1) form ∂∂¯K is in-
variant under the left action of symplectic group as shown in (3.2.7); using (4.1.0) we have
Ψ (g0g)=Ug0(Ψ (g)). ✷
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4.2. Berezinian representation
We recall the notion of Berezinian representation on a finite-dimensional complex symmetric
space M := G/H admitting a Kähler potential K . Then Berezin introduced on the trivial line
bundle over M the metric
exp(−cK) and the corresponding measure νc := exp(−cK)dm,
where dm is the Riemannian volume of M; for c large enough νc is of finite mass. Berezin
constructed a unitary representation σ on HL2νc (M) by
σ(v)Φ = LvΦ + 〈Lv,Ω2〉Φ, v ∈ G, the Lie algebra of G,(4.2.1)
where Ω2 is a 1-differential form defined on M , of type (0,1), which will uniquely determined
below in (4.2.3). The unitarity condition following the line of the proof of (2.4.1) can be written
as:
divνc (Lv)= 2"
(〈Lv,Ω2〉).(4.2.2)
Then it is possible to show that relation (4.2.2) implies that
Ω2 = ∂¯K.(4.2.3)
THEOREM 4.2.4. – The Neretin representation is Berezinian; more precisely the differential
form Ω1 constructed in (2.5.1) satifies the identity
6∂¯K1 =Ω1,(4.2.5)
where K =K1 ◦ π , π : Diff(S1) → Diff(S1)/S1.
Proof. – Consider the (0,1) form Γ = −6∂¯K1 + Ω1; then ∂Γ = ∂¯Γ = 0 which implies
dΓ = 0; therefore as M is contractible, there exists a function χ such that Γ = dχ . As Γ is
of type (0,1) we must have χ = h¯ with h holomorphic on M.
Furthermore by (4.1.5), we have ∂¯K1 is invariant under the infinitesimal action of L0.
The differential form Ω =∑ψ−s (Ps ◦ π) has its coefficients Ps ◦ π invariant under the right
action of er0. The diffferential forms ψk are right invariant and in particular invariant under the
action of er0; therefore Ω1 is invariant under L0. Finally Γ is invariant under L0. Using Cartan
formula (where we denote by i(∗) the interior product),
0 = d(i(L0)(Γ ))+ i(L0)dΓ which implies that 〈L0,dh〉 = constant.(4.2.6)
We expand in Taylor series the holomorphic function h nearby the origin and we split this
expansion in polynomials homogeneous in weight:
h=
∑
s0
Qs, weight(Qs)= s;
then
〈L0,dh〉 =
∑
s0
sQs(4.2.7)
combining (4.2.6) with (4.2.7) we obtain Qs = 0 for s > 0. ✷
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Appendix
We prove identity (2.1.4) of Part I. As it is not a priori known that Neretin construction gives
rise to a representation, we give a direct proof of this fact (Section A.6 and A.7). With the
embedding M → CN which sends f (z) = z(1 +∑+∞n=1 cnzn) to (cn)n1, following Kirillov,
we express the vector fields (Lk)k∈Z in terms of the (ci)i1. With this approach, we compute
in Section A.4 the components of the Lk as homogeneous polynomials in the (ci)i1 and
obtain generating functions for these polynomials. In Section A.5, we deduce more asymptotic
expansions related to the operators (Lk)k∈Z and to the representation. Moreover, in Section A.7,
we calculate the action of L−k , k  0, on the Neretin polynomials.
A.1. Polynomials associated to a univalent function
Consider:
f (z)= z
(
1+
∞∑
n=1
cnz
n
)
= z+
∞∑
n=1
cnz
n+1.(A.1.0)1
We have
zf ′(z)= z+
∞∑
n=1
(n+ 1)cnzn+1.(A.1.0)2
For n 0, k ∈ Z, j ∈ Z, we consider the homogeneous polynomials Pn+kn ,Qjn in the variables
(ci)i1 defined by:
z2
(
f ′(z)
f (z)
)2(
f (z)
z
)k
= 1+
∑
n1
Pn+kn zn and
f (z)2+j
z2+j
=
∑
n0
Q
j
nz
n(A.1.1)
then (
z
f ′(z)
f (z)
)(
f (z)
z
)k
= 1+
∑
n1
Pkn
(
f (z)
)n
.(A.1.2)
We obtain (A.1.2) after making the change of variable ξ = f (z) with the function
h(ξ)= (z f ′
f
)(
f (z)
z
)k in the integral contour 12iπ
∫
γ h(ξ)
dξ
ξj+1 .
If k  0, (A.1.2) can be rewritten as:
z1−kf ′(z)=
∞∑
j=0
Pk1+j+kf (z)
j+2 +
k∑
j=0
Pkk−j f (z)1−j .(A.1.3)1
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We denote
φk =−
k∑
j=0
Pkk−j f (z)1−j =−
(
1
f k−j
+ · · · + Pkk f
)
.(A.1.4)
If we write (A.1.2) with −k, (A.1.2) yields
z1+kf ′(z)=
∞∑
jk−1
P−k1+j−kf (z)
j+2.(A.1.3)2
If we expand f (z)j in sum of powers of z in (A.1.2) or (A.1.3), then match the coefficients of zn,
we get
k+n∑
j=0
Pkj Q
j−1−k
n+k−j = (n+ k + 1)cn+k.(A.1.5)
The polynomials Qjn are given by the expansion:
1
f (z)p
= 1
zp
[
1−pc1z+
(
p(p+ 1)
2
c21 −pc2
)
z2
+
(
p(p + 1)c1c2 − pc3 − p(p + 1)(p+ 2)3! c
3
1
)
z3 + V4z4 + V5z5 + · · ·
]
,
(A.1.6)
where
V4 = p(p+ 1)c1c3 − pc4 + p(p+ 1)2 c
2
2 −
p(p+ 1)(p+ 2)
2
c21c2 +
p(p+ 1)(p+ 2)(p+ 3)
4! c
4
1,
V5 = p(p+ 1)c2c3 + p(p+ 1)c1c4 − pc5 − p(p+ 1)(p+ 2)2 c1c
2
2 −
p(p+ 1)(p+ 2)
2
c21c3
+ p(p+ 1)(p+ 2)(p+ 3)
3! c
3
1c2 −
p(p+ 1)(p+ 2)(p+ 3)(p+ 4)
5! c
5
1.
We compute the Pkn with the expansion of z2(
f ′(z)
f (z)
)2( f (z)
z
)j in powers of z, we obtain:
P
p
0 = 1,
P
p
1 = (p+ 1)c1,
P
p
2 = (p+ 2)c2 +
p2 −p− 4
2
c21,
P
p
3 = (p+ 3)c3 +
(
p2 − p− 8)c1c2 + (p− 3)(p− 5)(p+ 2)6 c31,
P
p
4 = (p+ 4)c4 +
(
p2 − p− 14)c1c3 + p2 − p− 122 c22(A.1.7)
+ (p− 6)(p
2 − p− 10)
2
c21c2 +
(p− 6)(p− 7)(p2 − p− 8)
24
c41,
P
p
5 = (p+ 5)c5 +
(
p2 − p− 22)c1c4 + (p− 7)(p2 − p− 14)2 c1c22
+ (p− 7)(p
2 − p− 16)
2
c21c3 +
(p− 7)(p− 8)(p+ 3)(p− 4)
6
c31c2
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+ (p− 7)(p− 8)(p− 9)(p
2 − p− 10)
120
c51 +
(
p2 − p− 18)c2c3.
For the (φk)k0, it gives:
φ0 =−f,
φ1 =−1− 2c1f,
φ2 =− 1
f
− 3c1 −
(
4c2 − c21
)
f,(A.1.8)
φ3 =− 1
f 2
− 4c1 1
f
− (c21 + 5c2)− P 33 f,
φ4 =− 1
f 3
− 5c1 1
f 2
− (4c21 + 6c2) 1f − P 43 −P 44 f,
P 00 = 1,
P 11 = 2c1, P 10 = 1,
P 22 = 4c2 − c21, P 21 = 3c1, P 20 = 1,
P 33 = 6c3 − 2c1c2, P 32 = c21 + 5c2, P 31 = 4c1,
P 44 = 8c4 − 2c1c3 − 2c21c2 + c41, P 43 =−c31 + 4c1c2 + 7c3, P 42 = 4c21 + 6c2,
P 55 = 10c5 − 2c1c4 − 6c1c22
− 4c21c3 + 8c31c2 − 2c51 + c2c3,
(A.1.9)
A.2. The algebra of operators Lk
For a function φ(z, c1, c2, . . . , cn, . . .), we denote by ∂nφ = ∂∂cn φ the partial derivative of φ
with respect to the variable cn and by ′ = ∂z the derivative with respect to z. For n 1,
∂n
[
f (z)
]= zn+1, ∂1[f ′(z)]= 2z.(A.2.1)
In the same way ∂n[zf ′(z)] = (n + 1)zn+1, then ∂n[zk+1f ′(z)] = (n + 1)zn+k+1 and for any
n 1,
∂n∂z = ∂z∂n.(A.2.2)
For any n 2, f (z) is satisfies:
∂n∂z
[
f (z)
]= (n+ 1)∂n−1[f (z)].(A.2.3)
Remark. – Because of (A.2.3) and the second relation in (2.1), we put ∂0 = 12∂1∂z and
∂−1 = ∂0∂z. We have ∂0[f (z)] = z and ∂−1[f (z)] = 1. We see that ∂0∂z = ∂z∂0 and ∂−1∂z =
∂z∂−1. Moreover ∂−1∂z[f (z)] = 0.
For k  1, we define the first-order differential operators:
Lk = ∂k +
∞∑
n=1
(n+ 1)cn∂n+k.(A.2.4)
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From (A.1.0)2 and (A.2.4), we see that f (z) is solution of the partial differential equation:
Lk
(
f (z)
)= zk+1f ′(z) for k  1.(A.2.5)
Since ∂n∂z = ∂z∂n for any n 1 and since the coefficients of Lk do not depend upon z, for any
k  1, we have
Lk∂z = ∂zLk.(A.2.6)
Thus, for any integer p, and k  1,
Lk
(
zp
f p
)
= zk+1zp
(
1
f p
)′
= zk+1
(
zp
f p
)′
− pzk z
p
f p
,
Lk
(
zp
(
f ′
f
)p)
= zk+1
(
zp
(
f ′
f
)p)′
+ kpzkzp
(
f ′
f
)p
,(A.2.7)
Lk
[
z2
(
f ′
f
)2(
f
z
)p]
= zk+1
(
z2
(
f ′
f
)2(
f
z
)p)′
+ (2k +p)z2
(
f ′
f
)2(
f
z
)p
.
For any k  1, p  1, we have
[Lk,Lp] = (k − p)Lk+p.(A.2.8)
A.3. Calculation of asymptotic expansions with recurrence formulas
1
f p
= 1
zp
(
1+
∑
n1
V
p
n z
n
)
,(A.3.1)
where V pn are homogeneous polynomials in the (ci)i1 and n,p are indices. Given the
asymptotic expansion of 1/f p , we compute easily the asymptotic expansion of 1/f p+1 since
∂
∂ci
(
1
f p
)
=−p z
i+1
f p+1
.
In this way, we obtain ∂
∂ci
V
p
n = 0 if n < i and V p+1n =− 1p ∂∂ci V
p
n+i if n 0.
The operators (Lk)k1 allow to calculate the asymptotic expansion of 1/f p independently of
that of 1/f p−1. We replace 1/f p by (A.3.1) in the first equation (A.2.7). We obtain:
Lk(Vn)=
{
0 if n < k,
(n− k − p)Vn−k if n k.(A.3.2)
We have V1 = −pc1, we determine V2 = αc21 + βc2 with the conditions L2(V2) = −p
and L1(V2) = (1 − p)V1. We find V2 = p(p+1)2 c21 − pc2. In the same way, we calculate
V3 = p(p + 1)c1c2 − pc3 − p(p+1)(p+2)6 c31 . . . .
To compute the polynomials PPn , n 0, p ∈ Z, we replace in the third equation (A.2.7) the
function z2( f
′
f
)2( f
z
)p by its asymptotic expansion in powers of z and we match the coefficients,
we obtain for k  1:
Lk
(
P
j
n
)= { (k + j)P j−kn−k if n k,
0 if n < k.
(A.3.3)
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With the homogeneity conditions on the polynomials, we deduce from Pp0 = 1 the other
polynomials Pp1 ,P
p
2 , . . . .
A.4. The operators L−p for p 0
We aim to define sequence of operators L−p for p  0 such that L−p is of the form:
L−p =
∞∑
n=1
A
p
n∂n,(A.4.1)
where Apn are functions of the (ci)i1 and depend upon p.
Thus, we shall have:
L−p
(
f (z)
)= ∞∑
n=1
A
p
n∂n
[
f (z)
]= ∞∑
n=1
A
p
nz
n+1(A.4.2)
and for p  0,
A
p
n = 12iπ
∫
∂D
L−p[f (z)]
zn+2
dz= L−p(cn).(A.4.3)
Expanding (A.4.2) in powers of f (z), we see that L−p(f (z)) is of the form:
L−p
(
f (z)
)=∑
n0
Bn
(
f (z)
)n+2
,(A.4.4)
where Bn is a homogeneous polynomial in the (ci)i1.
PROPOSITION. – For p  0, assume that (see (A.1.3)1)
L−p
(
f (z)
)= ∞∑
j=0
P
p
1+j+pf (z)
j+2(A.4.5)1
then Apn is uniquely determined in (A.4.1); we have
L−p = Ppp+1
∂
∂c1
+ (2c1Ppp+1 + Ppp+2) ∂∂c2
+ ((c21 + 2c2)Ppp+1 + 3c1Ppp+2 +Ppp+3) ∂∂c3(A.4.5)2
+ ((2c1c2 + 2c3)Ppp+1 + (3c21 + 3c2)Ppp+2 + 4c1Ppp+3 + Ppp+4) ∂∂c4 + · · · .
For any j  1, we have
[Lj ,L−p] = (j + p)Lj−p.(A.4.6)
Proof. – We determine Apn in order that:
L−p
(
f (z)
)= ∞∑
j=0
P
p
1+j+pf (z)
j+2 = z1−pf ′(z)−
p∑
j=0
P
p
p−j f (z)
1−j
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= z1−pf ′(z)− 1
f p−1
−
(
P
p
1
f p−2
+ P
p
2
f p−3
+ · · · + Ppp f
)
(A.4.5)3
= z1−pf ′(z)+ φp.
For that purpose, we replace f (z)j in (A.4.5)3 by its asymptotic expansion in powers of z and
we find:
A
p
n = (n+ 2p)cn+p + homogeneous polynomial of degree n+ p
in the variables c1, c2, . . . , cn+p−1.
(A.4.7)
If we consider the polynomials Qjn defined by (A.1.1), then
A
p
n = (n+ p+ 1)cn+p −Q−1−pn+p −
p∑
j=1
P
p
j Q
j−1−p
n+p−j
=Q0n−1Ppp+1 +Q1n−2Ppp+2 + · · · +Qn−10 Ppp+n,
(A.4.8)
where the second equality in (A.4.8) comes from (A.1.5). Let p  0, with the choice (A.4.7) of
A
p
n , we prove (A.4.6) as follows: Consider two operators J1 = ∑n1 B1n∂n and
J2 =∑n1 B2n∂n, the condition J1[f (z)] = J2[f (z)] gives∑n1 B1nzn+1 =∑n1B2nzn+1, thus
by the unicity of the asymptotic expansion, we deduceB1n = B2n for any n 1 and J1 = J2. Con-
sequently, to prove (A.4.6), it is enough to verify:
[Lj ,L−p]
(
f (z)
)= (j + p)Lj−p(f (z)).(A.4.9)
We compute the left side of (A.4.9),
Lj
[
L−k
(
f (z)
)]= Lj [z1−kf ′(z)+ φk] = z1−k(zj+1f ′(z))′ +Lj [φk].
We have
Lj [φk] = ∂φk
∂f
Lj
[
f (z)
]− k∑
s=0
Lj
[
Pks
] 1
f k−s−1
= zj+1φ′k −
k∑
s=j
Lj
[
Pks
] 1
f k−s−1
.
(A.4.10)
On the other hand
L−k
[
Lj
(
f (z)
)]= z1+j(L−k[f (z)])′ = z1+j (z1−kf ′(z))′ + z1+jφ′k.(A.4.11)
Thus, using (A.3.3), we obtain:
Lj
[
L−k
(
f (z)
)]−L−k[Lj (f (z))]= (k + j)z1+j−kf ′(z)− k∑
s=j
Lj
[
Pks
] 1
f k−s−1
= (k + j)z1+j−kf ′(z)+ (k + j)φk−j = (k + j)Lj−k
[
f (z)
]
.
This proves (A.4.9).
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We see that the knowledge of L0 and the condition, for any k  0,
[Lk,L−p] = (k + p)Lk−p
determines completly the coefficients Apk . We have:
LkL−p −L−pLk = Lk
(
A
p
1
) ∂
∂c1
+Lk
(
A
p
2
) ∂
∂c2
+ · · · − 2Ap1
∂
∂c1+k
− 3Ap2
∂
∂c2+k
+ · · ·
=
{
(k +p)Ap−k1 ∂∂c1 + (k +p)A
p−k
2
∂
∂c2
+ · · · if p  k,
(k +p)( ∂
∂ck−p + 2c1 ∂∂ck−p+1 + · · · + (n+ 1)cn ∂∂ck−p+n · · ·
)
if k > p.
By identifying the coefficients of ∂
∂cn
, we obtain:
Lk
(
A
p
n
)= { (n− k + 1)Apn−k + (k + p)Ap−kn if p  k,
(n− k + 1)Apn−k + (k + p)(n− k + p+ 1)cn−k+p if p < k
(A.4.12)
with the convention A−j = 0 if j  0, c0 = 1, c−j = 0 if j > 0. In this way, we find (compare
with (A.4.5)2):
L0 = c1 ∂
∂c1
+ 2c2 ∂
∂c2
+ 3c3 ∂
∂c3
+ · · · + ncn ∂
∂cn
+ · · · ,
L−1 =
(
3c2 − 2c21
) ∂
∂c1
+ (4c3 − 2c1c2) ∂
∂c2
+ · · · + ((n+ 2)cn+1 − 2c1cn) ∂
∂cn
+ · · · ,
L−2 =
(
5c3 + 2c31 − 6c1c2
) ∂
∂c1
+ (6c4 − 5c22 − 2c1c3 + 4c21c2 − c41) ∂∂c2
+ (7c5 − 6c2c3 + 3c1c22 − 2c1c4 + 4c21c3 − 4c31c2 + c51) ∂∂c3 + · · · ,
L−3 =
(
7c4 − 3c22 − 8c1c3 + 6c21c2 − c41
) ∂
∂c1
+ (2c51 − 8c31c2 + 4c21c3 − 2c1c4 + 10c1c22 − 12c2c3 + 8c5) ∂∂c2 + · · · ,
L−4 =
(
9c5 − 6c2c3 − 10c1c4 + 3c1c22 + 6c21c3 − c51
) ∂
∂c1
+ · · · .
(A.4.13)
PROPOSITION. – Let
Lk = ∂k +
∞∑
n=1
(n+ 1)cn∂n+k for k  1,
L−k =
∑
n1
Akn∂n for k  0,
(A.4.14)
where Akn the homogeneous polynomial of degree n+ k in the (ci)i1 given by (A.4.7), then for
any m,n ∈ Z:
[Lm,Ln] = (m− n)Lm+n.(A.4.15)
Proof. – We did the proof for m ∈ Z, n 1. We extend to all values of n ∈Z using the Jacobi
identity on the vector fields Lk , and a recursion argument.
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For the polynomials Akn, k  1, n 0, we have generating functions:
PROPOSITION. – For j  1 and n 0, let L−n =∑j1 Anj ∂∂cn where Anj are the polynomials
defined by (A.4.7). We consider the polynomials Qjn defined by (A.1.1), then
zn+2 (f
′)2
f 2
(
Q0n−1
f
+ Q
1
n−2
f 2
+ Q
2
n−3
f 3
+ · · · + nc1
f n−1
+ 1
f n
)
= 1+ 2c1z+ 3c2z2 + 4c3z3 + · · · + ncn−1zn−1 +
∑
p0
A
p
nz
p+n.
(A.4.16)
In particular, we have
z3
(f ′)2
f 3
= 1+
∑
n1
An−11 z
n,
z4
(f ′)2
f 2
(
2c1
f
+ 1
f 2
)
= 1+ 2c1z+
∑
p0
A
p
2 z
p+2,
z5
(f ′)2
f 2
(
c21 + 2c2
f
+ 3c1
f 2
+ 1
f 3
)
= 1+ 2c1z+ 3c2z2 +
∑
p0
A
p
3 z
p+3,
z6
(f ′)2
f 2
(
2c3 + 2c1c2
f
+ 3c2 + 3c
2
1
f 2
+ 4c1
f 3
+ 1
f 4
)
(A.4.17)
= 1+ 2c1z+ 3c2z2 + 4c3z3 +
∑
p0
A
p
4 z
p+4,
z7
(f ′)2
f 2
(
c22 + 2c4 + 2c1c3
f
+ 3c3 + 6c1c2 + c
3
1
f 2
+ 4c2 + 6c
2
1
f 3
+ 5c1
f 4
+ 1
f 5
)
= 1+ 2c1z+ 3c2z2 + 4c3z3 + 5c4z4 +
∑
p0
A
p
5 z
p+5.
Proof. – We put, for n 1,
ψn = zn+2 (f
′)2
f 2
(
Q0n−1
f
+ Q
1
n−2
f 2
+ Q
2
n−3
f 3
+ · · · + nc1
f n−1
+ 1
f n
)
and as convention ψ−n = 0, if n 0. For s  1, we verify that:
Ls(ψn)= z1+sψ ′n + (2s − n)zsψn + (n− s + 1)zsψn−s .(A.4.18)
On the other hand, the asymptotic expansion of ψn is of the form:
ψn = 1+
∑
p1
β
p
n z
p,(A.4.19)
where βpn is a homogeneous polynomial of degree p. The system of partial differential
equations (A.4.18) determines completely ψn when ψn has the form (A.4.19) and ψ1 is known.
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Thus, to obtain (A.4.16), it is enough to prove that
ψ˜n = 1+ 2c1z+ 3c2z2 + 4c3z3 + · · · + ncn−1zn−1 +
∑
p0
A
p
nz
p+n
satisfies also (A.4.18). This comes from (A.4.12).
Remark. – We can also deduce (A.4.16) directly form the identity (A.1.5)–(A.4.8). The left
side of (A.4.16) can be expressed with a integral contour.
PROPOSITION. – We put:
In = 12iπ
∫
∂D
f (t)2
t2
1
(f (t)− f (z))
dt
tn
(A.4.20)
then
ψn = zn+2 (f
′)2
f 2
(
Q0n−1
f
+ Q
1
n−2
f 2
+ Q
2
n−3
f 3
+ · · · + nc1
f n−1
+ 1
f n
)
= f ′(z)− zn+2 (f
′)2
f 2
In.
(A.4.21)
Proof. – A residue calculus of the integral Ik .
A.5. Asymptotic expansions related to [L−k,L−p] = (p− k)L−(p+k)
The condition
[L−k,L−p] = (p− k)L−(p+k)(A.5.1)
for k  0, p  0, is equivalent to
φk
∂φp
∂f
− φp ∂φk
∂f
=
p∑
j=0
L−k
(
P
p
j
) 1
f p−j−1
−
k∑
j=0
L−p
(
Pkj
) 1
f k−j−1
− (p− k)
p+k∑
r=0
P
p+k
r
1
f p+k−r−1
.
(A.5.2)
We put as a convention Ppj = 0 if j < 0 or if j > p. Then we can write the sums in (A.5.2) as
series, and matching equal powers of 1/f , we obtain the condition for 0 r  p+ k,
−
∑
j,s,j+s=r
(p− k + j − s)P kj Pps = L−k
(
P
p
r−k
)−L−p(Pkr−p)− (p− k)Pp+kr(A.5.3)
with 0 j  k and 0 s  p.
For p+ k = r , (A.5.3) reduces to
L−k
(
P
p
p
)−L−p(Pkk )= (p− k)Pp+kp+k .(A.5.4)
To discuss (A.5.3)–(A.5.4), we shall need the following lemma:
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LEMMA. – Let k ∈ Z and let hk = z2( f ′f )2( fz )k = 1+
∑
n1 P
n+k
n z
n
, we have for j  0,
L−j (hk)= z1−jh′k + (k − 2j)z−jhk +
[
(k − 2)φj
f
+ 2∂φj
∂f
]
hk.(A.5.5)
Moreover
ψj =
[
(k − 2)φj
f
+ 2∂φj
∂f
]
hk =
∑
n−j
B
j
nz
n
satisfies for s  1:
Ls(ψj )= z1+sψ ′j + (k + 2s)zsψj + (s + j)ψj−s(A.5.6)
with the convention ψn = 0 if n < 0. The polynomials Bjn satisfy
Ls
(
B
j
n
)= (n+ s + k)Bjn−s + (s + j)Bj−sn .(A.5.7)
For (A.5.5) and (A.5.6), the proof is a verification. We deduce (A.5.7) from (A.5.6).
(A.5.4) is a consequence of the following proposition:
PROPOSITION. – Let h= z2( f ′
f
)2, then for any j  1,
2h
(
∂φj
∂f
− φj
f
)
= 2z2
(
f ′
f
)2(∂φj
∂f
− φj
f
)
= 2z2
(
f ′
f
)2 ∑
0sj
(j − s)P js
f j−s
= Lj (P
j
j )
zj−1
+ Lj−1(P
j
j )
zj−1
+ · · · +
∑
n0
L−n(P jj )z
n.
(A.5.8)
Remark that we can also express (A.5.8) as:
L−n
(
P
j
j
)= 1
2iπ
∫
∂D
2z2
(
f ′
f
)2(∂φj
∂f
− φj
f
)
dt
tn+1
.(A.5.9)
Proof. – From (A.5.5) with k = 0,
L−j (h)= z1−jh′ − 2jz−jh− 2
[
φj
f
− ∂φj
∂f
]
h(A.5.10)
thus
ψj = 2
[
∂φj
∂f
− φj
f
]
h= 2h
(
j
f j
+ (j − 1)P
j
1
f j−1
+ · · · + (j − n)P
j
n
f j−n
+ · · · + 2P
j
j−2
f 2
)
= L−j (h)− z1−jh′ + 2jz−jh=
H
j
−j
zj
+ H
j
−j+1
zj+1
+ · · · +
∑
n0
H
j
n z
n.
(A.5.11)
Since Lj(P jj )= 2j and Lj−1(P jj )= 2c1(2j − 1), we verify immediately that in the asymptotic
expansion (A.5.8)–(A.5.11), we have Hj−j = Lj(P jj ) and Hj−j+1 = Lj−1(P jj ). We prove now
(A.5.8): For s  1,
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Ls(ψj )= z1+sψ ′j + 2szsψj + (s + j)ψj−s(A.5.12)
with the convention that ψj = 0 if j < 0. With (A.5.12), we deduce that the polynomials Hjn in
the asymptotic expansion (A.5.11) satisfy for s  1:
Ls
(
H
j
n
)= (n+ s)H jn−s + (s + j)H j−sn .(A.5.13)
On the other hand, let
K
j
n = L−n
(
P
j
j
)
we verify that Kjn satisfy also (A.5.13). Since the two sequences of polynomials have the same
initial data, they are equal. This proves (A.5.8).
COROLLARY. – The relation (A.5.4) holds.
Proof. – For h = z2( f ′
f
)2, then L−j (h) = ∑n1 L−j (P nn )zn. In (A.5.9), we replace
2h(∂φj
∂f
− φj
f
) by its asymptotic expansion given by (A.5.8). This proves (A.5.4).
The proposition (A.5.8) extends as follows:
PROPOSITION. – If 0 u, for any k ∈ Z, we have
z2
(
f ′
f
)2 ∑
0s<u
(k − 2s + u)
f u−s
P ks =
∑
−un
L−n
(
Pku
)
zn
= Lu(P
k
u )
zu
+ Lu−1(P
k
u )
zu−1
+ · · · +
∑
n0
L−n(P ku )zn.
(A.5.14)
With (A.3.3) and (A.1.7), we compute the first term in the expansion:
Lu
(
Pku
)= (k + u), Lu−1(P ku )= (k + u− 1)(k− u+ 2)c1.
Proof. – Let
Gk,u = z2
(
f ′
f
)2 ∑
0s<u
(k − 2s + u)
f u−s
P ks =
∑
n−u
Hk,un z
n.(A.5.15)
For s  1,
Ls(Gk,u)= zs+1(Gk,u)′ + 2szsGk,u + (s + k)Gk−s,u−s(A.5.16)
with the convention that Gk,u = 0 if u < 0. In (A.5.16), we replace the function Gk,u by its
asymptotic expansion
∑
n−u H
k,u
n z
n
. It gives the following conditions on the homogeneous
polynomials Hk,un . For p −u,
Ls
(
Hk,up
)= (s + p)Hk,up−s + (s + k)Hk−s,u−sp .(A.5.17)
Since for n  0, Hk,u−u+n is a homogeneous polynomial of degree n, the H
k,u
−u+n are uniquely
determined by (A.5.17) and the initial condition Hk,u−u = (k + u).
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With (A.5.17), we find Hk,u−u+1 = [(2− u)(k + u)+ (1+ k)(k + u− 2)]c1, . . . .
We put for 0  u  k, Kk,un = L−n(P ku ). For s  1, we use (A.4.6) and (A.3.3) to compute
Ls(K
k,u
n ). The Kk,un satisfy the system of equations (A.5.17) with the same initial condition
K
k,u
n = (k + u). Thus Hk,un = L−n(P ku ). This proves (A.5.14).
COROLLARY. – Let hk = z2( f ′f )2( fz )k , then for 0 u, k ∈ Z,
L−p
(
Pku
)= ∑
0j<u
(k − 2j + u)P kj
∫
∂D
h−(u−j)
dt
t1+p+u−j
.(A.5.18)
Proof. – In (A.5.15), the coefficient Hk,un is given by:
Hk,un =
1
2iπ
∫
∂D
Gk,u
dt
tn+1
.
We have
1
2iπ
∫
∂D
Gk,u
dt
tn+1
=
∑
0s<u
(k − 2s + u)P ks
1
2iπ
∫
∂D
t2
(
f ′
f
)2 1
f u−s
dt
tn+1
and we find the right side of (A.5.18).
For 0 u k, the asymptotic expansion (A.5.14) is a consequence of (A.4.15)–(A.5.1) as is
proved in the following lemma:
LEMMA. – The relation (A.5.3) is equivalent to (A.5.18).
Proof. – We shall use the residue form of Ppr−k . For 0 r  p+ k,
P
p
r−k =
1
2iπ
∫
∂D
t2
(
f ′
f
)2 f p−r+k
tp+1
dt .(A.5.19)
Thus
L−k
(
P
p
r−k
) = 1
2iπ
∫
∂D
L−k
[
t2
(
f ′
f
)2
f p−r+k
tp−r+k
]
dt
tr−k+1
= 1
2iπ
∫
∂D
L−k[hp−r+k] dt
tr−k+1
.
(A.5.20)
We calculate L−k[hp−r+k] with (A.5.5)
L−k
(
P
p
r−k
)= 1
2iπ
∫
∂D
t1−kh′p+k−r + (p− r + k − 2k)t−khp+k−r
dt
tr−k+1
+ 1
2iπ
∫
∂D
[
(p− r + k − 2)φk
f
+ 2∂φk
∂f
]
hp+k−r
dt
tr−k+1
= (p− k)P r+kr +
k∑
j=0
(k − 2j − p+ r)P kj
1
2iπ
∫
∂D
t2
(
f ′
f
)2 f p−r+j
tp+1
dt
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= (p− k)P r+kr +
k∑
j=0
(k − 2j − p+ r)P kj
1
2iπ
∫
∂D
hp−r+j
dt
tr−j+1
= (p− k)P r+kr +K,
where at the second step, we replace hp+k−r by its asymptotic expansion in the first term and φk
by φk =−∑kj=0 Pkj 1f k−j−1 in the second term. If j > r , there is no residue for the integral
1
2iπ
∫
∂D
hp−r+j
dt
tr−j+1
.
Thus
K =
inf(k,r)∑
j=0
(k − 2j −p+ r)P kj
1
2iπ
∫
∂D
hp−r+j
dt
tr−j+1
=
∑
0j<r−p
(k − 2j − p+ r)P kj
1
2iπ
∫
∂D
hp−r+j
dt
tr−j+1
+
∑
r−pjinf(k,r)
(k − 2j − p+ r)P kj Ppr−j .
With the convention Ppj = 0 if j < 0 or if j > p as in (A.5.3), we have for the last term:∑
r−pjinf(k,r)
(k − 2j − p+ r)P kj Ppr−j =
∑
0jk
(k − 2j −p+ r)P kj Ppr−j
and to prove (A.5.3) is the same as to prove
L−p
(
Pkr−p
)= ∑
0jr−p
(k − 2j − p+ r)P kj
1
2iπ
∫
∂D
hp−r+j
dt
t1+r−j
.
We put r = p+ u, this gives (A.5.18) and proves the lemma.
A.6. More asymptotic expansions and polynomials found with the (Lk)k1
We consider functions φ(z, c1, c2, . . . , cn, . . .) which satisfy for any k  1, the partial
differential equation:
Lk(φ)= zk+1φ′ + αkzkφ′ + βk(z),(A.6.1)
where αk is a constant, βk(z) =∑p0 bp,kzp is a polynomial in z independent of the (ci)i1,
and bp,k are constants. Thus the linear operator Zk defined by
Zkφ = zk+1∂zφ + αkzkφ(A.6.2)
is independent of the (ci)i1.
PROPOSITION. – Consider φ(z) =∑n0Pnzn where for any n  0, Pn is a function of the
(ci)i1. Assume that φ(z) is a solution of (A.6.1) for any k  1, then the sequence (Pn)n0 is
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such that
Lk(Pn)=
{
bn,k for n k − 1,
(n− k + αk)Pn−k + bn,k for n k.(A.6.3)
Proof. – We identify the coefficients of zn to obtain Lk(Pn). The operator Lk is a derivation
and we obtain Lk(z f
′
f
) = z(Lk(f )
f
)′. Then we match the coefficients of zn in the asymptotic
expansions.
For the following asymptotic expansions:
1
f
,
zp
f p
, u= zf
′
f
, up, v = u
′
u
, z
f ′′
f ′
(A.6.4)
the coefficient of zn for n 1 is a homogeneous polynomial in the variables c1, c2, . . . , cn, and
we have an equation of the type (A.6.1). For example:
u= zf
′
f
= 1+ c1z+ · · · = 1+
∞∑
n=1
Qnz
n,
Lk
(
z
f ′
f
)
= z
(
zk+1 f
′
f
)′
= zk+1
(
z
f ′
f
)′
+ kzk
(
z
f ′
f
)
thus Lk(Qn)= nQn−k for n k + 1,
Lk(Qk)= k and Lk(Qn)= 0 for n k − 1,
(A.6.5)
u′
u
= 1
z
+ f
′′
f ′
− f
′
f
= c1 +
∑
n1
Tnz
n,
z
f ′′
f ′
= 2c1z+
(
6c2 − 4c21
)
z2 + · · · =
∑
n1
Rnz
n,
Lk
(
f ′′
f ′
)
= k(k + 1)zk−1 + zk+1
(
f ′′
f ′
)′
+ (k + 1)zk f
′′
f ′
thus Lk(Rn)= nRn−k for n k + 1,
Lk(Rk)= k(k + 1) and Lk(Rn)= 0 for n k − 1.
(A.6.6)
PROPOSITION. – Let
P(z)= hzf
′
f
+ czf
′′
f ′
=
∑
n0
Pnzn,(A.6.7)
where h and c are two constants, then
Lk(Pn)= nPn−k +
(
ck(k+ 1)+ hk)δk,n.(A.6.8)
Proof. – We use (A.6.5)–(A.6.6).
PROPOSITION. – Assume that φ is a solution of:
Lk(φ)= zk+1φ′ + (k + 1)zkφ + k(k + 1)zk−1,(A.6.8)
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then w = φ′ − 12φ2 is a solution of:
Lk(w)= zk+1w′ + 2(k+ 1)zkw+ k
(
k2 − 1)zk−2.(A.6.9)
Proof. –
Lk(φ
′)= zk+1φ′′ + 2(k+ 1)zkφ′ + k(k + 1)zk−1φ + k(k2 − 1)zk−2,
Lk
(
φ2
)= zk+1(φ2)′ + 2(k + 1)zkφ2 + 2k(k + 1)zk−1φ.
From these two equalities, we deduce immediately (A.6.9).
COROLLARY. – Consider the Schwarzian derivative S(f )= ( f ′′
f ′ )
′ − 12 ( f
′′
f ′ )
2
. Let
Ph,c(z)= hz2 (f
′)2
f 2
+ cz2S(f )=
∑
n0
Ph,cn zn
= h+ 2c1hz+
[
h
(
4c2 − c21
)+ 6c(c2 − c21)]z2(A.6.10)
+ [h(6c3 − 2c1c2)+ c · · ·]z3 + · · · ,
where h and c are two constants; then
Lk(Pn)= (n+ k)Pn−k +
(
2hk + ck(k2 − 1))δk,n.(A.6.11)
Proof. – The function z f ′′
f ′ satisfies (A.6.8), see (A.6.6). Thus the Schwarzian derivative
w1 = S(f ) satisfies (A.6.9). On the other hand, from (A.2.7), we see that w2 = ( f ′f )2 satisfies:
Lk(w2)= zk+1w′2 + 2(k+ 1)zkw2.
A.7. The relation L−k(Pp)−L−p(Pk)= (p− k)Pp+k , for p  0, k  0
We consider the identity for k  0, p  0,
L−k(Pp)−L−p(Pk)= (p− k)Pp+k(A.7.1)
and sequences of homogeneous polynomials which satisfy (A.7.1). If (Un)n0 and (Vn)n0
satisfy (A.7.1), then for any constants h and c, (hUn + cVn)n0 also satisfy (A.7.1). For the
function Ph,c(z) of (A.6.10), we shall prove that the polynomials Ph,cn satisfy (A.7.1). When
c= 0 and h = 0, the relation (A.7.1) has been proved for Pp = Ppp in (A.5.4) (see the corollary
of (A.5.8)). In the following, we prove (A.7.1) when h= 0 and c = 0.
THEOREM. – The polynomials Pn defined by:
z2S(f )=
∑
n0
Pnzn(A.7.2)
satisfy (A.7.1).
Proof. – We haveP0 =P1 = 0. We first consider the case where k = 1 in (A.7.1) and we prove
that for any p  1, the sequence of polynomials Pn satisfy:
L−1(Pp)= (p− 1)Pp+1(A.7.3)
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we compute L−1( f
′′
f ′ )= ( f
′′
f ′ )
′
, thus
L−1S(f )=
(
S(f )
)′(A.7.4)
and we replace in (A.7.4) the functions by their asymptotic expansions.
To prove the theorem for any k, we use the following lemma:
LEMMA. – Let φ = f ′′/f ′, we have:
L−k(φ)= k(k − 1)z−(k+1)+ (1− k)z−kφ + z1−kφ′ + ∂
2φk
∂f 2
f ′,(A.7.5)
L−k
(
S(f )
)=−k(k2 − 1)z−(k+2) + 2(1− k)z−kS(f )+ z1−k(S(f ))′ + ∂3φk
∂f 3
(f ′)2.(A.7.6)
Proof. – We have L−k(S(f ))= L−k(φ′)− φL−k(φ)= · · · .
We prove (A.7.1) when k = 2.
LEMMA. – Let z2S(f )=∑n0 Pnzn = 6(c2 − c21)z2 + · · · , we have:
L−2(Pp)−L−p(P2)= (p− 2)Pp+2.(A.7.7)
Proof. – For the polynomials in (A.7.2), we have
L−p(P2)=Ap1
∂
∂c1
(P2)+Ap2
∂
∂c2
(P2)=−12c1Ap1 + 6Ap2 ,
thus we have to prove that
L−2(Pp)= (p− 2)Pp+2 + 6Ap2 − 12c1Ap1 .(A.7.8)
We compute
L−2
(
z2S(f )
)=−6 1
z2
+ z(S(f ))′ − 2S(f )+ 6z2 (f ′)2
f 4
.
We replace z2S(f ) and z2 (f
′)2
f 4
by their expansions, and we obtain (A.7.8).
LEMMA. – Let z2S(f )=∑n0Pn+2zn+2, we have:
L−3(Pp)−L−p(P3)= (p− 3)Pp+3.(A.7.9)
Proof. – Since
∂3φ3
∂f 3
= 24
f 5
(1+ c1f ),
we obtain
L−3
(
S(f )
)=−24
z5
− 4
z3
S(f )+ 1
z2
(
S(f )
)′ + 24
f 5
(f ′)2(1+ c1f ).(A.7.10)
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In (A.7.10), we replace S(f ) by ∑n0Pn+2zn,∑
p0
L−3(Pp+2)zp
=−24
z5
− 4
∑
p0
Pp+2zp−3 +
∑
p0
pPp+2zp−3 + 24
f 5
(f ′)2(1+ c1f ).
(A.7.11)
We compute
(f ′)2
f 5
(1+ c1f )= 1
z5
+ (c2 − c
2
1)
z3
+
∑
p0
Mpz
p−2 +
∑
p0
c1
(
A
p
2 − 2c1Ap1
)
zp−2.
We let
Gp =Mp + c1Ap2 − 2c21Ap1 =Ap3 − 2c1Ap2 − 2c2Ap1 + 3c21Ap1 .(A.7.12)
From (A.7.11), we obtain∑
p0
L−3(Pp+2)zp =
∑
p0
(p− 1)Pp+5zp + 24
∑
p0
Gp+2zp.(A.7.13)
By matching equal powers of z, we get for any p  0,
L−3(Pp+2)= (p− 1)Pp+5 + 24Gp+2.(A.7.14)
To prove (A.7.9), it is enough to show that
L−(p+2)(P3)= 24Gp+2.(A.7.15)
Since
P3 = 24
(
c3 − 2c1c2 + c31
)
the relation (A.7.15) is satisfied.
PROPOSITION. – Let z2S(f )=∑n0Pn+2zn+2, we have:
∂3φk
∂f 3
(f ′)2 = k(k
2 − 1)
zk+2
− 0× c1
zk+1
+ 12(k− 1)(c2 − c
2
1)
zk
+ · · · +
∑
n0
L−(n+2)(Pk)zn
= Lk(Pk)
zk+2
+ Lk−1(Pk)
zk+1
+ Lk−2(Pk)
zk
+ · · · + Lk−j (Pk)
zk+2−j
+ · · ·
(A.7.16)
and for k  0, p  0
L−k(Pp)−L−p(Pk)= (p− k)Pp+k.(A.7.17)
Proof. – S(f )=∑n0Pn+2zn, we replace in the expression of L−k(S(f )),∑
n0
L−k(Pn+2)zn = 2(1− k)
∑
mk
Pm+2zm−k +
∑
mk
mPm+2zm−k +
∑
n0
Hknz
n,
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where Hkn is the coefficient of zn in the asymptotic expansion of
∂3φk
∂f 3
(f ′)2, i.e.
∂3φk
∂f 3
(f ′)2 = k(k
2 − 1)
zk+2
− 0× c1
zk+1
+ · · · +
∑
n0
Hnz
n.(A.7.18)
By matching equal powers of zn in (A.7.18), we obtain:
L−k(Pn+2)= (n+ 2− k)Pn+k+2 +Hkn .(A.7.19)
To prove (A.7.17), it is enough to prove that for k  2,
Hkn = L−(n+2)(Pk).(A.7.20)
We use the following lemmas:
LEMMA. – For any j  1,
Lj
(
∂pφk
∂f p
)
= zj+1
(
∂pφk
∂f p
)′
+ (j + k)∂
pφk−j
∂f p
(A.7.21)
with the convention that φp = 0 if p < 0.
Proof. – We prove the relation by recurrence on p.
LEMMA. – Consider the asymptotic expansion (A.7.18), where k is given; we have for j  1:
Lj
(
Hkn
)= (n+ j + 2)Hkn−j + (j + k)Hk−jn(A.7.22)
with the conventional Hpn = 0 if p < 0.
Proof. – We match the coefficients of the asymptotic expansion in (A.7.21) with p = 3.
LEMMA. – We put
Kkn = L−(n+2)(Pk)
then for j  1,
Lj
(
Kkn
)= (n+ j + 2)Kkn−j + (j + k)Kk−jn .(A.7.23)
Proof. –
Lj
(
L−(n+2)(Pk)
)= L−(n+2)(Lj (Pk))+ (j + n+ 2)Lj−(n+2)(Pk)
thus
Lj
(
Kkn
)= (n+ j + 2)Kkn−j +L−(n+2)(L−j (Pk)).
Since Lj(Pk)= (j + k)Pk−j + constant, we obtain (A.7.23).
Proof of (A.7.20). – For k fixed, the two sequencesHkn andKkn = L−(n+2)(Pk) follow the same
recurrence formulas (A.7.22) and (A.7.23). Since we know thatHkn is a homogeneous polynomial
in the variables (ci), the relations (A.7.22)–(A.7.23) determine completely the sequences Hkn
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with the condition Hk−(k+2) = k(k2 − 1). Thus the two sequences are equal. This proves (A.7.20)
and thus (A.7.16) and (A.7.17)
With the relations (A.7.22)–(A.7.23) and the condition
Hk−(k+2) = k
(
k2 − 1)(A.7.24)
we shall compute the first terms in the asymptotic expansion (A.7.16). We have Hk−(k+1) = αc1
thus L1(Hk−(k+1))= ∂∂c1 (Hk−(k+1))= α. By (A.7.22)–(A.7.23), we know that:
L1
(
Hk−(k+1)
)= (1+ 2− (k + 1))Hk−(k+2) + (1+ k)H (k−1)−(k+1),
we replace Hk−(k+2) by (A.7.24) and also using (A.7.24) with k − 1 instead of k, we obtain
H
(k−1)
−(k+1) = (k − 1)((k − 1)2 − 1), we find α = 0,
Hk−(k+1) = 0.
For Hk−k = αc21 + βc2, we have L1(Hk−k)= ( ∂∂c1 + 2c1 ∂∂c2 )(αc21 + βc2)= 2αc1 + 2βc1. On the
other hand, from (A.7.22)–(A.7.23),
L1
(
Hk−k
)= (−k + 1+ 2)Hk−(k+1)+ (1+ k)Hk−1−k = 0
this gives α + β = 0. Then, we compute L2(Hk−k) = ∂∂c2 (αc21 + βc2) = β ; from (A.7.22)–
(A.7.23), L2(Hk−k)= (−k + 2+ 2)Hk−(k+2)+ (k + 2)Hk−2−k , this gives β = 12(k− 1),
Hk−k = 12(k− 1)
(
c2 − c21
)
.
COROLLARY. – The residue at z= 0 of ∂3φk
∂f 3
(f ′)2 1
zn+1 is equal to L−(n+2)(Pk).
REFERENCES
[1] H. AIRAULT, P. MALLIAVIN, Regularized Brownian motion on the Siegel disk of infinite dimension,
Ukrain. Math. J. 52 (2000) 1158–1165.
[2] F.A. BEREZIN, Quantization in complex symmetric spaces, Izv. Akad. Nauk SSSR 39 (1975) 341–379.
[3] I. FRENKEL, Orbital theory for affine Lie algebras, Inventiones 77 (1984) 301–352.
[4] D.K. HONG, S.G. RAJEEV, Universal Teichmuller space and Diff(S1)/S1, Comm. Math. Phys. (1991)
399–411.
[5] A.A. KIRILLOV, Geometric approach to discrete series of unirreps for Virasoro, J. Math. Pures Appl. 77
(1998) 735–746.
[6] A.A. KIRILLOV, D.V. YURIEV, Kähler geometry on the infinite dimensional homogeneous manifold
Diff(S1)/S1, Funct. Anal. Appl. 16 (1982) 114–126.
[7] P. MALLIAVIN, The canonic diffusion above the diffeomorphism group of the circle, C. R. Acad. Sci.
Paris 329 (1999) 325–329.
[8] YU.A. NERETIN, Representations of Virasoro and Affine Lie Algebras, Encyclopedia of Mathematical
Sciences, Vol. 22, Springer-Verlag, 1994, pp. 157–225.
[9] A. WEIL, Sur les groupes topologiques et les groupes mesurés, C. R. Acad. Sci. Paris 202 (1936) 1147–
1149.
