Abstract. We consider a general perturbation setting of an integrable family of polynomial vector fields, within polynomial planar vector fields of bounded degree n. It is assumed that the integrable family is defined as the zero-set of an ideal of the ring of polynomials in the coefficients of the vector fields. We show that the Nash's space of arcs of this zero-set plays a key role in the reduction of the bifurcation problem to the study of finitely many "essential" families of one-parameter deformations.
Introduction
In full generality, this article deals with bifurcation theory of polynomial planar vector fields X λ depending of a set of parameters (λ 1 , ..., λ n ) ∈ Λ. We assume that the "center set" of vector fields X λ having a center is an affine algebraic variety defined by an ideal in the ring of polynomials in λ (the so called Bautin ideal associated to X λ ).
In the history of bifurcation theory, many reductions of bifurcation problems have been made "by hand" and sometimes without the need of full justifications. It turns out that in this context the Nash space of arcs/jets often provides the right setting.
We still remain to a very elementary level for specialists of algebraic geometry with hope that they may nevertheless find some interest here with new applications of their theory.
1.1.
Hilbert's 16th problem on a period annulus. An open period annulus Π of polynomial planar vector field X 0 is a union of periodic orbits of X 0 , which is homeomorphic to the standard annulus S 1 × (0, 1), the image of each periodic orbit being a circle. We consider an unfolding X λ of X 0 which depends on finitely many parameters {λ = (λ 1 , ...λ n ) ∈ Λ ⊂ R n }, where Λ belongs to a small ball centered at 0 in the parameter space R n . The (infinitesimal) 16th Hilbert problem on the period annulus Π is to find an uniform bound in λ, on the number of limit cycles of X λ . However, in general it is not even known whether such a bound exists.
The reader can think, as possible examples, to either perturbation of a quadratic center by a (small) quadratic planar vector field, or to perturbation of an integrable (generalized) Liénard equation which displays a period annulus within the class of (generalized) polynomial Liénard equations (of degree less than a fixed integer).
Let Σ be a global (open) transversal cross-section to X 0 on the open set Π. If the parameters are small, X λ remains transverse to Σ and there is an analytic first return map P λ : Σ×Λ → Σ. The limit cycles of X λ are in one-to-one correspondence with the fixed points of P λ and hence with the zeros of the displacement function x → F (x, λ) = P λ (x) − x in its domain of definition. We focus on the special situation (often met in the Hilbert's 16th problem) where the coefficients F k (λ), (k > 1) of the analytic convergent series (in x, coordinate on Σ):
are polynomials in λ. For instance, this is indeed the case for any polynomial perturbation of a linear center as it can be shown by normal form theory.
The infinitesimal 16th Hilbert problem on the period annulus Π asks, equivalently, to find an uniform bound on the number of fixed points of the first return map x → P λ (x).
In this setting, the main issue is to understand the geometry of the analytic hypersurface S defined in Σ × Λ by F (x, λ) = 0 and the projection π : Σ × Λ → Λ restricted to S ( [12, 13] ). The center set C is the affine algebraic set defined as the zero-set of the Bautin ideal and is the subset of the parameter set so that the direction of projection π is contained in the fiber π −1 (λ), λ ∈ C.
Successive derivatives of displacement function.
To any planar polynomial vector field is associated a 1-form ω = i X dx∧dy so that the leaves of the foliation ω = 0 corresponds to the solutions (without time-parametrization) of the vector field X. Let ω ǫ be an arc of polynomial 1-form (of fixed degree n):
(2) ω ǫ = dH + ǫω 1 + ... + ǫ k ω k + ...
with H ∈ R[x, y]. The corresponding family of vector fields defines an arc centered at a point (Hamiltonian center) of the center set. The classical Pontryagin formula identifies (up to a non-zero factor) the first derivative (relatively to ǫ) of the return map with the abelian integral H=h ω 1 . Possible bifurcations of limit cycles from the ovals of H are related with zeros of this abelian integral. But for some special perturbations ω 1 , for instance related with symmetries, it is possible that
H=h ω 1 = 0. In such case, for generic Hamiltonian H, the first derivative which is not identically zero is given by an Abelian integral H=h g k ω 1 where the polynomials g k can be constructed algorithmically ( [10] ). This first non-zero derivative is called the principal bifurcation function because its zeros relate with the limit cycles which can be born by bifurcation from the ovals of H. Many developments of this approach were done both for non-generic Hamiltonian and to perturbation of Darboux and reversible centers ( [15, 16, 18, 19, 22, 23, 24, 27, 28, 29, 36] ).
The main point of our article here is to explain how the Nash space of arcs provides efficient tools to describe the principal bifurcation function without entering into any computations of integrals. It allows to restrict the space of perturbations to special families of arcs called "essential perturbations". Of course, once these special perturbations have been identified, then it is necessary to look at the corresponding integrals and at their zeros.
1.3. Cyclicity. We follow [39, 17, 14] . As in section 1.1, consider a family {X λ } λ∈Λ of polynomial planar real vector fields which depend analytically on finitely many parameters {λ = (λ 1 , ...λ n ) ∈ Λ ⊂ (R n , 0)}, and let Π ⊂ R 2 be an open period annulus of X 0 . For an arbitrary compact set K ⊂ Π we define its cyclicity Cycl(K, X 0 , X λ ) as the maximal number of limit cycles of the vector field X λ , which tend inside K as λ tends to 0. This allows to define the cyclicity of the open period annulus Π as Definition 3] . Alternatively, let Σ be a cross-section to Π, P λ : Σ → Σ the first return map, and F (., λ) = P λ − id the corresponding displacement map. The limit cycles of X λ correspond to isolated points of the fibers π −1 (λ) where
The cyclicity Cycl(K, X 0 , X λ ) of a compact K ⊂ Π is then the maximum number of isolated zeros of the displacement map x → F (x, λ) on K ∩ Σ when λ tends to 0. The conjectural finiteness of the cyclicity of period annuli (closed or open) of polynomial vector fields is a largely open problem, inspired by the second part of the 16th Hilbert problem, see [39, Roussarie, section 2.2] . Up to now it is proved only in some special cases [17] . Through this paper we assume that
1.4. Arcs maximizing cyclicity. Given an analytic family of vector fields {X λ } λ∈Λ we may consider germ of analytic arcs ε → λ(ε), λ(0) = 0 and the induced oneparameter families of vector fields {X λ(ε) }. Obviously we have
but it was proved in [14] , the following theorem: Theorem 1. Under the finiteness condition (4), there exists an analytic arc ε → λ(ε), λ(0) = 0 such that the equality holds
The proof relies on two ingredients, the principalization of the ideal of the center set by blowup (cf. [20] , ch. II, 7.13 and see subsection 4.1) and a global version of the Weierstrass preparation theorem, applied to the displacement map F . This shows that the complement to the bifurcation set of limit cycles (isolated zeros) is a sub-analytic subset of Λ. Applying the "curve selection lemma" we obtain the analytic arc in question.
It is convenient at this point to introduce a new definition:
We say that an arc ε → λ(ε) maximizes the cyclicity, if
The main question addressed in our article is about how to construct explicitely families of arcs maximizing cyclicity and which can be described with the minimal number of parameters. Such families are called "essential perturbations" by Iliev and the minimal number of parameters is called in our article the Iliev number. We explain how this can be solved, in principle, for any Bautin ideal.
1.5. Bautin ideal and center set. Recall that the set of points λ so that F (x, λ) = 0, ∀x ∈ Σ, is called the "center set" of the family X λ . Indeed, for such points the first return map is the identity, and the vector field X λ has a period annulus. The basic example of such a situation is the family X λ of polynomial planar vector field of fixed degree d, perturbation of a linear center at the origin, where the λ are the coefficients of the perturbation. For the displacement map F (x, λ) we have
where F k (λ) are polynomials. The center set C is an algebraic set defined as the zero-set of the polynomial ideal generated by all the coefficients F k in the Noetherian ring R[λ] -the so called Bautin ideal. The description of the generators of the Bautin ideal and the irreducible components of the center set is the content of the Poincaré center-focus problem. This is completely known for planar quadratic vector fields d = 2 (Dulac's Theorem), that will be particularly discussed in our article. Theorem 1 shows that the determination of the cyclicity of multi-parameter families of vector fields, can be reduced to the study of families of vector fields depending on a single parameter. Let λ = λ * be a point of the center set. We consider arcs centered at λ * " defined as follows:
where λ (r) = (λ 1,r , λ 2,r , . . . , λ n,r ), λ (0) = λ * . Such arcs are naturally elements of the Nash's space of arcs, which we introduce in the next section. 
It is also known as the Melnikov function associated to the deformation X λ(ε) , and has been studied already by Poincaré and Pontryagin. The function can be computed recursively [10] , and can be represented as an iterated integral of length at most k [15] .
Clearly, the cyclicity of the period annulus of the family {X λ(ε) } is bounded by the number of the zeros of the principal bifurcation function M α k (x). The latter question (in the case k = 1) is also known as "weakened 16th Hilbert problem".
1.7. Main result. Let X λ be a polynomial unfolding of the polynomial vector field X 0 with a period annulus Π, and M (x) be a principal bifurcation function, defined as in (7) . This function depends on the arc α (a 1-parameter deformation in the parameter space), and has therefore some order k. Neither the arc α, nor the number k is unique. Let k * be the minimal natural number, such that every Melnikov function M is of order at most k * with respect to a suitable arc α. We call k * the Iliev number, associated to the polynomial unfolding X λ of a vector field X 0 with a period annulus Π. Our main result is, that the Iliev numbers are finite. In the particular case, when X λ is the family of quadratic vector fields, the Iliev numbers, and the corresponding family of arcs α were described by Iliev [22] .
2. Principal bifurcation function and the Nash space of arcs 2.1. Nash space of arcs and jets. We follow the lines of [31] , [32] , [37] , [38] . Let K be a field of zero characteristic, I X be an ideal of K[λ 1 , ..., λ n ] and X be the algebraic variety defined by an ideal I X . For a polynomial v ∈ I X denote
where
The finite truncations or m-jets of arcs on X, centered at an algebraic set S ⊂ X are defined as
Example 1. Consider the surface singularity
The Nash space X k+1 of arcs centered at the singularity (0, 0, 0) has k irreducible components given by the k arcs
with equation αβ = γ k+1 . The higher order Nash's spaces X m , m ≥ k are defined recursively and consist of k irreducible components too. We observe that the k irreducible families of arcs parameterise the exceptional divisor of the minimal resolution of the surface, which is a union of k projective lines in a chain formation.
The above example is a particular instance of the Nash theorem which claims that for sufficiently big m the Nash space X m of m-jets of arcs has a constant number of irreducible components.
More generally, the space of m-jets of arcs of any K-scheme X is defined in a similar way, and is equipped with a natural K-scheme too. If X is a K-scheme of finite type, the same holds for X m . For m ′ ≥ m, the natural map X m ′ → X m is an affine morphism and so, the projective limit of the X m is a K-scheme. This is the Nash space of arcs X ∞ of X. There is a natural projection j 0 : X ∞ → X and for a point α ∈ X ∞ , the point j 0 (α) is called the center of α. The Nash space of arcs is not necessarily Noetherian.
The article of Nash is mainly concerned with an algebraic manifold X with a singular set S and the space of arcs of X with center in S denoted X S ∞ . Nash shows that this space of arcs has a finite number of irreducible components bounded by the number of components of p −1 (S) in a desingularization p : Y → X of X provided by Hironaka's Theorem ( [20, 30] ). There is also some link between the space of arcs and differential algebras, see for instance the proof of the theorem of Ritt and Kolchin: If X is an irreducible K-scheme of finite type, then X ∞ is irreducible.
Nash space of arcs relates to the very rich recent development of motivic integration (see for instance [34] ).
Given a k-jet of arc, it is not always true that it extends to a k + 1-jet and more generally that it extends to an element of the space of arcs. It is interesting to produce an explicit example in our setting. This will be done in the next paragraph, once we have identified the relation between the equations of the Nash space of arcs and the principal bifurcation function.
The Nash space of arcs displays a so-called Henselian property related to Artin's approximation theorem of analytic solutions to algebraic equations. There is an increasing function β : N → N, k → β(k) (called the Artin-Greenberg function) so that if any k-jets of arc extends to a β(k)-jet of arcs, then it extends to an arc. This function relates only to the affine algebraic manifold and is only recursive in general (see [38, 31, 32] ). M. Lejeune-Jalabert proved in the case of an isolated singularity [31] that it is linear with an explicit bound on the slope related with the Newton Diagram. This was latter generalized by M. Hickel in [21] .
Displacement function and the factors.
Consider the displacement map in a neighbourhood of 0 ∈ Σ, defined by its Taylor expansion, and such that its coefficients are polynomials in λ:
As the ring R[λ] is Noetherian, there exists a finite subset of coefficients
which generates the ideal of coefficients (
Proposition 2. There are N functions x ij b j (x, λ), j = 1, ...N analytic on Σ called the factors (relatively to the generators of the Bautin ideal) so that:
Given an arc (6) α : ǫ → λ(ǫ), such that λ(0) = λ * , write: as in (8) 
where the v (r) j are polynomials in the coefficients λ i,l , such that λ i (ǫ) = Σ l λ i,l ǫ l . These polynomials provide the equations of the Nash space of arcs associated with the affine algebraic variety defined by the Bautin ideal (v 1 , ..., v N ). In the context of our article, we consider only K = R and an affine algebraic manifold defined by an ideal (v 1 , ..., v N ). The link between the two subjects is clear: the polynomial v j,r are exactly "the equations" of the Nash space of arcs X ∞ associated to the algebraic manifold X defined by the ideal. The Nash space of arcs X ∞ is proalgebraic in the sense that it is obtained as some projective limit of polynomial equations in a number of variables which increases infinitely. Indeed polynomials v j,r are quasi-homogeneous of weight r if given weight l to λ i,l . See for instance [31] , [32] . The following proposition was first proved by C. Chicone and M. Jacobs in ( [8] ), see also ( [6] ):
Note that B j (0) = 1, and thus the functions x ij B j (x) are independent for j = 1, · · · , N . Then substitution into F , yields:
So that, if k = 1, then
But the functions x ij B j (x) are independent and thus v j,r = 0, for all r = 1, ..., k− 1. This shows that
). (15) and finally the first non-zero bifurcation function (or principal bifurcation function) is:
To summarize, we give another version of the previous proposition which emphasizes the relation with the Nash space of arcs:
Let k be the order of the principal bifurcation function, = v j,k associated to the Nash k-jet of arcs of the center set computed at the perturbed vector field.
In the next section we use the notation v
Quadratic centers and Iliev's essential perturbations
In [22] , Iliev discovered how to reduce the analysis of arbitrary quadratic oneparameter perturbations of quadratic vector fields near a linear center to a short list of essential perturbations. This was recently extended to homogeneous cubic case ( [6] ).
In this paragraph, we revisit Iliev's computations with emphasis on Nash spaces of arcs related to the decomposition of the center set in its irreducible components. We focus on the quadratic case although cubic case could be done similarly (cf. [6] ). A quadratic vector field near a center is conveniently written in complex notations z = x + iy, see [42, Zoladek] :
with λ, x, y ∈ R, (A, B, C) ∈ C 3 . The underlying real parameters of the planar vector field are λ, a, a ′ , b, b ′ , c, c ′ :
with the linear relations:
With these variables the Bautin ideal is generated by the four polynomials (with real coefficients):
The components are then given by:
The above computation goes back essentially to Dulac and Kapteyn, see [42] , [41] . For completeness, we reproduce bellow the original result of Dulac. Namely, consider the 12-dimensional vector space Q of polynomial one-forms
where P, Q are polynomials of degree two. Each ω defines a quadratic vector field
Suppose that X (or ω) is real and has a a center. In this case, near the center critical point in R 2 we have an analytic first integral having a Morse critical point. More generally, we say that a complex analytic plane vector field X (or ω) has a Morse critical point, provided that in a neighbourhood of some singular point it has an analytic first integral with Morse critical point. This notion generalises the notion of a center, and has a meaning for vector fields with complex coefficients. The Dulac's Theorem classifies complex quadratic vector fields having a Morse critical point. A modern account of this is given in Cerveau and Lins Neto [7] , and we reproduce it here Theorem(Dulac [9] ) Let X be a complex quadratic vector field with associated oneform ω. X has a Morse critical point, if and only if ω falls in one of the following 12 cases
In the first three cases (a), (b), (c), and in the last one (j) the one-form ω has the form
where f i are polynomials with complex coefficients. The first integral f of (20) is of logarithmic type f = f 
The usual terminology in the real case is, according to (19) :
R component of the center set, respectively. Another terminology is introduced in [25, section 13] .
Some more explanation should be given about Q 4 . In that case, associated with | B |=| C | there is a parameter α = cos(ξ/2) so that:
and it can be checked that the form ω 0 = 3f 3 df 2 − 2f 2 df 3 is of degree 2.
Sketch of the proof of Theorem 5. Let X be a quadratic differential system with associated one-form ω. The cases (a), (b), (c),
When the parameter ε tends to 0, the oneform
tends to
which shows that in the case (d) the one-forms ω belong to L (1, 1, 1) . Similarly, the one-form
tends to the form
This shows that in the case (e) the one forms ω belong to L (1, 1, 1) . The remaining cases (f)-(i) are treated in a similar way, and they all belong to L(1, 2). Finally, the irreducibility of the algebraic sets L(3), L(2, 1), L(1, 1, 1) follows from the fact that they are naturally parameterised by the coefficients of the polynomials p i and the exponents λ j . The irreducibility of L(3, 2) ∩ Q C follows from the parameterisation (21).
The Kapteyn normal form of the quadratic vector fields near a linear center is:
It provides indeed a local affine chart of the space of quadratics vector fields (17) modulo the action of C * . The Kapteyn normal form, although simple, can be misleading, as pointed out first by Zoladek [42, Remark 2, page 238]. One should be very careful that they can be compared with the previous complex parameters only under the extra condition Im(B) = 0. Nevertheles, it is more convenient to use these Kapteyn parameters to compute effectively the corresponding space of arcs and jets.
The relation between Kapteyn's coefficients and the previous complex coefficients are given by:
For this choice of parameters, the Bautin ideal is generated by
The affine algebraic variety defined by this ideal is denoted V . The (real) zeroset of this ideal is called the quadratic center set. This center set displays four irreducible components denoted as I 1 , I 2 , I 3 , I 4 : These irreducible components coincide with LV , R, H and Q 4 but only under the extra-condition Im(B) = 0. For instance one can check that if a vector field belongs LV and H, it is necessarily reversible. Nevertheless, with Kapteyn's parametrization there are values of the parameters so that a vector field can belong to I 1 and I 3 and is not necessarily reversible. Provided we do not identify fully the components I 1 , I 2 , I 3 , I 4 with the Lotka-Volterra, Reversible, Hamiltonian and codimension four components, it is convenient to compute the space of arcs with the Kapteyn parameters on some specific examples.
We consider the space of principal bifurcation functions generated by all the possible arcs. In each of these cases, Iliev proposes to construct a simple subset of this space of arcs which maximizes cyclicity. Iliev calls such a simple subset "essential perturbations".
3.1. The component I 1 . For instance the set I 1 of centers defined by the equations λ 1 = 0, λ 3 = λ 6 . Consider a point λ * in that component. We say that it is generic if λ (5,0) , λ (2,0) and λ (4, 0) are all non-zeros. The Nash space of arcs considered here (with the notations of the specialists V I1 ∞ and called the space of arcs of V with center at I 1 (be careful with the two different meanings of "center" in this article). Consider first the polynomials v j,1 :
Assume that for some arc, we find v j,r = 0, for r = 1, ...k − 1, then it can be checked inductively that λ 3,r − λ 6,r = 0 for all r = 1, ..., k − 1 and then:
This allows to understand what are the possible M k (x) = Σ j v j,k x ij B j (x) for any arcs with a generic center in I 1 . It is clear that we cover all possible initial bifurcation functions at the first step (noted k * by Iliev) k * = 1 by limiting to the arc: λ 1 (ǫ) = λ 1,1 ǫ; λ 2 (ǫ) = λ 2,0 ; λ 3 (ǫ) = λ 3,0 ; λ 4 (ǫ) = λ 4,0 ; λ 5 (ǫ) = λ 5,0 ; λ 6,0 = λ 6,0 +λ 6,1 ǫ, with λ 3,0 = λ 6,0 . This is called by Iliev an "essential perturbation". The essential parameters can be choosen as λ 1,1 , λ 6,1 . Of course, there is not unicity of such a choice but the number of these essential parameters is determined and in this case equal to 2. We call it the codimension.
Given a fixed (analytic) arc α which is not fully contained in C, α : ǫ → (λ 1 (ǫ), ..., λ 6 (ǫ)), (33) then there is a k so that M σ k (x) = 0. Consider the point [v 1 (λ(ǫ)) : ... : v 4 (λ(ǫ))] ∈ P 3 (R):
It makes sense to take the limit:
It is then possible to associate to the set of arcs α a projective line of P 3 (R): 
It is natural to decide that a "generic point" of this irreducible component is such that (λ 3,0 − λ 6,0 ) = 0,, λ 4,0 = 0, (λ 4,0 + 5λ 3,0 − 5λ 6,0 ) = 0 and (λ 3,0 λ 6,0 − 2λ 2 6,0 ) = 0. It is easy to proceed with finding essential perturbations in Iliev'sense in this case and it can be easily checked that again k * = 1 because assuming v i,j = 0, i = 1, ..., 4; j = 0, ...k − 1 yields:
and λ 1,j = 0, λ 2,j = 0, λ 5,j = 0, j = 1, ...k − 1. In this case, possible choice for the essential parameters is λ 1,1 , λ 2,1 , λ 5,1 and the number of essential parameters (codimension) is equal to 3.
Given a fixed (analytic) arc α which is not fully contained in C, it makes sense to take the limit:
It is then possible to associate to the set of arcs α with generic center in I 2 a projective plane of P 3 (R):
We can consider the space of arcs with generic center in the component I 3 . Computations are quite analogous to the case of I 2 and they will not be repeated here. It yields again to k * = 1 and the codimension equal to 3. 
It is thus natural to define a generic point of I 4 as a point so that λ 1,0 = λ 5,0 = λ 4,0 + 5λ 3,0 − 5λ 6,0 = λ 3,0 λ 6,0 − 2λ In general, we find for any k:
Number k * = 1 and the codimension is equal to 4. This justifies a posteriori the notation Q 4 for the "component of codimension 4" of the quadratic centers.
3.4.
Examples of non generic points of I 2 . Consider now this vector field: 
So vanishing of all v j,1 (equivalently of M 1 (x)) is equivalent to λ 1,1 = λ 2,1 = λ 5,1 = 0.
Assuming by induction that v j,r = 0, r = 1, ..., k − 1 we find that necessarily λ 1,r = λ 2,r = λ 5,r = 0 and that:
It is then clear that the space spanned by the initial bifurcation functions is three dimensional and that to generate it we just need linear arcs of the form (ǫλ 1,1 , ǫλ 2,1 , ǫλ 5,1 ). Hence, here again k * = 1. The essential perturbations in Iliev's sense is:ẋ
We set α = 2λ 2,1 + λ 5,1 and β = λ 2,1 . Changing y into −y to match usual notations. The symmetric Liénard equation is generalized Darboux with integrating factor e y and first integral H = e −y [
. We see that the setting of essential perturbations in Iliev's sense yields:
The maximal number of limit cycles which can born in the open period annulus is the maximal number of zeros of M 1 (x) defined by the essential perturbations:
This shows clearly the powerness of the method. We determine without complicated computations a meaningful reduction of the space of perturbations and show that it is enough to study the first-order Melnikov function associated with this essential bifurcation.
Consider this vector field:ẋ
which displays the first integral y) ) and the integrating factor M n = (1 − y n ) n−1 . This is a Darboux reversible center. Of course, the limit n → ∞ gives the symmetric Liénard equation discussed above. To recover the Kapteyn's parameters, change t into −(1 − y n ) −1/2 t and y into (1 − y n ) −1/2 y. This yields:
and thus:
This is a non-generic point of the reversible component but it does not belong to another irreducible component. In particular this is a reversible Darboux which does not belong to Q 4 because λ 4,0 + 5(λ 3,0 − λ 6,0 ) = −(
From the view point of the space of arcs this case is completely analogous to the symmetric Liénard equation.
3.5. Space of arcs at the intersection of two components. Consider for instance the case of a generic point at the intersection of the two irreducible components I 1 and I 2 . The Nash space of arcs to be considered here is V I1∩I2 ∞ . Such arcs are centered at:
We further assume that the center is "generic" which means here that λ 4,0 = 0. Non generic points of I 1 ∩ I 2 are indeed contained in the intersection of three different components. Projection on the first jet yields here:
In order to vanish it , we have a single condition λ 1,1 = 0. Assuming so, we compute the projection on the second jet:
Vanishing yields either (λ 3,1 −λ 6,1 ) = 0 or λ 5,1 = λ 2,1 = 0 and of course λ 1,1 = 0. The next step gives then either :
whose vanishing yields either (λ 3,2 − λ 6,2 ) = 0 or λ 5,1 = λ 2,1 = 0 and of course λ 1,3 = 0. The other possibility is
whose vanishing yields either (λ 3,1 − λ 6,1 ) = 0 or λ 5,2 = λ 2,2 = 0. It is then obvious that it stabilizes. The integer k * here is k * = 2. To describe all possible bifurcation functions, it suffices to consider 2-jets of arcs. There is no unicity of choice for the essential perturbations but we can take, for instance λ 1,2 ,λ 2,1 and λ 5,1 and fix arbitrarly λ 3,1 and λ 6,1 so that λ 3,1 − λ 6,1 = 0. Note that for all k, v 4,k = 0. It sounds clear that for all the points at the intersection of two irreducible components, k * ≥ 2.
Given a fixed (analytic) arc α which is not fully contained in C, there exists (α, β) so that
It is then possible to associate to the set of arcs α a projective plane of P 3 (R):
Consider now a generic point at the intersection of the two components I 1 ∩ I 3 . This intersection is given by:
The genericity condition here is λ 2,0 = 0 (being outside of the intersection of three irreducible components). Projection on the first-jet gives:
We assume λ 1,1 = 0 and compute the projection on the second jet:
We have then to consider two cases λ 1,2 = λ 5,1 = 0, (λ 3,1 − λ 6,1 ) = 0 and λ 1,2 = (λ 3,1 − λ 6,1 ) = 0, λ 5,1 = 0. We understand that in the second case the first jet of the arc enters in the irreducible component I 1 . In the first case, computation of the third-order jet yields
Vanishing of this third-order jet implies λ 5,2 = 0 and λ 4,2 = 0 and the jet of arc enters in the irreducible component I 3 . We set here k * = 3. To get all possible bifurcation functions, it suffices to choose as essential parameters λ 1,3 , λ 3,1 , λ 5,2 and λ 4,1 and set all other equal to zero. Proof. This relies on the results of the articles [15] , example B.2, [16] . Consider the example of the so-called triangle Hamiltonian system
(a center at the intersection of I 1 and I 3 ) and of the arc in the vector space of quadratic polynomial planar vector fields centered at the point dH:
For this arc, the two first equations of the two first jets of arcs M 1 and M 2 vanish identically (see [16] for a proof). It defines an element of the 2-jet of arcs of the center set. It is shown in [15, 16] that the third function M 3 is the principal bifurcation function and that it cannot be an Abelian integral. It is indeed shown that in its asymptotic development in H = h there is a term in (log(h))
2 . This shows that the arc:
does not belong to the 3-jet of arcs of the center set for any polynomial perturbation ω 3 .
Extension of Iliev's essential perturbations to any Bautin ideal
4.1. Blow-up of an ideal. As a general reference to resolution of singularities we use Kollar [30] . Our purpose is to show the finiteness of the Iliev numbers, introduced for quadratic vector fields in [22] . Let I = (v 1 , . . . , v N ) ⊂ C[λ] be an ideal with zero set
The blowup B I C n ⊂ C n × P N −1 of C n with center I is the Zarisky closure of the graph of the map
with projection on the first factor π :
We say that π is the blow up map of C n with center at I, and E = π −1 (Z) is the exceptional locus. The triple (E, π, Z) is therefore a fibered space with projection π and base Z. Here Z and E are algebraic varieties, which are not necessarily smooth manifolds. For every λ ∈ Z we denote by E λ = π −1 (λ) the fiber of E over λ. The fiber E λ ⊂ P N −1 is a projective variety.
4.2.
Exceptional divisor E and the principal bifurcation function. Let us fix a point λ * ∈ Z. The following proposition shows that the points P of the fiber E λ * can be described in terms of arcs.
Proposition 7. P ∈ E λ * if and only if there is an analytic arc
λ i,r ε r , i = 1, 2, . . . , n not contained in the zero set Z, such that α(0) = λ * ∈ Z and
Proof. Obviously (66) implies P ∈ E λ * by definition. Let P ∈ E λ * be a fixed point and consider a resolution of the (eventually singular) variety B I C n :
By this we mean that R I C n is a smooth variety, and the projectionπ is a bi-rational morphism, which is bijective over the complement B I C n \ E λ * . LetP ∈π −1 (P ) be some pre-image of P in the smooth variety R I C n and letα : C, 0 → R I C n be an arc withα(0) =P , not contained in the sub-varietyπ −1 (E λ * ) for generic values of ε. Then the projection of the arcα on C n α = π •π •α : C, 0 → C n is an analytic arc too. Asα(0) =P , the projection α satisfies (66), and is not contained in the zero set of I, for generic values of ε.
The existence of the limit (66) is equivalent to the existence of a natural number k ≥ 1 such that
where p ∈ C N is a non-zero vector whose projectivization is the point P . In this case
and p can (and will) be identified to the principal bifurcation function via the formula
The natural number k depends on the point P ∈ E λ * and on the arc α. For every P ∈ E λ * let k P be the minimal natural number k, for which there is an analytic arc α (65), such that (68) holds true. In applications to bifurcation theory we are interested in principal bifurcation functions P , such that π(P ) = λ * for a given fixed λ * ∈ Z(I). We define therefore
and even more generally
Finiteness of the Iliev numbers. The main result of this section says that all these numbers are finite
Proof. Let us suppose that (67) is a strong resolution, in the sense thatπ −1 (E) is a divisor with simple normal crossing. The inverse image ideal sheaf
is locally principal and locally monomial, and its zero locus is justπ −1 (E). Thus in a neighborhood of each pointP ∈π −1 (E) we can find local coordinates z i and natural numbers c i , such that the ideal sheafĨ is generated by Π i z ci i . We define the order of vanishing, or order of the locally principal ideal sheafĨ = (π •π) * I atP to be ordPĨ = i c i .
is a subvariety of R I C n , then it has a finite number of irreducible components, locally defined by z ci i = 0. It follows that the number max-ord := max{ordPĨ :P ∈π −1 (E)} is finite. Let P ∈ E andP be a pre-image of P underπ as in the proof of Proposition 7. Consider an arcα which coincides with a general straight line throughP in local coordinates z i . The local principality ofĨ implies that
and p is a non-zero vector. The projection of the arcα under π •π on C n gives an analytic arc α such that
(with the same k as in (72)) and P is the projectivization of p. The number max-ord is therefore an upper bound for the number k P . As max-ord does not depend on P , then the finiteness of the Iliev numbers is proved.
Definition 3. We call k * the Iliev number associated to the ideal I and to the point λ * ∈ Z(I).
4.4.
Examples from isolated singularities. In the following examples we consider an ideal generated by N polynomials v i in n variables λ j . The zero set Z will be an isolated point which is the origin 0. The exceptional locus E has only one fiber E 0 and hence E 0 = E ⊂ P N −1 . It is easy to determine a priori the subvariety E 0 in P N −1 and then to compute the Iliev number k * .
. . , λ n ), then the blow up of the origin gives E 0 = P n−1 and every point [c 1 : c 2 , . . . , c n ] ∈ P n−1 corresponds to an analytic arc λ i = c i ε, i = 1, 2, . . . , n, hence k * = 1.
. Here E 0 is a rational curve P 1 corresponding to the arc family 
The Iliev number is k * = 5. Example 4: Let I = (λ 
The Iliev number is k * = 6. Example 5: N = 6, n = 3, I = (λ 
The Extended Nash space of arcs
Consider, as in the preceding section a Bautin ideal I, a point λ * ∈ Z(I). Then any point in the exceptional locus E λ * corresponds to a non-unique analytic arc α. We may further replace α by a k * -th order truncation α k * where k * is the Iliev number, and this truncated arc will still correspond to the same point in E λ * . From the definition of principal bifurcation function, we see that the k * −1 truncation α k * −1 belongs to the Nash space X k * −1 , but in general α k * will not belong to the Nash space X k * . Moreover, in subsection 3.6 we saw the example of a foliation (63) which belongs to the Nash space X 2 but does not allows any natural extension (64) to an arc in X 3 . All this indicates, that in applications it is natural to consider the following extended Nash space of arcs .
Let X k be the Nash space of k-jets of arcs
λ i,r ε r , i = 1, 2, . . . , n.
Such an arc is a k-truncation of an analytic arc α, contained in the zero set Z of the ideal I. The extended Nash space is then the algebraic varietỹ
where λ 1,k , λ 2,k , . . . , λ n,k are affine coordinates on C n . Let α be an arc satisfying (68). Then the same identity holds true upon replacing α by its k-truncation α k and (v 1 (α k (ε)), . . . , v N (α k (ε))) = ε k (1 + O(ε))p.
It follows from the definition of the spaceX k that α k ∈X k . Theorem 8 can be reformulated as follows Proposition 9. P ∈ E λ * if and only if there is an analytic arc α k ∈X k centered at some point on Z(I), such that
where k ≤ k max , and k max is a finite number depending only on the ideal I.
The basic example of use of extended Nash space is given by the study of quadratic deformation of quadratic vector fields with a center. As shown by Iliev [22, Theorem 1] , to obtain all principal bifurcation functions it is enough to study suitable essential deformations of the non-perturbed vector field. Taking into consideration [22, Theorem2, Theorem 3] we conclude Corollary 10. In the generic Hamiltonian, generic reversible, generic codimension four, or generic Lotka-Volterra case, the essential deformations belongs to the extended Nash spaceX 1 . In the reversible Hamiltonian, reversible codimension four, or reversible Lotka-Volterra case, the essential deformations belong to the extended Nash spaceX 2 . Finally, the essential deformations of the Hamiltonian triangle belong to the extended Nash spaceX 3 .
Conclusion and perspectives
In this article, we have focussed on period disks and shown the pertinence of the algebraic methods developped with Nash space of arcs and jets for bifurcation theory and the study of holomorphic foliations. Our main result is to characterize the notion introduced by Iliev under the name of essential perturbations in relation with the Nash space of arcs of the center set. In the spirit of Nash approach to the links between desingularization and the space of arcs, we have given an interpretation of the principal bifurcation function in terms of an exceptional divisor in the blow-up of the Bautin ideal. We expect many further developements, for instance for Abel equations (cf. [5] , double centers ( [1] , [2] , [18] , [19] ), where Bautin ideal are explicitely known.
In contrast, we like also to present some perspectives of developments in situations where the generators of the Bautin ideal are not known. The Nash space of arcs can be also quite useful in that case. Given a point of the center set ω 0 (for instance a Hamiltonian ω 0 = dH or more generally a logarithmic integrable system ω 0 = f 1 ...f p (Σ and write the conditions for the successive k-jets to belong to the center set by computing integrals. In that case, Henselian properties of the Nash space of arcs can help understanding about bounds apriori on length of vanishing of successive derivatives to be sure that the perturbation is contained in the center set. It then provides a familly of elements of the center set and can help in finding its equations.
