INTRODUCTION
In spite of the fundamental role played by natural convection in both conventional buil di ngs and passive solar systems, it has received relatively little experimental or analytic attention within the building sciences. Within a single thennal zone, natural convection and thennal radiation are jointly responsible for the distribution of heat from collection and/or storage media to the building occupants, the occupied space, or to non-illuminated storage materials.
In the multi-zone configurations characteristic of most occupied buildings, convection processes contri bute to the thenna 1 transfers between zones. Buoyancy-driven convection is responsible for stack effect cooling in sunspaces, multi-story atria, and in other thennal chimney designs; and finally, many passive solar concepts such as double envelope structures, thennocirculation systems, and other air collector svstems rely almost exclusivelv natura1 convect i on for thei r operat ion. Recent research results have emphasized the importance of natural convect i on processes. Analyses perfonned by the Los Al amos Scientific Laboratory on the Douglas Balcomb house [1] have implied the dominance of convective coupl ing of thennal zones in an occupied structure. Preliminary results from the work described herein [2] indicate that significant variations in the nature of the convect i ve heat trans fer processes can occur in physically similar, and common, direct solar gain designs.
The work reported here consists of:
(1) The development and validation of a numerical analysis technique for studyi ng convect i ve heat transfer in bu il di ngs.
(2) The use of this analysis technique to study the quantitative role of natural convection in the thennal performance of a direct solar gain structure, and thereby to examine the accuracy of standard assumptions regarding convective heat transfer within a zone in a buildi ng.
PROBLEM DEFINITION
In the published literature, the problem of natural convective heat transfer in an enclo-
sure is typically simplified to the configuration illustrated in Fig. 1 . In a twodimensional rectangular enclosure, one vertical surface is maintained at a constant temperature TH, and the opposite vertical surface is rna i ntai ned at a lower constant temperature T e . The horizontal surfaces are adiabatic tperfectly insulated). This was one of the configurations chosen for the numerical and experimental studies for comparisons with published data.
In~he. confi.guration illustrated in Fig. 1 , varlatlons ln density drive the enclosed fl uid up the heated wall, along the top horizontal surface, down the cooled wall, and long the bottom horizontal surface, completlng the convective loop. Characteristics of the flow such as the mean air temperature, convection coefficients between air and walls, flow velocities, etc. are compl etely determined by specification of the three independent dimensionless parameters listed below:
(1) Aspect ratio: A = H/L where H = enclosure height and L = enclosure length.
Prandtl number: Pr = v/a where v = kinematic viscosity and a = thermal diffusivity. These parameters include all of the relevant information regarding the enclosure geometry, the fluid properties, and the relative strength of buoyancy and viscous forces, respectively. For a rectangular room twice as long (5.5 m6 as it is high (2.75 m) filled with air at 21 C and with at least a 1 0 C temperature difference between vertical walls, these parameters take the values:
-2 -highly dependent on the design details of the structure being studied (e.g. [2] ) and the range of thermal boundary conditions that mi ght be encountered in the structure. An unmanageably 1arge number of experiments would be required to thoroughly explore natural convection phenomena in buildings empirically. The present study circumvents this difficulty by focusing on the development of a general computerized numerical method for analysis of natural convection, and on the val idation of the method using results from a few selected experiments. The computer code can then be applied to a broad range of studies of natural convection in buildings.
ANALYSIS DESCRIPTION AND COMPARISON WITH PUBLISHED DATA AT LOW RAYLEIGH NUMBERS
Little numerical work has been published on natural/buoyant convection at Rayleigh numbers in excess of 10 7 • In thi s flow regime fluid velocities become relatively large.
If the popu1 ar Central Difference Scheme (CDS) is used for casting the equations governing the fluid flow into finite difference form, the large velocities necessitate an impracticably fine mesh size to ensure numerical stabil ity of the solution procedure (e.g. [4] ).
In recent years Spalding [5] has proposed a differencing scheme that overcomes this diffi culty; it allows re1at i ve1y coarse gri d spacings without seriously compromising accuracy and solution stabi1 ity [6] . Two computer programs (CONVEC2 and CONVEC3) were developed based on this differencing scheme. These programs respectively solve the coupled two-and three-dimensional conservation equations with the Boussinesq approximation:
Continuity: div(V) 0 Pr = 0.71, and
Ra L~1 x 10 10 • Momentum:
Heat input or extraction through one vertical surface on an enclosure is a reasonable model for many situations arising in buildings; for examp1e, it may represent heat ga in from an unvented Trombe wall, or heat los s through windows in single and multi-story buildings.
In addition, a previous study [3] indicates that in warm climates the heat losses through the walls and windows (the vertical surfaces) are larger than the losses through the floor and the ceiling (horizontal surfaces) in a well-insulated, single story, residential building. However, it has been shown [2] that convective heat transfer processes are Energy:
These computer programs can be appl ied to fluid flow oroblems driven by predefined temperature di~tributions on t~e·enclosure surfaces and/or by pressure di fferenti al s between specified locations on the boundary. To date, a turbulence model has not been incorporated into either computer program, so the analyses are limited to steady (laminar) flows.
(For a more detailed description of the analysis technique, see [7J and references cited therein.)
Validation of the two computer programs CON-VEC2 and CONVEC3 has been undertaken by comp~ring the c~lculated results to various publlshed numerlcal and experimental efforts and ?y.comparison to two recent experiments utillZlng room geometries. The comparison to the low Rayleigh number data cited in the literature is described below; validations at the higher Rayleigh numbers characteristic of buildings are described in the next sections.
It is noted that the mesh sizes used in all validations were relatively coarse (the finest two-dimensional mesh size was 17x20). The grid 1ines were distributed evenly throughout the interior of the fluid volume with a concentration of grid 1i nes near the enclosure boundaries; this pennitted simul ation of the sharp changes in flow properties asso~i~t~with a developed boundary 1ayer. Sensltlvlty analyses indicated that it was adequate to position three grid lines parallel and adjacent to each enclosure surface for this purpose.
A quantity of particular importance in the problem defined by Fig. 1 is the magnitude of convective heat transfer, measured by the Nusselt number. For a square enclosure (H = L in Fig. 1 ), the average Nusselt number can be defined as: 
EXPERIMENTS AND ANALYSIS VALIDATION AT HIGH RAYLEIGH NUMBERS
Existing experimental data has been 1i~ited to Rayl ei gh numbers of 1ess than 10 --at least an order of magnitude below that which characterizes full-scale building geometries. In addition, most of the data is for large aspect ratios, typifying fluid flow in narrow vertical channels.
Two recent experiments ([2J, [8 J) have expanded the data base into the geometric and kinematic region of interest to the buildings sciences. The experiments are descri bed below and t hei r results are compared to the pred.ictions of the convection analysis code.
-3 -A. Small-Scale Experiment A small-seal e experiment, coordi nated with the analysis, is being carried out at Lawrence Berkeley Laboratory.
The results from the first phase of this experiment are reported below.
A schematic cross-sectional view of the experimental configuration is shown in Fig.  3 ; the apparatus had inside dimensions of 12.7 cm high by 25.4 cm long and a horizontal extent of 76.2 cm to mi nimi ze threedimensional effects. Water was used as the working fluid; this allowed representative Rayleigh number values to be obtained in a small-scale apparatus. The range of parameters covered by this experiment are:
2.6i Pr <6.8 1.6 x 10 9 < RaL < 5.4 x 1010
The opaci ty of water to thenna 1 radi at ion implies that the experiment was not a direct scaled approximation to a real room--thẽ xperiment allowed measurement of the purely co~vective .part of the heat transfer process ?elng studled* and from this standpoint, was ldeal for validation of the convection analysis code.
In experimental model i ng of convect i ve heat transfer processes, the behavior of a fluid with Prandt 1 number 1ess than 1.0 cannot be accurately simulated with a working fluid having a Prandtl number much greater than 1.0 [9J. Therefore, the magnitude of the Nusselt number measured in this experiment is not accurate for an air-filled enclosure. However, the general fluid behavior and parametric relationship observed in the experiment can be expected to be representative of an air-filled cavity. On the same figure, experimental results from a study by MacGregor and Emery [9J, and predictions from an analytic study by Raithby et ale [10J are shown; the present experiment is in quantitatively good agreement with both of these previous results.
(Note that at the high Rayleigh numbers shown in the figure, the Nusselt number is relatively insensitive to the aspect ratio; [11, l2J. In order to use the data from this experiment for validation of the two-dimensional convection code, the computer program was modified to incorporate the temperature dependence of the physical properties of water. Sensitivity studies using the computer program demonstrated an increase of up to 10% in the Nusselt numbers when the properties were allowed to vary with temperature rather than being fixed at their average values. Due to lack of sufficiently detailed experimental instrumentation, best estimates of some enclosure surface temperature profiles were necessary to complete the input to the analysis program. These surface temperature estimates are believed to have errors of less than +10%. To date, the sensitivity of the prediction of the computer code to these uncertainties has not been thoroughly investigated.
Comparisons of the predictions of the computer code with the experimental results for the extent of stratification in the core region are shown in Figs. 5 and 6. These figures show the temperature profiles along vertical and horizontal lines through the geometri g center of the enclYBure for Ra L = 2.4 x 10 and RaL = 4.7 x 10 ,respectively.
The excellent agreement of the numerical prediction of the temperature profiles in the central core at the lower Rayleigh number (Fig. 5) indicates that the program is addressing the fundamental characteristics of the flowgsuccesfull y at this Rayleigh number (2.4 x 10). The numerically predicted vertical centerline temperature PfBfile at the higher Rayleigh number (4.7 x 10 , Fig. 6 ) exhibits a shift to smaller temperature gradients in the central core region associated with an increased gradient near the horizontal surfaces. There are three likely candidates for the source of this discrepancy: (1) The potential for transitional flow (between steady laminar and fully turbulent) at this value of RaL could contribute to the noted differences between experiments and numerical results; (2) Due to increased convective effects at this higher Ra the errors in the estimates of surface temperatures immediately upstream from the centerline region may have a significant effect on the magnitude of the calculated temperature profile at the centerline; (3) The coarse mesh size used in the present numerical studies may also have been a contributing factor to the disagreement at this high value of Ra L • Ongoing work is expected to shed light on this question; until the source of the discrepancy is understood, however, the comparison of stratification profiles implies that the convection code properly represents the fundamental character of the flow for the smaller value of RaL and iroqualitatively correct for all Ra L < 5 x 10 .
The Nusselt number predictions made by the computer code are compared to the corresponding measurements in Table 1 ; the surface tem-4 perature distributions used in the simulations are also indicated in this table.
The two separate numerical simulations (Runs 2a and 2b) made at the higher Rayleigh number give an indication of the sensitivity of the predicted Nusselt number to differences in the details of a surface temperature specification.
B. Full-Scale Experiment
Natural convection was investigated in a full-sized test room measuring 3.6 m wide by 3.6 m long by 2.0 m high. A schematic of the experiment is shown in Fig. 7 . Heat was supplied to the test room by an electric resistance heating plate on the floor. A singlepane window was located on one wall of the enclosure. Though the window represents only 2% of the envelope area of the test room, it dominated the thermal load; 22% of the total losses from the structure were measured to be through this surface.
Steady-state conditions were maintained by controlling the temperature of the air outside the test room to within +0.2 0 C of its average value. The construction was sufficiently airtight that the effects of infiltration could be ignored.
The heater plate configuration was intended to represent the solar irradiated area of the floor; iis rectangular shape and its size (1.16 m) were well-matched to those of the 1.lZ m 2 window, and its heating capacity (448 W/mf) was selected to approximate solar radiation falling on a dark-colored floor with low thermal capacity at noon on a clear day at 40 0 N latitude. The parameters for this experiment were:
RaL~5 x 10 10
Experimental measurements were performed in a vertical plane (AA in Fig. 6 ) perpendicularly bisecting the window surface. Four types of data were collected inside the test room:
• Air Temperature: A vertical array of eleven thermistors was mounted on a motorized boom which traversed the test room in the measurement plane. The array has 20 cm vertical spacings in the center and 10 em spacings near the ceiling and floor; data were recorded at 20 cm horizontal intervals as the boom moved across the room. This resulted in a grid of 11x18 temperature data points in the measurement plane.
• Surface Temperatures: The surface temperatures of the heater plate, both sides of the window, and the wall opposite the window were measured and recorded.
; Air Velocity: Local air velocities in the horizontal and vertical directions were measured using a single direction hot-wire anemometer. Data were collected at 24 cm horizontal intervals at four different heights above the floor. In addition, air velocities were manually measured by timing the traversal of suspended particles over a known path 1engt h.
• Air Current Visualization: Kerosene vapor was introduced into the test room and i llumi nated by a vertical p1 ane of light. The light source and vertical baffles were located outside the room· the light was projected through the wind ow and the vapor particle distribution was video-recorded through a viewing port.
Convect i on observed in the test room was characteristic of the transition regime, between laminar and turbulent flow. The air flow was periodic and consisted of three distinct phases:
(1) A calm phase, lasting about 1 minute, characterized by laminar flow of air over the heater p1 ate ina "wave" configuration. Upon reaching the rear wall, the direction of flow became vertical.
(2) An acce1erat i on phase, 1ast i ng approximately 20 seconds. This period was characterized by an erratic increase in air flow velocity. This phase 1asted about 5 seconds; it was characterized by a fluctuating air velocity, with a main plume rising 0.6 m from the rear wall. Simultaneously, cold air was entrained into a layer fonned over the heater plate. The cool air began to increase in temperature and the enti re cycle was repeated.
The highest observed air velocities, 112 cm/sec, coincided with the plume eruption. The vertical plume velocity, as shown in the velocity profiles in Fig. 8a , slowed to 4 cm/sec upon changing direction and dispersing at the cei 1i ng.
The hori zonta1 f1 ow is illustrated in Fig. 8b . The periodic character of the flow was evident at the ceiling. This flow along the ceiling fed the laminar downdraft at the window, so the periodicity was not evident in the cold air flow across the floor, towards the heater plate. Both horizontal layers, at the floor and ceiling, were 20-25 cm thick, leaving a large stagnant volume in the center of the room.
Temperature measurements were converted to isotherms separated by intervals of 5% of the maximum surface temperature difference in the -5 -room. The isotherms were referenced to the mean temperature of the room, i ndi cated on Fig. 9 as 0.00. From the isotherms, the air fl ow patterns descri bed above may be di scerned: the plume over the heater plate, a layer of warm air at the ceiling, a cool air current at the window and along the floor, and a somewhat isothermal area in the center of the room. For more details of this experiment, see Ref.
[8].
Data from this full-scale experiment was compared with the predictions from the threedimensional version of the numerical code. The surface temperature profiles used in the analysis were estimated from the avail able data using a thenna1 balance technique. It is noted that the effects of radiation on the temperature probes are expected to bi as the measured air temperatures towards higher values by an unknown amount. This effect was not accounted for in the thermal balance. This bias also affects the comparisons between the isotherms predicted by the numerical scheme (Fig. 10 ) and the experimental results (Fig. 9) . In light of these limitations, the agreement is satisfactory.
An energy balance calculation to estimate the convective heat f1 ux from the hot p1 ate~n the experiment yi e1ds a value of 85 W/m • The computer program predicts a con~ective heat flux from the hot plate of 56 W/m • Since the flow is in the transition regime, use of a model for buoyancy-induced turbulent flow would be expected to improve the agreement.
NATURAL CONVECTION IN BUILDING ENERGY ANALYSIS
Whi1 e . most computerized buildi ng energy ana1ysls computer codes (BLAST,* DOE-2,ẽ tc.) and other passive solar system analysis programs assume constant convect i ve heat transfer coefficients for the surfaces of the building being ana1yzed,t it has been shown (2) that the coefficients are actually very *BLAST (Buil.di ng .Loads Analysis and System Thermodynaml cs) 1s copyri ghted by the Const ruct i on Engi neeri ng Research Laboratory U.S. Dept. of the Army, Champaign, Illinois: +DOE-2 is a pub1~c. 90main program being developed by the D1V1Slon of Communities and Building Energy Systems, Department of Energy.
tSome .o~the codes do utilize convection coefflclents for non-vertical surfaces which are sensitive to the direction of heat flow b~t not to the magnitude of the temperature dlfference between the room air and surface or to the possibly large effects induced by the differences in surface temperatures.
sensitive to the detailed temperature distribu ti ons on those surfaces. I n order to assess the effects of this simplification of the accu racy of resu1 ts from these programs, the convection code was used iteratively with BLAST to obtain self-consistent surface temperature distributions and convection coefficients.
A south facing zone of a multizone building was studied. This zone had dimensions of 3.66 m wide x 9.14 m high. The interior of the anl ayzed zone was made up of 14 surface segments. The two "end surfaces" (the east partition wall and the west exterior wall) measured 2.44 m x 3.66 m and were very highly i nsu1 ated.
The other four major surfaces (ceiling, floor, gypboard north partition wall, and the south exterior wall) were each divided into three equal subsurfaces; The individual subsurface extended the fu1l9.15m length of the zone. The middle section of the south wall was specified as double pane window. The iterative analysis was performed for the nighttime period when this direct-gain space was in a loss mode.
Due to the surface temperatures and the zone geometry, the convective flow was expected to be two-dimensional in character. The twodimensional convection code was used to simulate the details of the convection process in that zone and used to calculate convection heat transfer coefficients for each subsurface. These coefficients were used as input to BLAST, which then was used to calculate the resulting surface temperatures. These temperatures were used as input to the convection code and the entire procedure was iterated to convergence.
BLAST perfonns a full thennal balance on all surfaces of the zone under study. The thermal balance accounts for thenna1 radiation between zone surfaces, convection between zone air and each surface, and conducti on through each surface. For simplicity, the external weather was chosen to produce effectively steady-state conditions. The output of BLAST includes zone loads, air and mean radi ant temperatures, and the surface temperatures and heat fluxes at each surface of the zone.
The convection analysis code calculated local air temperatures at each node, but did not include source tenns; the average air temperature that was cal cu1 ated from the node temperatures represented the balance point for the zone under the given surface temperature distributions.
For this reason, the BLAST simulation from which the surface temperatures were taken did not include auxiliary heating and/or cooling of the zone in which the convection was to be analyzed.
The results of the analysis are shown in Table 2 . Surfaces are numbered sequentially 6 around the zone; results for the thennal parameters for each subsurface of the primary zone surfaces appear in the table. Ca se I refers to standard assumpti ons and case I I refers to the values after the iterations.
The convective coefficients are seen to change substantially from their standard assumed values for most of the surfaces. However, this has a smaller effect than expected on the thermal behavior of the zone for the following reasons:
(1) The surfaces which are coupled more strongly to the room air through larger convective coefficients in case II have smaller resulting temperature deviations from the room air temperature than in case I; this has a moderating influence on what otherwise would have been a larger convective (and radiative) heat flux. On the other hand, the surfaces which are coupled less strongly to the room air through smaller convective coeffi ci ents incase I I tend to have 1arger resulting temperature differences from the room air than in case I; this increases what otherwi se wou1 d have been a sma 11 er convective (and radiative) heat flux.
(2) In addition to convection, radiative exchange is equally important in thermally coupling the zone surfaces to one another and is independent of the magni tude of the convective coefficients (to the first approximati on). For thi s reason, changes in the convective coefficients will have a smaller percentage effect on the total heat f1 ux (convection + radiation) from a surface.
The net result of these two factors is that the average air temperature and the mean radiant temperature of the zone have remained practically unchanged after the iterative procedure between BLAST and the convective code was completed.
The convective heat flux from the wann north wa 11 shows a s i~nifi cant vari ati on along its height (15~4 W/m from the bottom of the wall to 7.2 W/m from the top). As cold air warms up at the bottom of the north wall and rises, the upper porti ons of the wall encou nter relatively wanner air and can contribute relatively less heat to this air. If this north wall were an (i ndi rect) heat storage system, the convective recovery of heat from the bottom portions of the wa11 wou 1d be nearly twice as rapid as that from the top portions, in this configuration. Another interesting feature is th~very large convective coefficient (8.9 W/m°C) for the portion of the cool ceil i ng di rect1y wanned by the updraft from the warm north wall. Since the ceiling was well insulated, the temperature difference between this portion of the ceiling and the room air was decreased (by about 50%) with only a negligible change in the heat loss to the attic.
The portion of the south wall directly below the double-pane window encounters a downdraft of cold air that has lost heat through the window.
This downdraft of air is actually colder than the interior surface of the bottom portion of the south wall (thi s surface is warmed by radiative exchange with the north wall). Thus, although the bottom section of the south wall is actually cooler than the average room temperature, it deposits heat into the cold downdraft flowing across it. This has resulted in its convective coefficient being negative (the convective coefficients are defined with respect to average room air temperature).
The convection code predicts a vertical stratification in the bulk of room air of no greater than 0.7°C/m at the center of the zone. • Such variations in convective coefficients could have a substantial effect on the distribution of gains and losses from various surfaces in a passive solar room confi gurat ion.
• The convective coefficients can show a significant variation across a given zone surface.
• The detailed modeling of convection may have a small effect on the zone air temperature and the mean radiant temperature in the loss mode.
A numerical technique for modeling natural convection in room geometries has been developed. The numerical predictions from thi s technique have been compared with various published data and demonstrate satisfactory agreement.
The results from a smallscale and a full-scale experiment studying natural convection in room geometries have been presented. Comparisons of the numerical predictions with the results of these experiments exh i bi t sat i sfactory agreement.
The convection code has been used in conjunction wi th the BLAST computer program to invest igate the thermal behavior of a realistic direct-gain zone configuration in the loss mode. The results indicate that:
6. SUMMARY
• Some of the convective coefficients can be substantially different from the values assumed by the standard buildi ng energy analysis methods. 
