Studies of selective attention typically consider the role of task goals or physical salience, but 46 recent work has shown that attention can also be captured by previously reward-associated 47 stimuli, even when these are no longer relevant (i.e., value-driven attentional capture; 48 VDAC). We used magnetoencephalography (MEG) to investigate how previously reward-49 associated stimuli are processed, the time-course of reward history effects, and how this 50
Introduction 78 79
Selective attention can be defined as the resolution of competition between stimuli for 80 behavioural control through the enhancement of relevant stimuli and suppression of irrelevant 81 stimuli (Desimone and Duncan, 1995) . Traditionally, studies of attention have focused on 82 task demands or physical salience (Beck and Kastner, 2009; Egeth and Yantis, 1997) . 83
However, work over recent years has shown that reward history also plays an important role 84 in shaping attention. Stimulus-reward associations continue to capture attention even when 85 they are no longer relevant (Anderson, 2013; Awh et al., 2012; Chelazzi et al., 2013) . 86 87
Experimentally, value-driven attentional capture (VDAC) is typically established via an 88
initial "training phase" in which visual stimuli are associated with different reward outcomes 89 (e.g., Anderson et al., 2011) . During a "testing phase", participants complete a new, formally 90 unrelated task, which re-uses the previously reward-associated stimuli (Anderson et al., 91 2011) . Many studies have shown that these reward-associated stimuli continue to capture 92 attention even in the absence of reward contingency or other task-relevance ( representations could then rapidly capture attention in a feed-forward manner, potentially 101
leading to the behavioural effects of VDAC (Anderson, 2016; Failing and Theeuwes, 2018) . 102
However, evidence for the existence of this mechanism is limited (Anderson, 2016 ; van 103
Koningsbruggen et al., 2016). 104 105
Electroencephalography (EEG) studies of VDAC show various types of modulations in 106 visual processing (Failing and Theeuwes, 2018) . In general, modulations of visual processing 107
can reflect changes in how reward-associated stimuli are processed and/or changes in how 108 other stimuli are processed as a result of VDAC (Failing and Theeuwes, 2018) . The timing of 109 effects also matters (Luck et al., 2000) . Early effects may indicate changes in feed-forward 110 sensory processing of reward-associated stimuli, whereas later effects may reflect attentional 111 modulation triggered by these stimuli (Buffalo et al., 2010; Foxe and Simpson, 2002 Comparison between studies is challenging because in some studies the task-relevance, and 122 therefore the reward history, of stimuli changes across trials (e.g., Hickey et al., 2010; 123 Itthipuripat et al., 2015) . In other studies, reward-associated stimuli are irrelevant and 124 unrewarded for the entire task (e.g., MacLean and Giesbrecht, 2015; Qi et al., 2013) . 125
Furthermore, it is important to isolate effects related to the processing of reward-associated 126 stimuli from those related to the processing of target stimuli (e.g., Hickey and Peelen, 2015) . 127
Finally, it is critical to test whether changes in response amplitude to reward-associated 128 stimuli (as measured using univariate approaches) reflect an improvement in the neural 129 coding of these stimuli (van Ede et al., 2018). For example, Hickey and Peelen (2015) used 130 multivariate pattern analysis (MVPA) to show that fMRI representations of previously 131
reward-associated stimuli are indeed modulated in the ventral visual stream. However, the 132 use of fMRI precludes insight into the timing of these effects during visual processing 133 (Hickey and Peelen, 2015) . 134 135
In the current study, we used time-resolved MVPA of magnetoencephalography (MEG) data 136 to explore the time-course of cortical representations of previously reward-associated stimuli 137 during VDAC. Participants first completed a reward learning task to establish stimulus-138 reward associations. We then measured attentional capture in a separate task by presenting 139 these stimuli in the absence of reward contingency, and probing their effects on processing of 140 separate target stimuli. Critically, we also varied the interval between previously reward-141 associated stimuli and the imperative targets to isolate the neural processes triggered by the 142 reward stimuli, uncontaminated by target processing. Consistent with attentional capture, we 143
found that learned value modulated the spatial selection of previously rewarded stimuli in 144 occipital, inferior temporal, and parietal cortex. However, these effects only emerged from 145 ~260ms after stimulus onset, in contrast to previous evidence of early effects. Moreover, 146
learned value did not modulate cortical representations of the previously reward-associated 147
stimuli. 148 149
Materials and methods

151
Participants 152 153
All experiments were conducted under ethical approval from the Central University Research 154
Ethics Committee of the University of Oxford and with informed consent from participants.
155
We aimed for a sample of 30 human participants from the Oxford community for this 156 experiment. Due to poor behavioral performance or MEG acquisition artefacts, we recruited 157 'replacement' participants as needed, leading to a total sample of 37 participants, aged 19-34 158 years (M = 24.6 years, SD = 4.2 years; 18 female). All participants were right-handed and 159
had normal or corrected-to-normal vision. One participant was excluded during MEG data 160 acquisition due to inability to follow task instructions, and six participants were excluded 161
prior to data analysis due to artefacts in the MEG data, leaving 30 participants for analysis.
163
Study structure 164 165
Participants completed a reward learning task to induce learning of stimulus-reward 166 associations (training phase), and a visual discrimination task (i.e., attention task) to test the 167 effect of these associations on visual attention (testing phase). To maximize learning and 168 increase task engagement, participants completed two sessions of each task in an interleaved 169 order on the same day. Participants were compensated based on their winnings in the reward 170 learning task and were explicitly told that the attention task was not rewarded and was simply 171 a requirement to complete as part of the experiment. 172 173
Reward learning task (training phase) 174 175
The task was presented using MATLAB (MathWorks, MA, USA) and Psychtoolbox-3 176 (Kleiner et al., 2007) . Participants sat 120 cm from the display, which was a Panasonic PT 177 D7700E (Osaka, Japan) translucent back-projection display, 54.5 × 43cm, resolution 1280 × 178 1024px, 60 Hz refresh rate. After a 500-1000ms (randomly jittered) inter-trial interval (ITI), 179 two option stimuli (each sized 2.4 × 2.4º visual angle) appeared on screen ( Figure 1a ). 180
Participants were instructed to maintain fixation until the fixation cross disappeared after 181 500ms. After the fixation cross offset, participants had 5000ms to indicate their choice with a 182 left or right button press. After the choice, a feedback display presented the outcomes of the 183 chosen and unchosen stimuli. To facilitate learning, the background brightness as well as a 184
presented sound effect indicated the outcome reward magnitude. Participants began the next 185 trial with a button press. 186 187
There were 10 option stimuli that participants learned about across trials: two high reward 188
(250 points), two low reward (25 points), and six zero reward stimuli (0 points; Figure 1c ). 189 1000 points were equivalent to £1, with participants receiving their winnings at the end of the 190 experiment. A 'points bar' at the bottom of the screen indicated how many points they had 191 accumulated for the next £1 and a pound (£) counter indicated the total money won thus far.
192
Reward associations were deterministic. shapes, so participants could use either feature or a combination for learning. Trial order was 198 randomized once and presented consistently across participants to minimize differences in 199
learning. 
204
Each trial began with a fixation period (500-1000ms, randomly sampled), followed by the presentation of two 205 option stimuli. After 500ms, the fixation cross disappeared and participants were free to indicate their decision 206 by button-press within the time limit (5000ms). Decisions were followed by a feedback display indicating the 207 points obtained for the chosen stimulus, as well as the points that would have been awarded for the unchosen 208 stimulus. Participants initiated the next trial by button-press. Participants could track their earned points and 209 money with on-screen counters. (b) Experimental design for the attention task (testing phase). Each trial began 210 with a fixation period (500-1000ms, randomly sampled), followed by the presentation of two reward stimuli 211 from the previous task (now uninformative and unrewarded). Each trial included one high-or low-reward 212 stimulus together with a zero-reward stimulus, or two zero-reward stimuli (baseline trials). After a stimulus-213 onset asynchrony (0, 500, or 1000ms), gratings appeared inside the reward stimuli for 200ms. One grating was 214 always either vertically or horizontally oriented (the target), and the other was always oriented obliquely, at one 215 of twelve angles (the distracter). In congruent (incongruent) trials, the target grating appeared on the same 216 (opposite) side as the high-or low-reward stimulus. In trials with two zero-reward stimuli, the target could 217 appear on either side. Reward stimuli and gratings disappeared together after 200ms. Participants had an 218 additional 1800ms to indicate with a button-press whether the target is oriented vertically or horizontally. Note 219 that task stimuli are enlarged for illustration purposes. (c) Stimulus set with example associated rewards.
220
Stimulus-reward contingencies were counterbalanced across participants.
221
Attention task (testing phase) 222 223
The hardware and software setup for stimulus presentation was identical to the reward 224 learning task. The task began with a 500-1000ms randomly jittered ITI, during which 225 participants had to fixate on a central cross ( Figure 1b ). Two of the previously rewarded but 226
currently task-irrelevant reward stimuli then appeared on screen. These could be a pair of 227
High and Zero reward stimuli (high reward trials), Low and Zero reward stimuli (low reward 228 trials), or two Zero reward stimuli (baseline trials). Following a randomly selected delay of 229 0, 500, or 1000ms (the stimulus-onset asynchrony, SOA), two task-relevant oriented gratings 230
(diameter 1.2º visual angle, with the inner edge positioned 5.4º away from center) appeared 231 inside each of the reward stimuli. The target grating was oriented either 0º or 90º. The 232
participants' task was to indicate this orientation with a button-press. The non-target 233 (distracter) grating was oriented obliquely at 20-70º or 110-160º degrees, randomly selected 234 from 10º bins. Gratings were presented for 200ms, after which they offset together with the 235 reward stimuli. Participants had up to 1800ms after grating offset to make their response. 236
Auditory feedback was provided with a high frequency tone signifying correct trials and a 237 low frequency tone signifying incorrect trials. 238 239
Critically, in high and low reward trials, the target grating appeared inside either the High or 240
Low reward stimuli (congruent trials), or inside the Zero reward stimulus (incongruent 241 trials). In baseline trials, the target grating could appear in either Zero reward stimulus. 242
Reward stimuli and target locations varied randomly between left and right of the fixation 243 cross. 244 245
In each session, there were 60 trials per cell in the reward (3) × congruency (2) × SOA (3) 246 condition matrix, with the exception of the baseline condition in which congruency was not a 247
factor. There were 1800 trials in total across both sessions. All trials were fully randomized 248 across participants. Each session was divided into 19 blocks, with 50 trials per block, and 249 each block taking ~2 minutes to complete. Participants were instructed to maintain fixation 250 and minimize blinking throughout the duration of a block but were able to take a short break 251 after each block. Behavioural data analysis 300 301
Behavioural data were analyzed in MATLAB and in R using RStudio (RStudio Inc., Boston, 302
MA, USA) with the ez package (Lawrence, 2016) . Accuracy in the reward learning task 303 ( Figure 2a ) was quantified as percent of choices of the higher reward option and in the 304 attention task as percent of correct target-discrimination responses. Reaction time (RT) 305
analyses ( Figure 2b ) were performed only on correct trials and using the median as the 306 subject-level summary statistic. Behavioral data were analyzed using repeated-measures 307 analysis of variance (ANOVA), followed by pairwise comparisons. Tests were corrected for 308 multiple comparisons using the Holm-Bonferroni method where relevant. Learning curves of 309 accuracy and RT in the reward learning task were computed by smoothing each participant's 310 trial-wise data with a 10-trial moving average window within each session and concatenating 311 sessions. Curves for high reward choices include both High vs. Zero and High vs. Low 312 reward trials. 313 314
Multivariate pattern analysis (decoding) 315 316
For decoding analyses in both tasks, the main epoch of interest was the 500ms after reward 317 stimulus onset, which provided a window to analyze early representations of reward-318 associated stimuli ("options" in the reward learning task, "reward cues" in the attention task) 319
in task-relevant and irrelevant contexts. In the attention task, this epoch in the 500/1000ms 320 SOA conditions enabled us to examine the response to the reward stimuli separately from the 321 response to target processing. For completeness, we also examined reward stimulus 322 processing in the 0-500ms after target onset in the 500/1000ms and 0ms SOA conditions. 323 324
Decoding was performed on broadband MEG gradiometer data. The true spatial 325 dimensionality of the MEG data after the Maxfilter preprocessing algorithm is ~64 rather 326 than the 204 gradiometer channels (Woolrich et al., 2011) . Therefore, to reduce the number 327 of redundant features for decoding, we first performed Principal Component Analysis (PCA) 328
on the data to extract a subset of dimensions (70) that explain 100% of the variance. Note that 329
this simply re-expresses the data using a smaller set of features and does not reduce the 330 number of informative dimensions. Using the 70-feature × N-trial × T-time data matrix as 331 input, we conducted multivariate pattern analysis using Mahalanobis distance with 5-fold 332 cross-validation, an approach closely related to linear discriminant analysis (LDA) (Walther 333 et al., 2016; Wolff et al., 2015 Wolff et al., , 2017 . Specifically, to discriminate between two classes (e.g., 334
A and B), we split all of the data into five random groups ("folds") of trials, iteratively using 335 one as a testing set and the remaining as training data (and repeating the splitting procedure 336 50 times to ensure stable results). We computed Mahalanobis distances between left-out test 337 trials at a given timepoint and the means of class A and B from the training data at the same 338 timepoint. Mahalanobis distance is given by: 339 340
where ;< is the inverse feature covariance estimated on all training data (per time-point, 343
across trials), pooled across classes, using a shrinkage estimator (Ledoit and Wolf, 2004) . We 344 then computed the difference between the distances to A and B, always subtracting the 345 within-class distance from the between-class distance: 346 347
which leads to positive differences with better discriminability (Wolff et al., 2017) . This was 350 repeated for all trials and timepoints and results were smoothed across time with a Gaussian 351 smoothing kernel (s = 16ms), to obtain a measure of trial-wise pattern discriminability across 352 time. Note that although this distance measure can be binarized and converted to accuracy 353 over trials (as in LDA), we preserved the parametric distance value as a more informative 354 measure of similarity/dissimilarity between train and test patterns (Walther et al., 2016) .
356
We quantified neural pattern separation for various task parameters during the reward 357 learning and attention tasks: reward stimulus location (left versus right; location decoding), 358 reward stimulus identity (e.g., high reward stimulus 1 versus high reward stimulus 2; identity 359 decoding), and stimulus-independent value (high reward versus low reward; value decoding). 360
Location decoding was performed on data collapsed across stimulus identity, and compared 361 between high and low reward trials. Identity decoding was performed separately for each 362 location, with the results averaged over location, and compared between high and low reward 363 trials. For value decoding, we employed a cross-generalisation approach, in which we trained 364 a classifier using one pair of reward stimuli (e.g., high reward 1 vs. low reward 1), and tested 365 performance on another (e.g., high reward 2 vs. low reward 2), collapsing across locations. 366
Value decoding was therefore independent of location and identity, and attributable only to 367 the difference in value between stimuli.
369
For location and identity decoding in the reward learning task ( Fig. 3a-c subsampled the latter using an odd/even split. Attention task decoding was performed 374 separately on the 500/1000ms and the 0ms SOA trials. 375 376
For statistical testing, we averaged pattern discriminability across trials for each participant 377
and tested it at the group level against zero or between conditions using cluster-corrected 378 sign-permutation tests, with a cluster-forming threshold of a = 0.05 and 10,000 permutations. 379
Baseline data (i.e., before stimulus onset) were not included in permutation testing. 380 381
To test how location decoding evolved across trials during the reward learning task as a 382 function of reward (Fig. 3b ), for each participant, we computed the Spearman rank 383 correlation between trial number and peak location decoding in each trial, separately for high 384
and low reward. We tested the average Fisher z-transformed correlation across participants 385 against zero and between reward conditions using one-sample and paired t-tests, respectively. 386
The time of peak decoding was defined based on the group-level decoding results. Note that 387 due to rejection of trials with artefacts, the number of trials included in this analysis is less 388 than in the learning curves presented in Figure 2 . 389 390
Median split analyses 391 392
To test the relationship between the observed decoding and the attentional capture effect in 393 behaviour, we split participant decoding results based on the magnitude of their RT reward × 394
congruency interaction effect across all three SOAs. Decoding differences between groups 395
were tested using independent-samples t-statistics and cluster-corrected group-permutation 396 tests, in which observed group differences were compared to a null distribution of differences 397 generated from random group partitions (cluster-forming a = 0.05; 10,000 permutations whole-brain virtual channel data, beamforming filters were applied to time-domain data and, 413
for each gridpoint, the three-direction dipole data were projected to the direction explaining 414 the most variance using singular value decomposition. 415 416
Source-space searchlight decoding 417 418
To visualize brain regions involved in decoding, we performed searchlight decoding on 419
whole-brain virtual channel data in source space, from 200ms to 500ms after cue onset in 420 100ms steps. A ~23mm-radius searchlight sphere was used to define features (grid points) for 421 decoding. The sphere was enlarged at the edges of the brain to maintain an approximately 422 constant number of grid points per sphere (across all spheres, M = 62 grid points, SD = 6 grid 423 points). To reduce extensive computation time, the same feature covariance estimate was 424 used for decoding at each time point, which was computed on baseline data (averaged from -425 100ms to -50ms relative to cue onset). All other aspects of decoding were identical to that 426 described above. For statistical testing, the resultant distance differences were converted into 427 t-statistics and cluster-corrected at the whole-brain level using threshold-free cluster 428 enhancement (TFCE) with 10,000 permutations, as implemented in FSL's randomise tool We first confirmed that participants learned the stimulus-reward contingencies in the reward 442 learning task. Participants won an average of £44.67 (SD = £2.89) out of a possible £48. 443
Choice accuracy was sensitive to the value difference between options, with a significant 444 main effect of choice type (high vs. zero, H-Z; high vs. low, H-L; low vs. zero, L-Z) on 445 accuracy, F(2,58) = 7.43, p = 0.006. Participants were more accurate on H-Z than L-Z trials, 446 t(29) = 4.36, p < 0.001, Cohen's d = 0.8 ( Fig. 2a ). There was no difference between H-Z and 5.15). There was no difference between high and low reward options, t(29) = 0.6, p = 0.55 462 (Fig. 2c ), demonstrating the absence of a choice frequency (i.e., selection history) effect. 463 464 465 466 
476
Reward learning task: reward stimulus processing in a task-relevant context 477 478
Next, we tested the feasibility of time-resolved decoding of reward stimulus representations 479 in the reward learning task, a context in which these stimuli (i.e., options for decision-480 making) are relevant and rewarded. These analyses focused on the fixation epoch, in which 481 participants saw the options but were not yet able to respond. 482 483
We applied multivariate pattern analysis to discriminate between trials in which the higher 484 valued option appeared on the left versus the right of the fixation cross, separately for the 485 high and low reward trials (location decoding; Fig. 3a ). Given the obvious perceptual 486
differences between left and right option trials, we expected the decoding analysis to reflect 487 this. Crucially, however, these perceptual differences should be identical in high and low 488 reward trials, and therefore any differences in decoding between these conditions are 489 attributable solely to the reward associated with each type of option. As expected, for both 490 high-and low-reward options, we could decode option location from ~104ms and ~136ms 491 onwards, respectively (each p < 0.001, cluster-corrected permutation test), in line with the 492 clear perceptual difference between left and right cue presentation trials. Critically, the 493
decoding was significantly stronger for the high-than the low-reward options from ~184ms 494 onwards (p < 0.001, cluster-corrected permutation test), indicating that learned value 495 modulated location decodability in this task-relevant context (Fig. 3a) . This is consistent with 496 an effect of reward on spatial attention (Anderson, 2016 ; MacLean et al., 2016; Moore and 497
Zirnsak, 2017). 498 499
Given that participants gradually learned to locate and select the higher reward stimulus, we 500 examined how location decoding emerged across trials as a function of associated reward. 501
We extracted trial-wise distance differences from the peak time point of maximal decoding in 502
the trial-averaged data in the high and low reward conditions (i.e., Fig. 3a ) and tested for a 503 relationship with trial number. In line with participants' learning, location decoding 504 significantly increased over trials in the high reward condition (t-test on the participant-wise, 505
Fisher z-transformed Spearman rank correlations; t(29) = 8.58, p < 0.001; see also Fig. 3b top) 506 and in the low reward condition (t(29) = 2.09, p = 0.0458; see also Fig. 3b bottom) . 507
Correlations were stronger in the high reward compared to the low reward condition (t(29) = 508 5.54, p < 0.001; Fig. 3b inset) . Thus, the emergence of location decoding across trials also 509 differed as a function of associated reward, consistent with the idea that reward learning 510 gradually shapes selective attention (Anderson, 2016; Chelazzi et al., 2013) . 511 512
Next, we applied a similar multivariate pattern analysis to discriminate between the two 513 stimulus identities within each reward condition (e.g., high reward 1 vs. high reward 2; 514 identity decoding; Fig. 3c ). Identity could be decoded from ~80ms and ~104ms onwards for 515 high and low reward stimuli, respectively (p < 0.001, cluster-corrected permutation test), but 516 with no difference between reward conditions (p > 0.9, cluster-corrected permutation test), 517
suggesting that learned value did not modulate the sensory representations of these stimuli in 518 this task (Fig. 3c ). 519 520
Lastly, we sought to decode a reward value signal, independent of location or identity. We 521 used a cross-generalisation approach, in which we trained a classifier using one pair of 522 reward stimuli (e.g., high 1 vs. low 1), and tested performance on another (e.g., high 2 vs. 523 low 2), collapsing across locations (e.g., Kahnt et al., 2010) . Any significant decoding that 524 emerges is therefore independent of location and identity, and so attributable to the difference 525 in value between stimuli (value decoding; Fig. 3d ). We found a significant value signal from 526 ~260ms onwards (p < 0.001, cluster-corrected permutation test), representing the available 527 reward independently of stimulus location or identity (Fig. 3d ). 528 529 530 531 
547
Attention task: Attentional capture by stimuli associated with reward history 548 549
Next, we probed how stimulus-reward associations learned in the reward learning task 550 captured attention in the attention task and whether attentional capture was modulated by 551 reward value and/or by the SOA. We ran a repeated-measures ANOVA on RT with three 552 factors: reward (high, low), congruency (congruent, incongruent), and SOA (0, 500, 1000ms).
553
There was a main effect of congruency, F(1,29) = 12.46, p = 0.001 and a congruency × reward 554
interaction, F(1,29) = 8.9, p = .006. Participants were significantly slower in the high reward 555
incongruent relative to the congruent condition, t(29) = 3.77, p = 0.002, Cohen's d = 0.69, with 556 no such difference between the low reward incongruent and congruent conditions, t(29) = 1.77, 557 p = 0.087, Cohen's d = 0.32. Importantly, although there was a main effect of SOA, F(2,58) = 558 44.33, p < 0.001 (indicative of a general preparatory effect), there were no interactions 559 between SOA and reward or congruency, all F(2,58) < 1, p > 0.3. For completeness, we tested 560
for reward × congruency effects in each SOA. Across SOA conditions, participants were 561 slower in the high-reward incongruent trials than the congruent trials: 0ms SOA, t(29) = 4.55, p 562 = 0.001, Cohen's d = 0.83; 500ms SOA, t(29) = 3.15, p = 0.019, Cohen's d = 0.57; 1000ms 563 SOA, t(29) = 2.8, p = 0.036, Cohen's d = 0.51 (Figure 4a ). There was no difference between 564 low-reward incongruent and congruent trials, all t(29) < 2, p > 0.2 (Figure 4a ).
566
A congruency effect on reaction time could be driven both by faster responses in congruent 567 trials, and/or slower responses in incongruent trials, compared to baseline. Figure 4a suggests 568 that both might be the case, and we next tested this explicitly. Given the absence of 569
interactions with SOA, we collapsed across this condition and performed one-sample t-tests 570
for each congruency and reward condition. In high-reward trials, participants showed both a 571 congruent (t(29) = 3.14, p = 0.004, Cohen's d = 0.57) and incongruent effect (t(29) = 2.59, p = 572 0.015, Cohen's d = 0.47), suggesting that they were respectively sped up or slowed down by 573 the presence of a congruent or incongruent high-reward stimulus. These effects were not 574 present in the low-reward conditions (t(29) = 1.2, p = 0.238; and t(29) = 1.38, p = 0.178, 575 respectively). 576 577
We then tested whether the effect of congruency on RT decayed over trials, as participants 578
repeatedly encountered the unrewarded and irrelevant stimuli. This would reflect an 579 extinction of the stimulus-reward association as reward becomes unavailable, as widely 580 observed in learning paradigms (Todd et al., 2014) . Focusing on the high reward condition 581
and collapsing across SOAs, we split trial data into two halves per session and computed a 582 difference between congruent and incongruent RTs as an aggregate measure of attentional 583 capture for each half. A session × half repeated-measures ANOVA showed no significant 584 main effects or interactions, all F(1,29) < 2.8, p > 0.11, suggesting that the effect did not 585
reliably extinguish across trials within the timeframe of this experiment (see also Figure 4b ). 
594
We also analysed accuracy difference scores. There was a significant main effect of 595 congruency, F(1,29) = 9.25, p = 0.005; a main effect of SOA, F(2,58) = 3.17, p = 0.049; a reward 596 × congruency interaction, F(1,29) = 20.11, p = 0.0001; and a reward × congruency × SOA 597 interaction, F(2,58) = 3.21, p = 0.047. In the high reward 500ms and 1000ms SOA conditions 598 only, participants were less accurate in the incongruent than in the congruent trials, t(29) = 599 3.75, p = 0.005, Cohen's d = 0.68 and t(29) = 3.45, p = 0.009, Cohen's d = 0.63. There were 600 no differences in the 0ms SOA or in any low reward condition, all t(29) < 2, p > 0.9. Thus, 601
attentional capture also influences accuracy, at least in the longer SOA conditions, with no 602 evidence of a speed-accuracy trade-off. 603 604
Reward cue location is decodable in a task-irrelevant context and modulated by value 605 606
Next, we probed the neural correlates of the attentional capture effect we observed in 607 behaviour. We aimed to identify neural signatures of task-irrelevant reward history, 608
independently of target processing. Similar to the analysis of the reward learning task data, 609
we performed time-resolved decoding of the location and identity of the reward cues, as well 610
as a stimulus-independent value signal. This enabled us to probe the time-course of any 611 effects of reward history, such as modulations in early visual processing. Our primary focus 612 was the cue epoch, prior to the onset of task-relevant gratings, as this period allowed for the 613 analysis of task-irrelevant reward cue processing without the interference of target 614
processing. We specifically focused on the first 500ms after reward cue onset as this allowed 615 us to collapse across the 500ms and 1000ms SOA trials. 616 617
We first looked at location decoding as the most direct correlate of the spatially-specific 618 attentional capture effects that we observed in behaviour. As before, we found significant 619 decoding of the cue location for both high (p < 0.001, cluster-corrected permutation test) and 620 low reward cues (p < 0.001, cluster-corrected permutation test; Fig. 5a ). Critically, this 621 decoding was modulated by reward value, with stronger decoding for high compared to low 622 reward cues starting from ~260ms (p < 0.001, cluster-corrected permutation test; Fig. 5a ).
623
This effect is solely attributable to the reward history that these stimuli acquired during the 624 reward learning task; in the current context, these stimuli are unrewarded and irrelevant. 625 626
We sought to determine the anatomical source of this value modulation. We projected the 627 sensor-space data onto a source-space grid using a linearly constrained minimum variance 628
(LCMV) beamformer, and ran the same location decoding analysis within a searchlight 629 sphere across the brain, in 50ms bins from 250-500ms after cue onset. Value modulation 630 began around the right posterior parietal cortex, followed by the inferior temporal and visual 631 cortex and more widespread modulation in posterior parietal cortex, and along the temporal 632 lobe (p < 0.05, whole-brain cluster-corrected using TFCE; Fig. 5b) . 633 634
We then tested whether this value modulation was related to the value modulation of the 635 behavioural attentional capture effect. We conducted a median split of the participants based 636
on the extent to which their attentional capture was modulated by reward value (i.e., the 637 strength of the reward × congruency interaction effect on RT; Fig. 5d top panel) . Strong 638 capture participants (i.e., with stronger value modulation of the attentional capture effect) 639
showed accompanying value modulation of the location decoding during the cue epoch 640 starting from ~248ms (p < 0.001, cluster-corrected permutation test; Fig. 5c bottom panel) , 641
while weak capture participants did not (p = 0.215, cluster-corrected permutation test; Fig. 5c  642  top panel) , with a significant difference between these two groups (p = 0.024, cluster-643 corrected, independent-samples permutation test; Fig. 5d bottom panel) . We defined these 644 two groups based on the extent to which reward value modulates the behavioural effects of 645 attentional capture, but they might also differ in how they learn reward associations (e.g., 646
Jahfari and Theeuwes, 2017). We therefore compared their learning curves from the reward 647 learning task, but did not find any significant differences (p = 0.423, independent-samples 648
cluster-corrected permutation test across trials; Fig. 5d middle panel) . 649 650 651 652 665 666
Next, we tested whether the cue location decoding persisted into the target epoch, which 667 would suggest that participants maintain traces of the irrelevant reward cue location even 668 while discriminating the oriented gratings. We repeated the location decoding on 500ms and 669 1000ms SOA trial data, now time-locked to the grating onset. We again found significant 670 decoding of cue location for both high (p < 0.001, cluster-corrected permutation test) and low 671 reward cues (p < 0.001, cluster-corrected permutation test), which was also modulated by 672 reward value (p < 0.001, cluster-corrected permutation test; Fig. 6a ). Note that the significant 673 decoding prior to grating onset (the typical "baseline" period) occurs because this period 674 overlaps with the preceding cue epoch. As above, we tested whether this value modulation 675
during the target epoch related to the behavioural attentional capture effect. A median split 676 analysis (described above) showed that strong capture participants had significant value 677 modulation of location decoding during the target epoch (p = 0.001, cluster-corrected 678 permutation test), while weak capture participants showed a similar trend (p = 0.063, cluster-679 corrected permutation test; Fig. 6b ). The difference between these two groups, however, was 680 not significant (p = 0.223, cluster-corrected, independent-samples permutation test). 681 682
We also performed the same location decoding analysis in the 0ms SOA condition, in which 683 reward cues and gratings are presented simultaneously. We found significant decoding of the 684 cue location for high (p < 0.001, cluster-corrected permutation test) but not low reward cues 685 (p = 0.12, cluster-corrected permutation test), and a significant value modulation from 686 ~224ms (p = 0.02, cluster-corrected permutation test; Fig. 6c ). As before, we conducted a 687 median split analysis (described above). However, we did not find value modulation of the 688 location decoding when analysing each group separately (p = 0.335 and p = 0.12, 689
respectively, cluster-corrected permutation tests; Fig. 6d ). Note that these analyses should be 690
interpreted with caution because of simultaneous cue and target processing in this condition 691
as well as the reduced within-subject power, with half as many trials here as in the combined 692 500ms and 1000ms SOA decoding. 693 694 695 696 
703
Reward cue identity decoding is not modulated by value in a task-irrelevant context 704 705
In addition to the location decoding of the reward cues (i.e., reflecting spatial selection), it is 706 possible that decoding of the cue identities (putatively reflecting visual feature 707 representations) would be modulated by learned value (Anderson, 2016; Failing and 708 Theeuwes, 2018). Although we did not observe an effect of reward value on identity 709 decoding during the reward learning task, we nevertheless explored this possibility during the 710 attention task. Although we could reliably decode identity for each type of reward cue (high 711 reward, from ~128ms, p < 0.001, cluster-corrected permutation test; low reward, from 712 ~124ms, p < 0.001, cluster-corrected permutation test), this was not modulated by value (p = 713 0.153, cluster-corrected permutation test; Figure 7a ). When we performed a median split 714 analysis by behaviour (described above), the strong capture participants showed a hint of 715 value modulation from ~168ms, with worse decoding for the high reward cues, but this was 716 not significant (p = .066, cluster-corrected permutation test; Figure 7b bottom panel). Weak 717 capture participants did not show any value modulation (p = 0.325, cluster-corrected 718 permutation test; Figure 7b top panel). A similar pattern was observed when decoding in the 719 0ms SOA trials, with significant decoding of stimulus identity in high and low reward trials 720
(for both, p < 0.001, cluster-corrected permutation test), but no significant value modulation 721
(p > 0.9, cluster-corrected permutation test; Figure 7c ). Likewise, neither strong nor weak 722 capture participants showed significant value modulation (strong capture: p = 0.572; weak 723 capture: p > 0.9, cluster-corrected permutation tests; Figure 7d ). 
731
It is possible that any effect of reward history on identity decoding is confined to a specific 732 anatomical region (e.g., within the ventral visual stream), which our whole-brain sensor-733 space analysis may have missed. To test this, we repeated the analysis using source-space 734 searchlight decoding across the brain in 50ms time steps from cue onset and tested for 735 significant clusters. There were no significant differences between high and low reward trials 736
anywhere in the brain (500ms and 1000ms SOA: p > 0.1; 0ms SOA: p > 0.209; whole-brain 737 cluster-corrected using TFCE). Thus, we did not find any evidence that reward history 738 modulates stimulus identity representations in either a task-relevant, or a task-irrelevant 739 context in the current experiment. Moreover, any hint of an effect is in the opposite direction 740
to that expected, with slightly worse decoding in the high reward condition. 741 742
Decoding stimulus-independent reward value in a task-irrelevant context 743 744
Finally, we sought to decode a location-and identity-independent value signal during the 745 attention task, which would provide additional evidence that value information continues to 746 be represented in a task-irrelevant context. Using the same cross-generalisation approach as 747 before, we found significant value decoding in the cue epoch, emerging from ~336ms (p = 748
.005, cluster-corrected permutation test; Fig. 8a ). In a median split analysis based on 749 participants' behaviour (described above), neither the strong nor the weak capture group 750 showed significant decoding by itself (strong capture: p = .088; weak capture: p = 0.146, 751
cluster-corrected permutation tests), although the strong capture participants appeared to be 752 driving the overall effect (Fig. 8b) . The difference between groups was not significant (p > 753 0.9, independent-samples cluster-corrected permutation test). The absence of significant 754 decoding in either of the two subgroups, together with significant decoding across the entire 755 sample, is most likely explained by a lack of statistical power in the former analysis, rather 756 than a true null effect. Source-space searchlight decoding of this value signal across the brain 757 showed significant clusters in bilateral visual, left inferior temporal, and left inferior frontal 758 cortex (p < 0.05, whole-brain cluster-corrected using TFCE; Fig. 8c ). In the 0ms SOA 759 condition, we found no significant value decoding at any timepoint (p > 0.9, cluster-corrected 760 permutation test). We recorded brain activity using MEG as participants completed a reward learning task to 772 establish stimulus-reward associations, followed by an attention task to measure VDAC. 773
First, we showed a spatially specific behavioural VDAC effect, with reward-associated 774 stimuli respectively speeding or slowing RT in congruent and incongruent trials, consistent 775
with attentional costs and benefits (Failing and Theeuwes, 2014; Posner, 1980) . This effect 776
was modulated by reward value, suggesting that it is the associated value that is driving 777 capture, rather than non-specific selection history (MacLean and Giesbrecht, 2015b). 778
Importantly, VDAC was robust even with a delay between reward-associated stimuli and 779
targets (see also Failing and Theeuwes, 2015) , allowing us to isolate processing of reward-780 associated stimuli with MEG. 781 782
Using time-resolved MVPA, we found that location decoding of task-irrelevant reward cues 783 was modulated by value from ~260ms after stimulus onset. Searchlight decoding of source-784 space data localised this value modulation to posterior parietal, temporal, and visual cortex. 785
This neural effect was related to behaviour: participants who had strong VDAC also had 786 larger value modulation of location decoding. Further, we find that the value modulation of 787 location decoding extended into the target epoch, consistent with the behavioural effects of 788 VDAC observed in the long SOA conditions (500ms and 1000ms). We found an additional 789 value signal in the long SOA conditions, which was independent of the location or identity of 790 the reward stimuli. the outcome phase of a reinforcement learning task in which stimuli are task-relevant. A 857 recent study reported value modulations of neurons in macaque area TE as early as ~81ms 858
after visual onset, although this was also in a task-relevant decision-making context 859 (Sasikumar et al., 2018) . In contrast, in the current study and in Qi et al. (2013) , who did not 860 find a P1 effect, the reward-associated stimuli were entirely irrelevant in the attention task. 861
Therefore, it is possible that early cortical value signals may only be present, or at least 862 detectable, when they coincide with current or recent task-related attentional modulation 863 (Failing and Theeuwes, 2018 visual processing during VDAC, such as the P1 effects described above. Increased 875 decodability of reward-associated stimuli (e.g., Hickey and Peelen, 2015) has also been taken 876
as supporting evidence (Failing and Theeuwes, 2018) . Importantly, Hickey and Peelen (2015) 877 were decoding object categories. In the current study, we specifically focused on within-878 category stimulus identity and did not observe value modulation of identity decoding in either 879 the reward learning or attention task. Moreover, in line with previous research on VDAC 880 (e.g., Anderson et al., 2011; Hickey and Peelen, 2015) , reward learning in the current study 881 was conducted over a short timescale relative to perceptual learning studies, which typically 882 require multiple training sessions over several days (e.g., Poort Overall, our results suggest that VDAC is underpinned by learned value signals which 925 modulate spatial selection throughout posterior visual and parietal cortex. However, despite 926 previous studies suggesting an important role for early cortical plasticity, we suggest that 927 VDAC can occur in the absence of changes in early visual cortical processing. 928 929
