Abstract. This paper introduces a technique for localizing model checking of concurrent state-based systems. The technique, called partial model checking, is fully automatic and performs model checking by gradually specializing the speci cation with respect to the concurrent components one by one, computing a \concurrent weakest precondition." Speci cations are invariance properties and the concurrent components are sets of transitions. Both are expressed as predicates represented by Reduced Ordered Binary Decision Diagrams (ROBDDs). The self-reducing properties of ROBDDs are important for the success of the technique.
Introduction
The major problem with automatic model checking is what has been known as the state-explosion problem: the combinatorial explosion of global states when combining loosely coupled concurrent components. Many techniques to overcome this problem have been proposed. Some techniques require manual assistance in decomposing the veri cation tasks, others are fully automatic. Examples of the rst kind are 5, 7, 11, 16] . Examples of the second kind are partial order methods 10] and Reduced Ordered Binary Decision Diagrams 2] (ROBDDs). Of course, it is to be expected that manual methods are more powerful than fully automatic methods but due to the appealing ease of use, it is of great interest to push the border of automatic veri cation as far as possible.
The technique described in this paper is of the second, fully automatic, kind and it tries to push the border by improving on the ROBDD-techniques. The central idea is to utilize the structure of the concurrent system in a compositional fashion: the speci cation is gradually transformed by specializing it with respect to the concurrent components one by one, akin to computing weakest preconditions for sequential programs 8] . Each residual speci cation provides a partial answer to the original veri cation problem, hence the name partial model checking. This idea has been successfully applied to the event-based model CCS and the speci cation formalism known as the modal -calculus 1]. We apply the same idea to state-based systems with speci cations given as state predicates and observe the same positive result although ? Work supported by the Danish Technical Research Council, project CoDesign.
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the necessary steps turn out to be quite di erent. First of all, we utilize the compactness of ROBDDs instead of the carefully designed minimization algorithms in 1]. Secondly, the ROBDD version is a variation of a backwards reachability computation whereas the event-based version did not contain any explicit state-space computation.
The new technique is evaluated and compared with more standard techniques by a series of experiments carried out on four examples. The results are clearly in favour of the new technique.
Models
Our system model consists of n concurrent components referred to as processes, working on a global set of binary variables V . States B V of the system are total functions assigning a binary value B = f0; 1g to each variable. Each process consists of a set of transitions T i B V B V , i.e., sets of pairs of states. The system starts in any of a set of initial states I B V and proceeds stepwise by non-deterministically performing one of the transitions of the processes. We shall use s; t; u 2 B V to range over states, I; P; B; F; Q B V to range over subsets of states and R; S; T B V B V to range over relations. Thus a system is described as a triple (V; fT i j 1 i ng; I): This is a very simple model with plenty of room for improvements in various directions. For instance, we could split the variables into sets of local variables, each \read" and \written" only by one process, together with a set of shared variables. However, the technique makes no explicit use of such information and the simple model su ces to demonstrate it. Of course, we expect that transitions that are somehow related belong to the same process. Moreover, typically there are variables that are read and written by one process only, thereby providing local state for this process. This is certainly the case for all the examples. It turns out that the amount of local state and the simplicity of interdependence between processes has an important impact on the usefulness of partial model checking. The mathematical explanation of the technique is nevertheless completely independent of these parameters.
The veri cation problem we consider is the following reachability problem:
given a property (a set of states) P, will the system when started in one of the initial states always stay in states that belong to P? 
The f-technique
Taking T = T 1 T n for a system with transition relations T i , we can now formulate our veri cation problem formally as determining whether T I is a subset of P or, by the aforementioned slight abuse of notation, whether:
T I P:
(1) An obvious way to answer this question is to compute the left-hand side and check whether the set inclusion holds. We can do this by a well-known forwards xed-point iteration, computing F i 's until a xed point is reached, where F 0 = ;
The forward xed-point iteration can be realized using ROBDDs to represent the set of states and the transitions. We refer to it as the f-technique. Section The notation T ( S represents \the set of states (s; t) for which t through T always leads to states u such that (s; u) is in S." As a special case, for a subset P (i.e., U = ;) and relation T , T ( P is the simpler \set of states that through sequences of T-transitions only can lead to states in P."
In program veri cation this is known as the weakest precondition.
From the de nitions of and ( it is now easy to check the following relationship:
T I P , I T ( P More generally, for any relation R it is also easy to deduce that (T R) ( S = R ( (T ( S); (2) This shows how composition can be replaced by (. The veri cation problem can now be rephrased as I T ( P: (3) We can compute the right-hand side by a backwards xed-point iteration,
and check the inclusion (3). We refer to this as the b-technique.
Using terminology from xed-point theory 17], the f-and b-techniques can be characterized as computation of the least and greatest xed-points of the functions (T ) I or (T ( ) \ P, respectively, followed by tests for implication, P and I , respectively.
The q-technique
Neither the f-nor the b-technique make use of the structure of the system.
The transitions are treated like a single relation. The quotienting technique introduced here, which we shall refer to as the q-technique, is a re nement of the backwards iteration. The idea is to exploit the (modular) structure of the system by taking one of the processes at a time and work it into the speci cation giving a new speci cation. The new speci cation should hold for the remaining system if and only the original speci cation holds for the complete system.
It amounts to computing T ( P without rst computing T = T 1 T n and use T in a backwards iteration. Instead we shall compute T k ( P for some k and proceed with the other T i 's. Since the T i 's can be interchanged freely prior to the quotienting, when explaining the technique k is simply chosen decreasingly from n down to 1. There is an important choice in this numbering when it comes to actual experiments. The choice can greatly in uence the e ciency of the veri cation, as we shall see in section 5. Removing a T k does not su ce on its own. We need to keep a simpli ed version of the removed transitions as captured by the following theorem: Take Q 0 = P and S 0 = ;. De ne inductively for i 2 f0; : : : ; n ? 1g:
Then for all i 2 f0; : : : ; ng,
The proof is given in appendix A.
We cannot remove T i completely, but must incorporate a simpli ed version of it in S i as indicated in Figure 1 . This is needed since our logic for expressing Q i is not powerful enough to capture the \full e ect" of T i . It was not needed for the event-based version in 1].
As a special application of the theorem we take i = n to obtain T ( P = S n ( Q n :
The q-technique consists of computing iteratively rst the Q i 's and S i 's then S n ( Q n and nally check whether I S n ( Q n holds.
It is not di cult to see that for all relations R, R ( Q i is a subset of Q i , which implies that Q i+1 Q i . In fact, each step in the iterative computation of Q i+1 employs sets that are included in Q i . This implies that if the system does not satisfy the original property, this could be discovered earlier by checking each time for inclusion of I.
Example. We illustrate the q-technique by a small example consisting of two components T 1 and T 2 which should satisfy the property P:
(T 1 T 2 ) ( P We assume that the only variables are x and y, and use the notation j j j j for the set of states s 2 B fx;yg in which the Boolean expression evaluates to 1. The property is P = j j:xj j. The transitions are T 1 = f(s; s 1=x]) j s(y) = 1g, which changes x to 1 in states where y is 1, and T 2 = f(s; s 0=y]) j s(x) = 1g, which changes y to 0 when x is 1.
The sequence of quotients is computed as follows. Firstly, Q 0 = P = j j:xj j and S 0 = ;. Secondly, Q 1 = (S 0 T 1 ) ( Q 0 = T 1 ( j j:xj j = j j:x^:yj j S 1 = (S 0 T 1 ) \ Q 1 Q 1 = T 1 \ j j:x^:yj j j j:x^:yj j = ;:
Thirdly, Q 2 = (S 1 T 2 ) ( Q 1 = T 2 ( j j:x^:yj j = j j:x^:yj j S 2 = (S 1 T 2 ) \ Q 2 Q 2 = T 2 \ j j:x^:yj j j j:x^:yj j = ;; and nally, (T 1 T 2 ) ( P = S 2 ( Q 2 = j j:x^:yj j:
From this we see that the initial state must belong to j j:x^:yj j. The only satisfactory choice is therefore s(x) = 0 and s(y) = 0. All other choices would yield a system not satisfying P.
The relation S 1 turns out to be empty since T 1 is not enabled inside the domain of interest, Q 1 Q 1 . However, if we instead use the transition relation T 0 1 = T 1 f(s; s 0=x]) j s(y) = 0g we get S 1 = S 2 = f(s; s 0=x]) j s(y) = 0g. The result nevertheless remains the same: j j:x^:yj j .
We believe that major improvements to the technique should go through simplifying the S i 's in the iteration. They represent a simpli ed version of the T i 's that have been quotiented out. We see no way of avoiding them in general apart from manual assistance by guessing invariants and eliminating iterations altogether. It is a subject for future work to determine situations where the S i 's could be left out or simpli ed.
ROBDD Implementation
Having explained the mathematics behind the tree veri cation techniques we now focus on the implementation of the techniques using Reduced Ordered Binary Decision Diagrams 2]. Section 5 describes experiments carried out with this implementation.
The computations are implemented as ROBDD-operations. Sets of states P B V are represented by their characteristic Boolean function f P from B V to B , yielding 1 for the values of variables that correspond to states in P.
Realizing this function as an ROBDD requires xing the ordering of variables. We have in all examples consistently chosen the order in which they occur naturally in the system (\from left to right"). To represent relations R B V B V a copy of all the variables of x 2 V denoted by x 0 2 V 0 is introduced.
These will be jointly ordered by interleaving, taking x 0 immediately after x, and otherwise respect the ordering of V 12]. Relations are represented by Boolean functions f R from B V V 0 to B yielding 1 exactly for values of the variables that correspond to a pair in R.
The set theoretic operations needed to compute the S i 's, the Q i 's, S n ( Q n , and I S n ( Q n are 1) the image of a relation when applied to a set of states, 2) the union of two sets of states, 3) the intersection of two sets of states, 4) the product relation Q Q of a set of states Q, and nally 5) the \implication" (. 
Experiments
We carried out a series of experiments with the three veri cation techniques (f, b, and q) on four examples: a modulo N-counter, an arbiter, Milner's Scheduler, and a FIFO queue. We shall brie y describe each example along with the experimental results. All examples share the feature that they are parameterized by a size, n, making possible an analysis of the veri cation time as a function of the size. Our main emphasis will be on how these running times grow for each of the three techniques. We found no need to precisely enumerate the transitions of all the examples although we do describe Milner's Scheduler in greater detail to illustrate how this is done.
All results are measured using an ROBDD-package implemented in Standard ML of New Jersey version 0.93 running on a SUN Sparc 20. 1 The running time is determined as the total CPU time spent by the Unix process (including garbage collections). The examples have been chosen with the purpose of being simple enough to be easily understandable, and more importantly, to be scalable. In some of the examples we tried a slight variation of the iteration schemes by precomputing the transitive closure of each individual T i .
This precomputation was only rarely an advantage for any of the techniques and is therefore not shown in the examples 2 . 1 The ROBDD package is available from http://www.it.dtu.dk/ hra 2 The transitive closure of a relation was computed by a straightforward iteration. We did not experiment with any more advanced way of computing it, such as 
Modulo-N Counter
The rst example, a modulo-N counter with constant response time, is a speed-independent hardware design 9]. For simplicity we assume that N is a power of two and thus the counter is a modulo-2 n counter. The counter has one input, a, and two outputs, p and q. Every signal change on the input a is acknowledged by a signal change of either p or q. The rst 2 n ?1 up-going changes (i.e., from 0 to 1) on a are acknowledged by up-going changes on p and the last change, the 2 n -th, is acknowledged by an up-going change on q.
The same with down-going changes. The requirement of constant response time makes the construction non-trivial. The design was done by Christian D. Nielsen 14] and has many similarities with the design described in 9]. We verify the simple property that p and q are never set to one simultaneously, i.e., that for all reachable states :(p^q) holds.
The modulo-2 n counter is constructed as the composition of n identical components. The q-technique was realized by removing the components in order from the component closest to the output. The experiments ( gure 2) show that the quotienting is considerable faster than both the forwards and backwards iterations.
Arbiter
The second example is an arbiter. An arbiter is a circuit that provides indivisible access to a shared resource, e.g., a bus or a peripheral. The arbiter described here is implemented as a binary tree in which all internal nodes are identical. The arbitration algorithm is based on passing a unique token around the tree. An external process using the arbiter is connected to a leaf of the tree, and it may use the resource only when that leaf has the token. We model the external device by a transition that non-deterministically can choose to issue a request. We veri ed that no two external devices can be granted access to the shared resource at the same time. .) The running times are shown in gure 2. Again we observe that the quotienting is clearly fastest. We quotiented out from the right-most leave towards the left and up. The other direction from the top and downwards, turned out to be a catastrophe. This seems to indicate that components that assign to variables present in the speci cation should be quotiented out rst.
Milner's Scheduler
The third example also passes a token but now between processes arranged in a ring. The example is Milner's Scheduler 13]. The system consists of n cyclers, connected in a ring, that co-operates on starting and detecting termination of n tasks that are not further described, see gure 3. The scheduler must make sure that the n tasks are always started in order but the tasks are allowed to terminate in any order. This is one of the properties that has to be shown to hold for the model. The cyclers ful ll this by passing a token: the holder of the token is the only process allowed to start its task. All cyclers are similar except that one of them has the token in its initial state the others do not. For each cycler i there are three variables t i ; h i , and c i . The variable t i is 1 when task i is running and 0 when it is terminated; h i is 1 when cycler i has a token, 0 otherwise; c i is 1 when cycler i ? 1 has put down the token and cycler i has not yet picked it up. Hence, a cycler starts a task by changing t i from 0 to 1 and detects its termination when t i is again changed back to 0. It picks up the token by changing c i from 1 to 0 and puts it down by changing c i+1 from 0 to 1. In describing the transitions of the systems, we use for a state s the notation of substitution. For a state s, s v=x] denotes the state that is identical to s except that it maps x to v. We shall also allow sequences of substitutions to be written as s v 1 The rst two transitions are performed by the cycler, the last by the task it is controlling. We veri ed two properties, P all and P one . The rst expresses that at most one of c 1 ; : : : ; c n is true: P all = fs j 8i; j: 1 i; j n and s(c i ) = s(c j ) = 1 ) i = jg and the second that there is not a token on both place c 1 and c n :
P one = fs j s(c 1 ) = 0 or s(c n ) = 0g:
The cyclers are quotiented out from number 1 and upwards. Figure 4 shows the running times. We observe that the q-techniques is again faster than the f-technique, comparable to the b-technique when verifying P all . It is considerably faster than the b-technique when verifying P one . This indicates that the quotienting performs better when the property to be veri ed is simple.
Asynchronous FIFO Queue
The fourth example is of a quite di erent nature. It has the bene t, from an experimental point of view, that we can vary both the amount of internal state and the total number of processes. The example is an asynchronous s(x j?1 ) = s(y j?1 ) = 0 xor s(x j+1 ) = s(y j+1 ) = 0g
The conditions ensure that the value of the pair (x j?1 ; y j?1 ) is only copied to (x j ; y j ) if not both of (x j?1 ; y j?1 ) and (x j+1 ; y j+1 ) are E = (0; 0). 
Comments on the Experiments
The q-technique is better than the f-technique in all experiments and, with one exception, it is also better than the b-technique. In this one exception in each process. This was con rmed by Milner's Scheduler and the FIFO queue. However, we observed a curious exception with the arbiter. When we changed the property to simply be that the leaves with numbers n=2 and n?1
should not both simultaneously be granted access instead of the requirement used in section 5.2, the performance of the quotienting degenerates compared to forwards iterations so much that they have almost identical running times when the transitive closure (per process) is precomputed and otherwise the forwards iteration is faster. We have found no good explanation for this. Of course, measured times can always be questioned, and certainly there are more e cient ROBDD packages around on which the experiments could be repeated. We expect that the three techniques would bene t equally well from a more e cient package.
Related Work
The closest related work seems to be Burch et al 3] . They also try to avoid building the complete transition relation T = T 1 T 2 T n (using our notation) and instead keep a list of the individual transition relations. When computing the reachable states by a forward iterations, they repeatedly iterate each transition relation independently until a xed point is reached. Our approach di ers in at least three respects. Firstly, it is a backwards iteration that utilizes the property to be veri ed in simplifying the computation. This avoids constructing the complete set of reachable states. Secondly, a T i is only used for one xed-point iteration, whereafter it is added, in a simpli ed version, to the accumulating set of transitions S i . Finally, we exploit the modular structure provided by the designer by quotienting out one process { and not only a single transition { at a time. The examples in this paper show that this can reduce the veri cation e ort signi cantly.
Conclusion
A new technique for proving safety properties that attempts to utilize the structure of the system under consideration has been presented. A series of experiments has been carried out to validate the new technique. We nd that the experiments are promising: In all our experiments the running times are better than for a forwards xed-point iteration and with one exception (the property P all for Milner's Scheduler) also a backwards iteration, thereby improving on the ROBDD technique which already is a big improvement over naive state-space exploration.
A Proof of the Quotienting Theorem 1 
