We introduce model-based Bayesian inference for RNA-seq data. RNA-seq is a high-throughput next-generation sequencing application that can be used to measure the expression of messenger RNA. We propose a Bayesian hierarchical model to implement coherent, fast and robust inference for RNA-seq data. We focus on differential gene expression experiments, i.e., experiments carried out to learn about differences in gene expression under two biologic conditions. The proposed model exploits available position-specific counts, minimizing required data pre-processing and making maximum use of available information. Moreover, it includes mechanisms to automatically discount outliers at the level of positions within genes. The method combines gene-level information across replicates, and reports coherent posterior probabilities of differential expression at the gene level. An implementation as a public domain R package is available.
1. Introduction.
1.1. RNA-seq data and differential gene expression. High-throughput sequencing applications such as RNA-seq provide an accurate measurement of transcript abundance, and allow researchers to investigate a wide range of biological questions based on measurements with high resolutions. In RNAseq experiments, isolated RNA samples are fragmented and synthesized to complimentary DNA (cDNA) in a library preparation step. As a result, millions of short reads are produced. Each short read is sequenced and finally, the reads are mapped into a reference genome based on sequence similarities. Counts of mapped reads along the genomic positions contain fundamental information on the transcript abundance (Marioni et al., 2008) . Figure 1 shows a stylized graphical representation of RNA-seq data after alignment of the reads.
An important application of RNA-seq is the identification of differentially expressed genes across different biological conditions. Compared to traditional array-based platforms, the analysis of RNA-seq data introduces the new challenge of modeling the read counts at multiple positions within each 1 gene. To make appropriate inference at the gene level, one must first summarize the position-level counts and form a proper gene-level quantification. Another challenge is the typically small sample size. The cost of sequencing experiments is still high, and the number of replicate samples remains small for most existing data. Thus, it is important that an inference approach provides stable estimates even with small sample sizes.
In this paper, we develop a statistical model to infer differential gene expression across two biological conditions. Ji and Liu (2010) demonstrated that hierarchical models can analyze data from high-throughput experiments more efficiently. They also pointed up that borrowing information from all genes or all loci through hierarchical structures improves statistical inference on any particular gene or locus. Following their advice, we propose a Bayesian hierarchical model which borrows information across positions, genes, and replicates. In the proposed model, we directly model position-level counts to estimate gene-specific relative expression levels and to identify differential expression. As a result, the proposed method can provide inference even for cases where only a single replicate for each condition is available; when multiple replicates are available, it borrows information on expression level across replicates in statistical inference. We assume that the experimental design follows the layout that is recommended in Auer and Doerge (2010) , who suggested to leverage experimental facilities of the RNA-seq platform to reduce variability in RNA-seq data by a carefully planned block design.
Several statistical methods have been proposed for the detection of differential expression using RNA-seq data. Most require pre-processing and normalization of the count data to make expression measurements comparable across samples. Specifically, the read counts across positions within a gene are usually aggregated by simple summation to form gene-level summaries. Then gene-level summaries are normalized with the total read counts in the experiment under each condition to account for different library sizes of samples. The normalized gene-level summaries are used as gene expression quantifications for differential analysis. Bullard et al. (2010) and Oshlack and Wakefield (2009) pointed out additional biases introduced in these preprocessing steps. In particular, the analysis may suffer from gene-length bias due to the dependence of variance estimates on read counts. That is, long genes with small effects are more likely to be detected than short gene with large effects. Also, due to the domination of read counts by a few, but very abundant genes, normalization with the total counts leaves the detection of differential expression less sensitive. Recently more sophisticated normalization methods were proposed by Balwierz et al. (2009) and Tang et al. (2009) as an attempt to mitigate these problems. We will demonstrate that our proposed model does not require pre-processing or normalization of read counts, and is thus not susceptible to the above biases. Pre-processing and normalization are replaced by model-based adjustments.
Most existing approaches model the read counts with a Poisson distribution or a negative binomial distribution, and conduct statistical hypothesis tests for each gene, using Fisher's exact test, a likelihood ratio test or a t test. Marioni et al. (2008) used a Poisson distribution to model gene-level counts in the presence of technical replicates, and carried out a likelihood ratio test to identify differentially expressed genes. Similarly, Wang et al. (2009) used a normal approximation to the binomial distribution. Robinson and Smyth (2007) developed a negative binomial model to account for overdispersion in biological replicates. They followed an empirical Bayes-like approach to achieve shrinkage in the estimation of counts dispersion. The edgeR package (Robinson, J.McCarthy and Smyth, 2010) implements their method. Anders and Huber (2010) extended the negative binomial model of Robinson and Smyth (2007) by using local regression to link mean and variance parameters. There are few existing Bayesian approaches for inference on differential expression based on RNA-seq data. Hardcastle and Kelly (2010) developed an empirical Bayes method for complex experimental designs having more than two conditions. Wu et al. (2010) proposed an empirical Bayes method to identify differentially expressed genes for single replicate data. Differently from the previous approaches, Lee et al. (2011) directly modeled positionlevel counts and proposed a hierarchical Bayes model for single replicate data. Oshlack, Robinson and Young (2010) provides an overview on preprocessing of RNA-seq data and critically review commonly used methods for the differential gene expression.
In this paper, we build on Lee et al. (2011) to develop a model and inference approach for RNA-seq data with biological replicates. We propose a multi-level hierarchical model to account for the variabilities in the read counts at the different positions of each gene across replicates. Consequently, differential expression is based on coherent and principled posterior inference that borrows strength at all levels.
Data.
We analyze RNA-seq data from the yeast experiment presented in Ingolia et al. (2009) . The mRNA were extracted from a yeast, Saccharomyces cerevisiae strain BY4741, in rich growth medium (YEPD medium) and poor growth medium (amino acid starvation). The fragments of mRNA were sequenced with an Illumina Genome Analyzer II and mapped using the SOAP method (Li et al., 2008) . The data includes two replicates (K = 2) and reports position-specific read counts for 1,285 genes.
Section 2 describes the probability model. Section 3 reports the data analysis for the yeast data. Section 4 describes two small simulation studies. The last section concludes with a final discussion. The manuscript and R programs with an example are available at http://odin.mdacc.tmc.edu/∼ylji/.
2. Methodology. RNA-seq data reports read counts arranged by genomic positions within a gene. We assume that data are recorded under two different experimental conditions denoted as 0 and 1. We denote the read counts under the two conditions by n kij and m kij , respectively. The counts n kij and m kij represent the number of mapped reads starting at position j of gene i for replicate k, where i = 1, . . . , I, j = 1, . . . , J i , and k = 1, . . . , K(≥ 1). Let N kij = n kij + m kij denote the total count at position j of gene i for replicate k, summed over conditions. Implicit in the notation is an assumption of paired replicates, i.e., we assume that the experiment is designed with matching replicates under both condition. Auer and Doerge (2010) recommend that experiments should be carried out with balance block design, exploiting features of the multiplexing technique that is already employed in most RNA-sequencing devices. Paired replicates in RNA-seq data under this design contain information on relative gene expression level and minimize other confounding effects.
For ad-hoc inference about differential expression one may consider the empirical fraction, r kij = n kij /N kij or r ki = j n kij / j N kij for each replicate. In contrast, we propose model-based adjustments of theses empirical fractions to account for sampling variability across positions within a gene, for outliers and for biological variability across replicates. To start, we assume a Poisson distribution for the read counts in each condition, n kij ind ∼ Poi(φ 0kij ) and m kij ind ∼ Poi(φ 1kij ), where the counts are independently distributed across conditions, replicates (k), genes (i), and positions (j). As a result, we have N kij ind ∼ Poi(φ 0kij + φ 1kij ), and n kij |N kij ind ∼ Bin(N kij , p kij ) where p kij = φ 0kij /(φ 0kij + φ 1kij ). Assuming that φ 0kij and φ 1kij independently follow gamma distributions, it follows that p kij is a priori independent of (φ 0kij + φ 1kij ). We can therefore focus on modeling n kij conditional on N kij only. Here, p kij represents the true proportion of read counts under condition 0 relative to the total read counts under both conditions at location j of gene i and replicate k. By integrating out p kij we obtain a beta binomial distribution for n kij which can capture the overdispersion in the counts n kij . See Appendix A for more details.
Examining the counts within a gene, we often find that the distribution of r kij for a given gene includes outliers that may bias inference. Figure 2 (a) shows a histogram of r kij for a selected gene and replicate from the yeast data. The values r kij are large for most positions, but we also observe some aberrant positions with unusually small r kij . Those potential outliers on the far left tail may draw the estimate of the mean relative expression level for this gene toward a smaller value. Excessive shrinkage may result in the misidentification of differential expression. In order to downweight such outliers in the inference for differential expression, we employ a mixture of beta distributions for modeling p kij . The mixture includes a regression on a latent indicator λ i of differential gene expression. We also introduce a latent indicator w kij for each position, with w kij = 0 representing an outlier at position j for replicate k. Let
Here λ i ∈ {−1, 0, 1} is an indicator for under-, normal-and over-expression of gene i. We assume w kij ∼ Ber(π w ki ), where π w ki represents a gene-specific proportion of outliers for replicate k. We let the beta distribution for outliers (w kij = 0) depend on the status of differential expression. When λ i = 0, we let α 0 0 = β 0 0 = 1/2, resulting in a Be(1/2, 1/2) prior for p kij with w kij = 0. When λ i = −1, we let α 0 −1 = 1 and β 0 −1 = 1/2; when λ i = 1, we let α 0 1 = 1/2 and β 0 1 = 1. These beta distributions assign high probability mass to values close to 0 and/or 1, driving p kij for outliers to the extremes. For example, when λ i = −1, i.e. when gene i is under-expressed in condition 0 vs. condition 1, the value of p kij should be small to reflect that read counts in condition 0 is only a small fraction of the sum of the read counts across two conditions. If position j of gene i for replicate k is an outlier, then the value of p kij should favor unusually large values, i.e., close to 1. Therefore, we use Be(1, 1/2) to model the outliers here. Similar arguments apply to cases where λ i = 0 and λ = 1. The main parameters of interest in (1) are (α ki , β ki ). They inform us about the expression of gene i in replicate k, excluding the outliers. Their prior construction is given below. The formal accounting for outliers in the mixture (1) robustifies inference in critical ways. Later, in the application to yeast data, we will show how failure to downweight outliers could even flip the reported inference on differential expression for some genes.
The use of a single indicator λ i for differential expression versus a large number of indicators w kij for possible outliers avoids identifiability concerns related to (falsely) imputing λ i = 0 and w kij = 0 for all k and j, instead of λ i = 0 for a differentially expressed gene. The prior probability of the earlier set of indicators is far smaller than for the latter. This effect of prior shrinkage towards the more parsimonious model is known as Ockham's razor (Jefferys and Berger, 1992) .
For simplicity and following Robert and Rousseau (2004) , we reparameterize α ki and β ki as γ ki = α ki +β ki and µ ki = α ki /(α ki +β ki ). After reparameterization, the beta distribution Be(α ki , β ki ) is indexed as Be(γ ki µ ki , γ ki (1− µ ki )) where γ ki > 0 is now a scale parameter, and 0 < µ ki < 1 is a location parameter. A second reparameterization to η ki = log(γ ki ) and ξ ki = log(µ ki /(1 − µ ki )) = logit(µ ki ) further simplifies computation by removing restrictions on the parameter space. In the (ξ ki , η ki ) space, an unusually large or small value of ξ ki indicates differential expression, whereas η ki allows for varying levels of heterogeneity across genes. This interpretation leaves ξ ki as the main parameter of interest. Figure 4 (b) and (c) show the posterior means of all ξ ki from the analysis for the yeast data. While the cloud in the middle represents the majority of nondifferentially expressed genes, the genes having distant values of ξ ki relative to the genes in the cloud (above or below the cloud) are those with differential expression. We use a mixture of normal distribution for ξ ki to formalize the notion of differential expression. Recall that λ i ∈ {−1, 0, 1} is an indicator for under-, normal-and over-expression. We assume (2)
and Pr(λ i = ) = π λ for = −1, 0, 1. The unusual indexing with 0, 1, −1 is used in anticipation of the upcoming discussion.
The location parameters ξ k represent the overall relative expression under condition 0 versus condition 1 for replicate k. Includign ξ k in the analysis replaces pre-processing to adjust for varying library sizes across conditions. If the overall counts under the two conditions are equal, thenξ k = logit(0.5) represents non-differential expression. Since the overall counts of samples often differ by lane in RNA-seq experiments, it is important to insist on a random ξ k , rather than fixing ξ k ≈ logit(0.5) to allow for imbalance of overall counts under the two conditions. This imbalance can be seen in Figure 2 (b) which shows the empirical distribution of r ki for the yeast data; the center of the histogram is different from 0.5.
The three Gaussian components in the mixture model (2) correspond to normal and over-or under-expression. Note that we use two parameters (δ −1k , δ 1k ) to allow for different deviation from the meanξ k for over-or under-expressed genes. The model is completed with a hyperprior p(ξ k ) ∝ 1 and a prior on η ki . For simplicity, we fix η ki in the analysis for the yeast data. If a prior on η ki were desired, one could follow Robert and Rousseau (2004) , and use
, where γ ki = exp(η ki ), and c 0 , c 1 , c 2 , τ 0 , τ 1 , τ 2 are additional hyperparameters.
We complete the model with priors for
). We use a beta distribution π w ki ∼ Be(a w k , b w k ), independently across k and i, a Dirichlet prior π λ ∼ Dir(a −1 , a 0 , a 1 ), and a gamma prior s
The hierarchical model is summarized in Figure 3. 3. Yeast Data. We illustrate the proposed model with the RNA-seq yeast data set that was briefly introduced in Section 1.2. Since we observed very low read counts at most positions, we aggregated counts in windows of 50 nt each. We considered I = 1, 016 genes with J i ≥ 5 positions in both replicates for analysis and discarded the remaining 269 for lack of information.
To fit the proposed model to the data, we estimated and fixed η ki (see Appendix B). We also let s We use π w i ∼ Be(8, 2) and π λ ∼ Dir(10, 80, 10). We implemented posterior inference using Markov chain Monte Carlo (MCMC) posterior simulations for the proposed model. The implementation is a standard Gibbs sampling algorithm using Metropolis-Hastings transition probabilities when the complete conditional posterior distribution is not available for efficient random variate generation. We ran the MCMC simulation by iterating over all complete conditionals for 5,000 iterations, discarding the first 3,000 iterations as burn-in. ξ ki = E(ξ ki |data) for each replicate. The three dashed horizontal lines mark posterior means for (ξ k + δ 1k ), ξ k and (ξ k − δ −1k ), respectively. The genes outside or very close to the lower and upper dashed lines can be considered as differentially expressed. Genes that are reported as differentially expressed are marked by crosses. We will discuss later how the list of reported genes is determined. The plots show how the proposed model adjusts the imbalance in the total counts across the two conditions separately for each of the two replicates.
Figures 5 (a) and (b) plot the marginal posterior probabilities p i against the empirical estimate of relative expression, r ki for each replicate k. The plot illustrates that p i borrows strength across ad-hoc estimates r ki across replicates, and it agrees with ad-hoc estimates r ki for most genes. But there are some genes where p i disagrees with and improves ad-hoc inference with r ki for replicate 1, but agrees for replicate 2. In Figure 6 we explore possible reasons for this. We present summaries for some selected genes to illustrate how the proposed model combines relative counts across replicates and how p i adjusts r ki . In each panel of the figure, the plots in the first column show r kij along positions. The dashed line indicates the posterior mean ξ ki , and the dotted line shows the empirical estimate r ki . The line for ξ ki is plotted at logit −1 ξ ki to map to the unit scale. The second column plots the posterior probability w kij = Pr(w kij = 1 | data) of position j not being an outlier along positions. The first and second row plot replicate 1 and 2, respectively.
Comparison of the two rows in each panel explains the observed discrepancies in r ki and p i for replicate 1. The relatively larger sample sizes N kij in replicate 2 contain more information about relative expression levels. Using the information from replicate 2, the model concludes that some of the unusual values of r ki under k = 1, as shown in Figure 6 (b), are due to outliers in r kij , including even some positions with large total read counts N kij . The estimated probabilities w kij for those positions are reduced, leading to downweighting of the corresponding r kij in the inference for the gene-specific indicators λ i for differential expression, and thus for p i . The computation of posterior probabilities p i = Pr(λ i = 0 | data) is only half the desired inference. The posterior probabilities do not yet determine the list of genes to be reported for differential expression. The selection of genes to be flagged for differential expression is the second step. Let d i ∈ {0, 1} denote an indicator for reporting gene i as differentially expressed. A natural decision is to report the genes with highest probability of differential expression, i.e., d i = I( p i > κ), for some threshold κ. In fact, d i can be shown to be the optimal Bayes rule under several formalizations of the decision problem (Müller et al., 2004) . Newton et al. (2004) (1 − p i )d i . For clarification,, we note that most authors consider the frequentist expectation E(FDR) with respect to repeat experimentation under an assumed true scenario. See, for example, Müller et al. (2004) for more discussion and references. But taking a Bayesian perspective to estimate p i and ξ i it is natural to consider the posterior expectation FDR instead. Newton et al. (2004) propose to select κ to achieve a desired level of FDR, say FDR ≤ ρ.
Finally, Figure 
Simulation.
4.1. Simulation 1. We examine the proposed model through a simulation study. We compare model estimates with the simulation truth and with inference by edgeR (Robinson, J.McCarthy and Smyth, 2010) . The implementation in edgeR uses gene-level aggregate counts and requires normalization. We simulate 100 differentially expressed genes and 400 non-differentially expressed genes based on the yeast data analyzed in Section 3. We first apply edgeR and produce p-values for the genes in the yeast data set. We pool n kij and N kij from 100 genes having largest p-values. We randomly sample n kij and N kij from the pool for non-differentially expressed genes. The number of positions, J i is determined by random sampling of observed J i in the yeast data set. For differentially expressed genes, we sample N kij as we do for non-differentially expressed genes, but we generated p kij from beta distributions and sample n kij from Bin(N kij , p kij ). For under-expressed genes, the beta distributions are Be(2, 5) and Be(3, 4) for replicate 1 and 2, respectively, and for over-expressed genes, Be(5, 2) and Be(6, 1) for replicate 1 and 2, respectively.
To study how outlying positions affect the statistical inference, we replace the counts n kij for some randomly selected positions with outlier values. We increase the fraction of such outliers gradually from 0% to 10%, 20% and 30%. To generate the outliers, we first sample w kij independently from Ber(π w 0 ), π w 0 = 1, 0.9, 0.8, and 0.7, respectively. Only when w kij = 0, we generate p kij ∼ Be(α 0 ) be (1, 1/10) or (1/10, 1) with equal probability. Then we generate outlying n kij from Bin(N kij , p kij ) and substitute the outlying n kij for the positions with w kij = 0.
To proceed for the inference on λ i , we estimate and fix η ki as described in Appendix B. We place priors on the parameters, (ξ k , s 2 −1k , s 2 0k , s 2 1k , π w k , π λ , δ −1k , δ 1k ) as described in Section 2. We observe that changes in the hyper-
that index the prior model have only negligible impact on the reported posterior inference. We fix the hyperparameters by matching the prior means with the corresponding empirical summaries of the data, but we allow large variability around those prior means. We ran the MCMC simulation by iterating over all complete conditionals for 5,000 iterations, discarding the first 3,000 iterations as burnin. We compare inference under the proposed model to edgeR (Robinson, J.McCarthy and Smyth, 2010) . In setting the options for edgeR, we assume a common dispersion parameter for all genes since the number of replicates is small. We assess differential expression based on p-values from the negative binomial exact test. The receiver operating characteristic (ROC) curve is commonly used to evaluate classification methods. Figure 7 plots the true positive rate and the false positive rate as the cutpoint under the proposed method and edgeR changes. The ROC curves move down as more outliers are added. Modeling position-level counts of the proposed model does not gain much in the estimation of differential expression compared to modeling gene-level counts of edgeR when there are only few outlying positions. The proposed model sometimes identifies short genes incorrectly since the estimates of relative expression level for such genes are not reliable. However, overall it is competitive compared to edgeR and it performs better than edgeR as more outlying positions are added. Note that the comparison is biased in favor of edgeR by determining the simulation truth about differential expression by selecting genes for which edgeR reports large p-values.
Simulation 2.
In this subsection, we simulate a sample of I = 1, 000 genes in sets of 250 genes with a gene in each set having J i = 50, 150, 200, or 300 positions, respectively. We let λ i = −1 or 1 for 25 genes among each set of 250 genes and λ i = 0 for the remaining 225 genes in each gene set. We assume three replicates (K = 3). Given λ i , we generate η ki and ξ ki from N(η k , s 2 ηk ) and N(ξ k + λ i δ λ i k , s 2 ξk ) distributions withη k = 2, s 2 ηk = 0.25 2 ,ξ k = 0, s 2 ξ = 0.45 2 , δ −1k = δ 1k = 0.6. We let w kij = 0 or 1 independently with probabilities 0.1 and 0.9, respectively. When w kij = 1 we generate p kij ∼ Be(α ki , β ki ), where α ki = exp(η ki ) exp(ξ ki )/(1 + exp(ξ ki )) and β ki = exp(η ki )/(1 + exp(ξ ki )). Similar to the previous subsection, when w ij = 0 we use p kij ∼ Be(α 0 ) be (1, 1/10) or (1/10, 1) with equal probability. Finally, we generate N kij ∼ Ga(20, 1/4), Ga(40, 1/4), and Ga(10, 1/2) for k = 1, 2, 3, respectively (rounded up to the nearest integer), and n kij ∼ Bin(N kij , p kij ), independently. In particular, the simulation includes a strong replicate effect. We then proceed to estimate ξ ki and P (λ i = 0 | N, n) under the proposed model.
Since the primary goal is inference on ξ ki , we fix η ki at their simulation truth. We place priors on the parameters, (ξ k , s 2 −1k , s 2 0k , s 2 1k , π w k , π λ , δ −1k , δ 1k ) similar to subsection 4.1. We ran the MCMC simulation by iterating over all complete conditionals for 5,000 iterations, discarding the first 3,000 iterations as burn-in. We compare inference under the proposed model to edgeR (Robinson, J.McCarthy and Smyth, 2010) . We use common dispersion parameter for edgeR due to small sample size. Figure 8 (c) plots the true positive rate and the false positive rate as the cutpoint under the proposed method and edgeR changes. The plot demonstrates the benefit of exploiting position-level data under the proposed method. In contrast, edgeR uses gene-level aggregate counts. Therefore, the inference of edgeR is sensitive to outliers. In contrast, the proposed model combines position-level relative gene expression by downweighting some outlying positions. This leads to improved inference when aberrant counts are recorded for some positions under either one of the two conditions. In summary, the ROC suggests possible advantages of the proposed method for inference on the differential expression. The comparison illustrates the advantage of statistical modeling that can exploit information about position-level variation and improve inference by excluding positions that are judged to be outliers relative to this variation. However, there is an important caveat. The relative advantage of exploiting positionlevel counts only becomes relevant for experiments with sufficient sequencing depth. If N kij is small, the position-level variability becomes large and the identification of outlying positions becomes less accurate. Thus, modeling the position-level read counts fails to significantly improve inference. Also, we note that if there is little variation across position-level counts, then the loss of information under aggregation remains negligible. Figure 9 plots summaries for a selected gene of a selected replicate to illustrate how the model discounts outliers in the positions by means of w kij . The left panel shows the empirical fractions r kij = n kij /N kij along the positions. The crosses represent outlying positions where p kij was not generated (in the simulation truth) from Be(α ki , β ki ). The dashed lines show the true mean expression level µ ki = exp(ξ ki )/(1+exp(ξ ki )) for the gene. The gene displayed in the bottom panel is truly under-expressed, λ i = −1. The panel in the right column shows the posterior probabilities w kij ≡ Pr(w kij = 1 | data) plotted along position j. Most positions marked with crosses report low w ij , confirming that the model correctly identifies outlying positions.
5. Discussion. The model developed in this paper borrows strength across genomic positions within a gene, replicates and genes. The model achieves more robust estimates of gene expression through downweighting outlying observations at the position level. Furthermore, in the proposed model the indicator of differential expression incorporates the relative expression level into identification of outlying positions within a gene. Through this integration, the estimate of the relative expression level becomes more robustfied. We illustrate this through a simulation study and the analysis of a yeast experiment.
The proposed model assumes that the two conditions have the same number of replicates, and randomly matches pairs to conduct the analysis. In the case where the number of replicates differs by conditions, we suggest a random split of one sample into two samples.
We focused on the comparison of two conditions in this paper, but the proposed model provides a promising extension for RNA-seq data also under multiple conditions. For this extension, one may use a multinomial likelihood with a Dirichlet distribution as a prior to model read counts from the multiple conditions. Another possible extension is to relax the normal assumption for ξ ki . To accommodate possible overdisperion, one may use heavier tailed distributions or relax the parametric assumption on the distribution of ξ ki .
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Appendix A: Probability model. In this appendix, we present mathematical details discussed in Section 2. For the likelihood we assume that n kij ∼ Poi(φ 0kij ), and m kij ∼ Poi(φ 1kij ), where n kij and m kij represent read counts at position j of gene i for replicate k under condition 0 and 1, respectively. By letting N kij = n kij + m kij , we have n kij |N kij ∼ Bin(N kij , p kij ), and N kij ∼ Poi(φ kij ), where φ kij = φ 0kij + φ 1kij and p kij = φ 0kij /(φ 0kij + φ 1kij ).
We consider independent gamma priors for φ 0kij and φ 1kij , i.e., Ga(α ki , θ ki ) and Ga(β ki , θ ki ). Then we have p kij ∼ Be(α ki , β ki ) and N kij ∼ Ga(α ki + β ki , θ ki ), and p kij and φ kij are a priori independent.
The resulting joint posterior factors as P(p kij , φ kij | n kij , N kij ) = P(p kij |n kij , N kij )P(φ kij |N kij ).
The marginal posterior, P(p kij |n kij , N kij ), is the model of interest. We therefore focus on modeling of n kij conditional on N kij only.
Appendix B: Estimation of η kij for the analysis of the yeast data set. For the analysis of the yeast data set in Section 3, we estimate and fix η ki . In this appendix we illustrate a way of estimating η ki . First, we find α ki andβ ki such thatα ki /(α ki +β ki ) = r ki andα kiβki /(α ki +β ki ) 2 /(α ki + β ki + 1) = var(r kij ) − jp kij (1 −p kij )/N kij /J i where var(r kij ) is the sample variance of the r kij across positions j within each gene (i) and replicate (k) andp kij is an estimate of p kij based on empirical ratios, r ki and r kij . We let the estimate,p kij , a smooth interpolation between r kij for large N kij and r ki for small N kij . One may use any smooth function to estimatep kij . Specifically, for the yeast data analysis we letp kij = (1−1/(1+exp(−(N kij − 8)/2)))(r ki − r kij ) + r kij assuming thatp kij degenerates at r kij with N ikj ≥ 20. The particular parameters form ofp kij is an arbitrary choice. We fix η ki = log(α ki +β ki ). Using (α ki ,β ki ) determined by these equalities we fix η ki = log(α ki +β ki ).
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