A graph G packs if for every induced subgraph H of G, the maximum number of vertexdisjoint cycles in H is equal to the minimum number of vertices whose deletion from H results in a forest. The purpose of this paper is to characterize all graphs that pack.
Introduction
This is a follow-up of a paper by the rst and third authors 2]. Like before, all graphs considered are nite, simple, and undirected. We rst present the main result of 2].
Let G = (V; E) be a graph with a nonnegative integral weight w(v) on each v 2 V . A collection C of cycles (repetition is allowed) of G is called a cycle w-packing if each vertex v of G is used at most w(v) times by members of C; a set X of vertices in G is called a feedback set if GnX is a forest. Let w (G) denote the maximum size of a cycle w-packing and let w (G) denote the minimum total weight of a feedback set. It is well known, and it is also easy to see, that w (G) w (G), while the equality does not have to hold in general. If G is a graph for which the equality w (G) = w (G) holds for all nonnegative integral w, then G is called cycle Mengerian (CM) . The main result of 2] is a characterization of CM graphs in terms of forbidden structures, which we de ne now. A wheel is a graph obtained from a cycle by adding a new vertex and making it adjacent to all vertices of the cycle. An odd ring is a graph obtained from an odd cycle, called the base cycle, by replacing each edge e = uv with either a triangle containing e or two triangles uab, vcd together with two additional edges ac and bd. We remark that our de nition of an odd ring is slightly di erent from that given in 2]. The following is the main theorem of 2], in a minor modi ed form.
(1.1) A graph is CM if and only if none of its induced subgraphs is isomorphic to a subdivision of K 2;3 , a wheel, or an odd ring.
The present paper is concerned with graphs enjoying a similar min-max property. Let G be a graph. We will call a collection of vertex-disjoint cycles of G a cycle packing (instead of cycle 1-packing) of G. Then, let (G) denote the maximum size of a cycle packing in G and let (G) denote the minimum size of a feedback set in G. We say that G packs if (H) = (H) for all induced subgraphs H of G. It is easy to see that G packs if and only if the equality w (G) = w (G) holds for all f0; 1g-valued w. Intuitively speaking, CM graphs are graphs that hold the desired min-max relation in the weighted case, while graphs that pack are the counterparts of CM graphs in the unweighted case.
The purpose of this paper is to prove a theorem similar to (1.1) that characterizes all graphs that pack. First, it is worth pointing out that when proving G, a subdivision of a wheel or an odd ring, is not CM, it was actually proved (c.f. proof of Lemma 4. 2 2] ) that w (G) < w (G), for w 1. Therefore, subdivisions of wheels and odd rings do not pack and thus should be excluded, as induced subgraphs. In addition, it is not di cult to see that, if G is a subdivision of K 3;3 , then (G) = 1 < 2 = (G). It follows that subdivisions of K 3;3 do not pack and thus should also be excluded. The next, our main result of this paper, states that these are the only graphs we need to exclude in order to characterize graphs that pack. Theorem 1. A graph packs if and only if none of its induced subgraphs is isomorphic to a subdivision of K 3;3 , a wheel, or an odd ring.
The rest of this paper is a proof of Theorem 1, using (1.1). Our proof is constructive and it yields a polynomial-time algorithm for nding, in graphs that pack, a maximum cycle packing as well as a minimum feedback set. Since converting our proof to an algorithm is quite standard, we will not discuss the algorithmic aspect any further, except for pointing out that, for CM graphs, both w and w can be computed in polynomial time 2] while for general graphs computing and are already NP On the other hand, from the de nitions of C x , C y , and G, we also observe that each vertex in S is contained in at most two members of C. Based on these two observations we deduce that 2jSj jCj = 2 (G) + 1 and hence jSj > (G). Since G packs, ( G) = ( G) = jSj, so ( G) > (G), which implies that every maximum cycle packing in G has a cycle containing at least one edge in E( G)nE(G). It is not di cult to verify that no matter which edge it is, we may always assume the cycle containing it to be T . In another words, we may assume that there exists a maximum cycle packing D of G that contains the triangle T . By the last inequality, jDj (G) + 1. Hence DnfTg is a cycle packing in Gnfx; yg of size at least (G), which implies (Gnfx; yg) (G) and thus (Gnfx; yg) = (G).
For convenience, subdivisions of K 2;3 , K 3;3 , wheels, and odd rings will be called -graphs, K-graphs, W -graphs, and R-graphs, respectively. We also simply say that a graph G has a graph H if H is isomorphic to an induced subgraph of G. The following is Lemma 3.1 in 2]. Lemma 2. Let H be a subdivision of K 4 and let x and y be two of the four degree-three vertices. Let G be obtained from H by adding edges such that all these edges are incident with either x or y. Then G has a W -graph. Lemma 3. Let G be a graph having no K-graphs nor W -graphs. If G has a -graph with three paths, P 1 , P 2 and P 3 , linking two branch vertices x and y, then P i nfx; yg, i = 1; 2; 3, are contained in three di erent components of Gnfx; yg.
Proof. and z 1 is adjacent to z. If z 1 is adjacent to at least three vertices in V (P i ) V (P j ) for some i 6 = j, then V (P i ) V (P j ) fz 1 g induces a W -graph in G; else, z 1 is adjacent to no vertices in V (P 1 ) V (P 2 ) V (P 3 ), except for z 0 , z 2 and z. Thus V (P 1 ) V (P 2 ) V (P 3 ) fz 1 g induces a K-graph in G. So we reach a contradiction in either case, and hence we may assume hereafter that no vertex on Q is adjacent to any vertex on P 0 3 . Let us now distinguish among three cases. Case 1. z 1 has three or more neighbors in P 1 , or z p has three or more neighbors in P 2 . In this case, V (P 1 ) V (P 3 ) fz 1 g or V (P 2 ) V (P 3 ) fz p g induces a W -graph, a contradiction.
Case 2. z 1 has precisely one neighbor in P 0 1 and z p has precisely one neighbor in P 0 2 . In this case, let H denote the K 4 subdivision consisting of and Q. Then we deduce from Lemma 2 that G has a W -graph.
Case 3. If neither of the previous cases occurs, then, by symmetry, we may assume that z 1 has precisely two neighbors on P 1 and neither of them is x or y. It follows that p 2, for otherwise V (P 1 ) V (P 2 ) fz 1 g would induce a W -graph in G. Next, observe that some z i , with 2 i p, is adjacent to a vertex in V (P 2 )nfz p+1 g, since otherwise V (P 1 ) V (P 2 ) V (Q) would also induce a W -graph in G. Let R be a shortest path linking z 1 and fx; yg with vertices in V (Q) V (P 2 )nfz 0 g and let j be the largest subscript such that z j 2 V (R). Then z j is adjacent to some vertex on P 2 and so j 2. It is easy to see that a W -graph in G is induced by V (P 1 ) fz 1 ; z 2 ; : : : ; z j g if z j is adjacent to both x and y, and by V (P 1 ) V (P 3 ) V (R) if z j is nonadjacent to x or y; this contradiction completes the proof of Lemma 3.
We are now ready to establish the main result. An induced subgraph is called an obstruction if it is a K-graph, a W -graph, or an R-graph.
Proof of Theorem 1. The \only if" part has been justi ed before stating the theorem.
Here we prove the \if" part. Let G = (V; E) be a graph having no obstructions. To show G packs, we apply induction on jV j. The statement clearly holds when jV j = 1. So we proceed to the induction step. In view of the induction hypothesis, it su ces to verify that (G) = (G).
If G has no -graphs, then the desired statement follows directly from (1.1). So we assume that G has a -graph . Let x; y be the two branch vertices of and let P 1 , P 2 , and P 3 be the three paths linking x and y in . By Lemma 3, P 1 nfx; yg, P 2 nfx; yg, and P 3 nfx; yg are contained in three di erent components of Gnfx; yg, say C 1 ; C 2 , and C 3 , respectively. Let H i be the subgraph of G induced by V (C i ) fx; yg. Rename the subscripts if necessary, we may assume that (2.1) jV (H 1 )j jV (H 2 )j jV (H 3 )j.
In addition, we may also assume that (2.2) jV (H 1 )nfx; ygj 2.
If H 1 nfx; yg has only one vertex, say z, then P 1 is the path xzy. Let F denote the graph obtained from G be replacing the path P 1 with the edge xy. Clearly, G is a subdivision of F . It follows that F has no obstructions, (F ) = (G), and (F ) = (G). Since jV (F )j < jV (G)j, we conclude from the induction hypothesis that F packs. Therefore, (F ) = (F ), which implies (G) = (G), and thus we may assume (2.2) holds. say Q 1 , is a path, let Q denote the graph obtained from Q by replacing Q 1 with P 2 , then Q is an induced subgraph of G and it is also an obstruction, a contradiction. So we may assume that neither of Q 1 and Q 2 is a path. From the de nitions of a K-graph, a W -graph, and an R-graph, it follows instantly that Q must be an R-graph, and fa; bg separates the base cycle of this R-graph into even and odd two paths (recall the de nition of an odd ring). Without loss of generality, let us assume that Q 1 corresponds to the odd path. Let Q be the graph obtained from Q by replacing Q 1 with the cycle P 2 P 3 . Then Q is an R-graph of G; this contradiction completes the proof of (2.4).
(2.5) (H) 2 (H 1 )+1, and equality holds only if H 1 has a maximum cycle packing D and a path P connecting x and y such that D is contained in H 1 nV (P ).
Let C be a maximum cycle packing in H, and let C i be the collection of all cycles in C that are entirely contained in H 1i . If Cn(C 1 C 2 ) has a cycle, say C, then C must pass through both a and b and thus C is the only cycle in Cn(C 1 C 2 ) as cycles in C are pairwise vertex disjoint. Hence (H) = jCj jC 1 j + jC 2 j + 1 2 (H 1 ) + 1. If the equality holds, then jC 1 j = jC 2 j = (H 1 ) and jCn(C 1 C 2 )j = 1. Thus C 1 corresponds to a maximum cycle packing D in H 1 , and one portion of the unique cycle in Cn(C 1 C 2 ) corresponds to a path P linking x and y in H 1 such that D is contained in H 1 nV (P ). So (2.5) is established.
(2.6) (H) 2 (H 1 )?2, and equality holds only if H 1 has a minimum feedback set T which contains both x and y.
Let S be a minimum feedback set in H and let S i = S \ V (H 1i From this claim we conclude that jS 1 \ S 2 j 1. Once again using jSj = jS 1 j + jS 2 j ? jS 1 \ S 2 j and jSj = (H) = 2 (H 1 ) ? 1, we obtain jS 1 j = jS 2 j = (H 1 ) and jS 1 \ S 2 j = 1. By symmetry we may assume that S 1 \S 2 = fag. Then b = 2 S 1 S 2 according to the above claim. Thus S 1 and S 2 correspond to two minimum feedback sets T 1 and T 2 , respectively, in H 1 such that x 2 T 1 nT 2 and y 2 T 2 nT 1 . So (2.7) is justi ed.
(2.8) If (H) = 2 (H 1 ) and H has a minimum feedback set S with S \ fa; bg 6 = ;, then (H 1 n ) < (H 1 ) holds for precisely one 2 fx; yg.
We rst show that the inequality (H 1 n ) < (H 1 ) holds for at least one 2 fx; yg. Suppose the contrary that (H 1 nx) = (H 1 ny) = (H 1 ). Then, by (2.3), we have (H 1 nfx; yg) = (H 1 ). On the other hand, since jSj = 2 (H 1 ) and S \ fa; bg 6 = ;, set S i = S \ V (H 1i ), for i = 1; 2, then we must have jS 1 nfa; bgj < (H 1 ) or jS 2 nfa; bgj < (H 1 ), say the former. Now we have a contradiction from (H 1 nfx; yg) = (H 1 ) = (H 1 ) > jS 1 nfa; bgj (H 1 nfx; yg).
Without loss of generality, let (H 1 nx) < (H 1 ). Next, we show that (H 1 ny) = (H 1 ). Let C be a maximum cycle packing in H. By (2.4), jCj = (H) = (H) = 2 (H 1 ) = 2 (H 1 ). For i = 1; 2, let C i be the set of cycles of C that are contained in H 1i . Since each cycle in Cn(C 1 C 2 ) passes through both a and b, Cn(C 1 C 2 ) contains at most one cycle as cycles in C are pairwise vertex-disjoint. Thus jC 1 j + jC 2 j jCj ? 1 = 2 (H 1 ) ? 1, implying jC 1 j = (H 1 ) or jC 2 j = (H 1 ), say the former. From (H 1 nx) < (H 1 ) it follows that C 1 has a cycle that passes through a. Therefore, Cn(C 1 C 2 ) = ;, which, in turn, implies that jC 2 j = (H 1 ), and hence, by (H 1 nx) < (H 1 ) again, C 2 contains a cycle which passes through b. Consequently, b is not contained in any cycle of C 1 and thus (H 1 ny) = jC 1 j = (H 1 ), which nishes the proof of (2.8).
(2.9) If (H) = 2 (H 1 ) and S \ fa; bg = ; for all minimum feedback sets S of H, then (H 1 nfx; yg) = (H 1 ), and x and y are contained in di erent components of H 1 nT for some minimum feedback set T of H 1 with T \ fx; yg = ;. Recall that our goal is to prove (G) = (G). To this end, let us apply reduction methods.
By (2.4) , (2, 5) , and (2. Let F be the graph obtained from GnV (H 1 nfx; yg) by adding the edge e = xy. Then (F ne) P 1 is an induced subgraph of G and it is also a subdivision of F . It follows that F has no obstructions. Since jV (F )j < jV (G)j, by induction hypothesis F packs.
(2.10) (G) (F ) + (H 1 ) and (F ) + (H 1 ) (G).
To prove the rst inequality, let S and T be minimum feedback sets in F and H 1 , respectively.
For any cycle C in G, if C is entirely contained in F ne or in H 1 , then C is covered by S or T ; if C is not entirely contained in F ne nor in H 1 , then C passes through both x and y. Denote by C the cycle obtained from C by replacing its portion in H 1 with the edge e. Then C is a cycle in F which is covered by S, so C intersects S. Thus we can conclude that S T is a feedback vertex of G, and hence (G) jSj + jTj = (F ) + (H 1 ).
Next, let C be a maximum cycle packing in F and let D and P be as chosen in (2.5) . We de ne a cycle packing B in (F ne) P as follows: put B = C if no cycle in C contains e; else, let C be the cycle in C containing e, and let C be the cycle obtained from C by replacing e with P . Set B to be the cycle packing obtained from C by replacing C with C. Then B D is a cycle packing in G. Hence (F ) + (H 1 ) = jBj + jDj (G) , and so the proof of (2.10) is complete.
Since both F and H 1 pack, (F ) = (F ) and (H 1 ) = (H 1 ). By (2.10), we thus have (G) (G), which implies that (G) = (G) as the inequality (G) (G) always holds true. By (2.2), jV (F )j < jV (G)j. Hence, by the induction hypothesis, we only need to show that F has no obstructions. Suppose the contrary that F has an obstruction Q. We aim to show that G also has an obstruction. If z = 2 V (Q) and xy = 2 E(Q), then Q is an obstruction of G; if z = 2 V (Q) and xy 2 E(Q), denote by Q the graph obtained from Q by replacing edge xy with the path P 1 , then Q is an obstruction of G, we thus reach a contradiction in either case. So Q must contain z. Since z has only two neighbors, x and y, in F and since fx; y; zg induces a triangle, from the structures of the obstructions it can be seen that Q is an R-graph and it contains the triangle xyz. Consequently, Q 0 = Qnfx; y; zg is a connected subgraph of Gnfx; yg. Recall the de nition of C i right above (2.1), it follows that V (Q 0 ) is disjoint from V (C i ) for i = 2 or 3. Thus Q, the graph obtained from Q by replacing the triangle xyz with the cycle P 1 P i , is an R-graph in G; this contradiction completes the proof of (2.11).
Similar to the proofs in the last two cases, we prove the following, which implies (G) = (G). By (2.7), H 1 has two minimum feedback sets T 1 and T 2 with x 2 T 1 nT 2 and y 2 T 2 nT 1 . Let S be a minimum feedback set in F such that jS \ fx; ygj is maximized. Then at least one of x and y is in S, for otherwise z 2 S as the triangle xyz is covered by S. Now it is easy to every cycle of G which is not entirely contained in F nor in H 1 must intersect T ). Similar to the proof in Subcase 4.1, we have (G) = (G).
The proof of Theorem 1 is complete.
