Moving from a recent quantitative model of the US colonization in the 19th century that relies on analytical and numerical results of reactive-diffusive transport on fractal river networks, this paper considers its generalization to include an embedded flow direction which biases transport. We explore the properties of biased reaction-dispersal models, in which the reaction rates are described by a logistic equation. The relevance of the work is related to the prediction of the role of hydrologic controls on invasion processes (of species, populations, propagules, or infective agents, depending on the specifics of reaction and transport) occurring in river basins. Exact solutions are obtained along with general numerical solutions, which are applied to fractal constructs like Peano basins and real rivers. We also explore similarities and departures from different onedimensional invasion models where a bias is added to both the diffusion and the telegraph equations, considering their respective ecological insight. We find that the geometrical constraints imposed by the fractal networks imply strong corrections on the speed of traveling fronts that can be enhanced or smoothed by the bias. Applications to real river networks show that the chief morphological parameters affecting the front speed are those characterizing the node-to-node distances measured along the network structure. The spatial density and number of reactive sites thus prove to be a vital hydrologic control on invasions. We argue that our solutions, currently tied to the validity of the logistic growth, might be relevant to the general study of species' spreading along ecological corridors defined by the river network structure.
Introduction
[2] The role of the structure of river networks in modeling human-range expansions, i.e., predicting how populations migrate when settling into new territories, has been recently recognized through interesting quantitative models of diffusion along fractal networks coupled with logistic reaction at their nodes [Campos et al., 2006] . An essential ingredient therein is the fact that settlers did not occupy all the territory (isotropically, in the language of homogeneous continuous models), but rather followed rivers and lakes and settled near them to exploit water resources. It was thus quite interestingly argued in a quantitative manner that landscape heterogeneities must have played an essential role in the process of migration [Ammermann and Cavalli-Sforza, 1984; Fort and Mendez, 1999; Campos et al., 2006] .
[3] One interesting by-product of the analysis of migration fronts is the important role attributed to the structure of the network acting as the substrate for wave propagation. This indeed calls for specific structural models to be invoked. One must observe that mathematical models of natural forms as fractals involve nontrivial assumptions [e.g., Rodriguez-Iturbe and Rinaldo, 1997] , in particular, concerning the (relative) independence of results from the seeding point chosen for spreading material and species along the network where reaction and diffusion occur. This is seen as a corollary of the type of self-similarity shown by trees, although entailing somewhat complex issues in cases where loops are observed . The type of self-similarity observed for trees needs also proper finitesize corrections because upper and lower cutoffs in the aggregation structure reflect the drainage density defining where channels begin and the loss of statistical significance of areas close to the overall basin size, respectively [e.g., Maritan et al., 1996; Rodriguez-Iturbe and Rinaldo, 1997] . For general numerical calculations, we shall adopt here:
(1) the topology and geometry of real rivers (for example, Figure 1a ) and (2) those of optimal channel networks (OCNs; Figure 1b ) [Rodriguez-Iturbe et al., 1992a , 1992b Rinaldo et al., 1992 Rinaldo et al., , 1993 ; Rodriguez-Iturbe and Rinaldo, 1997] . They hold fractal characteristics that are obtained through a specific selection process from which one obtains a rich structure of optimal scaling forms that are known to closely conform to the scaling of real networks. To derive exact results, instead, we shall resort (as is usually the case in this context [Marani et al., 1991; Colaiori et al., 1997; Campos et al., 2006] ) to Peano's network (Figure 1c ), which is a deterministic fractal [Mandelbrot, 1983] whose main topological and scaling features have been determined analytically [Marani et al., 1991; Colaiori et al., 1997] .
[4] Our starting point is the analysis of Campos et al. [2006] concerning a reaction random-walk (RRW) process through a Peano construct and OCNs. It is based on the following model. A particle, at an arbitrary node of the network, jumps, after a waiting time t, to one of its z nearest neighboring nodes with probability 1/z. During the waiting time t, the particles ''react'' following the logistic equation. The determination of the wavefront speed that this process develops along a network path ([e.g., Méndez et al., 2004a ([e.g., Méndez et al., , 2004b see also, for the case of discrete comblike structures, Campos and Méndez [2005] ) is the starting point for our extensions. Figure 2 illustrates the main result of Campos et al. It shows that the isotropic diffusion-reaction front (Fisher's model) propagates much faster than the wave forced to choose a treelike pathway. This proves that geometrical constraints imposed by a fractal network imply strong corrections on the speed of the fronts. It should be noted that it is not surprising that Peano and OC networks lead to similar results because the speed of the front depends on topological features that are indeed quite similar for all the (rather different otherwise) networks shown in Figure 1 [see, e.g., Rodriguez-Iturbe and Rinaldo, 1997; Rinaldo et al., 1998 Rinaldo et al., , 2006 . In fact, the wave speed is affected mostly by the gross structure encountered by the front while propagating along the network, chiefly the bifurcations. Hence topology, rather than the fine structure of the subpaths, dominates the process.
[5] The model proposed by Campos et al. [2006] assumes simple diffusive transport to purportedly describe migration fluxes. This seems indeed reasonable in the case of human population migrations: the need for water resources should drive settlers regardless of the direction of the flow. We wonder whether adding a bias to transport properties would basically alter this interesting picture. This is done on purpose: in fact, any other ecological agent (be it an aquatic organism or an infective agent of water-borne disease) would likely be affected by the flow direction to propagate within the network. Organisms can either move by their own energy (active dispersal) or be moved by water (passive dispersal). Most likely, movements along the flow direction would be favored, although movements against flow direction are completely admissible because of various ecological or Figure 1 . Examples of networks on which transport is considered herein: (a) a real river network, the Dry Tug Fork (CA), suitably extracted from digital terrain maps; (b) a single-outlet optimal channel network (OCN); (c) Peano's network. physical mechanisms [Bilton et al., 2001; Muneepeerakul et al., 2006] . All this is of great interest for the problem of hydrochory, i.e., the transport of species along the ecological corridors that are shaped by the river network [see, e.g., Power and Dietrich, 2002] .
[6] This paper is organized as follows. An introductory section (section 2) recalls the properties of the biased Fisher model and presents a generalization of the less-known reaction-telegraph model [Holmes, 1993] which is more apt to describe biased transport. Section 3 illustrates technical aspects of biased random walks on oriented graphs, which shall be of use in section 4 where the role of reaction described by a logistic equation is dealt with. Our main results are collected in a specific chapter (section 5). A set of concluding remarks closes the paper.
Isotropic Invasion Models and Migration Fronts
[7] Traveling waves are a common mathematical byproduct of reaction-diffusion (RD) models of transport where density-dependent reaction terms are employed. Fisher's model [Murray, 1993] is the basic one-dimensional RD model; it is obtained by adding a logistic reaction term to the classical one-dimensional diffusion equation:
where r is the reagent density ([L]
À1
) as a function of space (x) and time (t), a is the logistic growth rate ([T]
). If the initial condition r(x, 0) has compact support, the solution r(x, t) evolves to a traveling wave solution with minimum speed v = v min = 2 ffiffiffiffiffiffi aD p [Kolmogoroff et al., 1937] . This occurs because the above equation admits two spatially homogeneous steady states, one stable (r = 1) and one unstable (r = 0), and a phase plane analysis of the boundary value problem via an equivalent ODE problem shows that a heteroclinic connection between the two states exists only when v ! v min [e.g., Murray, 1993] .
[8] Biased transport could be modeled by simply adding at the left-hand side of equation (1) a term taking into account the advective flux (i.e., u@r(x, t)/@x, where u is the advection velocity). By the change of variables z = x À ut, one can reobtain equation (1) and therefore the front speed as v = u + 2 ffiffiffiffiffiffi aD p . Equation (1) could also be obtained starting from a discrete time-space reaction random walk (i.e., the particle makes steps of length dx at every time step dt) and taking the limit dx, dt ! 0 while keeping dx 2 /dt = constant = 2D. Therefore the actual velocity of the particles during a jump (dx/dt) tends to infinity.
[9] To avoid this unpleasant assumption, it is possible to resort to a generalization of the one-dimensional reactiontelegraph model [Holmes, 1993] in which we include biased transport. Consider a large number of particles moving, reproducing, and dying on a line. Particles make steps of length dx and duration dt moving at finite velocity g = dx/dt. The walk is random, but correlated: a particle continues in its previous direction with probability p and reverses its direction with probability q. The process is supposed to be Poisson so that for small dt we have p = 1 À ldt and q = ldt where l is the rate of reversal. We assume that there is indeed a preferential direction, say from left to right. Therefore the rate of reversal l R of particles arriving from the right is bigger than the rate of reversal l L of particles arriving from the left. We also assume that new particles produced at a certain location (resulting from the difference between natality and mortality) move with equal probability (1/2) to the right or to the left. The equations of the model are then obtained by taking the limit dx, dt ! 0 while keeping dx/dt = constant = g. Technical details for the derivation of the speed of the front that this process yields are described in Appendix A.
[10] The biased reaction-telegraph model is more realistic with respect to Fisher's because it assumes a correlated walk rather than a completely random one. Moreover, the model assumes that organisms move with constant finite velocity, rather than infinite as in Fisher's model. The key consequence of this basic conceptual difference is that the front speed admits an upper bound, as it cannot exceed the particles' velocity g. This model is a much better approximation to the discrete time-space RRW which we will describe in the next sections. In fact, in Appendix A, we have compared the reaction-telegraph model with a RRW in a one-dimensional lattice, showing that for this simple network, the two models lead to similar front speeds in a range of reaction rates most likely to cover the range of practical interest [Holmes, 1993] .
Biased Random Walks on Oriented Graphs
[11] In this section, we shall first illustrate, and adapt to the problem at hand, the discrete time-space biased randomwalk process through an oriented graph constituted by edges of equal length. This analysis will be useful in the next section where we add the reaction term and study the properties of a RRW on oriented graphs.
[12] An oriented graph is a directed graph (i.e., a graph where the edges have a direction) having no symmetric pair of directed edges. At every time step t, a walker can move with some probability from a node to one of the adjacent nodes, which are all the nodes that are connected to it through an inward or outward edge. Consider first a particular case of the graph described above, in which every node has only one inward and one outward edge (i.e., a onedimensional lattice). We define as P out (P in ) the probability that a particle moves from a node to another along an outward (inward) edge. We analyze the case in which all particles move at every time step, hence P out + P in = 1. In greater generality, for a random-walk process on a generic oriented graph in which every node can have an arbitrary number of inward and outward edges, we assume that a particle can move (following either an outward or inward edge) with a probability proportional to P out and P in , respectively. In this case, the probability P ij for a particle to jump from node i to one of its neighbors j could be expressed as:
where d out (i) and d in (i) are the outdegree and indegree of node i, respectively (i.e., the number of outward or inward W04419
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edges of node i, respectively). Obviously
is the total degree of node i. We define b = P out À P in = 2P out À 1 the bias of the transport.
[13] We particularize the results of equation (2) to the case of the Peano network because its deterministic spanning tree structure allows the derivation of exact results. Figure 3a shows the Peano basin at the third level of its construction process. Owing to the purported topological similarity between the Peano basin and a real river basin [Marani et al., 1991; Colaiori et al., 1997; Rodriguez-Iturbe and Rinaldo, 1997] , we choose to assign to each edge of the graph a direction from the leaves to the root (namely, the outlet: point B in Figure 3a) . In this way, we can also define cumulative flow through aggregated area, say, the number of upstream links connected to the current node. The nodes of this graph could be classified, on the basis of their total degree, in first-and fourth-degree nodes. Every fourth-degree node has three inward edges and one outward edge. In the following we define:
the probabilities that a particle, starting from a fourth-degree node, jumps to its downstream neighbor and the probability that it jumps to one of its three upstream nodes, respectively. The expressions for P + and P À derive straightforwardly from equation (2). Also, a particle starting from a first-degree node jumps to its downstream node with unit probability.
Reaction Random Walks on Oriented Graphs
[14] In this section, we focus on the analysis of a biased reaction random-walk (RRW) process through a Peano network. At every time step t, a particle moves from a node to one of its neighbors following rules (3). During the waiting time t, the particle density at every node grows following the logistic equation. If we observe the process only at the nodes of the backbone (line AB in Figure 3a) , the secondary branches emerging from one of these nodes yield a waiting-time distributions of jumping to adjacent nodes of the backbone that depends on the structure of the branches. The process along the backbone can be handled like a one-dimensional reactive continuous time random walk by a suitable discretization in time and space [Campos et al., 2006] . The Hamilton-Jacobi formalism [Méndez et al., 2004a [Méndez et al., , 2004b allows the analytical computation of the speed of the traveling wave generated by a one-dimensional continuous time random walk (CTRW), with a density-dependent term of reaction. We first present here the general case in which the distribution of jump lengths F(x) and the waiting-time distribution 8(t) are continuous and independent; then, in the second part of this section, we particularize to the case at hand using distributions suitable to describe discrete space-time random walks on networks.
[15] The evolution of the probability density field r(x, t) of being at position x at time t (assuming that r(x, t) = 0 8t < 0) is described by the relationship [Campos et al., 2006] :
where f(t) is the probability distribution of waiting (at least) a time t between two consecutive jumps, i.e.,
The first term at the right-hand side of equation (4) accounts for all dispersal processes, while the second term takes into account the reactive character of the process: the density of particles at position x grows according to the rate of increase f(r(x, t)). In the following, we assume, as in the original context, a logistic reaction term of the type:
where a is the intrinsic population growth rate, assumed constant. For details about how equation (4) could be derived directly from master equations, see, e.g., Méndez et al. [2004a] .
[16] The process described by equation (4) yields a traveling wave which connects the unstable state (r = 0) to the stable state (r = 1) and moves with constant celerity. If the initial condition r(x, 0) has compact support, for example, the front selects its minimal propagation speed v. Following Méndez et al. [2004a] and Campos et al. [2006] , this speed could be derived as:
where p(s) is the solution of the Hamilton-Jacobi equation
In equation (9), the function8(s) is the Laplace transform of the waiting-time distribution 8(t), while the function F(p) is defined by the transformation:
Thus the knowledge of the jump distribution F(x) and the waiting-time distribution 8(t) allows the direct derivation of the speed v of the traveling wave.
[17] We apply this method (equations (8) and (9)) to the study of a biased RRW through a Peano drainage network. To derive the speed of the front via equation (8), we first derive the expression of the waiting-time distributions due to the emerging branches of different order N. We remind the reader that the order N is defined in this way: the cardinality of the subtree rooted in the emerging branch is 4 N À 1
. A particle at a backbone node from which two firstorder branches emerge can reach an adjacent backbone node after 2i + 1 jumps, with i = 0, 1,. . ., 1, namely, after waiting a time (2i + 1)t, where i is the number of movements away from the backbone and back. The probability that a particle waits for a time t along one of infinite possible paths is a convolution of (2i + 1) distributions, i.e.,
with i convolution terms of the type (2P À 8 0 * 8 0 ). The function 8 0 (t) = d(t À t) is the waiting-time distribution for the original random walk through the entire network. Note that 2P À is the probability of stepping into one of the two emerging branches, whereas (P + + P À ) is the probability of the last jump being to the left or to the right. Finally, the waiting-time distribution for all possible paths is given by the sum of all the waiting-time distributions of each single path weighted by the path probabilities. For a first-order branch, the Laplace transform of the waiting-time distribution is:
where8 0 (s) = exp(Àts) is the Laplace transform of 8 0 (t).
[18] Following rules already discussed in other contexts [ Van den Broeck, 1989; Campos et al., 2006] , the waitingtime distribution for the backbone nodes from which a pair of branches of higher-order emerges can be obtained exactly. We illustrate here the case of second-order branches. We first derive the waiting time distribution 8 2 I (t) of jumping from the node adjacent to the backbone (point C in Figure 3b ) to the backbone (point D) induced by the three first-order edges connected to it. Following the procedure and the rules illustrated before, the Laplace transform of this distribution becomes:8
Using the distribution in equation (13), it is possible to derive the Laplace transform of the waiting-time distribution induced by a pair of second-order branches as illustrated before:
With this method we can calculate the Laplace transform of the waiting-time distributions up to fifth-order branches. The complexity of the expression8 N (s) for N > 5 (being N the branch order) prevents us from using this method any further. Note that the Hamilton-Jacobi method assumes the waiting time distribution 8(t) to be space invariant. Following Campos and Méndez [2005] and Campos et al. [2006] , we approximately assume that all the branches encroaching the backbone have the same waiting-time distribution given by 8(t) = 8 5 (t). The validity of this approximation will be tested numerically.
[19] The length distributions for the jumps of a particle moving along the backbone of the network is given by:
where x increases toward the graph root and Dx is the constant length of the graph edges. Note that equation (15) allows us to apply the CTRW framework, which is usually employed to study continuous systems, to a discrete lattice process. Applying the transformation (equation (10)) to equation (15), one has:
Substituting expression (16) in equation (9), and solving it for the variable p, we can particularize expression (8) to the case of the oriented Peano graph:
where the function c(s) has the following expression:
The minimum in equation (17) is then computed numerically.
[20] Results for the Peano network are shown by solid lines in Figure 4 , where the dimensionless speed of the front vt/Dx is reported as a function of the dimensionless growth Note that for b = 0 (P out = P in = 1/2), we recover the case of the unbiased process already obtained by Campos et al. [2006] . For b > 0 (i.e., the walkers move preferably downstream), the speed of the front increases. However, one should remark the difference with the simple Fisher model with advectiondiffusion reaction: the speed of the front is not simply given by the sum of the advection velocity in the backbone u = (bDx/t) plus the speed of the front of the unbiased process (i.e., with b = 0). In fact, there are two important new phenomena accounted for by our model: (1) the front speed cannot physically exceed the particle velocity Dx/t; and (2) the bias affects the transport not only on the backbone but also in the secondary branches, thus affecting the waitingtime distribution 8(t). The results shown in Figure 4 are obtained with 8(t) = 8 5 (t) by taking into account branches only up to the fifth order. However, as already noticed in Campos et al., the speed of the front converges rapidly as the order of the branches increases, and then it is not particularly sensitive to the details of the self-similarity at all scales (N ! 1) typical of fractal structures like the Peano basin. Note, from Figure 4 , that the trivial result v = Dx/t for b = 1 is recovered as the upper bound for the front speed.
Computational Results
[21] In this section, we illustrate simulations of the biased RRW process on the unabridged structure of the Peano basin and on real river networks. We start every simulation from an initial condition with r = 1 for the node A and its neighbor (see Figure 3a) and r = 0 for all the other nodes. At every time step t, we first update the density r of all nodes through the master equation that obeys the rules of equations (2) and (3), and then we let the node density grow for a time t following the solution of the local logistic equation dr/dt = ar(1 À r):
We observe the density only at the backbone nodes and start measuring the front speed only when it has reached a stable waveform that moves from A to B. In accord to theory [Murray, 1993; Méndez et al., 2004a] , we find that the front travels with constant speed along the backbone maintaining its shape. Obviously, the front speed is not affected by the order of growth and movement. In our simulations, we recover the same results when the particles first grow and then move. Note that it is not strictly necessary to consider the process along the backbone. In fact, owing to the exact self-similarity of the Peano construct, one obtains the same results by assigning an initial condition (with compact support) at any site and following the process along the drainage path connecting that site to the outlet (point B in Figure 3a ). In fact, by further simulation, we find that the front speed measured along any drainage path is the same, provided that the chosen path is long enough to develop a stable traveling wave. The relative independence of the characters of a traveling wave from the particular flowpath is somewhat reasonable, in retrospect, because the front speed along a path depends only on the sequence of the orders of secondary branches encountered along the path, which, for the Peano network, is the same by construction. Note that this is not an unreasonable assumption also for real rivers [Rodriguez-Iturbe and Rinaldo, 1997] , partly explaining the importance of the insight derived from the study of deterministic fractals.
[22] Four sketches of the simulation of the colonization process are shown in Figure 5a for two values of the bias (b = 0 and b = 0.4, respectively) and for two different simulation times. Just from the observation of these sketches, one notes how the bias stretches the colonization cloud enhancing the front speed. Figure 5b shows the computed density at backbone nodes for three different time steps; a front can be recognized that travels with constant speed maintaining quite nicely its shape. The continuous flux of particles from the secondary branches into the backbone may indeed lead to locally stable states with r > 1. Different values of the stable part of the front (peaks and troughs in Figure 5b ) depend on different order of the secondary branches flowing into the backbone.
[23] Figure 4 shows also a comparison between numerical (circles) and analytical (solid line) results. The exercise goes beyond the trivial numerical control. In fact, while the reaction process is applied at every node in the simulations, the analytical Hamilton-Jacobi solution assumes that all the dispersing particles are concentrated in the backbone nodes, and thus the branches affect the waiting time, not the particles density. It is heartening that, despite this difference, the simulations exhibit a good agreement with the analytical results for a wide range of values of the growth rate at (as in Campos and Méndez [2005] ).
[24] We have also studied front speed propagation throughout the geometry of real river networks. Figure 6a shows the drainage network of the Tanaro river basin, an 8000-km 2 catchment in northwestern Italy, extracted via suitable geomorphological criteria [e.g., Rodriguez-Iturbe and Rinaldo, 1997] . Initially, we have only accounted for its topological structure, thereby neglecting its geometrical properties like edge lengths (i.e., we assume that all the edges have the same length Dx), to investigate how departures from the topological structure of Peano's network affect the ensuing reaction-diffusion processes. We note (Figure 6c ) that at equal values of the dimensionless growth rate at, the speed of the front developing through the topological structure of the real river (empty circles) is larger than that computed for Peano (solid circles). This is because of the fact that at every junction along the drainage path in a real river, a traveling particle generally meets only one secondary branch instead of two as in the case of the Peano basin. The effect is that of increasing the speed of an approximately constant amount.
[25] We have also investigated how the distribution of edge lengths (i.e., the distance between subsequent reactive sites) affects the speed of the front. One should notice that in our model, it is possible to consider networks constituted by edges of different length by subdividing each edge into subedges of equal length. Technically, we label as reactive only the nodes at the endpoints of the channel (see Figure 6a ), so that at inner nodes, there occurs transport only. This method introduces a new key parameter for the system: the mean ratio of the distance between two subsequent reactive nodes and the characteristic jump length of the traveling particle (hLi/Dx). Note that this ratio is equal to 1 in all previous cases. Squares in Figure 6c show simulation results for a mean ratio of about 3. It turns out that the speed is smaller (and closer to the Peano case) for large values of the population growth rate. Diamonds (Figure 6c) show the results obtained by placing the same number of reactive nodes at random, not at network junctions (see Figure 6b) . We find that the spatial distribution of the reactive nodes does not produce a meaningful variation of the front speed. Stars in Figure 6c show instead the front speed developing through the Tanaro river network when one half of the reactive nodes are used. In the latter case, the ratio hLi/Dx is twice as big as that of the previous case. Differences are indeed noteworthy. The front speed is greatly decreased especially for large values of the population growth rate. We thus suggest that the number of reactive sites, and hence the distribution of node-to-node network distances, places a combined hydrologic-demographic control on the front progression.
[26] Other cases, not reported here for brevity, have been studied numerically. Of particular interest is the case in which the bias is assumed to depend on a state variable, notably the bias increases with the numbers of node drained (i.e., total cumulative area). The bias thus increases downstream, as do migration front speed. This determines a nonstationary behavior of the system that would require extra machinery for a proper description.
[27] In a space-unbounded domain, all the models analyzed (Fisher's, reaction telegraph, and biased RRW on networks), yield, if they start from a compact support initial condition, two fronts that travel with velocity v 1 and v 2 , respectively (see the sketch in the upper left inset of Figure 7) . For unbiased processes, the two fronts travel along opposite directions, whereas for a large-enough bias, they may travel along the same direction. The analysis presented up to this point refers to the computation of the speed v 1 of the first front that moves along the bias direction. For the telegraph and RRW model, the speed v 2 of the second front can be obtained as v 2 (b, a) = Àv 1 (Àb, a) . Note that for the derivation of v 2 for the backbone of a Peano network through the Hamilton-Jacobi formalism (equations (8) and (9)), one has to consider an opposite bias only for the transport in the backbone, not in the branches (that is, the Laplace transform of the waiting-time distribution8(s) in equation (9) remains the same for the derivation of both v 1 and v 2 ). For Fisher's model, the speed of the second front is symmetrically given by v 2 = u À 2 ffiffiffiffiffiffi aD p (where u is the advection velocity). Figure 7 shows the speeds v 1 and v 2 of the two fronts as a function of the logistic growth rate for: (1) Fisher's model (dash-dotted line), (2) telegraph model (dashed line), and (3) RRW on Peano's network (solid line). The bias for the three cases is equal to 0.6. The comparison between the Fisher and RRW model is obtained by using the approximation D = Dx 2 /t. The comparison between the telegraph and the RRW models follows the comparative rule discussed at the end of Appendix A. For the range of parameters for which v 2 is positive for the RRW on the Peano network (and then v 1 (Àb, a) is negative because v 2 (b, a) = Àv 1 (Àb, a)), we compute the speed numerically (dots in Figure 7 ) because the Hamilton-Jacobi formalism allows us to compute only positive speeds. It is noticeable that with biased transport, the telegraph and the network RRW models lead to an asymmetric behavior of the two fronts (i.e., (v 1 (a) + v 2 (a))/2 6 ¼ v 1 (a = 0)). This is to be contrasted with the classical Fisher model in which the two fronts are perfectly symmetrical. However, the asymmetry is less remarkable in the Peano RRW model because the particles can disperse away from the backbone thus slowing down the front progression.
[28] We have derived a possibly important statistical measure related to the propagation of reactive particles throughout river networks. Knowing the speeds v 1 and v 2 of the two fronts characteristic of a network, it is possible to compute the first colonization time, i.e., the time that the front needs to propagate from one node to any other along the shortest path available in the river network. Every such path consists of a downstream and an upstream part of length L d and L u , respectively. If we assume that the speeds do not depend on the particular path, i.e., the bias is roughly the same, the traveltime is simply given by T = L d /jv 1 j + L u /jv 2 j. Note that the front can reach all the nodes of the network only if v 2 is negative. Figure 8 shows the distribution of the times of first colonization from three different starting nodes to all the others for the Tanaro river network. It is interesting to note that this statistics is related to the dispersal kernel of Muneepeerakul et al. [2006] . Colonization times are shortest for a central node (for example, 1)and largest for the outlet, node 3. The initial condition seeded at any one node will therefore result in a specific distribution of invasions throughout the network, which is affected by geomorphology as well as by the nature of the reaction imposed by the logistic growth. There is a subtle interplay of structural and dynamic controls that may operate at the network level. Indeed, if the traveling particles in this example were infective agents or organism propagules, thereby accounting for reactions different from the logistic growth considered here, our results would imply a definite hydrological role in the process of disease spreading or ecological colonization. This seems an important quantitative insight into the understanding of the susceptibility of a territory to invasions.
Conclusions
[29] The following main conclusions can be drawn from our results:
[30] 1. Adding a constant bias to a reactive transport model along river networks jointly acts with morphological effects in drastically modifying the speed of the migrating front of the traveling wave that describes the invasion process. Although our analytical and numerical results are derived by using logistic growth as the reactive component, we suspect that this might be a result of general nature and of ecological interest even for other, more complex demographies.
[31] 2. We have obtained exact solutions for the speed of the migrating front with biased transport for different invasion models in one-dimensional and recursive comblike space settings. Topological similarities among real rivers, optimal networks, and exact recursive constructs lead to similar behaviors in the spreading of populations, thus strengthening the predictive power of our analytical results.
[32] 3. If heterogeneous distributions of reactive sites occur, we find that the characteristic distance relative to a basic network length places further hydrologic controls on the invasion process.
[33] 4. First colonization time distributions characterizing the spreading of reactive agents throughout the entire network can be computed within our framework. Their importance for invasion predictions seems noteworthy because they are site specific.
[34] 5. Overall, we have found a significant number of hydrologic controls, in addition to known structural effects, on migrating fronts of species that move along the ecological corridors defined by the river basin.
Appendix A: Wave Front in the Reaction Telegraph Model With Bias [35] In this section, we report technical details for the derivation of the front speed in the biased reaction telegraph model presented in section 2.
[36] Let F be the rate of demographic growth. Let a(x, t) be the density at coordinate x and time t of particles that arrived from the left and b(x, t) be the density of particles that arrived from the right. Then we can stipulate the following equations:
being dt, dx, l R , and l L the parameters introduced in section 2. Expanding in Taylor series with respect to time and space and neglecting second-and higher-order terms, we obtain
where the subscripts x and t indicate the partial derivatives with respect to space and time, respectively. Taking the limit as dt and dx go to zero with dx/dt = g, we have:
It is convenient to introduce the total density of particles at location x: S(x, t) = a(x, t) + b(x, t) and the difference: R(x, t) = a(x, t) À b(x, t). The rate F of demographic increase is supposed to be a unimodal, nonnegative function of the total density S, such that F(0) = F(K) = 0, where K is the ''carrying capacity'' or equilibrium population size. From equations (A5) and (A6), we finally obtain:
where Dl = l R À l L > 0 is the directional bias and l = (l R + l L )/2 is the average rate of reversal. Note that Dl/2l 1 in any case. We now search for a traveling wave moving from left to right with velocity c. To this end, we introduce the moving coordinate system z = x À ct, c > 0, into equations (A7) and (A8), thus obtaining:
[42] We can thus state that the singular point (0,0) is a stable node provided c ! c + . The possible range of values for the dimensionless rate of demographic increase is 0 r 1 À b.
[43] We can conclude that the minimum value c min of the velocity c for which the singular point (0, 0) is the limit of a heteroclinic orbit for z ! +1 is given by:
Moreover, it is easy to verify that the singular point (K, DlK/2l) is unstable. In fact
Remembering that F 0 (K) < 0 and b = Dl/2l, we have that det J(K) 0 for c g and tr J(K) > 0 for c > g.
[44] Our final conclusion is that the minimum velocity for the existence of a heteroclinic connection between the two singular points is c min given by equation (A18). Therefore c min is the traveling wave speed for a front moving from left to right. Note that the wave speed without demographic growth (r = 0) is bg, which is the advection velocity. In fact, a particle in a certain position that arrived from the left has probability l L /(l R + l L ) of moving left and probability 1 À l L /(l R + l L ) of moving right, while a particle that arrived from the right has probability l R /(l R + l L ) of moving right and probability 1 À l R /(l R + l L ) of moving left. So the average velocity is:
On the other hand, there is a threshold of the dimensionless growth rate r = 1 À b beyond which the wave speed is equal to g, the absolute velocity of a particle moving to a nearby location. Introducing the normalized wave speed v = c min /g, we have: 
So the normalized wave speed depends on just two parameters: b, which is the normalized advection velocity, and r, which is the dimensionless rate of increase. Note that 1/a is the average time for the production of a new particle and 1/2l is the average time between two direction inversions. r is just the ratio of the latter time to the first. Also, the threshold condition r > 1 À b is equivalent to 1/a < 1/2l L , namely, the average time for the production of a new individual must be smaller than the average time between two inversions in the direction opposite to the wave direction. Needless to say, the case l L = l R = l yields Holmes ' [1993] results.
[45] It can be proved that the velocity v 2 of the retrogressive traveling wave is simply v 2 (b, r) = Àv(Àb, r). Note that v 2 becomes negative for r > b 2 . Also, it saturates to Àg for r = 1 + b.
[46] Figure 9 shows the dimensionless front speed v/g as a function of the growth rate a for a reaction telegraph model (solid lines) and for a RRW in a one-dimensional lattice (dashed lines). The latter computed through the HamiltonJacobi formalism described in section 4 by setting to zero the order of the branches (i.e., 8(t) = d(t À t)). Different couples of lines (solid and dashed) refer to different values of the bias b. The best fit between the two models is obtained taking t = 1/l, where t is the waiting time for the random walk and l the average reversal rate for the telegraph model. This could be explained as follows: in the discrete random walk model, t could be thought of as the time spent by a particle moving from left to right (from x to x + Dx) or likewise from right to left (from x to x À Dx), maintaining its direction. In the differential continuous biased telegraph model, the mean times of preserved direction, from left to right and vice versa, are 1/l R and 1/l L , respectively. We can then take t equal to the average of 1/l R and 1/l L weighted through the probability of going right (l R /(l R + l L )) and left (l L /(l R + l L )) respectively:
which is exactly the relation used. The two models lead to similar results for a large range of values of the growth rate a.
