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THE SLACK REALIZATION SPACE OF A POLYTOPE
JOA˜O GOUVEIA, ANTONIO MACCHIA, REKHA R. THOMAS, AND AMY WIEBE
Abstract. In this paper we introduce a natural model for the realization
space of a polytope up to projective equivalence which we call the slack re-
alization space of the polytope. The model arises from the positive part of
an algebraic variety determined by the slack ideal of the polytope. This is a
saturated determinantal ideal that encodes the combinatorics of the polytope.
We also derive a new model of the realization space of a polytope from the
positive part of the variety of a related ideal. The slack ideal offers an effec-
tive computational framework for several classical questions about polytopes
such as rational realizability, non-prescribability of faces, and realizability of
combinatorial polytopes.
1. Introduction
An important focus in the study of polytopes is the investigation of their real-
ization spaces. Given a d-polytope P ⊂ Rd, its face lattice determines its combina-
torial type. A realization space of P is, roughly speaking, the set of all geometric
realizations of the combinatorial type of P . This set, usually defined by fixing an
affinely independent set of vertices in every realization of P , is a primary basic
semialgebraic set, meaning that it is defined by a finite set of polynomial equations
and strict inequalities.
Foundational questions about polytopes such as whether there is a polytope with
rational vertices in the combinatorial class of P , whether a combinatorial type has
any realization at all as a convex polytope, or whether faces of a polytope can be
freely prescribed, are all questions about realization spaces. In general, many of
these questions are hard to settle and there is no straightforward way to answer
them by working directly with realization spaces. Each instance of such a question
often requires a clever new strategy; indeed, the polytope literature contains many
ingenious methods to find the desired answers.
In this paper, we introduce a model for the realization space of a polytope in
a given combinatorial class modulo projective transformations. This space arises
from the positive part of an algebraic variety called the slack variety of the polytope.
An explicit model for the realization space of the projective equivalence classes of
a polytope does not exist in the literature, although several authors have implicitly
worked modulo projective transformations [AP17, APT15, RG96b]. Using a related
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idea, we also construct a model for the realization space for a polytope that is
rationally equivalent to the classical model for the realization space of the polytope.
The ideal giving rise to the slack variety is called the slack ideal of the polytope
and was introduced in [GPRT17]. The slack ideal in turn was inspired by the slack
matrix of a polytope. This is a nonnegative real matrix with rows (and columns)
indexed by the vertices (and facets) of the polytope and with (i, j)-entry equal to the
slack of the ith vertex in the jth facet inequality. Each vertex/facet representation
of a d-polytope P gives rise to a slack matrix SP of rank d+1. Slack matrices have
found remarkable use in the theory of extended formulations of polytopes (see for
example, [Yan91], [FMP+12], [Rot14], [GPT13], [LRS15]). Their utility in creating
a realization space model for polytopes was also observed in [Dob14].
1.1. Our contribution. By passing to a symbolic version of the slack matrix
SP , wherein we replace every positive entry by a distinct variable in the vector
of variables x, one gets a symbolic matrix SP (x). The slack ideal IP is the ideal
obtained by saturating the ideal of (d + 2)-minors of SP (x) with respect to all
variables. The complex variety of IP , V(IP ), is the slack variety of P . We prove
that modulo a group action, the positive part of V(IP ) is a realization space for
the projective equivalence classes of polytopes that are combinatorially equivalent
to P . This is the slack realization space of P and it provides a new model for
the realizations of a polytope modulo projective transformations. Working with a
slightly modified ideal called the affine slack ideal of P , we also obtain a realization
space for P that is rationally equivalent to the classical realization space of P . We
call this the affine slack realization space of P . By the positive part of a complex
variety we mean the intersection of the variety with the positive real orthant of the
ambient space.
The slack realization space has several nice features. The inequalities in its
description are simply nonnegativities of variables in place of the determinantal
inequalities in the classical model. By forgetting these inequalities one can study
the entire slack variety, which is a natural algebraic relaxation of the realization
space. The slack realization space naturally mods out affine equivalence among
polytopes and, unlike in the classical construction, does not depend on a choice
of affine basis. The construction leads to a natural way to study polytopes up
to projective equivalence. Further, it serves as a realization space for both the
polytope it was constructed from as well as the polar of the polytope.
Additionally, the slack ideal provides a computational engine for establishing
several types of results one can ask about the combinatorial class of a polytope. We
exhibit three concrete applications of this machinery to determine non-rationality,
non-prescribability of faces, and non-realizability of polytopes. We expect that
further applications and questions on the important and difficult topic of realization
spaces will be amenable to our algebraic geometry based approach.
1.2. Organization of the paper. In Section 2, we summarize the results on slack
matrices needed in this paper. We also define the slack ideal and affine slack ideal of
a polytope. In Section 3, we construct the slack and affine slack realization spaces of
a polytope. We show that the affine slack realization space is rationally equivalent
to the classical realization space of the polytope. In Section 4 we illustrate how the
slack ideal provides a computational framework for many classical questions about
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polytopes such as convex realizability of combinatorial polytopes, rationality, and
prescribability of faces.
1.3. Acknowledgements. We thank Arnau Padrol and Gu¨nter Ziegler for helpful
pointers to the literature and valuable comments on the first draft of this paper.
The SageMath and Macaulay2 software systems were invaluable in the development
of the results below. All computations described in this paper were done with one
of these two systems [Dev17], [GS].
2. Background: Slack Matrices and Ideals of Polytopes
In this section we first present several known results about slack matrices of
polytopes needed in this paper. Many of these results come from [GGK+13]. We
then recall the slack ideal of a polytope from [GPRT17] which will be our main
computational engine. While much of this section is background, we also present
new objects and results that play an important role in later sections.
Suppose we are given a polytope P ⊂ Rd with v labelled vertices and f labelled
facet inequalities. Assume that P is a d-polytope, meaning that dim(P ) = d. Recall
that P has two usual representations: a V-representation P = conv{p1, . . . ,pv} as
the convex hull of vertices, and anH-representation P = {x ∈ Rd :Wx ≤ w} as the
common intersection of the half spaces defined by the facet inequalities Wjx ≤ wj ,
j = 1, . . . , f , where Wj denotes the jth row of W ∈ Rf×d. Let V ∈ Rv×d be the
matrix with rows p1
⊤, . . . ,pv
⊤, and let 1 denote a vector (of appropriate size) with
all entries equal to 1. Then the combined data of the two representations yields a
slack matrix of P , defined as
(1) SP :=
[
1 V
] [ w⊤
−W⊤
]
∈ Rv×f .
The name comes from the fact that the (i, j)-entry of SP is wj−Wjpi which is the
slack of the ith vertex pi of P with respect to the jth facet inequality Wjx ≤ wj of
P . Since P is a d-polytope, rank(
[
1 V
]
) = d+1, and hence, rank (SP ) = d+1.
Also, 1 is in the column span of SP . While the V-representation of P is unique,
the H-representation is not, as each facet inequality Wjx ≤ wj is equivalent to
the scaled inequality λWjx ≤ λwj for λ > 0, and hence P has infinitely many
slack matrices obtained by positive scalings of the columns of SP . Let Dt denote
a diagonal matrix of size t × t with all positive diagonal entries. Then all slack
matrices of P are of the form SPDf for some Df .
A polytope Q is affinely equivalent to P if there exists an invertible affine trans-
formation ψ such that Q = ψ(P ). If Q is affinely equivalent to P , then SP is a slack
matrix of Q and thus P and Q have the same slack matrices (see Example 2.6). In
fact, a slack matrix of P offers a representation of the affine equivalence class of P
by the following result.
Lemma 2.1 ([GGK+13, Theorem 14]). If S is any slack matrix of P , then the
polytope Q = conv(rows(S)), is affinely equivalent to P .
By the above discussion, we may translate P so that 0 ∈ int(P ) without changing
its slack matrices. Subsequently, we may scale facet inequalities to set w = 1. Then
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the affine equivalence class of P can be associated to the slack matrix
(2) S1P = [1 V ]
[
1
−W⊤
]
which has the special feature that the all-ones vector of the appropriate size is
present in both its row space and column space. Again this matrix is not unique
as it depends on the position of 0 ∈ int(P ).
Recall that the polar of P is P ◦ = {y ∈ (Rd)∗ : 〈x,y〉 ≤ 1 ∀ x ∈ P}. Under
the assumption that 0 ∈ int(P ) and that w = 1, P ◦ is again a polytope with 0 in
its interior and representations [Zie95, Theorem 2.11]:
P ◦ = conv{W⊤1 , . . . ,W
⊤
f } = {y ∈ (R
d)∗ : V y ≤ 1}.
This implies that (S1P )
⊤ is a slack matrix of P ◦ and all slack matrices of P ◦ are of
the form (DvS
1
P )
⊤.
We now pass from the fixed polytope P to its combinatorial class. Note that
the zero-pattern in a slack matrix of P , or equivalently, the support of SP , encodes
the vertex-facet incidence structure of P , and hence the entire combinatorics (face
lattice) of P [JKPZ01]. A labelled polytope Q is combinatorially equivalent to P if
P and Q have the same face lattice under the identification of vertex pi in P with
vertex qi in Q and the identification of facet inequality fj in P with facet inequality
gj in Q. The combinatorial class of P is the set of all labelled polytopes that are
combinatorially equivalent to P . A realization of P is a polytope Q, embedded in
some Rk, that is combinatorially equivalent to P . By our labelling assumptions, all
realizations of P have slack matrices with the same support as SP . Further, since
each realization Q of P is again a d-polytope, all its slack matrices have rank d+1
and contain 1 in their column span. Interestingly, the converse is also true and is
a consequence of [GGK+13, Theorem 22].
Theorem 2.2. A nonnegative matrix S is a slack matrix of some realization of the
labelled d-polytope P if and only if all of the following hold:
(1) supp(S) = supp(SP )
(2) rank (S) = rank (SP ) = d+ 1
(3) 1 lies in the column span of S.
This theorem will play a central role in this paper. It allows us to identify the
combinatorial class of P with the set of nonnegative matrices having the three listed
properties.
A polytope Q is projectively equivalent to P if there exists a projective trans-
formation φ such that Q = φ(P ). Recall that a projective transformation is a
map
φ : Rd → Rd, x 7→
Bx+ b
c⊤x+ γ
for some B ∈ Rd×d, b, c ∈ Rd, γ ∈ R such that
(3) det
[
B b
c⊤ γ
]
6= 0.
The polytopes P and Q = φ(P ) are combinatorially equivalent. Projective equiva-
lence within a combinatorial class can be characterized in terms of slack matrices.
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Lemma 2.3 ([GPRT17, Corollary 1.5]). Two polytopes P and Q are projectively
equivalent if and only if DvSPDf is a slack matrix of Q for some positive diagonal
matrices Dv, Df .
Notice that Lemma 2.3 does not say that every positive scaling of rows and
columns of SP is a slack matrix of a polytope projectively equivalent to P , but
rather that there is some scaling of rows and columns of SP that produces a slack
matrix of Q. In particular, condition (3) of Theorem 2.2 requires 1 to be in the
column span of the scaled matrix. Not all row scalings will preserve 1 in the
column span. Regardless, we will be interested in all row and column scalings of
slack matrices.
Definition 2.4. A generalized slack matrix of P is any matrix of the formDvSQDf ,
where Q is a polytope that is combinatorially equivalent to P and Dv, Df are
diagonal matrices with positive entries on the diagonal. Let SP denote the set of
all generalized slack matrices of P .
Theorem 2.5. The set SP of generalized slack matrices of P consists precisely of
the nonnegative matrices that satisfy conditions (1) and (2) of Theorem 2.2.
Proof. By construction, every matrix in SP satisfies conditions (1) and (2) of The-
orem 2.2. To see the converse, we need to argue that if S is a nonnegative matrix
that satisfies conditions (1) and (2) of Theorem 2.2, then there exists some Dv, Df
such that S = DvSQDf for some polytope Q that is combinatorially equivalent to
P , or equivalently, that there is some row scaling of S that turns it into a slack
matrix of a polytope combinatorially equivalent to P . By Theorem 2.2, this is
equivalent to showing that 1 lies in the column span of D−1v S. Choose the diagonal
matrix D−1v so that D
−1
v S divides each row of S by the sum of the entries in that
row. Note that this operation is well-defined, as a row of all zeros would correspond
to a vertex which is part of every facet. Then the sum of the columns of D−1v S
is 1 making D−1v S satisfy all three conditions of Theorem 2.2. Therefore, by the
theorem, D−1v S = SQ for some polytope Q in the combinatorial class of P . 
We illustrate the above results on a simple example.
Example 2.6. Consider two realizations of a quadrilateral in R2,
P1 = conv{(0, 0), (1, 0), (1, 1), (0, 1)}, and
P2 = conv{(1,−2), (1, 2), (−1, 2), (−1,−2)},
where P2 = ψ(P1) for the affine transformation ψ(x) =
[
0 −2
4 0
]
x +
[
1
−2
]
. The
most obvious choice of facet representation for P1 yields the slack matrix
SP1 =

1 0 0
1 1 0
1 1 1
1 0 1

0 1 1 00 −1 0 1
1 0 −1 0
 =

0 1 1 0
0 0 1 1
1 0 0 1
1 1 0 0
 ,
which, by calculating the effect of ψ on the facets of P1, one finds is the same as
the slack matrix for P2,
SP2 =

1 1 −2
1 1 2
1 −1 2
1 −1 −2

 12 12 12 12− 1
2
0 1
2
0
0 − 1
4
0 1
4
 .
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Since P2 also contains the origin in its interior, we can scale each column of its
H-representation from above by 2 to obtain a slack matrix of the form S1P2 . Finally,
consider the following nonnegative matrix
S =

0 1 1 0
0 0 1 1
1 0 0 2
1 2 0 0
 .
Since S satisfies all three conditions of Theorem 2.2, it must be the slack matrix
of some realization of a quadrilateral. In fact, it is easy to check that S is the
slack matrix of the quadrilateral with vertices {(0, 0), (1, 0), (2, 1), (0, 1)}. Since all
quadrilaterals are projectively equivalent, by Lemma 2.3 we must be able to obtain
SP1 by scaling the columns and rows of S and, in fact, multiplying its first column
by 2 and its last two rows by 1/2 we recover SP1 .
We now recall the symbolic slack matrix and slack ideal of P which were defined
in [GPRT17]. Given a d-polytope P , its symbolic slack matrix SP (x) is the sparse
generic matrix obtained by replacing each nonzero entry of SP by a distinct variable.
Suppose there are t variables in SP (x). The slack ideal of P is the saturation of
the ideal generated by the (d+ 2)-minors of SP (x), namely
(4) IP := 〈(d + 2)-minors of SP (x)〉 :
(
t∏
i=1
xi
)∞
⊂ C[x] := C[x1, . . . , xt].
The slack variety of P is the complex variety V(IP ) ⊂ Ct. The saturation of IP by
the product of all variables guarantees that there are no components in V(IP ) that
live entirely in coordinate hyperplanes. If s ∈ Ct is a zero of IP , then we identify
it with the matrix SP (s).
Lemma 2.7. The set SP of generalized slack matrices is contained in the real part
of the slack variety V(IP ).
Proof. By Theorem 2.5, all matrices in SP have real entries, support equal to
supp(SP ), and rank d+1. Therefore, SP is contained in the real part of V(IP ). 
To focus on “true slack matrices” of polytopes in the combinatorial class of P ,
meaning matrices that satisfy all conditions of Theorem 2.2, we define the affine
slack ideal
(5) I˜P = 〈(d+ 2)-minors of [SP (x) 1]〉 :
(
t∏
i=1
xi
)∞
⊂ C[x],
where [SP (x) 1] is the symbolic slack matrix with a column of ones appended. By
construction, V(I˜P ) is a subvariety of V(IP ).
Definition 2.8. Let S˜P denote the set of true slack matrices of polytopes in the
combinatorial class of P , or equivalently, the set of all nonnegative matrices that
satisfy the three conditions of Theorem 2.2.
Lemma 2.9. The set S˜P of true slack matrices is contained in the real part of
V(I˜P ).
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Proof. By definition, all elements S ∈ S˜P have real entries and supp(S) = supp(SP ).
It remains to show that rank ([S 1]) ≤ d + 1. This follows immediately from the
fact that S satisfies properties (2) and (3) of Theorem 2.2. 
Example 2.10. For our quadrilateral P1 from Example 2.6 and in fact any quadri-
lateral P labeled in the same way as P1, we have
SP (x) =

0 x1 x2 0
0 0 x3 x4
x5 0 0 x6
x7 x8 0 0
 .
Its slack ideal is
IP = 〈4-minors of SP (x)〉 :
(
8∏
i=1
xi
)∞
= 〈x2x4x5x8 − x1x3x6x7〉 ⊂ C[x1, . . . , x8].
The affine slack ideal of P is
I˜P = 〈4-minors of [SP (x) 1]〉 :
(
8∏
i=1
xi
)∞
= 〈x1x3x6 − x2x4x8 + x2x6x8 − x3x6x8,
x2x4x5 − x2x4x7 + x2x6x7 − x3x6x7,
x1x4x5 − x1x4x7 + x1x6x7 − x4x5x8,
x1x3x5 − x1x3x7 + x2x5x8 − x3x5x8〉.
Notice, for example, that the generalized slack matrix which corresponds to
s = (2, 2, 2, 1, 8, 2, 2, 1) is a zero of IP but not of I˜P and indeed 1 is not in the
column span of SP (s). 
3. Realization spaces from Slack Varieties
Recall that a realization of a d-polytope P ⊂ Rd is a polytope Q that is com-
binatorially equivalent to P . A realization space of P is, essentially, the set of all
polytopes Q which are realizations of P , or equivalently, the set of all “geometrically
distinct” polytopes which are combinatorially equivalent to P . We say “essentially”
since it is typical to mod out by affine equivalence within the combinatorial class.
The standard construction of a realization space of P = conv{p1, . . . ,pv} is
as follows (see [RG96a]). Fix an affine basis of P , that is, d + 1 vertex labels
B = {b0, . . . , bd} such that the vertices {pb}b∈B are necessarily affinely independent
in every realization of P . Then the realization space of P with respect to B is
R(P,B) = {realizations Q = conv{q1, . . . , qv} of P with qi = pi for all i ∈ B}.
Fixing an affine basis ensures that just one Q from each affine equivalence class in
the combinatorial class of P occurs in R(P,B).
Realization spaces of polytopes are primary basic semialgebraic sets, that is, they
are defined by finitely many polynomial equations and strict inequalities. Recording
each realization Q by its vertices, we can think of R(P,B) as lying in Rd·v. Two
primary basic semialgebraic sets X ⊆ Rm and Y ⊆ Rm+n are rationally equivalent
if there exists a homeomorphism f : X → Y such that both f and f−1 are rational
functions. The important result for us is that if B1, B2 are two affine bases of a
polytope P , then R(P,B1) and R(P,B2) are rationally equivalent [RG96a, Lemma
2.5.4]. Thus one can call R(P,B) ⊂ Rd·v, the realization space of P .
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The main goal of this section is to construct models of realization spaces for P
from the slack variety V(IP ) ⊂ Ct and affine slack variety V(I˜P ) defined in Section 2.
Recall that we identify an element s in either variety with the matrix SP (s). Then
by Lemma 2.7, SP , the set of all generalized slack matrices of all polytopes in
the combinatorial class of P , is contained in V(IP ). Similarly, by Lemma 2.9, S˜P ,
the set of all true slack matrices of polytopes in the combinatorial class of P , is
contained in V(I˜P ). In fact, SP is contained in the positive part of V(IP ), defined
as
(6) V+(IP ) := V(IP ) ∩ R
t
>0
and S˜P is contained in the positive part of V(I˜P ) defined as
(7) V+(I˜P ) := V(I˜P ) ∩ R
t
>0.
These positive spaces are going to lead to realization spaces of P . In order to
get there, we first describe these sets more explicitly. We start with a well-known
lemma, whose proof we include for later reference.
Lemma 3.1. Let S be a matrix with the same support as SP . Then rank (S) ≥ d+1.
Proof. Consider a flag of P , i.e., a maximal chain of faces in the face lattice of P .
Choose a sequence of facets F0, F1, . . . , Fd so that the flag is
∅ = F0 ∩ · · · ∩ Fd ⊂ F1 ∩ · · · ∩ Fd ⊂ · · · ⊂ Fd−1 ∩ Fd ⊂ Fd ⊂ P.
Next choose a sequence of vertices so that v0 = F1 ∩ · · · ∩ Fd is the 0-face in the
flag, making v0 6∈ F0. Then choose v1 ∈ F2∩· · ·∩Fd but v1 6∈ F1, v2 ∈ F3∩· · ·∩Fd
but v2 6∈ F2 and so on, until vd−1 ∈ Fd but not in Fd−1. Finally, choose vd so that
vd 6∈ Fd. Then the (d+1)× (d+1) submatrix of SP indexed by the chosen vertices
and facets is lower triangular with a nonzero diagonal, hence has rank d+ 1.
Now if S is a matrix with supp(S) = supp(SP ), S will also have this lower
triangular submatrix in it, thus rank (S) ≥ d+ 1. 
We remark that the vertices chosen from the flag in the above proof form a
suitable affine basis to fix in the construction of R(P,B).
Theorem 3.2. The positive part of the slack variety, V+(IP ), coincides with SP ,
the set of generalized slack matrices of P . Similarly, V+(I˜P ) coincides with S˜P ,
the set of true slack matrices of P .
Proof. We saw that SP ⊆ V+(IP ) and by Theorem 2.5, SP is precisely the set
of nonnegative matrices with the same support as SP and rank d + 1. On the
other hand, if s ∈ V+(IP ), then SP (s) is nonnegative and supp(SP (s)) = supp(SP ).
Therefore, by Lemma 3.1, rank (SP (s)) = d+ 1. Thus, V+(IP ) = SP .
We saw that S˜P ⊆ V+(I˜P ). Also recall that V+(I˜P ) is contained in V+(IP ).
Therefore, by the first statement of the theorem, if s ∈ V+(I˜P ), then SP (s) is non-
negative, supp(SP (s)) = supp(SP ) and rank (SP (s)) = d+1. From the definition of
I˜P , we have rank ([SP (s) 1]) ≤ d+ 1, so it follows that rank ([SP (s) 1]) = d+1, or
equivalently, 1 lies in the column span of SP (s). Therefore, the matrices in V+(I˜P )
satisfy all three conditions of Theorem 2.2, hence V+(I˜P ) = S˜P . 
Since positive row and column scalings of a generalized slack matrix of P give
another generalized slack matrix of P , we immediately get that V+(IP ) is closed
under row and column scalings. Similarly, V+(I˜P ) is closed under column scalings.
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Corollary 3.3.
(1) If s ∈ V+(IP ), then DvsDf ∈ V+(IP ), for all positive diagonal matrices
Dv, Df .
(2) Similarly, if s ∈ V+(I˜P ), then sDf ∈ V+(I˜P ), for all positive diagonal
matrices Df .
Corollary 3.3 tells us that the groups Rv>0 × R
f
>0 and R
f
>0 act on V+(IP ) and
V+(I˜P ), respectively, via multiplication by positive diagonal matrices. Modding out
these actions is the same as setting some choice of variables in the symbolic slack
matrix to 1, which means that we may choose a representative of each equivalence
class (affine or projective) with ones in some prescribed positions.
Corollary 3.4.
(1) Given a polytope P , there is a bijection between the elements of
V+(IP )/(Rv>0 × R
f
>0) and the classes of projectively equivalent polytopes
of the same combinatorial type as P . In particular, each class contains a
true slack matrix.
(2) Given a polytope P , there is a bijection between the elements of V+(I˜P )/R
f
>0
and the classes of affinely equivalent polytopes of the same combinatorial
type as P .
The last statement in Corollary 3.4 (1) follows from the fact that every general-
ized slack matrix admits a row scaling that makes it satisfy all three conditions of
Theorem 2.2, thereby making it a true slack matrix. An explicit example of such a
scaling can be seen in the proof of Theorem 2.5.
By the above results we have that V+(IP )/(R
v
>0 × R
f
>0) and V+(I˜P )/R
f
>0 are
parameter spaces for the projective (respectively, affine) equivalence classes of poly-
topes in the combinatorial class of P . Thus they can be thought of as realization
spaces of P .
Definition 3.5. Call V+(IP )/(Rv>0 × R
f
>0) the slack realization space of the poly-
tope P , and V+(I˜P )/R
f
>0 the affine slack realization space of the polytope P .
We will see below that the affine slack realization space V+(I˜P )/R
f
>0 is rationally
equivalent to the classical model of realization space R(P,B) of the polytope P . On
the other hand, our main object, the slack realization space V+(IP )/(Rv>0 × R
f
>0),
does not have an analog in the polytope literature. This is partly because in every
realization of P , fixing a projective basis does not guarantee that the remaining
vertices in the realization are not at infinity. The slack realization space is a natural
model for the realization space of projective equivalence classes of polytopes. We
note that in [GPS17] the authors investigate the projective realization space of
combinatorial hypersimplices and find an upper bound for its dimension. However
they do not present an explicit model for it.
Theorem 3.6. The affine slack realization space V+(I˜P )/R
f
>0 is rationally equiv-
alent to the classical realization space R(P,B) of the polytope P .
Proof. We will show that V+(I˜P )/R
f
>0 is rationally equivalent to R(P,B) for a
particular choice of B. By [RG96a, Lemma 2.5.4], this is sufficient to show rational
equivalence for any choice of basis.
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We have already shown that realizations of P modulo affine transformations are
in bijective correspondence with the elements of both V+(I˜P )/R
f
>0 and R(P,B).
So we just have to prove that this bijection induces a rational equivalence between
these spaces, i.e., both the map and its inverse are rational.
We will start by showing the map sending a polytope in R(P,B) to its slack
matrix is rational. Fix a flag in P , as in the proof of Lemma 3.1. Suppose the
sequence of vertices and facets chosen from the flag in the proof are indexed by the
sets I and J respectively. The vertices {pi}i∈I are affinely independent, so that
B = I is an affine basis of P . Moreover, by applying an affine transformation to
P , we may assume that 0 is in the convex hull of {pi}i∈I , hence is in the interior
of every element of R(P,B). Consider the map
g : R(P,B) → V+(I˜P ), Q 7→ S
1
Q.
The polytope Q is recorded in R(P,B) by its list of vertices, which in turn are the
rows of the matrix V . Also, recall that S1Q = [1 V ]
[
1
−W⊤
]
. To prove that g is
a rational map, we need to show that the matrix of facet normals W is a rational
function of V . Since we know the combinatorial type of P , we know the set of
vertices that lie on each facet. For facet j, let V (j) be the submatrix of V whose
rows are the vertices on this facet. Then the normal of facet j, or equivalently Wj ,
is obtained by solving the linear system V (j) · x = 1 which proves that Wj is a
rational function of V . Then g˜ = pi ◦ g is the desired rational map from R(P,B)
to V+(I˜P )/R
f
>0, where pi is the standard quotient map pi : V+(I˜P )→ V+(I˜P )/R
f
>0.
It sends the representative in R(P,B) of an affine equivalence class of polytopes in
the combinatorial class of P to the representative of that class in V+(I˜P )/R
f
>0.
For the reverse map, we have to send a slack matrix SQ of a realization Q
of P to the representative of its affine equivalence class in R(P,B). We saw in
Lemma 2.1 that the rows of SQ are the vertices of a realization Q
′ of P that is
affinely equivalent to Q. So we just have to show that Q′ can be rationally mapped
to the representative of Q in R(P,B). To do that, denote by ŜQ the (d+1)×(d+1)
lower triangular submatrix of SQ from our flag, with rows indexed by I and columns
indexed by J . Then (ŜQ)
−1 consists of rational functions in the entries of ŜQ. Let
B be the (d+ 1)× d matrix whose rows are the vertices of P indexed by B. Recall
that these vertices are common to all elements of R(P,B), and in particular, they
form an affine basis for the representative of Q in R(P,B). Then the linear map
ψSQ : R
f → Rd, x 7→ x⊤J Ŝ
−1
Q B,
where xJ is the restriction of x ∈ Rf to the coordinates indexed by J , is defined
rationally in terms of the entries of SQ, and maps row i of SQ to the affine basis
vertex pi, for all i ∈ I. Now since ψSQ is a linear map, ψSQ(Q
′) is affinely equivalent
to Q′ which is itself affinely equivalent to Q. Furthermore, ψSQ sends an affine
basis of Q′ to the corresponding affine basis in Q, so in fact it must be a bijection
between the two polytopes. Hence, ψSQ(rows of SQ) equals the representative of Q
in R(P,B), completing our proof. 
The slack realization space is especially elegant in the context of polarity. Let P ◦
be the polar polytope of P . It is not immediately obvious from the standard model
of a realization space, how R(P,B1) and R(P ◦, B2) are related. In [RG96a], it is
shown that the realization spaces of P and P ◦ are stably equivalent, a coarser notion
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of equivalence than rational equivalence (see [RG96a, Definition 2.5.1]); however,
the proof of this fact in Theorem 2.6.3 is non-trivial. Now consider the slack model.
Recall we know that one slack matrix of P ◦ is (S1P )
⊤, so that SP◦(x) = SP (x)⊤.
In particular, this means that IP◦ = IP , so that the slack varieties and realization
spaces of P and P ◦ are actually the same when considered as subsets of Rt. We
simply need to interpret s ∈ V+(IP ) = V+(IP◦) as a realization of P or P ◦ by
assigning its coordinates to SP (x) along rows or columns.
Example 3.7. Let us return to the realization space of the unit square P1 from
Example 2.6. Suppose we fix the affine basis B = {1, 2, 4}, where we had p1 =
(0, 0),p2 = (1, 0) and p4 = (0, 1). Then the classical realization space R(P1, B)
consists of all quadrilateralsQ = conv{p1,p2, (a, b),p4}, where a, b ∈ Rmust satisfy
a, b > 0 and a+ b > 1 in order for Q to be convex.
In the slack realization spaces, modding out by row and column scalings is equiv-
alent to fixing some variables in SP (x) to 1. So for example, we could start with
the following scaled symbolic slack and affine slack matrices
SP (x) =

0 1 1 0
0 0 1 1
1 0 0 1
1 x8 0 0
 , [SP (x) 1] =

0 1 1 0 1
0 0 x3 x4 1
1 0 0 1 1
x7 x8 0 0 1
 .
Computing the 4-minors of these scaled symbolic slack matrices and saturating
with all variables produces the scaled slack ideals
IscaledP = 〈x8 − 1〉, and
I˜scaledP = 〈x3x8 + x4x8 − x3 − x8, x4x7 + x4x8 − x4 − x7, x3x7 − x4x8〉.
Therefore the slack realization space, V+(IP )/(R
4
>0 × R
4
>0), has the unique el-
ement (1, 1, 1, 1, 1, 1, 1, 1), and indeed, all convex quadrilaterals are projectively
equivalent to P1.
From the generators of I˜scaledP one sees that the affine slack realization space,
V(I˜P )/R4>0, is two-dimensional and parametrized by x3, x4 with
x7 =
x4
x3 + x4 − 1
and x8 =
x3
x3 + x4 − 1
.
Since all the four variables have to take on positive values in a (scaled) slack matrix
of a quadrilateral, we get that the realization space V+(I˜P )/R4>0 is cut out by the
inequalities x3 > 0, x4 > 0, x3 + x4 > 1. This description coincides exactly with
that of R(P1, B) that we saw earlier.
Example 3.8. Consider the 5-polytope P with vertices p1, . . . ,p8 given by
e1, e2, e3, e4,−e1 − 2e2 − e3,−2e1 − e2 − e4,−2e1 − 2e2 + e5,−2e1 − 2e2 − e5
where e1, . . . , e5 are the standard basis vectors in R
5. It can be obtained by splitting
the distinguished vertex v of the vertex sum of two squares, (, v)⊕ (, v) in the
notation of [McM76]. This polytope has 8 vertices and 12 facets and its symbolic
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slack matrix has the zero-pattern below
0 ∗ 0 0 0 0 ∗ 0 0 0 0 0
0 0 0 ∗ ∗ 0 0 0 0 0 0 0
0 0 0 0 0 ∗ ∗ ∗ 0 0 ∗ ∗
∗ 0 0 ∗ 0 ∗ 0 0 ∗ 0 ∗ 0
∗ ∗ ∗ 0 0 0 0 0 ∗ ∗ 0 0
0 0 ∗ 0 ∗ 0 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 0 ∗ 0 ∗ 0 0 0 0
0 0 0 0 0 0 0 0 ∗ ∗ ∗ ∗

.
By [McM76, Theorem 5.3] P is not projectively unique, meaning its slack realization
space V+(IP )/(Rv>0×R
f
>0) will consist of more than a single point. Indeed, by fixing
ones in the maximum number of positions, marked in bold face below, we find
that V+(IP )/(Rv>0 × R
f
>0) is a one-dimensional space of projectively inequivalent
realizations parametrized by slack matrices of the following form
SP (a) =

0 1 0 0 0 0 1 0 0 0 0 0
0 0 0 1 1 0 0 0 0 0 0 0
0 0 0 0 0 1 1 1 0 0 1 1
1 0 0 1 0 1 0 0 a 0 a 0
1 1 1 0 0 0 0 0 1 1 0 0
0 0 1 0 1 0 0 1 0 a 0 a
1 0 1 0 0 1 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1

.
If we wish to look at a representative of each equivalence class which is a true slack
matrix, then we can scale the above to guarantee that 1 is in the column space.
Remark 3.9. We have shown that V+(IP ) is a natural model for the realization
space of P , but it could be that IP is not the biggest ideal that vanishes on its
Zariski closure. In other words, we have not proved that V+(IP ) is Zariski dense
in the slack variety V(IP ). Determining the vanishing ideal of V+(IP ) would allow
one to transfer invariants from the variety of this ideal to the realization space.
For instance, whether one can compute the dimension of a realization space is an
important and largely open question, and having the correct ideal would provide
an algebraic tool for answering this question.
4. Applications
In this section we illustrate the computational power of the slack ideal in an-
swering three types of questions that one can ask about realizations of polytopes.
We anticipate further applications.
4.1. Abstract polytope with no realizations. Checking if an abstract poly-
topal complex is the boundary of an actual polytope is the classical Steinitz prob-
lem, and an important ingredient in cataloging polytopes with few vertices. In
[AS85], Altshuler and Steinberg enumerated all 4-polytopes and 3-spheres with
8 vertices. The first non-polytopal 3-sphere in [AS85, Table 2] has simplices and
square pyramids as facets, and these facets have the following vertex sets
12345, 12346, 12578, 12678, 14568, 34578, 2357, 2367, 3467, 4678.
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If there was a polytope P with these facets, its symbolic slack matrix would be
SP (x) =

0 0 0 0 0 x1 x2 x3 x4 x5
0 0 0 0 x6 x7 0 0 x8 x9
0 0 x10 x11 x12 0 0 0 0 x13
0 0 x14 x15 0 0 x16 x17 0 0
0 x18 0 x19 0 0 0 x20 x21 x22
x23 0 x24 0 0 x25 x26 0 0 0
x27 x28 0 0 x29 0 0 0 0 0
x30 x31 0 0 0 0 x32 x33 x34 0

.
One can compute that the would-be slack ideal IP in this case is trivial, meaning
that there is no rank five matrix with the support of SP (x). In particular, there is
no polytope with the given facial structure. In fact, there is not even a hyperplane-
point arrangement in R4 or C4 with the given incidence structure.
In some other cases, one can obtain non-empty slack varieties that have no
positive part. A simple example of that behaviour can be seen in the tetrahemihex-
ahedron, a polyhedralization of the real projective plane with 6 vertices, and facets
with vertex sets 235, 346, 145, 126, 2456, 1356, 1234. Its slack matrix is therefore
SP (x) =

x1 x2 0 0 x3 0 0
0 x4 x5 0 0 x6 0
0 0 x7 x8 x9 0 0
x10 0 0 x11 0 x12 0
0 x13 0 x14 0 0 x15
x16 0 x17 0 0 0 x18
 .
Computing the slack ideal from the 5-minors of SP (x) we find that IP is generated
by the binomials
x8x15x17 + x7x14x18 x4x15x17 + x5x13x18 x11x15x16 + x10x14x18
x2x15x16 + x1x13x18 x5x12x16 + x6x10x17 x7x11x16 − x8x10x17
x3x7x16 + x1x9x17 x2x5x16 − x1x4x17 x6x11x13 + x4x12x14
x1x11x13 − x2x10x14 x5x8x13 − x4x7x14 x3x8x13 + x2x9x14
x6x7x11 + x5x8x12 x3x8x10 + x1x9x11 x2x6x10 + x1x4x12
x6x11x15x17 − x5x12x14x18 x2x9x15x17 − x3x7x13x18
x4x12x15x16 − x6x10x13x18 x3x8x15x16 − x1x9x14x18
x2x7x14x16 − x1x8x13x17 x5x11x13x16 − x4x10x14x17
x2x6x9x11 − x3x4x8x12 x2x5x8x10 − x1x4x7x11
x3x6x7x10 − x1x5x9x12 x3x4x7 + x2x5x9
Since the slack ideal contains binomials whose coefficients are both positive, it
has no positive zeros. In fact, by fixing some coordinates to one, it has a unique
zero up to row and column scalings, where all entries are either 1 or −1.
4.2. Non-prescribable faces of polytopes. Another classical question about
polytopes is whether a face can be freely prescribed in a realization of a polytope
with given combinatorics.
We begin by observing that there is a natural relationship between the slack
matrix/ideal of a polytope and those of each of its faces. For instance, if F is
a facet of a d-polytope P , a symbolic slack matrix SF (x) of F is the submatrix
of SP (x) indexed by the vertices of F and the facets of P that intersect F in its
(d− 2)-dimensional faces. Let xF denote the vector of variables in that submatrix.
All (d + 1)-minors of SF (x) belong to the slack ideal IP . To see this, consider a
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(d + 2)-submatrix of SP (x) obtained by enlarging the given (d + 1)-submatrix of
SF (x) by a row indexed by a vertex p 6∈ F and the column indexed by F . The
column of F in this bigger submatrix has all zero entries except in position (p, F ).
The minor of this (d + 2)-submatrix in SP (x) after saturating out the variable in
position (p, F ), is the (d+ 1)-minor of SF (x) that we started with. Therefore,
IF ⊆ IP ∩ C[xF ].
By induction on the dimension, this containment is true for all faces F of P .
A face F of a polytope P is prescribable if, given any realization of F , we can
complete it to a realization of P . In our language, a face F is prescribable in P if
and only if
V+(IF ) = V+(IP ∩ C[xF ]).
Consider the four-dimensional prism over a square pyramid, for which it was
shown in [Bar87] that its only cube facet F is non-prescribable. This polytope P
has 10 vertices and 7 facets and its symbolic slack matrix is
SP (x) =

x1 0 0 0 x2 x3 0
x4 0 0 0 0 x5 x6
x7 0 0 x8 0 0 x9
x10 0 0 x11 x12 0 0
x13 0 x14 0 0 0 0
0 x15 0 0 x16 x17 0
0 x18 0 0 0 x19 x20
0 x21 0 x22 0 0 x23
0 x24 0 x25 x26 0 0
0 x27 x28 0 0 0 0

.
In bold we mark SF (x) sitting inside SP (x). Computing IP and intersecting with
C[xF ], we obtain an ideal of dimension 15. On the other hand, the slack ideal of a
cube has dimension 16, suggesting an extra degree of freedom for the realizations of
a cube, and the possibility that the cubical facet F cannot be arbitrarily prescribed
in a realization of P . However, we need more of an argument to conclude this, since
IF 6= IP ∩ C[xF ] does not immediately mean that V+(IF ) 6= V+(IP ∩ C[xF ]). We
need to compute further to get Barnette’s result.
We first note that one can scale the rows and columns of SF (x) to set 13 of its
24 variables to one, say x1, x2, x3, x4, x6, x7, x8, x10, x15, x16, x18, x21, x24. Guided
by the resulting slack ideal we further set x20 = 1, x11 =
1
2
, x17 = 2 and x25 = 1.
Now solving for the remaining variables from the equations of the slack ideal, we
get the following true slack matrix of a cube:
1 0 0 1 1 0
1 0 0 0 2 1
1 0 1 0 0 1
1 0 1/2 1 0 0
0 1 0 1 2 0
0 1 0 0 3 1
0 1 3/2 0 0 1
0 1 1 1 0 0

.
However, making the above-mentioned substitutions for
x1, x2, x3, x4, x6, x7, x8, x10, x11, x15, x16, x17, x18, x20, x21, x24, x25
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Figure 1. Non-rational line-point configuration
in SP (x) and eliminating x13, x14, x27 and x28 from the slack ideal results in the
trivial ideal showing that the cube on its own admits further realizations than are
possible as a face of P .
4.3. Non-rational polytopes. A combinatorial polytope is said to be rational if
it has a realization in which all vertices have rational entries. This has a very simple
interpretation in terms of slack varieties.
Lemma 4.1. A polytope P is rational if and only if V+(IP ) has a rational point.
The proof is trivial since any rational realization gives rise to a rational slack
matrix and any rational slack matrix is itself a rational realization of the polytope
P . Recall that any point in V+(IP ) can be row scaled to be a true slack matrix
by dividing each row by the sum of its entries, so a rational point in V+(IP ) will
provide a true rational slack matrix of P .
Unfortunately, the usual examples of non-rational polytopes tend to be too large
for direct computations, so we illustrate our point on the non-rational point-line
arrangement in the plane shown in Figure 1 from [Gru¨03, Figure 5.5.1]. A true non-
rational polytope can be obtained from this point-line arrangement by Lawrence
lifting. We will show the non-rationality of this configuration by computing its
slack ideal as if it were a 2-polytope. Its symbolic slack matrix is the 9× 9 matrix
S(x) =

x1 0 x2 0 x3 x4 x5 x6 0
x7 x8 x9 0 x10 0 0 x11 x12
x13 x14 0 x15 x16 x17 x18 0 0
x19 x20 0 x21 0 0 x22 x23 x24
x25 0 x26 x27 0 x28 0 0 x29
0 0 x30 x31 x32 0 x33 x34 x35
0 x36 0 x37 x38 x39 0 x40 x41
0 x42 x43 0 x44 x45 x46 0 x47
0 x48 x49 x50 0 x51 x52 x53 0

.
One can simplify the computations by scaling rows and columns to fix xi = 1
for i = 1, 2, 8, 14, 20, 26, 30, 36, 42, 44, 47, 48, 50, 51, 52, 53, as this does not affect
rationality. Then one sees that the polynomial x246 + x46 − 1 is in the slack ideal,
so x46 =
−1±√5
2
, and there are no rational realizations of this configuration.
Remark 4.2. We note that as illustrated by the above example, the slack matrix
and slack ideal constructions are not limited to the setting of polytopes, but in fact,
are applicable to the more general setting of any point/hyperplane configuration.
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