Abstract-Physical unclonable functions (PUFs) are devices which are easily probed but difficult to predict. Optical PUFs have been discussed within the literature, with traditional optical PUFs typically using spatial light modulators, coherent illumination, and scattering volumes; however, these systems can be large, expensive, and difficult to maintain alignment in practical conditions. We propose and demonstrate a new kind of optical PUF based on computational imaging and compressive sensing to address these challenges with traditional optical PUFs.
I. INTRODUCTION
Physical unclonable functions (PUFs) are devices used to create easily observed but difficult to predict outputs tied to the physical properties inherently unique to a particular device. Significant research has occurred investigating electrical-based PUFs. Optical PUFs have also been explored. However, these optical PUFs are typically expensive, bulky, and have traditionally required coherent illumination (i.e., laser illumination).
We propose an optical PUF that utilizes a computational lensless imager architecture to create a small, inexpensive, and easily manufactured optical PUF. This device utilizes the principles of computational imaging to miniaturize and simplify the optical PUF design to three components; a polychromatic incoherent pixelated source, a random scattering additively manufactured optical element, and a detector. Compared to optical configurations in the literature the device will be U.S. Government work not protected by U.S. copyright produced from inexpensive, small, lightweight components. Compared to electrical PUFs, these devices enable PUFs to be deployed to applications where there are not native circuits or power.
The computational optical PUF (COPUF) architecture is described in more detail, followed by a discussion of the simulation tools used and hardware prototype created. An evaluation of PUF sensitivity is conducted with both simulation tools and hardware elements. The ability to reconstruct data is demonstrated via a hardware prototype for many different sampling conditions, including operation as a compressive sensor. Finally, exploration of non-traditional system architectures is explored using the COPUF. 
II. BACKGROUND
PUFs have been investigated within the literature, with significant focus placed on electrical PUFs [1] , [2] . A smaller subsection of optical PUFs have been proposed and discussed within the literature, including photonic systems [3] and random scattering systems [4] , [5] . However, many of the optical PUFs previously described in the literature utilize coherent illumination, and thus require lasers and other more complex optical hardware.
Compressive sensing in encryption systems has been studied in optical systems [6] . Compressive sensing has also been generally investigated as a method of providing additional security to a system [7] .
In this work we develop methods to create simple optical PUFs based on compressive sensing computational imaging systems. Lensless imagers provide the architecture by which a simple optical PUF can be created [8] , [9] .
A. Calibration
The PUF architecture typically requires the measurement of some system response matrix to perform the inversion, and what exactly is measured can vary from configuration to configuration. Once the system response matrix is known the system can be used to reconstruct arbitrary signals. The system response matrix is sampled by placing a known and controllable spatially varying scene in front of the device and displaying predefined images. The calibration procedure for estimating the system response matrix is as described below. Lower case bold letters will be used to represent one dimensional column or row vectors and the corresponding upper case letter will be used to represent the full two dimensional matrix. The model of our calibration measurement is defined as
where x k is the k th displayed calibration scene, P k is the full response of the measured flux from the pixelated detector to a single calibration scene, and T is the system response matrix that maps inputs to outputs. Assuming there are N detector pixels (p k : 1×N vector), M scene pixels (x k : M ×1 vector), T is an N × M matrix. If k known inputs are used, the model becomes
with the flux measurements P are now a K × N matrix and the input calibration stack X an N ×K matrix. This model can be used to estimate the value of the system response matrix T using numerous methods. The method chosen to estimate the system response matrix is Basis Pursuit Denoising (BPDN) [10] . Empirically the least squares method did not perform well for the system response estimation. We choose to implement the BPDN method to solve the following equation
where λ is a small valued weighting factor. We solved for the response function as opposed to solving directly for the inverse matrix T −1 . This choice was driven by empirical failure to directly estimate the inverted matrix, likely due to the direct inverse problem being ill-conditioned. We chose to use the YALL1 implementation of the BPDN algorithm [11] .
We must choose a calibration stack X to use for the calibration of the system response matrix, T. The practical choices for calibration patterns will vary from setup to setup; our choice in calibration patterns was based on Hadamard matrices for this work. The Hadamard matrices performed significantly better that other methods tried on our hardware such as the direct measurement (i.e., flying spot) or fully random image stacks.
There are several related hypothesis to why the Hadamard matrix method, which uses 50% of pixels on for every calibration image, works well compare to the flying spot. The flying spot method has an extremely low signal for our LCD projected through the scatterer onto the detector. In this situation the system is detector noise limited, so moving to a multiplexed measurement (more than one source pixel on at a time) will allow us to gain the Fellgett's multiplex advantage on SNR [12] . Additionally, a calibration method that uses multiple pixels activated allows the system to be calibrated in a manner closer to that of a real system (e.g., approximately 50% of pixels are activate for a binary test signal, while exactly 50% of pixels on for Hadamard signals).
Specifically, to generate a Hadamard matrix calibration stack we generate a Hadamard matrix such that
where H {K} generates a Hadamard matrix of order K. Physically, the columns x k of the calibration matrix X are displayed sequentially to the system by arranging the row to generate a two dimensional pattern onto the spatial light modulator.
Hadamard matrices generate binary images that have values (1, −1). Since negative signals cannot be generated optically, we simulate this property by generating the full calibration stack by combining two series of physical measurements. The positive calibration stack is given by
The simulated negative Hadamard matrices are given by
The simulated image stack used for the calibration inversion in equation 3 is generated by
The physical measurements are collected using the columns of the positive and simulated negative matrices according to equation 2 but with the the simulated positive and negative matrices as
The flux measurements used for the calibration inversion in equation 3 are generated by
This completes the procedure for calibration which is used to reconstruct data from a COPUF system. The calibration is used against an unknown test case according to
where s is the estimate of the unknown scene and p s is the detector response to the stimulus caused by the scene. 
B. System Description
We report on a computational imaging based optical PUF that utilizes polychromatic illumination passing through an additively manufactured random scattering optical element. The proposed device consists of three primary elements; a pixelated source array, a random scattering element composed of 3D printed refracting material, and an optical detector. A system diagram is shown in figure 1 . The pixelated array acts as both the source and spatial light modulator in this system. Light from the array is scattered through the random scattering element, and photons are then collected on the detector.
Random surface defects, air bubbles, and plastic flow created during the manufacturing process can be leveraged to create a unique, inexpensive optical PUF element. Orienting this scatterer with respect to a source array and detector adds further randomness to the optical PUF. After the COPUF system is mechanically locked into a position, a calibration process occurs that determines the unique mapping of input array to output data. This mapping can occur in both oversampled and undersampled (i.e., compressive sensing) configurations.
III. SIMULATION AND SYSTEM PROTOTYPING
The COPUF system was simulated and calibrated within an optical raytrace tool. An application was implemented using NVIDIA's OptiX ray tracing engine to efficiently ratrace the large number of rays necessary to evaluate the COPUF system. This application enabled the investigation of the sensitivity of a COPUF system to mechanical perturbations, as well as the evaluation of message recovery under different physical configurations. A hardware prototype of the lensless random scattering imager was constructed using a single-board computer, liquid crystal display (LCD), Point Grey Chameleon 2 scientific camera, and additively manufactured random scatterer. The LCD display was utilized as both the source and spatial light modulator, and enabled displaying various images necessary to calibrate and test a system. A Raspberry Pi 2 Model B (Raspi) was the single-board computer used to communicate with an Adafruit 18-bit thin-film-transistor (TFT) LCD using serial peripheral interface (SPI) communication, which interfaced with the LCD source. To maintain timing synchronization, a primary computer running Matlab was utilized to trigger camera image capture, store recorded data, and trigger new images for display on the LCD. System architecture is shown in figure 2 .
The scatterer was designed using a computer-aided design modeling program, and a 64×64 vertex surface mesh was randomly perturbed in z-axis height. The random scatterer Input to output sampling ratio versus minimum bit error in reconstructed data for four data sampling techniques. An input to output sampling ratio below one denotes traditional computational imaging, where output signals are above Nyquist sampling levels. Conversely, a sampling ratio above one denotes compressive sensing; output signals are measured below the Nyquist frequency. A region of increased MBE appears when the input to output ratio nears unity, and follows a similar pattern for all sampling methods used in this analysis.
was then fabricated via an Object30 3-D printer using the transparent Stratasys Veroclear RGD810 material. The scatterer was mechanically mounted within a threaded aperture which connected to the lens mounting threads of the Point Gray Chameleon 2 camera. The scattering element is shown in figure 3 .
A. Minimum Bit Error
The quality of binary input signal reconstruction was chosen as the primary system quality metric. A random binary 32x32 pixel signal was input into the COPUF and the system response matrix determined from the calibration process was applied to the data collected by the image sensor. The bit error between the known test signal and reconstructed test signal at a given threshold was calculated as shown in equation 11.
Bit Error
Where N is the total number of pixels in the test signal, S I is the known input signal, S R is the recovered signal, ⊕ denotes the exclusive or logical operation, and T is a threshold used to binarize the recovered signal. Minimum bit error (MBE) corresponds to the threshold value which yields the lowest bit error for a particular COPUF system. This was found by evaluating equation 11, with variable T set at all unique values present in the recovered test signal.
IV. DATA RECONSTRUCTION
Minimum bit error versus total number of pixels used to reconstruct a test signal was evaluated. Detector raw data of size 240×320 pixels from the Point Gray Chameleon 2 camera was resized using a bicubic interpolation algorithm. These resized calibration data sets were then passed to the system response matrix BPDN solver, and resized test data was used to reconstruct a data vector of size 1024 and evaluate MBE. Figure 4 shows the results of this test. Bit error decreased when input to output sampling ratio decreased (i.e., reconstructed data quality increased when more detector raw data was used to calibrate a system and estimate a test image). Notably, a minimum bit error of zero was achieved for a broad set of oversampled conditions.
A local MBE maximum appears when input to output sampling ratio approaches unity. MBE increases rapidly as total samples used approaches this point. This local MBE maximum occurs at the transition boundary between oversampled computational imaging and undersampled compressive sensing. We speculate this local MBE maximum to be an aliasing artifact present in the COPUF system.
V. COPUF SENSITIVITY
A Monte Carlo simulation was performed to evaluate the sensitivity of the COPUF system. A source, random scattering element, and detector array were modeled within the optical raytrace program described previously. The detector and scatterer X, Y, and Z rotation was chosen using a uniform probability distribution with a minimum and maximum value being ±10 degrees from the nominal rotation. Similarly, the detector position was randomly chosen following a uniform probability distribution of ±250 μm from the nominal position of 1 mm. This random placement of the detector and rotation of the detector and scatterer creates a unique mapping of input pixelated array to output detector data. Thus, every iteration within this Monte Carlo simulation represents a unique COPUF system. The system response matrix was stored and the ability to reconstruct data was evaluated using the bit error metric from equation 11 at every iteration. The response matrix for each iteration was then applied to the raw data collected for every other configuration within the Monte Carlo simulation, and the ability to reconstruct data was again evaluated. The results of this test are shown in figure 5 . COPUF systems with the correct response matrix were able to effectively reconstruct data passed through the device with some residual error due to noise and non-optimal scatterer configuration. These correspond to diagonal entries. COPUF systems that used the incorrect response matrix were unable to effectively reconstruct data. All off-diagonal entries correspond to the best performance of a COPUF system using the incorrect key for data recovery. Table I shows information regarding the mean and standard deviation of the minimum bit error measured for systems using the correct response matrix and systems using the incorrect response matrix for the simulated COPUF sensitivity analysis.
Three hardware prototypes were constructed and a similar evaluation was performed whereby the response matrix key estimated during the calibration process for each COPUF was applied to the raw data collected by each COPUF system. The results of this test are shown in table II. Data was effectively recovered when the response matrix matching the COPUF hardware was used. When an incorrect response matrix was applied to raw data collected by a COPUF data was not able to be recovered, as indicated by the minimum bit errors near 50%.
VI. DOUBLE COPUF IMPLEMENTATION
The computational imaging architecture of the COPUF system enables unique configurations. One such configuration proposed is the double COPUF system, which consists of two COPUFs passing data serially through the system. Figure 6 shows a diagram of the double COPUF system. The double COPUF architecture requires two COPUF devices to engage in a system level calibration. A calibration is performed such that a known message is passed into COPUF A, the resulting uniquely scattered raw data is collected by the COPUF A detector, then passed into the COPUF B source array. The known data is scattered by COPUF B and raw data is collected by the COPUF B detector. This process is repeated for several hundred messages to enable a collection of known inputs and double COPUF system outputs. A system response matrix can then be estimated which captures the unique scattering effects of the COPUF A/COPUF B system without ever having to individually measure a COPUF device.
To calibrate a multi-device series, the method above is applied such that X are the programmed inputs into the first device in the multi-device series, while P are the outputs from the detector of the final device in a multi-device series.
An implementation of a double COPUF system is shown below. Calibration images, c i , pass serially through COPUF A and COPUF B. The resulting outputs of COPUF B enable the calculation of the T AB response matrix. To recover data, a message is sent serially through COPUF A and COPUF B. The resulting output of COPUF B and known T AB response matrix are used to generate a reconstructed message. Figure 7 shows a simulated result for the double COPUF system using realistic response matrices found from hardware experiments. Signals passed through two COPUFs serially can be effectively recovered.
Future work will investigate the sensitivity of the double COPUF system and hardware realizations.
VII. CONCLUSION
We have demonstrated the creation, analysis and prototyping of a computational optical physical unclonable function. This system utilizes polychromatic, incoherent illumination and low cost components. Due to the flexible nature of the system it is possible to operate in both over-sampled and under-sampled (i.e. compressive sensing) configurations. Additionally, the computational optical aspect of the system enables the double COPUF protocol.
