Abstract. We analyse analytically the coding of information by a spiking neuron. The emphasis is on the question of how many spikes are necessary for the reliable discrimination of two different input signals. The discrimination ability is measured by the second-order Rényi mutual information between the random variable describing the name of the signal and a sequence of n output spikes. Analysing this measure as a function of n, we study the coding strategy of a single spiking neuron, with the following main results. A small number of output spikes is required for efficient discrimination of input signals, i.e. for encoding them, if the separation is easy; a large number of output spikes is required in the difficult case of separation of very similar input signals. Three different versions of the spike response model of a single neuron are studied. The approach presented can be regarded as a non-parametric version of the reconstruction method of Bialek.
Introduction
A crucial issue in theoretical neurobiology is the question of how the brain encodes and transmits information. An essential assumption which is widely accepted is the fact that the neural system encodes information by the action potentials or 'spikes' which characterize neural firing events (Tuckwell 1988 , Rieke et al 1997 . The first proposal of a code mechanism was given by Adrian (see Adrian 1926 , 1928 , 1932 , 1947 , Adrian and Zotterman 1926a . It corresponds to the observation that the rate of spiking in response to a static stimulus, such as a continuous load on a stretch receptor, increases as the stimulus becomes larger. Hence, the rate of spikes encodes the intensity of the stimulus. This idea is widely known as rate coding, implying that the firing rate alone encodes the signal while the variability about the mean is noise (Shadlen and Newsome 1994a, b) . Recently, Softky and Koch (1993) have shown that the spike trains of cortical cells in the visual areas V1 and MT display a high degree of variability. This variability is characterized by the coefficient of variation CV = σ ISI /µ ISI where σ ISI and µ ISI are the standard deviation and mean value of the interspike intervals (ISIs), respectively. Cortical cells have CVs in the range 0.5-1 as reported by Softky and Koch (1993) . Thus, these authors suggest that high ISI variability may be more consistent with the idea of Abeles (1982) that neurons act as coincidence detectors rather than as rate encoders. An alternative philosophy is that variability itself encodes the information contained in the input signal (Softky 1995) . This implies that the precise sequences of time in which the spikes are emitted encode the signal, yielding a timing coding. The experimental and theoretical studies of Bialek's group (see Bialek et al 1991 , Rieke et al 1997 on the H1 movement detector neuron of the fly lends solid support to this concept. Mainen and Sejnowski (1995) also show the reliability of single spike coding using recordings from neurons in rat neocortical slices. It is clear that a description in terms of a slowly modulated rate code implicitly also assumes that we can state the alternative timing code. Therefore, the relevant question is to study how many spikes in a timing code are necessary for reliable encoding of input signals. Bialek's group (see Rieke et al 1997) poses this question in the framework of the homunculus idea in order to really 'understand' what the neural code is and how spiking units generate a code which conveys information. The metaphor conjures up a creature which observes the responses of its own neurons and finally forms the perception that the organism experiences. In other words, if we want to analyse whether a spiking neuron is able to separate two different input signals, we may answer this question by verifying the homunculus's capability to invert the output spikes such that the input signals can be reconstructed and therefore also discriminated. Thus, the reconstruction method of Bialek requires the explicit inversion, i.e. decoding, of the output spikes by parametric models in order to analyse, for example, how many output spikes are required for the separation of input signals. As an illustration see the excellent book of Rieke et al (1997) where several examples of signal discrimination (experimental and theoretical) are analysed from this point of view in order to study quantitatively how many output spikes are required for signal separation. The examples that they present are such that signal separation can normally be achieved very well after the first output spike. It is intuitively clear that if the separation task is more difficult, i.e. if the signals are similar, the required number of output spikes should increase.
The appropriate framework for study of this problem from a theoretical point of view is provided by information theory. An attempt in this direction was initiated in the recent paper of Stevens and Zador (1996) on the transmission of information in the integrate-andfire model. DeWeese and Bialek (1995) use an information-theoretic approach to study the linear-filtered threshold-crossing neural model. In the book of Rieke et al (1997) a review of information-theory based analysis of experimental data is given. The use of information theory in neural computation is thoroughly described in the following references: Deco and Schürmann (1995a, b) , Deco and Brauer (1995) , Deco and Obradovic (1996) .
The aim of this paper is to analyse analytically in the framework of information theory the coding strategy of single neurons for the task of separating two different input trains. We present a most radical information-theoretic use of the homunculus approach in the sense that we wish to answer the question about discrimination of input signals in a non-parametric form, i.e. without explicitly inverting the output spikes for the reconstruction of the input signals. This means that without decoding the neural code explicitly we can detect the number of output spikes required for discrimination of the input signals. In this framework we can quantitatively, and even analytically, study the question of how the neural code is created using a specific model of a spiking neuron. It is clear that the answer is intuitive in the simple case of separation by one neuron, but we offer a method for quantifying this result which is not trivial even in this case (in fact not reported until now). It is hoped that these results will inspire new experiments using a single neuron (like those performed by Bialek) or initiate experimental and theoretical studies of this problem in the case of several neurons.
We consider a simple model of a neuron such that a fully analytical treatment is possible, in order to gain information about the temporal coding of information via spiking events. The discrimination ability of single neurons is measured by the Rényi mutual information between the random variable which describes the name of the signal and a sequence of n output spikes. Analysing this measure as a function of n we can decide whether a small or a large number of output spikes is required for a reliable encoding of the input signal with regard to its classification. The advantage of using this generalized version of the mutual information is that analytical calculations are possible in this case. We shall show that for the task studied in this paper the generalized mutual information based on the second-order Rényi entropy provides a means of measuring how many output spikes are required to achieve the maximum information on the class of the input signals, i.e. maximal discriminability. As we shall see, this is a consequence of the fact that the second-order Rényi entropy and the standard mutual information have the same upper bound with the same interpretation. The main results are: a small number of output spikes is required for efficient discrimination of input signals, i.e. for encoding them, if the separation is easy; a large number of output spikes is required in the difficult case of separation of very similar input signals.
Section 2 introduces the information-theoretic measures which are involved in the problem. In section 3 analytical calculations of the ISI's probability distributions and of the generalized mutual information introduced in section 2 are presented for three different versions of the spike response model. Section 4 presents and interprets the results obtained. The paper is concluded with a brief summary.
Signal discrimination: an information-theoretic approach
We consider an input signal given by a spike train s(t) = i δ(t − t i ) where the t i are Poisson distributed random instants with mean value λ −1 , and δ( ) denotes the Dirac delta function. Let us assume a device that transforms the input spike train into an output signal which is also a spike train. Furthermore, let us assume that the output spike train corresponds to a renewal process. In the next section, we shall see that such a device can be a neural model such as the spike response model studied here. In general, the device can be any spike generating mechanism such as, for example, other neuronal models like the Lapique integrate-and-fire model (Tuckwell 1988) , etc. The output spike train is therefore described by the spike generation times t 1 , . . . , t k , . . ., and is given by o(t) = k δ(t − t k ). The ISIs of the output train are independent because of the renewal process assumption and the fact that the input signals are uncorrelated in time.
The entropy per spike of the input spike train corresponds to the entropy of a Poisson process given by 1 − ln(λε) where ε is the time precision assumed, i.e. we discretize the time in bins of width ε. Considering that the rate of the input spike train is λ, the entropy per unit time is H in = λ(1−ln(λε)). The rate of the output spikes is denoted by
where T is the ISI of the output train.
In order to study the capacity of a neuron to detect two different signals we suppose that there are two input signals, i.e. two different spike trains s 1 and s 2 corresponding to two different Poisson processes with rates λ 1 and λ 2 , respectively. Further, we assume that the two signals are presented with uniform probability p = 0.5. We denote by s the random variable which corresponds to the name of the signal, i.e. the outcomes of s are s 1 and s 2 with equal probability p = 0.5. We can measure the discriminability by calculating the mutual information between the random variable s and the output spike train, i.e.
In equation (1), T k = t k − t k−1 are the output ISIs. The entropy is defined by the equality H (x) = − dxp(x) ln(p(x)) and corresponds to the Shannon entropy (Cover and Thomas 1991) . This mutual information is a measure of information contained in n output ISIs about the name of the signal. The mutual information satisfies the following nice properties: (i) I dis (n) is a quantity that is equal to zero when the variables {T 1 , . . . , T n } and s are independent; (ii) I dis (n) is maximal when the outcome of s is predictable with certainty given the ISIs of the output train. Hence, if I dis (n) is equal to zero, no information about the name of the input signal is contained in the ISIs of the output train and therefore classification is impossible. On the other hand, if I dis (n) is maximal, absolutely reliable classification is possible. The difficulty of using the mutual information for analytical calculations arises from the presence of the term ln(p(x)) in the entropies. In the next section we shall see that we can decompose p(x) as a sum of exponential distributions. The calculation of I dis (n) involves the integral of the logarithms of this sum which can no longer be calculated analytically. Even worse, for large n the calculation becomes numerically intractable, because in order to evaluate the term H (T 1 , . . . , T n ) in equation (1) an n-dimensional integral must be solved numerically. In the context of nonlinear dynamics, Pompe (1994) introduced a generalized measure of statistical dependences that he called generalized mutual information, based on the higher-order Rényi entropies (Rényi 1961) .
The generalized mutual information of order α is defined by the expression
In equation (2) the Rényi entropy of order α is given by
For the limit α → 1, the Rényi entropy coincides with the Shannon entropy and therefore I
(1)
In general, if α = 1 the generalized mutual information can also attain negative values, and from I (α) dis (n) = 0 one cannot deduce that the variables {T 1 , . . . , T n } and s are independent, although the inverse assertion is possible. Hence, I (α) dis (n) is in general no appropriate measure of statistical dependence and therefore not suited for measuring reliability in our task of input signal discrimination. However, Pompe (1994) has demonstrated that when α = 2 and one of the variables with N outcomes is uniformly distributed, i.e. each outcome has a probability 1/N, as in our case, the variable s, the generalized mutual information I (2) dis fulfils 0 I (2) dis ln N. What is more, the lower bound is attained if and only if the variables {T 1 , . . . , T n } and s are independent, and the maximum is attained if and only if there exists a function f such that s = f (T 1 , . . . , T n ), i.e. implying an absolutely reliable classification of the input signals based on the output ISIs. This last fact about Rényi information is relevant for our goal. We should like to have a quantitative indicator of the circumstances (neural code) under which we are sure that a deterministic relationship between input and code exists. We do not use it as a measure of statistical dependences, but simply as an alarm that detects the number of output spikes for which a deterministic dependence between signal and code can be established, i.e. the only relevant fact is that the upper bound is uniquely defined. In other words, the convergence of the Rényi mutual information to the maximum for a given number of output spikes serves as a quantitative element for answering the homunculus question on the number of output spikes yielding a reliable code for discrimination, without explicit reconstruction of the input signals. We should like to remark that for this analysis the only relevant property of the second-order Rényi mutual information is the fact that its maximum has the same value and interpretation as those corresponding to the standard mutual information, therefore for us only the point at which this maximum is reached is important. Of course, at intermediate values the Rényi mutual information has no meaning for us, in spite of the fact that it could be used as an alternative measure of dependence between input classes and output spikes, i.e. as a measure of discriminability different from the standard mutual information and only coinciding with it at the lower and upper bounds. This means that for our task of classification we can use the second-order generalized mutual information which allows analytical calculation and, therefore, the study of discriminability between two signals, even in cases where the required number of output ISIs is large.
For a given input signal s i the output ISIs are independent which means that
Hence,
The entropies involved in equation (2) can be calculated, yielding
Therefore, knowing the marginal ISI distribution given a fixed type of input signal i, i.e. p(T |s i ) it is possible to calculate the Rényi based discriminability.
The maximum value of I dis is given by the entropy of the random variable s, i.e. H (2) (s) = ln 2. We can study the required code, i.e. the required number of output spikes, simply by analysing the convergence of I dis to the maximum value as a function of n, because the attainment of the maximum value means that the whole of the information required for the classification is transmitted. If the convergence occurs quickly, this means that a small number of spikes suffices for encoding the two different signals, such that by observing these small numbers of output ISIs we can discriminate the input signal. A slower convergence means that a large number of output spikes is required for a reliable classification of the input signals and could perhaps also be associated with rate coding.
Spike response model
For our calculations, we use a neural model which captures the principal effects of real neurons in a realistic way and which is simple enough to permit analytical calculations. The model that we use is the spike response model introduced by Gerstner and van Hemmen (1992, 1993 ) (see also Gerstner 1990) . In contrast to integrate-and-fire models which are essentially given by a differential equation, the spike response model is based on response kernels which describe the integrated effect of spike reception or emission on the membrane potential. In this model, spikes are generated by a threshold process, i.e. the firing time t is given by the condition that the membrane potential h(t ) reaches the firing threshold θ , i.e. h(t ) = θ . The membrane potential is given by integration of the input signal weighted by a kernel defined by the following equations:
The kernel η refr (z) is the refractory function. In this paper we consider only absolute refractoriness and therefore
where τ refr is the absolute refractory time. The time t last corresponds to the last postsynaptic spike, i.e. the last firing of the focused neuron. The second response function is the synaptic kernel (z , t − t last ). It describes the effect of an incoming spike on the membrane potential at the soma of the postsynaptic neuron and it possibly also includes the dependence on the state of the receiving neuron through the difference t − t last , i.e. through the time that has elapsed since the last postsynaptic spike. The input spike train yields s(t − z ) = i δ(t − z − t ij ), t ij being the ith spike at presynaptic input j . In order to simplify the discussion and without loss of generality we consider only a single synaptic input, and we can therefore omit the subscript j . In addition, we assume that the synaptic strength J is positive (i.e. excitations). Integrating equations (10) and (11) we obtain
We use synaptic kernels which have the following form:
where H ( ) is the Heavyside function. After firing, the membrane potential is reset according to the renewal hypothesis. As a result of the fact that the input spike train is Poisson, the input signal is temporally uncorrelated. Hence, the ISIs of the output train are independent because of the resetting of the neuron and because of the temporally uncorrelated input. The calculation of p(T |s i ) is then reduced to the solution of the first passage time problem for the spike response model with an input given by a Poisson spike train. Let us redefine after each firing the origin of time such that t last = 0. The first passage time probability distribution can be obtained by 
For the calculation of g n (ν) = p(t, ν|s i , n) we use the following important property of the Poisson distributed point in an interval of time (0, t) (Snyder 1975) . If it is known that there are exactly n points in an interval (0, t), these points have the same statistics as n arbitrary points placed at random in this interval. This means that we can assume that the n points are independent random variables uniformly distributed in the interval (0, t). Therefore, if
where t 1 is uniform in the interval (0, t) or, equivalently, ξ 1 is uniform in the same interval. This permits us to calculate the function g 1 (ν). In the case of n points,
Hence, the random variables ψ(ξ k ) have the same density equal to ψ(ξ 1 ) and they are independent because they are functions of ξ k which are independent. Therefore, by using the convolution theorem we obtain
Using the Laplace transform
The inverse Laplace transform of equation (21) yields the required probability p(t, ν|s i , n).
In the next three subsections we show the solutions obtained for the case of three different synaptic kernels. These synaptic kernels are shown in figure 1. The first case is shown in figure 1(a) and corresponds to the synaptic kernel associated with a neuron with infinite presynaptic memory. The second case, shown in figure 1(b) , corresponds to a neuron with a limited finite memory of duration . The last case, shown in figure 1(c) , considers a neuron with a limited memory and linear decay until zero in time .
First case: threshold synaptic kernel with infinite memory
In this case the synaptic kernel is defined by:
which corresponds to a neuron with infinite presynaptic memory. Using this kernel we obtain The Laplace transforms are
Inserting this result in equations (15) and (17), we obtain
If m = θ/J is the largest integer contained in θ/J it is easy to obtain
Inserting equation (28) in equations (6) and (7), we obtain the Rényi entropies involved in the measure of discriminability given by the generalized mutual information (2) with α = 2. The results are:
Second case: threshold synaptic kernel with finite memory and refractoriness
In order to include the effect of a finite presynaptic memory of duration , we now use the synaptic kernel
The probability of firing is also given by equation (28) but now it is only defined for T ∈ (τ refr , ) if we consider now absolute refractoriness as well. In the calculations of entropies we should also include the possible outcome of no firing which we denote by P ∞ and P ∞|s i for the case of a fixed input signal i. These quantities are defined by
The Rényi entropies are
where
where now m = θ/J .
Third case: linear synaptic kernel
We now consider a synaptic kernel which corresponds to a neuron with linear presynaptic memory decay. In this case the synaptic kernel is defined by
Using this kernel we obtain T l,l (l, l , i, i , j, k 
Results
We now analyse the capabilities of a single neuron and its coding strategies for the task of distinguishing two different input signals. This point is essential for the behaviour and reaction of animals responding to an environment given by different input signals. The task was to discriminate between two different input signals s 1 and s 2 presented with uniform probability and corresponding to two different Poisson processes with mean values λ −1 1 = 4 and λ −1 2 taking a value between 4 and 40. We use in all cases a spike response model with J = 1 and θ = 1, and first a threshold synaptic kernel with infinity memory. We shall see that even this simple model captures the most essential effects which characterize the temporal coding strategies of spiking neurons. Figure 2 shows the dependence of the generalized mutual information between the random variable s and output spikes as a function of the number of spikes for different classification cases. The maximum value of the generalized mutual information means that the input signal can be classified with certainty, i.e. the output spikes contain the required information for a perfect and reliable distinction of the signals. The results can be interpreted in the following fashion. In cases where the two signals to be separated are very similar, i.e. for small λ = λ 2 − λ 1 , the convergence of the generalized mutual information to the maximum value ln(2) is very slow, implying that a large number of output spikes is required for reliable classification of the signals. In contrast, in cases where the signals are very different, i.e. λ is large, the task of classification is simpler and can be achieved with a small number of spikes. Thus, by analysing the convergence of the Rényi information to its maximum value we can study quantitatively the influence of the spiking hardware (neuron model) on the neural code. In some cases the spiking neuron offers a code which allows the classification of the input signals in a smaller time interval. For example in the case studied in figure 1(a) we can separate the signals four times more quickly than by simply observing the signals (i.e. using a repeater neuron for example) and classifying them after estimation of the mean ISIs. It is interesting to extend these studies to networks of spiking neurons and even to define optimization principles which adapt the synapses so that the classification time is minimized. Such principles may also clarify some essential questions about the neural codes of spiking networks. Work in this direction is in progress. In order to analyse the influence of a finite memory and refractoriness we show in figure 3 the results obtained for different ranges of presynaptic memory for the second case studied in the previous section, i.e. constant but finite synaptic kernel. The values used are indicated in the figure captions. The only effect of this memory limitation and of the refractoriness is that for the same separation task more spikes are needed to converge to the maximum value of the generalized mutual information in cases where the device (neuron model) is more limited, i.e. larger refractory time and shorter memory. The influence disappears if the input signals have mean ISI smaller compared with the memory.
In figure 4 we show the results obtained with a linear memory decay synaptic kernel. The same conclusions as in the first case hold provided that the input signals are such that the mean ISI is small compared with the memory. The values used were refractory time τ refr = 0 and = 5.
Summary
In conclusion, the timing code can be rigorously studied in the framework of information theory and simple spike response neural models. In fact, a small number of output spikes is required for efficient discrimination of input signals if the separation is easy (signals are very different) and a large number of output spikes is required in the difficult cases of separation of very similar input signals, which is consistent with the weak signal cases studied by Stemmler (1996) . Independently of these biologically relevant conclusions, such an artificial single neuron device can be used, as is demonstrated in figure 3 , as an efficient mechanism for the detection of two input signals. This is a result of the fact that after a small number of output spikes it can eventually be decided which signal is present. Hence, the much more elaborate direct detection of the signal is unnecessary. Potentially, a whole network of such spike response based neurons offers an even more powerful classification device than a single neuron. Our research is now heading in this direction.
