1.. Introduction
================

The automobile is one of our main means of transportation, and we make extensive use of it throughout our lives. This reason, among others, justifies the necessity of the application of the advances in sensors, instrumentation, estimation and control, etc., in building cars able to make intelligent driving decisions with the objective of improving our road safety.

In addition, in order to guarantee an effective and reliable performance of the electronic systems of today\'s cars, the correct choice and location of the electronic devices and the optimal signal processing of the information coming from them are essential.

The reality is that the continuously growing need for better comfort and safety makes it almost impossible to imagine a future without intelligent systems looking after us. This is why, in the last decades, researchers from all around the world have been working hard to invent intelligent devices consisting of not only sensors, but also advanced materials \[[@b1-sensors-06-00064]\] and microprocessors, among other devices, that incorporate a certain amount of intelligence to the sensors themselves, transforming them into better prepared measuring systems \[[@b2-sensors-06-00064]-[@b25-sensors-06-00064]\].

However, the process of fabricating sensors is not an easy task. Each application has its own requirements that make the same sensor suitable for some applications and unsuitable for others. This is way some industries impose tougher restrictions on the manufacturing of sensors than do others. Some of the strictest standard can be found in the automotive industry. There, the sensors have to work under severe working conditions such as the endurance of high temperatures, high humidity, chemical attacks, undesirably strong vibrations, electromagnetic interference, pollution, and so on. In short, the challenge that the sensors in automotive technology face is huge and very complex.

This paper shows the improvement of the real-time response of a wheel speed sensor placed in a car under performance tests. In this case, we have to deal with disturbances and/or interferences whose characteristics we have little knowledge of, and we use efficient methods of estimation in order to get clear information about the physical magnitude or process that we want to measure. Furthermore, due to the fact that the signal of interest and the noise share a similar frequency band, it is very difficult to eliminate the interference by using the classical approach to filtering, and the background noise causes serious difficulties. Therefore, in order to get the best estimation of the corrupted signal, an optimal adaptive noise canceller is used, obtaining satisfactory results.

2.. The wheel speed sensor
==========================

The speed of rotation of the wheels is among the most important inputs to the optimal braking system of the car. In addition, other uses of the information from the rotational speed of the car\'s wheel include: traction control, vehicle stability control, transmission control, engine management, chassis control, hill-holder brakes, rollback detection or electronic parking brakes, brake-force distribution and roll-over protection, among others.

In this paper, a proximity sensor held in a protective casing and mounted in a fixed position close to one of the wheels of the car undergoing performance tests was used. The proximity sensor is of the variable reluctance type and its coil is made of a thin wire wounded around an insulating form and coupled to a permanent magnet.

For the kind of tests carried out in this work, this device was only used to measure the rotation of the wheels of the car; however, in the process industries this kind of sensor has lots of applications in measuring rotation, position and location.

2.1.. Principles
----------------

When the proximity sensor detects the presence of any of the ferrous teeth of a toothed wheel, an output voltage is obtained (see [Fig. 1](#f1-sensors-06-00064){ref-type="fig"}) because the ferrous teeth cross the magnetic field that is created in front of the sensor, causing a change in the resulting flow and producing an electromotive force in the coil. Thus, the output is an alternating signal whose frequency and amplitude are both proportional to the speed of rotation. A block diagram representing the measurement system is shown in [Fig. 2](#f2-sensors-06-00064){ref-type="fig"}.

2.2.. Considerations
--------------------

In spite of the fact that variable reluctance proximity sensors are widely used in many industrial applications \[[@b26-sensors-06-00064]-[@b39-sensors-06-00064]\], it is important to point out that such sensors have advantages and disadvantages that should be considered before using them to improve the performance of today\'s cars.

On the one hand, they can be very small and we can embed them in places where other sensors may not fit. In addition, they are often sealed in protective cases and can be resistant to dangerous chemical attacks, high temperatures and high pressures. Also, they can detect ferromagnetic materials up to 2.5 mm away and they require no external power.

Furthermore, other advantages are their flexibility, reliability, small size, the little maintenance required, and low cost.

On the other hand, they should be placed very close to a suitable ferrous metal to produce an adequate output voltage. They also suffer from undesirable signals or noise, and generally only work at medium to high speed. In fact, the zero speed sensing is impossible using passive sensing technology. The traction control system, the vehicle stability control system, the anti-lock braking system (ABS) and the adaptive cruise control system are examples of applications where sensing at near zero is required. What is more, for traction control and ABS systems, sensing at near zero speed, i.e. below 7 km/h, is very important. However, unfortunately, variable reluctance proximity sensors are very susceptible to noise at automobile speeds lower than 5 km/h.

On balance, despite the fact that there are disadvantages, variable reluctance proximity sensors seem to be the most suitable choice to measure the speed of rotation of motor car wheels in the ABS of today\'s automobiles. For this reason, today\'s researchers are working hard to overcome the drawbacks of such sensors inventing new devices consisting of not only the sensors, but also signal conditioning electronics, digital signal processors, microcontrollers and field-programmable gate arrays, among other devices, that allow the sensors to make intelligent decisions that can save thousands of lives each year in car accidents.

3.. The most important sources of disturbances and noise that corrupt the relevant signal coming from wheel speed sensors
=========================================================================================================================

The most important sources of disturbances and noise that corrupt the relevant signal coming from wheel speed sensors when measuring the speed of cars are the following: Vibrations of the framework,Vibrations of car sprung and unsprung masses,Vibrations of the chassis,Vibrations of both the front axle and the rear axle,Vibrations of the engine,Vibrations of the wheels,Vibrations of the tires,Vibrations caused by direct actions.

Information about the eigenfrequencies of the above vibrations can be found in \[[@b24-sensors-06-00064], [@b40-sensors-06-00064]\]. Furthermore, there are other noise sources such as environmental factors, poor roads and the noise generated by the car\'s electrical system. These noise sources are treated as random processes \[[@b41-sensors-06-00064]-[@b43-sensors-06-00064]\].

4.. Considerations on adaptive filtering
========================================

4.1.. Introduction
------------------

Adaptive filtering is a very important field of research that is focused on the design of self-designing systems with the ability to perform satisfactorily in an environment where complete knowledge of the relevant signal characteristics is not available.

The aim of adaptive filtering is, as in any other kind of filtering, to suppress the noise that corrupts the signal of interest without causing damage to the relevant signal. However, it is important to point out that adaptive filters perform much better than classical filters in applications where the unwanted information and the relevant signal share the same frequency spectrum.

As a matter of fact, the more the noise and the relevant signal share the same (or a very similar) frequency spectrum, the less the designer can remove the unwanted information by using classical filters \[[@b24-sensors-06-00064], [@b44-sensors-06-00064]-[@b49-sensors-06-00064]\]. Furthermore, if the signal of interest and/or the noise are not stationary processes, which is also the case under study, the use of a Wiener filter \[[@b50-sensors-06-00064], [@b51-sensors-06-00064]\] is inadequate \[[@b24-sensors-06-00064]\].

According to Hernandez \[[@b24-sensors-06-00064]\], an adaptive filter is a filter with a mechanism for adjusting its own parameters automatically by using a recursive algorithm at the same time that it is in active interaction with the environment. In addition, all this happens in such a way that the performance of the adaptive filter is continuously improved according to a specified performance criterion (or cost function) which has been previously established by the designer.

In addition, the choice of an algorithm over another to design an optimal adaptive filter is determined by the following factors \[[@b53-sensors-06-00064]-[@b55-sensors-06-00064]\]: Low computational burden,Good numerical behavior,Robustness,Ease of implementation,Satisfactory rate of convergence,Good round-off error rejection.

In accordance with the above statements, in the present paper, a recursive least-squares (RLS) lattice algorithm was chosen to carry out the process of optimal estimation of the relevant signal \[[@b54-sensors-06-00064]-[@b58-sensors-06-00064]\]. Furthermore, the application of such an adaptive filter is an interference or noise canceller \[[@b53-sensors-06-00064], [@b55-sensors-06-00064]\]. [Fig. 3](#f3-sensors-06-00064){ref-type="fig"} shows a block diagram representation of the adaptive noise canceller, and a summary of it is given in the next subsection.

4.2.. Summary of the RLS lattice algorithm (from Haykin \[[@b55-sensors-06-00064]\] and Hernandez \[[@b24-sensors-06-00064]\])
------------------------------------------------------------------------------------------------------------------------------

According to Haykin \[[@b55-sensors-06-00064]\], this algorithm is based on a priori estimation errors, and the reflection and joint-process estimation coefficients are all derived directly. The algorithm is called the RLS lattice algorithm using a priori estimation errors with error feedback. Additional information about the ways to derive this algorithm and its advantages and disadvantages can be found in \[[@b24-sensors-06-00064], [@b55-sensors-06-00064], [@b56-sensors-06-00064]\].

### 4.2.1.. The RLS lattice algorithm using a priori estimation errors with error feedback

#### 4.2.1.1.. Initialization

To initialize the algorithm, at time n = 0, set $$\Phi_{\text{r} - 1}(0) = \delta$$ $$\Theta_{\text{r} - 1}( - 1) = \delta$$ $$\gamma_{\Phi,\text{r}}(0) = \pi_{\Theta,\text{r}}(0) = 0$$ $$\kappa_{0}(0) = 1$$where δ is a small positive constant, Φ is the forward prediction-error energy, Θ is the backward prediction-error energy, r is the order of the least-squares predictor and r = 1, 2, ..., R, where R is the final order of the least-squares predictor. In addition, γ is the forward reflection coefficient, π is the backward reflection coefficient, and κis the conversion factor.

For each instant n ≥ 1, generate the zeroth-order variables: $$\eta_{0}(\text{n}) = \beta_{0}(\text{n}) = \text{x}(\text{n})$$ $$\Phi_{0}(\text{n}) = \Theta_{0}(\text{n}) = \lambda\Phi_{0}(\text{n} - 1) + \left| \text{x}(\text{n}) \right|^{2}$$ $$\kappa_{0}(\text{n} - 1) = 1$$where the constant λ, 0 \< λ ≤ 1, is the forgetting factor and its typical values used are the real numbers in the range from 0.99 to 1, η is the forward a priori prediction error, β is the backward a priori prediction error, and x is the reference input.

For joint-process estimation, at time n = 0, set $$\sigma_{\text{r} - 1}(0) = 0$$

At each instant *n* ≥ 1, generate the zeroth-order variable $$ɛ_{0}(\text{n}) = \text{y}(n)$$where σ is the tap-weight vector of the transversal filter. It contains R + 1 taps. Also, y is the primary input and ε is the system output.

#### 4.2.1.2.. Predictions

For n = 1, 2, 3,..., compute the various order updates in the sequence r = 1, 2, ..., R.

$$\Phi_{\text{r} - 1}(\text{n}) = \lambda\Phi_{\text{r} - 1}(\text{n} - 1) + \kappa_{\text{r} - 1}(\text{n} - 1)\left| \eta_{\text{r} - 1}(\text{n}) \right|^{2}$$ $$\Theta_{\text{r} - 1}(\text{n} - 1) = \lambda\Theta_{\text{r} - 1}(\text{n} - 2) + \kappa_{\text{r} - 1}(\text{n} - 1)\left| \beta_{\text{r} - 1}(\text{n} - 1) \right|^{2}$$ $$\eta_{\text{r}}(\text{n}) = \eta_{\text{r} - 1}(\text{n}) + \gamma_{\Phi,\text{r}}^{*}(\text{n} - 1)\beta_{\text{r} - 1}(\text{n} - 1)$$ $$\beta_{\text{r}}(\text{n}) = \beta_{\text{r} - 1}(\text{n} - 1) + \pi_{\Theta,\text{r}}^{*}(\text{n} - 1)\eta_{\text{r} - 1}(\text{n})$$ $$\gamma_{\Phi,\text{r}}(\text{n}) = \gamma_{\Phi,\text{r}}(\text{n} - 1) - \frac{\kappa_{\text{r} - 1}(\text{n} - 1)\beta_{\text{r} - 1}(\text{n} - 1)}{\Theta_{\text{r} - 1}(\text{n} - 1)}\eta_{\text{r}}^{*}(\text{n})$$ $$\pi_{\Theta,\text{r}}(\text{n}) = \pi_{\Theta,\text{r}}(\text{n} - 1) - \frac{\kappa_{\text{r} - 1}(\text{n} - 1)\eta_{\text{r} - 1}(\text{n})}{\Theta_{\text{r} - 1}(\text{n} - 1)}\beta_{\text{r}}^{*}(\text{n})$$ $$\kappa_{\text{r}}(\text{n} - 1) = \kappa_{\text{r} - 1}(\text{n} - 1) - \frac{\kappa_{\text{r} - 1}^{2}(\text{n} - 1)\left| \beta_{\text{r} - 1}(\text{n} - 1) \right|^{2}}{\Theta_{\text{r} - 1}(\text{n} - 1)}$$

#### 4.2.1.3.. Filtering

For n = 1, 2, 3,..., compute the various order updates in the sequence r = 1, 2, ..., R + 1: $$ɛ_{\text{r}}(\text{n}) = ɛ_{\text{r} - 1}(\text{n}) - \sigma_{\text{r} - 1}^{*}(\text{n} - 1)\beta_{\text{r} - 1}(\text{n})$$ $$\sigma_{\text{r} - 1}(\text{n}) = \sigma_{\text{r} - 1}(\text{n} - 1) + \frac{\kappa_{\text{r} - 1}(\text{n})\beta_{\text{r} - 1}(\text{n})}{\Theta_{\text{r} - 1}(\text{n} - 1)}ɛ_{\text{r}}^{*}(\text{n})$$where the asterisk denotes complex conjugation.

Before moving on to the results of the experiment, it is important to point out that, as stated in the initialization step, the output of the filtering process (ε~R+1~) is the system output (see [Fig. 3](#f3-sensors-06-00064){ref-type="fig"}). Moreover, the outputs of the lattice predictor (η~R~ and β~R~) are the variables used in this paper to obtain the cost function (see Section 5).

5.. Results of the experiment
=============================

5.1.. The adaptive noise canceling system
-----------------------------------------

In the present paper, another speed sensor with the same characteristics as the wheel speed sensor and placed close to it, but far from the toothed wheel, was used to obtain information from the electrical noise of this type of sensors. In addition, a signal conditioning circuit was used to measure the electrical noise from the car battery. Moreover, an accelerometer was placed on the front axle and close to the wheel speed sensor to measure the noise generated by the mechanical vibrations.

[Figure 4](#f4-sensors-06-00064){ref-type="fig"} shows a block diagram of the adaptive noise canceling system. Here, the transfer functions H~1~, H~2~ and H~3~ are used to show that the signals from the noise sources are uncorrelated with the relevant signal but correlated in some way with its noise. In short, these transfer functions represent the correlation between the noise that corrupts the relevant signal and the additive noise consisting of the noise coming from the second speed sensor, the noise coming from the battery of the car and the noise coming from the accelerometer. As a matter of fact, experience tells us that part of the noise of the primary input is correlated in some way with the above mentioned additive noise.

In [Fig. 4](#f4-sensors-06-00064){ref-type="fig"}, it can be seen that the reference input contains information from the additive noise corrupting the signal of interest. In addition, in such a figure the output of the adaptive filter is an estimate of the noise of the primary input. Therefore, the system output is an estimate of the relevant signal coming from the wheel speed sensor.

5.2.. Comments on the system\'s inputs
--------------------------------------

Before continuing on to the next subsection, it should be stressed at this point that the frequency bands of the useful signal and the unwanted signals overlap; they are mixed with each other. First of all, the frequency band of the noise generated by the mechanical vibrations lie in the low frequency range affecting the information from the wheel speed sensor at low and medium car speed and the measurement of the tire-road coefficient of friction. In addition, the electrical noise of this type of sensor is dangerous at a very low car speed, because in those situations the power of the electrical noise of the sensor is greater than the one of the useful signal.

Moreover, the noise generated by the electrical systems of the car and the one introduced by the electronic systems, signal conditioning circuits, hardware and data acquisition cards, are always affecting the relevant signal.

5.3.. Filtering
---------------

After studying the bandwidth of the relevant signal, a sampling frequency of 10 kHz was chosen. Moreover, the signal treatment was carried out by using a laptop computer and the National Instruments Data Acquisition Card DAQCard-700, both placed in the car under performance tests. [Fig. 5](#f5-sensors-06-00064){ref-type="fig"} shows the information coming from the wheel speed sensor (i.e., the primary input), and its power spectrum magnitude is shown in [Fig. 6](#f6-sensors-06-00064){ref-type="fig"}. The complete process of data capture and processing ranges from 0 to approximately 42 km/h and more than 30 experimental tests were carried out under laboratory conditions.

In addition, the mean-squared error (i.e., the cost function) of the filter is $$\text{J} = \frac{1}{2}\text{E}\left\lbrack \left| \eta_{\text{R}}(\text{n}) \right|^{2} + \left| \beta_{\text{R}}(\text{n}) \right|^{2} \right\rbrack$$where E is the expectation operator.

Furthermore, [Table 1](#t1-sensors-06-00064){ref-type="table"} shows the normalized ensemble-averaged mean-squared error of the filter over 30 independent trials of the experiment. Such independent trials were carried out in the following way: 3 independent trials were done for each one of the ten possible combinations of the variables shown in [Table 1](#t1-sensors-06-00064){ref-type="table"}, the length (or number of taps) of the filter (R + 1) and the forgetting factor (λ).

What is more, the values of R were chosen in accordance with the idea of implementing an adaptive filter with a small number of adaptive weights. Furthermore, experience tells us that the values of λ should be the ones in the range from 0.99 to 1.

In the case under study, if λ is lower than 0.99, the system is numerically unstable. In short, if λ is lower than 0.99, the system has poor numerical behavior, i.e. it becomes numerically inaccurate, and works with inaccurate values of the forward and backward reflection coefficients (see subsection 4.2). Then, the positive definiteness of the underlying inverse correlation matrix of the input data is lost. Therefore, the system does not converge and its output starts to oscillate in an uncontrollable manner.

Here, it is important to point out that one may use a large number of adaptive weights, that is to say a large number of taps of the filter, but doing so could cause problems due to weight-vector noise. In short, a large number of taps could increase the difference between the ensemble-average value of the tap-weight vector and the tap-weight vector (such a difference is called the weight-vector noise), and this increment makes the figures of merit for assessing the tracking capability of the RLS lattice adaptive filter worse. Such figures of merit are the estimation variance and the misadjustment of the adaptive filter.

The previously mentioned problems diminish the detection ability of the main signal due to spurious peaks, which may be confused with the signal of interest. What is more, infinite length of the weight-vector is the ideal solution but in digital signal processing high-order filters increase the computational burden and therefore the speed of the required processor. In addition, high-order filters require increased software complexity, which increases coding and debugging time \[[@b55-sensors-06-00064]\]. For this reason, this paper is focused on finding an estimate of the optimal filter using a small number of taps of the filter.

In accordance with the above statements and the information shown in [Table 1](#t1-sensors-06-00064){ref-type="table"}, [Fig. 7](#f7-sensors-06-00064){ref-type="fig"} shows the output of the system, where R = 14 and λ = 1, and [Fig. 8](#f8-sensors-06-00064){ref-type="fig"} shows its power spectrum magnitude.

Here, it is important to point out that the closer λ is to 1, the better the performance of the adaptive filter. Nevertheless, it is not correct the idea that the larger the number of taps of the adaptive filter, the better the filter. Therefore, for each specific application, it is suggested that the designer tests the performance of the RLS lattice adaptive filter for several values of R and λ before making his/her final choice.

In this paper, the signal-to-noise ratio (SNR) of the primary input (see [Fig. 5](#f5-sensors-06-00064){ref-type="fig"} and [Fig. 6](#f6-sensors-06-00064){ref-type="fig"}) is approximately 10 dB, and the SNR at the system output (see [Fig. 7](#f7-sensors-06-00064){ref-type="fig"} and [Fig. 8](#f8-sensors-06-00064){ref-type="fig"}) is approximately 40 dB. Therefore, a SNR improvement of approximately 30 dB was achieved, which is a good performance factor for judging the quality of the filter.

In addition, it should be highlighted that the noise that corrupts the relevant signal is so high that the information coming from the wheel speed sensor (see [Fig. 5](#f5-sensors-06-00064){ref-type="fig"}) at near zero speed is completely wrong. However, the system output (see [Fig. 7](#f7-sensors-06-00064){ref-type="fig"}) is satisfactory. The adaptive noise canceller removed a huge amount of noise from the primary input (compare [Fig. 6](#f6-sensors-06-00064){ref-type="fig"} with [Fig. 8](#f8-sensors-06-00064){ref-type="fig"}).

The experimental results presented in this paper show that the adaptive noise canceller significantly reduced the noise corrupting the relevant information while leaving the important information relatively unchanged from a practical viewpoint.

6.. Conclusions
===============

To conclude, the effect of the improved sensor signals on the ABS was very positive due to the fact that the results of this research allow the ABS of today\'s cars to perform much better at the end of the braking process (a safety-related problem).

In short, a RLS lattice adaptive filter was used to improve the performance of a wheel speed sensor placed in a car under performance tests. In addition, a SNR improvement of 30 dB was achieved, which is a good performance factor for judging the quality of the filter. What is more, the optimal system presented in this paper was built by using low-cost components and the system does not need expensive sensors to work satisfactorily, which is a very important factor to be taken into consideration when constructing non-luxury cars.

Furthermore, the results of this paper help the ABS, the traction control system and the electronic stability program, among other electronic systems, to make intelligent driving decisions that can save thousands of lives each year in car accidents. This paper\'s design method can bridge the gap between intelligent signal processing methods and the design of the intelligent sensors that today\'s cars need.
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