Habermann's method of deadlock prevention is discussed, where deadlock is defined as a system state from which resource allocations to certain processes are not possible. It is shown that the scheduler may introduce "artificial" deadlocks which Habermann's method does not prevent. Permanent blocking is the situation where certain processes never receive their resource requests. It is shown that deadlock prevention does not necessarily eliminate permanent blocking. A method of preventing permanent blocking is given.
I n t r o d u c t i o n
A. N. Habermann has made an important contribution to the theory of computer system design by presenting a method for preventing deadlock [1] . Deadlock, as Habermann uses the term, means that the resources of the system have been allocated among certain processes in such a way that it is impossible to grant additional requests to these processes. (Preempting resources from processes is not allowed.) Notice that although it may be possible for a process's request for resources to be granted (i.e. the system is not in a deadlock), this does not necessarily imply that the request will be granted. Permanent blocking is the situation where some process's request is never granted. Permanent blocking occurs when the system is in a deadlock, and thus it is not possible to grant the request. Permanent blocking also occurs when a process's request is never granted, even though it is possible for the process to receive its request. It is the purpose of this paper:
(a) to show that the scheduler may introduce "artificial" deadlocks which Habermann's method does not prevent;
(b) to show that permanent blocking can occur even when deadlock is not possible; and (c) to present a technique which prevents permanent blocking as well as deadlock.
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H a b e r m a n n ' s M e t h o d for P r e v e n t i n g D e a d l o c k s
We are concerned with computer systems in which each process must claim the maximum of the resources the process will require, and each process will eventually release all resources allocated to it. Habermann defines a safe state as a state in a system from which there exists a sequence of resource allocations and releases such that all processes can be granted their requests. (See Habermann's definitions in [1] .) Such a sequence is called a safe sequence. Habermann shows that if the scheduler only grants safe requests--requests which when granted leave the system in a safe state--it will be possible to grant all subsequent requests. In his article [1] Habermann states, "The algorithms [for deciding if a state is safe] decide only whether or not granting a request can produce a deadlock, so assignment rules (according to priority rules, for instance) can be implemented freely." The obvious conclusion would seem to be that a scheduler which grants only safe requests will avoid all deadlocks and will grant all requests. This conclusion is not warranted, as will be shown below.
The correct conclusion is that if a scheduler only grants safe requests then:
The system will never reach a state where, regardless of what the scheduler does, certain requests cannot be granted.
The burden of seeing that a particular request is granted still rests with the scheduler. Granting only safe requests assures that if the scheduler takes the right action, then it can always grant any request. Habermann states [1, p. 376 ] that the choice of the process for which an allocation will be tried is made before and independent of determining whether the request is safe; however, the scheduler cannot ignore other requests after finding that its first choice of requests is not safe. As will be shown in Section 4, ignoring other requests which are safe may introduce "artificial" deadlocks. On the other hand, as will be shown in Section 5, even when all safe requests are granted, there may be permanent blocking.
D e a d l o c k s I n t r o d u c e d by t h e S c h e d u l e r
Consider a system which consists of (a) two types of resources, Ri and R2, each containing one unit, and (b) three processes, P~, P2, and P3. Deadlock will occur in this system if process P1 holds R1 and requests R~ while process P2 holds R2 and requests R~. A straightforward way to schedule the resources in this system is to use an F I F O queue for each resource. (This scheduling scheme can be implemented by OS/360 ENQ and DEQ primitives [3] . J. E. Murphy discusses deadlock in systems with FIFO • queues [4] .) Now suppose we seek to avoid deadlock by re-stricting the scheduler to grant only safe requests, without violating the FIFO rule. Unfortunately, "artificial" deadlock is possible in this new scheme, as will be shown by an example. Assume P1 and P2 claim both R~ and R2 while P3 claims only R2. We initially observe the system while P1 holds R1 and P3 holds R2 • Next P2 requests R2, then P1 requests R2, and finally, P3 releases R~. In Habermann's notation: a ~ (11) (total resources), (11 1 10) (process claims),
B= 1
(~ 0 10 ) (initial allocations), and Co= 0 (~ O ~)(allocations after P3 releases R2). Ci= 0
Since R2 was requested first by P2, by the FIFO rule R2 must be allocated to P2 before PI. However, if R2 is allocated to P2, the system will not be in a safe state. Thus the scheduler will not allocate R2 until granting R2 to P2 will result in a safe state. But this will not happen until P1 releases R1, and P1 cannot release R1 until R2 is granted to P~. Hence, although the system was always in a safe state, it has become impossible for P1 or P2 to receive their requests. We call this an "artificial" deadlock because the FIFO rule has introduced logical conditions in addition to those implied by the allocation of resources, thereby blocking the safe request for R2 by P1. Similar cases of "artificial" deadlock can occur when a priority rule causes a safe request to be blocked. Whenever the scheduler has the power to block safe requests, one must verify that the scheduler has not introduced "artificial" deadlock states. This type of deadlock can be avoided by weakening the meaning of FIFO (or priority) so that when the first process in a queue cannot be granted a request, the scheduler passes down the queue, granting those requests which are safe. The scheduler must (in effect) apply its selection rules to that subset of requests which are safe.
The Problem of Permanent Blocking
An obvious condition, call it the expediency condition, to impose on a scheduler is to require it to continue granting requests as long as the requests are safe. It is interesting that certain systems will necessarily have permanent blocking if the expediency condition is imposed. Consider a system which consists of (a) one type of resource containing two units and (b) three processes, P1, P2, and P3. Processes P~ and P2 claim one unit of the resource and process P8 claims both units of the resource. In the initial state of the system one unit of the resource is allocated to the first process. In Habermann's notation: a = (2) (total resources), B ~-(1 1 2) (process claims), and Co = (1 0 0) (initial allocations). (If the system contains a fixed set of processes and each process halts after a finite time, as is the case in Habermann's thesis [5] , then no such infinite sequence can occur. Permanent blocking is a problem only in systems which run for a "long" period of time. )
For this
Suppose that in the above sequence, each time process P1 holds no resources, P1 requests a resource before P2 releases its resource, and each time P2 holds no resources, P2 requests a resource before P1 releases its resource. If the priority of process P3 is lower than the priorities of P1 and P2, then P3 will never be granted a request. If process P3 requests both units of the resource and the expediency condition is used, then P3 will never receive its request regardless of its priority. Here P3 is permanently blocked because at most one unit of the resource is available, and the scheduler will continue forever granting requests for one unit of the resource to processes P1 and P2. Hence, although deadlock is prevented, permanent blocking is possible. In this example, only P3 suffers because P3 is not holding resources which other processes might require.
The above example of permanent blocking comes close to being realized in some multiprogramming systems. Let us suppose that the user of a certain multiprogramming system must request either one or two 100K-byte blocks of core when submitting a job, and that the system has a total of two such blocks to allocate. A user job must be granted its request before beginning execution, and after a finite execution time, it must finish and release its allocated blocks. If the system has many jobs requesting only one block, and if the scheduler uses the expediency condition, i.e. if the scheduler allocates a block to a waiting job whenever possible, then a job requesting two blocks may need to wait forever before the blocks are simultaneously available.
It might be argued that the situation just described is unrealistic because in a multiprogramming system job arrivals are separated by a random interarrival time. At some point in time, continues the argument, a long interarrival time will occur, the jobs with small core requirements will finally finish, and any waiting jobs with large core requirements will finally execute. Unfortunately, this argument is of little consequence if the mean time to wait for the long interarrival time is too large; for example, if the mean time to wait for the long interarrival time is comparable to the mean time to system cold start (when the joh queue is lost) then a large fraction of the low priority, large core jobs will simply disappear.
In 1966 D. E. Knuth pointed out the danger of permanent blocking in a system where deadlock is not possible Volume 14 / Number 1 / January, 1971 Communications of the ACM [6, 7] . In 1965 E. W. Dijkstra had given a solution to the critical section problem which guarantees that only one process at a time gains entry to a critical section, and that if several processes are competing for entry, at least one process gains entry. Sucn a system can never deadlock in that it is possible for all processes to gain entry to the critical section. However, as Knuth showed, if certain timing conditions persist, a particular process may never gain entry. Dijkstra's solution is an example of a system which only grants safe requests and uses the expediency condition. Any such system avoids deadlock in that the following criterion is satisfied:
The system will never reach a state where, regardless of what the processes do, certain requests cannot be granted.
A different condition, call it the eventuality condition, which can be imposed on a scheduler is to allow the scheduler to block a safe request, but only for finite time. It can be shown that any system which grants only safe requests and uses the eventuality condition will also satisfy the above criterion. The eventuality condition offers the advantage, as we shall see, of giving the scheduler the power to prevent permanent blocking by temporarily blocking safe requests.
Preventing Permanent Blocking
In many systems, especially where resource utilization is low, the statistical arrival of resource requests and releases will prevent permanent blocking. In some cases permanent blocking is not detrimental. For example, a low priority process may be designed to compile system statistics when the system is relatively idle. If this process is never active, no harm is done. On the other hand, permanent blocking can be quite expensive when the permanently blocked process has been allocated valuable resources. In systems where permanent blocking is possible and harmful, steps should be taken to prevent it.
A technique for preventing permanent blocking will now be described. The system is augmented by two 1 × n-arrays called t and u. When process P~ makes a request for resources, element t[i] is set to the time of the request. When process P~ is granted a request, element t[i] is set to some special value, say -1. The time, call it waittime, that process P~ has been waiting for an ungranted request can be calculated at time now in the following manner: Element u [i] gives the maximum time process Pi must wait for a request before the scheduler will activate a special strategy to ensure that process P~ will receive its request. The scheduler is free to grant safe requests by any set of rules, but periodically it must examine the arrays t and u to see if any process, call it process P~, has waited beyond 38 Communications of the ACCM its maximum time. If so, the scheduler must activate the following strategy. (a) A safe sequence which consists of process Pi and all processes with nonzero allocations is found. Ideally, process P~ should be near the beginning of the sequence. (b) Requests are granted only to the first process in the sequence until that process has released all resources allocated to it. Then requests are granted only to the next process in the sequence until that process has released all resources allocated to it, and so on. This continues until enough resources are available so that the request by process Pi is safe. Process P~ is then granted its request. (c) Each process other than process P~ is examined to see if its maximum waiting time has been exceeded. If so, the process which has waited longest beyond its maximum waiting time is designated process P~ and this strategy is repeated by returning to (a).
It can be proved that this technique prevents permanent blocking. Notice that this technique does not violate the eventuality condition, but may violate the expediency condition in step (b) to force the granting of the request to process P~. Of course, incorporating this technique into the scheduler will alter the overall response of the system, and repercussions on other processes must be considered by the system designer.
Conclusion
It is the purpose of this paper to clarify the method of prevention of syStem deadlocks which was proposed by Habermann. The system designer is warned that a scheduler which can block safe requests can introduce "artificial" deadlocks, and that even though deadlock is prevented, certain processes may be permanently blocked.
