In this paper, a novel tube-based economic Model Predictive Control (MPC) scheme for uncertain systems that uses neither terminal costs nor terminal constraints is investigated. We show that the results from the undisturbed case can be extended to systems with bounded disturbances by using similar turnpike arguments and a properly modified stage cost. We prove robust guarantees on the closed-loop performance, convergence, and stability under suitable dissipativity and controllability conditions and discuss them in a numerical example.
INTRODUCTION
In the past decade, economic Model Predictive Control (EMPC) has emerged as an active field of research, see (Faulwasser et al., 2018) for an overview. In contrast to stabilizing Model Predictive Control (MPC), in EMPC general cost functions are considered, which are not designed to be positive definite with respect to a desired setpoint but are given by some underlying economic considerations such as energy consumption, production amounts, etc.. Nominal EMPC schemes without terminal conditions as investigated in (Grüne, 2013) only provide practical stability and performance guarantees with an additional error vanishing with growing prediction horizons. Nonetheless, they are appealing due to their simplicity and avoid unnecessary reductions of the region of attraction and additional computational burden that might follow from introducing terminal conditions. Bayer et al. (2014) motivate and show that in the presence of uncertainties, the performance of an EMPC scheme can be drastically improved if the possible uncertainties are considered within the cost function of the optimization problem. Optimal system operation, performance guarantees, and stability results of robust EMPC with terminal conditions have been considered thoroughly in recent years, see e.g. (Bayer et al., 2016) , (Bayer et al., 2018) , and (Dong and Angeli, 2018) . In this work, we show that terminal conditions are often not needed to provide similar stability and performance results. The results of Grüne (2013) and (Grüne and Stieler, 2014) on nominal EMPC without terminal conditions do not apply to the robust setting, since the nominal closed-loop sequence in the proposed tube-based approach, is no trajectory of the nominal system. Hence, there are no theoretical closedloop guarantees for such a scheme yet, only open-loop considerations are provided by Olshina et al. (2018) .
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The main contribution of this paper is a thorough analysis of robust EMPC without terminal conditions. Assuming nominal dissipativity it is shown that the robust asymptotic average performance is no worse than the robust optimal steady-state (ROSS) performance up to an error vanishing with growing prediction horizons. If further a robust dissipativity condition holds, we can show convergence and stability-like behavior of the nominal closedloop sequence. While convergence of the real closed-loop trajectory to a robust positive invariant set around the ROSS follows immediately, we show practical stability of this set under additional assumptions. The findings are illustrated and discussed in a numerical example.
Notations. The set of continuous monotonically increasing functions α : R ≥0 → R ≥0 with α(0) = 0 is denoted by K, and by K ∞ if additionally α(x) → ∞ as x → ∞. The set of continuous monotonically decreasing functions δ : R ≥0 → R ≥0 with δ(t) → 0 as t → ∞ is denoted L. Further, β ∈ KL, if β(·, t) ∈ K and β(x, ·) ∈ L for all x, t ≥ 0. For x ∈ R n , Ω ⊂ R n , the point-to-set distance is denoted x Ω := inf y∈Ω x − y . The set of all integers in the interval [a, b] is denoted by {a..b} := Z∩ [a, b] . The ball with radius ρ and center x ∈ R n is denoted by B n ρ (x).
PROBLEM SETUP
The setup is mainly inherited from Bayer et al. (2018) except that the terminal cost and terminal constraints are omitted. The system to be controlled is of the form
Moreover, the state and input constraints (x(t), u(t)) ∈ Z ⊆ R n × R m have to hold at all times t ≥ 0. Assumption 1. The sets W and Z are compact, convex, have a nonempty interior, and 0 ∈ int W.
The control goal is to operate the system optimally with respect to a general continuous stage cost L : R n ×R m → R such that the constraints are satisfied. We follow a tubebased approach as standard in robust MPC, which utilizes a continuous feedback parameterization u(t) = π(x(t), v(t)), π : R n × R m → R m (2) and invariant sets, compare e.g. (Mayne et al., 2005) and (Bayer et al., 2013) . With this feedback we can rewrite the system dynamics, stage cost, and constraints
We define the nominal system as
(3) and the error between the real and the nominal state as e(t) = x(t) − z(t). This leads to the error dynamics
(4) Definition 1. (Bayer et al. (2016) ). A compact set Ω ⊆ R n is robust control invariant (RCI) for the error system (4) if there exists a feedback law (2) such that for all x, z ∈ R n and v ∈ R m with e = x − z ∈ Ω and (x, v) ∈ Z π and for all w ∈ W it holds that
We can use Ω to tighten the constraints such that e ∈ Ω and nominal (tightened) constraint satisfaction
(5) Assumption 2. There exists an RCI set Ω for the error system (4) such that Ω andZ are compact and have a nonempty interior.
This assumption guarantees that the real system state stays in a tube around the nominal state x(t) ∈ {z(t)} ⊕ Ω for all times t ≥ 0 if e(0) ∈ Ω and thus robustly satisfies the constraintsZ ⊕ Ω ⊆ Z π . Bayer et al. (2014) propose to average the cost over the possible real states
and to use this averaged cost ℓ in the MPC optimal control problem in order to get an input that is not only chosen for the nominal state, but for all possible real states. Due to the same reasons, Bayer et al. (2016) utilize the worst case cost as stage cost
In the following, we will use ℓ as a placeholder, which can be L π , L int π , or L max π . Assumption 3. The stage cost ℓ :
Thus far, the setup is identical to (Bayer et al., 2018) and we will also use the same tube-based approach that optimizes the nominal initial state -an idea that traces back to Mayne et al. (2005) . The novelty of our approach is that the optimal control problem (OCP) uses none terminal conditions, i.e. the nominal OCP for
and the minimizer z ⋆ N (·; z 0 ), v ⋆ N (·; z 0 ). The proposed robust OCP for
where the minimizer is denoted by z ⋆ 0 (x(t)). Further, we introduce the convenient notations z ⋆ N (·|t) := z ⋆ N (·; z ⋆ 0 (x(t))) and v ⋆ N (·|t) := v ⋆ N (·; z ⋆ 0 (x(t)). We can use the OCP (10) in order to define the feedback law by the following MPC iteration. At each time instant t we perform the steps (1) Measure the current state x(t) of the system, (2) Solve OCP (10) to get v ⋆ N (k|t), k ∈ {0..N − 1}, (3) Apply the feedback control u(t) = π(x(t), v ⋆ N (0|t)), such that we obtain the closed-loop dynamics
(11) The sets of all possible next nominal and real states of the MPC controlled closed-loop system are denoted by
(13) Moreover, we denote the set of all initial states for which there exists an infinite horizon admissible input bȳ
In our analysis, we will compare the performance with the one at the robust optimal steady state (ROSS) defined by
Note that z s (and v s ) depends on ℓ. Thus, for specific choices ℓ = L π , L int π , or L max π we write z L s , z int s , or z max s . Assumption 4. The ROSS lies in the interior of the constraint set, i.e. there is
Further, we introduce the concept of dissipativity, which is very prominent in the analysis of EMPC since it is not only equivalent to optimal operation at steady state but is also the key ingredient to investigate performance and stability of EMPC schemes without terminal conditions, see (Faulwasser et al., 2018) . Assumption 5. The nominal system (3) is strictly dissipative onZ with respect to the supply rate s(z, v) = ℓ(z, v)− ℓ(z s , v s ), i.e. there is α ℓ ∈ K ∞ and a bounded storage function λ :
Moreover, and as common in EMPC, we need to assume controllability and reachability of the ROSS to derive performance bounds and stability results. Assumption 6. The ROSS (z s , v s ) of system (3) is exponentially reachable, i.e. for all z ∈X ∞ there exists an infinite horizon admissible trajectory (ζ, ν) : N →Z and constants c 1 > 0, ρ 1 ∈ [0, 1) such that ζ(0) = z and for all k ≥ 0 it holds ζ(k + 1) = f π (ζ(k), ν(k), 0) and 
Remark 1. The constants c 1 , c 2 , ρ 1 , ρ 2 , ρ 3 , κ ℓ , M , and the K ∞ function α ℓ are unique throughout this paper. Whenever, for example, there appears ρ 2 in the manuscript it will refer to the local controllability Assumption 7 without further referencing.
PERFORMANCE BOUND
The goal of this section is to derive average performance bounds for the real closed-loop system controlled by the MPC with prediction horizon N , i.e. to bound
To this end, we will first derive bounds on the nominal closed-loop performance with the modified stage cost ℓ
by exploiting the turnpike property, which follows from dissipativity and exponential reachability. Proposition 1. Let Assumptions 1-3, 5, and 6 hold. Then the OCP (9) satisfies the turnpike property, i.e. for all
where
Whenever clear from context, we will write Q ε = Q ε (N, z) in a slight abuse of notation. A proof of Proposition 1 can be found e.g. in (Faulwasser et al., 2018, Proposition 4.1) . To derive a performance bound, we follow the steps in (Grüne, 2013) . However, the main difficulty with the tubebased setup is that the nominal closed-loop sequence is no longer a trajectory of the nominal system, since z ⋆ N (0|t) is a decision variable. Still, we can extend Proposition 4.1 in (Grüne, 2013) to the this setup. Proposition 2. Let Assumption 1 and 2 hold and assume there exists N 0 ∈ N, δ 1 , δ 2 ∈ L such that for all N ≥ N 0 and for all z
Proof. The idea of the proof is to relate the closed-loop performance J cl T (z, N ) to the open-loop value functions V N (z) and bound them with (i), (ii). The main difference to the proof of Proposition 4.1 in (Grüne, 2013) is that due to the robust setup we have z ⋆ N (0|t) = z ⋆ N (1|t − 1). Nevertheless, by the optimality of z ⋆ (0|t) we know
Step 2:
Step 3: Merge the two previous steps. If we insert (28) (27) and then use again
✷ Theorem 1. Let Assumptions 1-7 hold. Then there exists N 0 ∈ N and ε 1 ∈ L such that for all N ≥ N 0 the OCP (10) is feasible at every time step t ≥ 0 if z(0) ∈X ∞ and the performance estimates (24) and (25) hold for all z ∈X ∞ and T ≥ 0.
Proof. To prove this result, we will use Proposition 2. We start with showing recursive feasibility, which is assumed therein. To this end, we show
Then we know by the turnpike property from Proposition 1 for N ≥ N 0 and z ∈X ∞ that
Without loss of generality we can assume M ≥ 2 since M = 1 implies that local controllability also holds with
Due to our choice of N 0 we know δ(N ) < min{ρ 2 , c −1 2 ρ 3 } for N ≥ N 0 such that we can use the local controllability input to go from z ⋆ N (P ; z) to z s since δ(N ) < ρ 2 and that this trajectory is feasible since c 2 δ(N ) < ρ 3 . This renders z ⋆ N (k; z) ∈X ∞ for all k ∈ {0..P } and in particular for k = 1. In the proof of the turnpike property of optimal solutions starting at z ∈X ∞ in Proposition 1 in (Faulwasser et al., 2018) we see that z ∈X ∞ is only needed to give a constant upper bound on the value V N (z) via exponential reachability. The same upper bound holds for
is a feasible point for the OCP (10) because the subsequent real system state
Therefore, we conclude that optimal trajectories starting at z + cl satisfy the turnpike property and as we have seen this implies that z s can be reached and thus z + cl ∈X ∞ . The assumption z ⋆ N (1|t) ∈R n ∞ in Proposition 2 follows directly. Now let us construct a candidate solution of length N + 1 that satisfies the assumptions (i) and (ii) of Proposition 2. Combinatorial arguments and (29) yield that there are M consecutive points {P..P + M − 1} ⊆ Q δ(N ) (N, z), P ∈ N in a δ(N ) neighborhood of (z s , v s ). To see this, assume for the sake of contradiction that no such P exists, then there must be at least one element in each of the N
z1 (·) from the local controllability for z 1 = z ⋆ N (P ; z) and
This input yields the open-loop nominal trajectorŷ
which has length N + 1, and is feasible because of B n+m ρ3 (z s , v s ) ⊆Z and c 2 δ(N ) < ρ 3 . To show the condition (i) of Proposition 2 we usê
where κ ℓ is the Lipschitz constant from Assumption 3. Set δ 1 (N ) := (M − 1)(c 2 + 1)κ ℓ δ(N ) to obtain (i). Further, we have due to the local controllability for P ℓ(ẑ N (P ;z),v N (P ;z)) = ℓ(z 1 , ν z2 z1 (0)) ≤ ℓ(z s , v s )+κ ℓ c 2 δ(N ). Set δ 2 (N ) := c 2 κ ℓ δ(N ) to obtain (ii). Finally, apply Proposition 2 to conclude the proof. ✷ The performance bounds in Theorem 1 are only valid for stage cost ℓ of the nominal system. The control goal, however, is to minimize the stage cost L π of the real system. Depending on the choice of ℓ we can derive the following statements on the closed-loop average asymptotic performance of the real system, the transient performance bound (24) can be shown analogue. Corollary 1. Let Assumptions 1-7 hold. Then there exists N 0 ∈ N and ε 1 ∈ L such that for all N ≥ N 0 and all
and
Proof. In the case of ℓ = L max π we can directly estimate
Remark 2. We can conclude that the robust performance guarantee (32) resulting from ℓ = L max π is better than (33) resulting from ℓ = L π due to L max
The improvement can be quite large as the motivation example in (Bayer et al., 2014) shows. On the other hand, using ℓ = L max π is computationally more involved such that in some applications L π might be the only viable choice. For ℓ = L int π it is not easily possible to derive a bound on J cl ∞ (x, N ), however, in this case (25) provides a bound on the performance averaged over the tube of possible closedloop trajectories. Remark 3. In nominal EMPC, the dissipativity Assumption 5 implies optimal operation at steady state, which means that no trajectory can achieve better performance than the steady state, see e.g. (Faulwasser et al., 2018) . Given the performance bound (25), this yields to a convergence of J cl ∞ (z, N ) to ℓ(z s , v s ) up to ε 1 (N − 1). In the robust setting, however, this does not hold anymore since two consecutive closed-loop nominal states z ⋆ N (0|t) and z ⋆ N (0|t + 1) do not satisfy the nominal system dynamics (3). Bayer et al. (2018) have shown that robust optimal operation at steady state follows if the closed-loop nominal sequence obeys the dissipation inequality
for all z ∈X ∞ and for all z + cl ∈ Z + cl (z), which is generically satisfied for Ω-robustly dissipative 1 setups. This is a rather strong dissipativity formulation and often not satisfied, however, (34) can be enforced by the MPC design as Bayer et al. (2014) presented:
(i) The inequality (34) can be implemented in the OCP (10) to constrain the initial conditions z 0 . Alternatively, (34) follows by the constraint
due to the nominal dissipativity of Assumption 5. (ii) Fixing z 0 = z(t) = z ⋆ N (1|t − 1) in the OCP (10) to be consistent with (3) yields (34) due to Assumption 5. Given (34), it follows J cl T (z, N ) ≥ ℓ(z s , v s ). Together with the derived performance bound of Theorem 1 this yields that the closed-loop average performance J cl T (z, N ) converges to the set [ℓ(z s , v s ), ℓ(z s , v s ) + ε 1 (N − 1)] as T → ∞ for N ≥ N 0 .
PRACTICAL CONVERGENCE
In many applications, we do not want the closed loop to behave unpredictably and are interested in the optimal steady-state operation. Therefore, we investigate in this section for what class of problems the nominal closedloop sequence converges to z s , which implicitly includes convergence of the real closed loop to the set {z s } ⊕ Ω. As the performance bound (25) comprises the error ε 1 (N −1), we only expect convergence to a neighborhood of z s that is shrinking with growing N , so-called practical convergence. To this end, we assume strict dissipativity of the nominal closed-loop sequence compared to dissipativity (34), which is required for convergence of the performance. Assumption 8. Let Assumption 5 hold. For all z ∈X ∞ and z + cl ∈ Z + cl (z) the following dissipation inequality holds
If this assumption is not satisfied, it can be induced by constraints in the OCP as discussed in Remark 3. (2014) 
Grüne and Stieler
as practical Lyapunov function, where the rotated stage cost is defined bỹ z, v, 0) ). (38) This rotated value function is also crucial in the stability proof of EMPC with terminal conditions, see (Amrit et al., 2011) for the nominal and (Bayer et al., 2014) for the robost case. Remark 4. If the strict dissipativity condition (Assumption 5) holds for the original OCP (9), then it also holds for the rotated OCP (37) with respect to the rotated supplys(z, v) =l(z, v) −l(z s , v s ) =l (z, v) . This follows immediately from (16) with the rotated storageλ = 0 and α ℓ = α ℓ . Thus, we can show the turnpike property as in Proposition 1 for the rotated OCP with the same constant c 3 and the same function α ℓ .
We will heavily exploit the similarity of optimal solutions following from the turnpike property. In particular, we will exploit that two solutions of the same OCP have end pieces with similar costs and that two solutions with the same initial condition but one of the original and one of the rotated OCP have start pieces with similar costs as stated in the following Lemma, which is inspired by Lemma 7.3 and Lemma 7.5 in (Grüne, 2013 
differing in their terminal costs F i : R n → R, for i ∈ {1, 2} and let the trajectory of the corresponding minimizer be denoted (z i⋆ N (·; z 0 ), v i⋆ N (·; z 0 )). Let Assumption 1-4 and 7 be satisfied. Then, for c 3 = M (c 2 +1)κ ℓ , ρ 4 = min{ρ 2 , c −1 2 ρ 3 }, and i, j ∈ {1, 2} the following statements hold:
(i) For all y, z ∈X ∞ , all δ ∈ (0, ρ 4 ], and all P ∈ N with
(ii) For all z ∈X ∞ , all δ ∈ (0, ρ 4 ], and all P ∈ N with
The set Q i δ (N, z) is defined analogue to (23) but for the optimal sequence of OCP (39).
Proof. To show (i) we use the local controllability Assumption 7 to go from z i⋆ N (P ; y) ∈ B n δ (z s ) to z i⋆ N (P + M ; z) ∈ B n δ (z s ) and the Lipschitz continuity of ℓ to obtain
. Interchanging y and z yields the absolute value. For verifying (ii) we use the local controllability to go from
leads to the desired inequality without the absolute value, but interchanging i and j completes the proof. ✷ Remark 5. We can recover the original OCP (9) V 1 N (z) = V N (z) with F 1 (z) = 0. The lemma can also be used for the rotated OCP (37) with F 2 (z) = −λ(z) if one considers that V 2 N (z) =Ṽ N (z) − λ(z) + N ℓ(z s , v s ). The minimizers v ⋆ N (·; z) and v 2⋆ N (·; z) are the same since the cost functions only differ by a constant depending on z.
We can use the rotated value functionṼ N to show convergence of the nominal closed-loop sequence up to an error term vanishing with growing N using Lyapunov arguments. Theorem 2. Let Assumptions 1-8 hold. Then there exist N 1 ∈ N and ε 2 ∈ L such that for all N ≥ N 1 there is
Proof. We will show thatṼ N is a practical Lyapunov function w.r.t. δ 3 (N ), which means that there exist
and for all z
Then, we can conclude for all sequences z ⋆ N (0|t + 1) ∈ Z + cl (z ⋆ N (0|t)) ⊆R n ∞ convergence in the sense of (42) w.r.t. ε 2 (N ) = α −1 1 (α 2 (α −1 3 (δ 3 (N ))) + δ 3 (N )) as stated e.g. in (Grüne and Stieler, 2014) . Due to Assumption 5 it holds
To construct an upper bound we distinguish z ∈ B n ρ4 (z s ) and z ∈ B n ρ4 (z s ), ρ 4 = min{ρ 2 , c −1 2 ρ 3 }. For z ∈ B n ρ4 (z s ) we can use the local controllability since ρ 4 ≤ ρ 2 to construct a candidate solution that is feasible since ρ 4 ≤ c −1 2 ρ 3 and steers the system from z to z s in M steps. Since (z s , v s ) is a steady state, the candidate solution can stay there withl(z s , v s ) = 0 for N − 2M steps and finally the local controllability can be used again to steer from z s to z in the last M steps to cancel out the storage function in the rotated costs
which is the number of time steps needed for the exponential reachability to reach B ρ4 (z s ). In this neighborhood of z s , we can reach z s within M steps without violating the constraints. Thus, with K = M + M ′ we havẽ
In summary, we can conclude for both cases
As next step, we verify the decrease (44) up to δ(N ), δ ∈ L of the practical Lyapunov candidateṼ N . To this end, we want to show that there exists δ 3 ∈ L with
for all z + cl ∈ Z + cl (z) such that with (36) we directly obtain (44) with α 3 = α ℓ and δ = δ 3 (N ). We will exploit the turnpike property of the five trajectories z ⋆ N (·; z), z ⋆ N (·; z), z ⋆ N (·; z + cl ),z ⋆ N (·; z + cl ), and z ⋆ N (·; z + ol ) with z + ol = f π (z, v ⋆ N (0; z), 0). Hence, in order to use Lemma 1, we have to choose N 1 ∈ N large enough, such that for all N ≥ N 1 there exists P ∈ N with {P..P + M } ⊆ Q ′ , where
then there exists P such that {P..P + M } ⊆ Q ′ holds. To see that, assume for the sake of contradiction that no such P exists, then there must be at least one element in each of the N M+1 pieces of length M + 1 in {0..N } that is not in Q ′ , i.e. #Q ′ ≤ N − N M+1 . Further, we know due to the turnpike property for each of the five trajectories that #Q δ(N ) (N, y) ≥ N − N 5(M + 1) + 1 5
and thus #Q ′ ≥ N − N M+1 + 1, which is a contradiction. Now choose N 1 ∈ N large enough such that δ(N 1 ) < ρ 4 to ensure feasibility. Finally, we can show (45)
we have to use the candidate solutionv N (·; z) from (30) for P + 1 instead of P to obtain in a first step
. Now we can use (40) to get rid of the end pieces of the trajectories and obtain
) + 8c 3 δ(N ) with δ 3 (N ) = 8c 3 δ(N ) and completes the proof. ✷ Remark 6. Due to the convergence of the nominal closedloop sequence (42), the real trajectory satisfies
which proves that the trajectory x(t) converges to {z s }⊕Ω up to ε 2 (N ) as t → ∞.
PRACTICAL ASYMPTOTIC STABILITY
The convergence of x(t) to {z s } ⊕ Ω up to ε 2 (N ) does not yet prove practical asymptotic stability of {z s } ⊕ Ω, since z ⋆ N (0|0) − z s is not necessarily proportional to x(0) {zs}⊕Ω . Nevertheless, we can prove practical asymptotic stability with respect to ε 3 (N ) ≥ ε 2 (N ) if we assume that the storage function has a maximum and is continuous at z s . Assumption 9. There exists α λ ∈ K ∞ such that for all z ∈ R n the storage function λ satisfies the inequalities
This Assumption is similar to the one required in (Bayer, 2017) to show asymptotic stability of robust EMPC with terminal conditions and is needed to ensure that there are no directions from which z s can be reached cheaper than it costs to stay at z(0) = z s . If this were not the case, even x(0) = z s could cause z(0) = z s and thus x(t) could leave {z s } ⊕ Ω. However, with Assumption 9 we can conclude closed-loop practical stability of the real system.
Theorem 3. Let Assumptions 1-9 hold. Then there exist N 1 ∈ N and a function ε 3 ∈ L such that for all N ≥ N 1 the set {z s } ⊕ Ω is practically asymptotically stable w.r.t. ε 3 (N ) under the closed-loop dynamics (11), i.e. for all
for any trajectory x(t + 1) ∈ X + cl (x(t)), t ≥ 0. Proof. For this proof, we use a more general version of the Lyapunov characterization of practical asymptotic stability that also allows for an error in the upper bound of the Lyapunov function and modify it for stability of a set. This is possible, since the proof for estimating the sequence x(t) − z s does not change compared to a sequence x(t) {zs}⊕Ω . In particular, we define the rotated value function for the real state as
where z ⋆ 0 (x) is the minimizer of (10), i.e. z ⋆ 0 (x) = arg min {z|x−z∈Ω} V N (z). We show for all x ∈X ∞ ⊕ Ω and all
holds to obtain practical asymptotic stability of the set {z s }⊕Ω for the real closed-loop trajectory w. (Faulwasser et al., 2018, Proposition 4.3) . For the first inequality of (52) it is easy to see that
To show the second inequality of (52), we have to distinguish x ∈ B n ρ4 (z s ) ⊕ Ω from x / ∈ B ρ4 (z s ) ⊕ Ω. In the first case we define z min = arg min {z|x−z∈Ω} z − z s , for which a feasible trajectory exists since z min − z s < ρ 4 ≤ ρ 2 allows to construct a trajectory with the help of the local controllability that steers in M steps to z s and stays there, where the feasibility follows from ρ 4 ≤ c −1 2 ρ 3 . We will use Lemma 1 to boundṼ N (x) =Ṽ N (z ⋆ (x)) w.r.t.Ṽ N (z min ). Note that the trajectories z ⋆ N (·; z ⋆ (x)), z ⋆ N (·; z ⋆ (x)), z ⋆ N (·; z min ), andz ⋆ N (·; z min ) satisfy the turnpike property and that N 1 was chosen large enough such that any five trajectories share at least M + 1 consecutive points in an δ(N ) = δ 3 (N )/(8c 3 ) neighborhood of z s . In particular, this holds for these four trajectories, thus, there exists P ∈ N such that {P..P + M } ⊆ Q ′ . Therefore, it is
where we used the optimality of z ⋆ (x)
at the marked inequality. Thus, we have with V 2 N from Remark 5 and due to Assumption 9Ṽ
analogue to this case in the proof of Theorem 2. Condition (52) follows due to α 2 ≤ α 4 . To show (53), we note that
This establishes thatṼ N is a practical Lyapunov function and thus {z s } ⊕ Ω is practically asymptotically stable with respect to ε 3 (N ). ✷ Remark 7. The fact that ε 3 (N ) > ε 2 (N ) results from asymptotic stability (guaranteed up to ε 3 ) being a stronger property than asymptotic convergence (guaranteed up to ε 2 ), since it also includes bounds for the transient behavior. This transient behavior, however, depends heavily on the choice of the first nominal state z ⋆ 0 (x(0)), x(0)−z ⋆ 0 (x(0)) ∈ Ω, such that we needed the additional Assumption 9 to ensure that z ⋆ 0 (x(0)) is close to z s whenever x(0) is close to {z s } ⊕ Ω. Remark 8. The statement of Theorem 3 does also hold under Assumptions 1-8, if one modifies the MPC such that at time 0 the nominal initial state is not chosen as z ⋆ N (0|0) = z ⋆ (x(0)) the minimizer of (9) but as z ⋆ N (0|0) = z min (x(0)) := arg min {z|x(0)−z∈Ω} z − z s . This choice guarantees that z ⋆ N (0|0) − z s = x(0) {zs}⊕Ω holds and thus (47) implies (50) even with ε 2 (N ) instead of ε 3 (N ).
NUMERICAL EXAMPLE
Consider the scalar economic growth model from Grüne and Stieler (2014) with dynamics
x(k + 1) = u(k) + w(k) (56) and the stage cost L(x, u) = − ln(Ax α − u), with A = 5 and α = 0.34, where we introduced an additive disturbance w(k) ∈ W = [−1, 1]. The state and input constraints are Z = [0, 10] × [0.1, 5]. Since the error dynamic is stable, we do not need the pre-stabilizing feedback π, i.e. π(x, v) = v such that f = f π , Z = Z π and L = L π . Since the system is static, the RCI set Ω can be chosen as Ω = W. Lipschitz continuity of the cost function L on the feasible set Z is not given in this example as L is not even defined everywhere in Z. To fix this, we relax the logarithm ln(ξ) for ξ < 0.001 to a parabola, that smoothly continues ln at 0.001. As discussed in (Grüne and Stieler, 2014) , the problem is (nominally) strictly dissipative with the linear storage function λ(x) = 0.2306x. Thus, we conclude that 
