In this paper, we introduce and analyze new randomized and deterministic algorithms to approximate the product of two matrices. In addition we provide what is, to the best of our knowledge, the first relative error bound for the Nyström approximation of quadratic forms. While deriving the proofs of the results, we highlight several new connections between matrix products, the Nyström extension and Schur complements. In addition, we see that using a sampling procedure similar to the recently introduced notion of volume sampling [1] yields good provable bounds, though the reasons underlying the use of this sampling technique are rather different in our case.
Introduction
Operations on large matrices are a cornerstone of computational linear algebra. With a few exceptions such as the approximate Lanczos and power methods, most algorithms used by practitioners aimed to optimize speed of computation under the constraint of obtaining an exact result. Recently, spurred by the seminal paper of Frieze et al. [2] , there has been a greater interest in finding algorithms which sacrifice the precision of the result for a gain in the speed of execution.
Consider the low-rank approximation problem; i.e., finding a matrix A k of rank at most k which approximates a given matrix A. The best matrix A k , best in the sense that it minimizes A − A k for any unitarily invariant norm (e.g., spectral or Frobenius norms), can be obtained by computing the singular value decomposition (SVD) of A. (Throughout this paper, we use the notation A k to denote the best rank k approximation to A andÃ k to denote an approximation to it -it will be easy to avoid confusion with A i which is used to denote the i th column of A) But in some instances, evaluating the SVD, which scales as O(n 3 ) where n is the largest dimension of A, may be too costly. Frieze et al. in [2] showed that A k can be reasonably well approximated by computing the SVD of a subset of the columns of A only, where the columns are sampled according to their relative powers-i.e., prob(pick column i) ∝ A i 2 / A i 2 ; the expected error coming from using the approximationÃ k instead of A k being of the form E A −Ã k 2 ≤ A − A k 2 +poly(k, 1/ǫ) A 2 . In subsequent papers it has been argued that the additive error term in A 2 may be large, and thus other sampling techniques have been introduced to obtain a relative error term (see, e.g., [3, 4] ).
In this paper, we will look at two different yet related problems, one being approximate matrix multiplication and the other being low-rank approximation to a positive definite quadratic form by use of the Nyström method. The Nyström method, familiar to numerical analysts, has nowadays found applications beyond its original field, most notably in machine learning. We will see that these two problems are related. As a consequence, we will derive randomized algorithms which draw random samples in a similar manner for both problems. In addition, and quite remarkably, the sampling distribution used turns out to be related to the volume sampling of [1] , but as we will see, it arises for a different reason in our case. Loosely speaking, in [1] this sampling has its origin in a relation between the volume of simplices and projection error, whereas in our case, it arises by way of Schur complements.
More directly related to our work is the work of Drineas et al. in [5] for matrix products and [6] for an algorithm related to the Nyström approximation. In the former, the authors showed that if one samples rows and columns according to their relative powers, the expected error goes as E AB − AB 2 ≤ constant/k A 2 B 2 . For the Nyström approximation, it was shown that if one samples according to the diagonals of a symmetric positive definite matrix G and approximates G k using a variation on the Nyström method detailed in [6] , then the error term is given by
ii . This paper is organized as follows. In Section 2, we briefly review the Nyström method used to approximate positive definite matrices [7, 8] . In Section 3, we introduce the problem of approximating a matrix product and highlight two different issues in it: the issue of best subset selection and the issue of optimal rescaling. We then solve the optimal rescaling problem and analyze a deterministic and a randomized algorithm for subset selection. In the subsequent section, we build on these results to provide what we believe is the first relative error bound for the Nyström approximation of a quadratic form; we conclude with a brief discussion outlining the algorithmic complexity indicated by our results.
Approximation Via The Nyström Method
To provide context for the results we describe, it is necessary to introduce the so-called Nyström method to approximate the eigenvectors of a symmetric semi-positive definite (SSPD) matrix.
The Nyström Method for Kernel Approximation
The Nyström method, familiar in the context of finite element methods, has found many applications in machine learning and computer vision in recent years (see, e.g., [8] and references therein). We give here a brief overview : Let k : [0, 1] × [0, 1] → R be a positive semidefinite kernel and (λ i , f i ), i = 1, . . . , M , denote pairs of eigenvalues and eigenvectors such that
The Nyström extension is a method to approximate the eigenvectors of k(x, y) based on a discretization of the interval [0, 1]. Define the M + 1 points x i by x m = x m−1 + 1/M with x 0 = 0, so that the x i 's are evenly spaced along the interval [0, 1]. Then form the Gram matrix K mn = k(x m , x n ), which in turn is used to approximate (1) by a finite-dimensional spectral problem
The Nyström extension then uses these v i to give an estimatef i of the ith eigenfunction as follows:
This method can also be applied in the context of SSPD matrices. Let G be an n × n positive definite matrix which is partitioned as
where A ∈ R k×k and k is typically much smaller than n. It is then possible to approximate k eigenvectors and eigenvalues of G by using the eigendecomposition of A as follows. Define
The Nyström extension then tells us that an approximation for k eigenvectors in U is given bỹ
These approximationsŨ ≅ U and Λ A ≅ Λ in turn yield an approximationG to G as follows:
The quality of this approximation can then be measured as the (e.g., Frobenius) norm of the Schur complement of A in G:
Approximation of Matrix Products
Let A ∈ R m×n and B ∈ R n×p . We use the notation A i to denote the columns of A and B i the rows of B. We can write the product AB as the sum of rank one matrices as follows:
The approach taken in order to estimate the product AB will consist of keeping only a few terms in the sum of (4); this entails selecting a few columns of A and a few rows of B, and rescaling their outer products as appropriate.
To gain insight into this problem, consider the following two extreme cases with A ∈ R n×2 and B = A T . First, suppose that the vectors A 1 and A 2 are proportional to each other. Then
hence we can recover the product without error by only keeping one term of the sum of (4) and rescaling it appropriately provided that we know the correlation between A 1 and A 2 . At the other extreme, if A 1 and A 2 are orthogonal to each other, rescaling will not decrease the error no matter which term in (4) is kept.
The above discussion makes clear that there are two key aspects to the problem of matrix product approximation as formulated above:
Optimal Subset Selection Problem
Which rows/columns should be selected and retained?
Optimal Reweighting Problem How should selected rows/columns be rescaled?
The problem can be solved exactly for a relatively low complexity, as we show below. The second problem, which is combinatorial in nature, seems generally much harder to solve; however, we detail an efficient approximation procedure in the sequel.
Solving the Optimal Reweighting Problem
We first consider the problem of optimal reweighting, conditioned upon a choice of approximating subset. In particular, suppose that an oracle gives us the best subset J ⊂ {1, . . . , n} of cardinality k to estimate the product AB. Without loss of generality, we assume that J = {1, . . . , k}. We then have the following result characterizing how well one can estimate the product AB:
where ⊙ is the Hadamard or entrywise product of matrices) and have the partition
where J = {1, . . . , k} without loss of generality, and Q J is the corresponding principal submatrix. Then the best approximation to the product AB using the terms {A i B i } i∈J is given by
where w := Q −1 J r and
matrix with all entries equal to one, then the approximation error in Frobenius norm is given by
This theorem tells us how well we can approximate the product granted that we know only a few rows/columns of A and B, and their correlations with the remaining rows and columns. It also allows us to characterize in strong terms the best subset J of size k; it is the subset that minimizes tr(S C (Q J )E).
Proof. Given the subset J of {1, . . . , n}, we are looking for the best scaling factors w i to minimize the approximation error AB − AB 2 . We can write the error as
By distributing the product and using the linearity of the trace, we get
where we made use of the following equality
We now work towards rewriting (8) in a more manageable form. First, using the fact that tr(AB) = tr(BA), we see that
By combining (4) and (11), we have
Similarly, using (11), we get after an easy computation that
We now rewrite (8) in a more manageable form:
The optimal weight vector is now obtained by setting the gradient of (12) to zero. Hence we obtain
which proves the first part of the statement. For the second part, first notice that if [1] is the vector whose entries are all one, we have the following expression for r:
Hence, at the optimum, the error is
where we see thatQ is the Nyström approximation of Q as described in Section 2. Using Lemma 1 below, we have
which finishes the proof of the Theorem.
The proof of the second part of Theorem 1 is based on the identity proven below:
Lemma 1. Let A and B be real matrices of dimensions m × n and n × p, respectively, and let E be the n × n matrix with all entries equal to one. The following identity holds:
Proof. Recall that we can write the product AB as a sum of n rank one terms as follows:
We thus have, by definition of the Frobenius norm, that
Using the invariance of the trace with respect to cyclic permutations, the last equation yields
and the relation (14) is proved.
Approximating the Optimal Subset Selection Procedure
Having shown a solution to the optimal reweighting problem according to Theorem 1, we now turn our attention to the companion problem of optimal subset selection. In this section, we present two approximations: one based on a random choice of subsets, and an alternative "greedy" approach which yields a worst-case error bound.
Random Choice of Subset
We here discuss a random oracle which outputs a subset J with a probability p J described below. Recall our earlier definition of the matrix Q = A T A ⊙ BB T according to Theorem 1. Clearly, both A T A and BB T are positive definite, and thus by the Schur Theorem [9] , Q is also positive definite. From this, we conclude that 1. There exists a matrix X ∈ R n×n such that Q = X T X;
2. All the principal minors det(Q J ) of Q are positive.
We assume here that an oracle returns a subset J ⊂ {1, . . . , n} with probability
where K = J,|J|=k det(Q J ) is a normalizing constant. The second fact above tells us that this probability distribution is well defined. Under this oracle assumption, we can then characterize the average error as follows: be the error due to approximating the product AB by AB as described in (6) . The average error obtained by sampling J according to the distribution of (16) is bounded by
where X is defined via the relation X T X = A T A ⊙ BB T , and X k denotes the optimal rank-k approximation to X obtained by truncating its singular value decomposition.
Proof. We know from Theorem 1 that, conditioned upon having chosen a subset J ⊂ {1, . . . , n}, the error can be expressed as Err(J) = tr(S C (Q J )E).
We need to evaluate
Since S C (Q J ) is positive definite, we have that tr(S C (Q J )) is larger than the largest eigenvalue of S C (Q J ) and we can bound the error as follows:
Notice that equality is obtained when S C (Q J ) ∝ E and hence this bound is tight. Now, by using the Crabtree-Haynsworth formula of Lemma 3 (see below), we have
Using the above relation, we have
It is well known (see, e.g., [9] ) that if Q is a positive definite matrix with eigenvalues λ 1 ≥ . . . ≥ λ n , then the sum of the principal k−minors of Q of can be expressed as the sum of k−fold products of the eigenvalues of Q. More precisely,
From (20) we get that
Using this fact, we obtain
where we recall that X is such that X T X = Q = A T A ⊙ BB T . Therefore, we have
For practical reasons, we may also wish to relate this approximation error to that of the respective optimal low-rank approximations to A and B, respectively A − A k 2 and B − B k 2 :
Corollary 1. The average error for the matrix product approximation described in Theorem 3 can be further bounded by
Proof. The proof of (22) is based on the following majorization relations between the singular values {σ i } of matrices M and N and the singular values of their Hadamard product [10] . Assuming the singular values sorted in non-increasing order, we have:
In particular, if M = A T A, N = BB T , and X T X = Q = M ⊙ N , then the singular values of Q, M and N are the squares of the singular values of X, A and B respectively:
From the above equation, we get
which concludes the proof.
Deterministic Choice of Subset
Recall that Theorem 1 indicates we should ensure that the diagonal terms of Z are kept as as small as possible. Hence, as a purely deterministic approximation to the optimal subset selection procedure, we may take J such that it contains the indices of the k largest terms
While yielding only a worst-case error bound, this approach has the advantage of being easily implementable (as it does not require sampling according to det(Q J )); it also appears to perform well in practice [11] . This greedy algorithm proceeds as follows:
Algorithm 1 Greedy Approximate Matrix Multiplication Given matrices A ∈ R m×n and B ∈ R n×p and a positive integer k ≤ n:
. . , n, and take J := {i 1 , . . . i k } to be the indices of the k largest elements of T . To bound the approximation error of this algorithm, note that the Schur complement is positive definite (see, e.g., [9] ). Since the error term is the sum of all the terms in the Schur complement, we can look to bound its largest element. To this end, we have the following result: Proposition 1. The largest entry in S C (Q J ) is smaller than the largest diagonal element of Z.
Set
Recall that Z is defined in (5) . This proposition confirms that a good error-minimization strategy is to make sure that the diagonal terms of Z are as as small as possible, or equivalently take J such that it contains the indices of the k largest A i , A i B i , B i as per Algorithm 1 above.
The proof of Proposition 1 is based on the following set of results:
Lemma 2. If Q is a positive definite matrix, then max ij Q ij (the entry of Q with maximal value) is positive and on the diagonal of Q.
Proof. Since Q is positive definite, we know there exists a matrix X ∈ R n×n such that
By the Cauchy-Schwartz inequality, we have
from which we deduce that one of the following inequalities has to be satisfied:
Now if we suppose that max ij Q ij is not a diagonal element, the relations of (24) yield a contradiction-and hence the largest entry of Q is on its main diagonal. Its positivity is obvious.
The entries of S C (Q J ), the Schur complement of Q J in Q, can be characterized explicitly according to the following formula:
Lemma 3 (Crabtree-Haynsworth [12] ). Let Q J = Q 1,...,k;1...,k be a nonsingular leading principal submatrix of Q obtained by keeping the rows and columns with indices 1, . . . , k. Then S C (Q J ), the Schur complement of Q J in Q, is given element-wise by (S C (Q J )) ij = det(Q 1,...,k,i;1,...,k,j )/ det(Q J ).
(25) Furthermore, it is possible to bound the entries of S C (Q J ) as follows:
Lemma 4 (Fischer's Lemma [9] ). If Q J is a positive definite matrix, then
We are now ready to give the proof of Proposition 1:
Proof of Proposition 1. The preceding two lemmas tell us that the diagonal entries of S C (Q J ) are bounded by max i / ∈J Q ii (i.e., the largest diagonal element of Z, according to the partition of (5)). And using Lemma 2, we know that every entry of S C (Q J ) is bounded by these diagonal entries.
Hence a worst-case error bound for deterministic matrix product approximation, conditioned on a choice of subset J and the corresponding optimal reweighting procedure, is given by combining the results of Theorem 1 and Proposition 1 as follows:
Error Bounds for the Nyström Approximation
We now build on the results of preceding sections to derive what is, to the best of our knowledge, the first relative error bound for the Nyström approximation of a symmetric positive definite matrix. Let G ∈ R n×n be a positive definite matrix andG be its rank k approximation obtained according to (2) with A = G J . Similarly to Section 4.1.1, we will sample from subsets J of cardinality k according to
where K = J,|J|=k det(G J ) is a normalizing constant. Doing so yields the following:
Theorem 3. Let G ∈ R n×n be a positive definite matrix and let Err(J) = G −G be the error due to approximating G byG as described in (2) . The average error obtained by sampling J according to the distribution of (26) is given by
where X is defined by X T X = G.
Proof. The error conditioned upon having chosen a subset J ⊂ {1, . . . , n} can be expressed according to (3) as Err(J) = S C (G J ) .
If we denote by λ i the eigenvalues of S C (G J ), we have the following relations (owing to positive definiteness of G and subadditivity of the square root):
We may then use the Crabtree-Haynsworth formula of Lemma 3 to obtain the equality tr(S C (G J )) = i / ∈J det(G J∪{i} ) det(G J ) .
Using the above relations, we have where we recall that X is such that X T X = G. Therefore, we have E(Err(J)) ≤ (k + 1) X − X k 2 .
(28)
