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a b s t r a c t
This paper studies a group of basic state reduction based dynamic programming (DP)
algorithms for the multi-objective 0–1 knapsack problem (MKP), which are related to the
backward reduced-state DP space (BRDS) and forward reduced-state DP space (FRDS).
The BRDS is widely ignored in the literature because it imposes disadvantage for the
single objective knapsack problem (KP) in terms of memory requirements. The FRDS based
DP algorithm in a general sense is related to state dominance checking, which can be
time consuming for the MKP while it can be done efficiently for the KP. Consequently,
no algorithm purely based on the FRDS with state dominance checking has ever been
developed for the MKP. In this paper, we attempt to get some insights into the state
reduction techniques efficient to the MKP. We first propose an FRDS based algorithm with
a local state dominance checking for the MKP. Then we evaluate the relative advantage of
the BRDS and FRDS based algorithms by analyzing their computational time and memory
requirements for the MKP. Finally different combinations of the BRDS and FRDS based
algorithms are developed on this basis. Numerical experiments based on the bi-objective
KP instances are conducted to compare systematically between these algorithms and
the recently developed BRDS based DP algorithm as well as the existing FRDS based DP
algorithm without state dominance checking.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The multi-objective 0–1 knapsack problem (MKP) can be viewed as an extension of the single objective 0–1 knapsack
problem (KP) [1] to accommodate more than one objective [2]. The MKP can be defined as follows: given a knapsack of
capacityW and a set of n items, each item associated with r integer profits, denoted by an r-dimensional vector (c1j , . . . , c
r
j ),
and an integer weightwj, j = 1, . . . , n. The problem consists of selecting a subset of the items whose total weight does not
exceedW andwhose profit objectives are ‘‘maximized’’ in the Pareto sense. The problem can be formulated as the following
multi-objective linear integer programming model:
‘‘ max ’’

n
j=1
c1j xj, . . . ,
n
j=1
crj xj

(1)
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subject to:
n
j=1
wjxj ≤ W , (2)
xj ∈ {0, 1}, j = 1, . . . , n. (3)
Here binary variables xj are used to indicate whether item j is included in the knapsack or not. In addition, we follow the
common assumptions in most literature: W , wj, ckj (j = 1, . . . , n, k = 1, . . . , r) are positive integers. To avoid trivial
solutions, it is assumed thatwj ≤ W (j = 1, . . . , n) andnj=1wj > W .
Several approaches have been proposed to solve theMKP, involving both approximatemethods and exact algorithms. The
approximate approaches mainly include the fptas (fully polynomial approximation scheme) [3] and metaheuristics [4–8].
The exact approaches include branch and bound (BB) algorithm [9], dynamic programming (DP) based algorithms [10–13],
and other exact algorithms, for example, an exact algorithm by exploiting the development for the multi-objective linear
programming [14].
In this paper, we revisit the DP based exact algorithms and attempt to identify the state reduction techniques efficient
to the MKP convincingly based on studying the computational time and memory requirements of a group of DP based
algorithms using different reduction techniques for the bi-objective KP (BKP) instances. The study is motivated by the
following facts.
First, in the multi-objective optimization context, the solution process consists of finding the Pareto frontier (PF) with a
number of non-dominated objective vectors in the objective space which corresponds to efficient solutions in the decision
space. Usually, the computational effort increases as the number of objectives increases [2,15]. It is a hard task to generate
the exact PF. However, there is a growing need for efficient exact algorithms from both theoretical and practical viewpoints
though the approximate approaches can generate a good approximation of the PF.
Second, based on numerical experiments, it is known that DP based algorithms are among the best exact approaches to
solve the MKP. Especially, different DP algorithms show different solution time efficiency against different types of the BKP
instances. The DP algorithm using labeling (LDP) approaches [10] outperforms BB based algorithm [9] and the dominance
based DP (DDP) algorithm [11] outperforms the LDP algorithm. In practice, multiple conflicting objective instances, where
the profit objectives are negatively correlated, are more appropriate to model the real-world situations and these instances
are called hard instances defined in [11]. The bounding technique based DP (BDP-II) algorithm [12] is more efficient than the
DDP algorithm [11] for the non-hard type of instanceswhile less efficient for the hard type of instances. A recently developed
two state reduction based DP (TDP) algorithm [13] performs better than the DDP algorithm especially for the hardest type
of instances, where the two conflicting objectives are correlated with weight coefficients, while worse for the easy (quasi
single objective) instances with two ‘‘unconflicting’’ profit objectives.
Finally, the TDP algorithm [13] differs from all the other DP based algorithms in that the former is based on a backward
reduced-state DP space (BRDS) while the latter on the forward reduced-state DP space (FRDS). The DP space consists of
all of the states and related transitions between the states in the DP process. The LDP algorithm [10] is based on a special
type of FRDS without using state dominance relations. The DDP [11] and BDP-II [12] algorithms are hybrid FRDS based DP
algorithms. Before the TDP algorithm, the BRDS has never been applied in developing a DP algorithm because it imposes
disadvantage for the KP in terms of the memory requirements. The current algorithm development indicates that the BRDS
and FRDS respond differently to the MKP.
The FRDS in a general sense is related to the state dominance relation. The state dominance relations can be defined
as follows: assume that two states s and s’ in the DP space represent the solutions to the same sub-problem, then state s
dominates state s’ if the total weight of items at state s’ is not smaller than that at state s and total profit values at state s’ are
not larger than those at state s. The FRDS is generated by discarding the dominated states in the DP space and the remaining
non-dominated states (nodes) are called sparse nodes. The FRDS based sparse node DP (SDP) algorithm has not be applied
to solve the MKP though it was used to solve the 0–1 KP for more than three decades ago [16] and extended to solve the
integer KP later [17,18] because the state dominance checking can be done efficiently for the KP. A standard SDP algorithm
which discards all the dominated states can be inefficient for the MKP because the state dominance checking can be time-
consuming when the number of objective vectors of a state is large and it is an NP-hard problem to determine whether a
given objective vector is dominated or not [19]. Up to now, the usage of the state dominance relation for the MKP appeared
only in a hybrid DP algorithm [11], where several dominance relations were applied together.
All the above mentioned DP algorithmsmake use of some techniques to reduce explicitly or implicitly the number of the
states in the DP space. In this paper, we restrict our attention to the basic state reduction techniques used to generate BRDS
and FRDS, including state dominance relations.
The major contributions of the paper can be summarized as follows. First, we propose a variant of multi-objective
SDP algorithm with a local state dominance checking to fill the gap for the FRDS based algorithm using state dominance
relations for the MKP. Second, we evaluate the relative computational advantage of the BRDS and FRDS based algorithms by
conducting time and space analysis. Third, we propose new DP based algorithms by combining the FRDS and BRDS based
algorithms in an innovative manner on this basis. Finally, we compare systematically the computational time and memory
requirements of different algorithms by constructing the confidence intervals (using statistical inference [20]) so that the
conclusions can be made convincingly in a general sense.
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The paper is organized as follows. In Section 2, we give an overview of the basic state reduction techniques and related
reduced-state DP spaces and present a variant of multi-objective SDP algorithm with a local state dominance checking. In
Section 3,we analyze the computational time andmemory requirements of the BRDS and FRDSbased algorithms. In Section 4
we propose different combinations of the BRDS and FRDS based algorithms. In Section 5,we report the computational results
of different DP algorithms based on the BRDS and FRDS for the BKP instances.
2. Basic state reduction techniques
DP is an optimization approach that decomposes a complex problem into a sequence of simpler sub-problems. The
essential feature of the DP approach is the structuring of optimization problems into multiple stages, which are solved
sequentially, one stage at a time. Associated with each stage of the optimization problem are the states of the process.
The state is a way to describe a solution of the sub-problem, which contains enough information to make future decisions
without regard to how the process reached the current state. Finally a recursion optimization procedure is set up to describe
the transition from state to state so that the solution of the problem can be obtained by solving multi-stage sub-problems
sequentially.
The basic sequential DP (BDP) procedure is one of ways to decompose the problemwithin the DP framework [21]. Before
describing the basic state reduction techniques, we introduce the BDP procedure for solving the MKP. On the one hand, the
BDP space is the reference for discussing the reduced-state DP space. On the other hand, the BDP algorithm is the basis for
determining the effectiveness of the BRDS based algorithm [13]. Here, we present the BDP procedure and the subsequent
DP-based algorithms based on the network structure and terminology [22].
Let G = (N, A, p) be a directed connected network, where N is the set of nodes and A ⊆ N × N is the set of arcs; the
arc from node i to node j is denoted by (i, j) and the values associated with the arc (i, j) are represented by an r dimensional
vector c(i, j) = (c1(i, j), . . . , cr(i, j)). A state corresponds to a node, the transition from state to state at different stages
corresponds to a directed arc and a stage corresponds to a layer in the network.
2.1. Basic sequential DP process
The BDP procedure consists of n stages, namely, α = 1, . . . , n. Each stage α corresponds to a single variable whose value
is determined and each stage consists ofW + 1 states, counting from 0 toW . Let αt denote the node at the tth position in
layer α(α = 1, . . . , n; t = 0, . . . ,W ). In the BDP process, t represents the knapsack capacity of the sub-problem at node
αt and the total weight of items for the solution at node αt is not larger than t . For simplicity, we call t the capacity of the
node and the total weight of items at node αt the weight of the node. For two nodes αt1 and αt2 in layer α, if t1 > t2, then
the position of the node αt1 is higher than that of αt2.
The arc values related to the r profit objectives, from layer α − 1 to α, are given by (c1α, . . . , crα) if the item α is included
in the knapsack in layer α and (0, . . . , 0) otherwise. Let S(αt) denote the set of non-dominated objective vectors at node αt .
Then the recursive equations in the BDP procedure can be represented as follows.
At the first stage α = 1, we get:
S(1t) =
{(0, . . . , 0)} 0 ≤ t < w1
{(c11 , . . . , cr1)} w1 ≤ t ≤ W . (4)
At the subsequent stages α = 2, . . . , n, we get:
S(αt) =

S((α − 1)t) 0 ≤ t < wa
non-dominated (S((α − 1)t) ∪ {{(c1α, . . . , crα)} ⊕ S((α − 1)t−wα )}) wα ≤ t ≤ W (5)
where ‘‘non-dominated’’ in Eq. (5) refers to all the non-dominated objective vectors for the operating set and the ‘‘⊕’’
operator means that the addition operation is applied over all the elements of the set S((α − 1)t−wα ), i.e., (c1α, . . . , crα)
is added to each element of the set. The parameters W , wα , ckα and n (α = 1, . . . , n, k = 1, . . . , r) are the same as those
used in the problem formulation (1)–(3).
The above recursive equations are the results of extending the Bellman principle [21] for the KP to the MKP context.
The number of nodes in the BDP space (n(W + 1)) is the same for both the single objective and multi-objective cases. The
number of nodes affects both the solution time efficiency and memory requirements for the DP-based algorithms. The BDP
network consists of many nodes that are not necessary to determine the PF of the problem. The number of the nodes in the
BDP space can be reduced using different state reduction methods. There are two basic state reduction techniques, called
backward and forward techniques, which can be used to generate a backward reduced-state DP space (BRDS) and a forward
reduced-state DP space (FRDS), respectively. The specific reduced-state DP space is named after the algorithm based on it.
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Fig. 1. Procedure for generating a backward reduced-state DP space (BRDS).
Fig. 2. Procedure for the BRDS based RDP algorithm.
2.2. Backward reduced-state DP space (BRDS)
The BRDS is generated by a backtracking process and introduced in [13] for developing the TDP algorithm. In [13], an
RDP algorithm purely based on the BRDS was also implemented to evaluate the contributions of the two state reduction
techniques. The results show that the BRDS is a primary reduction technique and the performance of the TDP algorithm is
mainly determined by the BRDS. Therefore, the BRDS is called the RDP space. The backward technique is briefly described
below. The BDP procedure solves all-capacity problems [1]. At the last stage, all the non-dominated objective vectors of the
sub-problem with knapsack capacity t (t = 0, . . . ,W ) can be obtained at the corresponding node nt . Only one node nW
is needed if the problem with knapsack capacity W is solved. Using this as a starting point, all the nodes at the previous
stages (necessary to solve the problem) can be identified by a backtracking process and the number of nodes in the DP space
can be reduced significantly as compared with the BDP space. The nodes in the BRDS are called necessary nodes. Here it
is worth mentioning that BRDS must be generated beforehand and stored in the memory before the algorithm procedure
starts. Fig. 1 gives the procedure for generating the BRDS. This procedure modifies the corresponding procedure in [13]
without generating the arcs between the nodes. Fig. 2 gives the procedure for the BRDS based RDP algorithm. The nodes in
each stage of the BRDS are arranged based on the decreasing order of the node positions. The reason for such arrangement
is that only one layer of the nodes with objective vectors needs to be stored in the DP process, similar to the BDP for the
KP [1].
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Fig. 3. Procedure for the forward reduced-state DP space (FRDS) based LDP algorithm.
2.3. Forward reduced-state DP space (FRDS)
The FRDS is generated by a forward process [16], which discards dominated states based on the state dominance relation
described in the introduction part. To facilitate describing the state generation procedure of the FRDS for the MKP, we
represent a sub-state at stage α by a (r+1) dimensional vector (s1α, . . . , srα, sr+1α ), where siα(i = 1, . . . , r) is the ith objective
and sr+1α the weight of a feasible solution. The collection of the non-dominated sub-states with the sameweight sr+1α at stage
α corresponds to a state defined in Section 2.1. The remaining non-dominated states (nodes), called sparse nodes, form a
FRDS. The sparse nodes are nodes with distinct profit values in the DP space. The sparse node DP (SDP) algorithms [16–18]
were developed by calculating the profit values of the sparse nodes. Thus, we call it the SDP space. The states in the SDP
space are generated by the following procedure.
Dα+1 = non-dominated(Dα ∪ {{(c1α+1, . . . , crα+1, wα+1)} ⊕ Dα}). (6)
Here, Dα(α = 1, . . . , n − 1) is the set of non-dominated states at stage α. The ‘‘non-dominated’’ operator and the ‘‘⊕’’
operator here is similar to those introduced in (5). A state should be removed from Dα+1 if its weight is larger thanW .
In addition, for the MKP, there is a final aggregate stage g with only one state, which collects all of the non-dominated
objective vectors at stage n, i.e.,
Dg = non-dominated (Dn). (7)
The LDP algorithm [10] was developed by transforming the MKP into a multi-objective shortest path model. It is essen-
tially a special type of FRDS based on DP algorithm. The nodes in the LDP space are directly generated based on the weight
of items, equivalent to the generation (6) without applying ‘‘non-dominated’’ operator between the states. However, the
‘‘non-dominated’’ operator is still needed within the state. For example, two bi-objective sub-states (8, 3, 3) and (8, 3, 4) can
coexist in the LDP space but (8, 3, 4) should be eliminated from the SDP space. However, if there are two sub-states with the
same weight: (7, 2, 3) and (8, 3, 3), then the sub-state (7, 2, 3) should be eliminated from both the LDP and SDP spaces. Fig. 3
gives the procedure for the LDP algorithm. The procedure modifies the original procedure in [10] by changing the objective
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Fig. 4. Procedure for the relaxed FRDS based SDP algorithm with a local state dominance checking.
from ‘‘min’’ to ‘‘max’’ sense. The LDP space is generated as the LDP algorithm goes on. The nodes in the LDP space are themix-
ture of the true sparse nodes and some nodes between two consecutive sparse nodes. We call these nodes (pseudo) sparse
nodes.
Up to now, there is no report in the literature about the SDP algorithm for the MKP because state dominance checking
can be inefficient for the MKP. The standard SDP algorithm, which discards all the dominated nodes, can be time consuming
for the MKP because it needs in principle to check the objective vectors of the current node against those for all the nodes
with a lower position and it is an NP-hard problem to determine whether a given objective vector is dominated or not [19].
Nowwe present a relaxed SDP algorithmwith a local state dominance checking on the basis of the LDP algorithm. The local
state dominance checking means that the dominance checking is limited to a fixed number of nodes to improve the time
efficiency. Let L (called the range of the local state dominance checking) be the maximum number of nodes with a lower
position (than the current node) to choose for the state dominance checking, counting sequentially from the current node.
Then we can define a new operator ‘‘non-dominatedL’’, which collects the non-dominated objective vectors of the current
node based on L. If L > W , then the operator does state dominance checking of the standard SDP algorithm. Fig. 4 gives
procedure for the relaxed SDP algorithm with a local dominance checking.
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(a) BDP space. (b) RDP space.
Fig. 5. Illustration of the BDP and RDP spaces.
(a) LDP (SDP) space. (b) SDP space.
Fig. 6. Illustration of the LDP and SDP spaces for the bi-objective case as well as the SDP space for the single objective case.
2.4. Illustration of different types of DP spaces
In this section, we illustrate different types of DP spaces using the following BKP example.
‘‘ max ’’(8x1 + 9x2 + 3x3 + 7x4, 3x1 + 2x2 + 10x3 + 6x4)
subject to : 3x1 + 2x2 + 2x3 + 4x4 ≤ 7
xj ∈ {0, 1}, j = 1, . . . , 4.
For the SDP space, we consider the spaces for both the single objective and bi-objective cases. The single objective case
is directly extracted from the bi-objective case by considering the first objective. Fig. 5 illustrates the BDP and RDP spaces.
Fig. 6 illustrates the LDP and SDP spaces for the bi-objective case as well as the SDP space for the single objective case. For
this specific example, the LDP and SDP spaces coincide for the bi-objective case. In Fig. 5 and 6, only two arcs are labeledwith
arc values at each stage. The remaining arcs will repeat these two arc values based on different procedures for generating
the spaces (refer to Section 2.1 and the procedures of Figs. 2–4.
We notice that the nodes in the RDP and LDP spaces are only related to the weight of items while the nodes in the
SDP space are associated with both the weight and the profit objectives. The RDP space is the same for both the single
objective and multi-objective cases. The LDP space for the MKP is the same as that for the single objective case except the
final aggregate stage that the KP does not have. The SDP spaces are different for the single objective and multi-objective
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cases for the first n stages. In addition, the MKP has the final aggregate stage while the KP does not. For the LDP and SDP
spaces, the position of the node coincides the weight of the node for the first n stages while for the RDP space the position
of the node remains the capacity of the node. For simplicity’s sake, we use the position of the node to distinguish between
the nodes in the same stage.
3. Time and space analysis of the BRDS and FRDS based algorithms
As mentioned before, three basic state reduction based DP (RDP, LDP, and SDP) algorithms are associated with three
reduced-state DP (RDP, LDP, and SDP) spaces. In the following we analyze the computational time and the memory
requirements of the BRDS based on the RDP algorithm and the FRDS based on the LDP and SDP algorithms.
Here we need to mention the difference between the KP and the MKP in terms of memory requirements and
computational time for node calculation. The memory requirements for node calculation are determined by the number
of nodes in stages for the KP and by both the number of nodes and the number of objective vectors of a node in stages for
the MKP. Similarly, the time for node calculation is determined by the number of nodes in the DP process for the KP (e.g. the
time complexity of the BDP algorithm is O(nW ) [1] and n(W + 1) is the total number of nodes in the BDP space) and by the
effort for calculating the objective vectors of the node in the DP process for the MKP. It means that reducing the number of
nodes can generally lead to reducing the solution time of the algorithm for the KP. However, this is not the case for the MKP
in the situation when the effort for reducing the number of nodes is larger than that for calculating the objective vectors of
the node.
Generally speaking, the number of objective vectors is (much) larger than the number of nodes because one node contains
at least one objective vector. Consequently, both the memory requirements and time for the node calculation are large for
the MKP and small for the KP. It means that different state-reduction techniques can show different effects on the MKP
and the KP in terms of the memory requirements and solution time. In the following, we give the general components for
calculating the memory requirements and computational time for the MKP. The following notation is introduced.
M maximum number of non-dominated objective vectors of a node for the entire DP process,
Mα maximum number of non-dominated objective vectors of a node at stage α (α = 1, . . . , n),
Mα average number of non-dominated objective vectors of a node at stage α (α = 1, . . . , n),
Nα number of nodes at stage α (α = 1, . . . , n),
ND number of non-dominated objective vectors for a given instance,
TBRDS generation time for the BRDS,
Tstage computational time for the objective vectors from stages 1 to n of the DP process,
T computational time for an algorithm,
U memory requirements for an algorithm,
V1 memory requirements for one stage of objective vectors during the DP process,
VBRDS memory requirements for the BRDS,
τ α average time for obtaining a non-dominated objective vector at stage α (α = 1, . . . , n),
τ g average time for obtaining a non-dominated objective vector at aggregate stage g for the FRDS based algorithms.
For the specific algorithm, we attach the algorithm name as a superscript for the above notation. For example, MRDP
denotes themaximum number of non-dominated objective vectors of a node for the entire DP process of the RDP algorithm.
For determining the memory requirements, we use the memory requirements for an integer as a basic measuring unit.
The memory requirements for an r dimensional integer objective vector are r times the basic unit. Then the memory
requirements for one stage of objective vectors are
V1 = r max
α
(NαMα). (8)
The memory requirements for the BRDS are
VBRDS = NRDP1 n. (9)
For some reduced-state spaces, Nα assumes a regular non-increasing or non-decreasing pattern, while no regular patterns
can be identified for other spaces. Generally speaking,Mα(Mα) does not assume a regular increasing or decreasing pattern.
However, it has tendency to increase as the stage increases for all the DP based algorithms discussed here. It may increase
quickly for some types of instances while slowly for other types of instances. τ α depends on the average incoming arcs of a
node, average number of objective vectors carried out by the incoming arcs and average number of non-dominated objective
vectors of the node. If the difference ofMα from stage to stage is within a certain limit, then it can be assumed that τ α = τ
(τ is a constant) for simplicity for a given reduced-state DP space based algorithm. It means that the computational time for
the objective vectors is proportional to the total number of objective vectors to calculate during the DP process, i.e.,
Tstage = τ

α
NαMα. (10)
As commented by Klamroth andWiecek [22], the structure of the DP space, including the total number of nodes, the number
of final nodes and the number of transition arcs affects the computational time of the related DP algorithm. In addition, the
Mα(Mα) is related to the ND of a given instance besides the structure of the DP space.
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3.1. Time and space analysis of the BRDS based algorithm
The BRDS must be generated beforehand and stored in the memory. The calculation process of the algorithm based on it
(RDP algorithm) is straightforward (Fig. 2). For the RDP algorithm, one stage of objective vectors need to be kept in the DP
process as mentioned in Section 2.2. The memory requirements for the RDP algorithm are the sum of those for one stage of
objective vectors and for the BRDS, i.e.,
URDP = V RDP1 + VBRDS. (11)
The computational time for the RDP algorithm is the sum of computational time for the objective vectors from stages 1 to n
and for generation time for the BRDS, i.e.,
T RDP = T RDPstage + TBRDS. (12)
Since the node profile of the BRDS assumes a non-increasing pattern, i.e.,NRDP1 ≥ · · · ≥ NRDPn andMRDPα (MRDPα ) (α = 1, . . . , n)
has tendency to increase asα increases, both the computational time and thememory requirements for the objective vectors
can benefit from this structure. In terms of computational time, this structure means that the number of nodes with a large
number of objective vectors at the later stages can be reduced greatly and thus the solution efficiency of the RDP algorithm
can be improved. In terms of memory requirements, this structure means that the memory requirements are determined
by some middle stage θ , where both NRDPθ and M
RDP
θ are moderately large because N
RDP
α is small at the late stages and M
RDP
α
is small at the early stages.
As discussed in [13], the effectiveness of the RDP algorithm is determinedby itsmemory requirements. TheRDP algorithm
is effective if URDP < UBDP and VBRDS < V RDP1 . The condition for the effectiveness is that ND> λn/r(λ > 0, a constant). λn/r
is a linear functionwith respect to n for a given r . This condition is not difficult tomeet for the typical types of MKP instances
based on the numerical results of [11,13]. This condition means that the memory requirements for the RDP algorithm are
determined by those for the objective vectors (V RDP1 ) when theND increases fast (ND≫ λn/r) with respect to n and by those
for the BRDS (VBRDS) if the ND increases slowly (ND≪ λn/r) with respect to n. The computational time also has the similar
tendency. The solution time is determined by T RDPstage when the ND increases fast with respect to n and by both T
RDP
stage and TBRDS
when the ND increases slowly with respect to n or the ND is small because TBRDS is comparable to T RDPstage.
3.2. Time and space analysis of the FRDS based algorithms
Both the LDP and SDP spaces are FRDS. These spaces are generated as the calculation process of the algorithm goes on and
thus it is not necessary to store the whole DP space. Only two stages of node positions are needed to store. For determining
the PF for the MKP, two stages of objective vectors need to be kept in the DP process no matter the calculation proceeds
from the node with the highest position to the node with the lowest position or vice versa.
Now, we use the example of Fig. 6(a) to illustrate why it is not possible to use one stage of nodes to complete the
calculation. Assume that we start to calculate the objective vectors of the nodes at stage 3 and only the nodes at stage 2
is available now.
If the calculation proceeds from the nodewith the lowest position to the nodewith the highest position, the calculation is
given below. First, S(30) = S(20) and S(30) occupies the same unit of S(20) in thememory. Second, S(32)= non-dominated
((S22)∪{{(3, 10)}⊕ S(20)}) and S(32) occupies the same unit of S(22) in thememory. Itmeans that S(22) have been changed
into S(32). Third, S(33) = S(23) and S(33) occupies the same unit of S(23) in the memory. Up to now, everything is smooth.
However, when node 34 is processed, S(34) = non-dominated ({(3, 10) ⊕ S(22)}) but S(22) have been changed in the
second step.
If the calculation proceeds from the node with the highest position to the node with the lowest position, the calculation
is given below. First, S(37) = non-dominated ({{(3, 10)} ⊕ S(25)}) and S(37) occupies the same unit of S(25) in the
memory. It means that S(25) has been changed to S(37). Second, when node 35 is processed, S(35)= non-dominated
(S(25) ∪ {(3, 10)⊕ S(23)}) but S(25) have been changed in the first step.
Both the memory requirements and the computational time for two stages of the node positions (integer) are small
as compared with those for two stages of the objective vectors as mentioned in the beginning of Section 3. Thus, the
memory requirements and the computational time for the FRDS based algorithms are mainly determined by those related
to manipulating the objective vectors. Both the LDP and SDP algorithms have the similar formula for memory requirements
and computational time. To facilitate discussion, we give them separately. The memory requirements and computational
time for the LDP algorithm are given in Eqs. (13) and (14). The memory requirements and computational time for the SDP
algorithm are given in Eqs. (15) and (16).
ULDP = 2V LDP1 (13)
T LDP = T LDPstage + ND× τ LDPg (14)
USDP = 2V SDP1 (15)
T SDP = T SDPstage + ND× τ SDPg . (16)
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First, we analyze the memory requirements and the computational time for the LDP algorithm. Since the node profile of
the LDP space assumes a non-decreasing pattern, i.e., NLDP1 ≤ · · · ≤ NLDPn and MLDPα (MLDPα )(α = 1, . . . , n) has tendency to
increase as α increases, the memory requirements are determined by some late stageωwhere both NLDPω andM
LDP
ω are large
at the same time. The computational time is mainly determined by the aggregate stage where a large number of objective
vectors are aggregated to obtain the PF, i.e., τ LDPg is large for the LDP algorithm.
As compared with the RDP algorithm, when the ND increases fast with respect to n, both the memory requirements and
the computational time for the LDP algorithm are larger. In this situation, the memory requirements for the RDP algorithm
(11) are determined by V RDP1 and M
LDP
ω ≥ MRDPθ and NLDPω ≥ MRDPθ ⇒ 2V LDP1 > V RDP1 . The computational time for the RDP
algorithm (12) is determined by T RDPstage and T
RDP
stage ≤ T LDPstage because the LDP algorithm needs to calculate a large number of
nodes with a number of objective vectors at the late stages. It means that the computational time for the LDP algorithm can
be larger than that for the RDP algorithm evenwithout considering the heavy final aggregate stage. On the other hand, when
the ND increases slowly with respect to n, the memory requirements for the RDP algorithm are larger than those for the LDP
algorithm because the memory requirements for the RDP algorithm (11) are determined by VBRDS and VBRDS ≫ V RDP1 and
thus VBRDS > 2V LDP1 . However, the computational time for the RDP algorithm can be smaller or larger than that for the LDP
algorithm depending on relative time of generating the BRDS and the computational effort for the objective vectors for the
LDP algorithm because TBRDS is not negligible, which is comparable to the time for calculating the objective vectors.
Next, we analyze the memory requirements and the computational time for the SDP algorithm. As compared with the
LDP algorithm, the memory requirements for the SDP algorithm should be smaller because the state dominance checking
reduces both Nα and Mα(Mα). However, the computational time for the SDP algorithm is determined by the efficiency of
the state dominance checking. When the state dominance checking can be done efficiently (in this situation, the ND of the
instances are not large), then the SDP algorithm performs better than the LDP algorithm. Otherwise, the SDP algorithm
performs worse.
As compared with the RDP algorithm, when the ND increases fast with respect to n, both the memory requirements and
the computational time for the SDP algorithm are larger. This is due to the fact the state dominance checking cannot be done
efficiently for largeMα(Mα), which in turn leads to the limited reduction in Nα andMα . When the ND increases slowly with
respect to n or the ND is small, the situation is the opposite. The efficient state dominance checking contributes to reduction
in both the memory requirements and the computational time for the SDP algorithm. Consequently the SDP algorithm can
perform better than the RDP algorithm.
3.3. Relative advantage of the BRDS and FRDS based algorithms
The relative computational advantage of the BRDS based algorithm with respect to the FRDS based algorithms is at late
stages because the node profile of the BRDS assumes a non-increasing pattern, which helps to reduce the nodes with a
large number of objective vectors at the late stages and the BRDS based algorithm does not have the aggregate stage of the
FRDS based algorithms. Especially, the BRDS based algorithm shows advantage over the FRDS based algorithm when the
ND increases fast with respect to n, and more favorable to handle the types of the instances where the number of efficient
solutions increases exponentially with respect to n [23].
On the other hand, the relative computational advantage of the FRDS based algorithms with respect to the BRDS based
algorithm is at the early stages due to two factors. First, the number of nodes for the LDP and SDP algorithms at the early
stage is small. Second, the average number of objective vectors of a node (from stages 1 to n) is also small because the average
incoming arcs for the nodes are small and a node contains only the non-dominated objectives with the same weight. It can
be seen that the manners to connect nodes in the RDP space and LDP and SDP spaces are different for Figs. 5(b) and 6(a).
Especially when the ND increases slowly with respect to n, the SDP algorithm shows advantage over both the RDP and LDP
algorithms based on the analysis of Section 3.2 because the state dominance checking can be done efficiently.
Based on the above analysis, the computational advantage of the BRDS and FRDS based algorithms complement each
other in the DP process. This lays the foundation for the combinations of the BRDS and FRDS based algorithms.
4. Combinations of the BRDS and FRDS based algorithms
The TDP algorithm in [13] can be viewed as one way to combine the BRDS based algorithm RDP algorithmwith the FRDS
based LDP algorithm because the second reduction technique for the TDP algorithm is by using a property of the (pseudo)
sparse nodes generated by the LDP algorithm to reduce the number of nodes to calculate. The property of the (pseudo)
sparse nodes is stated as follows. Assume αt1 and αt2 are two consecutive (pseudo) sparse nodes with t1 < t2 at stage α,
then S(αt) = S(αt1) for t1 < t < t2, where S(αt) denotes the set of non-dominated objective vectors at node αt . In the
TDP algorithm, the (pseudo) sparse nodes are used to determine which nodes in the RDP space should be calculated and
only one node between two consecutive (pseudo) sparse nodes is calculated. The gray nodes in Fig. 5(b) refers to the nodes
to calculate in the TDP algorithm. Here, we omit the TDP procedure to save the space. The TDP algorithm is mainly a BRDS
based algorithm and the interested readers are referred to [13] for the complete procedure of the TDP algorithm.
Here we propose two other possible combinations of the BRDS and FRDS based algorithms to improve the efficiency
of the TDP algorithm further. Naturally, the combined algorithms need to improve the solution efficiency of the best result
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between the individual BRDS and FRDS based algorithms. One is the combination of the LDP and RDP algorithms, called LRDP
algorithm. The other is the combination of the SDP and RDP algorithms, called SRDP algorithm. For some types of instances,
the SRDP algorithm performs better, while for other types of instances the LRDP algorithm performs better. In the following,
we describe the combined procedure first. Then we discuss the condition for using the LRDP and SRDP algorithms. Finally,
we analyze the memory requirement for the combined algorithms.
4.1. Combined procedure
The idea of the LRDP and SRDP algorithms is similar. We try to combine the computational advantage of the LDP (SDP)
algorithm at the early stages and the computational advantage of the RDP algorithm at the late stages as mentioned in
Section 3.3.
The objective vectors of the nodes are calculated by the LDP (SDP) algorithm at the early stages and by the RDP algorithm
at the late stages. At one middle transition stage, the results of the LDP (SDP) algorithm are transformed into the results of
the RDP algorithm to guarantee the smooth connection between the LDP (SDP) and the RDP algorithms. Since the manners
of node connection are different for the BRDS and FRDS spaces, we need to transform the results of the nodes for the LDP
(SDP) algorithm into the results of the corresponding nodes for the RDP algorithm using the following Eq. (17).
Let S ′(αt) and S(αt) denote the set of non-dominated objective vectors at (pseudo) sparse node αt in the LDP (SDP) and
RDP spaces respectively. Since the node position of the RDP algorithm represents the capacity of the node and the node
position of the LDP (SDP) algorithm represents the weight of the node as mentioned in Section 2.4, the following relations
hold.
S(αt) = non-dominated

t ′≤t
S ′(αt′)

. (17)
The ‘‘non-dominated’’ operator in (17) is similar to that introduced in (5). Finally, we can derive the results for the nodes
in the RDP space at the transition stage using the property of (pseudo) sparse nodes mentioned above in conjunction with
the results in (17).
Fig. 7 gives the procedure for the LRDP algorithm. In Fig. 7, π is the transition stage, TSπ is set of the positions of the
(pseudo) sparse nodes for the LDP algorithm at stage π and TNπ is the set of the node positions of the necessary nodes for
the RDP algorithm at stageπ . The node positions are arranged based on increasing order in TSπ and decreasing order in TNπ .
The procedure of the SRDP algorithm is similar to that of the LRDP algorithm. We only need to change Step 7 of the LRDP
algorithm to ‘‘Calculate S(αt) based on Steps 8 to 39 of the SDP algorithm (Fig. 4)’’.
4.2. Condition for using LRDP and SRDP algorithms
The condition for using LRDP and SRDP algorithms should be based on the target of LRDP and SRDP algorithmsmentioned
at the beginning of Section 4, i.e., the solution efficiency of the LRDP and SRDP algorithms should show improvement over
the TDP algorithm aswell as the best result among the LDP, SDP and RDP algorithms. To fulfill these targets, the LRDP should
be a choice of combination when the ND increases fast with respect to n because the state dominance checking cannot be
done efficiently in this situation. Similarly, the SRDP algorithm should be a choice of combination when the ND increases
slowly with respect to n because the SDP algorithm shows advantage over the LDP and RDP algorithms in both the memory
requirements and the computational time as mentioned in Section 3.2. Since the LRDP and SRDP algorithmsmake use of the
relative computational advantage of the BRDS and FRDSbased algorithms for the partial stages, the overall solution efficiency
of the combined algorithms is not related to the overall solution efficiency of the individual algorithms. For example, that
fact the SDP algorithm performs better than the LDP algorithm does not mean that the SRDP algorithm is better than the
LRDP algorithm.
4.3. Memory requirements for the LRDP and SRDP algorithms
Since the transition between the LDP (SDP) algorithm and the RDP algorithm happens at somemiddle stage, thememory
requirements for the LDP (SDP) algorithm at the early stages are smaller than those for the LDP (SDP) algorithm for the full
stages. In addition, it is not necessary to generate and store the whole BRDS for the RDP algorithm and the time to generate
the partial BRDS should be time when the LDP (SDP) algorithm (at the early stages) ends (refer to Fig. 7). Let π denote the
transition stage, Vtran and VBRDS_P the memory requirements for the transition stage and for the partial BRDS respectively.
The remaining notation is adopted from Section 3. The memory requirements for the transition stage are the sum of those
for one stage of sparse nodes (with objective vectors) from the L(S)DP (LDP or SDP) algorithm and for one stage of necessary
nodes (with objective vectors) from the RDP algorithm and for the partial BRDS, i.e.,
Vtran = rNL(S)DPπ ML(S)DPπ + rNRDPπ MRDPπ + VBRDS_P. (18)
The memory requirements for the L(S)RDP (LRDP or SRDP) algorithm are in principle the maximum of the memory
requirements for the L(S)DP algorithm at the early stages, for the transition stage and for the RDP algorithm at the late stages.
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Fig. 7. Procedure for the LRDP algorithm.
But the memory requirements for the RDP algorithm at the late stages (r maxα>π (NRDPα M
RDP
α )+ VBRDS_P) are determined by
some stage around π based on the non-increasing node profile of the BRDS, which are smaller than Vtran because of the term
rNL(S)DPπ M
L(S)DP
π in Vtran. Therefore,
UL(S)RDP = max

2r max
α<π
(NL(S)DPα M
L(S)DP
α ), Vtran

. (19)
When theND increases fastwith respect to n, the LRDP algorithm should be selected based on Section 4.2. In this situation,
VBRDS are negligible based on Section 3.1 and ULDP > URDP based on Section 3.2. No matter which term is larger in (19),
additional one stage of (pseudo) sparse nodes (with objective vectors) in Vtran (18) or in 2r maxα<π (NLDPα M
LDP
α ) makes
ULRDP > URDP(= V RDP1 ). However, ULRDP < ULDP because the memory requirements for the objective vectors around the
middle stages (ULRDP) are smaller than those for the objective vectors at the late stages (ULDP).
When the ND increases slowly with respect to n, the SRDP algorithm should be selected based on Section 4.2 and VBRDS
are much larger than the memory requirements for one stage or two stages of objective vectors based on Section 3.1. In
this situation, USDP < URDP based on Section 3.2. If the first term is larger in (19), then USRDP < USDP < URDP using the
same arguments of ULRDP < ULDP as mentioned above. However, if the second term (19) is larger, USRDP < URDP because
VBRDS_P < VBRDS. However, USRDP may be larger or smaller than USDP.
Based on the above analysis, URDP < ULRDP < ULDP when the ND increases fast with respect to n. When the ND increases
slowly with respect to n, USRDP < URDP but USRDP may be larger or smaller than USDP.
5. Computational experiments
To evaluate the weakness and strength points of the different basic state reduction techniques, we implemented (re-
implemented) all the basic state reduction DP algorithms and their combined variants in C++ in theMicrosoft visual studio
2003 environment. The LDP algorithmwas originally developed in [10].We re-implemented it because we needed a relaxed
SDP algorithm on the basis of the LDP algorithm with a local state dominance checking (refer to Fig. 4). To facilitate the
combination of the LDP (SDP) algorithm and RDP algorithm, we also re-implemented the original TDP (RDP) algorithm [13].
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The new version does not store the arcs between the nodes in the BRDS beforehand (refer to Fig. 1) to save the memory
because the arcs can be determined based on the nodes. However, the computational time of the new version of the TDP
(RDP) algorithm should be a little larger than that of the old version. If the computational effort for the objective vectors is
relatively heavy, then the time increase is smaller. Otherwise, the time increase is larger. All the experiments were carried
out on a 2.49 GHz Pentium PC with 2.98 GB RAM under windows XP operating systems. In this study, we considered only
randomly generated BKP instances. We used the same types of instances as in [11–13]. These types of instances cover the
typical instances for the BKP.
5.1. Test instances
The numerical experiments were referred with the following types of instances.
(A) Uncorrelated instances: c1j ∈R[1, 1000], c2j ∈R[1, 1000], andwj ∈R[1, 1000];
(B) Unconflicting instances, where c1j is positively correlated with c
2
j : c
1
j ∈R[111, 1000], c2j ∈R[c1j − 100, c1j + 100] and
wj ∈R[1, 1000];
(C) Conflicting instances, where c1j is negatively correlated with c
2
j : c
1
j ∈R[1, 1000], c2j ∈R[max{900 − c1j , 1},min{1100 −
c1j , 1000}] andwj ∈R[1, 1000];
(D) Conflicting instances with correlated weight, where c1j is negatively correlated with c
2
j and wj is positively correlated
with c1j and c
2
j : c
1
j ∈R[1, 1000], c2j ∈R[max{900− c1j , 1},min{1100− c1j , 1000}] andwj ∈R[c1j + c2j − 200, c1j + c2j + 200].
Here u∈R [a,b] denotes that u is a uniform random number in [a,b]. For all the instances, we setW = ⌊/2nj=1wj⌋.
Instances of Type A are uncorrelated instances commonly used in most literature. Instances of Type B are quasi single
objective instances since they involve two ‘‘unconflicting’’ objectives. Instances of Types C and D are hard instances because
they involve two conflicting objectives. The instances of Type D are harder than those of Type C because the weight
coefficients in Type D are correlated with the profit vectors. Instances of Types C and D reflect the real-life situations. For
convenience’s sake, we call instances of Types A, C and D normal BKP instances in contrast to the instances of Type B, which
bear similarity to single objective instances.
We have tested all the basic state reduction DP algorithms considered against all the above four types of instances. We
generated 30 instances for each problem size n and the average results were obtained over the 30 instances.
In terms of LRDP and SRDP algorithms, we choose one of them based on Section 4.2 for different types of instances.
They must show solution time efficiency improvement over the TDP algorithm and the best result between the individual
BRDS and FRDS based algorithm. For instances of Type B, we report the results of the SRDP algorithm because the LRDP
algorithm does not show the improvement over the SDP algorithm for certain sizes of instances. For normal BKP instances,
we report the results of the LRDP algorithm because the SRDP algorithm does not show the improvement over the TDP and
RDP algorithms.
For computational analysis, we construct the confidence intervals based on 95% level for the difference between the
average solution time and for the difference between average memory requirements of different algorithms so that we can
obtain a good estimate of results over the entire population instead of the specific data considered in the experiment.
5.2. Computational results
First, we investigate the relation between the solution time and number of objective vectors to calculate (NVectors) for
different algorithms against different types of instances bymeans of regressionmodel, similar to that in [24].We choose size
40 for instances of Type D and size 200 for instances of Type B for illustration. Instances of Types A and C behave similarly to
those of Type D. We also scale down the NVectors to facilitate illustration. Fig. 8 gives the corresponding results with scaled
NVectors (SNVectors). In Fig. 8, we did not illustrate the results for the TDP algorithm. The TDP algorithm behaves similarly
to the RDP algorithm.
From Fig. 8, based on the fitness indicator (a value between 0 and 1, the larger, the better the fitness between the
regression model and the data), the ‘‘NVectors’’ is a dominant factor to determine the solution time for instances of Type
D for all the DP algorithms considered while for instances of Type B, the ‘‘NVectors’’ is not a determinant factor for some
algorithms (e.g. the RDP algorithm) because the generation time for the BRDS is comparable to the time for calculating the
objective vectors. The reason for the relatively lower fitness indicator of the LDP algorithm is explained a little later. Overall,
the fitness indicators for Type D are larger than those for Type B because the effort for calculating the objective vectors is
light for Type B and some overheads during the DP process can affect the solution time.
Next, we report the solution time andmemory requirements for single reduced state DP space based algorithms. Table 1
gives the confidence intervals (CI) for the difference between the average memory requirements (Mega Bytes) of the single
reduced-state DP space based LDP, SDP and RDP algorithms as well as the ND (number of non-dominated solutions of the
instances). Table 2 gives the confidence intervals for the difference between the average solution time (s) of the LDP, SDP
and RDP algorithms.
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Fig. 8. Relation between the solution time and SNVectors (scaled number of objective vectors to calculate in the DP process) of different algorithms for
normal BKP and quasi single objective (Type B) instances.
In terms of the tractability of the instances, the ratio ND/n can serve as an indicator. The larger the ratio, the less tractable
the instances are. Based on Table 1, the average ND/n decreases according to Types D, C, A, and B. It means that instances of
Type D are the hardest and instances of Type B are the easiest. For the same type instance, theND/n increases as the problem
size increases. It means that larger size instances are more difficult to solve.
Based on the CI of Table 1, for normal BKP instances, the memory requirements of the RDP algorithm are smaller than
those for the LDP and SDP algorithms with the exception of the small size (≤80) instances of Type A, where the memory
requirements of the SDP algorithm may be smaller than those for the RDP algorithm. For instances of Type B, the memory
requirements for the RDP algorithm are larger than those for the LDP and SDP algorithms. Furthermore, based on the CI
of Table 2, for normal BKP instances, the computational time for the RDP algorithm is smaller than that for the LDP and
SDP algorithms. For instances of Type B, the RDP algorithm performs better than both the LDP and SDP algorithms for the
large size (≥450) instances while worse for the small size (≤250) instances. Overall, for all the four types of instances, the
computational time of the RDP algorithm shows better results as the problem size increases. These results are consistent
with the time and space analysis of Section 3. The small size Type B instances are close to single objective instances because
the number of objective vectors of a node is small at all the stages of the DP process. These results indicate that BRDS and
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Table 1
Confidence intervals (CI) for the difference between the average memory requirements (MB) of the LDP, SDP and TDP algorithms for different types of
instances.
Type n LDP SDP RDP CI (95%) ND
Avg CV Avg CV Avg CV L_S L_R S_R
A 80 30.8 0.247 14.8 0.390 14.2 0.139 16.1± 3.49 16.7± 2.88 0.6± 2.22 109.6
100 56.6 0.230 35.9 0.314 24.7 0.160 20.7± 6.29 31.9± 4.97 11.2± 4.37 163.2
120 89.2 0.216 67.2 0.249 37.5 0.134 22.0± 9.32 51.7± 7.28 29.7± 6.38 224.0
140 134.6 0.222 112.9 0.238 52.5 0.148 21.7± 14.70 82.1± 11.30 60.4± 10.22 289.2
B 150 11.7 0.121 1.5 0.348 26.5 0.053 10.1± 0.55 −14.9± 0.73 −25.0± 0.55 7.8
200 20.5 0.148 5.1 0.424 46.5 0.044 15.4± 1.36 −26.0± 1.34 −41.4± 1.08 12.8
250 31.9 0.141 11.5 0.374 72.7 0.036 20.3± 2.28 −40.9± 1.90 −61.2± 1.85 17.4
300 47.3 0.152 23.7 0.326 104.9 0.033 23.6± 3.86 −57.6± 2.92 −81.2± 3.10 23.4
350 67.5 0.164 40.9 0.274 141.7 0.041 26.6± 5.76 −74.2± 4.55 −100.8± 4.62 26.0
400 88.6 0.142 63.4 0.225 184.1 0.034 25.2± 6.95 −95.5± 5.14 −120.7± 5.69 32.0
450 115.7 0.133 90.0 0.197 234.3 0.033 25.7± 8.59 −118.5± 6.31 −144.2± 7.08 40.9
500 155.6 0.147 130.3 0.191 290.7 0.036 25.3± 12.35 −135.1± 9.91 −160.4± 9.88 48.6
C 60 38.8 0.197 18.8 0.297 16.0 0.168 20.0± 3.46 22.8± 2.96 2.8± 2.27 217.8
80 82.6 0.223 55.0 0.284 32.1 0.152 27.6± 8.82 50.5± 6.96 22.9± 5.98 350.7
100 151.2 0.216 118.4 0.243 56.4 0.151 32.9± 15.90 94.9± 12.32 62.0± 10.97 511.6
120 241.0 0.194 206.3 0.206 85.6 0.141 34.6± 23.50 155.3± 7.61 120.7± 16.13 678.8
D 30 35.7 0.146 16.5 0.268 6.4 0.172 19.2± 2.50 29.3± 1.95 10.1± 1.67 240.0
40 87.7 0.138 59.8 0.216 17.9 0.171 27.9± 6.47 69.8± 4.56 41.9± 4.85 392.1
50 168.0 0.117 133.8 0.160 36.5 0.164 34.2± 10.65 131.5± 7.53 97.4± 8.13 569.1
60 277.5 0.107 235.5 0.127 59.5 0.128 42.0± 15.41 218.0± 11.17 176.0± 11.31 776.9
ND: number of non-dominated solutions; CV: coefficients of variation (ratio of the standard deviation and average); L_S: difference between the average
memory requirements of LDP and SDP algorithm; L_R: difference between average memory requirements of LDP and RDP algorithm; S_R: difference
between average memory requirements of SDP and RDP algorithm.
Table 2
Confidence intervals (CI) for the difference between the average solution time (s) of the LDP, SDP and TDP algorithms for different types of instances.
Type n LDP SDP RDP CI (95%)
Avg CV Avg CV Avg CV L_S L_R S_R
A 80 81.6 0.427 40.1 0.611 2.5 0.215 41.5± 15.57 79.1± 12.74 37.6± 8.96
100 189.0 0.353 130.9 0.455 5.2 0.225 58.1± 32.70 183.8± 24.40 125.7± 21.78
120 359.0 0.314 307.2 0.360 9.4 0.199 51.7± 57.68 349.5± 41.16 297.8± 40.41
140 622.8 0.310 623.7 0.334 15.9 0.207 −0.9± 103.78 606.9± 70.49 607.9± 76.19
B 150 4.1 0.445 0.5 0.316 7.0 0.089 3.6± 0.66 −2.9± 0.70 −6.5± 0.23
200 9.3 0.229 2.3 0.369 12.7 0.080 7.0± 0.84 −3.3± 0.87 −10.4± 0.48
250 17.2 0.152 6.5 0.296 20.7 0.068 10.7± 1.19 −3.5± 1.09 −14.2± 0.87
300 30.0 0.312 15.9 0.272 31.6 0.057 14.1± 3.78 −1.6± 3.49 −15.7± 1.72
350 47.5 0.220 31.9 0.226 45.7 0.066 15.6± 4.65 1.8± 3.98 −13.9± 2.85
400 73.3 0.311 57.3 0.223 64.3 0.066 16.0± 9.56 9.0± 8.49 −7.0± 4.93
450 105.1 0.271 96.6 0.213 87.5 0.058 8.5± 12.86 17.6± 10.59 9.1± 7.76
500 152.5 0.321 162.3 0.191 114.9 0.059 −9.8± 21.16 37.6± 18.05 47.4± 11.58
C 60 119.1 0.296 57.0 0.398 1.7 0.161 62.2± 15.33 117.5± 12.90 55.3± 8.28
80 344.7 0.295 242.4 0.372 4.4 0.158 102.3± 49.69 340.3± 37.17 238.0± 32.97
100 800.8 0.295 695.9 0.316 10.1 0.127 104.9± 117.98 790.7± 86.30 685.9± 80.44
120 1540.5 0.262 1507.8 0.575 18.4 0.139 32.7± 349.70 1522.1± 147.62 1489.4± 317.02
D 30 104.3 0.213 49.1 0.324 0.7 0.145 55.1± 10.00 103.6± 8.13 48.5± 5.83
40 358.3 0.188 253.8 0.278 2.0 0.129 104.5± 35.65 356.3± 24.59 251.8± 25.81
50 957.2 0.165 731.9 0.178 4.6 0.130 225.2± 74.81 952.5± 57.73 727.3± 47.58
60 1772.6 0.151 1614.6 0.167 8.9 0.112 158.0± 139.07 1763.7± 97.92 1605.7± 98.75
CV: coefficients of variation (ratio of the standard deviation and average); L_S: difference between the average solution time of LDP and SDP algorithm;
L_R: difference between the average solution time of LDP and RDP algorithm; S_R: difference between the average solution time of SDP and RDP algorithm.
FRDS react differently to the KP and the BKP (MKP). The BRDS is efficient for the BKP (MKP) while the FRDS is efficient for
the KP.
In terms of LDP and SDP algorithms, the memory requirements (Table 1) of the SDP algorithm are smaller than those
for the LDP algorithm because the state dominance checking helps to reduce both the number of nodes and the number of
objective vectors of a node. In the following, we mainly focus on the solution time of the LDP and SDP algorithms.
The major reason for the bad performance of the FRDS based LDP algorithm for the BKP is due to the fact that FRDS has
a computationally heavy aggregate stage (Step 28 of Fig. 3).
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Table 3
Confidence intervals (CI) for the difference between the averagememory requirements (MB) of the combined algorithms and the best single reduced-state
DP space based algorithm for different types of instances.
Type n L/SRDP TDP R/SDP CI (95%) ND
Avg CV Avg CV Avg CV L/S_T L/S_R/S T_R/S*
A 80 20.9 0.243 14.3 0.138 14.2 0.139 6.6± 1.99 6.7± 1.99 0.1 109.6
100 39.4 0.274 24.8 0.159 24.7 0.160 14.6± 4.21 14.7± 4.21 0.2 163.2
120 62.6 0.248 37.7 0.134 37.5 0.134 24.9± 5.96 25.1± 5.96 0.2 224.0
140 97.0 0.230 52.7 0.147 52.5 0.148 44.3± 8.65 44.5± 8.65 0.3 289.2
160 143.7 0.202 73.1 0.146 72.8 0.147 70.6± 11.30 70.9± 11.30 0.3 356.6
180 194.3 0.208 97.2 0.132 96.8 0.132 97.1± 15.47 97.5± 15.47 0.3 441.7
200 253.5 0.214 122.8 0.126 122.4 0.127 130.7± 20.60 131.1± 20.60 0.4 522.8
220 312.2 0.190 150.8 0.129 150.4 0.129 161.4± 22.77 161.8± 22.77 0.4 625.0
B 150 1.8 0.218 26.8 0.053 1.5 0.348 −25.0± 0.54 0.3± 0.24 25.3± 0.55 7.8
200 3.6 0.249 46.9 0.044 5.1 0.424 −43.3± 0.82 −1.4± 0.85 41.8± 1.08 12.8
250 8.4 0.166 73.2 0.036 11.5 0.374 −64.9± 1.09 −3.2± 1.66 61.7± 1.85 17.4
300 19. 8 0.132 105.5 0.033 23.7 0.326 −83.7± 1.61 −3.9± 2.98 81.8± 3.11 23.4
350 36.0 0.143 142.4 0.041 40.9 0.274 −106.4± 2.83 −4.9± 4.51 101.5± 4.62 26.0
400 50.6 0.165 184.9 0.034 63.4 0.225 −134.3± 3.82 −12.7± 6.04 121.5± 5.69 32.0
450 84.4 0.131 235.1 0.033 234.3 0.033 −150.8± 4.96 −149.9± 4.96 0.9 40.9
500 109.3 0.127 291.7 0.036 290.7 0.036 −182.3± 6.37 −181.4± 6.37 1.0 48.6
C 60 21.7 0.189 16.2 0.167 16.0 0.168 5.5± 1.79 5.7± 1.79 0.1 217.8
80 43.2 0.164 32.3 0.152 32.1 0.152 10.9± 3.15 11.1± 3.15 0.2 350.7
100 80.5 0.157 56.6 0.150 56.4 0.151 23.9± 5.58 24.1± 5.58 0.2 511.6
120 124.0 0.159 85.9 0.140 85.6 0.141 38.1± 8.43 38.4± 8.43 0.2 678.8
140 181.8 0.126 123.2 0.109 122.9 0.109 58.6± 9.69 58.9± 9.69 0.3 867.7
160 252.5 0.135 170.9 0.105 170.6 0.105 81.6± 14.10 81.9± 14.10 0.3 1080.3
180 331.3 0.114 224.4 0.097 224.1 0.098 106.9± 15.97 107.2± 15.97 0.4 1291.1
200 405.1 0.108 287.5 0.096 287.1 0.096 117.6± 18.87 118.0± 18.87 0.4 1495.5
D 30 9.4 0.128 6.5 0.170 6.4 0.172 2.9± 0.59 3.0± 0.59 0.1 240.0
40 28.3 0.128 18.0 0.169 17.9 0.171 10.3± 1.73 10.4± 1.73 0.1 392.1
50 62.0 0.124 36.6 0.163 36.5 0.164 25.4± 3.55 25.5± 3.55 0.2 569.1
60 106.9 0.123 59.7 0.128 59.5 0.128 47.2± 5.57 47.4± 5.57 0.2 776.9
70 161.8 0.152 91.3 0.139 91.0 0.140 70.5± 10.14 70.8± 10.14 0.3 990.8
80 236.0 0.146 126.3 0.145 126.0 0.145 109.7± 14.25 110.0± 14.25 0.3 1248.0
90 326.6 0.139 169.0 0.130 168.6 0.130 157.6± 18.48 158.0± 18.48 0.3 1525.8
* The memory requirements of the TDP algorithm and RDP algorithm are not independent. ND: number of non-dominant solutions; CV: coefficients of
variation (ratio of the standard deviation and average); L/S_T: difference between the averagememory requirements of L/SRDP and TDP algorithm; L/S_R/S:
difference between the average memory requirements of L/SRDP and R/SDP algorithm; T_R/S: difference between the average memory requirements of
TDP and R/SDP algorithm.
Take a Type D problem with size 40 an example, the total solution time of the LDP algorithm is 358.3 (s) and the
computational time for stages 1 to 40 is 4.3 (s). It can be seen that the aggregate stage accounts for (358.3− 4.3)/358.3 =
98.8% of the total solution time. It means that the solution time of the LDP algorithm should be determined by the number of
actually calculated objective vectors at the aggregate stage instead ofNVectors (at all stages). This can explainwhy the fitness
indicator is a little lower for the LDP algorithm in Fig. 8. For the LDP algorithm, the computational time from stages 1 to n of
the LDP algorithm is also larger than the solution time of the RDP algorithm (refer to Table 2). It means that computational
time for the LDP algorithm gradually becomes larger as the stage increases because both the number of nodes and number
of objective vectors of a node increase. This situation also leads to the larger memory requirements for the LDP algorithm
for normal BKP instances as compared with the RDP and SDP algorithm.
For the SDP algorithm, the solution efficiency is related to the efficiency of the state dominance checking. First, we
use an example to show how the range of the local state dominance checking (refer to Fig. 4 and Section 2.3) affects the
computational time of the SDP algorithm. The range of the local state dominance checking refers to the maximum number
of nodes with a lower position than the current node. If the range is chosen as a number larger thanW , then the relaxed SDP
is equivalent to the standard SDP as described in Section 2.3. Take a Type D problem with size 40 as an example (as shown
in Table 2), the solution time for the relaxed SDP algorithm with the range 30, 50, 100 and 150 is 457.7, 253.8, 364.5, and
238.7 (s) respectively. The solution time for the standard SDP is 632.3 (s) and W is around 20,000. It can be seen that the
relaxed SDP performs better than the standard SDP.
However, the range of the state dominance checking does not show a regular pattern against the solution time. In most
cases, it is determined locally and heuristically. If the range is properly chosen, the relaxed SDP algorithm performs better
than the LDP algorithm for the small size instances of all the four types as shown in Table 2. However, the relative benefit of
the relaxed SDP over the LDP decreases as the problem size increases. It means that the state dominance checking cannot be
done efficiently when the problem size increases because the number of objective vectors of a node increases. For instances
of Types A, B and C, the results have shown the cases (e.g. size 120 for Type A, size 450 for Type B and size 100 for Type C)
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Table 4
Confidence intervals (CI) for the difference between the average solution time (s) of the combined algorithms and the best single reduced-state DP space
based on algorithm as well as the relative average solution time (GAP (%)) of the combined algorithm against the best single reduced-state DP based
algorithm (in terms of average solution time) for different types of instances.
Type n L/SRDP TDP R/SDP CI(95%) GAP(%)
Avg CV Avg CV Avg CV L/S_T L/S_R/S T_R/S L/SRDP TDP
A 80 1.4 0.187 2.1 0.190 2.5 0.215 −0.8± 0.18 −1.1± 0.22 −0.3± 0.25 −44.7 −13.8
100 3.2 0.210 4.6 0.181 5.2 0.225 −1.4± 0.39 −2.0± 0.50 −0.6± 0.53 −38.4 −11.9
120 6.2 0.206 8.6 0.185 9.4 0.199 −2.3± 0.74 −3.2± 0.83 −0.9± 0.90 −33.9 −9.3
140 11.2 0.192 14.7 0.171 15.9 0.207 −3.5± 1.21 −4.7± 1.44 −1.2± 1.51 −29.5 −7.4
160 18.6 0.178 23.9 0.162 25.8 0.196 −5.2± 1.86 −7.2± 2.21 −2.0± 2.33 −27.8 −7.6
180 28.1 0.176 35.4 0.163 37.4 0.171 −7.3± 2.78 −9.2± 2.95 −1.9± 3.15 −24.7 −5.2
200 41.1 0.182 50.9 0.176 53.4 0.173 −9.8± 4.27 −12.3± 4.34 −2.5± 4.70 −23.0 −4.6
220 56.5 0.166 70.1 0.179 73.8 0.175 −13.6± 5.73 −17.3± 5.84 −3.7± 6.58 −23.4 −5.0
B 150 0.3 0.335 4.4 0.087 0.5 0.316 −4.2± 0.14 −0.2± 0.06 3.9± 0.15 −48.4 807.5
200 1.0 0.338 8.4 0.079 2.3 0.369 −7.4± 0.27 −1.3± 0.33 6.1± 0.39 −57.0 265.2
250 2.5 0.320 14.1 0.064 6.5 0.296 −11.7± 0.44 −4.0± 0.76 7.6± 0.78 −61.7 118.0
300 4.9 0.250 21.9 0.053 15.9 0.272 −17.0± 0.62 −11.0± 1.65 6.0± 1.64 −69.1 37.4
350 9.0 0.223 32.0 0.065 31.9 0.226 −22.9± 1.06 −22.8± 2.73 0.1± 2.74 −71.7 0.4
400 15.4 0.218 45.2 0.067 57.3 0.223 −29.8± 1.66 −41.9± 4.83 −12.1± 4.80 −73.0 −21.1
450 23.3 0.188 62.7 0.062 87.5 0.058 −39.3± 2.14 −64.2± 2.45 −24.8± 2.34 −73.3 −28.4
500 36.0 0.165 84.0 0.062 114.9 0.059 −48.0± 2.89 −78.9± 3.29 −30.9± 3.12 −68.7 −26.9
C 60 1.0 0.154 1.5 0.178 1.7 0.161 −0.5± 0.11 −0.7± 0.11 −0.2± 0.14 −41.9 −12.4
80 2.9 0.154 4.0 0.155 4.4 0.158 −1.1± 0.28 −1.6± 0.30 −0.5± 0.34 −35.5 −10.4
100 6.7 0.141 9.3 0.128 10.1 0.127 −2.6± 0.55 −3.4± 0.58 −0.8± 0.64 −33.6 −7.7
120 12.8 0.146 17.2 0.136 18.4 0.139 −4.4± 1.09 −5.7± 1.16 −1.2± 1.27 −30.7 −6.6
140 22.1 0.131 29.1 0.116 30.8 0.120 −7.1± 1.62 −8.8± 1.72 −1.7± 1.83 −28.5 −5.6
160 36.7 0.134 47.0 0.120 49.6 0.126 −10.4± 2.74 −12.9± 2.91 −2.6± 3.08 −26.1 −5.2
180 55.4 0.122 70.7 0.099 73.8 0.101 −14.3± 3.56 −18.4± 3.68 −4.1± 3.74 −24.9 −4.2
200 77.7 0.100 99.8 0.094 103.5 0.096 −22.1± 4.44 −25.7± 4.62 −3.7± 4.98 −24.9 −3.5
D 30 0.1 0.102 0.3 0.117 0.7 0.145 −0.2± 0.01 −0.5± 0.04 −0.4± 0.04 −81.1 −58.2
40 0.8 0.093 1.3 0.091 2.0 0.129 −0.6± 0.05 −1.3± 0.10 −0.7± 0.10 −62.6 −34.3
50 2.4 0.095 3.6 0.106 4.6 0.130 −1.1± 0.16 −2.2± 0.24 −1.0± 0.26 −47.1 −22.5
60 5.7 0.094 7.5 0.089 8.9 0.112 −1.8± 0.31 −3.2± 0.41 −1.4± 0.44 −36.3 −16.0
70 11.0 0.112 13.8 0.105 15.7 0.119 −2.7± 0.70 −4.7± 0.82 −1.9± 0.86 −29.8 −12.3
80 18.8 0.102 23.2 0.101 25.3 0.117 −4.4± 1.11 −6.5± 1.29 −2.2± 1.38 −25.8 −8.5
90 29.4 0.105 35.1 0.104 38.3 0.117 −5.7± 1.76 −8.8± 2.00 −3.2± 2.12 −23.1 −8.3
GAP(%) = 100(Ts–Tb)/Tb (%), where Ts and Tb is the average solution time of the subject algorithm and benchmark algorithm. The remaining notation is
similar to that in Table 3.
when the SDP may perform worse than the LDP. It means that it is tricky to apply state dominance relations in developing
the algorithms for the MKP. In some situations, applying the state dominance checking can worsen the algorithm.
Here it is worth mentioning that the SDP algorithm is especially efficient for the small size instances of Type B because
of the high efficiency of the state dominance checking. The SDP algorithm performs better than both the LDP and RDP
algorithms for the small size (≤400) instances. It means that the state dominance checking is efficient for the KP but it
imposes difficulty for the BKP (MKP) based the reaction of the SDP algorithm to the different types of instances.
Next, we evaluate the performance of the combined TDP, LRDP and SRDP algorithms against the best single reduced-state
DP space based algorithm (in terms of average solution time). For instances of Type B, the best single reduced-state DP space
based algorithm is the SDP algorithm (FRDS based) for the small size (≤400) instances and the RDP algorithm (BRDS based)
for the large size (≥450) instances. For normal BKP instances, the RDP algorithm is the best single reduced-state DP space
based algorithm. In terms of combined LRDP and SRDP algorithms, we give the results of the LRDP algorithm for normal BKP
instances and results of the SRDP algorithm for Type B instances.
Table 3 gives the confidence intervals (CI) for the difference between the averagememory requirements of the combined
algorithms and the best single reduced-state based algorithm. Table 4 gives the confidence intervals (CI) for the difference
between the average solution time of the combined algorithms and the best single reduced-state based algorithm as well
as the relative solution time of the combined algorithms against the best single reduced-state based algorithm for different
types of instances. The relative solution time (GAP (%)) is measured by 100(Ts − Tb)/Tb(%), where Ts and Tb is the average
solution time for the subject algorithm and for the benchmark algorithm, respectively. The negative value means that the
subject algorithm performs better than the benchmark algorithm.
Based on the CI of Table 3, for normal BKP instances, the memory requirements for the combined algorithms are larger
than those for the best single reduced-state DP space based RDP algorithm (refer to Section 4.3). Here it is worthmentioning
that it is not suitable for constructing the CI for the memory difference between the TDP and RDP algorithms because the
memory requirements of the TDP and RDP algorithms are not independent and the TDP algorithm just introduces additional
memory requirements on the basis of the RDP algorithm. However, the solution time of the TDP and RDP algorithms can be
viewed as independent because two reduction techniques in the TDP algorithm are applied interactively. For instances of
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Type B, the memory requirements of the SRDP algorithm are smaller than those for the best single reduced-state DP based
algorithms (either SDP or RDP) with the exception of the small size (≤150) instances, consistent with analysis in Section 4.3.
Based on the CI of Table 4, the LRDP or the SRDP shows the solution time efficiency improvement over the best single
reduced-state DP space algorithm and the TDP algorithm for the four types of instances. It means that the combined
algorithms fulfill the targets discussed in Section 4. In terms of the TDP algorithm, it seems that it shows the solution
time improvement over the best single reduced-state based RDP algorithm based on GAP measure for normal KP instances.
However, it can be seen that GAPmeasure increases rapidly as the problem size increases. It means that solution time of the
TDP algorithm is close to that of the RDP algorithm. For more reliable results, we need to check the CI. Based on the CI, the
TDP algorithm shows improvement for instances of Type D and small size instances of Types A and C. The TDP algorithmmay
perform worse than the RDP algorithm as the problem size increases because the second (auxiliary) reduction technique
mainly reduces the nodeswith light computational effort and the computational effort for reducing the number of nodes can
be larger than the effort for calculating objective vectors of the node as the problem size increases. The similar comments
were also made in [13]. For instances of Type B, the TDP algorithm does not show the improvement over the best single
reduced-state DP space based algorithm for the small size (≤300) instances because it is mainly a BRDS based algorithm
and small size instances of Type B does not respond well to the BRDS as mentioned before. Here it can be seen that the
combined LRDP and SRDP algorithms indeed make use of the advantages of the BRDS and FRDS based algorithm properly.
They show much better performance than the best single reduced-state DP space based algorithm.
Finally, we give an overall comment on the basic state reduction techniques. In terms of basic state reduction DP
algorithms, good algorithms such as the TDP, LRDP and SRDP algorithms are developed by using the computational
advantage of the BRDS and FRDS based algorithms complementarily. However, the usage of the state dominance checking
(a technique for generating the FRDS) needs careful thinking in the MKP context. Sometimes it can worsen the performance
of the algorithm. For example, the SRDP algorithm does not show the improvement over the single reduced-state DP space
based RDP algorithm while the LRDP algorithm does for normal BKP instances.
In addition, the fact that normal BKP instances and Type B (quasi single objective) instances react differently to different
basic state reduction based algorithms implies that the state reduction techniques effective to the MKP are different from
those to the single objective case.
Based on the current results and all the previous results in [11–13], it can be concluded that the BRDS is effective for
the MKP, especially for the hardest instances (Type D). For improving the performance of the BRDS based algorithm, the
LDP algorithm (the FRDS based algorithm without state dominance checking) can be applied to form the combined LRDP
algorithm.
6. Conclusion
In the dynamic programming (DP) context, the basic backward and the forward state reduction techniques are related to
generating the backward reduced-state DP space (BRDS) and the forward reduced-state DP space (FRDS), respectively. The
state dominance checking is related to the FRDS. In this paper, we have attempted to evaluate the relative computational
advantage of the BRDS and FRDS based algorithms by analyzing their memory requirements and computational time
and get insight into the techniques that are efficient for the multi-objective 0–1 knapsack problem (MKP) by comparing
systematically the performance of the BRDS and FRDS based algorithms aswell as their combined variants. The comparisons
are made based on constructing the confidence intervals (statistical inference) for the difference between the average
solution time and for difference between average requirements of different algorithms so that the conclusions can be made
in a general sense instead of the specific data generated in the experiment.
The numerical results with different types of bi-objective knapsack problem (BKP) instances show the following results.
First, in terms of the single reduced-state DP space based algorithms, the BRDS based algorithm is more efficient for
normal BKP instances and large size quasi single objective instances while the FRDS based algorithm (with state dominance
checking) is more efficient for the small size quasi single objective instances. Second, the good algorithms should be based
on using the computational advantage of the BRDS and FRDS based algorithms complementarily. The best algorithm for
dealing with normal BKP instances is the combination of the FRDS based algorithm without state dominance checking and
the BRDS based algorithmwhile the combination of the FRDS based algorithm using state dominance checking and the BRDS
based algorithm responds better to quasi single objective instances. The small size quasi single objective instances are close
to the single objective instances.
The above results imply that the techniques efficient to theMKP are different from those to the single objective case. The
BRDS is a valuable asset for the MKP and usage of the state dominance checking needs careful consideration for the MKP.
In the multi-objective optimization context, it is difficult to find a single technique that is efficient for all types of instances.
Combining different techniques complementarily is a way to develop better algorithms for the MKP.
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