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Abstract—Data collection and storage capacities have increased
signiﬁcantly in the past decades. In order to cope with the
increasingly complexity of data, feature selection methods have
become an omnipresent preprocessing step in data analysis.
In this paper we present a hybrid (ﬁlter — wrapper) feature
selection method tailored for data classiﬁcation problems. Our
hybrid approach is composed of two stages. In the ﬁrst stage,
a ﬁlter clusters features to identify and remove redundancy. In
the second stage, a wrapper evaluates different feature subsets
produced by the ﬁlter, determining the one that produces the best
classiﬁcation performance in terms of accuracy. The effectiveness
of our method is demonstrated through an empirical evaluation
performed on real-world datasets coming from various sources.
Keywords—Feature Selection; Filter-Wrapper; Hybrid Feature Se-
lection; Classiﬁcation; Feature Clustering.
I. INTRODUCTION
As our capacity to collect and store data continues to evolve,
so does the need of developing efﬁcient methods to analyze
and extract useful information from it. In this scenario, feature
selection methods have become a necessary, if not mandatory,
preprocessing step. Feature selection aims at the reduction
of the original feature space by removing irrelevant and/or
redundant features [1]. In the context of data classiﬁcation
(supervised learning), tackled in this work, feature selection
may, for instance, help to improve accuracy results [2]. This,
however, is not its only advantage. Because it keeps the data
represented in a reduced, yet untransformed feature space (dif-
ferently from feature extraction methods, such as Principal
Component Analysis (PCA) [3]), feature selection can increase
problem comprehension and decrease the computational time
required for the induction of classiﬁers [4], which in some
applications are the ultimate goals.
Traditionally, different taxonomies have been employed in
order to categorize feature selection methods, e.g., [1], [4],
[5], [6], [7], [8]. Taking into account the relation between
the feature selection method and the classiﬁer that will be
induced from the data, feature selection methods can be
broadly divided into four main categories, namely: embedded,
wrapper, ﬁlter, and hybrid. Embedded feature selection occurs
during the induction of a speciﬁc classiﬁcation model (the
feature selection is a byproduct of the classiﬁer induction, not a
separate part by itself), with decision tree classiﬁers being their
best representatives [5], [9]. Wrappers employ the very own
classiﬁer in order to evaluate feature subsets, selecting thus the
subset that best “works” with the model in hand. Although they
usually lead to higher classiﬁcation accuracies [5], wrappers
are computationally expensive, turning out to be prohibitive
in some application scenarios, as pointed out by [10]. Filters
are totally independent of the classiﬁcation algorithm, with
features being selected only on the basis of intrinsic data
properties. Although usually very fast, ﬁlters are most likely
to provide worse classiﬁcation results than wrappers, since
they completely ignore interactions with the classiﬁer. Finally,
hybrid methods combine the ﬁlter and wrapper approaches
internally in the search for a reduced subset of features, aiming
to inherit their qualities while avoiding their drawbacks.
In this paper we propose a hybrid (ﬁlter — wrapper) feature
selection method with two different selection stages. In the
ﬁrst stage, we employ a ﬁlter strategy based on the work from
Covo˜es and Hruschka [11], in which features are clustered
in order to detect and eliminate redundancy. Different feature
subsets, each one with a different number of features (and
with a different granularity of feature redundancy), are selected
by the ﬁlter in this ﬁrst stage for further evaluation. In the
second stage of our method, a wrapper strategy is employed to
select the most relevant feature subset, among those produced
by the ﬁlter, in terms of classiﬁcation accuracy. With this
two step strategy we limit the space in which the wrapper
conducts its search, reducing therefore the ﬁnal computational
cost associated with our hybrid method. As we shall later
discuss, our method estimates the ﬁnal number of selected
features, without the need of critical parameters.
The remainder of this paper is organized as follows. In
Section II we brieﬂy review the Simpliﬁed Silhouette Fil-
ter (SSF) [11], which is the basis of our approach. In Sec-
tion III we introduce and discuss our hybrid feature selection
method. In Section IV we present the experimental setup
adopted for our evaluation. Results from the empirical evalua-
tion of our hybrid method are discussed in Section V. Finally,
in Section VI, we draw the main conclusions of our paper.
II. RELATED WORK
Before introducing our hybrid feature selection approach we
brieﬂy review the Simpliﬁed Silhouette Filter (SSF) from [11],
[12], given that the ﬁlter stage of our method employs a
similar (yet slightly different) strategy. We choose to develop
our hybrid feature selection method on the basis of SSF,
given that it has been already empirically compared to two
different state of the art cluster based feature selection strate-
gies, namely, ACA (Attribute Clustering Algorithm) [13] and
MMP (acronym formed by its authors’ names) [14]. Results
from this comparison have showed that SSF not only provides
competitive results in terms of accuracy and number of selected
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features, but also has a much lower computational cost than
these two feature selection methods [11].
Having made such considerations, for a dataset
X = {x1, . . . ,xn} with n objects in the form
xi = (x1, . . . , xm), SSF is based on the clustering of
the m features of X into a partition P = {P1, P2, . . . , Pk}
containing k mutually disjoint clusters. The main rationale
behind the method is that features belonging to a same cluster
tend to be redundant (i.e., they convey the same or similar
information within each cluster) and, therefore, most of them
can be removed without much harm to the comprehension (or
solution) of the problem under consideration.
In order to cluster features SSF employs the well-known k-
medoids clustering algorithm [15], with a measure capable of
identifying redundancy, such as a correlation coefﬁcient [16].
The k-medoids clustering algorithm has a critical input pa-
rameter, namely the desired number of clusters (k). To avoid
this parameter and estimate the number of clusters in the
feature space, SSF employs the Simpliﬁed Silhouette crite-
rion (SS) [17], which justiﬁes the name of the method. In
brief, given a partitioning of the data, the SS criterion measures
how compact and separate clusters are, favoring partitions
with a higher within-cluster-similarity than between-cluster-
similarity (without being biased by the number of clusters
of the partition under evaluation). SSF strategy consists of
running k-medoids over a range of values for k (number of
clusters) and select features from the partitioning that produces
the best value of SS. Given that k-medoids is not deterministic,
for each number k of clusters under consideration k-medoids
is run (randomly initialized) several times, say nr repetitions.
From its deﬁnition it becomes clear that SSF has two main pa-
rameters, which as claimed by its authors are not critical [11],
i.e., they do not need to be ﬁne tuned by the user. The ﬁrst
one is the number of repetitions (nr) for which the k-medoids
algorithm should be executed for each number of clusters (k).
This parameter represents a trade-off between computational
cost and the extent of the search performed within a given
value of k for the best partition. The second one determines
the range of number of clusters to be considered during the
execution of k-medoids. This is usually set to [kmin, kmax],
with kmin = 2 and kmax = m/2 or kmax = 
√
m, general
rules of thumb for the execution of clustering algorithms [18].
Finally, for the partition with best SS value, SSF still has to
determine which features to select from each cluster (recall that
each cluster is composed of presumably redundant features).
SSF offers to the user two different options for selecting
features: (i) the selection of the medoid of each cluster, i.e., the
most representative feature1 of each cluster; or (ii) the selection
of the medoid and frontier (the farthest feature from the medoid
within its same cluster) features of each cluster.
III. PROPOSED METHOD
Although SSF has already provided competitive results when
compared to state of the art feature selection methods [11], we
believe that even better classiﬁcation results can be achieved
if a hybrid setting (in which features are selected with a
particular classiﬁer in mind) is considered. In order to develop
our hybrid approach, we rely on a strategy similar to that
1Recall that the method clusters features, therefore the medoids is a feature.
employed by SSF to identify and remove redundant features.
However, instead of employing the Simpliﬁed Silhouette (SS)
to estimate the best feature subset, we employ a wrapper strat-
egy. In brief, we let the very own classiﬁer determine which
one is the best number of features that should be selected.
Ultimately, the classiﬁer (wrapper) selects the most effective
level of redundancy for it to work with, whereas the ﬁlter
identiﬁes the best clustering for a ﬁxed number of clusters.
By limiting the number of subsets evaluated by the wrapper,
we believe that our approach provides a good compromise
between computational cost and ﬁnal classiﬁcation accuracy.
Algorithm 1 provides the main execution steps of our cluster
based hybrid feature selection method. Note that the method
takes the same inputs as the SSF, namely: a dataset X, the
lower and upper limits for the number of clusters of features
to be considered (kmin and kmax), the number of random
initializations of the k-medoids clustering algorithm (nr), and
the strategy to select features from clusters (Sel — selection
of medoid or selection of medoid and frontier). Additionally,
the algorithm requires as input the Classiﬁer (C) that will be
used internally within our method as a wrapper.
Algorithm 1: Cluster Based Hybrid Feature Selection.
input : X; kmin, kmax, nr, Sel, C
output: A Feature Subset
1 BestSubset ← ∅
2 BestError ← 100%
3 foreach k ∈ kmin . . . kmax do
4 BSSE ← Inf ; //Best Sum of Squared Errors
5 P∗ ← ∅; //Best Partition for ﬁxed k
6 foreach r ∈ 1 . . . nr do
7 P ← k-medoids(XT,k,r);
8 SSEV ← SSE(XT,P);
9 if SSEV < BSSE then
10 BSSE ← SSEV ;
11 P∗ ← P;
12 FS ← SelectFeatures(P∗,Sel);
13 Error ← Evaluate(C,FS);
14 if Error < BestError then
15 BestError ← Error;
16 BestSubset ← FS;
17 Return BestSubset
Still regarding Algorithm 1, our hybrid method has two
stages: (i) ﬁlter stage (lines 4 — 12) and (ii) wrapper
stage (lines 13 — 16). In the ﬁrst stage, the method starts by
running the k-medoids clustering algorithm with nr random
initializations, for a ﬁxed value of k (number of clusters).
Note that the method receives as input XT, i.e., the transposed
dataset, given that it will cluster features from the data, not
objects. At the end of this stage, the best partition for each k,
i.e., the partition with the smaller value of Sum of Squared
Errors (SSE)2 for each number of clusters, is selected for
further evaluation (note that, since the wrapper will select
the ﬁnal number of features in the second stage, we do not
need to employ the Simpliﬁed Silhouette in the ﬁrst stage of
2We can use the SSE in order to detect the best cluster solution only because
we are dealing with a ﬁxed number of clusters (k) at a time.
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our method). Once this partition is determined, for a given
selection strategy (Sel), its features are selected (as shown in
line 12 of the Algorithm).
After a feature subset is produced from the best partition
found at a ﬁxed value of k, its features are evaluated with
a wrapper, in the second stage of our method. This step
consists in evaluating the feature subset with the classiﬁcation
method (C). As suggested by Kohavi and John [8], in order
to provide an unbiased error estimate, we employ a 5-fold
cross-validation internally, at line 13. This process is then
repeated for all values of k within [kmin, kmax]. At the end
of the process, the best feature subset, i.e., the feature subset
with lowest classiﬁcation error is returned (as output) by the
method. It is important to highlight that the 5-fold cross
validation (the error estimation) for the wrapper stage of our
method is performed only considering the training data, as
is general practice in the literature of wrappers for feature
selection [8].
Similarly to SSF our hybrid method automatically determines
the size of the ﬁnal subset of features. However, it differs from
SSF on how this is done. For SSF the ﬁnal feature subset
is determined by the use of the Simpliﬁed Silhouette (SS)
criterion, whereas in our approach it is determined by the
very own classiﬁer that will be later employed. It is worth
noticing that the wrapper stage of our method has a limited
computational cost, given that it only evaluates kmax−kmin+1
feature subsets, number which is reduced by the ﬁrst ﬁltering
stage. If the rule of thumb kmax = 
√
m (where m is the
number of features) is considered, then the total number of
evaluations performed by the wrapper is indeed really small,
even for datasets with a large number of features.
IV. EXPERIMENTAL SETUP
Our hybrid feature selection approach is evaluated regarding
two main aspects: (i) the error obtained after classiﬁcation
using the selected features and (ii) the total number of fea-
tures selected. Two well-known classiﬁcation algorithms are
employed during our evaluation, namely Naı¨ve Bayes (NB)
and kNN (k Nearest Neighbors). These two classiﬁcation algo-
rithms are not only broadly used in practical applications [19],
but are also known to be particularly sensitive to the number
of features present in the data. Moreover, they have also been
shown to be sensitive to redundant and irrelevant features [20].
For both classiﬁers we adopt the implementations available in
Weka [20], considering their default parameter values.
In order to provide an unbiased evaluation of the feature se-
lection procedure we have employed the well-established eval-
uation methodology proposed by Reunanen [21]. In brief, the
evaluation methodology assumes the use of a cross-validation
procedure (we use in our work the 10-fold stratiﬁed cross
validation [22]), for which features are selected considering
solely the training sets. Classiﬁcation models are also induced
considering only the training sets (with reduced number of
features) and evaluated on the test folds. It is worth noticing
that for all the algorithms under evaluation we employ the very
same training and test folds, for a fair comparison.
We compare the results produced by our hybrid feature
selection approach with those obtained with the Simpliﬁed
Silhouette Filter (SSF) [11], given that our method can be seen
as a hybrid extension of SSF in which a wrapper determines
the best number of features to be selected. It is important to
remark that SSF was already evaluated by its authors against
different competitors from the literature, providing the best
overall results [11]. To provide some reassurance regarding
our comparison, we employ statistical tests as suggested by
Demsˇar [23]. Given that we are comparing two feature selec-
tion algorithms on multiple datasets, we employ the Wilcoxon
Signed-Rank test. The statistical test is applied within the
results of each classiﬁer (i.e., separately for kNN and NB), in
order to detect signiﬁcant differences produced by the feature
selection methods.
Regarding datasets, we employ two different collections in our
evaluation, named hereafter collection A and B. Collection
A comprises the same nine datasets3 originally used in the
evaluation of the Simpliﬁed Silhouette Filter (SSF) in [11].
Six of these datasets come from the work of Yeung et al. [24],
with ﬁve synthetic datasets (named Bio1 , ... , Bio5) and one
real dataset containing yeast expression patterns (Yeast). The
three remaining datasets come from the UCI Machine Learning
Repository [25], namely Spambase (Spam), Wisconsin Breast
Cancer (Wisc), and Ionosphere (Iono). Table I provides a
summary of the datasets from collection A and their main
characteristics.
TABLE I: Summary of datasets from [11] — Collection A.
Dataset # Objects # Features # Classes (Distribution %)
Bio1 ... Bio5 400 20 6 (≈ equally distributed)
Spam 4,601 57 2 (39.4 — 60.6)
Wisc 683 9 2 (65.0 — 35.0)
Yeast 205 20 4 (40.5 — 7.3 — 45.4 — 6.8)
Iono 351 34 2 (35.9 — 64.1)
The second dataset collection we employ comprises a publicly
available benchmark proposed in [26]. Brieﬂy, this benchmark
set encompass 35 microarray datasets from cancer gene expres-
sion experiments and comprehend the two ﬂavors in which the
technology is generally available: single channel (21 datasets)
and double channel (14 datasets) [27]. Hereafter we refer to
single channel microarrays as Affymetrix and double channel
microarrays as cDNA, since the data was collected using either
of these technologies [26]. Table II provides a summary of
collection B. Further information can be obtained in [26].
V. RESULTS AND DISCUSSION
Given the different nature of the datasets employed in our
evaluation we discuss their results separately in the following.
A. Results on Data Collection A
We begin by presenting results for the ﬁrst dataset collec-
tion (presented in Table I). For experiments on these datasets
we considered kmin = 2 and kmax = m/2 for both feature
selection methods (given that we have at most 57 features in
total, in the case of Spam). Regarding the distance measure
for clustering features, we employed the well-known Pearson
correlation coefﬁcient4, given that it already showed to provide
3Due to memory constraints we do not include the Ovarian dataset here.
4Note that only the correlation magnitude is important to identify feature
redundancy, therefore we adopt Dist = 1− |Pearson| for k-medoids.
45
TABLE II: Gene expression data from [26] — Collection B.
Dataset Type # Objects # Classes # Features
alizadeh-v1 cDNA 42 2 1095
alizadeh-v2 cDNA 62 3 2093
alizadeh-v3 cDNA 62 4 2093
bittner cDNA 38 2 2201
bredel cDNA 50 3 1739
chen cDNA 180 2 85
garber cDNA 66 4 4553
khan cDNA 83 4 1069
lapointe-v1 cDNA 69 3 1625
lapointe-v2 cDNA 110 4 2496
liang cDNA 37 3 1411
risinger cDNA 42 4 1771
tomlins-v1 cDNA 104 5 2315
tomlins-v2 cDNA 92 4 1288
armstrong-v1 Affymetrix 72 2 1081
armstrong-v2 Affymetrix 72 3 2194
bhattacharjee Affymetrix 203 5 1543
chowdary Affymetrix 104 2 182
dyrskjot Affymetrix 40 3 1203
golub-v1 Affymetrix 72 2 1877
golub-v2 Affymetrix 72 3 1877
gordon Affymetrix 181 2 1626
laiho Affymetrix 37 2 2202
nutt-v1 Affymetrix 50 4 1377
nutt-v2 Affymetrix 28 2 1070
nutt-v3 Affymetrix 22 2 1152
pomeroy-v1 Affymetrix 34 2 857
pomeroy-v2 Affymetrix 42 5 1379
ramaswamy Affymetrix 190 14 1363
shipp Affymetrix 77 2 798
singh Affymetrix 102 2 339
su Affymetrix 174 10 1571
west Affymetrix 49 2 1198
yeoh-v1 Affymetrix 248 2 2526
yeoh-v2 Affymetrix 248 6 2526
a good compromise between computational cost and quality
of results for SSF [16]. We considered the scenarios of
one (Sel = medoid) and two features (Sel = medoid and
frontier) selected per cluster for our hybrid feature selection
approach and SSF. Finally, with respect to the number of
repetitions employed for the k-medoids clustering algorithm,
we used nr = 20, for both feature selection methods, as
suggested by the SSF authors in [11].
In Table III we show classiﬁcation errors obtained with kNN
and Naı¨ve Bayes (within each classiﬁer the best results are
highlighted in bold), regarding the selection of one feature
per cluster (medoid of each cluster). For both classiﬁers, our
hybrid approach provided the best results in a greater number
of datasets than SSF. The improvements in classiﬁcation come
associated with a few more features selected by our approach,
in general, as shown in Table IV. It is worth noticing in that
table that, unlike SSF, for different classiﬁers we have different
numbers of selected features in our method, given that the
classiﬁer is employed during the wrapper stage.
In Table V we show classiﬁcation errors regarding the selection
of two features per cluster (medoid and frontier feature of each
cluster). Once again, our hybrid feature selection approach
provided better results than SSF in a number of datasets. In
general, for both methods, better results were obtained with the
selection of two features per cluster (medoid and frontier) than
with the selection of only one feature per cluster (medoid).
TABLE III: Mean error ( ± standard deviation) for kNN and
Naı¨ve Bayes with the selection of one features per cluster.
Dataset
kNN Naı¨ve Bayes
Hybrid SSF Hybrid SSF
Bio1 00.00 ± 0.00 02.50 ± 3.53 00.12 ± 0.39 02.37 ± 2.66
Bio2 06.50 ± 2.10 16.25 ± 5.80 07.00 ± 2.37 14.25 ± 3.68
Bio3 06.50 ± 3.94 12.75 ± 2.99 07.37 ± 3.55 12.37 ± 2.79
Bio4 01.00 ± 1.74 00.25 ± 0.79 00.87 ± 1.44 00.37 ± 0.60
Bio5 01.25 ± 1.31 02.50 ± 2.04 00.87 ± 0.84 02.37 ± 1.49
Spam 11.06 ± 1.48 14.27 ± 1.42 21.57 ± 6.93 24.42 ± 2.80
Wisc 05.42 ± 2.68 06.43 ± 2.68 05.20 ± 2.39 06.51 ± 2.79
Yeast 05.40 ± 2.85 11.16 ± 6.50 04.91 ± 3.52 09.45 ± 6.00
Iono 11.67 ± 3.88 12.53 ± 5.23 12.82 ± 2.25 17.38 ± 4.87
TABLE IV: Mean number of features selected ( ± standard
deviation) — one feature selected per cluster (medoid).
Dataset
Hybrid Approach
SSF
kNN Naı¨ve Bayes
Bio1 08.60 ± 0.69 09.30 ± 2.00 02.80 ± 0.78
Bio2 06.80 ± 1.93 07.50 ± 2.46 03.00 ± 0.00
Bio3 09.20 ± 1.39 09.90 ± 1.10 02.90 ± 0.99
Bio4 06.70 ± 1.82 07.20 ± 2.48 05.60 ± 2.36
Bio5 08.50 ± 2.36 10.90 ± 1.44 02.20 ± 0.63
Spam 26.70 ± 4.00 15.90 ± 5.76 20.80 ± 2.34
Wisc 05.80 ± 0.42 05.60 ± 0.51 02.00 ± 0.00
Yeast 10.80 ± 1.39 10.10 ± 1.37 02.00 ± 0.00
Iono 13.30 ± 4.32 16.00 ± 4.21 12.00 ± 2.10
As before, our hybrid approach selected more features than
SSF in most of the cases, as shown in Table VI. Overall, we
believe that the improvements in accuracy provided by our
hybrid method come from the interplay between the feature
selection and the classiﬁer, which is absent in SSF.
TABLE V: Mean error ( ± standard deviation) for kNN and
Naı¨ve Bayes with the selection of two features per cluster.
Dataset
kNN Naı¨ve Bayes
Hybrid SSF Hybrid SSF
Bio1 00.50 ± 1.50 00.50 ± 1.05 00.75 ± 1.20 00.87 ± 1.56
Bio2 04.75 ± 2.18 11.25 ± 4.28 06.25 ± 1.76 09.37 ± 1.97
Bio3 04.00 ± 3.16 06.25 ± 4.28 04.75 ± 2.93 06.87 ± 3.07
Bio4 00.75 ± 2.37 00.00 ± 0.00 00.75 ± 2.37 00.25 ± 0.52
Bio5 00.25 ± 0.79 02.25 ± 1.41 00.12 ± 0.39 02.00 ± 1.20
Spam 10.12 ± 1.37 10.88 ± 1.42 16.84 ± 1.91 18.77 ± 1.41
Wisc 04.68 ± 3.14 06.87 ± 3.14 04.17 ± 2.39 06.14 ± 2.77
Yeast 03.92 ± 4.57 04.88 ± 3.33 03.90 ± 4.06 05.36 ± 2.55
Iono 09.39 ± 3.00 10.24 ± 4.47 10.40 ± 2.94 13.10 ± 2.39
We applied the Wilcoxon Signed-Rank test, which reported no
statistically signiﬁcant difference (at α = 5%) for this particu-
lar dataset collection regarding the comparison of classiﬁcation
errors.
B. Results on Data Collection B
In this section we present results regarding dataset collec-
tion B (presented in Table II). Given that these datasets have
a larger number of features than the previous collection (most
of the datasets from this collection have more than 1.000
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Fig. 1: Boxplots for classiﬁcation errors obtained after feature selection. The symbol ◦ accounts for the mean value.
TABLE VI: Mean number of features selected ( ± standard de-
viation) — two features selected per cluster (medoid+frontier).
Dataset
Hybrid Approach SSF
kNN Naı¨ve Bayes
Bio1 07.20 ± 0.63 14.40 ± 4.69 05.60 ± 1.57
Bio2 16.70 ± 3.09 17.10 ± 2.23 06.00 ± 0.00
Bio3 16.00 ± 1.33 16.40 ± 1.26 05.80 ± 1.98
Bio4 08.00 ± 1.69 12.80 ± 5.71 11.20 ± 4.73
Bio5 13.30 ± 2.31 17.50 ± 1.08 04.40 ± 1.26
Spam 45.30 ± 2.79 44.80 ± 2.74 36.90 ± 2.99
Wisc 08.10 ± 1.10 08.10 ± 1.10 03.30 ± 0.00
Yeast 13.70 ± 1.49 14.90 ± 2.42 03.70 ± 0.48
Iono 15.90 ± 5.27 11.30 ± 3.46 22.20 ± 3.52
features) we considered kmin = 2 and kmax = 
√
m for both
feature selection methods. Once again, we set the number of
repetitions for the k-medoids algorithm to nr = 20, for both
methods. Similarly to the previous experiments, with respect
to the distance measure for feature clustering, we employed
the well-known Pearson correlation coefﬁcient. Finally, re-
garding feature selection per cluster, due to space constraints,
we report here results for the selection of two features per
cluster (Sel = medoid and frontier), given that it showed the
best results for both methods in the previous section.
Having made such considerations, we depict in Figure 1
boxplots for the results obtained considering Microarray
datasets (collection B). We report results separately for each
Microarray technology (cDNA and Affymetrix) as done in
previous works, e.g., [26]. In the case of Microarray datasets
the beneﬁts obtained with the use of our proposed hybrid
feature selection approach are more prominent than for the
previous datasets. Considering our hybrid feature selection
approach, for the 14 cDNA datasets (Figure 1a) the median
errors were around 25% and 20% for kNN and Naı¨ve Bayes
classiﬁers, respectively. Meanwhile, when considering SSF
for the same datasets, these errors were around 39% and
34%. Such differences in favor of our hybrid feature selection
approach can also be observed for Affymetrix data (Figure 1b).
Results regarding the number of features selected for these
datasets are reported in Figure 2. It is clear from the boxplots
that SSF selected fewer features than our hybrid approach (for
both kNN and NB). In fact, for cDNA datasets, SSF selected
only 5.26± 2.92 features on average. Meanwhile, our hybrid
method selected on average 53.48± 18.47 features with kNN
and 46.25 ± 18.94 features with NB. Even tough our hybrid
method selected about 10 times more features than SSF (in
the case of cDNA datasets), the number of features selected
by our method accounts for about only 2% of the total number
of features in the datasets, which, we consider as a signiﬁcant
decrease in the number of features.
Although the ﬁnal number of features selected by the method
is important, it should not be analyzed independently of the
classiﬁcation errors obtained with such features. To this extent,
SSF selected fewer features than our hybrid approach. It
also provided, however, worse classiﬁcation outcomes than
our hybrid approach. In light of these results, we believe
that our hybrid approach provides a good balance between
classiﬁcation accuracy (or errors) and the ﬁnal number of
features selected.
Finally, we applied the Wilcoxon Signed-Rank test (at α =
5%) in order to detect statistical differences (if any). Con-
sidering classiﬁcation errors, there is statistically signiﬁcant
difference favoring our hybrid feature selection approach over
SSF regarding both classiﬁcation algorithms (kNN and NB)
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(b) Affymetrix
Fig. 2: Boxplots depict the number of features selected for
each method. The symbol ◦ accounts for the mean value.
and data types (cDNA and Affymetrix) under consideration.
VI. CONCLUSIONS
In the present work we have introduced a hybrid (ﬁlter —
wrapper) feature selection approach with two main steps. In the
ﬁrst one, a ﬁlter strategy based on the clustering and removal
of redundant features selects a reduced number of candidate
feature subsets. Subsets selected in the ﬁrst stage are then
evaluated by a wrapper (in a second stage) which determines
the best performing feature subset according to classiﬁcation
error estimated on training data.
Results from an experimental evaluation conducted on two
dataset collections showed that our method provides com-
petitive results with state of the art clustering based feature
selection approaches (represented in our evaluation by SSF),
both in terms of accuracy and number of selected features.
We believe that our approach is a valuable alternative for
feature selection in the classiﬁcation scenario, given that the
combination of ﬁlter and wrapper in a single hybrid method
provides a good compromise in terms of accuracy and the ﬁnal
number of selected features for a speciﬁc classiﬁer.
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