Abstract. We present an algorithm for computing the cardinality of the Jacobian of a random Picard curve over a finite field. If the underlying field is a prime field F p , the algorithm has complexity O( √ p).
Introduction
Let p be a prime, p = 2, 3, and let F q be a finite field of characteristic p with q elements. A principal problem in arithmetic geometry is to determine the group order of J C (F q ), the set of F q -rational points on the Jacobian of a randomly chosen curve C defined over F q . In this paper we address this problem in the case where C is a Picard curve.
A Picard curve defined over F q is a curve of genus 3 admitting an affine model given by an equation of the form
where f (x) ∈ F q [x] is a polynomial of degree 4. If the characteristic p is small, there exists an efficient point counting algorithm using p-adic methods [GG03] . It is also possible to construct special curves defined over large characteristic using complex multiplication [KW] . There is no satisfactory algorithm for point counting on Picard curves in large characteristic. (Pila's generalization of Schoof's algorithm to general abelian varieties [Pil90] , albeit polynomial-time, is of little practical use.) On the other hand, efficient arithmetic for Picard curves in any characteristic is available, see, e.g., [Bau04, FO04] . Compared to the arithmetic for hyperelliptic curves of genus three, it is slower just by a factor somewhere between two and three. Another strong interest in determining the group order of J C (F q ) comes from the applications of Picard curves in public-key cryptography: The Jacobian of a Picard curve can be used to implement discrete logarithm-based cryptography such as the Diffie-Hellman key exchange protocol [DH76] . Knowing (the largest prime factor dividing) the group order is necessary to be able to guarantee the desired level of security against the Pohlig-Hellman attack [PH78] . Note that just as with the discrete logarithm problem (DLP) in the group of points on an elliptic curve, for the DLP in the Jacobian of a Picard curve the best currently available algorithms have fully exponential running time. While in the elliptic case, the best algorithm is the parallelized Pollard rho method [Pol78, vOW99] [Thé03] for the DLP in the Jacobian of hyperelliptic curves of genus 3 can be extended to Picard curves. This algorithm solves the DLP in time O(q 10/7 ), thus asymptotically improving on the O(q 3/2 ) running time for the Pollard rho method. But due to the larger O-constants for Thériault's algorithm, its effect on the security of Picard curves over fields of cryptographically relevant sizes (e.g., q ≈ 2 55 for a 165-bit Jacobian) is at most marginal. Using the Hasse-Weil bound for curves, it is possible to deduce that the group order #J C (F q ) of the Jacobian of a genus 3 curve lies in an interval of size O(q 5/2 ). Thus, #J C (F q ) can be computed using the Pollard kangaroo method [Pol78] in O(q 5/4 ) operations in the Jacobian. Stein and Teske have given better estimates for the group orders of hyperelliptic genus 3 curves and derived an algorithm of complexity O(q) [ST02a] . They were able to construct a hyperelliptic curve of genus 3 with group order of size 10 29 [ST02b] . This idea has recently been adapted to Picard curves by Stein and Scheidler [SS] . Their method also has running time O(q), but no experimental results were given. While there also exist algorithms (see, e.g., [Pil90] ) that can theoretically compute the zeta function of a curve, and hence the cardinality of its Jacobian, in polynomial time they are of little practical use.
In this paper, we describe a divide-and-conquer approach which takes time and space O( √ q). It is based on the following idea: Let ζ 3 be a primitive cube root of unity. Then over Z[ζ 3 ], the characteristic polynomial of the Frobenius F (t) splits into a cubic polynomial g(t) and its complex conjugate. Exploiting properties of the Frobenius endomorphism on the Jacobian, we narrow the possible choices for the coefficients of g (t) . Using a baby step-giant step type algorithm, we then search the list of remaining candidates by checking whether a random divisor of the Jacobian is annihilated by g(1).
In Section 2, we first deduce some easy facts about Picard curves that in particular enable us to determine the group order of the Jacobian of a Picard curve modulo 2 and 3. Then in Section 3 we focus on the L-polynomial of a Picard curve and show that it has a very special form. From this, in Section 4 we derive our baby step-giant step type algorithm for determining the group order. This algorithm takes O( √ q) operations in the Jacobian and has to store O( √ q) divisors. In most cases the output of the algorithm will also enable us to determine the complete L-polynomial of the curve C, which encodes the numbers #C(F q k ) for all k ∈ N.
If q = p n with n ≥ 2, this algorithm can be improved by first determining the Hasse-Witt matrix of the Picard curve. We describe this approach in Section 5. Running times are summarized in Section 6, which is followed by computational examples in Section 7. We give an example of a Picard curve defined over a field of size 5·10
12 which has a 39-digit prime group order. Furthermore, we found a Picard curve defined over F p 3 where p is of size 10 6 and whose group order is divisible by a prime of size 10 54 . Lastly, we discuss some possible further speed-ups. We conclude in Section 9, and indicate that our new method can also be applied to a special class of hyperelliptic genus 3 curves.
Basic facts
For basic definitions on curves and function fields see [Sti93] . Let C be a Picard curve C over F q given by the generic equation
By completing the square, we can assume that f 3 = 0. The zeta function ζ(s, C) of C can be written as
where L(t, C) is the L-polynomial of the curve. The L-polynomial is of degree 2g, where g = 3 is the genus of the curve, and encodes information on the group order of its Jacobian J C . More precisely, #J C (F q ) = L(1, C). Let π q be the Frobenius endomorphism of C and F π,C (t) the characteristic polynomial of π q on the Tate module
For simplicity, we write F (t) instead of F π,C (t) if the reference to the curve is clear. Similarly, we write L(t) instead of L(t, C). We obviously have #J C (F q ) = F (1). Now let N r = #C(F q r ) − (q r + 1), and we write L(t) = 
Thus for the L-polynomial of our genus 3 curve we only need three coefficients of the L-polynomial or, equivalently, the number of points #C(F q r ) for r = 1, 2, 3. In terms of the N r we have
Lemma 2.1. Let C be a Picard curve over F q with q ≡ 2 (mod 3). Then the Lpolynomial splits over Q. More precisely, the group order of the Jacobian is divisible by q + 1.
Proof. Since every element in F q is the unique third power of an element in F q we have #C(F q ) = q + 1. Similarly, #C(F q 3 ) = q 3 + 1. Thus, N 1 = N 3 = 0. Now suppose that N 2 = a. Then a is even and by (2.2),
Substituting t = 1 gives the desired result.
In the following we will restrict ourselves to the case q ≡ 1 (mod 3). In this case there is an action of Z[ζ 3 ] on the Jacobian of C given by the automorphism (x, y) → (x, by), where b = 1 ∈ F q and b 3 = 1, on the curve. A more detailed discussion of the L-polynomial in this case is given in Section 3.
2.1. The (1 − ζ 3 )-torsion points. The defining equation of the curve immediately gives us some information on the 3 k -torsion part of the Jacobian. First note that the points on C with vanishing y-coordinate correspond to (1 − ζ 3 )-torsion points of the Jacobian. Now,
3 , and, if we consider the images under the natural inclusion of the curve into the Jacobian of any three distinct points with vanishing y-coordinate, they will generate the entire (1 − ζ 3 )-torsion group.
Lemma 2.2. Let q ≡ 1 (mod 3) and let y 3 = f (x) be the defining equation of the Picard curve.
(1) Suppose f (x) splits completely over
splits into a factor of degree 3 and a factor of degree 1, or into two factors of degree 2.
Proof.
(1) In this case
(2) The two (1 − ζ 3 )-torsion points arising from the roots of f (x) are linearly independent. Hence, (Z/3Z) 2 ≤ J C (F q ).
(3) In this case, we only know that
2.2. The 2-torsion points. As with the 3-torsion, we can derive information about the 2-torsion that is present in the Jacobian. Since over the algebraic closure
3 , it remains to determine which of these elements of order 2 are defined over the ground field.
An element of order 2 in the Jacobian of a Picard curve corresponds to a divisor in one of two specific forms.
The first class of divisors having order 2 comes from bitangents to the curve. These are lines which intersect the Picard curve in two points in the affine plane, each with multiplicity 2. Let y − ax − b represent such a line with P 1 and P 2 being the two points of intersection. The principal divisor associated to y − ax − b is 2P 1 + 2P 2 − 4P ∞ , so P 1 + P 2 − 2P ∞ is a divisor of order dividing 2. Furthermore, it is not a principal divisor because it is distinguished (see [Bau04] ). Thus, it corresponds to an element of exact order 2. From the theory of θ-characteristics, we know there are precisely 28 such bitangents for a Picard curve, one of which intersects only at infinity (see [GH78] for details). This yields 27 distinct points of order 2 in the Jacobian.
The second class of divisors yielding elements of order 2 are divisors of the form P 1 + P 2 + P 3 − 3P ∞ , where the P i are unramified finite points on the curve that are not conjugate under the action of ζ 3 . By counting the difference, we conclude there are precisely 36 such divisors. These are the only admissible forms for a divisor of order 2. To prove this, we rely heavily on the isomorphism between the divisor class group and the ideal class group; for details we refer to [Bau04] . Since the degree of I is at most twice the degree of I, we have c = 0 and b ∈ F q . Since α ∈ I , if S = 1, then b = 0, and α is a multiple of S. Thus, deg S + deg S ≥ 3 deg S, and hence deg S > deg S. However, this is a contradiction since S | S. Therefore, S = 1. Now suppose the factorization of I contains two nonramified prime ideals that are conjugates under the action of ζ 3 . Then s = 1 and gcd(s , f) = s . Thus, our canonical basis for I has S = 1 (again, see [Sch01] ), contradicting the fact that S = 1. Now assume the factorization of I contains at least one ramified prime, say P. If P 2 does not contain I, then P 2 ||I 2 , and hence S = 1. Any ramified prime must therefore divide I with multiplicity exactly 2, since multiplicity 3 would imply that I is not primitive and hence not reduced. In this case, the degree of I is bounded by 3, since P 4 = (u)P for some irreducible polynomial u ∈ F q [x]. Consequently, I = S where deg S = 1 because the generator α now has degree ≤ 3. Then I = P, which implies I = P 2 , which is in fact a (nonprincipal) distinguished ideal. However, I has order dividing 3 since (P 2 ) 3 = (P 3 ) 2 = u 2 . This forces I to be principal, a contradiction.
Corollary 2.1. If I is a reduced ideal such that I
2 is principal, then
Proof. The fact that I has this form follows from the previous lemma, while the second equality is just a simple observation. The degree statement about s follows from the fact that if deg s = 1, then I 2 is also distinguished and hence not principal.
We now develop an explicit criterion for determining whether an ideal has order 2. This will be used to develop an algorithm for completely determining the 2-torsion in the ideal class group (and hence the Jacobian).
Lemma 2.4. Let I = s, u + y be a reduced ideal. Then I has order 2 if and only if s
Proof. Let I = s, u + y be a reduced ideal. A quick check verifies that u + y is the element of minimal norm in I. Hence I = u + y I −1 is the unique distinguished ideal in the inverse class of I and I = (
, then by a simple degree argument we see that I = I since u 3 + f is a constant multiple of s 2 . This proves the reverse implication. It also proves that I is distinguished. Now assume that I is an ideal of order 2.
] with deg U < 2 deg s, and this ideal is principally generated by some element α. As in the previous arguments, it is easy to see that α = a + by where b ∈ F q . Hence we can write
.
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Also, r must be zero since deg U < 2 deg s. This implies that we can take α = U + y.
with deg s ∈ {2, 3} and deg u < deg s and such that
We handle the case deg s = 2 first. Recall the generic equation (2.1) of our curve, with
Consequently, by comparing coefficients,
Solving for the s i 's, we obtain
s 1 = u 3 1 /2 , s 0 = (−u 6 1 /4 + f 2 + 3u 0 u 2 1 )/2 , 0 = −u 9 1 + 4f 2 u 3 1 + 12u 0 u 5 1 − 8f 1 − 24u 2 0 u 1 , 0 = −8f 2 u 6 1 − 24u 0 u 8 1 + 16f 2 2 + 144u 2 0 u 4 1 + u 12 1 + 96f 2 u 0 u 2 1 − 64f 0 − 64u 3 0 .
Doing a similar calculation for the case deg s
Given explicit values for the f i 's, we can solve for the u i 's using Gröbner bases very efficiently, and then substitute into the appropriate values for the s i 's. For the size of the fields we considered (and fields that were much larger), Magma [Mag] was able to perform these computations in a neglible amount of time. Thus, we can explicitly compute all the elements of order 2 and hence determine the precise number of 2-torsion elements in the Jacobian.
For the case deg s = 2, we have found all of the relevant bitangents. If deg s = 3, we now have a geometric characterization by noting that deg u = 2 for the corresponding u, and hence we are finding parabolas that intersect the curve in three finite points with multiplicity 2.
More on L-polynomials of Picard curves
In this section we further investigate the L-polynomial of a Picard curve over a field F q with q ≡ 1 (mod 3). We show that the characteristic polynomial of the Frobenius
Z in two (not necessarily irreducible) factors g(t) and g(t), where g(t) is obtained from g(t) by applying the complex conjugation to the coefficients. Moreover, for the vast majority of curves over
where π ∈ Z[ζ 3 ] and such that ππ = p, and v π (a 1 ) = v π (a 1 ) = 0.
Recall that C has an automorphism of order 3 defined over F q given by (x, y) → (x, by) where b = 1 ∈ F q is an element such that b 3 = 1. It extends to an automorphism of the Jacobian. Hence, Z[ζ 3 ] ⊆ End(J C ) or more precisely, Z[ζ 3 ] is contained in the center of the endomorphism ring. Now, using [Tat66] we get three possibilities:
(1) J C is absolutely simple. Here End(J C ) ⊗ Q is a CM field of degree 6. It is a composite of a totally real field of degree 3 and Q[ζ 3 ]. (2) J C is over F q isogenous to the product of an abelian variety of dimension 2 and an elliptic curve. They are both simple over F q . Further, we see that the automorphism of order 3 acts on each factor. Hence, F (t) splits into four factors over Q[ζ 3 ]: two factors of degree 2 and two linear factors. (3) J C is isogenous to the product of three elliptic curves. Arguing as in (2), we see that F (t) splits completely over
The first case is the most frequent case. To see this, note that there are O(q 2 ) isomorphism classes of Picard curves over F q since the moduli space has dimension 2. There are at most six isomorphism classes of elliptic curves with complex multiplication (CM) by Z[ζ 3 ]. Therefore, the number of isomorphism classes of Picard curves whose Jacobian is isogenous to the product of elliptic curves can be bounded by a constant not depending on q. Moreover, the moduli space of abelian surfaces with CM by Z[ζ 3 ] is one dimensional: Every abelian surface is isogenous to the Jacobian of a hyperelliptic curve C. If J C has CM by Z[ζ 3 ], then C can be written in the form
and j = b/a 3 determines the isomorphism class for a = 0. From now on we restrict ourselves to the first case. For the other cases, see Remark 3.1.
Let K be the CM field End(J C ) ⊗ Q. The points on the Jacobian form an Omodule where O ⊆ O K is an order in K containing the third roots of unity. Let w be an element in O K corresponding to the Frobenius endomorphism π q of C, i.e., wP = π q (P ) for all P ∈ J C (F q ) where the multiplication on the left-hand side is the module multiplication. This property determines w uniquely. We have F (w) = 0. We set w 1 = w and denote by w 2 , . . . , w 6 the conjugates of w over Q. It is well known that w i w i = q and w i +w i is a totally real element (see, e.g., [Wat69] ). Since F (t) splits over Q(ζ 3 ), we can write
We put
We derive the following corollary.
Corollary 3.1. Let C be a Picard curve over
We
Lemma 3.1. Let C be a Picard curve whose Frobenius has the characteristic polynomial F (t) = g(t)g(t). Then either g(1) or g(1) annihilates the elements in
Proof. Let ω be the element in O K that represents the Frobenius endomorphism as described above. It is clear that
We now consider the polynomial g(t) in more detail. Using that q = w i w i for i = 1, 2, 3, we have
By the triangle inequality we find
Consequently,
Let q = p n with q ≡ 1 (mod 3). If p ≡ 2 (mod 3), then n is even, so n = 2n 1 for some n 1 ∈ N. Then a 3 = p 3n 1 for some ∈ Z[ζ 3 ], 6 = 1, and thus, with (3.3), a 2 = a 1 p n 1 . On the other hand, if p ≡ 1 (mod 3) we have p = ππ for some π ∈ Z[ζ 3 ]. We can write q = p n = π n π n . Then (3.6) a 3 = π 3n−2k p k , where k ∈ {0, 1, . . . , 3n/2 } and 6 = 1.
By (3.3) we have a 1 π 3n−2k p k = p n a 2 , and therefore
We distinguish three cases:
(1) k < n: Here a 1 is divisible by π n−k . Let a 1 be an integer in Z[ζ 3 ] such that a 1 = a 1 π n−k . We find that
Using (3.5), we see that
(2) k > n: Here a 2 is divisible by p. It follows that the coefficient of t 3 in F (t) is divisible by p. We find that
In the first and second case the Picard curve is not ordinary since its p-rank is smaller than 3 (for the relationship between the L-polynomial and the p-rank see, e.g., [Bou00] ). These cases are extremely rare, so that from now on we restrict ourselves to the third case.
The main point of our paper is to determine a 1 given a 3 , for which we discuss an algorithm in Section 4. Note that we can bound the number of possi- (2) F (t) splits into two factors f i (t), i = 1, 2 of degree 2i: There are six possibilities for f 1 (t). Over Q(ζ 3 ), f 2 (t) decomposes as (t 2 −a 1 t+a 2 )(t 2 −a 1 t+a 2 ), where a 2 a 2 = q 2 and a 1 a 2 = qa 1 . Thus, there is only a constant number of possibilities for the group order of J C (F q ). We now give a refined version of Corollary 3.1.
Theorem 3.1. Let C be a Picard curve over F q with q ≡ 1 (mod 3) and a prime such that ≡ 2 (mod 3). Then
Proof. Let D be an element in J C (F q ) of order , and let σ be the automorphism of J C (F q ) corresponding to ζ 3 . Since = 3, D σ and D then the two subgroups generated by D 1 , D 2 along with the action of σ must either be identical or their intersection contains only the identity element, since σ is a nontrivial endomorphism of order 3 acting on the intersection. Therefore, the action of σ decomposes J C (F q )[ ] into a product of disjoint vector spaces of the form Z/ Z × Z/ Z. Noting that the -torsion over the algebraic closure of F q has rank ≤ 6 yields the desired result.
A baby step-giant step algorithm
We now show how to determine #J C (F q ) = F (1) = g(1)g(1) using a timememory trade-off. To be precise, we determine the coefficients a 1 , a 2 , a 3 in (3.1) using Lemma 3.1. For simplicity, we describe our algorithm only in the prime field case; it can easily be adapted to the case q = p n with n > 1. Since n = k in (3.6), we have exactly 12 candidates for a 3 , corresponding to the 12 solutions to p = ππ. By applying our method to all solutions (e.g., on 12 independent machines), we can easily determine the correct choice of a 3 . Thus, here we restrict ourselves to the case that a 3 = πp. Using (3.7) with n = 1, we then have g(1)
Without loss of generality assume that g(1)D = 0. Then
or, using √ −3 = 2ζ 3 + 1, (1) is a multiple of the order of the divisor D. From this, the exact order can be easily determined, as shown in the pseudo-code below. Note that with the correct solution π, the algorithm is guaranteed to succeed, while it outputs "failure" only if the input value for π was wrong. 
Algorithm 4.1. Algorithm to compute ord
(7) { No match has been found, so π was wrong. } Return "failure".
It is immediate that for each divisor D, Algorithm 4.1 requires at most 4(3 + √ 3) √ p ≤ 19 √ p additions in the Jacobian to execute the baby steps and giant steps; the precomputation requires O(log p) operations. We need to store at most 4
. , M}.
Next we discuss a variant of 4.1 that is designed to address some of the issues that arise in implementing the arithmetic in the Jacobians of Picard curves. In particular, given two divisors D 1 and D 2 , the standard addition and reduction formulas compute D 3 ∼ −D 1 − D 2 . Let this addition and reduction be denoted by ⊕. To compute D 1 + D 2 , an additional inversion step is required. Correspondingly, let the standard symbol + represent addition followed by the reduction and inversion. Now, unlike the arithmetic for hyperelliptic curves, inversion is not free. We can avoid the extra inversion step by working in the inverse class half of the time, with respect to a standard double and add algorithm. To be more precise, using ⊕, after an odd number of operations, we will be in the inverse, and hence "wrong", class. This merely requires us to maintain a flag that keeps track of which of the two possible classes our current element resides. Moreover, we can exploit that d 1 ≡ d 2 (mod 2) to break the search space up into two pieces that can be processed in parallel. We give the pseudo-code of the new algorithm first, with the explanation to follow. It might be helpful to note that the superscripts "+" and "-" as well as the variable "toggle" are due to the inversion-freeness, while the subscripts "even" and "odd" relate to breaking up the search space. 
toggle ← −toggle. (7) { No match has been found, so π was wrong. } Return "failure".
We now explain Algorithm 4.2. Let D ∈ J C (F p ). In 
In terms of A even , B + and C + (Step (2) of Algorithm 4.2), this means
which in terms of A odd , B + and C + reads as
Now assume for some n and j we have (s n , j) ∈ R even (which happens if
Comparing with (4.2), we see that k 1 = (−1) j+n n and k 2 = j. Substituting back in for a 1 yields a 1 = (−1) j+n n + j √ −3. The additional check if (−s n , j) ∈ R even is necessary to compensate for the lack of inversions when adding divisors. In fact, if we instead found (−s n , j) ∈ R even , then we have an extra inversion to compensate for. We obtain (−1)
which implies a 1 = (−1) j+n+1 n + j √ −3. A similar argument holds for searching for k 1 , k 2 in case the d i are odd, in which case the match is found within R odd . In any case, by construction of a 1 and with g = 1 − a 1 + a 1 π − πp, 2gg is a multiple of ord D.
Note that Algorithm 4.2 requires essentially the same number of operations in the Jacobian as Algorithm 4.1, but each operation is cheaper since we use "⊕" instead of "+".
Remark 4.1.
(1) Note that in most cases, Algorithm 4.1 (resp. Algorithm 4.2) recovers not only g(1) but also the coefficients of the polynomial g(t). This gives us the whole L-polynomial of the curve C. The L-polynomial contains more information than the group order of the Jacobian alone. In particular, we find #C(F q k ) for all k ∈ N. (2) In Section 8.2 we discuss how to further reduce the running time and space requirements by working with smaller bounds on the norm of a 1 .
Computing #J
then ord D has a unique multiple in the Hasse-Weil interval [(
, which equals #J C (F p ). For cryptographically interesting curves whose Jacobian has a group order almost a prime, this is the most likely case.
If, on the other hand, more than one multiple of ord D lies in the Hasse-Weil interval, instead of running the same algorithm with another divisor (which is not only expensive but also might not yield the desired result either), there are two ways to proceed. 
1 . If neither holds, we can conclude that 2 | N . Thus, by checking the factors of ord D, we may be able to determine a larger divisor of N than ord D itself, which may have a unique multiple in the Hasse-Weil interval and we are done.
Otherwise, note that Algorithm 4.2 (and 4.1) is designed to find candidates for the coefficients of g(t). In particular, if ord D is very small, there might be different candidates for g(t). Hence, if the output ord D does not uniquely determine N , instead of terminating we continue the computation from where the algorithm's GOTO command was executed. This produces further successful table lookups in R that yield further candidates for g(t). On completion of all giant steps, the set of candidates for g(t) contains the correct polynomial. Only the proper value for g(1) annihilates all divisors in the Jacobian. By testing the candidates with randomly chosen divisors, wrong candidates can be eliminated and eventually #J C (F p ) can be determined from the surviving candidate.
The Hasse-Witt matrix
Using the Cartier-Manin operator or, more precisely, its concrete realization as the Hasse-Witt matrix, we can deduce information on the L-polynomial modulo p of a curve defined over a field of characteristic p provided that p is not too large.
5.1. The definition and consequences. If C is a Picard curve, the form of the Hasse-Witt matrix is known explicitly.
Then the Hasse-Witt matrix of C is equal to
Given a matrix A = (a ij ) with entries in F q , let A (p) denote the matrix (a 
In Section 5.2 we show how to efficiently compute the Hasse-Witt matrix and hence F (t) modulo p in the Picard case. Assume now that we know F (t) modulo p. This information can be used to speed up the algorithms from Section 4 as follows. Recall case (3) on page 1990 where F (t) splits into g(t)g(t) over Z[ζ 3 ] with g(t) = t 3 − a 1 t 2 + a 1 π n t − π n q for some π ∈ Z[ζ 3 ], ππ = p and a 1 ∈ Z[ζ 3 ] not divisible by p. We can write
Using Theorem 5.2, we find c i mod p. Now we have 12 possibilities for π n and six possibilities for π n + π n . Since we can run through all such possible solutions, we can assume that we know π n . Then we can solve the system (5.2) for (
Example. We illustrate the above by an example over the relatively small field For simplicity, let us concentrate on the case p ≡ 1 (mod 3); the case p ≡ 2 (mod 3) works analogously.
The matrix entry c p−1,p−1 is the coefficient of x p−1 y p−1 in (5.1), which is equal to p − 1
and V k is a sequence of matrices whose entries are polynomials in k. Note that
by Wilson's lemma. The power f p−1 0 can easily be determined using a square-andmultiply technique. Now, since k! ≡ 0 (mod p) for k ≥ p, the sequence V k does not make sense in F q = F p n for k ≥ p. For computing the (2p − 2)-th and (2p − 1)-st coefficients of f (2p−2)/3 , we lift the problem to characteristic zero, more precisely, to the unramified extension W of Q p with residue degree q. Since the p-valuation of (2p − 1)! is equal to 1, it is enough to do all computation with precision 2. Since we easily check that (2p − 1)! ≡ p (mod p 2 ), we have
So we are left with the efficient computation of V p−1 and V 2p−1 , which works just as described in Sections 2 and 3 of [BGS04] . The running time of the algorithm is O( √ p log 3 p log log 2 p log log log p)
operations in F q , where it is assumed that the multiplication of two polynomials of degree n takes O(n log(n) log log(n)) operations.
Running times
We now discuss the running time complexity of our new method. As before, let q = p n . Let N = #J C (F q ). As seen in the previous section, the Hasse For n > 4, the Gaudry-Gurel extension of Kedlaya's algorithm [GG03] for computing the cardinality of the Jacobian of a curve is definitely faster than our approach. It runs in time O(pn 3 ). We summarize our discussion in Table 1 . If n = 1 or n = 4, the most timeconsuming step is the baby step-giant step algorithm. In this case, we give the complexity in terms of operations in F q rather than in Soft-Oh notation.
Computational results
We implemented Algorithm 4.2 in C++ using NTL. Here we give four examples, three of which are over a finite prime field F p , and one over a field F p 3 where the algorithm is most efficient (cf. Table 1 ). In all examples, the Picard curve C is given by the equation
(1) We take p = 123456799903. Then p ≡ 1 (mod 3), and one solution of ππ = p is given by π = −396954 − 271123ζ 3 where ζ 3 = (−1 + √ −3)/2. Since in cryptographic applications we aim for Jacobians with prime or almost-prime group order, we first determine parameters f 2 , f 1 and f 0 for C such that J C (F p ) has no 2-and 3-torsion points. We use f 2 = 17832302073, f 1 = 31508807039, and f 0 = 100619648414.
We then apply Algorithm 4.2, which finds a 1 = 186266 − 281004ζ 3 . We compute
which is a prime with 34 decimal digits. Once the correct element π was found, this computation took 575.75 seconds on a 2000 Mhz laptop with 512 MB RAM. The total running time is about 12 times as high, given that the algorithm has to be run for each of the 12 possible choices for π. Recall that the latter can be fully parallelized. (2) Let p = 251123481769 ≡ 1 (mod 3) and C be the Picard curve
over F p . We find π = −356107 + 216933ζ 3 and a 1 = 430420 + 480361ζ 3 . Then #J C (F p ) = 15836576914121881401954674414636461, which has a 32-digit prime factor. (3) Let p = 5467598293543. Given our particular implementation, this is roughly the largest prime for which we can run Algorithm 4.2 entirely in RAM memory. We apply our algorithm to 50 random Picard curves over F p with no 2-or 3-torsion. During the first few such computations, we observe that only three different values of π ever occur as correct choices, namely 2494359 + 2142293ζ 3 , −2142293 + 352066ζ 3 , and −352066 − 2494359ζ 3 , which differ by primitive cube roots of unity. For each curve, we thus use Algorithm 4.2 with these values of π first (and we are always successful in with k ≤ 3 seemed to be consistently about 10%, so the extreme values for the norm of a 1 (close to the theoretical bound) seem very rare. Thus, we can decrease the memory requirement and the running time of Algorithm 4.2 by searching for a 1 in a restricted range. The price to pay is that we are no longer guaranteed to find a value for a 1 . Our algorithm is no longer deterministic, and we may have to check more than one curve to successfully determine the L-polynomial of a Picard curve. But with a careful choice of the search range for a 1 , the expected running time will be shorter than with the deterministic variant, with the added advantage of smaller memory requirements.
To be more precise, consider the following. If we run the deterministic version of the algorithm, we expect, on average, to check 6.5 (out of 12) values of π before we find a 1 . If we are to search for a 1 satisfying N Q(ζ 3 )/Q (a 1 ) ≤ 9p/M , we expect to check 6.5 values of π before finding a 1 if we have a curve with k ≥ M , and all 12 values of π otherwise. For each such π, this search is by a factor √ M faster than in the deterministic version. With P M denoting the probability that a randomly chosen Picard curve has k ≥ M , we expect to check 6.5 + 12(1/P M − 1) = 12/P M − 5.5 values of π. Thus the overall speed-up of this approach is S M = 6.5 12/P M − 5.5 · √ M.
Note that this assumes a serial setting, where the 12 values of π are computed consecutively on a single machine. In Table 3 , for sample values of M we give the observed probabilities P M where the sample space is the set of all 62, 000 curves for which we calculated a 1 and k. The last line contains the corresponding expected speed-ups. Using a value for M of about 5 seems optimal, but larger values of M still yield an overall decrease in the running time, and also allow for the computation of larger examples because of the decrease in memory requirements. The observed crossover for the running time of the two variants occurs with M = 20.
Conclusion
We presented an algorithm in time and space O( √ q) for point counting on Picard curves in large characteristic F q . It improves on the ordinary baby step-giant step algorithm but is still exponential. Combined with the precomputation of the HasseWitt matrix, it is possible to find cryptographically interesting curves over F p 3 in less than 10 minutes on a single laptop. We were also able to count the number of points for a Picard curve defined over a prime field of size ≈ 5 · 10 12 , which gave a 39-digit (127-bit) prime group order, the largest example computed so far.
However, computing the cardinality of a cryptographically interesting Jacobian in the prime-field case still seems to be out of reach. For example, for a 156-bit Jacobian J C (F p ) we would have to work with a 52-bit prime p. Our algorithm then would require about 2 30 ≈ 10 9 operations in J C (F p ) for each of the 12 candidates for π, and a hash table with about 2 29 ≈ 5 · 10 8 entries. Taking 32 bits for the hash value of the divisors and 32 bits for the index, we obtain storage requirements of about 4 GB RAM. (Note that one could reduce the number of "baby steps" by a constant factor, but at the expense of increasing the number of "giant steps" by the same factor.) Very recently, Gaudry and Schost [GS04] designed a space-efficient variant of a baby step-giant step algorithm by Matsuo, Chao and Tsujii [MCT02] that likely can be modified for our application. This should enable us to compute even larger examples, and is future work.
Another possibility is the design of an algorithm that is less generic. For example, one could use a method to find the -torsion points of the Jacobian of a Picard curve for small [ELW] .
Our algorithm can also be used for hyperelliptic curves of genus 3 with an automorphism of order 4. Let C be a hyperelliptic curve of genus 3 over a field F q of characteristic p = 2 and of the form
where a, b, c ∈ F q . If q ≡ 3 (mod 4), the L-polynomial of C splits. If q ≡ 1 (mod 4) we proceed just as in the Picard case, but replacing the field Q(ζ 3 ) by Q(i).
