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Abstract
A family of perfect matchings of K2n is t-intersecting if any two members share
t or more edges. We prove for any t ∈ N that every t-intersecting family of perfect
matchings has size no greater than (2(n − t) − 1)!! for sufficiently large n, and
that equality holds if and only if the family is composed of all perfect matchings
that contain some fixed set of t disjoint edges. This is an asymptotic version of a
conjecture of Godsil and Meagher that may be viewed as the non-bipartite analogue
of the Deza-Frankl conjecture proven by Ellis, Friedgut, and Pilpel.
1 Introduction
Let M2n be the collection of all perfect matchings of K2n = (V,E), the complete graph
on an even number of vertices. In this work, we investigate families of perfect matchings
F ⊆M2n that are t-intersecting, that is, |m∩m′| > t for all m,m′ ∈ F . In particular, we
seek a characterization of the largest t-intersecting families of perfect matchings of K2n.
The first candidates that come to mind are those families whose members all share a fixed
set T ⊆ E(K2n) of t disjoint edges:
FT := {m ∈M2n : T ⊆ m}.
Such a family will be called canonically t-intersecting for t > 2 and canonically intersect-
ing for t = 1. It is well-known that the canonically intersecting families are the largest
intersecting families of perfect matchings of K2n.
Theorem 1. [8, 11, 13] If F ⊆M2n is an intersecting family, then
|F| 6 (2(n− 1)− 1)!!.
Moreover, equality holds if and only if F is a canonically intersecting family.
In their recent monograph on Erdo˝s-Ko-Rado combinatorics, Godsil and Meagher conjec-
ture that a t-intersecting version of Theorem 1 is true [7, Conjecture 16.14.2]. The main
result of this work is that the following asymptotic version of their conjecture holds.
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Theorem 2 (Main Result). For any t ∈ N, if F ⊆M2n is a t-intersecting family, then
|F| 6 (2(n− t)− 1)!!
for sufficiently large n depending on t. Moreover, equality holds if and only if F is a
canonically t-intersecting family.
Our proof is similar in spirit to a few algebraic proofs of t-intersecting Erdo˝s-Ko-Rado re-
sults, including the somewhat recent proof of Deza and Frankl’s conjecture on t-intersecting
families of permutations, equivalently, perfect matchings of the bipartite graph Kn,n.
Theorem 3. [5, 6] For any t ∈ N, if F is a t-intersecting family of perfect matchings of
Kn,n, then
|F| 6 (n− t)!.
for sufficiently large n depending on t. Moreover, equality holds if and only if F is a
canonically t-intersecting family.
One may interpret our main result as the non-bipartite analogue of Theorem 3. Viewing
it as such, the most significant point of departure from the bipartite case is the absence of
group structure onM2n, a sobering fact that will lead us through the theory of association
schemes, Gelfand pairs, and symmetric functions.
Before we begin this adventure, we first cover some preliminary material needed in
order to map out the first part of our main result.
2 Combinatorial Preliminaries and a Proof Sketch
It is easy to see that perfect matchings are in one-to-one correspondence with partitions
of [2n] := {1, 2, · · · , 2n} into parts of size two, so we may write any perfect matching
m ∈M2n as a partition
m = m1 m2|m3 m4| · · · |m2n−1 m2n such that mi ∈ [2n].
Let m∗ := 1 2|3 4| · · · |2n-1 2n be the identity perfect matching. The symmetric group S2n
on 2n symbols acts transitively on M2n under the following action:
σm = σ(m1) σ(m2) | σ(m3) σ(m4) | · · · | σ(m2n−1) σ(m2n).
The hyperoctahedral group Hn := S2 ≀Sn has order (2n)!! := 2nn! and is isomorphic to the
stabilizer of m∗. Since perfect matchings are in one-to-one correspondence with cosets of
the quotient S2n/Hn, we see that
|M2n| = (2n− 1)!! := 1× 3× 5× · · · × (2n− 3)× (2n− 1).
The following proposition can be shown using Stirling’s formula.
Proposition 4. [2] For all n ∈ N, we have (2n− 1)!! < (2n)!!/√πn.
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Figure 1: The perfect matching 2 3|4 5|6 7|1 8 on the left has cycle type (n) ⊢ n whereas
the perfect matching 1 2|3 8|4 7|5 6 on the right has cycle type (2, 1n−2) ⊢ n for n = 4.
It will be convenient to let ((2n−1))t := (2n−1)× (2(n−1)−1)×· · · × (2(n− t+1)−1)
and ((2n))t := 2n × 2(n − 1) × · · · × 2(n − t + 1) be the odd and even double factorial
analogues of the falling factorial (n)t := n!/t!.
For any two perfect matchings m,m′ ∈ M2n, let Γ(m,m′) be the multigraph on [2n]
whose edge multiset is the multiset union m ∪m′. It is clear that Γ(m,m′) ∼= Γ(m′, m) is
composed of disjoint cycles of even parity. Let k denote the number of disjoint cycles and
let 2λi denote the length of an even cycle. If we order the cycles from longest to shortest
and divide each of their lengths by two, we see that each graph corresponds to a (integer)
partition λ = (λ1, λ2, · · · , λk) ⊢ n. For any λ ⊢ n, if there are k parts that all have the same
size λi we use λ
k
i to denote the multiplicity. Let d(m,m
′) : M2n ×M2n 7→ λ(n) denote
this map where λ(n) is the set of all partitions of n. We shall refer to d(m,m′) as the cycle
type of m′ with respect to m (or vice versa since d(m,m′) = d(m′, m)), and we say that
d(m∗, m) is the cycle type of m. Since Γ(x, y) ∼= Γ(x′, y′) if and only if d(x, y) = d(x′, y′), let
the graph Γλ be a distinct representative from the isomorphism class λ ⊢ n. Illustrations
of the graphs Γ(n) and Γ(2,1n−2) are provided in Figure 1 for n = 4.
A t-derangement of M2n is a perfect matching m ∈ M2n whose cycle type has fewer
than t parts of size 1. Their number, denoted as D2(n, t), can be determined via a recur-
rence quite similar to the classic one for permutation t-derangements:
D2(0, 1) = 1;D2(1, 1) = 0;
D2(n, 1) = 2(n− 1)(D2(n− 1, 1) +D2(n− 2, 1));
D2(n, t) =
t∑
i=1
(
2n
2i
)
(2i− 1)!!D2(n− i, 1).
Alternatively, we may compute D2(n, 1) via the principle of inclusion-exclusion:
D2(n, 1) =
n∑
i=0
(−1)i
(
2n
2i
)
(2(n− i)− 1)!!.
Using this count, one can show that
D2(n, 1) = (2n− 1)!!(1/
√
e + o(1)). (1)
3
A pseudo-adjacency matrix of a graph Γ = (V,E) is a symmetric |V | × |V | matrix A˜(Γ)
with constant row sum such that A˜(Γ)uv 6= 0 only if uv ∈ E(Γ). We let ηi denote the
eigenvalue associated to the ith eigenspace of a given pseudo-adjacency matrix, and we let
ηmin := mini ηi denote its least eigenvalue. For any subgraph Γ
′ of a graph Γ = (V,E), let
V (Γ′) ⊆ V be the set of vertices of Γ′. An independent set of Γ is a subset S ⊆ V (Γ) such
that uv /∈ E(Γ) for all u, v ∈ S. For any subset X ⊆ V , let 1X denote its characteristic
function, that is, 1X(v) = 1 if v ∈ X ; otherwise, 1X(v) = 0 for all v ∈ V .
The following result of Delsarte and Hoffman, which we shall call the ratio bound, is
the centerpiece of the first part of our main result.
Theorem 5 (Ratio Bound). Let A˜(Γ) be a pseudo-adjacency matrix of Γ = (V,E)
with eigenvalues η1 > η2 > · · · > ηmin and corresponding orthonormal eigenvectors
v1, v2 · · · , vmin. If S ⊆ V is an independent set of Γ, then
|S| 6 |V | −ηmin
η1 − ηmin .
Moreover, if equality holds, then
1S ∈ Span ({v1} ∪ {vi : ηi = ηmin}) .
After writing f := 1S =
∑|V |
i=1 aivi in the basis of orthonormal eigenvectors and setting
α := |S|/|V |, the ratio bound is easy to see once one observes
0 = f⊤A˜(Γ)f =
|V |∑
i=1
ηia
2
i > η1α
2 + ηmin
|V |∑
i=2
a2i = η1α
2 + ηmin(α− α2), (2)
where the last equality follows from Parseval’s identity. The ratio bound now follows from
routine manipulation.
The graph that we will apply to the ratio bound is the perfect matching t-derangement
graph Γt defined such that two perfect matchings m,m
′ ∈M2n are adjacent if they have
less than t edges in common, equivalently, d(m,m′) has fewer than t parts of size 1.
For t = 1, we recover the perfect matching derangement graph, which has received a fair
amount attention in recent years [7, 8, 9, 11]. It is easy to see that the independent sets
of Γt are in one-to-one correspondence with t-intersecting families of M2n; therefore, the
ratio bound gives an upper bound on the size of a t-intersecting family.
Taking a quick glimpse ahead, in Section 4 we show that the eigenspaces of Γt and
appropriately defined pseudo-adjacency matrices A˜(Γt) are parameterized by integer par-
titions λ ⊢ 2n that are even, that is,
λ = 2µ := (2µ1, 2µ2, · · · , 2µk) ⊢ 2n
for some µ ⊢ n. Of these eigenspaces, the ones corresponding to fat even partitions,
2λ ⊢ 2n such that 2λ1 > 2(n− t), will be of utmost importance.
We are now in a position to outline the proof of the upper bound of the main result.
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Proof Sketch I
Our goal is to show there exists a pseudo-adjacency matrix A˜(Γt) with eigenvalues η1 >
η2 > · · · > ηmin satisfying
(2(n− t)− 1)!! = (2n− 1)!! −ηmin
η1 − ηmin .
By the ratio bound, such a matrix would imply that any canonically t-intersecting family
F is a maximum independent set of Γt and that any maximum independent set S satisfies
1S ∈ Span ({v1} ∪ {vi : ηi = ηmin})
where vi is an eigenvector corresponding to eigenvalue ηi. These two consequences imply
Span {{v1} ∪ {vi : ηi = ηmin}} > Span{1F : F is canonically t-intersecting}.
We would like these two spaces to coincide, but the way the right-hand side is defined
makes it particularly hard to determine which eigenspaces of our pseudo-adjacency matrix
should correspond to the minimum eigenvalue. It turns out that for t < n/2, that the
span of characteristic functions of canonically t-intersecting families is a subspace of the
eigenspaces corresponding to fat even partitions, which we show in Section 5.
In light of this, we define our pseudo-adjacency matrix A˜(Γt) so that ηλ = ηmin for
all fat even partitions 2λ except for 2λ = (2n). In Section 7, we show this is possible
for sufficiently large n by constructing a pseudo-adjacency matrix satisfying the foregoing
such that |ηµ| = o(|ηλ|) for all even partitions 2µ that are not fat, which will conclude the
proof of the upper bound of our main result. Our proof sketch of the characterization of
the extremal families is deferred to Section 8.
The strategy outlined above lies atop a somewhat baroque algebraic foundation, which
we spend the next few sections developing.
3 Representation Theory Background
Our work draws upon the fundamentals of the ordinary representation theory of finite
groups and their Fourier analysis. Statisticians [3, 4] have given a few treatments of group
representation theory from a Fourier-analytical point of view, to which we refer the reader
for more details. Throughout this section, let H,K 6 G be subgroups of a finite group
G, and V be a finite dimensional vector space over C.
3.1 Finite Group Representation Theory
For any set X , let C[X ] denote the vector space of dimension |X| of complex-valued
functions over X , equipped with the inner product
〈f, g〉X :=
∑
x∈X
f(x)g(x).
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A representation (φ, V ) of G is a homomorphism φ : G → GL(V ) where GL(V ) is the
general linear group, that is, the group of (dimV ) × (dimV ) invertible matrices. It is
customary to be less formal and denote the representation (φ, V ) simply as φ when V
is understood, or as V when φ is understood. For any representation φ, we define its
dimension to be dimφ := dimV . When working concretely with a representation φ, we
abuse terminology and let φ(g) refer to a (dim φ)× (dimφ) matrix realization of φ. Two
representations ρ, φ are equivalent if ρ(g) and φ(g) are similar for all g ∈ G.
Let (φ, V ) be a representation of G, and letW 6 V be a G-invariant subspace, that is,
φ(g)w ∈ W for all w ∈ W and for all g ∈ G. We say that (φ|W ,W ) is a subrepresentation
of φ where φ|W is the restriction of φ to the subspace W . A representation (φ, V ) is an
irreducible representation (or simply, an irreducible) if it has no proper subrepresentations.
The trivial representation (1,C) defined such that 1 : g → 1 for all g ∈ G is clearly an
irreducible of dimension one for any group G.
It is well-known that there is a bijection between the set of inequivalent irreducibles of
G and its conjugacy classes C, and that any representation V of G decomposes uniquely
as a direct sum of inequivalent irreducibles Vi of G:
V ∼=
|C|⊕
i=1
miVi
where mi is Vi’s multiplicity, i.e., the number of occurrences of Vi in the decomposition.
A natural way to find representations of groups is to let them act on sets. In particular,
for any group G acting on a set X , let (φ,C[X ]) be the permutation representation of G
on X defined such that
φ(g)[f(x)] = f(g−1x)
for all g ∈ G, f ∈ C[X ], and x ∈ X . If we let G act on itself, then we obtain the regular
representation, which admits the following decomposition into irreducibles:
C[G] ∼=
|C|⊕
i=1
(dimVi) Vi
where Vi is the ith irreducible of G.
Letting egeh = egh over the standard basis {eg}g∈G of C[G], we see that C[G] is an
algebra, the so-called group algebra of G. Some of our results will involve a few calculations
in the group algebra R[S2n], whose decomposition into irreducibles admits an elegant
combinatorial description overviewed in Section 3.2.
For any K 6 G, there is a chain of subalgebras C[K\G/K] 6 C[G/K] 6 C[G] where
C[G/K] = {f ∈ C[G] : f(g) = f(gk) ∀g ∈ G, ∀k ∈ K}
is the algebra of functions that are constant on the right cosets G/K, and
C[K\G/K] = {f ∈ C[G] : f(g) = f(kgk′) ∀g ∈ G, ∀k, k′ ∈ K}
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is the algebra of functions that are constant on the double cosets K\G/K. The chain
R[Hn\S2n/Hn] 6 R[S2n/Hn] ∼= R[M2n] 6 R[S2n]
will be of particular importance to us. In Section 4, we show how R[M2n] decomposes
into a direct sum of irreducibles of S2n by considering the permutation representation of
S2n acting on M2n.
For any (irreducible) representation φ of G, the (irreducible) character χφ of φ is the
map χφ : G→ C such that χφ(g) := Tr(φ(g)). Similar matrices have the same trace, thus
characters of representations are class functions, that is, they are constant on conjugacy
classes. Furthermore, the characters of the set of all irreducible representations of a group
G form an orthonormal basis for the space of all class functions of C[G].
From these basic properties of characters, it is not hard to show the following.
Lemma 6. [4] Let (ρ, V ′) be an irreducible of G and let (φ, V ) be a representation of G
such that
V ∼=
|C|⊕
i=1
miVi.
Then the number of irreducibles Vi that are equivalent to V
′ equals 〈χφ, χρ〉 = mi.
Lemma 8 is a generalization of the familiar fact that the sum of all of primitive nth
roots of unity is zero. Its proof is essentially a corollary of Schur’s lemma, and it will be
helpful for simplifying sums of representations.
Lemma 7 (Schur’s Lemma). Let (ϕ, V ) and (ψ,W ) be representations of G, and let
T : V →W be a linear transformation. If Tϕ(g) = ψ(g)T for all g ∈ G, then T is either
the zero map or an isomorphism. In particular, if (φ, V ) is an irreducible of G, then the
only linear operators of V that commute with φ are scalar multiples of the identity.
Lemma 8. If ρ is a non-trivial irreducible of G, then∑
g∈G
ρ(g) = 0.
Proof. For any k ∈ G, we have
ρ(k)
(∑
g∈G
ρ(g)
)
=
∑
g∈G
ρ(k)ρ(g) =
∑
g′∈kG
ρ(g′)
=
∑
g′∈Gk
ρ(g′)
=
(∑
g∈G
ρ(g)
)
ρ(k),
implying that
∑
g∈G ρ(g) = cI for some constant c by Schur’s Lemma. Since ρ 6= 1 is
irreducible, it follows that 〈χρ, χ1〉 = 0, thus c = 0. We deduce that
∑
g∈G ρ(g) = 0.
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Lemma 9 shows that direct products of groups and their irreducibles behave as expected.
Lemma 9. [14] Let (τ, V ) and (ρ,W ) be irreducibles of finite groups G and G′ respectively.
Then V ⊗W is an irreducible of G×G′, and any irreducible of G×G′ is of this form.
It is well-known that any representation φ of G is equivalent to a direct sum of irre-
ducibles of H 6 G. This representation (φ ↓GH , V ↓GH) is called the restriction of φ to H ,
and is obtained simply by restricting the domain of φ to H . Even if φ is an irreducible of
G, the restricted representation is typically not an irreducible of H .
Conversely, any representation of H 6 G is equivalent to a direct sum of irreducibles
of G, which we describe below. Let (ρ, V ) be a representation of H and gˆ1, gˆ2, · · · , gˆk be
a system of distinct representatives (SDR) of G/H where k := [G : H ]. Define
V ↑GH :=
k⊕
i=1
gˆiV
where gˆiV ∼= V is a copy of V associated to the coset gˆiH . For any g ∈ G, there exists
an hi ∈ H and gˆj(i) ∈ G where j(i) ∈ [k] such that g−1gˆi = gˆj(i)hi. Define ρ ↑GH to act on
V ↑GH as follows: (
ρ ↑GH (g)
) k∑
i=1
gˆivi =
k∑
i=1
gˆj(i)ρ(hi)vi
such that gˆivi ∈ gˆiV and gˆj(i)ρ(hi)vi ∈ gˆj(i)V for all g ∈ G. We say that (ρ ↑GH , V ↑GH) is
the induced representation of ρ. It is easy to see that dim
(
V ↑GH
)
= k · (dimV ), and we
may compute the character of ρ ↑GH as follows:
χρ↑GH (g) =
∑
x∈S
χρ(x
−1gx),
where S is an SDR for G/H and χρ(x
−1gx) = 0 if x−1gx /∈ H . Notice that 1 ↑GK is
equivalent to the permutation representation of G on G/K
1 ↑GK (g)
k∑
i=1
egi =
k∑
i=1
egj(i) ,
and so it follows that 1 ↑GK and C[G/K] are isomorphic.
It is clear that restriction is transitive, that is, (ρ ↓GH) ↓HK∼= ρ ↓GK for any representation
ρ of G such that K 6 H 6 G. A less trivial fact is that the same is true of induction.
Theorem 10 (Transitivity of Induction [14]). Let ρ be a representation of K such that
K 6 H 6 G. Then
(ρ ↑HK) ↑GH∼= ρ ↑GK .
A discussion of group representations and their characters would not be complete
without at least mentioning the following theorem of Frobenius and its corollary.
8
Theorem 11 (Frobenius Reciprocity for Characters [14]). For any representation φ of G
and representation ρ of H, we have
〈χρ↑GH , χφ〉 = 〈χφ↓GH , χρ〉.
Corollary 12. [14] Let φ be an irreducible of G and ρ be an irreducible of H. Then the
the multiplicity of φ in ρ ↑GH equals the multiplicity of ρ in φ ↓GH .
Finally, the bare essentials of Fourier analysis will be needed for a few calculations.
Let f ∈ C[G] and φ be an irreducible of G. The Fourier transform of g is a matrix-
valued function fˆ on irreducible representations
fˆ(φ) =
1
|G|
∑
g∈G
f(g)φ(g).
Letting Gˆ denote the complete set of irreducibles of G, we may write any f ∈ C[G] as
f(g) =
1
|G|
∑
φ∈Gˆ
(dimφ) Tr[φ(g−1)fˆ(φ)].
Doing calculations in the Fourier basis for arbitrary non-Abelian groups is usually quite
difficult, as it requires a very concrete understanding of the group’s irreducibles, which the
Reverend Alfred Young divined for the symmetric group at the turn of the last century.
The next section provides no more than an illustrated glossary of his theory, and we refer
the reader to [12, 16] for first-rate introductions to the subject.
3.2 Representation Theory of the Symmetric Group
For the remainder of this section, we let λ be an integer partition of n. We may visualize
λ as a Ferrers diagram, a left-justified table of cells that contains λi cells in the ith row.
When referencing a Ferrers diagram, we alias λ as the shape. For example, the Ferrers
diagram below has shape (5, 3, 2, 1) ⊢ 11:
.
Let λ′ ⊢ n denote the transpose of λ, that is, the partition obtained by interchanging
the columns and the rows of the corresponding Ferrers diagram of λ. The transpose of
(5, 3, 2, 1) ⊢ 11 is (4, 3, 2, 1, 1) ⊢ 11, as illustrated below:
.
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Let ℓ(λ) denote the length of λ, that is, the number of rows in its Ferrers diagram. We
say that λ covers µ if µi 6 λi for each i ∈ [ℓ(µ)]. If λ and µ are two partitions such that
λ covers µ, then we obtain the skew shape λ/µ by removing the cells corresponding to µ
from λ. For instance, the shape (5, 3, 2, 1) covers (2, 2, 1), so we may consider the skew
shape (5, 3, 2, 1)/(2, 2, 1):
× ×
× ×
×
.
A skew shape is a horizontal strip if each column has no more than one cell. For example,
the skew shape (5, 3, 2, 1)/(3, 2, 1) is a horizontal strip.
The only order on the set of partitions λ(n) considered in this work is the reverse-
lexicographical order (λ(n),6), defined such that µ 6 λ if and only if µj < λj where j is
the first index where µ and λ differ, or µ = λ. For n = 4, we have
> > > > .
The following is an interlacing sequence of definitions and examples concerning Young
tableaux, which we simply refer to as tableaux (not to be irreverent to the Reverend).
A generalized λ-tableau T is a set of n cells arranged in k left-justified ordered rows
such that ordered row i has λi cells and each cell is labeled with a number of [n].
1 9 7 3 1
8 6 6
5 2
2
A λ-tableau T is a set of n cells arranged in k left-justified ordered rows such that
ordered row i has λi cells and each cell is assigned a unique number of [n].
1 2 7 8 9
4 10 5
3 6
11
A standard λ-tableau Tλ is a λ-tableau with entries strictly increasing along rows and
strictly increasing along columns.
1 2 5 8 9
3 6 7
4 10
11
10
A semistandard λ-tableau Tλ is a generalized λ-tableau where the numbers are weakly
increasing along the rows and strictly increasing along the columns. The multiplicity
of each number is its weight, and the weights of 1, 2, · · · , n are recorded as a n-tuple
µ = (µ1, µ2, · · · , µk) where µi is the number of times that the number i occurs. Below is
a semistandard (5, 3, 2, 1)-tableau with weight (1, 2, 4, 3, 1).
1 2 3 3 3
2 3 4
4 4
5
A semistandard λ/µ-tableau is a generalized tableau of skew shape λ/µ where the numbers
are weakly increasing along rows and strictly increasing along columns.
Let fλ denote the number of standard λ-tableaux, and let Kλ,µ denote the number of
semistandard tableaux of shape λ and weight µ. The Kλ,µ’s are called the Kostka numbers
and we will meet a generalization of them in Section 6. We may count the number of
standard Young tableau of shape λ elegantly as follows.
Let s ∈ λ be a cell of a Ferrers diagram of shape λ. Define hλ(s) := aλ(s) + lλ(s) + 1
where lλ(s) is the number of cells on the same column below s and aλ(s) is the number of
cells on the same row to the right of s. Denote the hook product as h(λ) :=
∏
s∈T hλ(s).
Theorem 13 (The Hook Rule [12]). fλ = n!/h(λ).
It turns out that the tabloids are actually a reliable source of information for the
representation theory of symmetric group. A λ-tabloid {T} is a collection of n cells,
arranged in k left-justified unordered rows, such that unordered row i has λi cells and
each of the n cells is labeled by a unique number of [n]. To emphasize the lack of order
along the rows, we draw them like so
1 2 7 8 9
4 10 5
3 6
11
.
The notation {T} suggests that each λ-tabloid is an equivalence class of λ-tableaux, which
is indeed the case. For any λ-tableau T , let {T} be the tabloid that T belongs to. Let Tλ
denote the set of all λ-tabloids. Note that Sn acts on the entries of the cells of λ-tableaux
and λ-tabloids in the obvious way.
For any λ-tableau T , let CT 6 Sn be the column-stabilizer of T, i.e., the permutation
group that fixes the columns of T setwise. In particular, if T has shape λ, then we may
write the column-stabilizer as CT ∼= S(λ′)1 × S(λ′)2 × · · · × S(λ′)λ1 where S(λ′)j acts on the
row indices of the jth column of T , that is,
σti,j = tσ(i),j
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for all σ ∈ S(λ′)j and cells ti,j ∈ T in the jth column of T . Having CT act on the indices
of cells rather than their entries will be useful for a few calculations in that arise in the
proof of a key lemma.
Let (φ,R[Tλ]) be the permutation representation of Sn acting on R[Tλ] with the stan-
dard basis {e{T} : {T} ∈ Tλ} in the natural way. We briefly discuss how this representation
decomposes into irreducibles, as several objects therein will resurface in Section 9.
For each λ-tableau T , define the T-polytabloid to be the following (±1)-linear combi-
nation of λ-tabloids
eT :=
∑
π∈CT
sign(π)e{πT}.
To give an example, if we let
T = 1 2 3 6 7
4 5
,
then its polytabloid is just
eT = 1 2 3 6 7
4 5
− 4 2 3 6 7
1 5
− 1 5 3 6 7
4 2
+ 4 5 3 6 7
1 2
.
It is clear that for each λ ⊢ n the permutation representation of Sn acting on the set
{eT : T is a λ-tableau}
is a subrepresentation of (φ,R[Tλ]). Specht showed this is in fact an irreducible of Sn and
that {eT : T is a standard λ-tableau} forms a basis for
Sλ := Span{eT : T is a λ-tableau}.
It follows that Sλ has dimension fλ, which we state as a theorem.
Theorem 14 (Dimension Formula [12]). dimSλ = fλ.
Since two elements are conjugate in Sn if and only if they have the same cycle type, each
irreducible identifies with an integer partition of n. Throughout this work, we frequently
abuse notation by letting λ refer to Sλ, which should not result in any confusion.
We end this section with some non-standard combinatorial terminology for tableaux
and a few bounds on the dimensions of irreducibles of the symmetric group. Recall that
2λ := (2λ1, 2λ2, · · · , 2λk) ⊢ 2n
denotes an even partition of 2n, and that λ(n) denotes the set of all partitions of n. Let
2λ(n) be the set of all even partitions of λ(2n).
Following Ellis, Friedgut, and Pilpel [5], for any t < n/2, we say that λ ⊢ n is fat if
λ > (n− t, 1t), tall if λ′ > (n− 1, 1t), or medium otherwise. For any t < n/2, we say that
an even partition λ ⊢ 2n is fat if λ > 2(n− t, 1t), and non-fat otherwise. It is easy to see
that there are no tall even partitions for t < n/2.
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Proposition 15. For any t < n/2, there is no µ ∈ 2λ(n) such that µ′ is fat.
Another simple fact is that for any t < n/2, the number of fat partitions, which we
denote as Ft, does not depend on n.
Proposition 16. For any t < n/2, the number of fat partitions of λ(n) is a constant Ft
depending only on t, and Ft is also equal to the number of fat partitions of 2λ(n).
Lemma 17 is a lower bound on the dimension of non-fat irreducibles that follows
immediately from the proof of [5, Lemma 2].1
Lemma 17. [5] For any t ∈ N, there exists a constant Ct > 0 depending only on t such
that dim 2λ > Ct(2n)
2(t+1) for any non-fat even partition 2λ ⊢ 2n.
We conclude this section with a classical upper bound on the dimension of an irre-
ducible of the symmetric group.
Theorem 18. [4] For any irreducible λ of Sn, we have dimλ 6
(
n
λ1
)√
(n− λ1)!.
4 Association Schemes and Gelfand Pairs
The theory of association schemes will be a convenient suitcase for packing the algebraic
and combinatorial components of our work. We refer the reader to Bannai and Ito’s
reference [1] or Godsil and Meagher’s manuscript [7] for a more thorough treatment.
A symmetric association scheme is a collection of m + 1 binary |X| × |X| matrices
A0, A1, · · · , Am over a set X that satisfy the following axioms:
1. Ai is symmetric for all 0 6 i 6 m,
2. A0 = I where I is the identity matrix,
3.
∑m
i=0Ai = J where J is the all-ones matrix, and
4. AiAj = AjAi ∈ Span{A0, A1, · · · , Am} for all 0 6 i, j 6 m.
From a combinatorial perspective, the associates A1, · · · , Am are in fact adjacency ma-
trices of regular spanning subgraphs of K|X| that partition E(K|X|) subject to other reg-
ularity conditions that need not concern us.
The matrix algebra generated by the identity matrix and its associates is the asso-
ciation scheme’s Bose-Mesner algebra, and these matrices form a basis for this algebra.
What gives symmetric association schemes their charm is that their Bose-Mesner alge-
bras afford a canonical dual basis of primitive idempotents, positive semi-definite matrices
E0, E1, · · · , Em that are pairwise-orthogonal and satisfy
∑m
i=0Ei = I. In particular, the
ith primitive idempotent is the projector corresponding to the ith eigenspace of any matrix
in the Bose-Mesner algebra.
1To avoid confusion, we note a typo in the statement of [5, Lemma 2]: “... greater than n − k ...”
should be “... less than n− k ...”.
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Any zero-diagonal matrix that lies in the Bose-Mesner algebra of a symmetric associa-
tion scheme is a pseudo-adjacency matrix of a regular graph that satisfies the hypotheses
of the ratio bound. However, for this bound to be useful, one must have some understand-
ing of the eigenvalues of the associates that compose it. Such information is recorded in
the association scheme’s character table, a (m + 1) × (m + 1) matrix P whose rows are
indexed by eigenspaces, columns indexed by associates, and defined such that Pij is the
eigenvalue of the ith eigenspace of Aj.
For symmetric association schemes that arise from groups, the entries of P can be
described in terms of the spherical functions of a finite symmetric Gelfand pair [1].
Theorem 19. [12] Let K 6 G be a group. Then the following are equivalent.
1. (G,K) is a Gelfand Pair;
2. The induced representation 1 ↑GK∼=
⊕m
i=1 Vi (equivalently, the permutation represen-
tation of G acting on G/K) is multiplicity-free;
3. The double-coset algebra C[K\G/K] is commutative.
Moreover, a Gelfand pair is symmetric if KgK = Kg−1K for all g ∈ G.
Let (G,K) be a Gelfand pair, X := G/K, and define χi to be the character of Vi
as in the second statement of Theorem 19, with dimension di := χi(1). The functions
ω1, ω2, · · · , ωm ∈ C[X ] defined such that
ωi(g) =
1
|K|
∑
k∈K
χi(g
−1k) ∀g ∈ G
are called the spherical functions and form an orthogonal basis for C[K\G/K], equiva-
lently, the algebra of (left) K-invariant functions of C[X ]. For any two indices i, j, define
δi,j = 1 if i = j; otherwise, δi,j = 0.
Proposition 20. [3] The spherical functions form a basis for the space of (left) K-
invariant functions in C[X ] and satisfy the orthogonality relations
〈ωi, ωj〉X =
∑
x∈X
ωi(x)ωj(x) = δi,j
|X|
di
.
The (left) K-orbits of X partition the cosets into (K\G/K)-double cosets, or so-
called spheres Ω0,Ω1, · · · ,Ωm. It is helpful to think of spheres and spherical functions
as the spherical analogues of conjugacy classes and irreducible characters respectively.
Indeed, the spherical functions are constant on spheres, and it can be shown that the
number of distinct spherical functions equals the number of distinct irreducibles of C[X ],
equivalently, the number of spheres of X [3]. We write ωij for the value of the spherical
function ωi corresponding to the ith irreducible on the double coset corresponding to Ωj .
For any choice of K 6 G, a general procedure is given in [1] for constructing a
(not necessarily commutative) association scheme whose Hecke algebra is isomorphic to
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C[K\G/K]. An association scheme A that arises from this construction will be called a
(K\G/K)-association scheme. In such a scheme, there is a natural bijection between the
associates of A and the double cosets, and if A is a (K\G/K)-association scheme, then
A is symmetric if and only if (G,K) is a symmetric Gelfand pair [1].
The following theorem is a representation-theoretic characterization of the eigenvalues
of any graph that arises from a commutative (K\G/K)-association scheme.
Theorem 21. [11, 7] Let Γ =
∑
j∈ΛAj be a sum of associates in a (K\G/K)-association
scheme such that (G,K) is a Gelfand pair and Λ is the index set of some subset of the
associates. The eigenvalue ηi of Γ corresponding to the ith irreducible representation of
1 ↑GK has multiplicity di and can be written as
ηi =
∑
j∈Λ
|Ωj|ωij.
Proposition 22. Let λ, µ ⊢ n. Then |ωλµ| 6 1.
Proof. Suppose there exists a λ, µ such that |ωλµ| > 1. Then by Theorem 21, the µ-associate
of A has an eigenvalue with magnitude is greater than its row sum |Ωµ|, contradicting the
Perron-Frobenius Theorem.
The following lemma is a crude but useful upper bound on the eigenvalues of such graphs.
Lemma 23. Let Γ =
∑
j∈ΛAj be a sum of associates in a (K\G/K)-association scheme
such that (G,K) is a Gelfand pair, X = G/K, and Λ is the index set of some subset of
the associates. Then for ith irreducible representation of 1 ↑GK we have
|ηi| 6
√
|X||ΩΛ|/di,
where ΩΛ = ∪j∈ΛΩj is a disjoint union of spheres indexed by Λ.
Proof. Let f ∈ C[X ] be the characteristic function of ΩΛ. Theorem 21 implies that
ηi = 〈ωi, f〉X,
By Proposition 20, we have 〈ωi, ωi〉X = |X|/di for any spherical function ωi, so by the
Cauchy-Schwarz inequality we see that
|ηi| = |〈ωi, f〉X | 6
√
〈ωi, ωi〉X〈f, f〉X =
√
|X||ΩΛ|/di,
as desired.
It is well-known that (S2n, Hn) is a symmetric Gelfand pair (see [12, Chap. VII]), and
so the permutation representation of S2n acting on M2n, equivalently 1 ↑S2nHn , admits a
multiplicity-free decomposition into irreducibles as follows.
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Theorem 24. [17] Let λ = (λ1, λ2, · · · , λk) ⊢ n and let 2λ denote the irreducible of S2n
corresponding to the partition 2λ = (2λ1, 2λ2, · · · , 2λk) ⊢ 2n. Then
1 ↑S2nHn ∼=
⊕
λ⊢n
2λ.
The corresponding symmetric (Hn\S2n/Hn)-association scheme is defined as follows. For
each λ ⊢ n, define the λ-associate as the following |M2n| × |M2n| matrix,
(Aλ)i,j =
{
1, if d(i, j) = λ
0, otherwise
where i, j ∈M2n. Let A be the set of all λ-associates, which we call the perfect matching
association scheme. For example, when n = 4 we haveA = {A(4), A(3,1), A(2,2), A(2,12), A(14)},
and its character table is
P =

(4) (3,1) (2,2) (2,12) (14)
(4) 48 32 12 12 1
(3,1) −8 4 −2 5 1
(2,2) −2 −8 7 2 1
(2,12) 4 −2 −2 −1 1
(14) −6 8 3 −6 1
.
For a more detailed discussion of the perfect matching association scheme, see [7].
The perfect matching t-derangement graph Γt is the sum of λ-associates of A that
have less than t parts of size one. Its eigenspaces are precisely the irreducibles of R[M2n]
given in Theorem 24, and its eigenvalues are completely determined by Theorem 21.
For each λ ⊢ n, the λ-sphere is the following set:
Ωλ := {m ∈M2n : d(m∗, m) = λ}
where λ ⊢ n. The λ-spheres partition M2n, and as mentioned before, play the role of
conjugacy classes in our spherical setting. Indeed, the following proposition is reminiscent
of the elementary formula for the number of permutations in a given conjugacy class.
For any λ ⊢ n, let mi denote the number of parts of λ that equal i, and define
zλ :=
∏
i>1
imimi!.
Proposition 25. [12] For any λ ⊢ n, we have |Ωλ| = (2n)!!/(2ℓ(λ)zλ).
Lemma 26 follows from [5, Lemma 5], but we include a proof for sake of completeness.
Lemma 26. [5] Let k < n/2. If Ωλ is a sphere such that λ has a part of size n− k, then
2nn!
2(n− k)(2k)k 6 |Ωλ| 6 2
n+1(n− 1)!
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Proof. Let l := ℓ(λ). Note that λ2 + λ3 + · · ·+ λl = k, thus l− 1 6 k. By Proposition 25,
we have
|Ωλ| = 2
nn!
2(n− k)2l−1zλ\λ1
.
Using the arithmetic mean-geometric mean inequality (AM/GM), we have
n/2 < n− k < 2(n− k)2l−1zλ\λ1
6 2(n− k)2l−1(l − 1)!
l∏
i=2
λi
6 2(n− k)2l−1(l − 1)!
(
1
(l − 1)
)l−1
(AM/GM)
6 2(n− k)(2k)l−1
6 2(n− k)(2k)k,
and so we arrive at
2nn!
2(n− k)(2k)k 6 |Ωλ| 6 2
n+1(n− 1)!,
which completes the proof.
5 The Fourier Support of Canonically t-Intersecting Families
The main result of this section is that the characteristic functions of canonically t-
intersecting families of M2n are supported on the “even low frequencies” of the Fourier
spectrum of S2n. More precisely, for any t < n/2, let Ut be the space of functions of
R[M2n] supported on the fat even partitions, that is,
Ut = {f ∈ R[M2n] : f̂(ρ) = 0 for all ρ < 2(n− t, 1t)}.
Theorem 27. For any t < n/2, we have
Span{1F ∈ R[M2n] : F ⊆M2n is canonically t-intersecting} 6 Ut.
Before we prove this theorem, some preliminaries are in order. For any set F ⊆M2n,
recall its characteristic function 1F ∈ R[M2n] is defined such that 1F(m) = 1 if m ∈ F ;
otherwise, 1F(m) = 0. Since every m ∈ M2n corresponds to a right coset σHn for some
σ ∈ S2n, there is a natural isomorphism between R[M2n] and the algebra of right Hn-
invariant functions of R[S2n], that is
R[M2n] ∼= {f ∈ R[S2n] : f(σ) = f(σh) ∀σ ∈ S2n, ∀h ∈ Hn} 6 R[S2n].
Let f˜ ∈ R[S2n] denote the Hn-invariant function of the group algebra of S2n corresponding
to f ∈ R[M2n] under this isomorphism, and for any set F ⊆M2n, let F˜ ⊆ S2n denote the
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corresponding set of permutations of size |F|(2n)!! that is a union of right cosets. Under
this isomorphism, it also follows that
〈f˜ , f˜ ′〉S2n = (2n)!!〈f, f ′〉M2n
for any f, f ′ ∈ R[M2n]. For any canonically t-intersecting family FT we have
|F˜T | = (2(n− t)− 1)!!(2n)!! = (2(n− t))!2t(n)t.
Let K := StabS2n(T )
∼= S2(n−t)×Ht be the stabilizer of T with respect to S2n. Recall that
T ⊆ m for each m ∈ FT , thus K ⊆ F˜T ; however, these are not the only permutations
that keep the edges of T together. This can be seen by observing
|F˜T |
|K| =
(2(n− t))!2t(n)t
(2(n− t))!2tt! =
(
n
t
)
,
which suggests the following proposition that is not hard to see.
Proposition 28. If FT ⊆M2n be canonically t-intersecting family, then its corresponding
characteristic Hn-invariant function of R[S2n] can be written as
1F˜T =
∑
s∈S
1sK
where S is a set of
(
n
t
)
representatives of distinct cosets of S2n/K and 1sK ∈ R[S2n] is the
characteristic function of the corresponding coset.
Lemma 29. Let ν ⊢ 2n be an irreducible of S2n and let
K := (S2(n−t) ×Ht) 6 (S2(n−t) × S2t) =: H 6 S2n.
Then the multiplicity of the trivial representation 1K in ν ↓S2nK equals the number of
partitions µ ⊢ t such that the Young diagram of ν ⊢ 2n can be obtained from the Young
diagram of 2µ by adding 2(n− t) cells, no two in the same column.
Proof. For any group H , let 1H denote the trivial representation of H . By Lemma 6, the
multiplicity of 1K in ν ↓S2nK is 〈χ1K ,χν↓S2nK 〉. We have
〈χ1K ,χν↓S2nK 〉 = 〈χ1K↑S2nK , χν〉 (Frobenius Reciprocity)
= 〈χ
1S2(n−t)⊗1Ht↑
H
K↑
S2n
H
, χν〉 (Lemma 9 & Transitivity of ↑)
= 〈χ
(2(n−t))⊗1Ht ↑
S2t
Ht
↑
S2n
H
, χν〉
= 〈χ⊕
µ⊢t((2(n−t))⊗(2µ))↑
S2n
H
, χν〉 (Theorem 24)
= 〈χ⊕
µ⊢t(((2(n−t))⊗(2µ))↑
S2n
H )
, χν〉 (Linearity of ↑)
=
∑
µ⊢t
〈
∑
λ
χλ, χν〉 (Pieri’s Rule)
where
∑
λ ranges over partitions λ ⊢ 2n obtainable from 2µ by adding 2(n− t) cells, no
two in the same column. The result now follows from Lemma 6.
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Corollary 30. Let ν ⊢ 2n be a non-fat even partition. Then the trivial representation of
K does not occur in ν ↓S2nK .
Proof. Since ν is non-fat, its first row has less than 2(n − t) cells. But then ν cannot be
obtained by adding 2(n− t) cells, no two in the same column, to any µ ⊢ t.
Proof of Theorem 27. Let f := 1F˜T ∈ R[S2n] be the characteristic function of a canoni-
cally t-intersecting family FT ⊆ M2n. Proposition 28 implies that f =
∑
s∈S 1sK where
K is the stabilizer of T in S2n and S is a set of
(
n
t
)
coset representatives.
Let ρ be an even non-fat irreducible. Applying the Fourier transform gives us
f̂(ρ) =
1
(2n)!
∑
σ∈S2n
f(σ)ρ(σ)
=
1
(2n)!
∑
σ∈F˜T
ρ(σ)
=
1
(2n)!
∑
s∈S
ρ(s)
(∑
k∈K
ρ(k)
)
=
1
(2n)!
∑
s∈S
ρ(s)
(∑
k∈K
ρ ↓S2nK (k)
)
.
By Corollary 30, the trivial representation does not appear in ρ ↓S2nK ; therefore, writing
ρ ↓S2nK as a direct sum of irreducibles and applying Lemma 8 gives us
=
1
(2n)!
∑
s∈S
ρ(s)
(∑
k∈K
ρ ↓S2nK (k)
)
= 0,
which completes the proof.
The following lemma shows that there is a canonically t-intersecting family whose
characteristic function has nonzero Fourier weight on the irreducible (2(n− t, 1t)).
Lemma 31. If S = {{3, 4}, {5, 6}, · · · , {2t+ 1, 2t+ 2}}, then 1̂FS(2(n− t, 1t)) 6= 0.
Proof. Let T be the unique standard Young tableau of shape 2(n − t, 1t) such that the
second row of T is {3, 4}, the third row of T is {5, 6}, and so on. Define 1{T} ∈ R[M2n]
such that 1{T}(m) = 1 if the endpoints of each edge of m both exist in the same row of
{T}; otherwise, 1{T}(m) = 0. Let
fT =
∑
σ∈CT
sign(σ)1{σT},
which lives in the 2(n−t, 1t) irreducible subspace of R[M2n] (see [3, Ch.11] or Section 9 for
a proof). For each m ∈ FS, we have 1FS(m) · sign(σ)1{σT}(m) 6= 0 if and only if σ = σ1σ2
where σ1 and σ2 are disjoint permutations that act on the cells of first and second columns
respectively of T in the same way. Any such σ is even, so we have 〈1FS , fT 〉M2n > 0.
Since the projection of 1FS onto the irreducible 2(n − t, 1t) is nonzero, we have that
1̂FS(2(n− t, 1t)) 6= 0, as desired.
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6 Character Theory and Symmetric Functions
We now describe the character table of the perfect matching association scheme in terms
of symmetric functions and their transition matrices. This point of view will give compact
proofs of a few results needed to show that a pseudo-adjacency matrix of the perfect
matching t-derangement graph with the correct eigenvalues exists. We make no attempt
to overview the theory of symmetric functions, but the majority of the material in this
section can be found in MacDonald’s text [12].
The characters of the symmetric group arise naturally in the study of Schur symmetric
functions {sµ}µ⊢n, a well-known basis of the space of symmetric functions in n variables.
In particular, when the power-sum symmetric functions {pλ}λ⊢n are expressed in terms
of the Schur functions, we obtain the irreducible characters of Sn:
pλ =
∑
µ⊢n
χµλsµ.
In other words, M(p, s) is the character table of Sn where M(x, y) denotes the reverse-
lexicographically ordered transition matrix from basis x to basis y. Similarly, when the
power-sum symmetric functions are expressed in the monomial symmetric function basis,
we get the permutation characters :
pλ =
∑
µ⊢n
Dλ,µmµ,
where Dλ,µ is equal to the number of ordered partitions π = (B1, · · · , Bℓ(µ)) of the set
{1, 2, · · · , ℓ(λ)} such that µj =
∑
i∈Bj
λi for all 1 6 j 6 ℓ(µ) (see [16] for a proof).
It will be instructive to first give a short proof of [5, Theorem 20] from this viewpoint.
We begin by recalling a few well-known results.
Theorem 32. [12] The transition matrix M(p,m) = (Dλ,µ) is lower-triangular
Theorem 33. [12] The transition matrix M(m, s) = (Kλ,µ)
−1 is upper-unitriangular.
Theorem 34. An invertible matrix admits an LU-decomposition if and only if all its
leading principal minors are nonsingular.
These theorems provide an easy proof of the following.
Theorem 35. Any leading principal minor of the character table of the symmetric group
is invertible.
Proof. The character table of Sn is a transition matrix, thus it is invertible. Its LU -
decomposition is L = (Dλ,µ) and U = (Kλ,µ)
−1.
The leading principal minors relevant to us are the ones induced by all the fat partitions
except for the skinniest fat partition (n− t, 1t). Define F := Ft − 1 where t < n/2. Mac-
Donald observed that such minors exhibit a “stability” property (not to be confused with
the notion of stability in extremal combinatorics). Let D(n) and K(n) be the transition
matricesM(p,m) andM(s,m) indexed by partitions λ ⊢ n in reverse-lexicographic order.
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Lemma 36. [12] The F × F leading principal minor of K(n) (resp. K(n)−1) equals the
F × F leading principal minor of K(n′) (resp. K(n′)−1) for all n′ > n.
Essentially the same combinatorial argument as described in [12, pg. 105] gives rise to an
analogous result for D(n), surely known to MacDonald, but also proven in [5].
Lemma 37. The F ×F leading principal minor of D(n) (resp. D(n)−1) equals the F ×F
leading principal minor of D(n′) (resp. D(n′)−1) for all n′ > n.
Corollary 38. The F ×F leading principal minor of the character table of Sn equals the
F × F leading principal minor of the character table of Sn′ for all n′ > n.
The following result is now immediate.
Theorem 39. [5, Theorem 20] The F × F leading principal minor of the character table
of Sn is invertible with entries uniformly bounded by a function of t.
We seek a similar theorem for the zonal spherical analogue of characters, the so-called
zonal characters. Define the zonal character table to be the λ(n)× λ(n) matrix (ωλρ ) such
that the (λ, ρ)-entry is given by ωλρ . Such characters arise naturally as coefficients of the
normalized zonal polynomials Z ′λ, but first we should first introduce the unnormalized
zonal polynomials Zλ, yet another basis for the space of symmetric functions that enjoys
many of the same properties as the Schur symmetric functions.
Zelevinsky credits Stanley with the observation that the coefficients of Zλ expressed
in the power-sum basis are the λ-eigenvalues of the associates Aρ of the perfect matching
association scheme A [12, pg. 413], which one may compare to Theorem 21:
Zλ = |Hn|
∑
ρ⊢n
z−12ρ ω
λ
ρpρ =
∑
ρ⊢n
|Ωρ|ωλρpρ.
In other words, the coefficients of the zonal polynomials are precisely the entries of the
character table of A, which is in turn a column-normalization of (ωλρ ). In particular, by
inverting, normalizing, and setting Z ′λ :=
|Hn|
h(2λ)
Zλ, we obtain
pρ =
∑
λ⊢n
|Hn|
h(2λ)
ωλρZλ =
∑
λ⊢n
ωλρZ
′
λ.
Since column and row normalization does not affect invertibility, we can easily deduce the
following two results.
Theorem 40. Every leading principal minor of the zonal character table (ωλρ ) is invertible
with each entry no greater than one.
Proof. The transition matrix M(m,Z) is upper unitriangular [12, pg. 408]. The LU -
decomposition of M(p, Z) is L = (Dλ,µ) and U = M(m,Z). Since (ω
λ
ρ ) is equivalent to
M(p, Z) up to normalization, it follows that (ωλρ ) is an invertible matrix that admits an
LU -decomposition. We deduce that the leading principal minors of (ωλρ ) are invertible,
and Proposition 22 shows the magnitudes of its entries are no greater than one.
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Corollary 41. Each leading principal minor of A’s character table is invertible.
We conclude this section by showing that the transition matrix M(Z ′, m) enjoys a
“stability” property akin to Lemma 36, which requires a brief digression into the theory
of Jack symmetric functions [12, pg. 376].
It turns out that the Schur symmetric functions form the unique basis of the space of
symmetric functions such that the transition matrix M(s,m) is upper-unitriangular
sλ := mλ +
∑
µ<λ
Kλµmµ,
and the members of {sλ} are pairwise orthogonal with respect to the inner product
〈pλ, pµ〉 := 1l(λ)zλδλµ
where δλµ = 1 if λ = µ; otherwise, δλµ = 0.
Similarly, the normalized zonal polynomials {Z ′λ} form the unique basis of the space
of symmetric functions such that the transition matrix M(Z ′, m) is upper-unitriangular
Z ′λ := mλ+
∑
µ<λK
(2)
λµmµ and the members of {Z ′λ} are pairwise orthogonal with respect
to the inner product 〈pλ, pµ〉 := 2l(λ)zλδλµ.
Continuing in this manner, Jack showed that for any α ∈ R, there is a unique basis
{Pλ} for the space of symmetric functions that satisfies the following:
1. The transition matrix M(P,m) is upper-unitriangular:
Pλ := mλ +
∑
µ<λ
K
(α)
λ,µmµ, and
2. the members of {Pλ} are pairwise orthogonal with respect to the inner product
〈pλ, pµ〉 := αl(λ)zλδλµ.
We are interested in bounding entries of the leading F×F principal minor of the matrix
(K
(α)
λ,µ) for α = 2. MacDonald gives a combinatorial rule for computing these entries [12],
which we describe below. First, for any cell s ∈ λ, we define
b
(α)
λ (s) :=
αaλ(s) + lλ(s) + 1
αaλ(s) + lλ(s) + α
,
which is less than 1 for all α > 1. Let
Ψ
(α)
λ/µ :=
∏
s∈Rλ/µ−Cλ/µ
b
(α)
µ (s)
b
(α)
λ (s)
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where Cλ/µ (resp. Rλ/µ) is the union of the columns (resp. rows) that intersect λ−µ (here,
columns and tableaux are treated as sets whose elements are cells). Then let
Ψ
(α)
T :=
r∏
i=1
Ψ
(α)
λ(i)/λ(i−1)
,
where 0 = λ(0) ⊂ λ(1) ⊂ · · · ⊂ λ(r) is the sequence of partitions determined by the tableau
T so that each skew diagram λ(i) − λ(i−1) is a horizontal strip (contains at most one cell
in any column). Finally, we have
K
(α)
λµ =
∑
T
Ψ
(α)
T
where T ranges over semistandard tableaux of shape λ and weight µ. Observe that when
α = 1, these are simply the Kostka numbers. It is now simple matter to deduce that the
Kostka numbers upperbound the α-Kostka numbers.
Lemma 42. If α > 1, then Kλ,µ > K
(α)
λ,µ for all λ, µ ⊢ n.
Proof. Since Kλ,µ = K
(α)
λ,µ for α = 1, we may assume that α > 1. It suffices to show that
Ψ
(α)
λ/µ < Ψ
(1)
λ/µ = 1. Since λ covers µ, we have b
(α)
λ (s) > b
(α)
µ (s), implying that
Ψ
(α)
λ/µ =
∏
s∈Rλ/µ−Cλ/µ
b
(α)
µ (s)
b
(α)
λ (s)
< 1,
as desired.
Lemmas 42 and 36 now imply the following.
Corollary 43. The (i, j)-entry of the F × F leading principal minor of K(2)(n) is less
than or equal to the (i, j)-entry of the F × F leading principal minor of K(n′) for all
n′ > n and 1 6 i, j 6 F . Moreover, the magnitudes of the entries of the F × F leading
principal minor of K(2)(n) are bounded above by a function of t for all n.
7 Constructing the Pseudo-Adjacency Matrix
Having completed the legwork, we now show that for sufficiently large n, there exists a
pseudo-adjacency matrix of Γt that meets the ratio bound with equality, thereby proving
the first part of the main result. Define
ζ := − 1
((2n− 1))t − 1 .
It suffices to show there exists a pseudo-adjacency matrix A˜(Γt) whose eigenvalues satisfy
ηmin/η1 = ζ,
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as this would imply via the ratio bound that |S| 6 (2(n − t) − 1)!! for any independent
set S of Γt. To this end, we first show that for any t ∈ N there exists a pseudomatrix
A˜(Γt) that has the desired eigenvalues on the fat even partitions. We then show that
the magnitudes of the eigenvalues of A˜(Γt) corresponding to non-fat even partitions are
smaller than the eigenvalues of the fat even partitions for sufficiently large n.
Theorem 44. Let A1, A2, · · · , AF be the first F = Ft − 1 associates of A in reverse-
lexicographic order. Then there exists a constant Bt > 0 depending only on t and a linear
combination of fat associates
A˜(Γt) :=
F∑
j=1
xjAj
such that maxj |xj| 6 Bt/(2n− 2)!!, with eigenvalues η1, η2, · · · , ηF satisfying
ηi =
F∑
j=1
xjPi,j =
{
1 if i = 1
ζ if 1 < i 6 F.
Proof. For any matrix A indexed by integer partitions of n, let AF denote its leading
principal minor induced by all the fat partitions except for (n − t, 1t) The entries of
M := PF correspond to eigenvalues of the fat eigenspaces excluding (n− t, 1t) of the first
F associates. Let x = (x1, · · · , xF ) and b := (1, ζ, · · · , ζ). By Theorem 40, we have that
M is invertible, thus x is the unique solution to Mx = b. To bound x, observe that
x =M−1b = (M(p, Z ′)F (Ωλ)F )
−1b
= (Ωλ)
−1
F M(p, Z
′)−1F b
= (Ωλ)
−1
F M(Z
′, m)F (D(n))
−1
F b.
By Lemma 37, the magnitudes of the entries of (D(n))−1F are upperbounded by some func-
tion of t. By Corollary 43, the magnitudes of the entries of M(Z ′, m)F are upperbounded
by some function of t. By Lemma 26, we deduce that
|Ωλ|−1 6 2(n− t)(2t)
t
2nn!
6
B′t
(2n− 2)!! ,
where B′t > 0 depends only on t, thus there is a Bt such that maxj |xj | 6 Bt/(2n−2)!!.
Theorem 45. Continuing under the assumptions and notation of Theorem 44, let ρ ⊢ 2n
be a non-fat even partition with corresponding eigenvalue ηρ =
∑F
j=1 xjPρ,j. Then
|ηρ| 6 Gt|ζ |/
√
n = o(|ζ |),
where Gt > 0 depends only on t.
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Proof. Putting everything together, we have
|ηρ| =
∣∣ Ft∑
j=1
xjPρ,j
∣∣
6 Ft max
j
|xj| max
j
|Pρ,j|
6 Ft
Bt
(2n− 2)!! maxj |Pρ,j| (Theorem 44)
6 Ft
Bt
(2n− 2)!!
√
|M2n|2n+1(n− 1)!
Ct(2n)2(t+1)
(Lemma 17 & Lemma 23)
6 FtBtDt
(2n− 1)!!
(2n− 2)!!
|ζ |
2n
where Dt > 0 depends only on t
= Gt|ζ |/
√
n (Proposition 4)
where Gt > 0 depends only on t, as desired.
The only eigenvalue of A˜(Γt) not accounted for by Theorem 44 or Theorem 45 is
ηFt = η(n−t,1t), which we now handle separately in the theorem below.
Theorem 46. ηFt = η(n−t,1t) = ζ.
Proof. By Theorem 27, we can write the characteristic vector f of a canonically intersect-
ing family as
f =
|M2n|∑
i=1
aivi =
∑
λ⊢n
dim2λ∑
i=1
aλ,ivλ,i =
∑
λ fat
dim 2λ∑
i=1
aλ,ivλ,i,
where {vλ,i}dim 2λi=1 is an orthonormal set of eigenvectors of A˜(Γt) that forms a basis for the
irreducible 2λ. Let wλ = a
2
λ,1+a
2
λ,2+· · ·+a2λ,dim2λ. By Lemma 31 we have fˆ(2(n−t, 1t)) 6= 0
for some f , which implies that w(n−t,1t) 6= 0. Setting α = |FT |/(2n − 1)!! and revisiting
Equation (2) gives us
0 = f⊤A˜(Γt)f =
∑
λ fat
ηλwλ = α
2 + ζ(α− α2 − w(n−t,1t)) + η(n−t,1t)w(n−t,1t).
The definition of ζ implies ζ(α−α2) = −α2. Since w(n−t,1t) 6= 0, we have η(n−t,1t) = ζ .
Proof of the First Part of Theorem 2. By Theorem 44 and Theorem 46, there exists a
pseudo-adjacency matrix of the perfect matching t-derangement graph A˜(Γt) with eigen-
values satisfying η1 = 1 and ηλ = ζ for each non-trivial fat even partition λ ⊢ 2n. By
Theorem 45, for each non-fat even partition ρ ⊢ 2n, we have |ηρ| < |ζ | for n sufficiently
large, thus ζ is the minimum eigenvalue of A˜(Γt) for sufficiently large n. By our choice of
ζ and the ratio bound, we have that
|F| 6 |V | −ηmin
η1 − ηmin = (2n− 1)!!
−ζ
1− ζ = (2(n− t)− 1)!!
for any t-intersecting family F ⊆M2n, as desired.
25
We say that two families F ,G ⊆ M2n are t-cross-intersecting if |m ∩ m′| > t for all
m ∈ F , m′ ∈ G. As a bonus, we have the following cross-intersecting variant of Theorem 2
that follows easily from the cross-ratio bound stated below.
Theorem 47 (Cross-Ratio Bound [6]). Let A˜(Γ) be a pseudo-adjacency matrix of a graph
Γ with eigenvalues |η1| > |η2| > · · · > |ηn| and corresponding eigenvectors v1, v2 · · · , vn.
Let S, T ⊆ V be sets of vertices such that there are no edges between S and T . Then√
|S| · |T |
|V |2 6
|η2|
η1 + |η2| .
If equality holds, then
1S, 1T ∈ Span({v1} ∪ {vi : |ηi| = |η2|}).
Theorem 48. For any t ∈ N, if F ,G ⊆M2n is t-cross-intersecting, then
|F| · |G| 6 ((2(n− t)− 1)!!)2
for sufficiently large n depending on t.
Proof. By Theorem 44 and Theorem 46, there exists a pseudo-adjacency matrix of the
perfect matching t-derangement graph A˜(Γt) with eigenvalues satisfying η1 = 1 and ηλ = ζ
for each non-trivial fat even partition λ ⊢ 2n. By Theorem 45, for each non-fat even
partition ρ ⊢ 2n, we have |ηρ| < |ζ | for n sufficiently large, thus ζ is the second-largest
eigenvalue in absolute value for sufficiently large n. By our choice of ζ and the cross-ratio
bound, we have that
|F| · |G| 6 ((2(n− t)− 1)!!)2,
for any t-cross-intersecting F ,G ⊆M2n.
To finish the proof of our main result, we must show that the largest t-intersecting families
are precisely the canonically t-intersecting families for sufficiently large n. We shall do this,
albeit a bit indirectly, by proving a stability theorem for t-intersecting families of M2n.
8 Stability Preliminaries and a Proof Sketch
Our next result is the following stability theorem for t-intersecting families of M2n.
Theorem 49. For any ǫ ∈ (0, 1/√e), n > n(ǫ), any t-intersecting family of M2n larger
than (1− 1/√e+ ǫ)(2(n− t)− 1)!! is contained in a canonically t-intersecting family.
It is clear that this theorem implies the characterization of the extremal families stated
in Theorem 2. In a recent note [10], the t = 1 case of Theorem 49 was proven. The reader
may find it useful to first peruse the proof of [10, Theorem 2] since the t > 2 case is along
the same lines as the t = 1 case, only the latter is much simpler.
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The lion’s share of the remainder will be spent towards proving a key lemma, which
roughly asserts that almost all of the members of a large t-intersecting family have a set
of t disjoint edges in common. For any set of disjoint edges S ⊆ E(K2n), we define the
set F ↓S:= {m ∈ F : S ⊆ m} to be the restriction of F ⊆M2n with respect to S.
Lemma 50 (Key Lemma). Let c ∈ (0, 1). For any t ∈ N, if F ⊆M2n is a t-intersecting
family such that |F| > c(2(n− t)−1)!!, then there is a set of t disjoint edges T ⊆ E(K2n)
such that
|F \ F ↓T | = O((2(n− t− 1)− 1)!!)
for sufficiently large n depending on c and t.
For any set of disjoint edges m and vertex u ∈ V (m), let m(u) be the other endpoint of
the edge incident to u in m, that is, the partner of u. We now show that the key lemma
implies the stability theorem.
Proof of Theorem 49. Let F be a t-intersecting family of size c(2(n− t)− 1)!! such that
c ∈ (1− 1/√e, 1). Assuming the key lemma, there is a set of t disjoint edges T ⊆ E(K2n)
such that |F \ F ↓T | = O((2(n− t− 1)− 1)!!), which implies that
|F ↓T | > (c−O(1/n))(2(n− t)− 1)!!. (3)
For a contradiction, suppose there exists a perfect matching m ∈ F such that T 6⊆ m,
and let s = |m∩T |. Since F is t-intersecting, any member of F ↓T shares t edges with m,
and therefore no member of F ↓T can be a (t− s)-derangement with respect to m when
restricted to the complete subgraph K2n \ V (T ). This implies that
|F ↓T | 6 (2(n− t)− 1)!!−D2(n− t, t− s) 6 (2(n− t)− 1)!!−D2(n− t, 1).
Assume t−s = 1, and let ij be the edge of T that is not contained inm. Then m(i), m(j) /∈
V (T ), and every member of F ↓T that contains {m(i), m(j)} that is also a derangement
with respect to m when restricted to K2n \ V (T ) cannot t-intersect m. This gives us
|F ↓T | 6 (2(n− t)− 1)!!−D2(n− t, t− s)
6 (2(n− t)− 1)!!−D2(n− t, 1)−D2(n− t− 1, 1)
= (1− 1/√e− o(1))(2(n− t)− 1)!!,
where the equality follows from Equation (1). But this contradicts (3) for n sufficiently
large depending on c and t.
By the argument above, it suffices to prove the key lemma. The core of its proof is a
generalization of the ratio bound. Recall that Ut is space of real-valued functions on
perfect matchings that are supported on the fat even irreducibles as defined in Section 5.
Theorem 51 (Stability Version of Ratio Bound [6]). Let A˜(Γ) be the pseudo-adjacency
matrix of a regular graph Γ = (V,E) with eigenvalues ηmin 6 · · · 6 η2 6 η1 and cor-
responding orthonormal eigenvectors vmin, · · · , v2, v1. Let µ = mini{ηi : ηi 6= ηmin}. Let
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S ⊆ V be an independent set of vertices of measure α = |S|/|V |. Let D = ‖PU⊥t (1S)‖ be
the Euclidean distance from the characteristic function of S to the subspace Ut. Then
D2 6 α
(1− α)|ηmin| − |η1|α
|ηmin| − |µ| .
For any subset of vertices V ′ ⊆ V (K2n), let ∆(V ′) ⊆ E(K2n) be the set of edges that have
at least one endpoint in V ′. The next lemmas follow from Theorem 48 and will be needed
for a couple of combinatorial arguments. Let T ∗ := {{1, 2}, {3, 4}, · · · , {2t− 1, 2t}}.
Lemma 52. Let F ⊆ M2n be a t-intersecting family. For any set of t disjoint edges
T ⊆ E(K2n) such that T ∩T ∗ = ∅, |V (T )∩{2i−1, 2i}| > 1 for all i ∈ [t], and T ⊆ ∆([2t]),
we have
|F ↓T ∗ | · |F ↓T | 6 ((2(n− 2t)− 1)!!)2.
Proof. Note that because F is a t-intersecting family, we have that F ↓T ∗ and F ↓T are
cross-t-intersecting on edges of K2n \ {[2t] ∪ V (T )}. By our choice of T , we have
V (T ) \ [2t] = {u1, u2, · · · , uk} and [2t] \ V (T ) = {v1, v2, · · · , vk}
for some k 6 t. Define the involution π := (u1 v1)(u2 v2) · · · (uk vk). For any two perfect
matchings m ∈ F ↓T ∗ and m′ ∈ π (F ↓T ), every edge of m and m′ has either both of its
endpoints in [2t] or none of its endpoints in [2t]. Since π fixes every v /∈ [2t] ∪ V (T ), we
also have that m,m′ are cross-t-intersecting on edges of K2n \ {[2t] ∪ V (T )}. By deleting
[2t] we obtain (F ↓T ∗)′ and (π (F ↓T ))′ which are t-cross-intersecting families of M2(n−t).
By Theorem 48, we deduce that
|F ↓T ∗ | · |F ↓T | = |F ↓T ∗ | · |π (F ↓T ) | = | (F ↓T ∗)′ | · | (π (F ↓T ))′ |
6 ((2(n− 2t)− 1)!!)2,
as desired.
A similar argument can be used to show the following.
Lemma 53. Let F ⊆M2n be a t-intersecting family. For any i, j, k ∈ V (K2n), we have
|F ↓ij | · |F ↓ik | 6 ((2(n− t− 1)− 1)!!)2.
The perfect matching transposition graph is the graph Υn defined such that two perfect
matchings m,m′ ∈ M2n are adjacent if they differ by a partner swap, that is, there exists
a transposition τ ∈ S2n such that τm = m′. In other words, the adjacency matrix of Υn
is A(2,1n−2) ∈ A. For any graph Γ = (V,E), the h-neighborhood of a set X ⊆ V is the set
of vertices Nh(X) := {v ∈ V : dist(v,X) 6 h} where dist(v,X) is the length of a shortest
path from v to any vertex of X .
It is instructive to think of h-neighborhoods in Υ as balls of radius h in a discrete metric
space, as perfect matchings in a ball of small radius around some perfect matching in Υ
are all structurally quite similar, i.e., they share many edges. The following isoperimetric
inequality plays a pivotal role in our proof of the key lemma.
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Proposition 54. [10] Let X ⊂ V (Υn) such that |X| > a(2n − 1)!! for some a ∈ (0, 1).
Then for any h ∈ N such that
h > h0 =
√
n
2
ln(1/a),
the following holds:
Nh(X) >
(
1− exp
(−2(h− h0)2
n
))
(2n− 1)!!.
We are now in a position to sketch a proof of the key lemma.
Proof Sketch II
Our starting point is the fact shown in Section 7, that for sufficiently large n the eigen-
values {ηλ}λ⊢n of A˜(Γt) satisfy
|ηµ| = o(|ζ |) for all non-fat µ ⊢ n.
With this in hand, we use the stability version of the ratio bound to show the characteristic
function f of any large t-intersecting family F is close in Euclidean distance to Ut.
We then use the fact that f is close to Ut along with Proposition 54 to exhibit two
perfect matchings m1 ∈ F and m0 /∈ F that are structurally quite similar, i.e., sharing
many edges, yet their orthogonal projections [PUtf ](m1) and [PUtf ](m0) onto the subspace
Ut are close to 1 and 0 respectively. The projector PUt is the sum of primitive idempotents
Eλ of the perfect matching association scheme such that λ is fat:
PUt = E(n) + E(n−1,1) + · · ·+ E(n−t,1t).
This projector is quite difficult to work with in practice due to the fact that the character
theory ofM2n is considerably less understood than the classical character theory of Sn. For
example, no Murnaghan-Nakayama-type rule or Jacobi-Trudi-type determinantal identity
is known for expressing the zonal characters, which are outstanding open questions in the
theory of zonal and Jack symmetric functions [15]. In light of this, we must use some
barebone combinatorial and representation-theoretical arguments to find crude estimates
of these projections, which we cover in the next section.
Once we have boiled these projections down to their combinatorial essence, we use the
fact that m1 and m0 share many edges to prove that F has a large restriction with respect
to some set of t disjoint edges T , however, not large enough to deduce the key lemma.
Following a bootstrapping argument of Ellis [6], we use our bounds on t-cross-intersecting
families to show that almost every member of F has an edge in common with T . This
fact, after an induction on t, leads to a proof of the key lemma.
The asymptotics of permutations and perfect matchings bear a strong resemblance, so
there are points in the proof that follow from Ellis [6] mutatis mutandis. We have adopted
a notation that is consistent with Ellis’ at these places.
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9 Polytabloids and the Characters of M2n
Although the character theory of M2n is determined by the zonal polynomials expressed
in the power-sum basis, arriving at tractable combinatorial expressions for these coeffi-
cients is considerably more difficult than it is for Schur functions. Instead, we work with
combinatorial formulas for these quantities that stem from the fact that spherical func-
tions of the Gelfand pair (S2n, S2 ≀ Sn) are the projections of characters of S2n onto the
space Hn-invariant functions. For a more detailed account, see [3, Ch. 11].
For any 2λ-tableau T , let rowT (i) be the index of the row of T that the cell labeled i
belongs to, and let colT (i) be the index of the column of T that the cell labeled i belongs
to. We say that a 2λ-tabloid {T} covers m ∈M2n if rowT (i) = rowT (m(i)) for all i ∈ [2n].
A 2λ-tableau T is m-aligned with respect to a perfect matching m ∈ M2n if {T} covers
m and for any i ∈ [2n] we have {colT (i), colT (m(i))} = {2j − 1, 2j} for some j ∈ [n].
For example, the perfect matching
1 7|2 4|3 8|5 12|6 11|9 10|13 14 is not covered by 1 2 3 4 5 6 11 12
7 8 9 10
13 14
,
but the perfect matching 1 12|2 3|4 5|6 11|7 9|8 10|13 14 is covered by this tabloid, as
illustrated below:
1 2 3 4 5 6 11 12
7 8 9 10
13 14
.
Also note that the tableau shown above is a m∗-aligned. Let
P := 1|Hn|
∑
h∈Hn
eh
denote the projection from R[S2n/Hn] to its bi-Hn-invariant subalgebra R[Hn\S2n/Hn].
Let 1{T} ∈ R[M2n] be the characteristic function of the set of perfect matchings that are
covered by {T}, that is,
1{T}(m) =
{
1 if {T} covers m,
0 otherwise
.
for all m ∈M2n. For any λ ⊢ n, define the map
I ′λ : {e{T} ∈ R[S2n] : {T} is a 2λ-tabloid} → R[M2n] such that I ′λ(e{T}) = 1{T}.
Recall from Section 3.2 that
Span{e{T} : T is a 2λ-tabloid} ∼= R[T2λ].
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Let Iλ be the linear extension of I ′λ, that is,
Iλ : R[T2λ]→ R[M2n].
For any 2λ-tabloid {T} ∈ T2λ and σ ∈ S2n, we have thatm ∈M2n is covered by {T} if and
only if σm is covered by σ{T}; therefore, Iλ intertwines the permutation representations
R[T2λ] and R[M2n], in symbols:
Iλ(σe{T}) = σIλ(e{T}) for all σ ∈ S2n.
By Schur’s lemma, this implies for each irreducible 2λ that Iλ acts either as an isomor-
phism or as the zero map, and it is simple to show that the latter is not the case. In
particular, this shows for any standard Young tableau T of shape 2λ and corresponding
polytabloid eT that
fT := IλeT =
∑
σ∈CT
sign(σ)Iλe{σT} =
∑
σ∈CT
sign(σ)1{σT}
lies in the 2λ irreducible subspace of R[M2n], and moreover, that
{fT ∈ R[M2n] : T is a standard Young tableau of shape 2λ}
is a basis for the 2λ irreducible subspace of R[M2n].
For any λ ⊢ n, the spherical function ωλ ∈ R[M2n] is the unique Hn-invariant function
ωλ ∈ Iλ2λ 6 R[M2n] (equivalently, bi-Hn-invariant function of 2λ 6 R[S2n]) which
satisfies ωλ(m∗) = ωλ(1n) = 1. For any π ∈ S2n and m = πm∗, let ωλd(m,·) denote the zonal
spherical function translated by π so that ωλd(m,·)(m) = ω
λ
(1n) = 1.
For any tableau T of even shape 2λ, let C ′T 6 CT be the subgroup of the column-
stabilizer of T that stabilizes the odd-indexed columns of T and acts trivially on the
even-indexed columns. More precisely, if we have CT ∼= S(2λ′)1 × S(2λ′)2 × · · · × S(2λ′)2λ1 ,
then C ′T
∼= S(λ′)1 × S(λ′)2 × · · · × S(λ′)λ1 . For any m ∈ M2n and m-aligned 2λ-tableau T ,
we have
ωλd(m,·) =
1
λ′1! · · ·λ′λ1!
PIλ
∑
σ∈CT
sign(σ)e{σT} (4)
=
1
λ′1! · · ·λ′λ1! |H|
∑
h∈H
∑
σ∈CT
sign(σ)Iλeh{σT} (5)
=
1
|H|
∑
h∈H
∑
σ∈C′T
sign(σ)1{hσT}, (6)
where H is a translate of Hn (see [3, Ch. 11]). The expression above together with the
projection formula below gives us an explicit but admittedly complicated combinatorial
formula for computing these projections.
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Lemma 55. [11] Let Eµ : R[M2n] → 2µ denote the orthogonal projection onto 2µ. For
any f ∈ R[M2n], we have
[Eµf ](m) =
dim 2µ
(2n− 1)!!
∑
λ⊢n
 ∑
m′:d(m,m′)=λ
f(m′)
ωµλ ,
equivalently,
[Eµf ](m) =
dim 2µ
(2n− 1)!!
∑
m′∈M2n
f(m′) ωµd(m,m′).
Without further ado, we begin the proof of the key lemma.
10 Proof of the Key Lemma
Let c ∈ (0, 1) and let F be a t-intersecting family of perfect matchings such that
|F| > c(2(n− t)− 1)!!.
Recall that our goal is to show there exists a set of t disjoint edges T ⊆ E(K2n) such that
|F \ F ↓T | = O((2(n− t− 1)− 1)!!) for sufficiently large n depending on c and t.
Let f be the characteristic function of F , α = |F|/(2n − 1)!! > c/((2n − 1))t, and D be
the Euclidean distance from f to U . Setting S = F and applying our pseudo-adjacency
matrix A˜(Γt) to Theorem 51 gives us
D2 6 α
(1− α)|ζ | − α
|ζ | − |µ| = α
(1− α)− α/|ζ |
1− |µ|/|ζ |
6 α
(1− α)− c
1− O(1/√n) (Theorem 45)
6 α
1− c
1− O(1/√n)
6 δ(1 +O(1/
√
n))
|F|
(2n− 1)!!
where δ := 1− c. We have
‖PU⊥t f‖22 = ‖f − PUtf‖22 = D2 6 δ(1 +O(1/
√
n))
|F|
(2n− 1)!! ,
which tends to zero as n→∞. This already shows that f is close to Ut, but we now seek
a combinatorial explanation for this proximity.
By Lemma 55, we may write
Pm := [PUtf ](m) =
∑
µ fat
dim 2µ
(2n− 1)!!
∑
m′∈M2n
f(m′) ωµd(m,m′).
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Now we have
D2 =
1
(2n− 1)!!
(∑
m∈F
(1− Pm)2 +
∑
m/∈F
P 2m
)
6 δ(1 +O(1/
√
n))
|F|
(2n− 1)!! ,
which gives us, ∑
m∈F
(1− Pm)2 +
∑
m/∈F
P 2m 6 δ(1 +O(1/
√
n))|F|. (7)
Following Ellis, pick C > 0 large enough so that∑
m∈F
(1− Pm)2 +
∑
m/∈F
P 2m 6 δ(1 +O(1/
√
n))|F| 6 |F|(1− 1/√n)δ(1 + C/√n).
By the nonnegativity of each term on the left-hand side of (7), at least |F|/√n members
of F satisfy (1− Pm)2 < δ(1 + C/
√
n); therefore, there exists a set
F1 := {m ∈ F : (1− Pm)2 < δ(1 + C/
√
n)}
such that |F1| > |F|/
√
n. The inequality (7) also implies that P 2m < 2δ/n for every m /∈ F
with the exception of at most n|F|(1 +O(1/√n))/2 non-members, thus there is a set
F0 := {m 6∈ F : P 2m < 2δ/n}
such that
|F0| > (2n− 1)!!− c(2(n− t)− 1)!!− cn(2(n− t)− 1)!!(1 +O(1/
√
n))/2.
Observe that the projections of the elements of F0 and F1 are close to 0 and 1 respectively.
We now show there exist m1 ∈ F1 and m0 ∈ F0 that are close together in the graph Υ,
differing by O(
√
n logn) partner swaps, which implies that m1 and m0 share many edges.
In particular, we claim there is a path m1p2p3 · · · pℓ−1m0 in Υ of length at most
2
√
(t + 2)n
2
ln(2n). Take a = 1/(2n)t+2 and h = 2h0 in Proposition 54. Since
|F1| > c(2(n− t)− 1)!!/n > (2n− 1)!!/(2n)t+2
for sufficiently large n, Proposition 54 gives us
|Nh(F1)| >
(
1− 1
nt+2
)
(2n− 1)!!.
Since |F0| > (2n−1)!!/(2n)t+2 for sufficiently large n, we have |F0∩Nh(F1)| 6= ∅, thus there
is a path from m1 to m0 in Υ of length no more than 2
√
(t+ 2)n
2
ln(2n) = O(
√
n logn).
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The inequality (7) and the foregoing shows that
1−
√
δ(1 + C/
√
n) < Pm1 and Pm0 <
√
2δ/
√
n.
Combining these inequalities reveals that
Pm1 − Pm0 > (1−
√
δ − O(1/ 4√n)).
Rewriting using Lemma 55 gives us
∑
µ fat
dim 2µ
(2n− 1)!!
(∑
m∈F
ωµd(m1,m) −
∑
m∈F
ωµd(m0,m)
)
> (1−
√
δ − O(1/ 4√n)).
By averaging, there exists a fat µ 6= (n) such that
dim 2µ
(2n− 1)!!
(∑
m∈F
ωµd(m1,m) −
∑
m∈F
ωµd(m0,m)
)
>
(1−√δ − O(1/ 4√n))
Ft
.
Rearranging gives us
∑
m∈F
ωµd(m1,m) −
∑
m∈F
ωµd(m0,m) >
(1−√δ − O(1/ 4√n))(2n− 1)!!
Ft dim 2µ
.
Without loss of generality, we may assume thatm1 = m
∗ andm0 = πm
∗ such that π ∈ S2n
is a product of O(
√
n logn) transpositions. By (4) and interchanging summations, we have
∑
σ∈C′T
∑
m∈F
sign(σ)
(P1{σT}(m)− P1π{σT}(m)) > (1−√δ −O(1/ 4√n))(2n− 1)!!
Ft dim 2µ
where T is a 2µ-tableau that is m∗-aligned. By averaging, there exists a σ ∈ C ′T such that
sign(σ)
(∑
m∈F
P1{σT}(m)−
∑
m∈F
P1π{σT}(m)
)
>
(1−√δ − O(1/ 4√n))(2n− 1)!!
Ft |C ′T | dim 2µ
.
Without loss of generality, we may assume(∑
m∈F
P1{σT}(m)−
∑
m∈F
P1π{σT}(m)
)
>
(1−√δ − O(1/ 4√n))(2n− 1)!!
Ft |C ′T | dim 2µ
.
By (6), we have
∑
h∈Hn
∑
m∈F
(
1{hσT} − 1π{hσT}
)
(m) >
(1−√δ − O(1/ 4√n))(2n− 1)!! |Hn|
Ft |C ′T | dim 2µ
.
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Note that if {hσT} = π{hσT}, then 1{hσT}(m)− 1π{hσT}(m) = 0. Let
I := {i ∈ V (K2n) : π(i) 6= i}
be the set of vertices moved by π, and for any tabloid {T}, let {T} be the sub-tabloid
obtained by deleting the first row of {T}. After canceling some terms, we have∑
h∈Hn
∃i∈I:i∈{hσT }
∑
m∈F
(
1{hσT} − 1π{hσT}
)
(m) >
(1−√δ − O(1/ 4√n))(2n− 1)!! |Hn|
Ft |C ′T | dim 2µ
.
Because m1 and m0 differ by only O(
√
n logn) partner swaps, we have |I| = o(n). The
number of permutations h ∈ Hn that send a vertex i ∈ I to a row of {σT} is o(|Hn|).
Since there are o(|Hn|) terms in the outer summation, by averaging, there is a tabloid
{hσT} =: {S} such that∑
m∈F
1{S}(m)− 1π{S}(m) > (1−
√
δ −O(1/ 4√n))(2n− 1)!! ω(1)
Ft |C ′T | dim 2µ
.
After absorbing constants depending on c and t and dropping negative terms, we have∑
m∈F
1{S}(m) >
(2n− 1)!! ω(1)
dim 2µ
.
Henceforth, we absorb constant factors on the right-hand side into ω(1). By the pigeonhole
principle, there are s := n− µ1 6 t disjoint edges S ′ covered by {S} such that
|F ↓S′ | > (2n− 1)!! ω(1)
dim 2µ
.
Similarly, there are t− s disjoint edges S ′′ disjoint from S ′ such that
|F ↓S′∪S′′ | > (2n− 1)!! ω(1)
dim 2µ (2n)2(t−s)
.
By Theorem 18, we have
|F ↓S′∪S′′ | > ω((2(n− 2t)− 1)!!).
By relabeling the vertices of K2n, we may assume without loss of generality that
|F ↓T ∗ | > ω((2(n− 2t)− 1)!!).
Let B be the collection of all partitions of [2t] into two parts A = {a1, · · · , at} and
B = {b1, · · · , bt}. Crudely, the set of members of F with no edge in T ∗ can be written as
F \
t⋃
i=1
F ↓{2i−1,2i} =
⋃
(A,B)∈B
ai1vi1 ,··· ,aitvit : aij 6=aik , vij 6=vik∀j,k∈[t]
vij /∈A, aij vij /∈T
∗ ∀j∈[t]
F ↓{ai1vi1 ,··· ,aitvit} . (8)
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By Lemma 52, we have
|F ↓T ∗ | · |F ↓{ai1vi1 ,··· ,aitvit} | 6 ((2(n− 2t)− 1)!!)2 (9)
for each term on the right-hand side of (8). Since |F ↓T ∗| > ω((2(n−2t)−1)!!), the bound
(9) implies that
|F ↓{ai1vi1 ,··· ,aitvit} | = o((2(n− 2t)− 1)!!)
for each term on the right-hand side of (8). Since the right-hand side of (8) has O((2n)t)
terms, we have that∣∣∣∣∣F \
t⋃
i=1
F ↓{2i−1,2i}
∣∣∣∣∣ 6 o((2(n− 2t)− 1)!!)O((2n)t)
= o((2(n− t)− 1)!!).
Recalling that |F| > c(2(n− t)− 1)!!, by averaging, there is an edge ij ∈ T ∗ such that
|F ↓ij | > (c− o(1))(2(n− t)− 1)!!/t.
The set of all members of F that do not contain the edge ij can be written as
F \ F ↓ij =
⋃
k 6=j
F ↓ik . (10)
By Lemma 53, we have |F ↓ij | · |F ↓ik | 6 ((2(n − t − 1) − 1)!!)2 for each term on the
right-hand side of (10). Since |F ↓ij | > Ω((2(n − t) − 1)!!), we deduce that |F ↓ik | 6
O((2(n− t− 2)− 1)!!), which gives us
|F \ Fij| =
∑
k 6=j
|F ↓ik | 6 O((2(n− t− 1)− 1)!!).
At this point we have shown that any large t-intersecting family F is almost contained
within a canonically intersecting family Fij. This may seem problematic, after all, the key
lemma states that any large t-intersecting family is almost contained within a canonically
t-intersecting family FT ; however, we are in the homestretch, as a simple induction on t
following Ellis [6] will take us the rest of the way.
If t = 1, then we are done, so let us assume that the key lemma is true for t− 1. Let
F ⊆M2n be a t-intersecting family of size at least c(2(n− t)− 1)!!. We have shown there
exists an edge ij such that
|F \ F ↓ij | 6 O((2(n− t− 1)− 1)!!),
which implies that
|F ↓ij | > |F| − O((2(n− t− 1)− 1)!!).
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By removing the vertices i and j from each member of F ↓ij , we obtain a (t−1)-intersecting
family F ′ ⊆M2(n−1) of perfect matchings of K2n \ {i, j} such that
|F ′| > (c− O(1/n))(2(n− t)− 1)!!.
For any c′ ∈ (0, c) we have
|F ′| > c′(2(n− t)− 1)!!
provided that n is sufficiently large. Now by the induction hypothesis, there exists a
canonically (t− 1)-intersecting family F ′T ′ of perfect matchings of K2n \ {i, j} such that
|F ′ \ F ′T ′| 6 O((2(n− t− 1)− 1)!!).
Setting T = T ′ ∪ {ij}, if we add the edge ij to each member of F ′T ′, then we obtain the
canonically t-intersecting family FT of perfect matchings of K2n. This implies that
|F \ FT | 6 O((2(n− t− 1)− 1)!!),
as desired. This finishes the proof of the key lemma and thus the proof of our main result.
11 Concluding Remarks
It is natural to conjecture that similar results hold for near-perfect matchings of K2n−1.
Without much extra effort, we can give an analogue of the first part of our main result
for near-perfect matchings.
Let M2n−1 denote the collection of near-perfect matchings of K2n−1, equivalently,
maximum matchings of K2n−1. We may identify them with the cosets of the quotient
S2n−1/Hn−1. Let O(2n − 1) denote the irreducibles of S2n−1 that have precisely one odd
part. The theorem below follows immediately from Pieri’s rule and Theorem 24.
Theorem 56. The space of real-valued functions over near-perfect matchings K2n−1 ad-
mits the following decomposition into irreducibles of S2n−1:
1 ↑S2n−1Hn−1 ∼= R[M2n−1] ∼=
⊕
λ∈O(2n−1)
λ.
This implies that the permutation representation of S2n−1 acting onM2n−1 is multiplicity-
free, so we have that (S2n−1, Hn−1) is a symmetric Gelfand pair. We define the correspond-
ing symmetric association scheme below.
For each λ ∈ O(2n− 1), the λ-associate Aλ is the following matrix
(Aλ)i,j =
{
1, if d′(i, j) = λ
0, otherwise
where i, j ∈ M2n−1 and d′ is a cycle type function defined as follows. Recall that the
multiset union of two near-perfect matchings m,m′ is a collection of even cycles and
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precisely one path of even length. We may represent this multiset union again as a partition
d′(m,m′) = λ ⊢ (2n − 1) such that λ has precisely one odd part. The odd part, say λi,
represents the unique even path of length λi − 1. The collection of matrices {Aλ : λ ∈
O(2n− 1)} forms the near-perfect matching association scheme.
Let Γ′t be the near-perfect matching variant of the t-derangement graph, that is,
m,m′ ∈ E(Γ′t) if d′(m,m′) has less than t parts of size 2. Let Θt be the subgraph of
Γ′t whose adjacency matrix is the following sum of associates of the near-perfect matching
association scheme
Θt =
∑
λ
Aλ
where λ ranges over all partitions of O(2n−1) that have less than t parts of size less than
or equal to 2.
Proposition 57. Θt ∼= Γt
Proof. Identify the vertices of K2n−1 and K2n with the sets [2n− 1] and [2n] respectively.
There is a natural map ψ :M2n−1 →M2n defined such that ψ(m′) = m where m ∈M2n
is the unique perfect matching that matches the vertex 2n ∈ V (K2n) with the unique
unmatched vertex of m′. This map is a bijection such that
m′1, m
′
2 ∈ E(Θt) if and only if ψ(m′1), ψ(m′2) ∈ E(Γt)
for each pair m′1, m
′
2 ∈M2n−1, which gives the desired isomorphism.
Since Θt is a subgraph of Γ
′
t, the canonically t-intersecting families ofM2n−1, which have
size (2(n− t)− 1)!!, are also independent sets of Θt. Proposition 57 along with the results
of Section 7 give us the following.
Theorem 58. Let t ∈ N. If F ⊆M2n−1 is t-intersecting, then
|F| 6 (2(n− t)− 1)!!
for sufficiently large n depending on t.
Theorem 59. Let t ∈ N. If F ,G ⊆M2n−1 are cross t-intersecting, then
|F| · |G| 6 ((2(n− t)− 1)!!)2
for sufficiently large n depending on t.
A similar characterization of the extremal t-intersecting families probably holds for
near-perfect matchings, but we have not worked out these details.
Combinatorial methods of Ellis [6] in all likelihood can be used to turn the stability
results of the previous section into stronger Hilton-Milner-type results that characterize
the largest t-intersecting families of perfect matchings that are not contained in any
canonically t-intersecting family. We have worked out such a characterization for the
t = 1 case in an unpublished note; but the proof is virtually identical to Ellis’ [6].
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We have made no attempt to find a concrete n0(t) ∈ N such that Theorem 2 holds
for all n > n0(t). This is due to the fact that the n0(t) that one would obtain by walking
through our proof would be quite far from the n0(t) = 3t/2+1 conjectured by Godsil and
Meagher. We have also assumed that t is independent of n in several places, so it seems
that a different strategy is needed to fully resolve Godsil and Meagher’s conjecture.
Finally, we believe there are other symmetric association schemes that admit orderings
of its eigenspaces and associates such that the “low eigenspaces” support the characteristic
vectors of maximum independent sets in the union of its “top associates”. Indeed, many
of the classic algebraic proofs of t-intersecting Erdo˝s-Ko-Rado results at a high level stem
the fact that an association scheme is P -polynomial and Q-polynomial with orderings of
the associates and eigenspaces such that f(t)∑
i=0
Ei
 1S = 1S
for any maximum independent set S of the graph
∑f(t)−1
i=0 Am−i (see [7]). Note that both
the perfect matching scheme and the conjugacy class association scheme of Sn are not
P -polynomial or Q-polynomial, yet there still exists such an ordering of their associates
and eigenspaces, and this plays an essential role in the t-intersecting Erdo˝s-Ko-Rado-type
bounds in [5] and the present work. Investigating generalizations of the P -polynomial and
Q-polynomial property may help understand when general association schemes have the
right structure for showing t-intersecting Erdo˝s-Ko-Rado-type bounds.
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