ABSTRACT Anomaly detection in time series is a popular topic focusing on a variety of applications, which achieves a wealth of results. However, there are many cases of missing anomaly and increased false alarm in most of the existing works. Inspired by the concept of interval-sets, this paper proposes an anomaly detection algorithm called a fuzzy interval-set and tries to detect the potential value of the time series from a new perspective. In the proposed algorithm, a time series will be divided into several subsequences. Each subsequence is regarded as an interval-set depending on its value space and boundary of the subsequence. The similarity measurements between interval sets adopt interval operations and point probability distributions of the interval bounds. In addition, an anomaly score is defined based on similarity results. The experimental results on synthetic and real data sets indicate that the proposed algorithm has better discriminative performance than the piecewise aggregate approximation method and reduces the false alarm rate significantly.
I. INTRODUCTION
Over the past decades with the unprecedented growth of time series data, a variety of studies on anomaly detection have been carried out in numerous applications, such as aerospace [1] , meteorology [2] , agriculture [3] , finance [4] , network security [5] , and medicine science [6] , [26] . The issue of anomaly detection in time series is of extraordinary significance especially in the real life. Recently, researchers focusing on anomaly detection have proposed various approaches to solve many practical challenges [7] .
There are a great many interesting technologies in anomaly detection in time series. Generally, we will divide these technologies into two categories according to the types of anomaly data. And based on the nature of data comprising of time series, the anomaly data includes the following two types [8] :
1) Point anomaly. A point anomaly refers that an individual point cannot conform to other objects in a data set, which is considered as an anomalous one. [9] , [10] , [12] .
2) Structural anomaly. If a structure made up of a collection of points of time series is anomalous, which means that the structure (shape) is inconsistent with respect to the rest of data in the same data set, it is termed a structural anomaly. [11] , [12] . Fig. 1 shows an example of a point anomaly and a structural anomaly. In Fig. 1(a) , it is readily seen that the red point lies outside the sequence, which is considered to be anomalous. As shown in Fig. 1(b) , a structural anomaly hides in the electrocardiogram (ECG) data and the abnormal part is marked in red, which is obviously different from others. Compared with finding the point anomaly hidden in data, the detection of structural anomaly is a more challenging problem. This paper concentrates on the structural anomaly.
Structural anomalies have been commonly investigated in time series as a segment of data that may contain more potential information. Many existing methods for anomaly detection tend to consist in revealing the structure of data. As a suitable reconstruction method, it can reduce the influence of noise, speed up the operation, and improve the accuracy in the process of detection. For example, Keogh et al. [13] put forward an approach called HOT-SAX which divides a time series into segments of mean (called Piecewise Aggregate Approximation, PAA) [18] , [19] and then map segments into a symbol string to record the structure of the original time series. When several continuous symbols have the maximum nearest neighbor distance to other parts, the corresponding part in the time series is regarded as anomaly. Izakian and Pedrycz [14] utilize fuzzy C-Means (FCM) clustering to reconstruct data, and then the largest difference between raw data and reconstructed data is used to determine anomaly parts. Unfortunately, most of technologies are devoted to the reconstruction of data in the time series itself [15] . There are still many cases of missing anomaly and increased false alarm.
Using a new perspective to realize the reconstruction of data, interval-sets theory is employed in this paper. The interval-sets theory is initially suggested in [16] , which is applied to many fields such as approximating reasoning [17] and fuzzy control [18] . Pedrycz and Homenda [21] consider the interval-sets as a kind of information granule and require that a reasonable interval-set adhere to two basic criteria: the coverage of time series data by information granules (intervals) and the specificity of granules, which are the concept of the principle of justifiable granularity (as a form of intervals) described in Section II. In addition, Wang et al. [22] propose the development of granular interval using of the principle of justifiable granularity. In this paper, we apply the justifiable granularity as a form of intervals to reconstruct data for detection of the time series. This paper is organized as follows. Section II recalls some related work results on the reconstruction of time series. Section III develops the method of construction of interval-sets for time series data. In Section IV,a detection approach based on data representation in form of interval-sets is reported in detail. The experimental results depending on the proposed approach is presented in Section V. Section VI concludes this paper.
II. PRELIMINARIES
In this section, the principle of justifiable granularity [21] - [23] is briefly reviewed to reconstruct reasonable interval-set for anomaly detection in time series. According to the principle, there are many formations of information granules coming from a result of extraction of experimental data. To facilitate the understanding of the relevant concepts, we illustrate the principle of justifiable granularity by expressing the information granules in a vivid way: an interval-set.
Given one-dimensional data X (n) = {x 1 , x 2 , . . . , x N }, x k ∈ R, it is reconstructed as a reasonable interval-set A (information granular) that obeys two fundamental requirements: experimental evidence and high specificity [21] , [22] .
The experimental evidence means that the number of elements of time series should fall within the bounds of interval A as much as possible since the existence of A needs to be justified by enough points of time series. The more elements is covered in A, the better existing experimental data are presented. On the contrary, the high specificity refers to as the legitimate interval that has to be specific and has well defined meaning, which can improve the ability of identification in a large number of objects. Fig. 2 shows a vivid example of two special cases of interval construction that correspond to two significant requirements. It is readily seen that A 1 contains only one point and A 2 covers all points of the time series. A 1 is specific enough with mass loss of points data, while A 2 includes all data of time series with the insufficiency of specificity. As shown in Fig. 2 , the two basic criteria are opposed so that the reasonable interval can be excavated between A 1 and A 2 .
Given an interval A with A = [a, b] and a time series X (n), its two bounds are respectively defined as follows [21] :
where med(X (n)) refers to as the median point of X (n), and count{x k | x k ∈ A} implies the number of elements of X (n) falling within the interval A. f 1 is an increasing function corresponding to the criterion of experimental evidence, and f 2 is a decreasing function that reflects another indicator of the structure of interval: Specificity. f 1 and f 2 , called alternatives regarding functions, are described in the formations as follows [20] :
when V (a) and V (b) are maximized respectively, the optimal bounds a opt and b opt are obtained. Moreover, the work [22] proposes another expression of f 2 with the development of a granular interval-set and introduces the usage of interval-set constructed on numeric granular models. In this paper, we will combine the characteristic of time series data and the application of justifiable granularity principle to consider a suitable alternative regarding function with the reconstruction of data for anomaly detection.
III. CONSTRUCTING INTERVAL-SETS OF TIME SERIES A. DEFINITION STATEMENT
For convenience, we give the related definitions used in the successive sections.
Definition 1 (Time Series [17] ): An ordered set of measurement variables at each time point is called a time series, denoted by X (n) = {x(1), x(2), . . . , x(n)} where the length of time series is n.
Definition 2 (Subsequence [17] ): Given a time series X (n), the k-th subsequence X k is a sample of X (n), i.e., Since all subsequences may be potentially anomalous, the proposed approach extracts all of them; this can be realized by the usage of a sliding window.
Definition 3 (Sliding Window [17] ): Given a time series X (n), all subsequences can be extracted by sliding a window of size m following X (n).
B. CONSTRUCTION OF INTERVAL-SETS
To reconstruct reasonable interval-sets for anomaly detection in time series and according to the principle of justifiable granularity, the two bounds of an interval are defined as follows:
where E(X (n)) refers to as the expectation value of X (n). The optimal bounds a opt and b opt are decided by the max of V (a) and V (b). Many experimental data show that the values of all points of time series obey the normal distribution. Therefore, the alternatives regarding functions f 1 and f 2 are respectively given by: where c is a constant with the value of 0.5 depending on the expectation, and σ 2 is the variance of the time series X (n). The alternatives regarding function f 2 are formed as the probability density function of the normal distribution, which also conforms to the density distribution of time series. The detailed information is shown in Fig. 3 . Fig. 3 shows the frame of the reconstruction of time series. A time series comprised by 3500 points is divided by a sliding window with size of 500., and the k-th subsequence X k marked in blue is scaled up and redrawn to exhibit the data distribution in more detail. We obtain the histogram of its probability density that is consistent with the function f 2 that indicates the availability of our alternatives regarding functions. With the confirmation of the bounds, the interval A k of X k is finally structured. Further, we construct the intervals of all the subsequences in Fig. 4 .
IV. THE APPROACH OF ANOMALY DETECTION BASED ON INTERVAL-SETS A. SIMILARITY MEASUREMENT OF AN INTERVAL
Aiming at detecting the anomaly data, all subsequences are extracted from a same time series by the usage of sliding windows and the interval-sets of subsequences are constructed. Generally, the similarity of intervals is considered in two aspects: the sharing index and the independence index. The sharing index indicates the length of the common part of two intervals, while the independence index represents the VOLUME 6, 2018 amount of a particular part of intervals. For two intervals, the more the sharing part is, the less the independence part is, and the higher the similarity between them is. As an example in Fig. 5 , there are some location relationships between two intervals A i and A j .
In the first case, it is obviously seen that A i is similar to A j due to the fact that their common parts are equal to the intervals themselves. The common parts are of the same size in the second and the third intervals, but the independence of the third one is larger than that of the second case [24] . Therefore, comparing with the third, the similarity of two intervals should be higher than the second one, which is in line with our cognition in life. In addition, the two intervals are not similar with each other in the fourth. According to those characteristics of interval-sets, we design a fitness computation formula to measure the similarities among those interval-sets.
Assume that there are two sequences X i and X j respectively corresponding to two intervals A i and A j . The interval similarity S A ij of X i and X j is defined as:
where A i ∩ A j reflects the sharing part of interval-sets and A i ∪ A j portrays the independence of them. When i = j, the interval similarity S A ii is 1. If A i ∩ A j = ∅, S A ij is 0. The above description is the similarity of the two interval-sets, and we will discuss a more complex situation in the following: the similarity of two sub-strings of intervals. Given a time series X (n), all subsequences X k (k = 0, 1, . . . , N ) are extracted by sliding a window of size m to overlap samples with 1/q window size where N = (n − m)/q. We consider that a set of intervals corresponding to the subsequences is a string A 1 , A 2 , . . . , A N with the length of N and the k-th sub-string is formed as A k , A k+1 , . . . , A k+s−1 with the length of s(s N ). The similarity between the i-th sub-string and the j-th sub-string is given by:
We obtain all the sub-strings with the length of s in the first step. For the i-th sub-string, we compute the max similarity between the i-th sub-string and the others that do not contain common elements with the i-th sub-string. The max similarity is marked as the similarity score (SC) of the i-th sub-string, which is described as follows:
B. DETECTION OF THE ANOMALY DATA BASED ON INTERVAL-SETS
Considering that the anomaly data are focused on, we design an anomaly score (AS) to assess the anomaly degree of time series. The anomaly score of the i-th sub-string is defined as follows:
We propose an approach to obtain the anomaly score of time series called Max Similarity Search (or Min Anomaly Identification) based on the commonly used algorithm Brute Force [13] in this paper. For concreteness, the pseudo code is shown in Table 1 . Table 1 shows the detail of the detection process for anomaly data. There are two loops that do different jobs for the Max Similarity Search (MSS) approach. The k-th target string is determined in the outer loop, and the responsibility of the inner loop is to find the sub-string most similar to the k-th target string and return the similarity score to it. Finally, according to the similarity score, the anomaly score is calculated. The time complexity of the Max Similarity Search is O(N 2 ). It should be noted that one parameter of the MSS algorithm should be decided and the length of sub-string s is discussed in Section V.
V. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we conduct experiments on the synthetic data sets and the real world data sets to evaluate the performance of the proposed approach. Before the experimental study, we introduce a concept: anomaly score ratio E. The anomaly score ratio E refer to as the ratio of the average value of anomaly scores of anomaly patterns to the mean of all patterns anomaly score, which is expressed as follows:
mean{anomalyscore} anomaly mean{anomalyscore} all (13) If the anomaly score ratio E is higher, the proposed approach has a better discrimination ability to detect anomalies.
A. SYNTHETIC DATA SET
To evaluate the performance of the approach, we first take Ma data [25] set as an example. The data set is generated from the following stochastic processes:
Based on the synthetic sine data set, the multi-anomaly data set adds three types of anomalies e 1 (t), e 2 (t) and e 3 (t) to the sequence X 1 (t), which is defined by:
where e 1 (t), e 2 (t) and e 3 (t) are given by:
Note that n 1 (t) is a Gaussian noise whose mean is 0 and standard deviation is 0.75.
We give some comparisons of the experimental anomaly scores based on the different lengths of the sub-string S. Under different coefficients, the detection results of the three anomalies are shown in Fig. 6 . Fig. 6 shows the detection results of different lengths of the sub-string on Ma data set. When s = 2, the abnormal scores of the data shake violently, although the abnormal data are detected effectively. With the increase of the length s, the anomaly score has good improvement due to the calculation of the abnormal score based on a great many data. In other words, the increased string length can make the reliability increase. On the other hand, if s length is too long, although the reliability is improved a lot, the accuracy of the anomaly score will be affected, such as the case when s = 30, 35, 40. Therefore, the sub-string length s should not be too long or too short. In addition, with the increase of the length of s, with the calculation cost increases, the real-time characteristic of the algorithm also degrades. In this paper, we set s = 10. The reader can make some adjustments according to specific requirements. 
B. REAL WORLD DATA SET
In the previous experiments, we analyze the parameter impact on the proposed approach, but this is not enough. We should perform more experiments to test the proposed method. Therefore, some data sets, which is the Electrocardiograms (ECGs), coming from the real world are used to evaluate the performance of the proposed approach. In this part, we test the method proposed in this paper on data sets from real world, which is the Electrocardiograms (ECGs) data sets.
The ECGs data sets contain some structure anomalies in different types, such as premature ventricular contraction(PVC), supra-ventricular escape beat (SVE) and bundle branch block beat. All the data sets are used in the paper by Keogh et al. [13] . They are free to access from UCR Time Series Data Mining Archive (http://www.cs.ucr.edu/ eamonn/). Fig. 7 gives the detection results based on the MSS algorithm for ECGs data sets. Figs. 7 (a) and (b) show the results of the ECGs data which contain only one anomaly of the normal data. As seen in the figures, the abnormal data can be effectively detected in Fig. 7(a) , E = 8.65; in Fig. 7(b) , E = 8.24, which indicates that the MSS approach has good detection ability. In Figs. 7 (c) and (d), the two time-series that contain multiple anomalies are presented. The detection results of anomalies data of ECGs are a little bit weaker than the results of the data sets which have one anomaly only (in Fig. 7(a) , E = 3.35, in Fig. 7(b) , E = 4.76) . Overall, in the condition of complex data structure, the MSS algorithm can accurately detect the abnormal data, which means that the detection ability of the MSS algorithm is favorable.
The difference between the PAA algorithm and the proposed algorithm is shown in Fig. 8 . Through the real data experiment, we can clearly see that the proposed algorithm is better and the detection effect is more accurate. 
VI. CONCLUSION
In this paper, an interval set based algorithm is proposed for anomaly detection in time series. It focuses on detecting the structural anomaly in time series. An interval set conception is introduced to express the structure of time series. Based on the interval computation, the similarity measurement of subsequences is carried out. Experiments on artificial and real data sets are conducted to evaluate the proposed algorithm. The experimental results show that the performance of the proposed algorithm greatly reduces the error rate in time series anomaly detection. 
