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 Error is one element of the autoregressive (AR) model, which is supposed to 
be white noise. Correspondingly assumption that white noise error is a 
normal distribution in electromyography (EMG) estimation is one of the 
common causes for error maximization. This paper presents the effect of a 
suitable choice of filtering function based on the non-invasive analysis 
properties of motor unit action potential signal, extracted from a non-
invasive method-the high spatial resolution (HSR) electromyography 
(EMG), recorded during low-level isometric muscle contractions. The final 
prediction error procedure is used to find the number of parameters in the 
model. The error signal parameter, the simulated deviation from the actual 
signals, is suitably filtered to obtain optimally appropriate estimates of the 
parameters of the automatic regression model. It is filtered to acquire 
optimally appropriate estimates of the parameters of the automatic 
regression model. Then appropriate estimates of spectral power shapes are 
obtained with a high degree of efficiency compared with the robust method 
under investigation. Extensive experiment results for the proposed technique 
have shown that it provides a robust and reliable calculation of model 
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The surface electromyography (EMG) signal is increasingly used for tension state discrimination in 
a single muscle or a group of muscles and muscle fatigue measurements [1]. This noise-like signal is an 
interference pattern that is the temporal and the spatial sum of the action potential (AP) of all motor units 
(MU) in the region of the detecting electrodes [2]. This signal's statistical properties are related to muscle 
tension and spectral shape changes with muscle tension changes, but the changes are not significant [3]. The 
EMG signal is assumed to be a stationary zero-mean gaussian random process [4]. The muscles can change 
their contraction levels by changing the activated motor units [5]. These changes will cause some outlier 
samples to appear negatively, affecting the assumed distribution mentioned above [6]. Modeling the motor 
unit action potential (MUAP) has been particularly useful in developing a mathematical formulation to study, 
understand, and process techniques for this signal [7]. In this paper, a MUAP signals a model extracted from 
the IB2 spatial filter [8], based on the autoregressive model coefficients of this signal. Its parameters are 
derived from real recorded unipolar EMG signals. This model provides the means for generating MUAP 
signals whose amplitude and spectral characteristics depend on subjects and muscle type under normal 
contraction to be simulated. Such simulated signals can be used as test signals to evaluate the performance of 
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MUAP processing techniques. The degree of sensitivity of the power spectral shapes and suitable choice of 
robust filtering is investigated when the MUAP signals contain innovation (IO) and additive (AO) outliers, 
respectively, with processing times 100, 400, and 800 msec. The sequential least square method (SLSM) has 
been used to enhance robust techniques. That is to fit the residuals' optimal distribution to obtain 
autoregressive time series estimators (Ø) for bipolar EMG signal. It is shown that the improvement of the 
filtering of the asymmetrical type of contamination distribution is (extreme value distribution-smallest 
values). For all EMG signals after filtering (normal and abnormal signals), the error signal was fit to the 
Cauchy distribution function. To obtain specific additives for robust methods in the field of installing an 
optimal residuals distribution through the use of the sequential small square method (SLSM), to obtain an 
autoregressive time series estimator (Ø) depends on using probability plot (PP) inspection method [9]. 
Standardized residuals evaluate the principle of the (PP) method according to the scale parameter estimator 
of the order statistics for the suggested distribution and the inverse probability of the cumulative distributions 
that had been related to the assumed distribution [10]. Asymptotic formula to enable the application. 
A variety of new methods are proposed to improve EMG signal estimation in the last few years. 
Sommer et al. [11], proposed four techniques to estimate the elbow joint angle from surface EMG. These 
methods are autoregressive with exogenous input, state space, autoregressive moving-average with 
exogenous input, autoregressive integrated moving-average with exogenous input. After the model was 
selected, a second experiment was performed in order to validate the estimation procedure. Furui et al. [12], 
presents an estimation method based on variance distribution and marginal likelihood maximization. The 
experiment results show that the proposed algorithm is more accurate than the Gaussian-based approach. 
Wright and Stashuk [13] describe a new algorithm to estimate motor unit potential. The proposed method is 
based on kernel weighted ensemble averaging supported by dynamic time wrapping (DTW). The experiment 
results show significant improvement compared with a spike-triggered average. Sommer and Cordero [14], 
proposed an algorithm to estimate EMG signal based on the Hammerstein-wiener with wavelet network. The 
results show low root-mean-square errors (RMSE) (10.82±3.73°) and high correlations (94.90±92%) to the 
measured data. Kline and Luca [15], present a method for error reduction contain multiple decomposition 
estimates based on the trade-off between the yield of MUAP trains obtained from a given accuracy level and 
the time of decomposition. All these researches suppose that the error signal is white noise. 
 
 
2. OPTIMAL FILTERING METHODS 
The idea of optimum spectral density estimate according to the suggested distribution makes no 
difference based on the procedures related to the robust filtering method proved by Thomson [16]. 
Nevertheless, with the addition of the weight function generated by specific distribution asymptotic with the 
shape of normal distribution in the average area, the edges are heavier and thicker than normal distributions 
[17]. Since the MUAP data have outliers, the assumption that the residual of AR(p) has a normal distribution 
is violated. The ability of the extension of the robust filtering procedure method as a result of multi-
contamination types, which reflect several kinds of outliers, which are either upper or lower outliers, or 
within the sampling observation [18]. In consequence, two types of contaminating distribution can be 
characterized. Table 1 shows weighted filter formulas concerning the standardized cumulative density 
according to the specific distribution mentioned in [19]. 
 
 
Table 1. Weighted filter formulas concerning the standardized cumulative density 
Adjusted Distribution Functions Filter Weighted Function 
Adjusted Extreme Value-Smallest 𝑤(𝑢) = 𝑒𝑥𝑝[− 𝑒𝑥𝑝( − (𝑞(|𝑢| − 𝑞)))] 
Adjusted Extreme Value-Largest 𝑤(𝑢) = 𝑒𝑥𝑝[− 𝑒𝑥𝑝( (𝑞(|𝑢| − 𝑞)))] 
Adjusted Cauchy 𝑤(𝑢) = 0.5 + 𝜋−1 tan−1(𝑞(|𝑢| − 𝑞)) 
Adjusted Logistic 𝑤(𝑢) = 1/[1 + 𝑒𝑥𝑝[−(𝑞(|𝑢| − 𝑞))]] 
Adjusted Double Exponential 𝑤(𝑢) = {
1 − 0.5 𝑒𝑥𝑝[−(𝑞(|𝑢| − 𝑞)))] : 𝑖𝑓 ≥ 𝑎
0.5 𝑒𝑥𝑝[𝑞(|𝑢| − 𝑞)] : 𝑜. 𝑤.
if u ≥ a 




𝑤(𝑢): is the weighted filter 
𝑢: is the residual random variable 
𝑞: is a parameter and =𝜑−1
𝑁(0,1)
(1 − 1/𝑁) 
𝜑𝑁(0,1): the natural cumulative density function 
𝑁: number of samples per interval 
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2.1.  Symmetric contaminate distribution 
The 𝐺 (∗) reflects any symmetric distribution, syncs about the centroid of the observed symmetric 
distribution (𝐹: 𝑁 (𝜇, 𝜎2)), and subsequently 𝐺 (∗) becomes (𝐺: (𝜇, 𝑎𝜎2)). In the event of a state shift 𝐺 (∗) 
would be (𝐺: (𝜇 ± 𝑏, 𝑎 𝜎2)). The symmetric alternative to the normal distribution as a logistic, double 
exponential, Cauchy, and normal distribution has been chosen. 
 
2.2.  Asymmetric contaminate distribution 
The 𝐺 (∗) reflects any asymmetric distribution about every other point distinctive from the location 
of 𝐹(∗) distribution. The center point of 𝐺 (∗)will differ from that of (μ) and will also differ from that of 
𝐹(∗). Accordingly, we have chosen the alternative asymmetric distributions. 
A preliminary test for the fit of the residual distributions was performed to estimate the formula for 
the optimum weight. The standardized commutative density of the residual distribution is thought to be more 
advantageous than the other standard cumulative densities expected for residual sets, which is referred to as 
robust filtering. As we mentioned above, Table 1 shows weighted filter formulas concerning the standardized 
cumulative density according to the specific distribution mentioned in [19]. 
The different methods are compatible with the distribution of residual grade and the degree of 
synthesis or determination of the significance of critical points for appropriate test statistics and give the 
rigorous process of examination, comparison, and evaluation among the various proposed distributions. As 
suggested in [17], the probability plot approach and appropriate parameters (for example, single correlation 
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R (t): is the order statistics of standardized residual according to the assumed distribution scale parameter.  
K: denotes the inverse probabilities of the cumulate sample distribution with respect to the assumed 
distribution. Figure 1 shows the flowchart of the robust optimal filter algorithm for the suggested method. 
 
2.2.1. The studied distributions 
Table 2 shows the arithmetical formula for the probability plot coordinate method, representing the 











And the standardized residuals' order statistics: 
 
𝑅(𝑟) =  (
ɛ(𝑡)
(𝑆. 𝑃)⁄ ) (4) 
 
where SP=scale parameter [19], [20]. The standardized cumulative density function cannot be immediately 
evaluated to yield F(u) with respect to the random variable (w). 
 







Table 2. The inverse probabilities of the cumulative sampling sistribution functions 
Adjusted Distribution Functions Filter Weighted Function 
Adjusted Extreme Value-Smallest 𝑤(𝑢) = 𝑒𝑥𝑝[− 𝑒𝑥𝑝( − (𝑞(|𝑢| − 𝑞)))] 
Adjusted Extreme Value-Largest 𝑤(𝑢) = 𝑒𝑥𝑝[− 𝑒𝑥𝑝( (𝑞(|𝑢| − 𝑞)))] 
Adjusted Cauchy 𝑤(𝑢) = 0.5 + 𝜋−1 tan−1(𝑞(|𝑢| − 𝑞)) 
Adjusted Logistic 𝑤(𝑢) = 1/[1 + 𝑒𝑥𝑝[−(𝑞(|𝑢| − 𝑞))]] 
Adjusted Double Exponential 𝑤(𝑢) = {
1 − 0.5 𝑒𝑥𝑝[−(𝑞(|𝑢| − 𝑞)))] : 𝑖𝑓 ≥ 𝑎
0.5 𝑒𝑥𝑝[𝑞(|𝑢| − 𝑞)] : 𝑜. 𝑤. if u ≥  a
 
Adjusted Normal 𝑤(𝑢) = 0.5[1 + {1 − 𝑒𝑥𝑝( − 2(𝑞(|𝑢| − 𝑞)))2/𝜋)}0.5] 
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Figure 1. The flowchart of the proposed methodology algorithm 
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One of the following approximate equation was chosen to solve (5) [11]: 
 
𝐹(𝑢) ≈ 0.5 (1 + (1 − exp(−2𝑢2 2𝜋)⁄ )2) (6) 
 
at which u=2.807, 3.090, and 3.480 for 100, 250, and 400 msec windows respectively at maximum 
error≈0.003. According to the above, a new equation was derived by [9]: 
 
𝐿𝑒𝑡 𝐹(𝑢) =  𝑌 (7) 
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for each value of (T), we obtain ±Kt   at the failed u=0. 
The flowchart of the proposed method algorithm is shown in Figure 1. It started with the data 
acquisition of the input signals, then the pilot estimation to select the order of the AIC criterion. A.R by 
sequentially LS estimation to calculate the error to set weight while the probability plot is inspected. The 
subject's subroutine performs the calculation of the distribution function of weight. Consequently, the 
correction of pre-whitening is performed. Finally, the minimum white noise value is selected.   
 
 
3. THE PROPOSED METHOD 
Figure 2 shows a block diagram of the proposed method for system configuration. Four subjects, 
males and females, different types of muscles, flexor, extensor, and Abductor Pollicis Brevis, are used in this 
investigation. These correspond to the tensions generated by the subjects. A two-dimensional arrangement of 
the measuring electrode, high spatial resolution electromyography, is used, designed, and developed by the 
Institute of Applied Medical Engineering, Helmholtz Institute of RWTH Aachen, and University Hospital 





Figure 2. The proposed method of the system setup 
 
 
These electrodes have a dry surface, connected as a unipolar, with a separation of 2.5 mm. The 
detected signals are amplified and fed into a laptop via a 16-channels A/D convertor. For each subject and 
muscle, 5 seconds unipolar 16-channels EMG signals are sampled at a rate of 4 kHz and stored on the laptop. 
The sampling rate used is quite sufficient, considering the EMG signal bandwidth of about 6-500 Hz [21]. 
Considering the inter-electrode distance assumed to be 2.5 mm, it determines that the spatial frequencies will be 
lower than 0.2 mm-1. Since the conduction velocity is 4 m/s, time frequencies will be lower than 800 Hz [22]. 
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Figure 3. The electrode array arrangement 
 
 
3.1.  Spatial filter 
For specific and accurate electrophysiological analysis of a single motor unit, it is essential to reduce 
the area of detection. To overcome this inherent limitation of surface detection, the spatial filter in the form 
of a one- or two-dimensional grid electrode array is implemented [23] to enhance the recorded signal's spatial 
selectivity. It has been shown in [8] that the IB2 spatial filter shows that it has a higher spatial resolution in 
comparison with normal double differentiating (NDD), inverse rectangle (IR), and inverse binomial (IB4). 
The IB2 spatial filters defined by filter mask in (12). Figure 4 shows the resultant spatially filtered channels 
recorded simultaneously from a female abductor Pollicis Brevis muscle. 
 













Figure 4. The EMG after filtering with IB2 
 
 
3.2.  Robust optimality filtering 
These models were considered important due to the various contamination fields, which reflect 
multiple forms of outliers. These outliers may be distributed to the upper or lower outliers or within the data 
signal's sampling observation. Consequently, it is essential to differentiate between symmetrical and 
asymmetrical contamination distributions. Instead of the normal distribution, two symmetrical distributions 
were chosen, namely the extreme value distribution, which includes the smallest and greatest values. 
The normal distribution for the symmetrical distribution was chosen from the cauchy, logistic, and 
double exponential distributions. Four subjects, different types of muscles, under the normal state of tension 
with three windows, for each, were chosen in this work. Seven criteria estimated the order of the AR model 
(P) used for the optimum estimation of the model order. The first was akiake's final predicted error (FPE) 
criterion. The second technique was akaike's information criterion (AIC). The third was Parzen's criterion 
autoregressive function (CAT). The fourth was rissanen's minimum description length (RIS). The fifth was 
the eesidual variance (RV). The sixth was rissanen (MDL). The final one was Hannan and Quinn [24], which 
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was used for biomedical applications such as  the optimum order of autoregressive models for Hart Rart by 
Boardman et al. [25] and EEG classification by Atyabi et al. [26].  For the seven techniques, the mean square 
error and bias change for each model order, the above-defined function is used with a minimum point; the 
model order (P) corresponding to this minimum point is the optimum for stimulating the MUAP signal for all 
windows under study. Each set of data was tested using the seven criteria. 
The error pre-whitening values (𝜀(𝑧)) were generated according to the distributed function 𝐺(∗) to 
give the superior performance of the simple correlation coefficients (SCC) between the value of the order 
statistics of the standard error and the value of the standard cumulative data according to the two formulas 
(3). For each iteration filtering cycle when: t=1.2...; n: the total number of integers. 
The least-square is tested by a probability plot to estimate its distribution to choose the best filtering 
weight function. This process will be repeated until the last iteration cycle is obtained to decide which 
probability distribution will be selected for the pre-whitening error at later simulation on the microcomputer. 
The simulation generates the pre-whitening noise (𝜀 (𝑧)) that will serve as an input to the robust estimator 
model's function. A normal distribution pre-whitening signal was also generated as an input to the transfer 
function of the AR (n) parameter, while the output is (𝑌 (𝑧)). 
 
 
4. EXPERIMENTAL RESULTS 
The optimum estimation of the model's order for the four subjects and time intervals of 100, 400, 
800 msec are shown in Table 3. The results obtained show that FPE, AIC, CAT, and R.V. have the optimum 
estimation of the residual error model order. Irrigation preference is given RV for the stability of the model 
order's estimation regardless of the duration of the window of investigation. At the same time, RIS shows the 
worst order estimation for residual error. Table 4 shows the simply correlated coefficients for the four 
subjects with windows 100, 400, 800 msec of the optimum distribution for these coefficients. The results 
show that SCC is stationary for all the studied cases. 
 
 
Table 3. The optimum estimation of the models’ order 
Model 
order 

























FPE 10 10 10 14 14 14 8 7 7 2 3 3 
AIC 10 10 10 14 14 14 8 7 7 2 3 3 
CAT 11 11 11 19 20 19 8 8 8 4 4 4 
RIS 1 1 1 1 1 1 1 1 1 1 1 1 
RV 10 10 10 19 19 19 8 8 8 3 3 3 
MDL 9 9 9 1 1 1 3 1 1 1 1 1 
HQ 10 10 10 14 14 14 7 3 3 1 1 1 
 
 
Table 4. SCC estimators of the extreme large values distribution 











































Table 5 shows the mean square of the pre-whitening errors for all cases at the last cycle of iteration 
for robust and conventional models. The results show that good improvement has been achieved in all cases. 
Consequently, the conventional model is still sensitive to the (AO). The results show that the robust method 
is more efficient than the conventional method. Also, the MUAP of all cases shows that the  extreme largest 
value distribution is the best model for residual error. Figure 5 illustrates the power spectrum for the real and 
simulated EMG at the last iteration using the extreme most extensive value distribution. Within typical type 
on generating pre-whitening, noise for the selected subject at 250 msec windows. 
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Figure 5. The power spectrum adopting ESV distribution: (a) error signal, (b) final iteration 
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5. CONCLUSION  
Provide the investigation tests on the real and simulated EMG signals according to the suggested 
filters of different muscles and windows. By the comparison of the results of the robust proposed method as 
compared with conventional methods, we can enumerate the following conclusions: our results show that the 
RV technique gives the optimal approximation of the model order among the other suggested studied 
techniques, regardless of the type of muscles and investigation time that was not considered by baseline 
studies. White noise error of the simulated EMG signal has slight progress over the power spectrum 
estimation. Consequently, the weighted filtering function's significance related to one of the symmetrical 
distribution is known as the extreme largest distribution. Meanwhile, the assumption of normality to the 
simulated white noise error signal has yielded. Progress at 400 msec window.  This improvement that the 
filtering of asymmetrical type of contamination distribution (extreme value distribution-largest values) and 
the modification that the assumption of normality for the pre-white noise has been strengthed. The suggested 
robust method improved the principle of robustness. The obtained results agree with that of conventional 
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