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Abstract
We consider the problem of minimizing a supermodular set function whose special case is
the well-known NP-hard p-median problem. The main result of the paper is a tight bound on
the approximation ratio of a greedy heuristic (discrete analog of the steepest descent algorithm)
for this problem. ? 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider the following problem:
min{f(X ): X ⊆ I; |X |= p}; (1)
where I is a 5nite set, |I | = n, p is a positive integer, p¡n, and f : 2I → R+ is a
supermodular set function, i.e. for all X; Y ⊆ I ,
f(X ∪ Y ) + f(X ∩ Y )¿f(X ) + f(Y ):
We also assume that f is nonincreasing and f(I) = 0.
The well-known p-median problem is a special case of (1) with
f(X ) =
∑
j∈J
min
i∈X
cij; (2)
where C=(cij) is a nonnegative n×m matrix with the row index set I and the column
index set J . It is easy to see that after the extension
f(∅) = max
X;Y ⊆ I;
X∩Y=∅
{f(X ) + f(Y )− f(X ∪ Y )};
the nonincreasing set function (2) becomes supermodular.
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Problem (1) is NP-hard since it contains a special case of the p-median problem. We
consider the following version of the greedy heuristic (discrete analog of the steepest
descent algorithm) for solving this problem.
Algorithm A (greedy descent ‘worst out’)
Step 0: Set A0 = I . Go to step 1.
Step i (i¿1): Select ai ∈ Ai−1 such that
f(Ai−1\{ai}) = min
a∈Ai−1
f(Ai−1\{a}):
Set Ai = Ai−1\{ai}. If i = n − p, then stop. Return Gr = An−p: Otherwise go to step
i + 1.
End.
The maximization version of the problem was treated in the literature. In [2], the
lower bound on the approximation ratio of a greedy ascent algorithm (‘best in’) for
the maximization p-median problem was obtained:
f(Gr)
f(Opt)
¿1−
(
p− 1
p
)p
¿
e− 1
e
≈ 0:63;
where Opt is an optimal solution and Gr is a solution retrieved by the greedy ascent
algorithm.
In [3], this result was extended to the problem
max{f(X ): X ⊆ I; |X |6p}; (3)
where f : 2I → R+ is a nondecreasing submodular set function with f(∅) = 0.
In [1], the bound for problem (3) was re5ned by using an additional information on
the objective function:
f(Gr)
f(Opt)
¿
1
c
[
1−
(
p− c
p
)p]
;
where c ∈ [0; 1] is a parameter which describes the rate of growth of a nondecreasing
submodular set function f. It is de5ned as
c = max
x∈I;
f({x})¿f(∅)
(f({x})− f(∅))− (f(I)− f(I\{x}))
f({x})− f(∅) :
It is easy to see that c = 0 if and only if f is additive (with f(∅) = 0).
Unfortunately, the situation is drastically diHerent in the case of minimizing a su-
permodular set function. Both the greedy ascent and the greedy descent algorithms
can yield an arbitrary bad solution to the problem (1) as the following example
shows.
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Example 1. Consider the p-median (minimization) problem with the matrix
C =


1 u u 0
u u 0 1 + v
u 0 u 1 + v
0 u 1 + v u

 ; u¿1; 06v6u− 12 :
Here, I={1; 2; 3; 4}; J={1; 2; 3; 4}; n=4 and p=2. De5ne the set function f according
to (2):
f({1}) = 2u+ 1; f({2}) = 2u+ v+ 1; f({3}) = 2u+ v+ 1, f({4}) = 2u+ v+ 1,
f({1; 2}) = u+ 1; f({1; 3}) = u+ 1; f({1; 4}) = u+ v+ 1,
f({2; 3}) = u+ v+ 1; f({2; 4}) = u+ v+ 1; f({3; 4}) = 2 + 2v,
f({1; 2; 3}) = 1; f({1; 2; 4}) = u; f({1; 3; 4}) = v+ 1; f({2; 3; 4}) = v+ 1,
f({1; 2; 3; 4}) = f(I) = 0.
After extension f(∅) = 4u the nonincreasing set function f becomes supermodular.
It is easy to see that, if v¿ 0, then both the greedy ascent algorithm and the greedy
descent algorithm 5nd either the solution Gr = {1; 2} or the solution Gr = {1; 3},
whereas the optimal solution is Opt = {3; 4}. In any case
f(Gr)
f(Opt)
=
u+ 1
2 + 2v
;
and this ratio grows in5nitely when u→ +∞ and v is 5xed.
However, an additional information on the objective function makes it possible to
get a performance guarantee of the greedy descent algorithm.
The main goal of this work is to obtain performance guarantees of Algorithm A in
terms of some parameters of the objective function and the feasible set.
2. Some properties of supermodular set functions
Let I be a 5nite set, f : 2I → R+ be a nonincreasing supermodular set function with
f(I) = 0.
For X ⊆ I and x ∈ X , we set
dx(X ) = f(X \{x})− f(X )¿0:
Proposition 1. dx(X )¿dx(Y ) for all X; Y; X ⊆Y ⊆ I; and for every x ∈ X .
Proof. It follows from the supermodularity of f that
dx(X ) = f(X \{x})− f(X ) = f((Y\{x}) ∩ X )− f(X )
¿f(Y\{x}) + f(X )− f((Y\{x}) ∪ X )− f(X )
= f(Y\{x})− f(Y ) = dx(Y ):
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We consider the following parameter of a nonincreasing supermodular set function f
similar to c:
s= max
x∈I;
dx({x})¿0
dx({x})− dx(I)
dx({x})
and call s a steepness of a set function f. It is easy to see that c ∈ [0; 1].
Remark 1. It will be convenient to consider another parameter t= s=(1− s) along with
s. Like s, the parameter t characterizes the rate of decrease of f, but t runs from 0 to
+∞ (t =+∞⇔ s= 1). We shall also refer to t as a steepness of f. Throughout the
paper, we shall consider functions with t ¡+∞ only.
The following proposition shows that set functions with steepness s = t = 0 are
nonincreasing analogs of additive functions.
Proposition 2. s = 0 if and only if the set function Lf(X ) = f(∅) − f(X ) is additive
(for f(I) = 0).
Proof. Necessity. Since s = 0, we have dx({x}) = dx(I) for every x ∈ I such that
dx({x})¿ 0. This implies that dx({x}) = dx(X ) for all X ⊆ I and x ∈ X , since by
Proposition 1 dx({x})¿dx(X )¿dx(I). However,
dx({x}) = f(∅)− f({x}) = Lf({x});
dx(X ) = f(X \{x})− f(X ) = Lf(X )− Lf(X \{x}):
Therefore Lf({x}) = Lf(X )− Lf(X \{x}). It is easy to see that the same equation holds
for x ∈ I with dx({x}) = 0.
Thus Lf(X ) = Lf(X \{x}) + Lf({x}) for all X ⊆ I and x ∈ X , i.e. Lf is an additive set
function.
Su3ciency. If the set function Lf is additive, then Lf({x})= Lf(I)− Lf(I\{x}) for all
x ∈ I . This implies dx({x}) = dx(I) and so s= 0.
Proposition 3. (1− s)dx({x})6dx(I) for all x ∈ I .
Proof. It follows from the de5nition of steepness that
s¿
dx({x})− dx(I)
dx({x})
for each x ∈ I (dx({x})¿ 0). Hence sdx({x})¿dx({x})− dx(I), i.e. (1− s)dx({x})6
dx(I). If dx({x}) = 0, the inequality evidently holds.
Set
A= I\{a1; : : : ; ak}; LA= I\A= {a1; : : : ; ak}; A0 = I; LA0 = ∅;
Aj = I\{a1; : : : ; aj}; LAj = I\Aj = {a1; : : : ; aj} (j = 1; : : : ; k);
V.P. Il’ev /Discrete Applied Mathematics 114 (2001) 131–146 135
B= I\{b1; : : : ; bl}; LB= I\B= {b1; : : : ; bl}; B0 = I; LB0 = ∅;
Bj = I\{b1; : : : ; bj}; LBj = I\Bj = {b1; : : : ; bj} (j = 1; : : : ; l):
Proposition 4. f(A) =
∑
aj∈ LA daj (Aj−1).
Proof. Since f(A0) = f(I) = 0,
f(A) =f(Ak) = f(Ak−1\{ak})
=f(Ak−1\{ak})− f(Ak−1) + f(Ak−1) = dak (Ak−1) + f(Ak−1)
= : : :
= da1 (A0) + da2 (A1) + · · ·+ dak (Ak−1) + f(A0) =
∑
aj∈ LA
daj (Aj−1):
This completes the proof.
Proposition 5.
f(A ∩ B) =f(B) +
∑
aj∈ LA\ LB
daj (B ∩ Aj−1)
=f(A) +
∑
bj∈ LB\ LA
dbj (A ∩ Bj−1):
Proof. We prove the 5rst equality.
f(A ∩ B) =f(B ∩ Ak) = f((B ∩ Ak−1)\{ak})
=
{
f(B ∩ Ak−1) for ak ∈ B;
f(B ∩ Ak−1) + dak (B ∩ Ak−1) for ak ∈ B\A:
Similarly,
f(B ∩ Ak−1) =
{
f(B ∩ Ak−2) for ak−1 ∈ B;
f(B ∩ Ak−2) + dak−1 (B ∩ Ak−2) for ak−1 ∈ B\A;
and so on. Finally, we obtain
f(A ∩ B) =f(B ∩ A0) +
∑
aj∈ LA\ LB
daj (B ∩ Aj−1)
=f(B) +
∑
aj∈ LA\ LB
daj (B ∩ Aj−1):
The second equality can be proved similarly.
136 V.P. Il’ev /Discrete Applied Mathematics 114 (2001) 131–146
Proposition 6.
(1− s)f(B)¿ (1− s)
∑
b∈ LB\ LA
db(A) + (1− s)
∑
aj∈ LA∩ LB
daj (Aj−1)
− s
∑
aj∈ LA\ LB
daj (Aj−1):
Proof. By Proposition 5,
(1− s)f(B) = (1− c)f(A) + (1− s)
∑
bj∈ LB\ LA
dbj (A ∩ Bj−1)
− (1− s)
∑
aj∈ LA\ LB
daj (B ∩ Aj−1):
By Propositions 1 and 3, for each aj ∈ LA\ LB= B\A,
(1− s)daj (B ∩ Aj−1)6(1− s)daj ({aj})6daj (I)6daj (Aj−1):
Therefore,
(1− s)
∑
aj∈ LA\ LB
daj (B ∩ Aj−1)6
∑
aj∈ LA\ LB
daj (Aj−1):
By Proposition 4, it follows that
(1− s)f(B)¿ (1− s)f(A) + (1− s)
∑
bj∈ LB\ LA
dbj (A ∩ Bj−1)
−
∑
aj∈ LA\ LB
daj (Aj−1)
= (1− s)

f(A)− ∑
aj∈ LA\ LB
daj (Aj−1)


+(1− s)
∑
bj∈ LB\ LA
dbj (A ∩ Bj−1)− s
∑
aj∈ LA\ LB
daj (Aj−1)
= (1− s)
∑
aj∈ LA∩ LB
daj (Aj−1) + (1− s)
∑
bj∈ LB\ LA
dbj (A ∩ Bj−1)
− s
∑
aj∈ LA\ LB
daj (Aj−1):
The last equality follows from Proposition 4. By Proposition 1, dbj (A∩Bj−1)¿dbj (A)
for all bj ∈ LB\ LA. Therefore,
(1− s)
∑
bj∈ LB\ LA
dbj (A ∩ Bj−1)¿(1− s)
∑
b∈ LB\ LA
db(A):
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Hence
(1− s)f(B)¿ (1− s)
∑
b∈ LB\ LA
db(A) + (1− s)
∑
aj∈ LA∩ LB
daj (Aj−1)
− s
∑
aj∈ LA\ LB
daj (Aj−1);
as required.
3. Approximation guarantees of Algorithm A
Now let us turn back to problem (1):
min{f(X ): X ⊆ I; |X |= p};
where I is a 5nite set, |I | = n, p is a 5xed positive integer, p¡n, and f : 2I → R+
is a nonincreasing supermodular set function with f(I) = 0. We set q= n− p¿ 0:
Algorithm A consecutively 5nds the sets A0=I; A1; : : : ; Aq=Gr; where Ai=Ai−1\{ai},
and ai ∈ Ai−1 is the element chosen at step i such that
di = dai(Ai−1) = mina∈Ai−1
da(Ai−1) (i = 1; : : : ; q): (4)
Let Opt be an optimal solution to (1), and let Opt = I\Opt.
Lemma 1. For every i = 1; : : : ; q
(1− s)f(Opt)¿ (1− s)(q− k)di + (1− s)
∑
j:aj∈ LAi−1∩Opt
dj
− s
∑
j:aj∈ LAi−1\Opt
dj;
where k = | LAi−1 ∩Opt|.
Proof. By Proposition 6, for A= Ai−1 and B=Opt, we have
(1− s)f(Opt)¿ (1− s)
∑
b∈Opt\ LAi−1
db(Ai−1) + (1− s)
∑
aj∈ LAi−1∩Opt
daj (Aj−1)
− s
∑
aj∈ LAi−1\Opt
daj (Aj−1):
By (4), db(Ai−1)¿dai(Ai−1) = di for every b ∈ Opt\ LAi−1; hence,∑
b∈Opt\ LAi−1
db(Ai−1)¿ |Opt\ LAi−1|di = |Opt\( LAi−1 ∩Opt)|di
= (|Opt| − | LAi−1 ∩Opt|)di = (q− k)di;
and the lemma follows.
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Corollary 1. Let f be a set function with steepness s¡ 1 (i.e. dx(I)¿ 0 for all
x ∈ I); then
f(Opt)¿(q− k)di +
∑
j:aj∈ LAi−1∩Opt
dj − t
∑
j:aj∈ LAi−1\Opt
dj (i = 1; : : : ; q);
where k = | LAi−1 ∩Opt| and s=(1− s) = t¿0:
Set l= |Gr ∩Opt|. We may assume that l¡q, since Gr =Opt if l= q.
Let Gr ∩ Opt = {ai1 ; : : : ; ail}, where 16i16 · · ·6il ¡q, that is ai1 ; : : : ; ail are the
elements chosen by Algorithm A at steps i1; : : : ; il.
For every r; 06r6l, we consider the following linear program:
maxF(x) =
q∑
i=1
xi
s:t:
A(i1; : : : ; ir)x6e;
x¿0;
(5)
where x ∈ Rq, e ∈ Rq is the vector with each component equal to 1, and A(i1; : : : ; ir)
is the following q× q matrix:

q
−t . . .
... q 0
−t : : : −t q
−t : : : −t 1 q− 1
−t : : : −t 1 −t . . .
...
...
...
... q− r + 1
1 q− r
1 −t . . .
...
...
...
...
...
... q− r
−t : : : −t 1 −t : : : 1 −t : : : −t q− r


Here, columns containing 1 have the numbers i1; : : : ; ir . Denote by Z(i1; : : : ; ir), linear
program (5) with the matrix A(i1; : : : ; ir), and by F(i1; : : : ; ir) the optimal value of the
objective function in the problem Z(i1; : : : ; ir).
Lemma 2. f(Gr)6F(i1; : : : ; il)f(Opt):
Proof. We set
L= {i1; : : : ; il}; Ji = {1; : : : ; i} (i = 1; : : : ; q)
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and Lxi =di=f(Opt) (i=1; : : : ; q). Note that vector Lx=( Lx1; : : : ; Lxq) is a feasible solution
to (5) since if ik ¡ i6ik+1, Corollary 1 implies
(q− k) Lxi +
∑
j∈Ji−1∩L
Lxj − t
∑
j∈Ji−1\L
Lxj
=
1
f(Opt)

(q− k)di + ∑
j∈Ji−1∩L
dj − t
∑
j∈Ji−1\L
dj

6 1
f(Opt)
f(Opt) = 1;
where k = 0; 1; : : : ; l, i0 = 0; il+1 = q. Therefore F( Lx)6F(i1; : : : ; il). After substituting
Lx to the objective function of (5), we have
F( Lx) =
q∑
j=1
Lxj =
1
f(Opt)
q∑
j=1
dj =
1
f(Opt)
∑
aj∈ LAq
daj (Aj−1):
But Proposition 4 implies that∑
aj∈ LAq
daj (Aj−1) = f(Aq);
whence F( Lx) = f(Aq)=f(Opt) = f(Gr)=f(Opt). Therefore,
f(Gr)
f(Opt)
= F( Lx)6F(i1; : : : ; il):
The lemma follows.
To get an upper bound on F(i1; : : : ; il), we further study some properties of linear
program (5).
Lemma 3.
F(i1; : : : ; ir)6
r∑
k=0
max(0; hik+1) + hik+1−1 + · · ·+ hik+1
q− k ; (6)
where ir+1 = q; i0 = 0 and hi are computed recurrently:
hq = 1; hq−1 = 1 +
t
q− r ;
and; for k = r; r − 1; : : : ; 0;
hik+1−2 = hik+1−1
(
1 +
t
q− k
)
;
hik+1−3 = hik+1−2
(
1 +
t
q− k
)
;
...
hik+1 = hik+2
(
1 +
t
q− k
)
;
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hik = hik+1 −
max(0; hik+1) + hik+1−1 + · · ·+ hik+1
q− k ;
hik−1 = hik+1
(
1 +
t
q− k
)
+max(0; hik )
t
q− k + 1
(the last two equalities are dropped when k = 0).
Proof. Let R = {i1; : : : ; ir}, Ji = {1; : : : ; i} (i = 1; : : : ; q): For every i, ik ¡ i6ik+1, the
constraints of problem (5) imply that
06xi6
1
q− k

1 + t ∑
j∈Ji−1\R
xj −
∑
j∈Ji−1∩R
xj

 ; (7)
where k = 0; 1; : : : ; r, i0 = 0; ir+1 = q.
Using inequalities (7) we shall sequentially replace variables xq; xq−1; : : : ; x1 by their
bounds via variables with smaller subscripts. For every feasible solution x to the prob-
lem Z(i1; : : : ; ir), we have
F(x) =
q∑
j=1
xj6
q−1∑
j=1
xj +
1
q− r

1 + t ∑
j∈Jq−1\R
xj −
∑
j∈Jq−1∩R
xj


=
1
q− r + hq−1
∑
j∈Jq−1\R
xj +
(
1− 1
q− r
) ∑
j∈Jq−1∩R
xj;
where hq−1 = 1 + t=(q− r). Since hq−1¿1 for every t¿0, it follows that
F(x)6
1
q− r + hq−1
∑
j∈Jq−2\R
xj −
(
1− 1
q− r
) ∑
j∈Jq−2∩R
xj
+ hq−1
1
q− r +

1 + t ∑
j∈Jq−2\R
xj −
∑
j∈Jq−2∩R
xj


=
1 + hq−1
q− r + hq−2
∑
j∈Jq−2\R
xj +
(
1− 1 + hq−1
q− r
) ∑
j∈Jq−2∩R
xj;
where
hq−2 = hq−1
(
1 +
t
q− r
)
¿1 for t¿0:
Analogously, we obtain that each of the numbers
hq−3 = hq−2
(
1 +
t
q− r
)
; : : : ; hir+1 = hir+2
(
1 +
t
q− r
)
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is at least 1 for t¿0. Therefore,
F(x)6
1 + hq−1 + · · ·+ hir+1
q− r + hir+1
(
1 +
t
q− r
) ∑
j∈Jir \R
xj
+ hir
∑
j∈Jir∩R
xj =
1 + hq−1 + · · ·+ hir+1
q− r
+ hir+1
(
1 +
t
q− r
) ∑
j∈Jir−1\R
xj + hir
∑
j∈Jir−1∩R
xj + hir xir ;
where
hir = 1−
1 + hq−1 + · · ·+ hir+1
q− r :
Note that
hir xir6


0 for hir60;
hir
1
q− r + 1

1 + t ∑
j∈Jir−1\R
xj −
∑
j∈Jir−1∩R
xj

 for hir ¿ 0:
It follows that
F(x)6
1 + hq−1 + · · ·+ hir+1
q− r + hir+1
(
1 +
t
q− r
) ∑
j∈Jir−1\R
xj
+ hir
∑
j∈Jir−1∩R
xj +
max(0; hir )
q− r + 1

1 + t ∑
j∈Jir−1\R
xj −
∑
j∈Jir−1∩R
xj


=
(
1 + hq−1 + · · ·+ hir+1
q− r +
max(0; hir )
q− r + 1
)
+ hir−1
∑
j∈Jir−1\R
xj +
(
hir −
max(0; hir )
q− r + 1
) ∑
j∈Jir−1∩R
xj;
where
hir−1 = hir+1
(
1 +
t
q− r
)
+
max(0; hir )t
q− r + 1 :
Since hir−1¿1 for t¿0; we have
F(x)6
(
1 + hq−1 + · · ·+ hir+1
q− r +
max(0; hir )
q− r + 1
)
+ hir−1
∑
j∈Jir−2\R
xj +
(
hir −
max(0; hir )
q− r + 1
) ∑
j∈Jir−2∩R
xj
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+ hir−1
1
q− r + 1

1 + t ∑
j∈Jir−2\R
xj −
∑
j∈Jir−2∩R
xj


=
(
1 + hq−1 + · · ·+ hir+1
q− r +
max(0; hir ) + hir−1
q− r + 1
)
+ hir−2
∑
j∈Jir−2\R
xj +
(
hir −
max(0; hir ) + hir−1)
q− r + 1
) ∑
j∈Jir−2∩R
xj;
where
hir−2 = hir−1
(
1 +
t
q− r + 1
)
¿1 whenever t¿0:
Similarly, we consecutively obtain that each of the numbers
hir−3 = hir−2
(
1 +
t
q− r + 1
)
; : : : ; hir−1+1 = hir−1+2
(
1 +
t
q− r + 1
)
is at least 1 for t¿0. Therefore,
F(x)6
(
1 + hq−1 + · · ·+ hir+1
q− r +
max(0; hir ) + hir−1 + · · ·+ hir−1+1
q− r + 1
)
+ hir−1+1
(
1 +
t
q− r + 1
) ∑
j∈Jir−1\R
xj + hir−1
∑
j∈Jir−1∩R
xj;
where
hir−1 = hir −
max(0; hir ) + hir−1 + · · ·+ hir−1+1
q− r + 1
can have any sign. And so on. Finally, we obtain
F(x)6
(
1 + hq−1 + · · ·+ hir+1
q− r +
max(0; hir ) + hir−1 + · · ·+ hir−1+1
q− r + 1
)
+ · · ·+ max(0; hi1 ) + hi1−1 + · · ·+ h1
q
:
Setting hq = 1 and taking into account that max(0; hq) = hq = 1, we obtain that, for
every feasible solution x to the problem Z(i1; : : : ; ir),
F(x)6
r∑
k=0
max(0; hik+1) + hik+1−1 + · · ·+ hik+1
q− k ;
where ir+1 = q; i0 = 0: This implies inequality (6) and the conclusion of the lemma.
Lemmas 2 and 3 imply the following bound on the performance guarantee of the
greedy descent algorithm in terms of the linear program Z(i1; : : : ; il).
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Theorem 1. Let Opt be an optimal solution to the problem (1); and Gr be a solution
returned by Algorithm A. Then
f(Gr)
f(Opt)
6
l∑
k=0
max(0; hik+1) + hik+1−1 + · · ·+ hik+1
q− k ;
where il+1 = q; i0 = 0; and hi are de:ned for r = l in the same way as in Lemma 3.
Lemma 4. There exists an optimal solution x∗=(x1; : : : ; xq) to the problem Z(i1; : : : ; ir)
such that
xi =
1
aii

1− i−1∑
j=1
aijxj

 for i ∈ R= {i1; : : : ; ir};
and
xi = 0 or xi =
1
aii

1− i−1∑
j=1
aijxj

 for i ∈ R= {i1; : : : ; ir};
where aij are the elements of the matrix A(i1; : : : ; ir).
Proof. In the proof of Lemma 3, when computing bound (6) we set the value of the
next excluded variable xi to be equal to 0 or (1 −
∑i−1
j=1 aijxj)=aii depending on the
sign of hi. Moreover, the inequality hi60 can hold only if i ∈ R. Therefore, for
the vector x∗ (6) holds with equality.
Corollary 2. For r = 0; an optimal solution x∗ to the problem Z(∅) has the form
x∗ =
(
1
q
;
s+ q
q2
; : : : ;
(s+ q)q−1
qq
)
:
Further, in the proof of Lemma 5 we shall use the following well-known inequality.
Proposition 7. Let k and m be positive integers; k6m.
Then for every t¿0;(
t + m+ 1
m+ 1
)k+1
¿
(
t + m
m
)k
:
We now consider two linear programs Z(i1; : : : ; ir) and Z(i1; : : : ; ir−1). Let F(i1; : : : ; ir)
and F(i1; : : : ; ir−1) denote the optimal values of their objective functions.
Lemma 5. F(i1; : : : ; ir)6F(i1; : : : ; ir−1) for every r = 1; : : : ; q− 1:
Proof. By Lemma 4, the component xir of an optimal solution to Z(i1; : : : ; ; ir) can be
either positive or equal to 0. We consider both cases.
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1. If xir ¿ 0, then, by Lemma 4, an optimal solution to the problem Z(i1; : : : ; ir) has
the form
x∗ =
(
x1; : : : ; xir−1; xir ; xir ; xir
t + q− r
q− r ; : : : ; xir
(
t + q− r
q− r
)k−1)
;
where k6q − r: We consider the vector x whose 5rst ir components coincide with
those in x∗, and the components from (ir + 1)th to qth are of the form
xir
t + q− r + 1
q− r + 1 ; xir
(
t + q− r + 1
q− r + 1
)2
; : : : ; xir
(
t + q− r + 1
q− r + 1
)k
:
It is easy to check that x is a feasible solution to the problem Z(i1; : : : ; ir−1): We shall
now prove that F(x∗)6F(x). If we write m= q− r, then
F(x)− F(x∗) = xir
(
t + m+ 1
m+ 1
− 1
)
+ xir
((
t + m+ 1
m+ 1
)2
− t + m
m
)
+ xir
((
t + m+ 1
m+ 1
)k
−
(
t + m
m
)k−1)
:
By Proposition 7, each term is nonnegative for k6m= q− r. Hence F(x)−F(x∗)¿0:
2. If xir = 0, then, by Lemma 4, an optimal solution to the problem Z(i1; : : : ; ir) has
the following form:
x∗ =
(
x1; : : : ; xir−1; 0; xir+1; xir+1
t + q− r
q− r ; : : : ; xir+1
(
t + q− r
q− r
)k−1)
;
where k6q− r and
xir+1 =


t + q− r + 1
q− r xir−1 for xir−1¿ 0;
t + q− r + l
q− r xir−l for xir−1 = · · ·= xir−l+1 = 0; xir−l ¿ 0;
1
q− r for xir−1 = · · ·= x1 = 0:
In any case,
x∗ =
(
x1; : : : ; xir−1; 0;
y
q− r ;
y
q− r ·
t + q− r
q− r ; : : : ;
y
q− r
(
t + q− r
q− r
)k−1)
;
where y¿ 0. Let x be a vector whose 5rst ir − 1 components coincide with those in
x∗, and the components from irth to qth are of the form
y
q− r + 1 ;
y
q− r + 1 ·
t + q− r + 1
q− r + 1 ; : : : ;
y
q− r + 1
(
t + q− r + 1
q− r + 1
)k
:
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Note that x is a feasible solution to the problem Z(i1; : : : ; ir−1). In order to show that
F(x∗)6F(x), we set m= q− r. Then F(x)− F(x∗) = Sk+1 − Sk , where
Sk =
y
m
+
y
m
t + m
m
+ · · ·+ y
m
(
t + m
m
)k−1
=
y
t
[(
t + m
m
)k
− 1
]
;
Sk+1 =
y
m+ 1
+
y
m+ 1
· t + m+ 1
m+ 1
+ · · ·+ y
m+ 1
(
t + m+ 1
m+ 1
)k
=
y
t
[(
t + m+ 1
m+ 1
)k+1
− 1
]
:
Therefore, for k6m= q− r, by Proposition 7 we have
F(x)− F(x∗) = Sk+1 − Sk = yt
[(
t + m+ 1
m+ 1
)k+1
−
(
t + m
m
)k]
¿0:
Thus in any case F(i1; : : : ; ir) = F(x∗)6F(x)6F(i1; : : : ; ir−1), as required.
Now we can prove the main result of this paper.
Theorem 2. Let f be a nonincreasing supermodular objective function with steepness
t¿0. Then
f(Gr)
f(Opt)
6
1
t
[(
q+ t
q
)q
− 1
]
; (8)
where Opt is an optimal solution to problem (1); and Gr is a solution returned by
Algorithm A.
Proof. Let Gr ∩Opt = {ai1 ; : : : ; ail}. By Lemma 2, we have
f(Gr)
f(Opt)
6F(i1; : : : ; il):
Applying Lemma 5 l times we get f(Gr)=f(Opt)6F(∅). Furthermore, Corollary 2
implies
F(∅) = 1
q
+
t + q
q2
+ · · ·+ (t + q)
q−1
qq
=
1
t
[(
q+ t
q
)q
− 1
]
:
And bound (8) follows.
Corollary 3. If the objective function f of minimization problem (1) has the steepness
t = 0 (i.e.; f is a nonincreasing analog to an additive function with f(I) = 0); then
Algorithm A :nds an optimal solution to problem (1).
As a corollary of Theorem 2, a performance bound for the descent greedy algorithm,
in terms of the objective function only, can be derived.
Corollary 4. f(Gr)=f(Opt)6(et − 1)=t; where e is the base of the natural logarithm.
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Proof. Denote x = q=t. Then(
q+ t
q
)q
=
(
q=t + 1
q=t
)q
=
(
x + 1
x
)xt
=
[(
1 +
1
x
)x]t
6et :
Therefore,
f(Gr)
f(Opt)
6
((q+ t)=q)q − 1
t
6
et − 1
t
:
Proposition 8. Bound (8) is tight for every t¿0:
Proof. We consider problem (1) of minimizing the nonincreasing supermodular set
function from Example 1, where n= 4; p= 2, and q= n− p= 2: Algorithm A 5nds
either the solution Gr = {1; 2} or the solution Gr = {1; 3}, but the optimal solution is
Opt = {3; 4}. In any case
f(Gr)
f(Opt)
=
u+ 1
2 + 2v
;
and the steepness of f is as follows:
s= max
x∈I;
dx({x})¿0
dx({x})− dx(I)
dx({x}) =
2u− 2
2u− 1 ; t =
s
1− s = 2(u− 1):
Clearly, for all u¿1 and 06v6(u− 1)=2,
f(Gr)
f(Opt)
6
1
t
[(
q+ t
q
)q
− 1
]
=
u+ 1
2
;
and for v = 0, this inequality holds with equality. Finally, note that the steepness
t = 2(u− 1) runs from 0 to +∞ for u¿1.
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