Abstract. This paper presents a new framework for drawing graphs in three dimensions. In general, the new framework uses a divide and conquer approach. More specifically, the framework divides a graph into a set of smaller subgraphs, and then draws each subgraph in a 2D plane. Finally, a 3D drawing of the graph is constructed by combining each plane, satisfying defined criteria. The framework is very flexible. Algorithms that follow this framework vary in computational complexity, depending on the type of graph and the optimisation criteria that are used. The resulting drawing may reduce visual complexity, occlusion and easier to navigate. We address new optimisation problems arising from the framework and provide simple approaches. Preliminary results suggest that the new framework can be useful for visual analysis of large and complex networks such as social networks and biological networks.
Introduction
Recent technological advances have led to the production of a lot of data, and consequently have led to many large and complex network models in many domains.
Visualisation can be an effective analysis tool for such networks. Good visualisation reveals the hidden structure of the networks and amplifies human understanding, thus leading to new insights, findings and predictions. However, current visualisation methods still exhibit at least one the following problems:
-Poor scalability: current methods for visualisation of large graphs can handle, at best, a few thousand nodes. The methods do not scale well, in terms of visual complexity (screen clutter) and computational efficiency (runtime). -Lack of practical 3D visualisation: HCI researchers have established that 3D visualisation can be helpful for giving new insights about the abstract data, by amplifying human cognition. The experiments show that, in the laboratory, 3D visualisations can be up to three times more readable than 2D [24] . In practice, the availability of the 3rd dimension has made little impact on graph visualisation. The impediment to 3D seems to be in the current lack of practical 3D layout methods.
-Lack of good navigation (interaction) methods: Each visualisation method should accompany with well-designed navigation methods for further exploration of the data of user's particular interests. This is critical for further analysis, findings, understandings or even prediction of the structure of the networks. Design of good navigation methods may dependent to a specific visualisation methods.
Affordable high quality 3D graphics in every PC has motivated a great deal of research in 3D graph drawing over the last ten years. The proceedings of the annual Graph Drawing conferences document these developments as well as the books [10, 21] . Three dimensional graph drawings with a variety of aesthetics and edge representations have been extensively studied by the graph drawing community (see [5, 8, 12, 18, 14, 23] ). Examples include algorithms for 3D orthogonal drawing with a limited number of bends, 3D straight-line grid drawing algorithms with good resolution (volume), and 3D graph drawing algorithms that maximise symmetry.
Unfortunately, the past ten years of 3D graph drawing research has had very little impact on the graph drawing industry. Even though these 3D algorithms are theoretically significant, none of them have been adopted by the commercial graph drawing software providers. However, achieving good 3D visualisation is, in fact, quite a challenging problem due to the occlusion and navigation problems involved.
In this paper, we propose a new flexible framework for drawing graphs in three dimensions, which can be used effectively to visualise large and complex real world networks.
The new framework uses a divide and conquer approach. More specifically, the algorithm divides the graph into a set of subgraphs, and then draws each subgraph in a plane using well-known 2D drawing algorithms. Finally, a 3D drawing of the whole graph is constructed by combining each drawing in a plane satisfying defined criteria. Specific instantiations of the framework require solutions to optimisation problems. A simple example of the framework is illustrated in Figure 1 .
Our framework generalises some existing methods. For example, PolyPlane methods draw trees in 3D [20] . Another method is to use two and a half dimensional methods to visualise related networks in parallel planes [2, 3, 6, 13, 26] .
Further, the design principle behind the framework also confirms Ware's guideline, a 2 1 2 design attitude that uses 3D depth selectively and pays special attention to 2D layout may provide the best match with the limited 3D capabilities of the human visual system [26] .
As examined with the PolyPlane methods, the resulting drawing can reduce visual complexity and occlusion, and ease navigation. For example, see Figure 2 . While rotating the drawing in Figure 2(b) , some of the planes can be displayed as lines; this both reduce visual complexity and occlusion and allow the user concentrate on their plane of interest. Preliminary results suggest that the framework can be useful for visual analysis and insight into large and complex networks such as hierarchical graphs and clustered graphs arising in social networks and biological networks domains. For details, see [2] for scale-free networks, [19] for directed graphs and [17] for clustered graphs. Further, these methods are implemented in GEOMI, a visual analysis tool for large and complex networks [1] . This paper is organized as follows: the framework is described in Section 2. An algorithm for planar graphs is presented in Section 3 and Section 4 presents algorithms for general graphs. Section 5 concludes.
The New Framework
In this section, we describe our new framework for drawing graphs in three dimensions. In particular, we use graph theoretic approaches and network analysis methods to reduce the scalability and complexity of the large and complex network.
The framework uses planes. In general, the planes are bounded planar regions in 3D. An outline of the framework, which will call the MultiPlane method is below.
Algorithm Multi-Plane 1. Choose a partitioning of a graph G into a set of subgraphs
3. Arrange each plane P i in 3D satisfying chosen optimisation criteria.
Connect edges between the planes.
This framework is very flexible, as there are many steps at which an arbitrary choice can be made. Furthermore, there are combinatorial optimisation problems involved in each step.
For example, Step 1 involves the well studied problem of finding a good partitioning of a graph. Problems of finding a partitioning with minimum cut (that is, the number of edges) or balanced partitioning (in terms of vertices) is NP-hard. However, linear time heuristics are available [4, 15] . Further, in some cases, the partitioning is given by the application domains such as clustered graphs.
For
Step 2, one can choose a preferred 2D graph drawing algorithm based on the application domain [10, 21] .
Step 3, we can define an optimisation problem of minimising the number of edge crossings. Intra-plane edges can be minimised using one of 2D graph drawing algorithms [10, 21] . Further, we need to consider a new problem of crossing minimisation between planes, called inter-plane crossing minimisation. The constraint that the vertices and some edges lie on planes may force some interplane crossings. Specific instances of the algorithm have specific crossing minimisation problems for interplane edges.
We can consider other optimisation criteria such as minimising the total inter-plane edge length, minimising the number of linked cycles in the drawing, or deciding the best angles of planes in 3D to minimise occlusion.
Clearly, the time complexity of the algorithm depends on the time complexity of each algorithm chosen at each step. If we choose a fast heuristic, say a linear time algorithm in each step, the performance of the whole algorithm can be implemented to run in linear time.
To design efficient algorithms for each step, we consider planar graphs in Section 3 and general graphs in Section 4.
Algorithm for Planar Graphs
In this section, we present a linear time algorithm for drawing planar graphs in three dimensions using the new framework. That is, we divide a planar graph into smaller planar subgraphs and then draw each planar subgraph in a plane using a 2D drawing algorithm. Finally, we construct a 3D drawing of the planar graph by combining the 2D drawings.
We firstly describe an algorithm for a biconnected case. We use a decomposition of a biconnected planar graph into triconnected components. For this purpose, we use the SPQR-tree [11] . We now briefly review the definition of the SPQR-tree. For details, see [11] .
The SPQR-tree represents a decomposition of a biconnected planar graph into triconnected components. There are four types of nodes in the SPQR-tree T and each node v in T is associated with a graph which is called as the skeleton of v (skeleton(v)). The node types and their skeletons are:
1. Q-node: The skeleton consists of two vertices which are connected by two multiple edges.
S-node:
The skeleton is a simple cycle with at least 3 vertices. 3. P -node: The skeleton consists of two vertices connected by at least 3 edges.
R-node:
The skeleton is a triconnected graph with at least 4 vertices.
In fact, we use a slightly different version of the SPQR-tree. We use the SPQR-tree without Q nodes. Note that the SPQR-tree is unique for each biconnected planar graph. Let v be a node in T and u be the parent node of v. The graph skeleton(u) has one common virtual edge with skeleton(v), which is called as a virtual edge of v.
We choose a node c in the SPQR-tree T and construct a 3D drawing of skeleton(c) based on the type of the node c. Then we draw the subgraph G i which corresponds to each virtual edge e i of skeleton(c) on a plane P i . Finally, we replace each virtual edge e i in the drawing of skeleton(c) with the drawing of G i . Thus, the algorithm can be described as follows.
Algorithm MultiPlane-Planar 1. Construct the SPQR-tree T of G. 2. Choose a node c of T . 3. Construct a 3D drawing of skeleton(c) based on the type of node c.
Draw the subgraph G i which corresponds to each virtual edge e i of skeleton(c)
on a plane P i using a 2D drawing algorithm. 5. Replace each virtual edge e i in the drawing of skeleton(c) with the drawing of G i .
Drawing S-node and P -node in 3D is easy. For R-node, we can use the algorithm in [9] . It is clear that the algorithm can be implemented in linear time, as for each step, there is a linear time algorithm. Figures 3(a) , 3(b) and 4(a) show examples of a biconnected planar graph drawn in this way.
Note that the method using the SPQR-tree decomposition can be further extended for drawing non-planar graphs. 
Algorithms for General Graphs
In this section, we cover more general cases. Here, we present algorithms for drawing general graphs in three dimensions using the new framework. We can further divide this case based on the first step of the framework, the partitioning step. More specifically, we have the following three cases: two-way partitioning approach, multi-partitioning approach and planarisation approach. We now explain each case in details.
Two way partitioning approach.
In this section, we describe various methods for dividing a graph into two subgraphs. The choice of division may depends on the applications.
Here, we choose a small subgraph and then draw the subgraph in the third dimension. Thus, it has only two planes. Note that the subgraph can have one of the following cases: a vertex, a set of vertices, a path and a small subgraph. Thus, the main algorithm can be described as follows.
Algorithm 2-Plane-General 1. Choose a small subgraph G 1 from a graph G. 2. Draw the subgraph G 1 on a plane P 1 using a 2D drawing algorithm. 3. Draw the remaining subgraph G 2 = G−G 1 on a plane P 2 using a 2D drawing algorithm. 4. Arrange plane P 1 and P 2 in parallel. 5. Draw edges E 3 = E − E 1 − E 2 between the planes P 1 and P 2 .
First, we consider one vertex case. In the application, one can choose a vertex v with some importance defined by centrality measure in social network analysis [27] . Or simply, one can choose a vertex with the highest degree, as it will reduce the visual complexity of the drawing of the underlying graph in 2D. To construct a drawing, we can draw the graph G − v into a plane and then place v into the third dimension as the barycenter of its neighbor. See Figure 5 . However, in many applications, there may be a set of important vertices. For constructing a drawing, again we can place each vertex as the barycenter of its neighbor. See Figure 6 .
For the case of a path or small subgraph, we can define a problem of finding the best embedding of the big subgraph in 2D, so that once we add the edges between the two planes, it results as a nice 3D drawing, where the inter-plane edges are not so tangled or minimise the sum of inter-plane edge lengths. This optimisation problem will most likely be hard to optimise; however one can develop a simple method by using a fast force directed algorithm, constraining two planes. See Figure 7 . 
Multi-partitioning approach.
We now divide the graph G into a set of k > 2 smaller subgraphs. There are many graph partitioning or clustering algorithms available for this purpose [4, 15] . More specifically, at Step 1 of Algorithm Multi-Plane, we can use k − way balanced partitioning with minimum cut to divide the graph into a set of k subgraphs. This is an NP-hard problem; however there are many good heuristics and approximation algorithms available. See [4, 15] for details.
At
Step 3, we have a new problem of arranging each plane in 3D to minimise the number of edge crossings and minimise the sum of inter-plane edge lengths.
To solve this problem, we need to consider the structure of the partitioning. More specifically, we can define a supergraph defined by the relation between the set of induced subgraphs from the partitioning. Suppose that we have a set of induced subgraph
We can define a supergraph GG such that each G i is a node v i in GG and if there is an edge between a node in G i and a node in G j then there is an edge between v i and v j . Note that we can assign weights to each nodes and edges in GG depending on the size of the subgraph and the number of edges between the subgraphs.
Then one simple solution is to use a weighted force directed algorithm. Alternatively, we may use regular polytopes to define the angles and locations of planes as in the PolyPlane model [20] .
Further, we can design a series of algorithms based on the structure of GG, where GG is a path, a tree (rooted or free), a cycle, a planar graph and a general graph. If GG is a path (see Figure 8(a) ), the solution is to arrange the graphs G i in parallel planes. Then the problem can be reduced to finding the best embedding of two graphs in the adjacent planes to minimise the number of edge crossings between two adjacent planes. A simple solution is to use a spring algorithm layer by layer so that a vertex in the upper plane is located on the barycenter of the neighbors in the lower plane using similar methods in [2, 3] .
If GG is a cycle, it is easy to arrange planes as in Figure 8 If GG is a tree (rooted or free tree; see Figure 9 ), then we can use a weighted 3D tree drawing algorithm to determine the arrangement of the planes. Then we can replace with 2D planes. For a solution to this problem with clustered graphs, see [17] .
If GG is a planar graph, then we use a 2D planar graph drawing algorithm to produce a 2D drawing of GG. Then we lift up into 3D to decide the z-coordinate of each planes. The transformation is simple: just lift up the 2D drawing into 3D, however the flat 2D drawing in 3D should be expanded so that we can replace each vertex with a plane.
If GG is not planar, then we create a 2D drawing using a maximal planar subgraph approach. We compute and draw a maximal planar subgraph using the methods for planar graphs, and then re-inserted edges nicely in 3D. This leads to a new problem of how to add edges or curves nicely in the 3D drawing. Alternatively, we can use the SPQR-tree decomposition and for each component, we can apply either the small division in the previous section or planarisation approach in the next section. 
Planarisation Approach.
Here we describe a method using a maximal (or maximum) planar subgraph approach. More specifically, we divide a graph G into two parts, maximal (or maximum) planar subgraph G P and a set of edges E = E − E P . Although the problem of computing a maximum planar subgraph is NP-hard, there are many good heuristics and approximation algorithms available; see [22] . Then we draw G P on a plane P using a 2D drawing algorithm for planar graphs [10, 21] . Finally, we add each remaining edge using a curve in three dimensions. Each of these curve lies on a plane orthogonal that intersects P . Figure 10 shows an example of the planarisation approach. Alternatively, one can use edge centrality measures from social network analysis [27] to decide important edges, and then draw the edges as a curve.
Conclusion
A new flexible framework for drawing graphs in three dimensions using planes is presented. The framework divides a graph into a set of smaller subgraphs and then draws each subgraph in a 2D plane. Finally, a 3D drawing of the graph is constructed by arranging each plane, satisfying defined criteria.
Preliminary results suggest that the framework can be useful for visual analysis and insight into large and complex networks such as hierarchical graphs and clustered graphs arising in social networks and biological networks domains. For details, see [2] for scale-free networks, [19] for directed graphs and [17] for clustered graphs. Further, these are implemented in GEOMI, a visual analysis tool for large and complex networks [1] .
Current work is to further develop the framework for various graph models and application domains.
