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The most common error models for quantum computers assume the independence of errors on
different qubits. However, most noise mechanisms have some correlations in space. We show how
to improve quantum information processing for few-qubit systems when spatial correlations are
present. This starts with strategies to measure the correlations. Once the correlations have been
determined, we can give criteria to assess the suitability of candidate quantum circuits to carry out
a given task. This is achieved by defining measures of decoherence that are local in Hilbert space,
identifying “good” and “bad” regions of the space. Quantum circuits that stay in the “good” regions
are superior. Finally, we give a procedure by means of which the improvement of few-qubit systems
can be extended to large-scale quantum computation. The methods described here work best when
dephasing noise dominates over other types of noise. The basic conceptual theme of the work is the
generalization of the concept of decoherence-free subspaces in order to treat the case of arbitrary
spatial correlations.
I. INTRODUCTION
The most basic justification of the pursuit of quan-
tum computation is the existence of threshold theorems.
They tell us that if a certain precision at the qubit level
can be achieved, then a workable quantum computer (in
principle of arbitrary size) can be made. These thresh-
olds also give concrete goals for hardware performance in
systems containing only a few qubits. However, thresh-
old theorems generally make the key assumption that
errors on different qubits occur in statistically indepen-
dent fashion [1]. Some relaxation of this condition can
be allowed [2, 3], but error correction then becomes more
complicated and resource-intensive. On the other hand,
it is known that correlations in noise can actually be
used to fight noise-induced degradation in performance,
using the concept of decoherence-free subspaces (DFS)
[4–7]. The resources involved in utilizing DFS appear to
be less than in most error-correction schemes.
This situation raises some interesting questions. If the
noise is correlated, is this fundamentally good or bad for
quantum computation? If we have the choice of dealing
with the situation by error correction or DFS, which is
less expensive? If we do not have a DFS, but there are
some correlations in the noise, is it still possible to reduce
the computation’s susceptibility to noise by appropriate
protocols?
We investigate these questions here in two stages. We
begin by looking at a small system of only two physical
qubits. With very small systems such as this, quan-
tum error correction is of course out of the question.
Furthermore, the use of a DFS would prohibit any non-
trivial quantum information processing. We will show,
however, that significant error mitigation is still possi-
ble. In an era when quantum computing resources are
not nearly sufficient for true error correction, this is an
appropriate subject of research [8]. We will describe
methods that may be used for any such system. For
illustration purposes, we will use a concrete experimen-
tal example: two electron spin qubits in a Si/SiGe het-
erostructure [9]. This system has the great advantage
that it is completely programmable, and we have some
insight into the types of noise to be expected [10, 11].
In the second stage of our work, we extend the concepts
used for two-qubit systems to many-qubit systems, as
far as possible. The overall aim is to understand how
to improve quantum information processing when noise
correlations are present.
Sec. II introduces the model and constructs the frame-
work to describe the spatial and time correlations in the
noise, limiting the discussion to dephasing noise. In Sec.
III we propose a measurement scheme to obtain these
correlations, which is a simple and easily understood ex-
tension of methods used for single qubits [12–14]. It can
also be viewed as a concrete application of much more
general schemes given in some recent papers [13, 15–17].
We apply these methods to the specific system in ques-
tion to obtain the important auto- and cross-correlation
functions. In Sec. IV, we generalize DFS concepts to
obtain measures of decoherence that are local in Hilbert
space and use these measures to show how to improve
the robustness of a quantum circuit. This increases the
fidelity obtained for a given quantum information pro-
cessing task. In Sec. V we apply the method to the
model two-qubit system and discuss the advantages and
limitations of our recommendations for error mitigation.
Sec. VI treats the extensions to many-qubit systems and
and addresses the scalability of the method. In Sec.
VII we conclude by considering possible generalizations
to other error models and how to combine our method
with quantum error correction.
II. NOISE CORRELATIONS
The model Hamiltonian for two qubits subject to de-
phasing noise is
H = H0 +Hg (t) +Hn (t) .
ar
X
iv
:1
81
2.
07
07
6v
1 
 [q
ua
nt-
ph
]  
17
 D
ec
 20
18
V. Premakumar III MEASURING CORRELATIONS
It consists of
H0 = b1Z1 + b2Z2,
a static Hamiltonian that provides the qubit splittings b1
and b2 in energy units. (b1 and b2 need not be magnetic
fields.) Hg (t) is the gate Hamiltonian that is used to do
qubit operations. Xi, Yi, Zi are the Pauli matrices on
site i. The noise Hamiltonian is
Hn (t) = δb1 (t)Z1 + δb2 (t)Z2.
In the case of electron spins in an inhomogeneous mag-
netic field, this choice of H models random electric fields
that move the qubits and vary their splittings. We
use the product basis {|00〉 , |01〉 , |10〉 , |11〉}, which also
forms an eigenbasis for H0. The single-qubit dephasing
times T (1)2 and T
(2)
2 for qubits 1 and 2 are determined
by the local noise spectra
Sij (ω) =
∫ ∞
−∞
〈δbi (t) δbj (0)〉 cosωt dt ≡ 〈δbi δbj〉ω
on the two qubits. In the simplest theory [18] we have
1
T
(j)
2
=
4
~2
lim
ω→0
Sjj (ω)
as long as the longitudinal relaxation time T (j)1 >> T
(j)
2 ,
which is usually the case. More accurate formulas can
be used, but they do not change the basic physics that
T2 comes from the noise spectrum at low frequencies.
We propose an experiment to measure
S12 (ω) =
∫ ∞
−∞
〈δb1 (t) δb2 (0)〉 cosωt dt ≡ 〈δb1 δb2〉ω .
This is a correlation function of the noise at different
spatial locations.
Measuring S12 (ω) is of interest for two reasons.
First, it tells us something about the nature of the
noise. For example, in semiconductor implementations
with charge qubits, charge noise is often the dominant
decoherence mechanism [19]. If this is due to defects
that are far from the qubits, then the noise from the
random electric field has wavelengths much longer than
the separation of the qubits, and the random electric
field is about the same at the two qubits. The opposite
limit is when the defect lies between the qubits when we
expect anticorrelation in the electric field.
Second, we can use the information to design
noise-resistant operations, which is the focus of
this paper. If 〈δb1 δb2〉ω is large and pos-
itive, then 〈(δb1 + δb2) (δb1 + δb2)〉ω is large and〈(δb1 − δb2) (δb1 − δb2)〉ω is small. Looking back at the
noise Hamiltonian for this model we see
Hn (t) ≈ δb1 (t) (Z1 + Z2) ,
which only couples to Ztot = Z1 + Z2. This means that
the subspace spanned by {|01〉 , |10〉} is approximately a
decoherence-free subspace. Conversely, if If 〈δb1 δb2〉ω
is large and negative, then
Hn (t) ≈ δb1 (t) (Z1 − Z2)
and the subspace spanned by {|00〉 , |11〉} is approxi-
mately a decoherence-free subspace. By working “near”
the appropriate subspace we can get a lower error rate.
This is essentially the same idea as singlet-triplet qubits
[20], where only two levels are used to define a single
logical qubit. Our aim here is quite different. We keep
the full 2-qubit system and see if we can use the noise
correlations to help design a small quantum information
processing device. Since the ultimate aim of the paper
is to improve the performance of the device, we limit our
focus in what follows to correlations that are most likely
to lead to simple usable DFSs. As we will see, this limi-
tation also means that out methods work well only when
dephasing noise dominates over other noise.
Clearly, the definition of Sij (ω) generalizes immedi-
ately to multiple qubits. We can define cross-correlation
functions for any pair and it may well happen that only
short-range pairwise correlations are important. The
usefulness of such generalizations will be discussed fur-
ther in Sec. VI.
III. MEASURING CORRELATIONS
In this section we suggest an experimental strategy to
determine the spatial correlations. They are determined
by means of a measurement analogous to the measure-
ment of Ramsey fringes. In the 4-dimensional two-qubit
space we may choose any 2-dimensional subspace to per-
form the measurement. However, as we have noted, some
subspaces are more likely than others to be DFSs, and
these are the most likely to be of real usefulness. Hence
we will focus on the two subspaces that are DFSs when
the noise is perfectly correlated and when it is perfectly
anticorrelated.
A. Experiment 1. Ramsey in the {|00〉 , |11〉} basis.
Let the north pole of a Bloch sphere be |00〉 and the
south pole be |11〉 . We start in the state |00〉 and then
useHg to make a pi/2 rotation about the y-axis preparing
the state
Ψ+ (t = 0) =
1√
2
(|00〉+ |11〉) ,
and then let it evolve under the influence of H0 alone.
Then we have
Ψ+ (t) =
1√
2
e−i(b1+b2)t |00〉+ 1√
2
ei(b1+b2)t |11〉 ,
and if we make another pi/2 rotation about the y-axis
and then measure the probability of being in the state
2
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Figure III.1. Illustration of the proposed Ramsey-type ex-
periments to measure noise correlations in a Bloch-sphere
representation. T (+)2 and T
(−)
2 are determined by the time
decay of the amplitude on the South Pole in Experiments 1
and 2 respectively.
|11〉 after a time t we get
P+ =
1
2
+
1
2
cos [2 (b1 + b2) t] ,
so the period is τ+ = pi/ (b1 + b2) . The experiment is
illustrated in Fig. 1. If we now add in Hn, the noise,
we find
P+ =
1
2
+
1
2
e−t/T
(+)
2 cos [2 (b1 + b2) t] ,
in a certain time window longer than the inverse cut-
off time of the noise. (At shorter times the decay is
Gaussian.) Here 1/T (+)2 is given by the integral of the
Fourier transform of 4
〈
[(δb1 + δb2)]
2
〉
ω
, a windowing
function that depends on the approximation being used,
and some other factors involving the temperature, ~, etc.
Omitting these prefactors and others that depend on the
precise form of the power spectrum we have that
1/T
(+)
2 ∼
〈
[(δb1 + δb2)]
2
〉
ω
.
The number of oscillations observed will be N+, which
is
N+ =
T
(+)
2
τ+
∼ b1 + b2
4pi
〈
[(δb1 + δb2)]
2
〉
ω
.
In the case of perfectly anticorrelated collective de-
phasing N+ diverges, a signature of a perfect DFS.
B. Experiment 2. Ramsey in the {|01〉 , |10〉} basis.
We start in the state |01〉 and then use Hg to make a
pi/2 rotation about the y-axis in the {|01〉 , |10〉} subspace
preparing the state
Ψ− (t = 0) =
1√
2
(|01〉+ |10〉) .
We have
Ψ− (t) =
1√
2
e−i(b1−b2)t |01〉+ 1√
2
ei(b1−b2)t |10〉 ,
Figure III.2. A circuit for performing the Ramsey experiment
described in Sec. III. The final three X rotations on the
second qubit should be included to prepare Ψ− and left out
for Ψ+.
and the probability of being in the state |10〉 after a time
t is
P− =
1
2
+
1
2
cos [2 (b1 − b2) t] ,
so the period is τ− = pi/ |b1 − b2| . As above, we have
1/T
(−)
2 ∼ 4
〈
[(δb1 − δb2)]2
〉
ω
,
and the number of oscillations is
N− =
T
(−)
2
τ−
∼ |b1 − b2|
4pi
〈
[(δb1 − δb2)]2
〉
ω
.
For perfectly correlated collective dephasing (b1 = b2) ,
N− diverges, and again we have a DFS.
These two experiments suffice to identify the approxi-
mate DFS. If T+2 >> T
−
2 then we have the “+” subspace,
while if If T−2 >> T
+
2 then we have the “-” subspace,
This determination then fixes all the protocols that we
will recommend below. If there is strong noise that also
flips the qubits, then (absent artificial symmetries) we
do not expect to have even an approximate DFS.
C. Remarks
There are several gate sequences that will perform the
measurements of correlated noise. A particularly simple
set is shown in Fig. III.2.
Once the determination of T (+)2 and T
(−)
2 has been
made, we extract the correlation function S12 (ω) as fol-
lows. Since
1
T
(±)
2
∼ 4
〈
[(δb1 ± δb2)]2
〉
ω
= 4
〈
(δb1)
2 ± 2δb1δb2 + (δb2)2
〉
ω
we deduce that
1
T
(±)
2
=
1
T
(1)
2
+
1
T
(2)
2
± 8
~2
lim
ω→0
S12 (ω) .
This determines S12 (ω) , which can also be thought of
as a quantity that breaks a sum rule on the T2’s - the
direction of the breaking depending on whether the noise
is correlated or anticorrelated. Of course this is only
a rough relation. If there are differences in frequency
3
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dependences of the various Sij (ω) this can modify the
conclusions. There is of course nothing in this analysis
that limits it to a two-qubit system. In a many-qubit
system, Sij (ω) can be measured in exactly the same way
for all pairs.
For ease of presentation we have stuck to the ap-
proximation that dephasing depends only on the zero-
frequency limit of the Sij ’s. Obviously this is not
the case for general frequency dependences, and the ap-
propriate modifications lead to substantial quantitative
changes in the various T2’s [21]. However, the theory is
the same for T (+)2 and T
(−)
2 as it is for the usual single-
particle quantities T (1)2 and T
(2)
2 , so the standard im-
proved formulas can also be applied to better determine
the cross-correlation functions. Furthermore, the noise
spectroscopy experiments that have now become routine
in single-qubit experiments [14] to determine S11 (ω) can
be done in exactly the same way to find S12 (ω) . The
“wait” period in Fig. III.2 is modified to include a se-
quence ofX1X2 gates corresponding to a frequency comb
which decouples the system from noise at specific fre-
quencies [12, 13]. This can be varied to reconstruct the
entire noise spectrum.
IV. LOCAL DECOHERENCE MEASURES
With the noise correlations determined, how can we
use the knowledge gained to improve the performance
of a quantum information processing device? DFS the-
ory offers a simple solution. We set the initial state of
the computation to be in the DFS, and we design all
subsequent unitary operations so that they never rotate
the state out of the DFS. This procedure in principle
eliminates decoherence.
In the 2-qubit system with a 2-dimensional DFS we
do not have this luxury. The DFS is a two-dimensional
subspace so no non-trivial quantum operations are possi-
ble. Furthermore, a realistic many-qubit system will not
admit a perfect DFS. Still, we can hope to reduce deco-
herence for the two-qubit system, even if the DFS is only
approximate. For a given processing task, many gate se-
quences are usually possible. The idea is to choose the
one most resistant to correlated noise. We achieve this
by taking inspiration from the DFS procedure.
In the pure dephasing model we are considering, the
only candidates for perfect DFSs are span {|00〉 , |11〉}
and span {|01〉 , |10〉} . If T (+)2 /T (−)2 is finite, then
there is no DFS. Nevertheless, if T (+)2 /T
(−)
2 < 1,
then span {|01〉 , |10〉} is the “good” subspace and if
T
(+)
2 /T
(−)
2 > 1, then span {|11〉 , |00〉} is the “good” sub-
space. As might be expected from symmetry, our con-
clusions are equally valid for the two cases.
Since the subspaces are good but not perfect, this pic-
ture suggests the idea of defining a measure of decoher-
ence for every point in the Hilbert space when noise cor-
relations are present. We call these “local” decoherence
measures, “local” here referring to Hilbert space, not real
space.
We define two such measures.
1. The first is a geometric measure, called dg (|ψ〉) ,
where |ψ〉 is any vector in the 4-dimensional 2-qubit
space. Let B be an orthonormal basis for the DFS.
The projection operator onto the DFS is
P =
∑
|φ〉∈B
|φ〉 〈φ| ,
and then
dg = |(I − P )ψ|2
returns the square of the perpendicular Hilbert space
distance from ψ to the DFS. This gives a very simple
geometric picture of the decoherence rate of the state
as depending only on the distance to the DFS. Clearly
dg ≤ 1 and dg = 0 for |ψ〉 in the DFS.
2. The second decoherence measure, called dc (|ψ〉) ,
is obtained by studying the purity γ of a density matrix
ρ of the 2-qubit system, defined as γ =Tr
(
ρ2
)
. γ =
1 for a pure state since then γ =Tr
(
ρ2
)
=Tr(ρ) = 1.
For the completely mixed state ρ = I/D, where D is
the dimension of the Hilbert space we find γ = 1/D.
Our interest is in the case D = 4. To use γ to form
a local measure of decoherence in the Hilbert space we
imagine initializing the system at time t = 0 in the state
ρ (0) = ρ0 = |ψ〉 〈ψ| so that γ (t = 0) = 1 and then
watching γ decrease with time under the influence of
the noise Hamiltonian Hn. Denote averages of · over
noise realizations by [·]av. In this case, dρ/dt = ρ′ =−i~[ρ,Hn]av . We are only interested in the short-time
behavior of γ so we get
γ(δt) = Tr [ρ(δt)]2
≈ 1− Tr
[
δtρ′0 +
1
2
δt2ρ′′0
]2
= 1− δt
2
2
Trρ0ρ′′0
= 1− δt2Tr [ρ20H2n − ρ0Hnρ0Hn]av
We identify
dc(|ψ〉) = Tr
[
ρ20H
2
n − ρ0Hnρ0Hn
]
av
as a measure of decoherence that describes how suscep-
tible the pure state ρ(t) is to mixing by the noise. Once
again, ρ0 = |ψ〉 〈ψ| so dc is a decoherence measure asso-
ciated with a point in the Hilbert space of the computer.
dc = 0 if |ψ〉 is in the DFS sinceHn acts as a constant op-
erator in the DFS and [ρ0, Hn] = 0. Unlike dg, however,
there is no upper bound on dc, and dc has no natural
normalization. However, it is only used for comparison
of circuits, so this is not a severe drawback.
The two measures differ considerably in their general-
ity. dg relies only on the identification of a DFS and can
be thought of as an extension of the DFS concept. By
contrast, to compute dc one needs only the noise Hamil-
tonian. dg is simple to compute and to visualize. But
4
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dc gives a more complete picture of the decoherence. It
is possible that the decoherence is not even a monotonic
function of the distance from the approximate DFS. dg
obviously does not capture this possibility. Finally, dc
can clearly be computed also for mixed states, while dg
cannot be, at least by the above definition.
In the course of a quantum information process, an
ideal computer remains in a pure state |ψ (t)〉 that tra-
verses a path in Hilbert space from the initial state
|ψ (t = 0)〉 to the desired final state |ψ (t = tf )〉 that en-
codes the answer to the computation or other process.
Given this trajectory we can also compute dg (t) and
dc (t) . If these quantities are big on average over the
interval 0 ≤ t ≤ tf , then we expect poor fidelity in the
result. Of course there is a choice of gate sequences (ac-
tually an infinite number) that will take the computer
from |ψ (t = 0)〉 to |ψ (t = tf )〉. The choice is usually
determined by brevity and experimental constraints.
The central contention of this paper is that one should
also take into account the minimization of decoherence.
A gate sequence that minimizes dg (t) and/or dc (t) in
the presence of correlated noise should be preferred. Of
course for this small system the fidelity itself can eas-
ily be computed and used to minimize the decoherence.
However, it is often difficult to understand purely nu-
merical calculations of the infidelity, and the use of dg
and dc gives physical insight and, as we shall see, can
also suggest generalizations to larger systems.
V. RESULTS
We test these ideas on two quantum information pro-
cessing tasks that can be carried out in two-qubit sys-
tems, the Deutsch-Jozsa algorithm and Bell-state prepa-
ration. These choices were motivated mainly by the
fact that they have been carried out successfully in re-
cent experiments [9] so we can use sequences that have
actually been shown to be successful. Note that the Bell-
state preparation is part of the circuit required for the
measurements described in Sec. III.
A. Noise Model
During the course of the tasks the system is subjected
to quasi-static noise with δb ≡ (δb1, δb2)T sampled from
a bivariate Gaussian distribution with density
f(δb1, δb2) =
1
2pi
√
det Σ
exp
(
−1
2
δbTΣ−1δb
)
.
The model assumes zero mean (any deviation from this
can be absorbed into the static Hamiltonian H0) and
covariance
Σ =
(
σ21 cσ1σ2
cσ1σ2 σ
2
2
)
where σ1,2 is the noise strength at qubits 1 and 2 and
and c is their statistical correlation. We begin with a
simple model in which there is complete correlation of
the noise: δb1 (t) ∝ δb2 (t). The strength of the noise
may be different on the two qubits. This is quantified by
a qubit asymmetry r = σ1/σ2, the ratio of the width of
the field distribution on qubit 1 to that on qubit 2. For
r = 1 we are in the “-” subspace. Decoherence is simu-
lated by averaging the dynamics over many realizations
of the noise. The number of realizations is determined by
examining the convergence of the computed quantities as
the number increases. We used a convergence criterion
of 2%, which was typically achieved after averaging over
about 1000 realizations.
Figure V.1. Gate sequences for performing common two-
qubit information processing tasks. Top left (right) is the
Y-gate (Hadamard gate) circuit for performing the Deutsch-
Josza algorithm. Bottom left (right) is the
√
SWAP (CZ)
circuit for preparing a Bell state.
B. Deutsch-Jozsa Algorithm
As the first example, we consider two gate sequences
for performing the Deutsch-Jozsa algorithm with a quan-
tum oracle that encodes a balanced function. Following
[9], Ufi = CNOT is implemented via exchange interac-
tion and single qubit rotations. Two circuits that perform
this algorithm are given in Fig. V.1. Even though the
initial and final states are the same, the sequences differ
very substantially, particularly in their one-qubit gates.
We calculate the ideal unitary evolution for the noise-
free system, easily obtained from the gate sequences. We
also compute the non-unitary dynamics of each circuit
when it is subjected to noise. The results are summa-
rized in Fig. V.2. Comparison of the results of the two
calculation allows us to plot the infidelity (1− F , where
F is the fidelity) as a function of time. For the computa-
tion of dg(t) and dc(t) we need only the noise-free state.
dg(t), dc(t) and the infidelity are all plotted as a func-
tion of time in arbitrary units for two different values of
r. The relative times for each gate are taken from Ref.
[9]. The success of the decoherence measures should be
judged by the extent to which they resemble the time
derivative of 1− F .
We focus first on the left panel of the Fig V.2, in which
the “Y-gate” circuit is analyzed. One first notes that al-
5
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Figure V.2. Two different circuits (Fig. V.1) for performing
the Deutsch-Jozsa algorithm are compared using infidelity
along with dg(t) an dc(t) for the function Ufi = CNOT .
The circuits are subject to perfectly correlated quasistatic
Gaussian dephasing noise where the ratio between the noise
strength at the two qubit locations is r. Gray lines divide
the time axis into intervals corresponding to each gate in the
circuit.
though dg(t) and dc(t) track each other for a substan-
tial portion of the evolution, there is also quite a bit of
disagreement between them reflecting the fact that deco-
herence is not just a matter of distance from the DFS. In
part this is because dg(t) is not sensitive to varying r: in-
deed its construction assumes an r = 1 DFS. This is true
even though we chose a quite simple noise model. The
difference between dg(t) and dc(t) allows us to distin-
guish certain ways in which one is better than the other.
For example, at short times 1 − F rises quadratically
with time. This is in disagreement with the geometric
measure, since dg(0) is finite. The purity measure, which
is linear in t at small times, does better. On the other
hand, both measures capture the leveling-off of the infi-
delity at the end of the interval. In between, the main
difference in dg(t) and dc(t) is the two bumps in dc(t).
This is reflected only to a very small extent in 1− F .
The results for the two values of r are rather similar.
There is one interesting difference at around t = 1.5,
where dc(t) captures the momentary leveling-off in the
infidelity better. Comparing r = 1 (top) with r = 1/2 we
see that dg is not affected by r, whereas dc and 1−F are
somewhat reduced. Again, dc seems to be the slightly
better measure.
The right panel shows the same analysis for the “H-
gate” circuit. This circuit has an anomalous region, near
t = 2, where the infidelity actually decreases with time.
One can trace this behavior back to an echo effect pro-
vided by the X and H gates. These subtleties are not
captured by dg(t) or dc(t), which are of course both non-
negative. Apart from this, the virtues and deficiencies
in dg(t) and dc(t) are as in the other circuit. Note that
both predict the increase in the infidelity at the end of
the time interval.
Figure V.3. The final infidelity and integrated purity deco-
herence dc for the Y-gate Deutsch-Jozsa gate sequence with
Ufi = CNOT .
As for using dg(t) and dc(t) to decide between the two
circuits, the anomalous echoing effect clearly reduces the
usefulness of the two measures. Overall, both dg(t) and
dc(t) are larger for the “Y-gate” circuit, but the final
1− F for the two circuits is actually about the same.
In Fig.V.3 we compare the final 1 − F and the time
integral of dc(t) for a large range of values of the asymme-
try r and the correlation c for the Y-gate circuit. In this
circuit there is no anomalous behavior of 1−F . It seems
that when this is the case, then the integral of dc(t) is
indeed a good predictor of fidelity for correlated (c = 1),
uncorrelated (c = 0) and anti-correlated (c = −1) noise.
This is true even when the noise is much stronger on one
of the qubits.
C. Bell-state Preparation
The circuits start from an initial state |00〉 and end
in the Bell state (|01〉+ |10〉) /√2. The first circuit we
call the
√
SWAP circuit and the second is the CZ cir-
cuit. The names reflect the fact that the main difference
between the two circuits is the nature of the entangling
gate. dg(t), dc(t), and 1−F (t) are plotted in Fig. V.4.
The comparison of the two circuits is more straight-
forward here, since there is no anomalous behavior in
1− F (t). In the CZ circuit, the time integrals of dg(t)
and dc(t) are both clearly bigger than in the
√
SWAP
circuit. Both measures predict that the final 1−F should
be bigger for the CZ circuit, and indeed it is. It is also
true that the shape of 1− F (t) resembles the integral of
dc(t).
Passing to the r-dependence of the
√
SWAP circuit,
we note that at later times t > 2, dc (t) shows significant
6
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Figure V.4. Comparison of two circuits for preparing the
state Ψ = (|↓↑〉 + |↑↓〉)/√2 to perform one of the measure-
ments described in Sec. II. The left panels are for the Bell
SWAP circuit and the right panels are for the Bell CZ cir-
cuit. The top panels are for r = 1 so the noise strength
is the same on the two qubits. The bottom panels are for
r = 2 so the noise strength is stronger on qubit 1. The solid
blue, dotted green, and red dashed lines are respectively the
state infidelity 1− F , the DFS projection metric dg, and the
purity-based decoherence dc for each circuit as a function
of time. The system is subject to quasistatic Gaussian de-
phasing noise. dg(t) and dc(t) are scaled and overlaid against
the infidelity to illustrate how they capture dephasing effects.
Gray lines divide the time axis into intervals corresponding
to each gate in the circuit.
differences between the r = 1 and r = 2 cases. This is
faithfully reflected in the higher final infidelity for r = 2.
We note once more that near t = 0, dc (t) is linear in
time, while dg(t = 0) is finite and 1 − F is quadratic.
Thus dc (t) always seems to be superior to dg (t) when
1− F is small.
In Fig. V.5 we again plot the the final 1−F for a range
of r and c and compare it to the time integral of dc(t)
for the
√
SWAP Bell-state circuit. In contrast to the
Deutsch-Jozsa Y-gate circuit, there are substantial dif-
ferences between the two quantities. We see that the im-
purity is roughly independent of the asymmetry r, both
qubits contributing roughly equally. In contrast, the fi-
delity depends more strongly on the asymmetry. This
comes from the asymmetry of the circuit itself, specifi-
cally that there is an X-gate applied to qubit 2 but not
to qubit 1. The X-gate echoes away the decoherence cre-
ated by noise on qubit 2 but not that on qubit 1. Thus,
once more we see that echo effects can reduce the in-
formation supplied by local decoherence measures. This
indicates a subtle but important drawback to the use
of dc(t) as a circuit quality measure, which stems ulti-
mately from the difference between purity and fidelity.
Consider the enlarged state space of the 2-qubit circuit as
the real 15-dimensional Hilbert space of density matrices
(actually a compact subset of this space when positivity
constraints are added.) Each density matrix is a point in
Figure V.5. The final infidelity and averaged purity decoher-
ence dc for the
√
SWAP Bell-state circuit. As explained in
the text, the purity decoherence serves as a good predictor for
the derivative of the fidelity so the integral, or average, over
the gate sequence shares the same features as the infidelity.
Figure V.6. Schematic projection of the 2-qubit state space
R as a ball with the boundary containing the pure state sub-
manifold. The pure initial (ρi) and error-free final (ρf ) states
of an algorithm, and the partially decohered result of running
that algorithm in a noisy environment are labeled (ρ˜f ). State
fidelity F provides a measure of closeness between the two
states ρf and ρ˜f , while the impurity 1 − γ only represents
closeness to the pure state subspace.
the space. The pure states live in a 6-dimensional sub-
manifold. 1−F is a measure of the distance in this space
from the desired final state to the actual one: we may
think of it as the length of the difference vector. The
desired final state is a pure state. The integral of dc(t),
however, only provides one component of the difference
vector - essentially the vector that is perpendicular to
the subspace of pure states. There is also a component
of the difference vector parallel to the subspace. The
vectors are shown schematically in Fig. V.6.
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VI. EXTENSION TO MANY QUBITS
As noted above, if only a few qubits are involved and
the noise model is known, the best strategy for deciding
on a gate sequence is simply to calculate the infideli-
ties. As the number of qubits increases, the length of
this computation increases exponentially, and it soon be-
comes impractical. The same holds for the computation
of dg (t) and dc (t) , since they depend on the many-body
wavefunction. The question is whether we can use the
physical insight gained for few-qubit systems to give a
meaningful presciption for “scoring” long gate sequences
in a multi-qubit computer.
We propose that this is indeed possible, based on a
picture of the errors that occur during the computation
as steps in a random walk, the walk taking place in a
moving frame generated by the algorithm.
The density matrix space R for an n-qubit computer
has real dimension 4n − 1. The Hilbert Schmidt in-
ner product on R defines what is essentially a Eu-
clidean distance metric. An error-free computation with
circuit depth k consists of a sequence of k points in
this space, labeled ρt, t = 0, 1, 2..., k. The states ρt
are all pure, so this ideal evolution takes place in the
2n+1 − 2-dimensional submanifold of pure states. This
non-random evolution moves by large distances at each
step and defines a moving frame in R. In this moving
frame the errors define a random walk, assuming that
there is no correlation between the sequence defined by
the algorithm and the local decoherence.
Taking a clue from the definition of dg, decoherence
will be worse if the random walk increases the perpen-
dicular distance of ρt to the DFS. If we could com-
pute a probability distribution P⊥ for the perpendicular
component of the steps in the walk then the expected
value of the perpendicular distance after t gates would be
〈d2t 〉1/2 =
√
tL, where L is the rms step length computed
using P⊥. We may think of different gate sequences as
having different P⊥.
We therefore assign a “perpendicular step size” to ev-
ery one or two qubit gate G. Since the walk takes place
close to the manifold of pure states, We can use the usual
Hilbert space H and we arrange the basis of H so that
the D basis vectors of the approximate DFS, which we
call C, come first, and the 2n−D vectors of the orthogo-
nal complement C⊥ come second. We then partition the
unitary matrix of G into four sectors:
G =
(
G‖ M
M ′ G⊥
)
,
where G‖ and G⊥ move the state around C and C⊥ re-
spectively. M andM ′ move weight between G‖ and G⊥.
A “good” gate has M = M ′ = 0 since a state in C un-
dergoes no perpendicular motion and therefore remains
in C and a state in C⊥ undergoes random motion that is
not biased in the perpendicular direction. M and M ′
give perpendicular motion and if they are large then G
is a bad gate, i.e., one that we expect will increase the
decoherence to which the state is exposed. To quantify
G B(G)
X 1/2
Y 1/2
Z 0
H 2−5/4
CNOT 2−3/2
C dA 1− F
Bell SWAP 0.500 0.004
Bell CZ 0.728 0.011
DJ 0.912 0.019
DJ Had 0.951 0.034
Table VI.1. On the left, badness B(G) for some typical one
and two qubit gates G. The right table shows dA for a few of
the circuits studied above, demonstrating the correspondence
between dA and final state infidelity. The calculation assumes
the existence of an approximate DFS spanned by {|↑↓〉 , |↓↑〉}.
this we use the unitarity of G and index the blocks of
G as follows. The upper left corner G‖ is indexed by
sG‖ = (i, j) such that 1 ≤ i ≤ D and 1 ≤ j,≤ D; the
lower right corner G⊥ is indexed by sG⊥ = (i, j) such
that D + 1 ≤ i ≤ DH and D + 1 ≤ j ≤ DH ; the up-
per right corner M is indexed by sM = (i, j) such that
1 ≤ i ≤ D and D + 1 ≤ j ≤ DH ; the lower left corner
M ′ is indexed by sM ′ = (i, j) such that D+ 1 ≤ i ≤ DH
and 1 ≤ j ≤ D.
We then define
B(G) =
1
4
 ∑
(i,j)∈sM
|Mij |2 +
∑
(i,j)∈sM′
|M ′ij |2
1/2 ,
which is just a Euclidean measure of the size of the
off-diagonal blocks. This may be thought of as the
“badness” of G. The unitarity of G and the fact that
one- and two-qubit gates are nearly diagonal imply that
0 ≤ B ≤ 1. Table VI.1 gives the badness of several
common gates. A circuit A then may be thought of as a
random walk with NA gates and the analog of the inte-
gral of dg over the total circuit is
dA =
√∑
G
B2 (G).
We expect the infidelity to be roughly proportional to
this quantity. The key point is that we never need to
compute any wavefunctions or other many-body quan-
tities. Each one- and two-qubit gate has only a small
number of off-diagonal elements, so the computation of
B is efficient - in fact it is very fast. Thus we may score
different gate sequences and choose the right one for our
multi-qubit computation without prohibitive overhead.
We now propose a protocol for improving the perfor-
mance of a many-qubit computer. The first step is a cal-
ibration phase, in which the experiments given in Sec.
III are performed for each pair of qubits. This gives all
two-point correlation functions. Each pair of qubits is
assigned a “+” sign or a “-” sign according to the results
for T+2 and T
−
2 . This then determines an approximate
DFS for each pair. In the second step every one- and two-
qubit gate G is assigned a score B(G) and each candidate
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circuit A is assigned a score dA. Finally, the circuit with
mininum dA is chosen.
Our model system gives numerical evidence for the
validity of this idea, since it can process tasks with dis-
tinct circuits. These are the same circuits for Bell state
preparations and the Deutsch-Jozsa algorithm from Sec
V. Table VI.I shows some individual gate scores, and
then dA and 1 − F for 4 circuits. One sees that 1 − F
and dA are monotonically related, but not strictly pro-
portional. This result is encouraging, but it is obtained
for a very small system. Further work on larger systems
will be needed to confirm the basic concepts and to refine
the protocol.
VII. CONCLUSION
We have presented a method to measure spatial noise
correlations in quantum information processors, focusing
on those correlations that are most important for error
mitigation. It was formulated for a 2-qubit machine,
but it is clearly also immediately applicable to any 2-
point correlation in a machine of arbitrary size. This
information is sufficient to identify approximate DFSs,
which in turn informs the design of gate sequences. This
is done by identifying decoherence measures that are lo-
cal in Hilbert space, and using sequences that avoid re-
gions where these measures are high. These measures
can only be computed in few-qubit systems, which lim-
its their usefulness. However, they point the way to a
method that assigns scores to individual gates even in
many-qubit systems. By means of a picture of errors
generating a random walk in the state space, we can
give a score to any candidate circuit. A circuit with a
low score will be more resistant to correlated noise. This
is confirmed by numerical calculation on a two-qubit sys-
tem.
The method clearly does not offer a complete picture
of the situation.
We found in particular that some circuits have echo
effects that actually increase the fidelity (at least for a
short time). Our decoherence measures do not capture
this, though it is unclear whether this is ever a large
effect.
It is also unlikely that the method is very useful for
very general error models. We considered only dephasing
noise. It is easy to produce 2-dimensional DFSs for this
type of noise. If other noise that, for example, flips spins,
is added, these DFSs disappear immediately. That does
not prevent us from defining the decoherence measure
dc, which we found to be the most useful one, but if
it varies little as we move around the space, it loses its
power to distinguish different circuits.
The many-qubit method is however well-designed to
be used in conjunction with error correction. It assumes
that the system stays reasonably close to the pure state
manifold, meaning that its usefulness degrades as k, the
circuit depth, increases. However, if k instead represents
the number of gates that are performed between each
error-correction cycle, k can optimized to take advantage
of our method. k will be larger for better circuits.
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