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Abstract
We study the anticipative backward stochastic differential equations (BSDEs, for short)
driven by fractional Brownian motion with Hurst parameter H greater than 1/2. The stochas-
tic integral used throughout the paper is the divergence operator type integral. We obtain
the existence and uniqueness theorem to these equations under the Lipschitz condition. A
comparison theorem for this type of anticipative BSDE is also established.
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1 Introduction
Fractional Brownian motion (fBm, for short) with Hurst parameter H ∈ (0, 1) is a zero mean
Gaussian process BH = {BHt , t ≥ 0} whose covariance is given by
E(BHt B
H
s ) =
1
2
(t2H + s2H − |t− s|2H).
For H = 12 , the process B
H is a classical Brownian motion. In the case H > 12 , the process
BH exhibits long range dependence. These properties make this process a useful driving noise
in models arising in finance, physics, telecommunication networks and other fields. However,
since BH with H > 12 is not a semimartingale, we cannot use the classical theory of stochastic
calculus to define the fractional stochastic integral. Essentially, two different types of integrals
with respect to fBm have been defined and developed. The first one is the pathwise Riemann-
Stieltjes integral which exists if the integrand has a continuous paths of order α > 1 − H
(see Young [18]). This type of integral has the properties of Stratonovich integral, which can
lead to difficulties in applications. The second one, introduced by Decreusefond-U¨stu¨nel [5], is
the divergence operator (Skorohod integral), defined as the adjoint of the derivative operator
in the framework of Malliavin calculus. Since this stochastic integral satisfies the zero mean
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property and it can be expressed as the limit of Riemann sums by using Wick products, it was
later developed by many authors. We refer to the works of Biagini-Hu-Øksendal-Zhang [2] and
Nualart [15].
Backward stochastic differential equations (BSDEs in short) driven by Brownian motion
were introduced by Bismut [3] for the linear case and by Pardoux-Peng [16] in the general case.
Since then, these pioneer works are extensively used in many fields like mathematical finance
[7], stochastic optimal control and stochastic games [8]. Recently, Peng-Yang [17] introduced a
new type of BSDEs, called anticipative BSDEs, which can be regarded as a new duality type
of stochastic differential delay equations. BSDEs driven by fBm were firstly studied by Hu [9]
and Hu-Peng [12], where they obtained the existence and uniqueness of the solution. Then
Hu-Ocone-Song [11] established a comparison result for fractional BSDEs. Some other recent
developments of fractional BSDEs can be found in Bender [1], Borkowska [4] and Jing [13], etc.
Motivated by the above works, the purpose of this paper is to study the anticipative BSDEs
driven by fBm with Hurst parameter H > 12 . Under the Lipschitz condition, we prove this type
of equation admits a unique solution. As a fundamental tool, the comparison theorem plays
an important role in the theory and applications of BSDEs. We also establish a comparison
theorem for this class of anticipative BSDEs.
This paper is organized as follows. In Section 2, we provide some basic results on fractional
Brownian motions. Section 3 contains the definition of anticipative BSDEs with respect to the
fBm. The existence and uniqueness result is proved here. We give a comparison theorem for
the solutions of anticipative BSDEs in Section 4.
2 Fractional calculus
Let (Ω,F , P,Ft, t ≥ 0) be a complete stochastic basis such that F0 contains all P -null elements of
F and suppose that the filtration is generated by a fractional Brownian motion BH = {BHt , t ≥
0}. We assume H > 12 throughout this paper. Denote φ(x) = H(2H − 1)|x|2H−2, x ∈ R. Let ξ
and η be two continuous functions on [0, T ]. We define
〈ξ, η〉t =
∫ t
0
∫ t
0
φ(u− v)ξuηvdudv,
and ‖ξ‖2t = 〈ξ, ξ〉t. Note that, for any t ∈ [0, T ], 〈ξ, η〉t is a Hilbert scalar product. Let H be
the completion of the continuous functions under this Hilbert norm. The elements of H may be
distributions.
We denote by PT the set of all polynomials of fractional Brownian motion in [0, T ], i.e., it
contains all elements of the form
F (ω) = f
(∫ T
0
ξ1(t)dB
H
t , ...,
∫ T
0
ξn(t)dB
H
t
)
,
where f is a polynomial function of n variables. The Malliavin derivative operator DHs of an
element F ∈ PT is defined as follows:
DHs F =
n∑
i=1
∂f
∂xi
(∫ T
0
ξ1(t)dB
H
t , ...,
∫ T
0
ξn(t)dB
H
t
)
ξi(s), s ∈ [0, T ].
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Since the divergence operator DH : L2(Ω,F , P ) → (Ω,F ,H) is closable, we can consider the
space D1,2 be the completion of PT with the norm
‖F‖21,2 = E|F |2 + E‖DHs F‖2T .
We also introduce another derivative
D
H
t F =
∫ T
0
φ(t− s)DHs Fds.
Denote by L1,2H the space of all stochastic processes F : (Ω,F , P )→H such that
E
(
‖F‖2T +
∫ T
0
∫ T
0
|DHs Ft|2dsdt
)
<∞.
The following results are well know now (see [6, 9, 10]).
Proposition 2.1. Let F ∈ L1,2H , then the Itoˆ-Skorohod type stochastic integral
∫ T
0 FsdB
H
s exists
in L2(Ω,F , P ). Moreover, we have
E
(∫ T
0
FsdB
H
s
)
= 0,
and
E
(∫ T
0
FsdB
H
s
)2
= E
(
‖F‖2T +
∫ T
0
∫ T
0
D
H
s FtD
H
t Fsdsdt
)
.
Proposition 2.2. Let f, g : [0, T ]→ R be deterministic continuous functions. If
Xt = X0 +
∫ t
0
gsds +
∫ t
0
fsdB
H
s , t ∈ [0, T ],
where X0 is a constant and F ∈ C1,2([0, T ] × R), then for any t ∈ [0, T ],
F (t,Xt) = F (0,X0) +
∫ t
0
∂F
∂s
(s,Xs)ds +
∫ t
0
∂F
∂x
(s,Xs)dXs +
1
2
∫ t
0
∂2F
∂x2
(s,Xs)
[
d
ds
‖f‖2s
]
ds.
Proposition 2.3. Let fi(s), gi(s) be in D
1,2 and E
∫ T
0 (|fi(s)|2+ |gi(s)|2)ds <∞, where i = 1, 2.
Assume that DHt f1(s) and D
H
t f2(s) are continuously differentiable with respect to (s, t) ∈ [0, T ]2
for almost all ω ∈ Ω. Suppose also that E ∫ T0 ∫ T0 |DHt fi(s)|2dsdt <∞. Denote
Xi(t) =
∫ t
0
gi(s)ds +
∫ t
0
fi(s)dB
H
s , t ∈ [0, T ].
Then
X1(t)X2(t) =
∫ t
0
X1(s)g2(s)ds +
∫ t
0
X1(s)f2(s)dB
H
s +
∫ t
0
X2(s)g1(s)ds
+
∫ t
0
X2(s)f1(s)dB
H
s +
∫ t
0
D
H
s X1(s)g2(s)ds +
∫ t
0
D
H
s X2(s)g1(s)ds.
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3 Anticipative BSDEs
In this section, we study the anticipative BSDEs driven by fBm. The existence and uniqueness
theorem is proved here. In the following, let
ηt = η0 +
∫ t
0
bsds+
∫ t
0
σsdB
H
s ,
where η0 is a constant, b and σ are two deterministic differentiable functions, such that σt 6= 0
(then either σt < 0 or σt > 0), t ∈ [0, T ]. Note that, since
‖σ‖2t = H(2H − 1)
∫ t
0
∫ t
0
|u− v|2H−2σuσvdudv,
we have d
dt
(‖σ‖2t ) = 2σˆtσt > 0 for t ∈ (0, T ], where σˆt =
∫ t
0 φ(t− v)σvdv.
Motivated by Hu-Peng [12], we now introduce the anticipative BSDEs driven by fBm as
follows: {
−dYt = f(t, ηt, Yt, Zt, Yt+δ(t), Zt+ζ(t))dt− ZtdBHt , t ∈ [0, T ];
Yt = g(ηt), Zt = h(ηt), t ∈ [T, T +K],
(3.1)
where δ(·) and ζ(·) are two deterministic R+-valued continuous functions defined on [0, T ] such
that:
(i) There exists a constant K ≥ 0 such that, for all t ∈ [0, T ],
t+ δ(t) ≤ T +K; t+ ζ(t) ≤ T +K.
(ii) There exists a constant L ≥ 0 such that, for all t ∈ [0, T ] and for all nonnegative and
integrable m(·),∫ T
t
m(s+ δ(s))ds ≤ L
∫ T+K
t
m(s)ds;
∫ T
t
m(s+ ζ(s))ds ≤ L
∫ T+K
t
m(s)ds.
We introduce the following sets:
• C1,3pol([0, T ]×R) is the space of all C1,3-functions over [0, T ]×R, which together with their
derivatives are of polynomial growth;
• L2(Fr;R) = {ξ : Ω→ R | ξ is Fr-measurable, E[|ξ|2] <∞};
• L2F (0, T ;R) = {X : Ω× [0, T ]→ R | X(·) is F-adapted, E
∫ T
0 |X(t)|2dt <∞};
V[0,T ] :=
{
Y = ϕ
(·, η(·))|ϕ ∈ C1,3pol([0, T ]× R) with ∂ϕ∂t ∈ C0,1pol([0, T ] ×R), t ∈ [0, T ]},
and by V˜[0,T+K] and V˜H[0,T+K] denote the completion of V[0,T+K] under the following norm re-
spectively,
‖Y ‖ :=
(∫ T+K
0
eβtE|Y (t)|2dt
) 1
2
, ‖Z‖ :=
(∫ T+K
0
t2H−1eβtE|Z(t)|2dt
) 1
2
.
It’s easy to know V˜H[0,T+K] ⊆ V˜[0,T+K] ⊆ L2F (0, T +K;R).
The setting of our problem is as follows: to find a pair of processes (Y·, Z·) ∈ V˜[0,T+K] ×
V˜H[0,T+K] satisfying the anticipative BSDE (3.1).
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(H1) g and h are given elements in C2pol(R) such that
E
∫ T+K
T
eβt|g(ηt)|2dt < 0; E
∫ T+K
T
eβtt2H−1|h(ηt)|2dt < 0.
The driver f(t, x, y, z, θ, ζ) : [0, T ]×R3×L2(Fr′ ,R)×L2(Fr,R) −→ L2(Ft,R) is a C0,1pol -continuous
function, where r′, r ∈ [t, T +K] and f satisfies the following condition:
(H2) There exists a constant C ≥ 0, such that for all t ∈ [0, T ], x, y, y′, z, z′ ∈ R, θ·, θ′·, ζ·, ζ ′· ∈
L2F (t, T +K;R), we have
|f(t, x, y, z, θr′ , ζr)− f(t, x, y′, z′, θ′r′ , ζ ′r)| ≤ C
(|y− y′|+ |z− z′|+EFt [|ξr′ − ξ′r′ |+ |ζr− ζ ′r|]).
Lemma 3.1. Suppose g is a given differentiable function with polynomial growth, and f(t, x) is
a C0,1pol-continuous function. Then BSDE
Yt = g(ηT ) +
∫ T
t
f(s, ηs)ds −
∫ T
t
ZsdB
H
s , (3.2)
admits a unique solution (Y·, Z·) ∈ V˜[0,T ] × V˜H[0,T ], and the following estimate holds,
E
(
eβt|Yt|2 + β
2
∫ T
t
eβs|Ys|2ds+ 2
M
∫ T
t
eβss2H−1|Zs|2ds
)
≤E
(
eβT |g(ηT )|2 + 2
β
∫ T
t
eβs|f(s, ηs)|2ds
)
. (3.3)
where M > 0 is a suitable constant and β > 0.
Proof. From Theorem 4 of Borkowska [4], we know that Eq. (3.2) has a unique solution (Y·, Z·) ∈
V˜[0,T ] × V˜H[0,T ]. By the Itoˆ formula, we obtain
eβtY 2t =e
βT g(ηT )
2 − β
∫ T
t
eβsY 2s ds+ 2
∫ T
t
eβsYsf(s, ηs)ds
− 2
∫ T
t
eβsYsZsdB
H
s − 2
∫ T
t
eβsDHs YsZsds.
It is known (see example Hu-Peng [12]) that DHs Ys =
σˆs
σs
Zs. Moreover by Remark 6 in Maticiuc-
Nie [14], there exists M > 0 such that for all t ∈ [0, T ], t2H−1
M
≤ σˆt
σt
≤ Mt2H−1. Thus we
have
E
(
eβtY 2t + β
∫ T
t
eβsY 2s ds+
2
M
∫ T
t
eβss2H−1Z2sds
)
≤E
(
eβT g(ηT )
2 + 2
∫ T
t
eβsYsf(s, ηs)ds
)
(3.4)
≤E
(
eβT g(ηT )
2 +
β
2
∫ T
t
eβsY 2s ds+
2
β
∫ T
t
eβs|f(s, ηs)|2ds
)
.
Then we obtain the estimate (3.3).
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The following theorem is the main result of this section: an existence and uniqueness theorem
for anticipative BSDEs with respect to the fBm.
Theorem 3.2. Let (H1) and (H2) hold, and δ, ζ satisfy (i) and (ii). Then the anticipative
BSDE (3.1) admits a unique solution (Y·, Z·) ∈ V˜[0,T+K]× V˜H[0,T+K]. Moreover, for all t ∈ [0, T ],
E
(
eβt|Yt|2 +
∫ T
t
eβss2H−1|Zs|2ds
)
≤ RΘ(t, T,K), (3.5)
where R is a positive constant which may be different from line to line, and
Θ(t, T,K) = E
(
eβT |g(ηT )|2 +
∫ T
t
eβs|f0(s, ηs)|2ds+
∫ T+K
T
eβs
(|g(ηs)|2 + s2H−1|h(ηs)|2)ds).
Proof. The method used here is similar to that in the proof of Proposition 19 in Maticiuc-Nie
[14]. For any given (yt, zt) ∈ V˜[0,T+K] × V˜H[0,T+K], we consider the following BSDE:{
−dYt = f(t, ηt, yt, zt, yt+δ(t), zt+ζ(t))dt− ZtdBHt , t ∈ [0, T ];
Yt = g(ηt), Zt = h(ηt), t ∈ [T, T +K].
(3.6)
From Lemma 3.1, we know (3.6) has a unique solution (Y·, Z·) ∈ V˜T+K × V˜HT+K. Define a
mapping I : V˜[0,T+K]×V˜H[0,T+K] −→ V˜[0,T+K]×V˜H[0,T+K] such that I[(y·, z·)] = (Y·, Z·). Note that
since Yt = g(ηt) and Zt = h(ηt) are given when t ∈ [T, T +K], we essentially need to prove (3.1)
has a unique solution on [0, T ]. Let n ∈ N and ti = i−1n T, i = 1, ..., n + 1. First we will solve
(3.1) on [tn, T ]. In order to do this, we show I is a contraction on V˜[tn,T+K] × V˜H[tn,T+K].
For two arbitrary elements (y·, z·) and (y
′
·, z
′
·) ∈ V˜[tn,T+K]× V˜H[tn,T+K], set (Y·, Z·) = I[(y·, z·)]
and (Y ′· , Z
′
·) = I[(y
′
·, z
′
·)]. We denote their differences by
(yˆ·, zˆ·) = ((y· − y′·), (z· − z′·)), (Yˆ·, Zˆ·) = ((Y· − Y ′· ), (Z· − Z ′·)).
From the Itoˆ formula, for t ∈ [tn, T ], similarly as (3.4),
E
(
eβtYˆ 2t + β
∫ T
t
eβsYˆ 2s ds+
2
M
∫ T
t
eβss2H−1Zˆ2sds
)
≤2E
∫ T
t
eβsYˆs
[
f(s, ηs, ys, zs, ys+δ(s), zs+ζ(s))− f(s, ηs, y′s, z′s, y′s+δ(s), z′s+ζ(s))
]
ds.
Choose β > 1 and M > 2. Then from the assumption (H2) and the Schwarz inequality one has
E
(
eβt|Yˆt|2 +
∫ T
t
eβs|Yˆs|2ds+ 2
M
∫ T
t
eβss2H−1|Zˆs|2ds
)
≤2C
∫ T
t
eβsE
[|Yˆs|(|yˆs|+ |zˆs|)]ds+ 2C ∫ T
t
eβsE
[|Yˆs|(|yˆs+δ(s)|+ |zˆs+ζ(s)|)]ds (3.7)
≤2C
∫ T
t
(eβsE|Yˆs|2)
1
2
([
eβsE(|yˆs|+ |zˆs|)2
] 1
2 +
[
eβsE(|yˆs+δ(s)|+ |zˆs+ζ(s)|)2
] 1
2
)
ds. (3.8)
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Denote x(t) = (eβtE|Yˆt|2) 12 . Then from (3.8),
x(t)2 ≤ 2C
∫ T
t
x(s)
([
eβsE(|yˆs|+ |zˆs|)2
] 1
2 +
[
eβsE(|yˆs+δ(s)|+ |zˆs+ζ(s)|)2
] 1
2
)
ds.
Applying Lemma 20 in Maticiuc-Nie [14] to the above inequality, it follows that
x(t) ≤C
∫ T
t
([
eβsE(|yˆs|+ |zˆs|)2
] 1
2 +
[
eβsE(|yˆs+δ(s)|+ |zˆs+ζ(s)|)2
] 1
2
)
ds
≤
√
2C
∫ T
t
[
eβsE(|yˆs|2 + |zˆs|2)
] 1
2ds +
√
2C
∫ T
t
[
eβsE(|yˆs+δ(s)|2 + |zˆs+ζ(s)|2)
] 1
2 ds.
Therefore for t ∈ [tn, T ],
x(t)2 ≤ 4C2
(∫ T
t
[
eβsE(|yˆs|2 + |zˆs|2)
] 1
2ds
)2
+ 4C2
(∫ T
t
[
eβsE(|yˆs+δ(s)|2 + |zˆs+ζ(s)|2)
] 1
2 ds
)2
.
Now we compute∫ T
tn
x(s)2ds ≤4C2(T − tn)
(∫ T
tn
[
eβsE(|yˆs|2 + |zˆs|2)
] 1
2ds
)2
+ 4C2(T − tn)
(∫ T
tn
[
eβsE(|yˆs+δ(s)|2 + |zˆs+ζ(s)|2)
] 1
2 ds
)2
.
=:A1 +A2. (3.9)
For the term A2 in (3.9),(∫ T
tn
[
eβsE(|yˆs+δ(s)|2 + |zˆs+ζ(s)|2)
] 1
2 ds
)2
≤
(∫ T
tn
[
eβsE|yˆs+δ(s)|2
] 1
2 ds+
∫ T
tn
[
eβsE|zˆs+ζ(s)|2
] 1
2ds
)2
≤2
(∫ T
tn
[
eβsE|yˆs+δ(s)|2
] 1
2ds
)2
+ 2
(∫ T
tn
[ 1
s2H−1
· eβss2H−1E|zˆs+ζ(s)|2
] 1
2 ds
)2
≤2(T − tn)
∫ T
tn
eβsE|yˆs+δ(s)|2ds+
2(T 2−2H − t2−2Hn )
2− 2H
∫ T
tn
eβss2H−1E|zˆs+ζ(s)|2ds
≤[2(T − tn) + T 2−2H − t2−2Hn
1−H
]
E
∫ T
tn
[
eβ(s+δ(s))|yˆs+δ(s)|2 + eβ(s+ζ(s))(s + ζ(s))2H−1|zˆs+ζ(s)|2
]
ds
≤[2(T − tn) + T 2−2H − t2−2Hn
1−H
]
L · E
∫ T+K
tn
eβs
(|yˆs|2 + s2H−1|zˆs|2)ds. (3.10)
Similarly, for the term A1 in (3.9),(∫ T
tn
[
eβsE(|yˆs|2 + |zˆs|2)
] 1
2 ds
)2
≤[2(T − tn) + T 2−2H − t2−2Hn
1−H
]
E
∫ T
tn
eβs
(|yˆs|2 + s2H−1|zˆs|2)ds
≤[2(T − tn) + T 2−2H − t2−2Hn
1−H
]
E
∫ T+K
tn
eβs
(|yˆs|2 + s2H−1|zˆs|2)ds. (3.11)
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Combining (3.9-3.11), it follows that∫ T
tn
x(s)2ds ≤ (T − tn)G · E
∫ T+K
tn
eβs
(|yˆs|2 + s2H−1|zˆs|2)ds, (3.12)
where G = 4C2(L+ 1)
[
2(T − tn) + T 2−2H−t
2−2H
n
1−H
]
. And similarly,∫ T
tn
1
s2H−1
x(s)2ds ≤ GT
2−2H − t2−2Hn
2− 2H E
∫ T+K
tn
eβs
(|yˆs|2 + s2H−1|zˆs|2)ds. (3.13)
Now from (3.7),
E
(∫ T
tn
eβs|Yˆs|2ds+ 2
M
∫ T
tn
eβss2H−1|Zˆs|2ds
)
≤2CE
∫ T
tn
eβs
(
1
v
(1 +
1
s2H−1
)|Yˆs|2 + v|yˆs|2 + vs2H−1|zˆs|2
)
ds
+ 2CE
∫ T
tn
eβs
(
1
v
(
1 +
1
s2H−1
)|Yˆs|2 + v|yˆs+δ(s)|2 + vs2H−1|zˆs+ζ(s)|2)ds
≤4C
v
E
∫ T
tn
eβs(1 +
1
s2H−1
)|Yˆs|2ds+ 2CvE
∫ T
tn
eβs
(|yˆs|2 + s2H−1|zˆs|2)ds
+ 2CvE
∫ T
tn
eβs
(|yˆs+δ(s)|2 + s2H−1|zˆs+ζ(s)|2)ds
≤4C
v
E
∫ T
tn
eβs(1 +
1
s2H−1
)|Yˆs|2ds+ 2Cv(1 + L)E
∫ T+K
tn
eβs
(|yˆs|2 + s2H−1|zˆs|2)ds,
where v > 0. Using the inequalities (3.12) and (3.13), and note that M > 2, we obtain
E
(∫ T
tn
eβs|Yˆs|2ds+
∫ T
tn
eβss2H−1|Zˆs|2ds
)
≤ G˜E
∫ T+K
tn
eβs
(|yˆs|2 + s2H−1|zˆs|2)ds,
or
E
∫ T+K
tn
eβs
(|Yˆs|2 + s2H−1|Zˆs|2)ds ≤ G˜E ∫ T+K
tn
eβs
(|yˆs|2 + s2H−1|zˆs|2)ds,
where G˜ = 2CGM
v
(T − tn) + CGMv(1−H) (T 2−2H − t2−2Hn ) + CM(1 + L)v. Choosing v such that
CM(1 + L)v < 14 , and taking n large enough such that
2CGM
v
(T − tn) < 1
4
,
CGM
v(1 −H)(T
2−2H − t2−2Hn ) <
1
4
,
then
E
∫ T+K
tn
eβs
(|Yˆs|2 + s2H−1eβs|Zˆs|2)ds ≤ 3
4
E
∫ T+K
tn
eβs
(|yˆs|2 + s2H−1|zˆs|2)ds.
Hence I is a contraction on V˜[tn,T+K] × V˜H[tn,T+K]. Arguing as in the proof of Theorem 22 in
Maticiuc-Nie [14] we obtain that (3.1) has a unique solution on [tn, T ]. The next step is to
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solve (3.1) on [tn−1, tn]. In order to do this, one can show I is a contraction on V˜[tn−1,tn+K] ×
V˜H[tn−1,tn+K]. With the same arguments, repeating the above technique we obtain the anticipating
BSDE (3.1) admits a unique solution in V˜[0,T+K] × V˜H[0,T+K].
Now we prove the estimate (3.5). Again from the Itoˆ formula, similarly as (3.4),
E
(
eβt|Yt|2 + β
∫ T
t
eβs|Ys|2ds+ 2
M
∫ T
t
eβss2H−1|Zs|2ds
)
≤E
(
eβT |g(ηT )|2 + 2
∫ T
t
eβsYsf(s, ηs, Ys, Zs, Ys+δ(s), Zs+ζ(s))ds
)
. (3.14)
By Lipschitz continuity of f ,
2E
∫ T
t
eβsYsf(s, ηs, Ys, Zs, Ys+δ(s), Zs+ζ(s))ds
≤2E
∫ T
t
eβs|Ys|
[
C
(|Ys|+ |Zs|+ |Ys+δ(s)|+ |Zs+ζ(s)|)+ |f0(s, ηs)|]ds
≤E
∫ T
t
(
2C + C2 +
2C2M
s2H−1
+
2C2ML
s2H−1
+ 1
)
eβs|Ys|2ds+ 1
2M
E
∫ T
t
eβss2H−1|Zs|2ds
+ E
∫ T
t
eβs|Ys+δ(s)|2ds+
1
2ML
E
∫ T
t
eβss2H−1|Zs+ζ(s)|2ds + E
∫ T
t
eβs|f0(s, ηs)|2ds
≤E
∫ T
t
(
2C + C2 +
2C2M
s2H−1
+
2C2ML
s2H−1
+ 1 + L
)
eβs|Ys|2ds+ 1
M
E
∫ T
t
eβss2H−1|Zs|2ds
+ LE
∫ T+K
T
eβs|g(ηs)|2ds + 1
2M
E
∫ T+K
T
eβss2H−1|h(ηs)|2dt+ E
∫ T
t
eβs|f0(s, ηs)|2ds.
(3.15)
Combining (3.14) and (3.15),
E
(
eβt|Yt|2 + 1
M
∫ T
t
eβss2H−1|Zs|2ds
)
≤RΘ(t, T,K) + E
∫ T
t
(
2C + C2 + L+ 1 +
2C2M(L+ 1)
s2H−1
)
eβs|Ys|2ds. (3.16)
By Gronwall’s inequality,
eβtE|Yt|2 ≤ RΘ(t, T,K) exp
{
(2C + C2 + L+ 1)(T − t) + 2C2M(L+ 1)T
2−2H − t2−2H
2− 2H
}
.
And by (3.16) one also has
E
∫ T
t
eβss2H−1|Zs|2ds ≤ RΘ(t, T,K).
Hence the estimate (3.5) is obtained. This completes the proof.
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4 Comparison Theorem
In this section we study a comparison theorem for the anticipative BSDEs of the following form:
for i = 1, 2, {
−dY it = f i(t, ηt, Y it , Zit , Y it+δ(t))dt− ZitdBHt , t ∈ [0, T ];
Y it = g
i(ηt), t ∈ [T, T +K].
(4.1)
(H3) There exists a constant C ≥ 0, such that for all t ∈ [0, T ], x, y, y′, z ∈ R, θ·, θ′·, ζ· ∈
L2F (t, T +K;R), r ∈ [t, T +K], we have
|f(t, x, y, z, θr)− f(t, x, y′, z′, θ′r)|2 ≤ C
(|y − y′|2 + t2H−1|z − z′|2 + EFt [|ξr − ξ′r|2]).
Remark 4.1. It’s easy to see that (H3) is stronger then the Lipschitz condition in (H2), so
under (H1) and (H3), Eq. (4.1) admits a unique solution (Y i· , Z
i
· ) ∈ V˜[0,T+K] × V˜H[0,T ]. We
use (H3) to replace (H2) here for the reason that (H3) is more convenient for the proof of the
following result.
Theorem 4.2. Let δ and ζ satisfy (i)-(ii). For i = 1, 2, suppose gi satisfies (H1), and f i and
f iy satisfy (H3). Let f = f(t, x, y, z, θ·) such that f and f y satisfy (H3), and for all (t, x, y, z) ∈
[0, T ] × R3, f(t, x, y, z, ·) is increasing, i.e., f(t, x, y, z, θr) ≤ f(t, x, y, z, θ′r), if θr ≤ θ′r, θr, θ′r ∈
L2F (t, T +K;R), r ∈ [t, T +K]. Moreover, for all (t, x, y, z) ∈ [0, T ]×R3, θr ∈ L2F (t, T +K;R),
f1(t, x, y, z, θr) ≤ f(t, x, y, z, θr) ≤ f2(t, x, y, z, θr).
Then, if g1(x) ≤ g2(x), x ∈ R, we have
Y 1t ≤ Y 2t , a.e., a.s.
Proof. Let g satisfies (H1) and
g1(x) ≤ g(x) ≤ g2(x), x ∈ R.
Let (Y ·, Z ·) ∈ V˜[0,T+K] × V˜H[0,T ] be the unique solution of the following anticipative BSDE:{
Y t = g(ηT ) +
∫ T
t
f(s, ηs, Y s, Zs, Y s+δ(s))ds−
∫ T
t
ZsdB
H
s , t ∈ [0, T ];
Y t = g(ηt), t ∈ [T, T +K].
(4.2)
First we compare Y t and Y
2
t . Set Y˜0(·) = Y 2(·) and consider the following BSDE:{
Y˜1(t) = g(ηT ) +
∫ T
t
f(s, ηs, Y˜1(s), Z˜1(s), Y˜0(s+ δ(s)))ds −
∫ T
t
Z˜1(s)dB
H
s , t ∈ [0, T ];
Y˜1(t) = g(ηt), t ∈ [T, T +K].
We see the above equation has a unique solution and denote it by (Y˜1(·), Z˜1(·)). Due to{
f(s, x, y, z, Y˜0(s+ δ(s))) ≤ f2(s, x, y, z, Y˜0(s+ δ(s))), (s, x, y, z) ∈ [0, T ] ×R3;
g(x) ≤ g2(x), x ∈ R,
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from Theorem 4.1 in Hu-Ocone-Song [11], it follows that
Y˜1(t) ≤ Y˜0(t) = Y 2(t), a.e., a.s.
Next, we consider the following BSDE:{
Y˜2(t) = g(ηT ) +
∫ T
t
f(s, ηs, Y˜2(s), Z˜2(s), Y˜1(s+ δ(s)))ds −
∫ T
t
Z˜2(s)dB
H
s , t ∈ [0, T ];
Y˜2(t) = g(ηt), t ∈ [T, T +K],
and let (Y˜2(·), Z˜2(·)) ∈ V˜[0,T+K]×V˜H[0,T ] be the unique solution of the above equation. Now, since
f(s, x, y, z, ·) is increasing, then for all (s, x, y, z) ∈ [0, T ] ×R3,
f(s, x, y, z, Y˜1(s+ δ(s))) ≤ f(s, x, y, z, Y˜0(s+ δ(s))).
Hence, similar to the above,
Y˜2(t) ≤ Y˜1(t), a.e., a.s.
By induction, we can construct a sequence {(Y˜n(·), Z˜n(·))}n≥1 ⊆ V˜[0,T+K] × V˜H[0,T ] such that{
Y˜n(t) = g(ηT ) +
∫ T
t
f(s, ηs, Y˜n(s), Z˜n(s), Y˜n−1(s + δ(s)))ds −
∫ T
t
Z˜n(s)dB
H
s , t ∈ [0, T ];
Y˜n(t) = g(ηt), t ∈ [T, T +K].
Similarly, we obtain
Y 2(t) = Y˜0(t) ≥ Y˜1(t) ≥ Y˜2(t) ≥ · · · ≥ Y˜n(t) ≥ · · · , a.e., a.s.
Next, we will show {(Y˜n(·), Z˜n(·))}n≥1 is a Cauchy sequence. Set Yˆn(t) = Y˜n(t) − Y˜n−1(t), and
Zˆn(t) = Z˜n(t)− Z˜n−1(t), n ≥ 4. Then by the estimate (3.3) and (H3),
E
(
β
2
∫ T
0
eβs|Yˆn(s)|2ds+ 2
M
∫ T
0
s2H−1eβs|Zˆn(s)|2ds
)
≤ 2
β
E
(∫ T
0
eβs|f(s, ηs, Y˜n(s), Z˜n(s), Y˜n−1(s+ δ(s)))
− f(s, ηs, Y˜n−1(s), Z˜n−1(s), Y˜n−2(s+ δ(s)))|2ds
)
≤2C
β
E
∫ T
0
eβs
(|Yˆn(s)|2 + s2H−1|Zˆn(s)|2)ds+ 2CL
β
E
∫ T
0
eβs|Yˆn−1(s)|2ds
≤2C(L+ 1)
β
E
∫ T
0
eβs
(|Yˆn(s)|2 + s2H−1|Zˆn(s)|2 + |Yˆn−1(s)|2)ds.
Let β = 8CM(L+ 1) + 4
M
, then
E
∫ T
0
eβs
(|Yˆn(s)|2 + s2H−1|Zˆn(s)|2)ds ≤ 1
4
E
∫ T
0
eβs
(|Yˆn(s)|2 + s2H−1|Zˆn(s)|2 + |Yˆn−1(s)|2)ds.
Hence
E
∫ T
0
eβs
(|Yˆn(s)|2 + s2H−1|Zˆn(s)|2)ds ≤1
3
E
∫ T
0
eβs|Yˆn−1(s)|2ds
≤1
3
E
∫ T
0
eβs
(|Yˆn−1(s)|2 + s2H−1|Zˆn−1(s)|2)ds.
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So
E
∫ T
0
eβs(|Yˆn(s)|2 + s2H−1|Zˆn(s)|2)ds ≤ (1
3
)n−4E
∫ T
0
eβs(|Yˆ4(s)|2 + s2H−1|Zˆ4(s)|2)ds.
It follows that (Yˆn(·))n≥4 and (Zˆn(·))n≥4 are respectively Cauchy sequences in V˜[0,T+K] and
V˜H[0,T ]. Denote their limits by Y˜· and Z˜·, respectively. Now from Theorem 3.2, it follows that
Y˜ (t) = Y (t), a.e., a.s.
Hence
Y (t) ≤ Y 2(t), a.e., a.s.
Similarly, we can prove that
Y 1(t) ≤ Y (t), a.e., a.s.
Therefore, the desired result is obtained.
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