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ABSTRACT 
Model-Based Clustering for Multivariate 
Time Series of Counts 
by 
Sarah Julia Thomas 
This dissertation develops a modeling framework for univariate and multivariate 
zero-inflated time series of counts and applies the models in a clustering scheme to 
identify groups of count series with similar behavior. The basic modeling framework 
used is observation-driven Poisson regression with generalized linear model (GLM) 
structure. The zero-inflated Poisson (ZIP) model is employed to characterize the 
possibility of extra observed zeros relative to the Poisson, a common feature of count 
data. These two methods are combined to characterize time series of counts where 
the counts and the probability of extra zeros may depend on past data observations 
and on exogenous covariates. 
A key contribution of this work is a novel modeling paradigm for multivariate 
zero-inflated counts. The three related models considered are the jointly-inflated, 
the marginally-inflated, and the doubly-inflated multivariate Poisson. The doubly-
inflated model encompasses both marginal-inflation, which allows for additional zeros 
at each time epoch for each individual count series, and joint-inflation, which allows 
for zero-inflation across all multivariate series. These models improve upon previously 
proposed models, which are either too rigid or too simplistic to be applicable in 
a wide variety of applications. To estimate the model parameters, a new Monte 
Carlo Estimation Maximization (MCEM) algorithm is developed. The Monte Carlo 
sampling eliminates complex recursion formulas needed for calculating the probability 
function of the multivariate Poisson. The algorithm is easily adapted for different 
multivariate zero-inflation schemes. 
The new models, new estimation methods, and applications in clustering are 
demonstrated on simulated and real datasets. For an application in finance, the 
number of trades and the number of price changes for bonds are modeled as a bivari-
ate doubly zero-inflated Poisson time series, where observations of zero trades or zero 
price changes represent the liquidity risk for that bond. In an environmental science 
application, the new models are used in a model-based clustering scheme to study 
counts of high pollution events at air quality monitoring stations around Houston, 
Texas. Clustering reveals regions of the air monitoring network which behave simi-
larly in terms of time dependence and response to covariates representing atmospheric 
conditions and physical sources of air pollution. 
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Chapter 1 
Introduction 
This dissertation presents analysis of univariate and multivariate zero-modified 
time series of counts. Time series of counts present unique challenges for statistical 
modeling. Their discrete nature as well as other features must be taken into account, 
and standard methods for continuous data cannot be used. In this work, I focus on 
two important considerations for building a model for count data: the time series 
nature of the data and the possibility of a distortion in the the number of observed 
zeros in the data. In this chapter, I first review some examples intended to motivate 
the study of univariate and multivariate count data. Then, I give a brief overview 
of the methods and applications for zero-modified time series of counts which are 
presented in this thesis. Key contributions of this dissertation include the synthesis of 
methods for time series of counts and zero-modified counts, a new modeling paradigm 
for multivariate zero-inflated time series of counts, new model estimation techniques 
based on the Monte Carlo EM algorithm, and an application of the new models to 
clustering time series of counts. 
1.1 Motivation 
Count data, including zero-modified counts and time series of counts, arise naturally 
in a wide variety of interesting applications. Historically, the literature on count data 
has focused mainly on econometrics, epidemiology, ecology, and quality control appli-
cations. Many economic data are counts; researchers have studied counts of patents 
(Wang et al., 1998), employment changes (Jung and Winkelmann, 1993; Winkelmann 
and Zimmermann, 1995), credit defaults (Karlis and Rahmouni, 2007), and tourist 
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visits (Kedem and Fokianos, 2002; Berkhout and Plug, 2004). Outcomes of inter-
est in epidemiology are often counts; hospital admissions (Davis et al., 1999; Wang 
et al., 2002), disease cases (Zeger, 1988; Held et al., 2006), or deaths (Campbell, 
1994; Kelsall et al., 1999) are all discrete count outcomes. Many studies of biological 
species abundance data utilize count models; see Welsh et al. (1996); Ridout et al. 
(1998); Dobbie and Welsh (2001); Potts and Elith (2006) or Ver Hoef and Jansen 
(2007) for example. Many of the count data from these applications have some nat-
ural dependence on time. Studies of count data in quality control applications have 
led to important methodological developments in count modeling, in particular the 
development of models for zero-modified data (Lambert, 1992; Li et al., 1999). 
More recently, models for count data have become popular in other fields such as 
marketing, finance, public health, and others. Again, many real data exhibit natural 
time dependence, perturbation of zero counts, or both. Examples include traditional 
consumer purchase data (Boatwright et al., 2003; Brijs et al., 2004; Wang et al., 2007), 
e-commerce data (Borle et al., 2006), stock trade volume (Fokianos et al., 2009), stock 
price changes (Czado and Kolbe, 2007), traffic accidents (Brijs et al., 2006; Ma et al., 
2008), occupational injuries (Yau et al., 2004; Lee et al., 2005), crimes (Femoye and 
Singh, 2006; Karlis and Meligkotsidou, 2007), and even sports scores (Karlis and 
Ntzoufras, 2003). Cameron and Trivedi (1998, Ch. 1) complied a list of interesting 
examples of count data to motivate the study of regression models for counts; one 
very curious example is the number of publications by doctoral students! 
In many of these examples, one can see the need to model several related count 
variables simultaneously; consider abundance of several species in an ecosystem, trade 
volume for a portfolio of stocks, consumers' purchases of a basket of products (Wang 
et a l , 2007), several types of manufacturing defects (Li et al., 1999), or the score 
between two competing sports teams (Karlis and Ntzoufras, 2003). Furthermore, it is 
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often useful to identify clusters of multivariate count time series which exhibit similar 
behavior. In marketing, a company may want to analyze its customers' behaviors 
based on their activity on the company's website. Time series of website hits for each 
of the customers can be modeled and then clustered into subgroups of customers which 
exhibit similar patterns of website activity. This information can be used to answer 
such questions as, which clients are likely to need more customer support, or which 
clients will buy the product after visiting the product website. The company can use 
this information to plan resource allocation or devise specific marketing strategies to 
target subgroups out of the total pool of customers. 
1.2 Modeling Count Series 
1.2.1 Univariate Counts 
There are two basic choices for constructing models for time series of counts (TSC): 
the parameter-driven and the observation-driven framework (Cox, 1981). In the 
parameter-driven framework, latent variables or random effects introduce autocorre-
lation properties into the data; see Zeger (1988); Chan and Ledolter (1995), or Davis 
et al. (1999, 2000) for work on the parameter-driven Poisson regression model. The 
alternative observation-driven framework allows for the count response to be regressed 
directly on functions of past values of the observed data. Many observation-driven 
models fall under the general category of GLARMA models, indicating that the mod-
els combine traditional time series concepts of autoregression and moving average in 
a general linear model framework; see for example Shephard (1995) and Davis et al. 
(2003, 2005). In this thesis, I follow a simple strategy for observation-driven Poisson 
models presented by Kedem and Fokianos (2002) and Fokianos and Kedem (2004). 
The models focus on modeling autoregressive features of Poisson counts by including 
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past values of the count observations as covariates along with exogenous covariates. I 
prefer the observation-driven approach for ease of implementation with existing sta-
tistical software and straightforward interpretation of the autoregressive parameters 
of the model. 
Count data may sometimes have more or less than the expected number of zeros, 
compared to the underlying distributional assumption. Zero-inflation is much more 
common in real data examples than zero-deflation, so in this work, I focus on the 
case of extra observed zeros. The concept of zero-inflated counts is well established 
in the univariate context, and the zero-inflated Poisson (ZIP) or other zero-inflated 
count distributions are easily constructed in a mixture model framework (Lambert, 
1992). This reflects an assumption that the population from which the observed 
counts are sampled is actually a mixture of two subpopulations (Van den Broek, 
1995). In one subpopulation, the count variables follow a standard Poisson, but in 
the other subpopulation only zero counts are observed. For example, the members 
of a population may or may not be at risk for a certain disease. If an individual is 
not inherently at risk, then his incidence of disease will be zero; however, when an 
individual is at risk, then his incidence of disease may follow a Poisson count, which 
includes the possibility that he never develops the disease. ZIP models can be useful 
in many applications because they can account for some overdispersion in observed 
data relative to the Poisson (Bohning, 1998). 
In the the first part of this thesis, I focus on the case of univariate count series. 
Detailed background information on the models for TSC and zero-inflated counts is 
given in Chapter 2. Building on this body of literature, I propose a combination of the 
observation-driven and zero-inflated models, which I call the ODZIP. The acronym 
stands for observation-driven zero-inflated Poisson, with the "OD" listed first to imply 
that both the zero-inflation probability and the Poisson process can be dependent on 
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past observations of the count response. In Chapter 3 I present details of the proposed 
ODZIP model and show how to use existing methodology for estimating the models. 
1.2.2 Multivariate Counts 
In the second part of this thesis, I present analysis of multivariate zero-inflated TSC; 
the extension from the univariate Poisson models to the multivariate case is chal-
lenging for several reasons. First, there are several possible parameterizations for the 
multivariate Poisson (MP) distribution which are based on the covariance structure 
between the multivariate dependent counts. In general, a representation which is 
useful for MP regression can be constructed via the multivariate reduction method 
involving independent univariate Poisson variables (Johnson et al., 1997). The MP 
model estimation can then be posed as problem involving observed data (the mul-
tivarite counts) and unobserved data (the independent univariate counts) which can 
then be solved with the EM (expectation-maximization) algorithm (McLachlan and 
Krishnan, 1996; Karlis, 2003). However, the E-step of the algorithm requires calcula-
tion of the MP probability mass function, which in turn requires the use of complex 
recursion formulas (Tsiamyrtzis and Karlis, 2004; Karlis and Meligkotsidou, 2005). 
See Chapter 5 for details on the specification of the MP distribution and various 
estimation methods, including the EM algorithm. 
My first contribution to the study of MP regression models is the application 
of a Monte Carlo version of the EM algorithm to estimate the models. The condi-
tional distribution of the unobserved part of the data given the observed multivariate 
counts can be programed in standard statistical software and instead of calculating 
the expectation directly, MC samples can be drawn from this distribution and aver-
aged. In Chapter 6, I present the new MCEM algorithm and test its performance on 
multivariate count data which has an observation-driven structure. 
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Another key contribution of this dissertation work is a new modeling paradigm 
for multivariate zero-inflated counts. Several versions of the multivariate zero-inflated 
Poisson (MZIP) model have been proposed in the previous literature (Li et al., 1999; 
Walhin, 2001). However, I believe these models to be either too rigid or too simplistic 
to be applicable in a wide variety of of applications; see Chapter 5 for a survey of the 
literature. In response, I develop a new paradigm which encompasses three related 
models. Versions of the model I call the jointly-inflated MP were previously proposed 
by Wang et al. (2003); Lee et al. (2005) and Karlis and Ntzoufras (2003, 2005). The 
model allows for extra zeros to occur jointly across all multivariate count series. I 
propose another MZIP model, which I call the marginally-inflated MP; this model 
allows for additional zeros at each time epoch for each individual count series of 
the MP to occur independently. Finally, I propose the doubly-inflated MP model, 
which includes both joint and marginal zero-inflation. In Chapter 6 I give details of 
the proposed models, show how to modify the MCEM algorithm discussed above to 
estimate all of the new MZIP models, and assess the performance of the algorithms 
by using simulated data. 
1.3 Applications of Count Series Modeling 
As discussed above, part of the appeal of this research is the wide range of applications 
in which count models can be employed. Building on the methodological contributions 
highlighted in the previous section, I also demonstrate the methods with several 
applications of count models. An application in finance is presented in Chapter 7, 
where the number of trades and the number of price changes for corporate bonds 
are modeled as a bivariate doubly zero-inflated Poisson time series. This example 
illustrates the flexibility of the new doubly zero-inflated MP model and the value of 
being able to identify different processes of zero-inflation. The extra zeros in this 
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example have an interesting interpretation in the context of financial data modeling; 
that is, observations of zero trades or zero price changes represent the liquidity risk 
for a bond. 
I also apply the new MZIP models to clustering applications. Clustering is a 
general term for segmenting objects, usually represented by some measurement or 
data, into groups which contain the objects that are most similar to each other and 
less similar to other objects. Clustering methods require a distance measure and a 
method for assigning groups. I can cluster multivariate TSC by using a distance 
metric based on the likelihood of the new MZIP models in a standard clustering 
algorithm. Background on model-based clustering and details of my proposed method 
are presented in Chapter 3. A novel idea of my clustering procedure is to include a 
test for zero-inflation within the algorithm. 
The new model-based clustering scheme is used in an environmental science appli-
cation to study counts of hazardous levels of ambient concentrations of certain volatile 
organic compounds at air quality monitoring stations around Houston, Texas. Clus-
tering reveals regions of the air monitoring network which behave similarly in terms of 
time dependence and response to covariates which represent atmospheric conditions 
and physical sources of air pollution. In the context of this case study, the zero counts 
modeled by zero-inflation are desired because they represent observations of ambient 
air pollution which was below the health risk threshold. The case study is considered 
in the univariate context in Chapter 4. 
1.4 Organization 
The rest of this dissertation is organized as follows: in Chapter 2, I review the back-
ground literature on modeling univariate time series of counts and zero-modified 
counts. In Chapter 3, I propose a new synthesis of models for zero-inflated time 
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series of counts, the observation-driven zero-inflated Poisson. Chapter 3 also out-
lines a method for using the new model for model-based clustering of univariate 
zero-modified time series of counts. The methodology is applied to an environmental 
science case study in Chapter 4; the data in this case are counts of severe pollution 
levels in the Houston, Texas region. 
Then, in the second part of the thesis, I extend the new methods to the mul-
tivariate case. In Chapter 5, I review the literature on multivariate count models, 
including the two issues of time dependence and zero-modification. Chapter 5 also 
includes reviews of clustering methods for multivariate count data. In Chapter 6, 
I propose a new foundation for models for multivariate zero-modified time series of 
counts and develop new methods for estimating these models based on the Monte 
Carlo EM algorithm. The new models are applied to a case study of corporate bond 
trading in Chapter 7. Then in Chapter 8, I propose a new model-based method for 
clustering multivariate count series based on the models developed in previous chap-
ters and present results of testing the algorithm on simulated datasets. Finally, in 
Chapter 9 I offer conclusions and directions for future research. 
Chapter 2 
Univariate Counts: Background 
This chapter presents a survey of the relevant literature concerning modeling uni-
variate zero-modified time series of counts (TSC). I begin with models for time series 
of counts, focusing on Poisson regression models, and then discuss zero-modification. 
2.1 Modeling Time Series of Counts 
Discrete time series data present unique challenges for modeling and inference. Al-
though there have been more research efforts directed towards studying integer time 
series in recent years, the body of work is still less developed than that for continuous 
time series. In this section, I provide a brief overview of available models for discrete 
time series before focusing on the Poisson regression models for TSC, which is the 
model I will use for model-based clustering. 
With proper distributional assumptions (e.g. Poisson or negative binomial), state-
space models and hidden Markov models (HMM) can be used to model TSC. For 
more information on HMM see MacDonald and Zucchini (1997). Building on the 
autoregressive moving average (ARMA) models which are well established for contin-
uous time series data (e.g. Brockwell and Davis, 2006), we have the discrete ARMA 
(DARMA) and the integer-valued ARMA (INARMA). The DARMA was one of the 
first attempts at discrete time series models, and while it has nice properties mimick-
ing the autocorrelation structure of the standard ARMA, the model does not fit real 
count data very well. Along the same lines, the INARMA models attempt to capture 
an ARMA structure in discrete data, but the specification of the model is slightly 
different. One advantage of the INARMA over the DARMA is that work has been 
10 
done to extend the model to include exogenous covariates. For an overview of integer 
and other non-Gaussian ARMA models for count series, see Cameron and Trivedi 
(1998, Ch. 7) and references therein; papers by Fokianos (2002); Heinen (2003) and 
Jung et al. (2006) also contain useful references and historical perspectives on the 
body of literature for count time series. I now focus on Poisson regression models. 
2.1.1 Parameter-Driven Poisson Regression 
According to Cox (1981), models for TSC can be classified as either "parameter-
driven," where a latent variable process introduces the serial dependence in the model, 
or "observation-driven," where models depend explicitly on past values of the count 
response variable. In this section and the next, I review these two options for the 
Poisson distribution, a classic model for non-negative discrete data (Johnson et al., 
2005). Recall that the Poisson distribution is characterized by a single parameter, 
/J, > 0. Let Ybe a random variable following a Poisson distribution; this is denoted 
by Y ~ Poi(/x). The probability mass function for the Poisson is given by 
P(Y = y) = ^f-,y = 0,l,2,... (2.1) 
y]-
The Poisson has the property that its mean and variance are both equal to /J,. In the 
case of time series, we index the variable and parameter by t. 
Zeger (1988) describes a parameter-driven Poisson model by defining the first two 
moments of the count response. For Yt, a series of independent counts, the mean and 
variance, conditional on a weakly stationary process, et, are given by 
ut = E(Yt | et) = exp{X't/3)et, wt = vnr(Yt | et) = ut, (2.2) 
where Xt is a matrix of exogenous covariates and (3 is the corresponding coefficient 
vector. Then, assuming that the unobserved process, et, has E(et) = 1 and that 
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cov(et,et+T) = °'2Pe(r), the unconditional mean, fj,t, is then dependent only on X'tf3 
and not on moments of et. The marginal moments of yt are then given by 
Ht = E(Yt) = exp(X't/3), ut = var(Ft) = fit + a2tf, (2.3) 
PY(T) = cor(ytl Yt+T) = ^ -j, (2.4) 
[(l + ( ^ ) - 1 ) ( l + (^ t + r )^) ] 1 / 2 
The latent process, et, serves to introduce both overdispersion and autocorrelation 
into the estimate for Yt. Equation (2.4), implies that the autocorrelation in Yt is no 
greater than the autocorrelation in et. Zeger (1988) demonstrates how to estimate /? 
by a quasilikelihood approach and applies the method to a case study in epidemiology, 
monthly cases of poliomyelitis in the US from 1970-1983. A number of authors have 
since used the polio dataset as a benchmark for comparing TSC models; see Nelson 
and Leroux (2006) for a review. 
Chan and Ledolter (1995) give a slightly different parameterization of the latent 
process model. For Yt ~ Poi(/xt), the mean parameter is given by 
fit = exp(at + X'tP), (2.5) 
where at is a latent stationary Gaussian process with mean /ia , variance a^, and Xt 
are covariates. The autocovariance of at is 7«(r) = E [(at — fJ,a)(dtT — A*a)]- Chan 
and Ledolter (1995) then use an MCEM algorithm to obtain maximum likelihood 
estimators for the Polio incidence data analyzed in Zeger (1988) and show similar 
results to those obtained with the quasilikelihood approach. 
Under this parameterization, Davis et al. (2000) point out that the Chan and 
Ledolter (1995) model is a special case of the Zeger (1988) model where the latent 
process et, or at, is distributed as lognormal. Then Yt has autocorrelation 
C 7 O ( T ) _ 1 
PvW = , , - i - K e - g - l ) ' (2"6) 
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where /J = exp(/3), r > 0, and a\ is the variance and 7 a(r) is the autocovariance 
function of the latent process at. Furthermore, Davis et al. (2000) show that, 
0 < Py(r) < - ^ - <-^T= Pair), (2.7) 
The authors emphasize the important need for methods to detect significant auto-
correlation in the latent process, because, as is shoen in the above equation, the the 
actual manifestation of that autocorrelation may be masked in the observations of Yt. 
2.1.2 Observation-Driven Poisson Regression 
As an alternative to the the parameter-driven Poisson, an observation-driven Poisson 
regression model has been developed for modeling time series of counts in the general 
linear model (GLM) (McCullagh and Nelder, 1989) framework (e.g. Davis et al., 2003; 
Fokianos and Kedem, 2004). The basic idea is to model the transformed response 
variable {Yt,t = l,...,iV} as a linear function of the covariates {Xt,t = 1,...N}, 
and in the case of time series, past values of the response are included as covariates. 
A time series following a GLM is defined via the following systematic and random 
components. For further details see Kedem and Fokianos (2002) or Fokianos and 
Kedem (2004). 
1. Random component 
The distribution of {Yt \ Yt-\, •••}, i.e. the response conditioned on the past, 
belongs to the exponential family of distributions. 
f(yt; Bu cf> | 7 i - i ) = exp j ^ ' ^ + <Vt, 0 )} , (2-8) 
where 9t is the parameter of the distribution and 0 is a dispersion parameter. 
In the case of Poisson data, we have: at(4>) = 1; 0t = log(/j,t)] b(6) = /j,t] 
c{yu4>) = - logy!. 
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2. Systematic component 
The mean of Yt, denoted as /xt, is modeled by a monotone link function g(-) 
such that 
gfa) = Z '^ /3 , (2.9) 
where 7lt_x is the set of covariates for the process Yt, and (3 is the vector of 
coefficients. The specific form of g(-) depends on the distributional assumption 
for Yt. In the Poisson case, we have g(m) = log (//*). 
A straightforward way to include serial dependence in the model is to let Zj_x include 
past observations of the response, as well as covariates. For example, 
Z ( - 1 = (Xt, Xt-i,...,Xt-m,Yt-i,... ,Yt-n) , (2-10) 
I have chosen to focus on this type of observation-driven model for its ease of use 
and simple interpretation in real applications, and I will develop the model further 
in the next chapter. While mathematically elegant, the parameter-driven Poisson 
model can be difficult to estimate and evaluate. This point was championed earlier 
by Campbell (1994), who used a GLM to model cases of SIDS (sudden infant death 
syndrome) in England. Campbell (1994) first applied a parameter-driven model of 
the type described by Zeger (1988), but thought the latent effects were confounding 
the effects of covariates; thus he used an AR(7) model to first filter the data and then 
regressed the SIDS cases on covariates such as temperature and day of week. For 
reference, a detailed review of the parameter-driven and observation-driven Poisson 
regression models is available in Davis et al. (1999). 
2.1.3 Partial Likelihood 
This section describes how to calculate the partial likelihood of the observation-driven 
Poisson model introduced in the previous section. Consider the case where we have 
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a time series {Yt,t = 1,...,N}, and a time-dependent covariate, {Xt,t = 1,...,N}. 
By rules of conditional probability, the joint density of {(Xt,Yt),t = 1, ...N}, can be 
written as 
fo{xi,yi,...,xN,yN) = fe{xi) 
N 
\\fo{xt I dt) 
i = 2 
N 
Y[fe(yt | ct) 
.t=i 
(2.11) 
where dt = {yi,xi,...,yt-\,xt-{) and Q = {yi,x1, ...,yt-i,xt-i,xt). Sometimes it is 
not practical to work with the full joint likelihood, or it may simply be unknown. 
The last part of the product on the right hand side of equation (2.11) can be used 
separately for inference, and this is the essence of the partial likelihood as described 
by Cox (1975). 
Let J-t, t = 0,1, . . . be an increasing sequence of conditioning histories. The density 
of Yt is denoted by ft(yt', #), where 6 is a fixed parameter. The partial likelihood for 
6 given Tt and the data {yi, ...j/Af} is then 
N 
Pmyu...yN) = l[Myt;e). (2.12) 
One advantage of the partial likelihood is that it can be obtained directly from using 
the glm function in R (R Development Core Team, 2009); however, the results should 
be interpreted conditionally. For further explanation of the partial likelihood in the 
Poisson regression setting see Kedem and Fokianos (2002). Fokianos (2002) used 
a similar partial likelihood technique with a truncated Poisson regression. Further 
theoretical development of partial likelihood can be found in Slud (1982) or Wong 
(1986). An example of partial likelihood for logistic regression is given in Slud and 
Kedem (1994). 
2.1.4 Other Observation-Driven Models 
Finally, to end the discussion on time series, I briefly review a few models related to 
the observation-driven model introduced by Fokianos and Kedem (2004). By writing 
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equation (2.10) as 
Z;_! = (Xt, H^Yt-J,..., Hp(Yt-p), ZM/i t - i ) , . . . , Dq(fM-q))', (2.13) 
so that 
p p 
Z't_x(3 = <yXt + Y^<*iHAYt-i) + £>A(>t - i ) , (2.14) 
i= l i= l 
where //»(•) and A( - ) are known functions and (3 = (7, a i , . . . , ap, $i,..., 6g), we 
have a version of the generalized linear autoregressive moving average (GLARMA) 
(Davis et al., 2003, 2005) or the generalized autoregressive moving average (GARMA) 
(Shephard, 1995; Benjamin et al., 2003). See Davis et al. (2003, 2005) for details of 
conditional likelihood estimation, and an application to epidemiology. 
GLARMA models are similar to earlier work by Li (1994), who considered Pois-
son analogs to the AR and MA time series models. These and other versions of 
the observation-driven models are also called "Markov" or "feedback" models in the 
earlier literature because of conditional dependence on past observations (Zeger and 
Qaqish, 1988; Zeger and Liang, 1991). GLARMA models do not necessarily have 
to be Poisson, see Benjamin et al. (2003) for a negative binomial version. Another 
version of the GLM for non-Gaussian time series is the transitional regression model 
(TRM) or transitional GLM, proposed by Brumback et al. (2000). The authors use 
the term "transitional" where others have used "conditional" to refer to the transition 
probabilities of Markov models. A TRM specifies only the first and second moments 
conditional on past outcomes, as opposed to parameterizing the entire distribution; 
see Brumback et al. (2000) for details. 
Another observation driven model for TSC is the autoregressive conditional Pois-
son (ACP) model (Heinen, 2003). The model has an autoregressive mean, 
p Q 
E{Yt I Ft^) =fit = u + Y^ ajVt-j + J2 Piyt-i' (2-15) 
3=1 j = i 
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for parameters u, ctj, (3j > 0; see Heinen (2003) for full details. The difference between 
the ACP and the GLARMA is the ACP has a linear link function instead of the a 
log link function for the Poisson GLARMA. The ACP model is actually similar to 
the generalized autoregressive conditional heteroskedasticity (GARCH) (Bollerslev, 
1986) model due to the equidispersion property of the Poisson distribution. For recent 
work on integer-valued GARCH models and the relationship to Poisson regression, 
see Ferland et al. (2006) or Fokianos and Freid (2009). 
In a recent paper, Jung et al. (2006) compare the benchmark parameter-driven 
Poisson proposed by Zeger (1988) to an ACP model and a GLARMA by using the 
three approaches on the Sydney asthma data set (Davis et al., 1999). The authors 
conclude that all three models provide a reasonable fit to the data and differences 
between them are small. Sutradhar (2008) used the polio data (Zeger, 1988) to 
compare some TSC models, including some Bayesian models. The author focuses on 
forecasting and reports similar results, regardless of the model used. 
Finally, there have also been some attempts to combine features of both observa-
tion and parameter-driven models. Held et al. (2006) uses two components to model 
an epidemiological process. A latent variable captures the "endemic" process in dis-
ease modeling, while lags of the count response are included as a covariate to represent 
"epidemic" features of the model. This is a clever model for a specific application 
where parameter-driven and observation-driven components have specific interpreta-
tions and may be of interest in other applications, but I will not consider models 
of this type. For the remainder of this thesis, I focus on observation-driven Poisson 
models in the GLM framework. I the following section, I discuss another feature of 
count data, zero-modification. 
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2.2 Zero-Modified Models 
Data consisting of Poisson counts may sometimes have more or less than the expected 
number of zeros, leading to either zero-inflation or zero-deflation. This can occur 
when the population from which the count variable derives is actually made up of 
two subpopulations (Lambert, 1992; Van den Broek, 1995). In one subpopulation, 
the count variables follows a standard Poisson, but in the other subpopulation only 
zero counts are observed. Zero-modification can also result from errors in the data. 
Under or over-reporting of counts is possible even if the original variable follows a 
Poisson distribution; see Cameron and Trivedi (1998, Ch. 10) for an example. In 
other words, there are both structural and sampling zeros in the data (Ridout et al., 
1998). In this section I review various models for zero-modified Poisson data. 
2.2.1 Zero-Inflated Poisson 
Zero-modification most often occurs as a zero-inflation, or extra zeros. The data 
may actually be from a mixture of a Poisson distribution and a point mass at zero. A 
classic example is defects in manufacturing; in a perfect state there are no defects, but 
in the imperfect state, defects are distributed as Poisson (Lambert, 1992). In this case 
is is possible to use a zero-inflated model for regression; here I will focus on the zero-
inflated Poisson (ZIP). According to Lambert (1992), the response, Y = (Y\, ...,YT)' 
is independent with, 
Yt ~ 0 wp pt 
(2.16) 
~ Poi(^4) wp 1 - pt, 
where "wp" stands for "with probability." The probability mass function is given by, 
P(Yt = 0)=pt + (l-pt)e-^ 
(2.17) 
P(Yt = k) = (1 - Pt)e-^rf/k\, k = 1,2,... 
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The parameters ix = (/xi,..., fir)' and p = (pi,... ,pr)' satisfy 
log(/i) = X'/3 
(2.18) 
logit(p) = l o g ^ ) = G ' 7 
for covariates X and G and corresponding coefficients /5 and 7. The covariates used 
to model the Poisson process, X, can be the same, partially coincide, or be completely 
different from the covariates used to model the probability of zero-inflation, G. 
The case where X = G and 11 and p are not functionally related leads to the 
estimation of twice as many parameters as the standard Poisson regression. This 
difficulty can be reduced by using a different parameterization denoted by ZIP(r): 
log(/x) = X/3 
(2.19) 
logit(p) = - r X / 3 , 
where r is a shape parameter. However, the ZIP(r) may impose too much rigidity for 
actual applications, leading to confusion in interpretation of the regression parame-
ters. In fact, Lambert (1992) shows that the fit of the general ZIP model is better 
than that of the ZIP(r) model for a case study of defects on circuit boards. 
When ix and p are not related, (3 and 7 can be estimated separately by maximum 
likelihood. Lambert (1992) proposes an EM algorithm with two M-steps: one for (3 
and one for 7. Note the EM algorithm is not useful for the ZIP(r) parameterization, 
but the Newton-Raphson can be used in this case. Lambert (1992) also shows that 
the maximum likelihood estimates are approximately normal and have good asymp-
totic properties. Bohning (1998) shows how to estimate ZIP models using standard 
statistical packages for mixture distributions, as the ZIP distribution is a basic mix-
ture. Recently, a package for modeling zero-inflated counts in R (R Development 
Core Team, 2009) has become available; see Zeileis et al. (2008) for details. 
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2.2.2 Other Zero-Inflated Models 
A different strategy for handling extra zeros proposed by El-Shaarawi (1985) is the 
truncated Poisson (TP). The strategy is to completely ignore the zeros in the data 
and fit the positive counts with the TP: 
p{Y = y) =
 ^ 0^-yy>o- (2-20) 
The mean and variance of the TP are given by /.i = A/(l —e~A), and a2 = yu(l —/ie~A), 
where A is the parameter of the non-truncated Poisson; see also Fokianos (2002) for 
truncated Poisson regression. The ZIP mixture of zeros and Poisson counts is often 
useful in situations when it can be assumed there are two "states" in the data, for 
instance, biological species are either not present or present in a habitat with a Poisson 
distribution. However, the TP may be a better alternative when the "states" are not 
inherent to the data, but to the measurement. For example, biological species are 
present in the habitat, but are either detected or undetected by researchers. In the 
case that the truly present species are detected, they follow a Poisson distribution. 
The ZIP is related to several other models designed to handle overdispersion due to 
extra zeros. One such model is the hurdle, in which a binary variable indicates whether 
the count variable has a zero or positive value (Mullahy, 1986). If the "hurdle" 
is crossed, the conditional distribution of the count variable is then some positive 
(i.e. truncated at zero) discrete count distribution. Thus the zeros in the data arise 
only from the binary component. The hurdle is also known as a "two-part" model 
and is popular in econometrics. Note that there are many variations of this "hurdle" 
idea as well. Any distribution with support on the positive integers can be used for 
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the positive counts. If the Poisson is used, the hurdle model is given by 
7r y = 0 
p(Y = y)= { ,
 s (2.21) 
I ( l - e - " ) j / ! 
where /JL is the parameter of the positive Poisson and n is the probability for crossing 
the hurdle. The zero hurdle is usually modeled with a logistic regression, as in the ZIP, 
but this is not mandatory (Ridout et al., 1998). One could even use a right-censored 
Poisson for the probability of passing the zero hurdle, and the TP for the positive 
counts. That model is called the Poisson-Poisson; see Cheung and Lam (2006) for 
more details. 
2.2.3 Zero-Deflation 
Zero-inflation, having extra zeros relative to the assumed data generating distribution, 
is not the only way to modify count data. It is also possible to have zero-deflation, 
or less than the expected number of zeros. Given the general definition of a zero-
modified distribution where pj = P(Y = j), j = 0,1, 2 , . . . , is the original probability 
mass function, then the modified distribution is given by 
P(Y = 0) = u + (1 - u)po 
(2.22) 
P(Y = j) = (l-u,)Pj,j = l,2,... 
positive values of ui give the standard ZIP. It is possible for u to take values than zero 
if 
u > - - P 5 _ , (2.23) 
1 -Po 
so that the probabilities in (2.22) are non-negative (Johnson et al., 2005). However, if 
the weights ui are negative, the logit link function described by Lambert(1992) cannot 
be used to estimate ui. 
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The case of zero-deflation can also be handled with the hurdle model. In the 
hurdle, the distributions of the positive counts and the zeros are specified separately. 
With po, P\ • • •, denned as above, the general hurdle model is given by 
fi \ ( 2 - 2 4 ) 
P(y = i)=(l^M = # J , i = l , 2 , . . . 
1 — PO 
The probability of crossing the zero hurdle, u, can be set in such a way that 4> < 1, and 
the the resulting distribution is zero-deflated. However, real data examples of zero-
deflation are lacking in the literature, hence the focus on the case of zero-inflation. 
Deflation would only have a noticeable impact for small Poisson means. Indeed, 
Poisson distributed data with // = 3 already has less than 5% zeros. 
2.2.4 Overdispersion of Poisson Da ta 
When Poisson data exhibit overdispersion, i.e. the mean and variance of Poisson data 
are not approximately equal, the ZIP model is only one possible alternative to the 
standard Poisson (Bohning, 1998). Zero-modification does address overdispersion (or 
underdispersion) when this uneven dispersion is caused by a perturbation in zeros. 
Lambert (1992) notes that ZIP regression gives a much better estimate of the number 
of zeros in a data set, but does not necessarily improve on the prediction of the number 
of large values compared to the standard Poisson. 
If counts are overdispersed relative to the Poisson, another way to handle this is 
to fit the data with a negative binomial or zero-inflated negative binomial (ZINB) 
(see e.g. Welsh et al., 1996; Warton, 2005; Davis and Wu, 2009). A comparison of 
count models for ecological modeling with discussion of overdispersion is presented by 
Potts and Elith (2006). Another option for a more flexible discrete distribution is the 
generalized Poisson (GP), which adds a dispersion parameter to the standard Poisson 
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formula (Consul and Jain, 1973). Femoye and Singh (2006) and Czado et al. (2007) 
present zero-inflated extensions of the GP (ZIGP). One drawback of the ZIGP is that 
fairly large sample sizes are needed to effectively estimate all the model parameters 
(Czado et a l , 2007). 
Recently, Shmueli et al. (2005) have presented work on the "revival" of another 
version of the GP, the Conway-Maxwell-Poisson (CMP). The CMP is characterized 
by two parameters, the Poisson mean or rate and another parameter which imposes 
a decay in the probabilities of the Poisson. Thus the CMP is well-suited to handle 
Poisson type data that is overdispersed due to a long tail. Special cases of the CMP 
will give rise to the standard Poisson, the Geometric, or the Bernoulli distribution. For 
details and other properties of the CMP, see Shmueli et al. (2005). The CMP model 
has been applied to study count data in several marketing, retail, and e-commerce 
applications (Boatwright et al., 2003; Borle et al., 2006, 2007). However, the main 
drawback of the CMP is that the likelihood cannot be solved in closed form: see 
Shmueli et al. (2005) for methods for estimating the model parameters, including 
numerical methods and Bayesian estimation. 
Other authors have used random effects or generalized linear mixed models to 
introduce more flexibility in fitting discrete distributions to overdispersed data. Note 
that these types of models are generally more applicable in longitudinal or repeated 
measures studies (see e.g. Min and Agresti, 2005) rather than time series. Random ef-
fects are similar in concept to the parameter-driven models described in Section 2.1.1. 
I am interested in modeling TSC with observation-driven models, so I do not con-
sider any random effects models. In the next chapter I show how to combine the 
observation-driven concept for TSC with the possibility of zero-inflation in the ZIP 
framework. 
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2.2.5 Testing for Zero-Inflation 
Poisson data may exhibit overdispersion for a variety of reasons, one of which being 
the presence of extra zeros. In this section, I review several tests for zero-inflation. 
A mixture of a standard Poisson and a point mass at zero indicates conceptually 
that there are two states present in the data (Van den Broek, 1995). For example, 
the members of a population may or may not be at risk for a certain disease. If 
an individual is not inherently at risk, then his incidence of disease will be zero; 
however, when an individual is at risk, then his incidence of disease may follow a 
Poisson count (which includes the possibility that an at risk individual may never 
develop the disease). In this example, testing for extra-Poisson zeros is analogous to 
testing for the "not at risk" state. 
Van den Broek (1995) presents a score test for zero-inflation. With the density of 
the ZIP as in equation (2.17) and link functions as in equation (2.18) (page 18), if we 
take 
8 = — ^ - = ce (-P(O) < 8 < oo), (2.25) 
1-p 
where p is the probability of zero-inflation, c is a constant and P represents the 
Poisson distribution, then the score function, U(/3, 8), and the expected information, 
J(f3,8), can be calculated. The score statistic for testing the null hypothesis that 
8 = 0 is then given by 
s(~p) = s(~P,o) = uT(Ao) [j(3,o)]~ lu(3,o) 
2 {gt^-l)} (2.26) 
S fefei - 0} - *rx txr dias(«xi"' xT»' 
where J3 and /ij are the estimates of (3 and /J; under the null hypothesis. Van den 
Broek (1995) shows that the second term in the denominator reduces to ny if the 
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model contains a constant; writing p0i = P(Yi = 0) = exp(/2j), the score statistic can 
be written more simply as 
. {EC-fF*)}' 
S(0) = ff~, rr-1-- (2-27) 
The score statistic has an asymptotic x2 distribution with one degree of freedom. 
The score statistic can be interpreted as a goodness-of-fit type statistic, because it 
compares the observed number of zeros to the mean of the Poisson. Van den Broek 
(1995) performed simulations to assess the x\ approximation for S((3), and it turned 
out to be reasonable under conditions where testing for extra zeros is sensible, i.e. the 
x\ approximation is not reasonable when the mean is high and there are not many 
zeros. 
Another test that can be used to detect extra zeros is the likelihood ratio test. El-
Shaarawi (1985) compares the performance of a likelihood ratio test to the score test. 
Simulations show that while the likelihood ratio test estimates the true significance 
level better, the score test is much better in terms of power and is preferred for this 
reason. However, it should be pointed out, that if the null hypothesis of no extra 
zeros is rejected, this does not indicate that the ZIP is automatically the best model. 
Vuong's test (Vuong, 1989) is an all-purpose likelihood ratio based test between non-
nested models. It can be used to test between a zero-inflated model and a non-inflated 
model. The test indicates which model gives a better fit to that data, or if models 
are indistinguishable. More details on Vuong's test are given in Chapter 8. 
2.3 Summary 
In this chapter, I reviewed literature relevant to the modeling of time series of counts. 
Poisson regression is a classic model for count data, and the basic model can be 
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modified to include time series components and a mixture of extra zeros. In the next 
chapter, I build on the ideas reviewed in this chapter and develop an observation-
driven zero-inflated Poisson model for time series of counts. I will then use this 
model for the model-based clustering of count time series. 
Chapter 3 
Clustering Univariate Time Series of Counts 
In this chapter I introduce a new method for model-based clustering of univariate 
zero-inflated time series of counts (TSC). As the name suggests, there is a modeling 
component and a clustering component. In Section 3.1, I describe the new model I 
propose for TSC, the observation-driven zero-inflated Poisson model. Then in Sec-
tion 3.2, I combine this model with clustering methods to create the new model-based 
clustering method for TSC. 
3.1 Preliminary Work on Count Series Modeling 
I propose to use an observation-driven zero-inflated Poisson (ODZIP) to model time 
series of counts. The name ODZIP reflects the fact that an data-driven component can 
be included in the zero-inflation as well as in the Poisson parts of the ZIP mixture; that 
is, both the Poisson parameter and the the zero-inflation parameter can be modeled 
on past values of the count response variable, as well as on exogenous covariates. In 
this section, I give details of the proposed model and show some of the preliminary 
work on modeling TSC before moving on to the clustering methods in Section 3.2. 
3.1.1 Proposed ODZIP Model 
While many authors have written on zero-inflated counts, literature on zero-inflated 
time series of counts is sparse. To account for autocorrelation in the monthly number 
of occupational injuries at a hospital, Yau et al. (2004) and Lee et al. (2005) modify 
the Poisson component of the ZIP with a parameter-driven Poisson model. In my 
framework, I will use an observation-driven component in the Poisson part of the ZIP. 
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Lee et al. (2005) also proposed inclusion of a latent effect in the zero-inflation process 
but, I propose to use an observation-driven model on the zero-inflation part of the 
model as well. 
The ODZIP model, with Poisson parameter // and mixing parameter p is given by 
Yt ~ 0 wp pt 
(3.1) 
~ Poi(nt) wp 1 - pt\ 
recall "wp" stands for "with probability." The parameters \i = {^I, ••-, HT)' and 
P = (pi , . - . ,Pr) ' satisfy 
iog(/x) = z;/3, 
(3.2) 
iogit(p) = i o g ( ^ ) = G ; 7 , 
and can be modeled in the GLM framework. Covariates Z and G can include both 
exogenous variables and past values of the count response, for example 
Z< = (Yt-i, Yt-2, • • •, Yt-m, Xt) 
(3.3) 
Gt = (Yt-1,Yt-2,...,Yt-t,Vt). 
The number of lags of Y to include (if any) in the model depends on the strength of 
time dependence in the data. Here exogenous covariates X t and V t may or may not 
coincide, but to avoid identifiability problems, it is best that X* and V t be different 
(Wanget al , 2003). 
Recall that zero-deflation is achieved by setting the mixing parameter in (3.1) 
in the range 0 > pt > ^ x ( \- However, real data examples of zero-deflation are 
lacking in the literature, hence the focus on the case of zero-inflation. Hence, for 
the remainder of this thesis, I focus on modifying the observation-driven Poisson 
model fro the case of zero-inflation. Methods for estimating ZIP models are available 
in the R package pscl (Zeileis et al., 2008; R Development Core Team, 2009). One 
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function to estimate zero-inflated models is zeroinf 1, but it does not incorporate any 
autocorrelation. The available methods can easily be modified by including lagged 
values of the count response as covariates in either the Poisson or the zero-inflation 
component of the model, or both. 
3.1.2 Empirical Test for Zero-Inflation 
In Section 2.2.5,1 reviewed the available literature on tests for zero-inflation. However, 
I take a different approach to test for the presence of extra zeros; I develop a simple 
goodness-of-fit type test. The reasoning is as follows, if the data are zero-inflated, 
then we would observe more zeros than expected with a standard Poisson model, 
but we would also observe more "large" values than expected by the Poisson, as the 
Poisson mean is downward biased due to all the zeros. This idea to identify extra zeros 
follows from a discussion presented by Lambert (1992). The concept is illustrated in 
Figure 3.1, where sampled counts from a ZIP with moderate zero-inflation (20%) are 
compared to sampled counts from a standard Poisson with the same mean parameter 
. I define "large" as above the 95th percentile and "middle" as everything not large 
or zero. The result is a simple three-bin partition. Figure 3.1 clearly shows that the 
zero-inflated series has more zeros than the standard Poisson; the figure also shows 
more "large" and fewer "middle" values for the ZIP data. Notice that if fit is not a 
constant, this leads to sliding bin edges for each /j,t. The goodness-of-fit test statistic 
is calculated in the usual way, 
Q = £(0-E£ (34) 
1 = 1 l 
where Oi and Ei are the observed and expected bin counts, respectively. The test 
statistic Q then has a y2 distribution with two degrees of freedom. In Section 3.2.3 I 
explain how this test is incorporated into the clustering of TSC. 
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Observed vs. Expected Zeros 
Standard Poisson 
• Zero-inflated Poisson 
L 
Zeros Middle Large 
Category 
Figure 3.1 : Illustration of the three-bin x2-test for extra zeros. A Poisson time series 
with probability of zero-inflation p = 0.2 is compared to a standard Poisson with 
the same mean parameter. It is clear the zero-inflated series exhibits more than the 
expected number of zeros, but also more large values, and hence fewer middle values. 
I analyzed the performance of the goodness-of-fit test with simulations. Count 
time series of length n = 100 were generated according to a simple Poisson regression, 
and then extra zeros were added according to a fixed probability of inflation, p. Series 
were tested for the presence of zero-inflation, where the null hypothesis is that series 
are not zero-inflated. The proportion of tests out of M = 100 simulations which 
correctly rejected the null at significance level a = 0.05 for each fixed probability of 
extra zeros, p, and the 95% binomial confidence interval are plotted in Figure 3.2. 
The test has excellent power (> 0.8) for p > 0.25. Power for the test also increases as 
the length of data series increases. Another simulation showed that with count series 
of length n = 200, the test for zero-inflation has power > 0.8 for p > 0.20. 
3.1.3 Model Estimation 
Recall that the simplest way to include time dependence in the mean structure of the 
ODZIP is to let Zt in equation (3.2) include past values of the count response. Take 
J 
Empirical Power Analysis 
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Figure 3.2 : Empirical power analysis of x2-test for zero-inflation. Truly zero-inflated 
time series with different levels of inflation were tested against the null hypothesis of 
no inflation. As the proportion of zeros increases, the test's power to detect those 
zeros increases. 
the following as a simple example. 
ZJ/3 = /?o + PlYt-! + foXt + p3Xt.u (3.5) 
where Xt is some time dependent covariate. It has been pointed out by several authors 
(e.g. Zeger and Qaqish, 1988; Cameron and Trivedi, 1998) that Pi in equation (3.5) 
must be less than zero, or else the estimated model 
E[Yt | Tt-i] = exp(/?0 + PiYt-i + p2Xt + &* t - i ) , (3.6) 
becomes explosive. A way to deal with this property of the observation-driven model 
is to use some transformation of the response variable, such as the log, in the covariate 
matrix. However, the log transformation cannot be used directly if the data contain 
zeros. Several proposals for further transforming Yt from the relevant literature are 
reviewed by Cameron and Trivedi (1998). One function scales all values of Yt-i, 
Yt*_i = Yt-i + c, for some c > 0. 
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Alternatively, the function Yt*_t = max(yt_i, c), for 0 < c < 1, scales only the zero 
values of Yt-\ and leads to a two-step estimation procedure outlined by Cameron and 
Trivedi (1998). First, c is treated as a parameter to be estimated. Write the condi-
tional Poisson mean with the autoregressive term separated from the other covariates 
as, 
m - i = exp(X;/3 + p\og(YtV:1) + (plogcH), (3.7) 
where 
y £ i = y t_ i ; ^ = 0, y t _ i > o , 
Yt*_\ = l; dt = l, y t_! = 0. 
Any zero-modification can be ignored in this step. Use of standard GLM regression 
methods in R gives estimates of ft, p, and plogc, so that c = exp((plog c)/p). Then 
with this c, we can use the zero-inflated Poisson regression to estimate /3 and 7 in 
the final model 
l o g W = Z*/3; Zt_x = (log(max(yt_1,c)),Xt) 
logit(pt) = G ^ ; G t_i = (log(max(yt_1,c)),Vt) 
with covariate matrices 
Z t_1 = (log(max(y t_i,c)),X t) 
G t_1 = (log(max(yt_1)c)),Vt) 
for example, where X t and V t are some exogenous covariates which may or may not 
coincide. 
Simulations show that using this two-step procedure results in good estimates of 
the regression parameters in the proposed ODZIP model. For example, results in 
table 3.1 represent 1000 runs of simulating data from the model 
log(^t) = A) + A log(max(yt_i, c)) 
logit(pt) = 70 + 71 log(max(yt_i, c)) 
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true value 
Sim. mean 
Sim. median 
Sim. std. dev 
c 
0.5 
0.4844 
0.4929 
0.2446 
A) 
1.5 
1.4888 
1.4918 
0.0825 
Pi 
-0.25 
-0.2445 
-0.2479 
0.0681 
7o 
- 2 
-2.0568 
-2.0132 
0.3359 
7i 
0.25 
0.2679 
0.2451 
0.2466 
Table 3.1 : Simulation results for the two-stage estimation procedure when using 
Yt*_r = max(y t_i,c), 0 < c < 1 as a covariate in the ODZIP model. The mean, 
median, and standard deviation of the estimated parameters from 1000 simulations 
are reported and show good results. 
with /30 = 1.5, /?i = —0.25, 70 = —2, 7x = 0.25, and c = 0.5 and then using the 
estimation procedure described above to recover the regression parameters. Results 
show the estimation for c and subsequent estimation of the model coefficients performs 
very well. However, this procedure assumes that the c in log(max(Yt_i, c) is the same 
for both the Poisson and the zero-inflation part of the regression. It is not clear if a 
three-step procedure could be developed to estimate both constants and the remaining 
model parameters. Additionally, when using this type of model as a basis for model-
based clustering, the added complexity of estimating c could be problematic. 
Recently, Fokianos et al. (2009) has promoted the use of log(yt_i + c), with c = 1, 
for all observations in observation-driven Poisson models. Admittedly, this is an ad 
hoc selection for c and any other value c > 0 could be chosen; however, for c = 1, as 
log(0 + 1) = 0, a value of zero is recorded where where the original data point Y was 
zero. The advantage of this method to eliminate the two-stage estimation process 
described above. Furthermore, in practice, many authors simply use one or more lags 
of Yt, directly as a covariates. Fahrmeir and Tutz (1994) analyzed the polio data with 
an observation-driven Poisson model. Along with the time trend and several seasonal 
components originally used by Zeger (1988) as covariates, the authors include five 
lags of the response, the monthly polio cases; they call the model a log-linear AR(5). 
The first and fifth lags were found to be significant, and interestingly, the estimated 
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coefficients were positive. 
Fokianos and Kedem (2004) analyzed a different mortality dataset with a straight-
forward observation-driven model. They compared several models, and the model 
chosen as best according to their evaluation criteria included two unmodified lags of 
the count variable. These estimated coefficients are also positive, but quite small, of 
order 10~3. The small value of estimated regression coefficients is not too surprising; 
recall that the parameter of the Poisson is related to the covariates by /J, = exp(X'/5), 
so that large values of X'/3 will lead to exponentially increasing means. 
The usefulness of using lags of Y directly versus log(Y + c) as covariates in the 
ODZIP model may depend on the characteristics of a given count dataset. Using 
direct lags of Y seems to offer simplicity in model interpretation, but using log(Y + c) 
may result in better quantification of positive autoregression characteristics in the 
data. Later in this thesis I give examples of both options. In the next section I 
show how this observation-driven zero-inflated Poisson model is used in model-based 
clustering. 
3.2 Clustering Time Series 
Clustering is the grouping of unlabeled data in such a way to maximize both within 
group similarity and between group dissimilarity. Clustering is different from clas-
sification, where group labels are already known. Methods for clustering generally 
involve two components: the measure of similarity between data objects and the clus-
tering algorithm, i.e. the procedure for grouping the objects. For a review of basic 
clustering theory and methods, see Hastie et al. (2001, Ch. 14). 
Clustering methods for time series have generally come from modifying and ex-
tending existing clustering methods for static data to the time series case (Liao, 2005). 
These general clustering techniques can be categorized as one of: partitioning, hier-
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archical, density, grid, or model-based, and of these, partitioning, hierarchical, and 
model-based have been used in the literature on time series clustering. Liao (2005) 
divides the previous work on time series clustering into 3 groups: raw-data based, 
feature-based, and model based. Raw-data based approaches involve modifying ex-
isting algorithms for use on time series data, or ignoring the time series nature of 
the data altogether when applying a clustering method. Feature-based methods re-
quire the extraction of features from each of the data series, and then clustering the 
representative features rather than the original data objects. Model-based methods 
involve fitting a model to the data and then clustering based on the model fits. 
In the time series setting, a Euclidean or Mahalanobis type of distance metric 
is often not meaningful. Other distance metrics in the time series literature include 
dynamic time warping and short time series distance (Liao, 2005). Kakizawa et al. 
(1998) use symmetric Chernoff information divergence as a distance metric between 
spectral matrices of multivariate time series of geological data. Singhal and Seborg 
(2002) used principal component analysis to cluster multivariate time series data 
resulting from chemical experiments. See Zhong and Ghosh (2003) and Liao (2005) 
for additional examples and references. There are several choices for clustering time 
series, but as I am interested in modeling TSC with Poisson regression, my approach 
is necessarily model-based. In many situations, model-based clustering methods may 
be preferred for the advantage of greater interpretability, as the resulting clusters each 
have a representative model which characterizes the data in that cluster (Zhong and 
Ghosh, 2003). 
3.2.1 Model-Based Clustering 
Model-based clustering often refers to a procedure in mixture modeling. The basic 
formulation of mixture model-based clustering is as follows. The data population is 
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assumed to contain k subpopulations, each represented by its own probability density 
function. The density for observation y from subpopulation j is represented generally 
by f(y \ 6j) for the unknown parameters Oj. Cluster membership is unobserved, so 
the density of y is given by the mixture 
k 
/(fc) = Z > ; / ( t t I *i) (3-8) 
3=1 
where TVJ are the mixing proportions such that 0 < TTJ < 1 and the TT/S sum to 1. The 
goal is to segment the data and estimate both the n/s and #j's for the subgroups. 
For details on mixture modeling, historical development, and further references see 
McLachlan and Basford (1988) or Banfield and Raftery (1993). 
Much of the work in model-based clustering is based on the multivariate normal 
distribution, which is inappropriate for count data. For model-based clustering of 
discrete time series, many researchers use hidden Markov models (HMM) (MacDonald 
and Zucchini, 1997), which are particularly popular in computational biology and 
speech recognition. In Section 5.4 I will review several examples of this mixture type 
of model-based clustering applied to multivariate Poisson data. The idea of mixture 
modeling is also related to the formulation of the ZIP distribution (Section 2.2.1), 
as the ZIP is a mixture of a Poisson distribution and a mass at zero; see Karlis and 
Rahmouni (2007) for more discussion. 
My approach for clustering TSC of counts can be called model-based, but it might 
also be called "likelihood-based" as I am using the likelihood of the model to con-
struct a distance metric for clustering. From now on, I will use the general term 
"model-based" to refer to methods developed in this thesis, other forms of model-
based clustering will be distinguished as mixture modeling. In the next section I 
show how to use one of the popular dissimilarity measures from the HMM literature 
(see e.g. Hu et al., 2005) with the zero-modified observation-driven Poisson model 
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developed in the previous sections. 
3.2.2 Likelihood Distance Metric 
To quantify the similarity or dissimilarity between the time series, I use a type of 
empirical Kullback-Leibler (KL) divergence as described in Juang and Rabiner (1985) 
or Zhong and Ghosh (2003). Let Xj be a specified model structure for the data 
{Yi, Y2,... ,YN}. In this case, the model structure specifies is an ODZIP regression 
model and the parameters, {/?, 7} and the covariate matrices {X, G} to be used in 
the GLM link functions (2.18). Then the KL divergence can be defined as 
DKL (A*, A,-) = 1^ 7 Y, il°8P(Y I A*) - l o S P ( y I Ai)l > (3-9) 
' ' YeK 
where K is the set of data objects which belong to cluster k, and A& refers to the 
model structure for cluster k. For count time series, the KL divergence uses log of 
the partial likelihood as described in Section 2.1.3. One can also use normalized 
likelihoods for clustering series of varying lengths. The KL measure between clusters 
k and j is made symmetric by defining, 
DSKL (Afe, A,) = ^ ( * * . * i ) + J W i . H ( 3 .1 0 ) 
This KL divergence measures to dissimilarity between data series or clusters of 
data series, by comparing the fit of the models via the likelihood. A data series, say 
series k, is evaluated with its own model. Then the data series k is evaluated by 
the model for a different time series, j . Naturally the data will be fit better by its 
own model, but the amount of similarity or dissimilarity between the time series is 
captured by this likelihood based metric. 
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Input: A set of N time series Y = {yi, ...y./v}, and model structure A. 
Output: A cluster hierarchy of the time series. 
Algorithm: 
1. Initialize each data series as its own cluster and train a model for each cluster, 
i.e., Xn = maxnlogp(j/n | A); 
2. Test series for zero-inflation with (3.4) and then fit ZIP if necessary. 
3. Compute the pairwise distance between clusters according to equation (3.10); 
4. Merge the two closest clusters, say k and j , and re-train a model for the new 
cluster Yk = YkUYj, i.e. Xk = maxAlog p(Yk | A); 
5. Stop if all series have been merged into one cluster, otherwise return to step 2. 
Table 3.2 : Hierarchical clustering algorithm which includes test for zero-inflation. 
3.2.3 Clustering Algor i thm 
Hierarchical clustering is one of the most popular clustering methods, either as 
bottom-up or top-down. The input is the set of iV count series to be clustered, 
along with a specified model structure. Again, in this case the "structure" includes 
specification of the ODZIP model with associated covariates. The output is the clus-
ter hierarchy of the data series, along with the likelihood-based distances between the 
clusters and the estimated models for each cluster. 
By applying a fully agglomerative procedure, I have eliminated any need for a 
stopping criterion. It is easy to take to take the output and examine model results 
for any number of clusters. Note also that there is no model selection done within 
the algorithm. Once the groups of time series have been identified, I can go back and 
explore model selection. Model evaluation criteria may depend on the application, 
and can be tailored to specific situations. 
Following the work done in Section 3.1.2 on developing an empirical test for zero-
inflation, I have decided to include this test as a step in the clustering algorithm. 
Therefore, determination of the appropriate model, either standard Poisson or ZIP, 
is automatic, and data series can be imputed into the clustering algorithm without 
any preliminary data analysis to test for extra zeros. The model-based algorithm 
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Figure 3.3 : The importance of including a test for zero-inflation in the clustering 
algorithm is demonstrated by a simulation. Two clusters of time series with the the 
same Poisson structure are simulated, but only one cluster has zero-inflation. How-
ever, if series from the inflated cluster are fit with a standard Poisson, the difference 
between the clusters may not be detected. 
is outlined in Table 3.2. Note that all time series in a cluster must be fit with the 
same model, either zero-inflated or not, but of the clusters themselves, some can be 
zero-inflated and some may not. 
The question of identifying the presence of zero-inflation is important for fitting 
and interpreting the appropriate model for the series of counts, but how important is 
it for properly identifying clusters of the count series? I investigated the effect on the 
calculated likelihood for truly zero-inflated series which are fit, incorrectly, with a non-
inflated Poisson model model. I simulated one cluster of ten series from a standard 
Poisson regression model, and the series were fit, correctly, with a standard Poisson 
regression. I simulated another cluster of ten series from a zero-inflated Poisson model 
with the same Poisson structure as the first cluster. These series were fit with both the 
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standard Poisson (incorrect) and the ZIP model (correct). The average normalized 
likelihood of all the series in each cluster was recorded. The procedure was repeated 
for several fixed levels of zero-inflation in the ZIP cluster. The average normalized 
likelihood for each cluster at the fixed levels of zero-inflation are plotted in Figure 3.3. 
Results of the study indicate that applying the ZIP correctly to ZIP data is key for 
discovering separation between the true clusters. When fitting the standard Poisson, 
only when the proportion of zero-inflation is very high, does the distance between the 
two clusters begin to diverge. Thus, including a test for zero-inflation in the clustering 
algorithm is important. 
Results from testing the algorithm on simulated data indicate that the algorithm 
can correctly identify different clusters. I simulated time series of counts from the 
observation-driven Poisson model as described in Davis et al. (2003). Simulation 
results for estimating various choices of the model parameters using the partial like-
lihood approach are comparable to the results from simulation studies in Davis et al. 
(2003). For testing the clustering algorithm, I simulate ten series from the Davis 
et al. (2003) model with one set of model parameters and another ten series with a 
different choice of parameters. Note for this initial test, zero-inflation was not con-
sidered. An example with zero-inflated time series is presented in the next chapter. 
The appropriate observation-driven Poisson model specified as the model structure 
for the clustering algorithm. The results from clustering the 20 series are given in the 
Figure 3.4, where clear separation between data series from the two different models 
can be seen. 
3.3 Summary 
In this chapter, I outlined a new method for model-based clustering of univariate 
time series of counts. I proposed to combine the observation-driven framework for 
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Cluster Dendrogram 
Tree 
Empirical KL Distance 
Figure 3.4 : Results of clustering simulated TSC which were generated from two 
different observation-driven Poisson models. There is clearly separation between the 
two groups of TSC, and this is evidence that the clustering algorithm is performing 
properly. 
time series of counts with the mixture model for zero-inflated counts. The proposed 
model is called the observation-driven zero-inflated Poisson (ODZIP), indicating that 
both the zero-inflation and the Poisson process can be data-driven. I proceed with 
a likelihood-based distance metric and an agglomerative hierarchical algorithm to 
cluster time series of counts into groups which exhibit similar behavior. As a unique 
step, I include a test for zero-inflation in the algorithm. As an illustration of these 
new methods, in the next chapter, I apply the methodology to an actual case study of 
air quality in the Houston, Texas region. The methods developed here for univariate 
time series of counts are extended to the multivariate case in Chapters 6-8. 
Chapter 4 
Case Study: Houston Air Pollution 
In this chapter I apply the model-based clustering methods developed in the previ-
ous chapter to a case study on air pollution in Houston, Texas. This chapter contains 
excerpts from an early draft of the manuscript: 
S.J. Thomas, K.B. Ensor and B.K. Ray. (2010) Modeling benzene concentrations 
in Houston, TX using a zero-inflated count time series approach. Currently under 
review with Environmetics. 
4.1 Background 
Air quality is a serious issue for Houston, Texas. Houston is the fourth largest 
metropolitan center in the United States; a highly mobile society, a major shipping 
port, and a large petrochemical industry all contribute the the poor air quality in 
the region. Controlling air pollution and protecting the health of Houston's citizens 
is both a serious concern and a formidable challenge. For discussion on Houston air 
pollution, see e.g., Clements et al. (2007) or TCEQ (2008). 
The Texas Commission on Environmental Quality (TCEQ) maintains air monitor-
ing stations statewide (TCEQ, 2005a). Concentrations of criteria pollutants named 
by the US Environmental Protection Agency (EPA) are monitored to ensure that 
areas attain the National Ambient Air Quality Standards (NAAQS). The Houston-
Galveston-Brazoria counties region does not meet the NAAQS standard with respect 
to ozone. In this application, I focus on one of the contributing factors to ozone 
formation, volatile organic compounds (VOCs), and try to find common patterns of 
pollution due to these chemical compounds across the region. I study two VOCs, 1,3-
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butadiene and benzene, which not only contribute to the rapid formation of ozone in 
the Houston region (Ryerson et al., 2003), but also pose serious health risks them-
selves (see Sexton et al. (2007), Raun et al. (2009) and references therein). Both 
1,3-butadiene and benzene are known to be human carcinogens. A recent study 
specifically links benzene and 1,3-butadiene exposure in Harris County to lympho-
hematopoietic cancers in children (Whitworth et al., 2008). This is a great public 
concern because Houston produces more 1,3-butadiene and benzene than any other 
US location (TCEQ, 2008). However, there is now significant interest in studying 
other hazardous air pollutants in the Greater Houston region (e.g. Raun et al., 2005), 
including benzene and 1,3-butadiene in particular; see Mayor's Task Force on the 
Health Effects of Air Pollution (2006) and Raun (2008b). 
Clustering of data from air monitoring sites into groups that display similar behav-
ior of pollution levels and trends can help streamline public policy decisions regarding 
ambient air quality standards (Ignaccolo et al., 2008; Morlini, 2007). Information 
from the clustering can also help to optimize the air monitoring network by identi-
fying redundant monitors or, conversely, by revealing areas where more air quality 
information is needed (Gramsch et al., 2006). Several clustering techniques have been 
applied to pollution data from air monitor networks. One approach is to treat time 
series from n monitors as vectors and employ a clustering algorithm based on a Eu-
clidean distance or Pearson's correlation distance between the series. This is the basic 
approach by Lavecchia et al. (1996), Saksena et al. (2003), and Afif et al. (2008), who 
then used agglomerative hierarchical clustering algorithms, and by Gramsch et al. 
(2006), who used a condition of intra-cluster variance to partition the clusters. Ig-
naccolo et al. (2008) took a functional data approach to clustering air monitoring 
networks, and they used a partitioning around mediods algorithm to obtain a "repre-
sentative object" for each cluster, which can be used to quickly assess the nature of air 
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pollution in each of the clusters. Morlini (2007) used functional data with a dynamic 
time warping correction (DTWC) to align time series of pollution concentrations and 
then used the measure of DTWC as a metric in hierarchical clustering. 
The purpose of this study of air pollution in Harris County is to identify clusters 
of similarly behaving air monitors, with regard to number of observations above a 
threshold, within the Houston network based on the observations of air toxics 1,3-
butadiene and benzene. To accomplish this objective, I use the model-based clustering 
methods for time series of counts which were introduced in the previous chapters. 
The rest of the chapter is organized as follows: in Section 4.2, I describe the VOC 
pollution data used for analysis; in Section 4.3 I outline the model and clustering 
methods that are used to characterize this particular data; Section 4.4 provides the 
details of the application and interpretation of model results; finally, Section 4.5 gives 
conclusions for this case study. 
4.2 Data Description 
I study two VOCs, 1,3-butadiene and benzene, which have been identified as sig-
nificant contributors to the poor air quality in Houston. These two VOCs are not 
classified as criteria pollutants and are not regulated by the EPA, so state and local 
regulations are put in place by the TCEQ, which focuses on carcinogenic risk for 
1,3-butadiene and benzene to guide regulations; see TCEQ (2006). The screening 
level now in place is the 1 x 10 - 5 inhalation risk level, the risk of an additional per-
son in a population of 100,000 developing cancer as a result of lifetime exposure to 
this level of chemical. For more information on risk levels see IRIS (2002, 2003) and 
Raun (2008a). The 1 x 10~5 risk level is 0.15 parts per billion volume (ppb-v) for 
1,3-butadiene and 0.4 ppb-v for benzene. 
The air pollution and other meteorological data are available from air monitoring 
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Harris County (Houston), TX 
1 
-95.3 
Figure 4.1 : Map of air monitoring stations and major sources of VOC pollution 
in Harris and surrounding counties. Note that monitors have been positioned near 
potential sources of VOC pollution, such as the Houston ship Channel. 
stations maintained by the TCEQ. VOC monitoring is a developing program, so only 
eight monitors out of over forty in the Houston metropolitan region (Harris County, 
TX) collect data on the VOCs 1,3-butadiene and benzene; these are listed in Table 4.1, 
while the locations of the monitoring stations in and around Harris County can be 
seen in Figure 4.1. 
Monitoring stations take five-minute samples of ambient air and report an hourly 
average of these five-minute samples. Some data are missing, e.g. for equipment re-
calibration, but for this study I ignore this aspect of the data. For all Houston-area 
monitors that collected 1,3-butadiene concentrations in 2006, 35.2% of the reported 
concentrations were above the screening level. For benzene, 35.9% of reported con-
centrations exceeded the 1 x 10~5 risk level. The percentages for 2007 1,3-butadiene 
and benzene are 30.2%, and 34.2%, respectively. 
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Index 
A 
B 
C 
D 
E 
F 
G 
H 
Name 
HRM#3 Haden Rd 
Lynchburg Ferry 
Wallisville Rd 
Clinton 
Deer Park #2 
Milby Park 
Channelview 
Cesar Chavez 
TCEQ ID 
C603 
C1015 
C617 
C403 
C35 
C169 
C15 
C1020 
Latitude 
29.765 
29.765 
29.821 
29.734 
29.670 
29.706 
29.803 
29.684 
Longitude 
-95.181 
-95.078 
-94.990 
-95.258 
-95.128 
-95.261 
-95.126 
-95.254 
Table 4.1 : Air monitoring stations in Harris County, TX which track concentrations 
of the VOCs 1,3-butadiene and benzene. 
There are many sources of ambient VOC pollution; however, point sources con-
tribute severely to VOC pollution in the Houston area (TCEQ, 2005b; Buzcu and 
Fraser, 2006). In Section 4.3, I describe a strategy to include known locations of 
point source emission as covariates in the statistical model. Using the available data 
and an appropriate model, I can identify which point sources are contributing to the 
high levels of VOCs at the air quality monitoring stations. I focus on the eight mon-
itors in Harris County which can reasonably be expected to be affected by the same 
set of point sources in the region, so I leave out the two VOC monitors in Galveston 
and Brazoria Counties (see Figure 4.1). The clustering procedure results in a repre-
sentative model for each cluster, revealing which point sources affect the air pollution 
levels at monitors in each cluster. 
I am primarily interested in understanding patterns in levels of VOCs that lead 
to increased cancer risk in humans, as determined by the 1 x 10 - 5 risk level. Thus, 
instead of modeling the series of hourly averages, I transform the 1,3-butadiene and 
benzene data into a series of counts by recording the number of hourly observations 
each day that exceed the screening level of 0.15 ppb-v for 1,3-butadiene and 0.4 ppb-
v for benzene. The new data series Yit, for i = 1 , . . . ,8, consist of counts, where 
Yn = number of exceedances of the specified threshold at monitor % on day t, with 
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values ranging from zero to 22. This approach of modeling the counts of threshold 
exceedances is in line with TCEQ goals of monitoring and reducing large pollution 
events (TCEQ, 2005b). 
4.3 Model Construction 
In the this section, I apply the model-based clustering methodology developed in 
Chapter 2 to determine how Houston area monitoring stations are affected by point 
pollution sources of VOCs. In order to adequately capture both correlation in pol-
lution levels over time, as well as daily fluctuations due to local weather conditions, 
I build an observation-driven Poisson regression model containing three types of co-
variates: values representing the influence of pollutant dispersion in the atmosphere 
from the point sources to monitoring stations, lagged count values at the monitors, 
and a long-term seasonal trend. I describe the details of the model construction in 
the sections below. I have four time series of counts: daily 1,3-butadiene exceedances 
for each of 2006 and 2007, along with benzene exceedances for the same periods. I 
analyze the two years separately and compare the results in order to identify any 
changes in the clustering structure from year to year. 
4.3.1 Covariate Construction Using the Gaussian Plume Model 
I use the Gaussian plume model, the standard model for atmospheric dispersion (Wark 
and Warner, 1981, ch. 4), to construct covariates to represent the effective distance 
from a major point source of VOC emissions to the air quality monitor. The Gaussian 
plume equation transforms the Euclidean distance from the point source to the mon-
itor by accounting for several factors which influence dispersion of pollutants in the 
atmosphere. There are many point sources: shipyards, chemical plants, and refiner-
ies. The TCEQ requires these entities to self-report emissions of air toxics. Based 
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on these reports, I take the locations of the worst known polluters for constructing 
the covariates. Point sources which emitted more than ten tons aggregate benzene 
or 1,3-butadiene or more than 25 tons aggregate total VOCs for the year 2005 are 
identified as the major polluters (Marks et al., 2007; TCEQ, 2005c). These sites are 
marked on the map of Harris County in Figure 4.1, along with the locations of the 
monitoring stations. 
To use the Gaussian plume model, I need the following information: locations of 
air quality monitoring stations and major point sources of VOCs, and time series of 
solar radiation, wind speed, and wind direction at each monitor. The basic Gaussian 
plume model for dispersion of pollutants in the air has the form 
C(x, y, z) = exp —— 
2nayazu \ 2azy ) 
where C = the concentration (g/m3) of the pollutant at point (x,y,z), the spatial 
coordinates relative to the point source; u = wind speed (m/s); Qm = emission 
rate (g/s); H = effective stack height (m); and oy and az are dispersion parameters 
dependent on x, the effective downwind distance, and the Pasquill-Gifford (PG) air 
stability class. The PG stability class is a function of wind speed and degree of solar 
insolation; PG tables are available in Turner (1997) or Katz (2006). 
Typically, the plume model is used for predicting the concentrations of airborne 
chemicals downwind from the source, but in this case I already know the true con-
centrations at the air monitoring stations; that data has been collected along with 
the other meteorological data. In our case, instead of modeling concentration as 
mass/volume, I use the Gaussian plume model to create covariates to predict a count 
of how many times per day one of the VOCs would be measured above a given thresh-
old. I set the emission rate, Qm, to 1 and note that because the Qm is multiplicative, 
48 
the estimated /3's will give an indication of point source emission rate relative to the 
mean. Also note that since stack height is unknown, I assume that the concentration is 
measured at the centerline of the ^-dimension; thus z = 0, H = 0, and equation (4.1) 
becomes 
2nayazu \ 2a^ J 
where the concentration on the left-hand side is replaced by X, which will stand for 
our covariate, y is the effective cross-wind distance, and u is wind speed as before. 
Notice that the vertical dispersion parameter az is still included in the model along 
with the cross-wind dispersion parameter ay. Although az is a parameter of plume 
spread in the z direction, it depends only on x, the effective downwind distance, and 
the air stability class, and not on the z distance. The covariate, Xijt is the "effect" 
on monitor i, from point source j , on day t. 
Because the latitude and longitude distances over the area covered by the VOC 
monitors is so small, to calculate the covariates, which themselves are a modified 
distance measure, I first scale the region to a unit square (see Figure 4.2). This 
ensures that the calculated covariates are not too small. The resulting covariate 
values primarily range from [0,1]. However the covariate series do exhibit a few large 
spikes. These spikes occur when the wind direction is such that a monitor is lined up 
directly downwind from a point source, and thus is in the centerline of the Gaussian 
plume. To deal with this issue, I set the values of these large spikes to 1.7, about 
3 standard deviations above the mean. This allows us to keep information of when 
large values of the covariates occur, but prevent extremely high values from biasing 
the regression model. 
In addition to the covariates representing point sources of VOC emissions, I also 
incorporate terms to account for periodicity and autocorrelation in the data. The term 
cos(27r£/365) for t = 1 , . . . , 365, captures a long seasonal pattern in which pollution 
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Figure 4.2 : Region of Harris County, TX where air monitoring stations and major 
point sources are located. The latitude/longitude values are scaled to a [0,1] box to 
allow easier calculations of Gaussian plume modified distances between monitors and 
point sources. 
counts tend to decrease in the summer months. To model autocorrelation, the lag 
of the observed count, Yt-\ is also included as a covariate. Exploratory analysis 
including additional lagged counts as covariates suggest that a single lagged response 
was enough to capture the correlation in the counts over time. 
4.3.2 Zero-Inflation Covariates 
I note that the count series for individual monitors contain roughly ten to fifty percent 
zeros, suggesting that the model for fitting the data should incorporate some zero-
inflation, so I will use a zero-inflated Poisson (ZIP) model. The covariates for modeling 
the zero-inflation component of the model include wind speed, wind direction, and 
solar radiation. This choice reflects the mixture nature of the ZIP model and the 
fact that there are two sources of zeros. A monitor may record zero exceedances 
for a day if the effect from point source emissions is low, and this will be reflected 
in the estimated Poisson mean for that day. However, a monitor may record zero 
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exceedances for a day due to some local atmospheric conditions regardless of the 
effect of point sources. This is the proportion of extra zeros I model with the ZIP. 
The final model to be used as input to the clustering algorithm is, 
log(/x) = ZJ/3; Z\ = (1,cos(27rt/365), Yt-UXljUX2tt,...Xu,t) 
(4.3) 
logit(P) = G'tT,G't = (l,St,Dt,Rt) 
where Y is the count series, X are covariates derived from the Gaussian plume model, 
S is wind speed (m/s), D is wind direction (radians from East), and R is solar 
radiation (Langley/min), so that Z is a 365 x 17 matrix, and G is a 365 x 4 matrix. 
4.4 Application of Methodology and Results 
With this model definition given above and the strategy for model-based clustering 
outlined in the previous chapter (see Section 3.2.3), I proceed with the application of 
the newly developed tools to the Houston VOC data. Our objectives is to determine 
if there is a consistent pattern in observed VOC health threshold exceedances among 
the air monitors and, if so, to identify which of the fourteen major polluters contribute 
to the exceedances at the monitors within a cluster. I examine the two air toxics, 
1,3-butadiene and benzene, each for years 2006 and 2007. 
For each of these datasets, the TSC are clustered by using the algorithm given 
in Table 3.2 (page 37). the inputs for the algorithm are the time series of pollution 
counts for the eight monitors and the model structure defined in (4.3). I examine 
the resulting hierarchical clustering trees to decide on the final number of clusters. 
Each cluster then has a representative model, which I will discuss the implications 
of below. Note that all the clusters I studied ended up with a zero-inflated Poisson 
model (as opposed to a standard Poisson). 
To assess the fit of individual monitors to their global cluster model, I take the 
estimated model coefficients and compute the estimated zero-inflated Poisson mean, 
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denoted C, as 
E\Y\M]=Ct = (l-Pt)fa, (4-4) 
where (/3,7) are the estimated model coefficients and p,t and pt are the resulting 
Poisson mean and zero-inflation processes based on those coefficients in equation (4.4). 
Each monitor has a slightly different realization of the mean, even within clusters, 
because they each have unique covariate values. In the next few sections I will examine 
the results of the four cluster studies (1,3-butadiene and benzene for 2006 and 2007) 
in greater details, but first I will make come general comments about the model 
fits. With the 2007 1,3-butadiene data as an example, estimated fitted values, C, 
are plotted along with the actual observed counts for each monitor; it can seen in 
Figure 4.3 that the model fits are quite good. 
Furthermore, I analyze the fit of the models by examining the model residuals, 
which are computed in the usual manner, rt = Yt — (*. Examination of the residuals 
indicated good model fits and lack of residual autocorrelation. In the few cases where 
the residuals for a particular monitor indicated a possible lack of fit, I confirmed that 
this monitor would fare worse under the model defined by a different cluster. 
Now I consider the implications of the modeling results for the two measured air 
pollutants, 1,3-butadiene and benzene. First, I make some observations regarding the 
results of the clustering for each of the chemicals. Then I provide general interpre-
tations of the observation-driven zero-inflated Poisson regression models which apply 
both to 1,3-butadiene and benzene. 
4.4.1 Assessing the Behavior of 1,3-Butadiene 
Two distinct clusters of monitors materialize from the 2006 data when I examine the 
time series of counts above the specified risk level for 1,3-butadiene (see Figure 4.4). 
Cluster 1 includes monitors D through H and results in estimated mean levels ranging 
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Figure 4.3 : Fitted (solid dark line) and observed values (dotted colored line) for 2007 
1,3-butadiene data series. The color of the plotted observed time series indicates the 
cluster membership. Overall the model fits seem quite good. 
53 
from five to twenty-two hours in the day when the measured level of pollutant exceeds 
the threshold. The second cluster contains monitors A, B, and C resulting in a mean 
count closer to five exceedances per day, with much lower variability than is seen 
in Cluster 1 (see Figure 4.5). The clustering procedure further separates monitor C 
based on the 2007 data; monitor C has a very low mean number of hours in the day 
that exceed the threshold. On the other hand monitor F forms a singleton cluster 
with an excessively high number of highly variable mean exceedances. Monitor F is 
geographically very close to a major source of VOC emissions, so this is not surprising. 
Finally, in 2007 the remaining monitors do subdivide into two clusters, namely a 
cluster containing monitors A and B and a cluster containing monitors D, E, G and H. 
These two clusters have a small estimated mean level of exceedances, with the latter 
cluster having a slightly larger mean but exhibiting much greater variability. The 
point sources that contribute to each cluster are graphically identified in Figure 4.6 
and numerically provided in Table 4.2. For all models, I have chosen a p-value of 0.2 
to determine significant covariates; thus I are including all sources of VOC emissions 
that could reasonably contribute to the high levels of air contaminants measured at 
each station. The estimated mean level of exceedances for each cluster in each year 
is given in Figure 4.5. 
Note that besides the departure of monitor F from Cluster 1 and of monitor C 
from Cluster 2, these clusters otherwise contain the same monitors from year 2006 
to 2007; see Figure 4.4. Although the point sources which contribute to each cluster 
do change somewhat, the consistency of the cluster membership from year to year 
is evidence that the patterns of 1,3-butadiene pollution in the Harris County area 
are relatively stable. The estimated number of exceedances per day for Cluster 1 
decreases from 2006 to 2007, but this is due to the departure of monitor F from the 
main cluster. The exceedances per day for Cluster 2 remain about the same from year 
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Figure 4.4 : Clustering trees based on 2006 (left) and 2007 (right) 1,3-butadiene data. 
to year, Cluster 1 and 2 each have fewer significant point sources in 2007, perhaps 
indicating improvement in air quality. However, overall there are more significant 
sources of 1,3-butadiene emissions in 2007 because the two singleton clusters each 
have more significant point sources. 
4.4.2 Assessing the Behavior of Benzene 
The time series of counts for benzene above our specified threshold form three model 
based clusters in 2006 and four clusters in 2007. The cluster membership in 2007 
is completely different from that in the previous year, rendering any comparisons 
from year to year difficult. Benzene pollution patterns in the area are very instable 
compared to the stable pattern of 1,3-butadiene pollution. In the benzene case, the 
separation between clusters in either year is also less clear than for the 1,3-butadiene 
cases. Compare Figure 4.8 (page 58) to Figure 4.5 (page 55). 
Monitor B has an excessive number of benzene values over the threshold in 2006 
with a large number of identified point sources contributing to the exceedances; see 
Figure 4.9 and Table 4.4. This monitor represents a singleton cluster in 2006 while 
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Figure 4.5 : Estimated mean number of exceedances for 1,3-butadiene. The left panel 
gives the results for 2006 whereas the right gives those for 2007. 
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by color. The left panel gives the results for 2006 whereas the right depicts results 
for 2007. 
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Mean of the Poisson Process for 1,3-Butadiene 
Cluster 
(Monitors) 
Covariate 
Intercept 
«*(ss) 
Yt-i 
*i,t 
X2,t 
-X"3,t 
X^t 
X$,t 
Xe,t 
-XV,t 
^8,t 
-^9,t 
-X"io,t 
-X"n,t 
X\2,t 
Xl3,t 
X\A,t 
2006 
1 
(D-H) 
2 
(A-C) 
2007 
1 
(D-E, G-H) 
2 
(A-B) 
3 
(F) 
4 
(C) 
Coefficients (p-values) 
1.751 
(0.001) 
0.063 
(0.001) 
0.051 
(0.001) 
0.212 
(0.185) 
0.653 
(0.001) 
0.448 
(0.034) 
-0.192 
(0.183) 
0.164 
(0.018) 
-0.816 
(0.004) 
0.311 
(0.042) 
-1.657 
(0.164) 
1.510 
(0.001) 
0.151 
(0.001) 
0.043 
(0.001) 
-1.514 
(0.134) 
-2.829 
(0.143) 
-4.684 
(0.134) 
1.640 
(0.001) 
3.195 
(0.053) 
1.114 
(0.090) 
1.659 
(0.001) 
0.147 
(0.001) 
0.044 
(0.001) 
4.891 
(0.085) 
-1.477 
(0.094) 
-0.626 
(0.063) 
0.125 
(0.173) 
1.526 
(0.019) 
-1.703 
(0.043) 
9.776 
(0.016) 
1.592 
(0.001) 
0.162 
(0.001) 
0.040 
(0.001) 
1.213 
(0.191) 
0.910 
(0.061) 
0.220 
(0.087) 
-2.866 
(0.033) 
-5.309 
(0.053) 
2.195 
(0.001) 
-0.041 
(0.063) 
0.031 
(0.001) 
0.132 
(0.140) 
-31.65 
(0.002) 
-16.67 
(0.005) 
-1.190 
(0.001) 
0.506 
(0.014) 
-34.32 
(0.115) 
-19.11 
(0.143) 
-6.394 
(0.001) 
-33.26 
(0.005) 
1.187 
(0.001) 
0.231 
(0.001) 
0.031 
(0.010) 
-7.072 
(0.185) 
4.622 
(0.026) 
-157.7 
(0.024) 
81.39 
(0.002) 
-0.891 
(0.135) 
-36.44 
(0.117) 
Table 4.2 : Estimated regression coefficients are given for the Poisson mean process for 
each cluster (with p-value) based on 1,3-butadiene data. A p-value of 0.001 indicates 
< 0.001; empty squares indicate p-values > 0.2. 
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Zero-Inflation Process for 1,3-Butadiene 
Cluster 
(Monitors) 
Covariate 
Intercept 
st 
Dt 
Rt 
2006 
1 
(D-H) 
2 
(A-C) 
2007 
1 
(D-E, G-H) 
2 
(A-B) 
3 
(F) 
4 
(C) 
Coefficients (p-values) 
-5.439 
(0.001) 
0.664 
(0.001) 
0.236 
(0.001) 
-1.890 
(0.001) 
0.154 
(0.018) 
-3.860 
(0.001) 
0.603 
(0.001) 
-5.923 
(0.001) 
0.734 
(0.001) 
0.314 
(0.003) 
-2.967 
(0.001) 
0.346 
(0.017) 
-1.402 
(0.161) 
-3.852 
(0.001) 
0.787 
(0.001) 
0.297 
(0.009) 
1.454 
(0.014) 
Table 4.3 : Estimated zero-inflation part of the model for 1,3-butadiene data, where 
S is wind speed, D is wind direction, and R is solar radiation. Regression coefficients 
are given for each cluster (with p-value). A p-value = 0.001 indicates < 0.001; empty 
squares indicate p-values > 0.2. 
in 2007 it clusters with monitors A, D and G. Monitor H results as a singleton 
cluster in 2007, namely Cluster 3. Figure 4.8 illustrates a very different estimated 
mean structure for monitor H over 2007. The estimated mean number of exceedances 
exhibits large variability and an upward trend over the year. Examination of the 
estimated model for Cluster 3 in 2007 indicates that many point sources contribute 
to the estimated behavior of monitor H; see Table 4.4 and Figure 4.9. The only clear 
result is that in 2007, Monitor C has a relatively low number of benzene values above 
the threshold and forms a singleton cluster, just as it did for the 1,3-butadiene data in 
the same year. Besides this monitor, neither year results in clear separation between 
clusters. 
4.4.3 General Interpretation of the Zero-inflation 
Overall, the results from fitting the zero-inflated, observation-driven Poisson model 
are consistent with the nature of the VOC pollution in the region. First, let us 
consider the zero-inflation part of the model, which should be interpreted similarly 
58 
Benzene Monitors Benzene Monitors 
© 
© 
© 
© 
© © © 
© 
© 
© © 
© © 
© © 
Figure 4.7 : Clustering trees based on 2006 (left) and 2007 (right) benzene counts 
above the risk level. 
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Figure 4.8 : Estimated mean number of exceedances for benzene. The left panel gives 
the results for 2006 whereas the right depicts those for 2007. 
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Mean of the Poisson Process for Benzene 
Cluster 
(Monitors) 
Covariate 
Intercept 
™<W 
Yt-i 
xi,t 
Xi,t 
Xz,t 
X^t 
X5,t 
X&,t 
X7,t 
Xs,t 
Xg,t 
Xw,t 
Xn,t 
X\2,t 
Xi3,t 
Xu,t 
2006 
1 
(C, E-H) 
2 
(A,D) 
3 
(B) 
2007 
1 
(A-B, D, G) 
2 
(E-F) 
3 
(H) 
4 
(C) 
Coefficients (p-values) 
1.693 
(0.001) 
0.084 
(0.001) 
0.046 
(0.001) 
-3.682 
(0.155) 
0.451 
(0.002) 
0.552 
(0.024) 
0.704 
(0.001) 
2.520 
(0.001) 
1.034 
(0.081) 
2.039 
(0.001) 
0.466 
(0.001) 
0.022 
(0.001) 
0.348 
(0.051) 
-1.895 
(0.169) 
-0.437 
(0.081) 
-2.174 
(0.001) 
34.83 
(0.001) 
-1.780 
(0.008) 
-132.9 
(0.001) 
2.034 
(0.001) 
0.031 
(0.001) 
1.658 
(0.048) 
0.326 
(0.010) 
1.503 
(0.004) 
-4.616 
(0.090) 
-5.352 
(0.066) 
6.699 
(0.024) 
3.777 
(0.049) 
1.769 
(0.086) 
1.954 
(0.001) 
0.094 
(0.001) 
0.033 
(0.001) 
1.571 
(0.010) 
-1.604 
(0.060) 
-1.370 
(0.018) 
1.557 
(0.001) 
0.171 
(0.001) 
0.052 
(0.001) 
0.547 
(0.001) 
4.783 
(0.199) 
-0.508 
(0.047) 
-0.283 
(0.200) 
-16.48 
(0.082) 
-2.952 
(0.015) 
3.419 
(0.017) 
42.03 
(0.001) 
1.691 
(0.001) 
0.107 
(0.063) 
0.052 
(0.001) 
-7.658 
(0.152) 
-16.01 
(0.019) 
-4.635 
(0.002) 
0.475 
(0.119) 
-15.17 
(0.016) 
14.09 
(0.030) 
21.60 
(0.059) 
-7.797 
(0.005) 
35.42 
(0.001) 
1.274 
(0.001) 
0.252 
(0.001) 
0.029 
(0.001) 
-1.192 
(0.070) 
4.069 
(0.113) 
15.03 
(0.104) 
5.463 
(0.094) 
-13.71 
(0.093) 
6.908 
(0.119) 
26.93 
(0.006) 
-58.15 
(0.045) 
2.272 
(0.001) 
13.73 
(0.004) 
74.44 
(0.050) 
Table 4.4 : Estimated regression coefficients are given for the Poisson mean process 
for each cluster (with p-value) for benzene data. A p-value = 0.001 indicates < 0.001; 
empty squares indicate p-values > 0.2. 
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Figure 4.9 : Relationship between point sources and fitted models for each cluster of 
benzene monitors. Monitors and the significant point sources in a cluster are identified 
by color. The left panel gives the results for 2006 whereas the right depicts results 
for 2007. 
Zero-Inflation Process for Benzene 
Cluster 
(Monitors) 
Covariate 
Intercept 
St 
Dt 
Rt 
2006 
1 
(C, E-H) 
2 
(A,D) 
3 
(B) 
2007 
1 
(A-B, D, G) 
2 
(E-F) 
3 
(H) 
4 
(C) 
Coefficients (p-values) 
-4.649 
(0.001) 
1.074 
(0.001) 
-0.175 
(0.005) 
1.048 
(0.001) 
-6.003 
(0.001) 
0.651 
(0.001) 
0.535 
(0.001) 
-6.618 
(0.001) 
0.851 
(0.002) 
-1.142 
(0.080) 
-4.013 
(0.001) 
0.388 
(0.001) 
0.178 
(0.046) 
-0.974 
(0.048) 
-4.861 
(0.001) 
1.282 
(0.001) 
-0.246 
(0.014) 
1.371 
(0.005) 
-5.083 
(0.001) 
1.239 
(0.001) 
-2.794 
(0.001) 
0.692 
(0.001) 
0.371 
(0.001) 
Table 4.5 : Estimated zero-inflation model for benzene clusters; S is wind speed, D 
is wind direction, and R is solar radiation. Regression coefficients are given for each 
cluster (with p-value). A p-value = 0.001 indicates < 0.001; empty cells indicate 
p-values > 0.2. 
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across all the clustering studies. The large negative intercept terms indicate a low 
baseline of zero-inflation; most of the probabilities for extra zeros come from the effect 
of the covariates in the model. Wind speed has positive estimated coefficients in all 
cases. This implies that as wind speed increases, the probability of zero-inflation 
increases. This agrees with the science of atmospheric dispersion. Increasing wind 
speed decreases the stability of the ambient air (Turner, 1997), and thus any pollutants 
in the air are dispersed more rapidly, decreasing the probability that a monitoring 
station will report high concentrations of air pollution. 
The effect of solar radiation is similar; most estimated coefficients have a positive 
sign. According to the Gaussian plume model, increasing solar radiation leads to more 
observed zeros. In the zero-inflation part of the model, the solar radiation serves as 
a surrogate for the "summer effect," by which counts tend to decrease, and hence 
zeros increase, during the summer months. A few clusters do have negative values 
for solar radiation, Cluster 3 for 2007 1,3-butadiene and Cluster 1 for 2007 benzene. 
Examination of the resulting time series for these clusters (see Figures 4.5 and 4.8), 
shows that these series do not exhibit the strong downward trend of exceedances 
during the summer. 
To interpret the coefficient for the wind direction covariate I recall that resultant 
wind direction, that is, the direction from which the wind blows, is measured in 
radians starting at East = 0. It also is important to know that the wind in Harris 
County and Southeast Texas tends to originate in the Southeast. See Figure 4.10 for 
a windrose diagram of the total wind direction measurements from 2006 and 2007. 
The figure can be interpreted as a histogram wrapped around a circle. It is clear 
that the wind originates mainly from the South and East. If the coefficient for wind 
direction is significant, the sign indicates the direction of the wind that influences 
the probability of a large number of zeros. A negative sign puts less weight on wind 
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Wind in Harris County Wind in Harris County 
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Year 2006 Year 2007 
Figure 4.10 : Windrose histogram of resultant wind direction at Harris County air 
monitors in years 2006 (left) and 2007 (right). It is clear that wind originates mainly 
from the South and East. 
direction values out of the Southeast; conversely, a positive sign assigns more weight 
on wind resulting from the Southeast. 
4.4.4 General Interpretation of the Poisson Regression 
Now I consider the general interpretation of the Poisson regression component of the 
model. The intercept term can be interpreted as the baseline number of observations 
exceeding our threshold for this cluster. All of the estimated models include the lag 
of the count series, Yt-i, as a significant covariate, indicating a residual level of VOC 
pollution still lingering in the ambient air from the previous day. Most cluster models 
also include the trend term cos(27it/365), indicating that exceedances of the given 
health risk threshold tend to decrease during the summer months. 
As for the covariates derived from the Gaussian plume model, those covariates with 
significant positive coefficients tend to be the covariates representing point sources 
to the East and South of the monitoring stations. Recall that the wind in the re-
gion generally originates from the Southeast. Point sources of VOC emissions are 
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positioned geographically such that the air pollution blows onto the air monitoring 
stations to the North and West, as was shown in Figures 4.6 and 4.9. For more de-
tails on the interaction between wind and ambient air pollution in Houston, see Banta 
et al. (2005). One must be careful when interpreting the magnitude of the regression 
coefficients because the covariates are very close to zero when the point sources are 
far away from the monitoring station. 
Comparing the representative models for each cluster gives an indication of how 
air pollution differs between clusters. Some clusters have similar estimated Poisson 
means but differences in the estimated zero-inflation process, indicating that the 
unique step of testing for zero inflation in the clustering algorithm is necessary for 
properly identifying clusters. Examining changes in the clustering results from year 
2006 to 2007 reveals changing patterns of pollution for the air toxics 1,3-butadiene 
and benzene. 
4.4.5 Robustness of the Procedure 
Recall that point sources are categorized as serious emission offenders if they reported 
emitting more than 10 tons aggregate of 1,3-butadiene or benzene (or 25 tons aggre-
gate VOCs) in the year 2005 (Marks et al., 2007; TCEQ, 2005c). I used the location 
of these point sources to develop the covariates through our Gaussian plume model 
of Section 4.1. It is reasonable to ask if the clusters are robust to the locations of our 
point sources. In other words, does the observed behavior at each monitor result in 
similar clusters if the location of the point sources is altered? 
To answer this question, I performed a simulation study to assess the effect of 
point source locations on the resulting clusters. A 3 x 3 grid is laid over the Harris 
County region covered by the eight VOC monitors, but the most northwest grid cell 
is not used. One point is randomly generated for each of the eight grid cells, and 
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Figure 4.11 : Map of randomly generated point sources of VOC emissions for simu-
lation study of model robustness. 
that spatial location is used, along with the meteorological data, in Equation (4.2) to 
create new covariates in the same way as was done for the real point sources. For each 
of 1000 iterations, I generated random points on the grid and calculated covariates 
based on the Gaussian plume model. Then I applied the clustering algorithm using 
the 2006 1,3-butadiene data. I find that in each of the 1000 simulations, the same two 
clusters of monitors were identified each time, indicating that the clustering results 
are robust to the locations of these point sources. Figure 4.11 illustrates the random 
point sources in each grid. 
In addition to understanding the effect of point source location on our clustering, 
I wanted to understand the degree to which our methodology would result in misclas-
sification of monitors into incorrect clusters. Recall that for the 2006 1,3-butadiene 
data, I identified two clusters with Poisson processes and zero-inflation processes 
given in Tables 4.2 and 4.3. Taking the results of clustering the 2006 data as "truth," 
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Monitor 
1,3,-butadiene 2006 
benzene 2006 
A 
0.00 
0.00 
B 
0.00 
0.10 
C 
0.00 
0.10 
D 
0.15 
0.13 
E 
0.01 
0.06 
F 
0.15 
0.03 
G 
0.16 
0.04 
H 
0.17 
0.04 
Table 4.6 : Study of misclassification rates for 2006 1,3-butadiene and benzene data, 
assuming that the resulting clusters and models from the previous sections are the 
true generating models and simulate data series from these models. 
i.e., assuming that the identified members of each cluster are the true members and 
the resulting models selected for each cluster are the true generating models, I sim-
ulated series of counts for each of the eight monitors using the real covariates in the 
generating models, and then clustered the series with the model-based procedure. 
Correct classification rates for 1000 runs of the simulation are presented in Ta-
ble 4.6. The misclassification rates for the 2006 1,3-butadiene data are small, indi-
cating that the procedure is able to correctly distinguish stations whose pollutant 
exceedance levels exhibit differences in daily patterns. Cluster 2, with monitors A-C, 
was always identified. In a few runs, one or more of the monitors from Cluster 1 
would be clustered with the second group. 
Recall that the original 2006 benzene data was found to cluster into three groups, 
one group of a single monitor (monitor B), a group consisting of monitors A and D, 
and a group of the remaining monitors, with models given in Tables 4.4 and 4.5. The 
results of the study on benzene monitor misclassification are presented in Table 4.6; 
I see that the misclassification rates are very small. The most frequent error was 
monitor D ending up in Cluster 1 rather than in Cluster 2 with monitor A. The next 
most common errors were the failure of monitor B to end up as a singleton, or for 
monitor C to be left in its own cluster, rather than with a larger cluster. This result 
is interesting because those are some of the shifts in cluster membership I see based 
on benzene exceedances in the following year. 
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4.5 Conclusions for Houston Air Pollution Case Study 
In this study, I have applied the new model-based clustering technique to air quality 
monitoring data in the Houston, Texas region to investigate similarities in the levels 
of two volatile organic compounds, 1,3-butadiene and benzene, across the region. 
Exceedances of a specified health risk threshold were counted and modeled with a 
zero-inflated, observation-driven Poisson regression, and then clustered based on those 
models. Another unique component of this cases study is the use of Covariates the 
Gaussian plume equation for atmospheric dispersion to create covariates representing 
an effect from a point source of VOC emissions to an air monitoring station. 
For this application, the model-based clustering algorithm performs well; the mis-
classification rates are small and the clustering is robust to perturbations in locations 
of the point sources used to construct covariates in the Poisson regression model. A 
key feature of the model-based clustering procedure is that each cluster has a repre-
sentative model, which can be used to quickly assess differences between groups of air 
monitors. Because the covariates are constructed from locations of known emissions 
point sources, the resulting model gives an indication of relative effect of each point 
source on the level of pollution at the air quality monitors. This information can be 
used to streamline environmental policy decisions. 
4.5.1 Future Work for Clustering Air Quality Monitors 
I will mention three avenues of exploration for this case study. One item to consider is 
a space-time model of air pollution counts. The covariates derived from the Gaussian 
plume equation are modified distances from a point source of pollution to the monitor 
measuring this pollution, but no explicit information on the spatial relationship of 
these air monitors to one another is incorporated. Including spatial elements in the 
model may improve clustering results. 
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Additionally, robustness of the clustering algorithm in clustering time series of 
different lengths needs to be investigated. It would be helpful to know how long a 
time series of pollution counts needs to be in order to achieve robust results. The 
TCEQ has mobile air monitors, which can be dispatched to locations where there 
is not presently a permanent monitor in order to gather more information (TCEQ, 
2008). Potentially, pollution counts from these locations could be compared to the 
existing monitors through the model-based clustering procedure developed in this 
paper. However, it is important to know a priori how long mobile monitors need 
to be positioned in order to have confidence in the results, i.e., for days, weeks, or 
months. If the time series of counts need to be relatively long, then it would be more 
cost effective to invest in more permanent air quality monitors around Harris County. 
On the other hand, if clustering of shorter time series yields the same results, then 
investing in several mobile monitors which could be repositioned frequently might be 
more economical. I leave this investigation for future work. 
Finally, the most immediate extension of this work, which I will address in the 
remainder of this thesis, is expanding the model-based clustering to the multivariate 
count time series case. Rather than producing separate clusterings for each of several 
pollutants, clustering of the air monitor network can be based on a profile of several 
pollutants. The multivariate strategy is particularly attractive for the data of this 
case study, since the exogenous covariates used to predict the counts of the two VOCs 
are exactly the same. Methodological issues for modeling and clustering multivariate 
time series of counts are now addressed in the next chapters. 
Chapter 5 
Multivariate Counts: Background 
Chapters 2-4 of this dissertation presented new methods for model-based clus-
tering of univariate time series of counts (TSC); in the second part of this work, 
these methods are extended to the multivariate case. This chapter reviews mod-
els and clustering methods for multivariate TSC available in the relevant literature. 
First, the Poisson model for general multivariate count data is presented. Then I 
discuss the two important aspects of modeling TSC: autocorrelation structure and 
zero-modification, now in the multivariate context. These issues were reviewed in 
detail for the univariate case in Chapter 2. To capture the time series nature of the 
data, I used an observation-driven Poisson regression. To deal with perturbations in 
the number of zeros in the data, I used a mixture of a standard Poisson distribution 
and a point mass at zero. In Sections 5.1 and 5.2, these two ideas are extended to 
the multivariate case. Section 5.3 discusses model estimation. In preparation for us-
ing the multivariate Poisson model for model-based clustering, I review the available 
literature on clustering multivariate Poisson data in Section 5.4. 
5.1 Multivariate Poisson Regression 
I now extend the Poisson regression models introduced in Chapter 2 to the multivari-
ate case. The response variable is now of the form, 
Yt = (Yu,Y2t,...,Ymt)\ (5.1) 
which may be thought of as counts in several categories observed over time. Note 
that the term multivariate Poisson (MP) can refer to any multivariate discrete distri-
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bution which has univariate Poisson distributions as marginals; thus there are many 
possible parameterizations. For an overview of some models for multivariate count 
data besides the MP, see Cameron and Trivedi (1998, Ch. 8) and references therein. 
5.1.1 Construction of the Multivariate Poisson Distribution 
I first look at the bivariate Poisson (BP) case as the simplest multivariate case. Ex-
amples could be incidence of two types of manufacturing defects, or abundance of 
males and females of a biological species. It is important to note that using indepen-
dent Poisson models to describe correlated bivariate count data leads to bias in the 
parameter estimation. Bivariate models proposed by Karlis and Ntzoufras (2003) im-
prove on independent Poisson models previously used for predicting football (soccer) 
scores (Maher, 1982). 
There are several ways to construct BP distributions (Kocherlakota and Kocher-
lakota, 1992, 2001), but the most popular is the trivariate reduction method (TRM) 
(Johnson et al., 1997). I drop the t subscript for now and let Ui, U2, and C/12 be three 
independent univariate Poisson random variables with parameters fa, fa, and fa2, 
respectively. Then new variables Y\ and Y2 are constructed by 
Y1 = U1 + U12 Y2 = U2 + U12. (5.2) 
The variables U\ and U2 are the unique components of Y\ and Y2, respectively, and 
C/12 is the common component which introduces correlation between Y\ and Y2. 
Indeed, by properties of the Poisson, Y\ and Y2 are marginally distributed as Pois-
son with parameters (fa + fa2) and (fa + fa2); cov(Yi, Y2) = f^u, and the correlation 
is given by 
cor(Fi, Y2) = ^12 = . (5.3) 
VC"! +A*12)U*2+/*12) 
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This restricts the correlation to be positive for /J,I2 > 0, but in the interval 
0, ** 
'//i2 + mm(/Ji,/i2X 
The joint probability mass function of (Yi, Y2) is given by 
min (3/1,3/2)
 yi~i y2-i i 
P{Yt = Vi,Y2 = y2) = e-(w+W+M») £ ^ ff ^ ( 5 4 ) 
See Johnson et al. (1997) for specification of the joint moment generating function 
and probability generating function for the BP. There are also other ways to define 
the bivariate and multivariate Poisson, for example, as a limiting distribution of a 
multinomial, as the univariate Poisson can be defined as a limit of the binomial 
distribution (Johnson et al., 1997; Krummenauer, 1998b). However, for applying 
multivariate regression techniques with the MP, the representation presented above 
via the TRM is the most useful. In the next section, I discuss the parameterization 
and construction of the general m-dimensional MP distribution. 
5.1.2 Covariance Structure of the Multivariate Poisson 
Any multivariate distribution which has univariate Poisson marginals can be classed 
as a MP distribution. In this section I show how the TRM for constructing BP 
distributions is extended to a general multivariate reduction method (MRM) for con-
structing MP distributions. In this section, I review several parameterizations of the 
MP constructed via MRM which appear in the literature. To facilitate the discussion, 
I first review some convenient notation. 
Let A be a matrix made up of submatrices 
A=[A1,A2,...,Am], (5.5) 
where A, i = 1, 2 , . . . , m are each matrices with m rows and (m) columns. A contains 
columns with exactly i ones and (TO — i) zeros, in all possible combinations with no 
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repeated columns. Plainly, A\ is the m x m identity matrix, and Am is a vector of 
all ones. Then let U = (U\, U2, • • •, C4)' be independent univariate Poisson random 
variables, i.e., U ~ Poi(//j), for i = 1 , . . . , k. Let the matrix A denned above have 
dimension k x m with k < rn. Then Y = ( V i , . . . , Y"m)', which is defined by 
Y = AU, (5.6) 
follows a multivariate Poisson distribution. It can be shown that the mean and 
variance-covariance of Y are given by 
E(Y) = Afx, 
var(Y) = ASA' , 
(5.7) 
(5.8) 
where £ = diag(/j, , . . . , jjik) is the variance-covariance matrix of U, and is diagonal 
due to the independence of the t/i's. 
A MP model with the matrix A defined as A = [Ai,A2,... ,Am] (i.e. with all 
submatrices present) is referred to as the full model, or the model with full covariance 
structure. Other versions of the MP have been proposed in the literature. 
5.1.2.1 Common Covariance Model 
If A = [A\, Am], then we have what is called the common covariance model (CCM) 
(Karlis, 2003). For example, in the trivariate case, 
A = 
1 0 0 1 
0 1 0 1 
0 0 1 1 
(5.9) 
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which results in the following multivariate reduction from independent univariate 
Poisson varibales U\, U2, U3, and U0: 
Y^U. + Uo; 
Y2 = U2 + U0; 
The mean vector and covariance matrix are given by 
Afx = (/iX + ^0, fa + Mo, M3 + Mo)'; 
Mi + Mo Mo Mo 
A S A = ^0 //2+Mo Mo • (5-12) 
Mo Mo M3 + Mo 
Each y ,^ i = 1,2,3 is then marginally a univariate Poisson with parameter /ij + yu0. 
Notice that with m = 2 the CCM gives the BP as denned through trivariate reduction. 
(5.10) 
(5.11) 
5.1.2.2 Two-Way Model 
A different MP parameterization is the two-way model (TWM) (Karlis and Meligkot-
sidou, 2005). In this case the matrix A = [Ai,A2]. As an illustration, consider the 
multivariate reduction in the trivariate case where, 
A = 
1 0 0 1 1 0 
0 1 0 1 0 1 
0 0 1 0 1 1 
and U = (Ui,U2,U3, U\2, £/13, U23) results with Y defined as 
YL = Ux + U12 + U13; 
Y2 = U2 + U12 + U23; 
Y3 = U3 + U13 + U23. 
(5.13) 
(5.14) 
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In this case the mean vector and covariance matrix are given by 
A/JL = (fa + fJLi2 + (J.13, A*2 + Ml2 + A*23, A*3 + Ml3 + l*2z)'', (5-15) 
A*l + Ml2 + ^23 A*12 A*13 
ASA' = n12 fx2 + ^12 + ^23 ^23 . (5.16) 
Ml3 A*23 A*3 + A*13 + ^ 2 3 
While the CCM restricts each pair of components of the MP to have the same co-
variance, the TWM allows each pair to have unique covariance, which is often more 
realistic in applications (Karlis and Meligkotsidou, 2005). Methods for estimating the 
various parameterizations of the MP are reviewed in Section 5.3. 
5.1.2.3 Restricted Covariance Model 
In a recent paper, Brijs et al. (2004) proposed a MP model for supermarket purchase 
data. The new methodological contribution by Brijs et al. (2004) is the idea to 
create MP distributions with certain chosen covariance structures. These covariances 
should be chosen so as to make the structure, and thus the computation of the 
model parameters simpler; i.e., selecting only covariance terms which are useful and 
significant. In their example, the authors use multi-way contingency tables as part 
of preliminary data analyses to select covariance terms for thier MP model. The 
authors name this model the restricted covariance model (RCM), and it has slight 
computational advantage over models with more complicated covariance structure. 
Yet, the restricted covariance model is more customizable than other approaches in 
the literature, such as the CCM (Johnson et a l , 1997; Karlis, 2003) or the TWM 
(Karlis and Meligkotsidou, 2005). 
In the example provided by the authors, purchase quantities of four types of prod-
ucts are considered. As with the sports data studied by Karlis and Ntzoufras (2003), 
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it is important to use a multivariate model Poisson with covariance structure rather 
than independent Poisson models to capture the relationships among the observed 
counts of purchases for several supermarket products. By their preliminary anal-
ysis, the authors found significant correlation between products one and two and 
between products three and four. No other two-way, three-way or four-way inter-
action was found to be significant. Given the vector of univariate Poisson variables 
U = (Ui, U2, U3, U4, U12, U34)', the design matrix for this particular application of the 
RCM is given by 
r i 0 0 0 1 0 
0 1 0 0 1 0 
0 0 1 0 0 1 
0 0 0 1 0 1 
Notice that this particular model reduces to the product of independent bivariate 
Poisson distributions. 
A = (5.17) 
5.1.3 Simulating the Multivariate Poisson 
Methods for generating observations from the univariate Poisson distribution are read-
ily available in statistical software packages. Random bivariate Poisson observations 
can be constructed without too much trouble via trivariate reduction, although there 
are limitations on the covariance structure of the resulting variable if done this way; 
most notably covariance must be positive (see Section 5.1.1). Krummenauer (1998a) 
developed an algorithm to convolve independent univariate Poisson variables; how-
ever, negative correlation is still not allowed and the process becomes sluggish when 
the dimension of the counts increases. 
It is not easy to generate multivariate Poisson observations which achieve arbitrary 
covariance structure and have the proper marginal Poisson distributions (Yahav and 
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Shmueli, 2008). Shin and Pasupathy (2007) introduced a modification to the trivariate 
reduction method which allows for negative correlation, but they have not extended 
this feature beyond the bivariate Poisson case. In this section, I review two new 
strategies for generating MP data which address the limitations mentioned above. 
The approach by Yahav and Shmueli (2008) is to generate a TO-dimensional ran-
dom variable from a multivariate normal and then transform it into a Poisson vector 
via the Poisson quantile function. The authors give a proof to show that the result-
ing vector is an m-dimensional vector with Poisson marginals, and they also show 
experimentally that the vector results in the desired correlation structure and works 
well over a variety of Poisson mean parameters. The proposed method is simple to 
implement based on existing multivariate normal generators available in standard 
software, and code is provided by the authors. Note however, that the authors do 
not discuss estimation of the multivariate Poisson parameters. 
A different method developed by Erhardt and Czado (2008) also makes use of the 
multivariate Gaussian. The correlation structure of an m-variate discrete distribution 
is described by an m-dimensional Gaussian copula. To find the correct copula param-
eters, the authors introduce a method to decompose the multi-dimensional copula into 
a series of bivariate copulas, each of which needs only one parameter. These pairwise 
copulas describe the conditional correlations of the components of the m-dimensional 
count distribution. See Erhardt and Czado (2008) for background and references on 
copulas, pair-copulas, and another tool the authors utilize, the C-vine. The authors 
give a detailed example for the trivariate case, showing all the calculations of condi-
tional correlations and copula parameters. The resulting multivariate count data have 
been sampled from a distribution with the approximate desired correlation structure, 
but they have exact marginals. These methods have been implemented in the R 
package corcounts (Erhardt, 2008; R Development Core Team, 2009). 
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In this thesis, I am concerned with modeling and clustering multivariate count 
data with a time series structure. Conceivably, these simulation methods developed 
by Erhardt and Czado (2008) or Yahav and Shmueli (2008) could be modified to 
include some autocorrelation structure in the parameter-driven framework. It is not 
clear if either of these novel methods can be used to generate count data with an 
observation-driven framework. Although not efficient, MP time series can be gen-
erated sequentially by simulating univariate count series and then performing mul-
tivariate reduction. Details of the proposed observation-driven multivariate Poisson 
model are presented in the next chapter. 
5.2 Multivariate Zero-Modification 
In this section, I review models for zero-modified multivariate counts. All of the 
available examples in the literature focus on the case of zero-inflation. 
5.2.1 Bivariate Zero-Inflated Poisson 
The simplest case of multivariate zero-inflation is the bivariate zero-inflated Poisson 
(BZIP). Wang et al. (2003) and Lee et al. (2005) recently developed a BZIP model 
for two types of occupational injuries. The BZIP mixture is given by 
(YUY2) ~ (0,0) wpp, 
(5.18) 
~ EP((j.i, fa, fM>) w p l - p , 
where (/ii,^2,A*o) are the parameters of the bivariate Poisson distribution, denoted 
by BP, and 0 < p < 1 is the mixing parameter; also recall wp stands for "with 
probability." Y\ and Y2 are constructed from U±, U2, and UQ via TRM. 
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Then the probability mass function of this BZIP is 
P{Y1 = 0, Y2 = 0) = p + (1 - pje-"1-"2-'10, 
min(2/i,2/2) j / i - i , V2~i,.r 
(5.19) 
^ U / i - i ) ! ( j / 2 - i ) W 
where in the second line, y\ ^ 0 or y2 ^ 0. As in the univariate ZIP model, the 
covariates are related to the parameters p and /J, by 
logit(p) = G'-y, 
(5.20) 
log(fJLk) = X'kpk, k = 0,1,2, 
with regression coefficients 7, /30, /3i, and /32. The marginal distributions of Yk, 
fc = 1, 2, are themselves univariate ZIP: 
P(Yk = 0)=p+(l-p)e-"°, 
P(Yk = yk) = ( l -p ) ( / X f c + f o ) V^°, yk ± 0. 
(5.21) 
It can be easily shown that the moments of the BZIP are (Lee et al., 2005) 
E(Yfc) = ( l - p ) ( ^ * + /io); (5.22) 
var(yfc) = E(Yk) [1 + p(fik + ^ ) ] ; (5.23) 
E(yxy2) = (1 - p) [(//x + MO)(/^2 + MO) + H ; (5.24) 
cov(yl5 y2) = (1 - p) [MO + p(//i + Mo)(M2 + Mo)] • (5.25) 
The BZIP model is similar to the class of "diagonally-inflated" bivariate Poisson 
models proposed by Karlis and Ntzoufras (2003). The idea of a diagonally-inflated 
Poisson was developed to model scores of two competing sports teams, where draws 
or tied scores are more common than would be predicted with the standard bivariate 
Poisson. The Karlis and Ntzoufras (2003) model mixes the BP constructed via TRM 
with a discrete probability distribution which puts weight on tied scores, (0, 0), (1,1), 
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etc. A special case of this model which places the extra weight on the (0, 0) score only 
is equivalent to the Wang et al. (2003)/Lee et al. (2005) model. Methods based on the 
EM algorithm for estimating the bivariate Poisson and diagonally-inflated bivariate 
Poisson are presented in Karlis and Ntzoufras (2005); see Section 5.3.1 for discussion. 
Note that the Karlis and Ntzoufras (2003) and Wang et al. (2003)/Lee et al. (2005) 
models are simpler BZIP models than the one proposed by Li et al. (1999), who mix 
a bivariate Poisson, two univariate Poissons, and a point mass at (0,0). The model 
proposed by Li et al. (1999) is 
(YUY2) ~ (0,0) wppo, 
~ (Poi(/ii),0) wppi , 
(5.26) 
~ (0,Poi(/x2)) wpp2 , 
~BP(/i10,/J2o,/%)) wp (l-po-pi -Pi), 
where po, Pi, and p2 a r e the mixing parameters, an (/j10, M20? Moo) a r e the parameters 
of the BP. Then the marginal distributions of the BP are Poisson with parameters 
Mio + Moo for i = 1)2, so it is convenient to assume that fa = fao + Moo m (5.26). 
The added complexity of the additional univariate Poissons in the mixture make this 
model more difficult to work with; however, Li et al. (1999) demonstrate the method 
on real quality control data and achieve good results. The multivariate version of this 
Li et al. (1999) model is discussed in Section 5.2.2. 
Walhin (2001) proposed three variations of BZIP models. His models one and 
two turn out to be special cases of the most simple BZIP model defined by (5.18). 
His model three is different from those outlined above. Walhin (2001) proposed 
to construct a bivariate Poisson from the usual trivariate reduction, except that he 
specified each independent Uk as a zero-inflated Poisson with mean ^k and mixing 
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parameter pk. That is, 
P{Uk = 0)=Pk + {l- pk)e~^ 
(5-27) 
P(Uk = u) = (l-pk)^\ u>0 
However the practicality of this model is suspect, as both UQ and Uk must be equal 
to zero for Yk = 0, so one wonders how many extra zeros this model can actually 
account for. 
5.2.2 Multivariate Zero-Inflation 
Similar to their bivariate representation of the ZIP, Li et al. (1999) constructed an Tri-
dimensional ZIP where the MP distribution has a common covariance model. Recall 
that this CCM parameterization of the MP is constructed using m + 1 independent 
Poisson random variables: 
Y1 = U1 + U0; Y2 = U2 + U0;...Ym = Um + U0. (5.28) 
The authors also simplify the MZIP by mixing the standard multivariate Poisson with 
a point mass at zero, i.e. (0, 0 , . . . , 0), and m distributions which consist of a univariate 
Poisson for one observation and m — 1 zeros for the rest of the observations. The 
authors decided to forgo with the cases of (™) distributions with bivariate Poissons 
for two observations and the rest zeros, then (™) distributions with trivariate Poissons 
for three observations and m — 3 zeros, and so on. Their argument is that the MZIP 
is used mostly in the situation where counts are zeros, so all the mixtures of m choose 
k distributions of A;-variate Poissons for k number of defects and m — k zeros can 
be represented with just the m-dimensional Poisson; see Li et al. (1999) for more 
discussion. 
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Thus the MZIP can be defined as 
(y 1 , y 2 , . . . , r m )~ (o ,o ) . . . , o ) wPp0, 
~ (Poi(//x),0, . . . ,0 ) wppi, 
~ (0,Poi(/^2),...,0) wpp2 , 
(5.29) 
~ (0,0, . . . ,Poi(//m)) wpp m , 
~MP(/Xi0 ,M20,---,Mm0,/J00) Wp 1 - ^ H o P i -
By assuming that //» = //JO + fJ-oo, * = 1, •.. ,m, it is ensured that any marginal 
distribution m*, where m* < m, is also m*-dimensional ZIP. 
Building on the bivariate and multivariate ZIP models reviewed in this section, in 
the next chapter I propose new versions of the MZIP. Those MZIP models will then 
be used for model-based clustering. Prior to presenting new models, I need to review 
estimation techniques for MP and MZIP models. 
5.3 Estimation of the Multivariate Poisson Model 
Several authors have used estimation procedures based on the EM algorithm for 
estimating MP and MZIP models. In this section, I first give a basic overview of the 
EM algorithm and then survey EM techniques for the MP cited in the literature. At 
the end of this section I also give an overview of Bayesian estimation techniques. 
Note that other methods for estimating the maximum likelihood of multivariate 
Poisson parameters have been used in the literature. Kocherlakota and Kocherlakota 
(2001) used Newton-Rahpson numerical methods, while Ho and Singer (2001) took a 
generalized least squares approach. However, these methods were used in the bivariate 
case only, and there do not seem to be any successful extensions to a case beyond two 
dimensions. For a multivariate ZIP model Ho and Singer (2001) used a method of 
81 
moments and directional grid search techniques. The complexity of the MP likelihood 
function has led authors in recent work to turn to the EM algorithm. 
5.3.1 The EM Algorithm 
In this section I discuss in more detail the main method for estimating multivariate 
Poisson models, the EM algorithm. The Expectation-Maximization (EM) algorithm 
was introduced in the pivotal paper by Dempster et al. (1977), and name EM now 
refers to a general class of algorithms which iterate between a so-called E-step and 
an M-step, details of which will be defined in the following paragraphs. An excellent 
overview of the EM algorithm, including historical development and various exten-
sions, is available in the book by McLachlan and Krishnan (1996). 
One advantage of the EM algorithm is its functionality in incomplete-data situ-
ations. Even when the data does not appear incomplete (i.e. no missing data ob-
servations) the problem can often be formulated in a clever way to make the data 
"incomplete." This is the case with the multivariate Poisson regression model. With 
this observed/unobserved representation in mind, I first review the basic EM strategy, 
then I give details for the MP regression case. 
5.3.1.1 The Basic EM Strategy 
A basic EM algorithm is a computational tool for maximum likelihood estimation; it 
has two components: 
E-step: Given the observed data and current values of the parameters, manu-
facture data for the complete data problem by way of an expectation. 
M-step: Update the parameters by evaluating the maximum likelihood of the 
complete data. 
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The E and M steps are iterated until convergence of model parameter estimates 
is achieved. There are several good properties of the EM algorithm, the main one 
being that it is easy to program in standard statistical software packages. Also, the 
computing cost per iteration is often low, offsetting the large number of iterations 
sometimes required for convergence. The likelihood of observed data always increases 
along the EM sequence, so that convergence to the best maximizer, if not trapped 
in a local maximum, is assured (McLachlan and Krishnan, 1996). The algorithm 
does have drawbacks; while the M-step is usually easy, the E-step can be difficult. 
Variations of the EM have been developed to deal with this fact (see McLachlan and 
Krishnan, 1996); in the next chapter I introduce an MCEM (Monte Carlo EM) for 
estimating MP and MZIP models. 
In fact, an early application of the EM algorithm for estimating Poisson regression 
models comes from Chan and Ledolter (1995), who used an MCEM approach. In that 
case the model was a univariate parameter-driven Poisson, where the unobserved 
part of the data is the latent process, which introduces the autocorrelation structure 
into the model. The EM algorithm here is attractive for estimating the unobserved 
latent variables. However, the E-step in this case is difficult because the conditional 
distribution of the latent process given the data is complicated to compute. Chan 
and Ledolter (1995) propose a Monte Carlo E-step with a Markov chain sampling 
technique. The authors give guidelines for Monte Carlo sample size and stopping 
criterion, and they show that under reasonable conditions the estimates will get close 
to the true maximizer with high probability. They demonstrate their method on the 
polio data (Zeger, 1988) and achieve good results. In the following subsections, I 
review EM algorithms which have been proposed for various MP and MZIP models. 
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5.3.2 EM Algorithms for Bivariate Poisson Models 
EM algorithms for MP estimation have been developed by Karlis (2003); Wang et al. 
(2003); Karlis and Ntzoufras (2003, 2005), and Karlis and Meligkotsidou (2005). I 
review first the algorithm for the BP implemented by Karlis and Ntzoufras (2005) 
in the R package bivpois. The probability function, denoted by JBP, of the BP 
constructed from TRM with unobserved variables Ui ~ Poi(^j), i = 0,1, 2 is given by 
yi 2/2 min(^l>2/2) / \ / \ / \ r 
2/i! 2/2! jr[ W W V ^ W 
The fact that Ui, i = 0,1,2 are unobserved variables makes the likelihood estima-
tion difficult. However, using the EM algorithm, "pseudovalues" for the unobserved 
data can be estimated in the E-step, and then the maximum likelihood of this com-
plete set of data can be computed in the M-step. The complete data likelihood for 
the BP observations t — 1 , . . . , T is given by 
T 3 T 3 T 3 
HfaPufo) = - ^ 5 > t i + ^ 5> i tlog(^) -J2^\og(uit\). (5.31) 
t = l i = l t = l 1=1 t = l 2 = 1 
In the GLM setting, the ^'s are given by log(//j) = Xjfii,i = 0,1,2, where X is a 
vector of explanatory variables and /3k are the regression coefficients for modeling fik. 
Algorithm: Bivariate Poisson The EM algorithm for the BP proceeds as follows 
(Karlis and Ntzoufras, 2005): 
1. E-step: Using observed data and current parameters values at the mth iteration, 
denoted by /?("> = (0<m), /?}m), /?<m)) and ^ = (^, # , # ) , calculate the 
conditional expected values of [Tot for t = 1 , . . . , T, by, 
st = E(UQt\Ylt,Y2t,(3W) 
{m)fBp(V\t- l ,3 /2 t - 1 I M(m)) 
= < 
/ % — t — 7 j — T ^ V X — i f min(2/i*> y*t) > 0 
0 if min(y l t , y2i) = 0 
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2. M-step: Update parameter estimates by, 
Am+1) = $(y1-s,X1), 
P{2m+1)=P(V2-s,X2), 
/ , ! r + 1 ) = e X p ( X ^ m + 1 ) ) f o r z = 0,l ,2; 
where s = ( s i , . . . s r ) ' is the vector of pseudovalues calculated in the E-step, and 
/3(y,X) are the maximum likelihood estimates of a Poisson regression model 
with response vector y and design matrix X. 
5.3.2.1 EM Algorithm for Diagonally Inflated Poisson 
Karlis and Ntzoufras (2005) also give the EM algorithm for the diagonally inflated 
version of the bivariate Poisson (DIBP). The model is of the form 
(Vit,y2t) ~ DIBP(ylt,y2t\ filt,Li2t,n0t,P,D(8)), fovt = l,...T, (5.32) 
where / / j t , for i = 0,1, 2 are the parameters for the bivariate Poisson, p is the mixing 
proportion, and D(6), is some discrete distribution with parameter 0 which accounts 
for extra observations on the points x = y. One version of diagonal inflation puts an 
extra point mass on the (0, 0) case only, mimicking one parameterization of the BZIP 
proposed by Wang et al. (2003) and Lee et al. (2005). Note that the estimation of p, 
the mixing parameter, does not include any covariates as Karlis and Ntzoufras (2005) 
have presented here, but this could be modified if desired; see Wang et al. (2003) or 
Lee et al. (2005) for discussion. Steps for the EM for the diagonally inflated model 
are given below. The estimation now requires a latent binary indicator for inflation, 
Vt, for t = 1 , . . . , T, in addition to estimation of the unobserved part of the BP data. 
1. E-Step: 
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(a) Using current parameter values at the mth iteration, denoted by (5^ = 
(tim), tim\ Pim)), ^m) = {&\l&\ # ) , P{m\ and (?(«), for t = 1 , . . . , T, 
calculate 
ut = E(K|ylt,y2t,/x<ro\p<m>,0<m>) 
P{m)fp(yit I fl(m)) .f 
= I P^fn(yu I 0<™>) + (l - P^)fBp{yiu v* I /^ } ) ' Vu V2t 
0 ifyit7^2/2t-
(b) For t = 1 , . . . , T, calculate the pseudovalues s t by 
St = E( f / o t | ^ i t , ^ , /3 ( m ) ) 
/% —-f—/ n^s\— lf m m ( ^ i * ' 2/2*) > ° 
fBp{Vu,V2t I /*(m)) 
0 if min(j/u,j/2t) = 0. 
2. M-Step: With complete data values from the E-step, update the parameters by 
T 
Pl ' = T E ^ 0(m+l) _ T 
t=\ 
^^tei-ai); 
0 ( m + 1 )^,D ; 
Ai l r 1 )=exp(XS )9{m + 1 ) ) for i = 01l>2; 
where £t = 1 — vt for t = 1 , . . . , T, A>(y, X) are weighted maximum likelihood 
estimates of a Poisson regression model, and 8VjD is the weighted maximum 
likelihood estimate of 6 for the distribution D and weights v. 
The EM for the standard BP and the diagonally-inflated version have been imple-
mented in an R package by Karlis and Ntzoufras (2005). To include covariates in the 
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estimation of p, the mixing proportion, a logistic regression of vt can be included in 
the M-step (Wang et al., 2003; Lee et a l , 2005). 
5.3.3 EM Algorithms for Multivariate Poisson Models 
Karlis (2003) developed an EM algorithm for the common covariance MP model. 
This version on the MP is specified by multivariate reduction with k independent 
Poisson random variables, (U\,..., Uk) and one common univariate Poisson, Uo, so 
each component of the MP is marginally distributed as Poi(//j + fj^), i — 1,... ,k (see 
Section 5.1.2.1). The probability function for the CCM is given by 
/ec-on,...,»)=exP (-£>) n $ £ n (*> 
\ t=i / i= i y%~ i= i j = i ^ / 
/ \ 
k 
\fc=l / 
(5.33) 
where s = min(yi, . . . , y^). Parameter /x0 is the covariance between all pairs of vari-
ables, and if fxo = 0, the distribution reduces to the product of univariate Poisson 
variables. 
Karlis (2003) references Kano and Kawamura (1991) for providing a method for 
calculating recurrence relationships for the multivariate Poisson. These recurrence 
equations help to eliminate some of the sums in (5.33), but the computational expense 
is still quite large for calculating the MP probability function. For example, if k = 4, 
one still needs to run 14 recursive schemes, and under certain conditions the scheme 
can become unstable. Karlis (2003) shows how estimation of the MP parameters 
under the complete data representation is easier with the EM algorithm. Note that 
the Poisson parameters in the case presented by Karlis (2003) are not formulated in 
terms of any covariates, but they could be easily included in the estimation. 
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Algorithm: Common Covariance Model The EM algorithm for the CCM pro-
ceeds as follows: 
1. E-step: Using data and current parameter values at the mth iteration, /^m) = 
(//ot , • • • > /-4-T )' calculate the pseudovalues 
st = E(Uot\Ylt,^) 
fccM(Yu = V\t - 1, Y2t = y2t - 1, • • •, Ykt = ykt - 1) 
= Hot' 
2. M-step: Update the estimates by 
T 
Ho 
fccMiYt) 
(m+1) V ^ _ (fc+1) • t 
= 2^St Hi = v%- Ho 1 = 1, 
4=1 
The conditional distribution of Uot is given by 
M 
— U 
L. 
fu(Uot = u\yu^) = 
«'
 1 1
1 (Vjt-u)\ 
~n
 u!
 AA (%t-«)! 
u =0 j = l 
The denominator is the cumulative distribution up to truncation at the right. The 
expectation needed in the E-step can be calculated without the probabilities of the 
MP. The recurrence scheme given by Karlis (2003) is the following: set initial value 
fu(u = 0) = 1. Then calculate 
fu(u) = fu(u-l) 
( \ (k \ 
UiVi-u + l) 
Ho t= l 
k 
i n ^ ,
 v 
\ < = i / \ 
u 
! 
for u = 1 , . . . , s. Then rescale probabilities to sum to one. 
Karlis and Meligkotsidou (2005) consider another parameterization of the MP, 
the two-way model (TWM), allowing pairs of Poisson variates within the MP to have 
different covariance structure. Compared to the common covariance model described 
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immediately above, this is a more flexible but more complex model. More discussion 
of the CCM and TWM can be found in Sections 5.1.2.1 and 5.1.2.2. Karlis and 
Meligkotsidou (2005) do consider the multivariate Poisson parameters to be functions 
of covariates in the GLM framework, and covariates for each parameter need not be 
the same. 
Algorithm: Two-Way Model The EM algorithm for the two-way model de-
scribed by Karlis and Meligkotsidou (2005) proceeds as follows: 
1. E-step: Using the observed data and current estimates of the parameters at the 
the /nth iteration, /3^ = {py^\p^\ . . . , p^'), calculate the pseudovalues 
sjt = E(Ujt\Yt,»m) 
E ujt n fP(Ujt i pp>) 
_ uteg-1(yt) J-1 
frwMiVt | /^r}) 
where fp denotes probability mass function of the univariate Poisson distri-
bution and frwM denotes the mass function of the multivariate Poisson with 
TWM structure; see Karlis and Meligkotsidou (2005) for details. For nota-
tional simplicity, all the parameters are indexed by a single subscript j G S = 
{1, 2 , . . . , k} U {ij, i,j = l,...,k,i<j}, and k is the dimension of the Poisson 
variate. The second subscript, t indicates observation number. 
2. M-step: Update the parameter vector (5 by fitting a Poisson regression using 
the Sjt as dependent variables with the explanatory variables X. 
The E-step is difficult, but can be calculated with a recursion formula given by 
Karlis and Meligkotsidou (2005) or Kano and Kawamura (1991). The idea is to 
take advantage of simplifications in the probability function when one or more of the 
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components of the multivariate Poisson is equal to zero. A detailed example for the 
trivariate case is presented in Karlis and Meligkotsidou (2005, Appendix). However, 
the complexity of the recursions increases as k, the dimension of the Poisson variate, 
increases, and the implication is that this ultimately may be prohibitive for large k. 
Karlis and Meligkotsidou (2005) discuss how to generalize the scheme to more than 
three dimensions, and Tsiamyrtzis and Karlis (2004) develop more efficient strategies 
for computing these recursions. Another option discussed in the same paper by Karlis 
and Meligkotsidou (2005) is to replace the E-step with an MCMC approach, thus 
eliminating the need for a closed form expression. I discuss the Bayesian methods in 
more details in the next section. 
5.3.4 Bayesian Estimation 
In this section I provide a few references for Bayesian approaches to multivariate 
Poisson modeling because Bayesian methods can help overcome some of the compu-
tational difficulties of the multivariate Poisson distribution. Some of the first work 
in this area was by Tsionas (1999, 2001); the reader is directed there for earlier 
references. Direct computation of the MP probability mass function often includes 
many recursive calculations, which effectively restricts the applicability of the MP to 
cases of small dimension. Tsionas (1999) develops an MCMC method with Gibbs 
sampling to obtain posterior distributions of the Poisson parameters. The method 
is shown to perform well for MP distributions of arbitrarily large dimension. Later 
Tsionas (2001) extends this work to the case of multivariate Poisson regression. The 
author demonstrates the method on European deforestation data, where a measure 
of environmental degradation is regressed on economic growth variables. 
Bayesian methods are also mentioned in Karlis and Ntzoufras (2005); recall the 
authors introduced an EM algorithm for multivariate Poisson regression, see Sec-
90 
tion 5.3.3. In the E-step the recursive calculations can be replaced by an MCMC 
approach. The authors compare the two strategies, direct computation and Bayesian, 
and interestingly, conclude that there is not much difference in the results and that 
the comparative advantages or disadvantages of each method balance out. 
Taking a theoretical Bayesian approach, Karlis and Tsiamyrtzis (2008) provide 
methods for obtaining closed form posterior distributions. A multivariate prior is 
allowed to introduce correlation between the parameters. The posterior is shown to be 
a mixture of conditionally independent gamma distributions. The posterior can then 
be sampled directly, eliminating the need for expensive MCMC routines. Extensions 
of the model to include discrete or categorical valued covariates and maintain the 
closed form posterior is fairly simple, but, generalizations using continuous covariates 
are not. 
An MCMC method for the multivariate Poisson-lognormal model is introduced 
by Chib and Winkelmnn (2001). The name Poisson-lognormal comes from the fact 
that the latent effects of the parameter-driven Poisson regression are assumed to fol-
low a Gaussian distribution. The authors demonstrate their method on Australian 
health care data and US airline accident data. The multivariate Poisson-lognormal 
regression model is used in a traffic crash application by Ma et al. (2008). Crashes 
of different severity are modeled with traffic conditions, environmental factors, and 
roadway design as covariates. The Poisson-lognormal model is also used in a market-
ing application by Wang et al. (2007), model consumers purchases in several product 
categories. 
In the next chapter, I present an approach for estimating MP models that is 
intermediary between the EM algorithm and strictly Bayesian techniques; it is the 
MCEM, or Monte Carlo EM. 
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5.4 Model-Based Clustering of Poisson Data 
The final topic reviewed in this chapter is clustering of MP data. The studies reviewed 
here are all examples of mixture modeling; see Section 3.2.1 a brief review. Even 
though I will employ a likelihood-based approach for clustering of MP and MZIP 
time series, a review of the literature on MP clustering reveals the usefulness of 
clustering MP data. 
5.4.1 Supermarket Shoppers Example 
In a recent paper, Brijs et al. (2004) proposed a multivariate Poisson mixture model 
for clustering supermarket purchase data. They used a MP model based in the idea 
of a restricted covariance structure to make computation of the model parameters 
simpler; see Section 5.1.2.3 for more details. With this formulation of the multi-
variate Poisson, Brijs et al. (2004) then applied a classic mixture model algorithm. 
Clustering of supermarket shoppers was based on aggregate purchases by 155 house-
holds over a period of 26 weeks for four product categories: cake mix, cake frosting, 
fabric detergent, and fabric softener. Preliminary analysis of the data showed strong 
correlation between cake mix and frosting and between fabric detergent and softener, 
but no other significant two, three or 4-fold combinations. 
The authors develop an EM type algorithm to perform the model-based clustering. 
For full details on the algorithm see Brijs et al. (2004). Because the model in this 
application reduces to the product of two bivariate Poissons, the estimation is easier 
than other parameterizations of the multivariate Poisson which I have discussed in 
this chapter. The authors implemented the algorithm for k = 1 , . . . , 16 clusters and 
with various starting values. The AIC criterion was used to select the optimal number 
of clusters, of which k = 5 and k = 6 seemed the most reasonable, and the results 
and interpretation of models with k = 5 and with k = 6 are very close. 
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Brijs et al. (2004) offer some interpretations of the supermarket shopper clustering 
from the perspective of retail management. There are some drawbacks to the model. 
For instance, no covariate information is included in the model. Characteristics of 
the shoppers or of the products could be included to better predict which cluster a 
customer belongs in. Also, the Poisson parameters within clusters are assumed to 
be static over time. Incorporating temporal information, either by modeling product 
purchases over time, or by allowing cluster membership to shift, might become more 
important in a longer-term study. 
5.4.2 Crime Data Example 
Recently Karlis and Meligkotsidou (2007) used a similar multivariate Poisson mix-
ture approach to clustering prefectures in Greece based on data for four categories of 
crimes: rapes, arsons, manslaughter, and smuggling. The MP model included covari-
ance terms for all two-way combinations of crime categories. See discussion of the 
two-way covariance model in Sections 5.1.2.2 and 5.3.3. An EM algorithm similar 
to the one developed in Brijs et al. (2004) is used to estimate the mixture model. 
A reasonable interpretation of the results is that there are k = 4. The results offer 
interesting insight to the patterns of crime in Greece. Prefectures near boarders or 
with archaeological sites tend to have more smuggling, while violent crimes occur 
with more frequency in large cities. 
5.4.3 Credit Scoring Example 
In another recent paper, Karlis and Rahmouni (2007) apply the Poisson mixture 
approach to a credit scoring problem. Rather than try to classify credit applicants 
as either "good" or "bad" customers, as is the classical approach to this problem, 
the authors try to predict the number of defaulted payments with Poisson regression 
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techniques. This approach leads to the discovery of a third group of customers, a 
"medium" in between a good or bad characterization. Thus, the distinction between 
all groups is clearer than the case where all customers were forced into being classified 
as either good or bad. Although the this is an example of clustering univariate Poisson 
data, this is an interesting reference because the authors use a ZIP to capture the 
extra zeros in the credit defaults data. Also, a random effects component is included 
in the Poisson part of the ZIP to capture time-dependence. 
5.4.4 Document Classification Example 
Li and Zha (2006) use a two-part Poisson mixture model to cluster and classify 
documents. The authors characterize each document by a vector, where each entry 
corresponds to a word, then for a group of documents, the vectors are combined to 
form the term-document matrix, say A = [a*,], where entry a,., is the count of how 
many time the word i occurs in document j . This is a standard approach in the 
document visualization literature. Each of the document vectors is modeled as a MP 
with no common or covariate terms, i.e., the MP in this case is the product of k 
univariate Poissons representing the count of k particular words. A class or group of 
documents is then represented by a mixture of these document vectors. The authors 
test their methodology on a database of documents available in the literature. An 
example of binary classification and an example of multi-category classification are 
presented. Results from the clustering are comparable to previous results available 
for this dataset, see Li and Zha (2006). 
Alvarez and Hidalgo (2009) also take a similar Poisson mixture approach for doc-
ument classification, but their clustering algorithm differs from Li and Zha (2006). 
Notably, Alvarez and Hidalgo (2009) use ZIP models to characterize the words in 
a document. This is a sensible approach, as many words out of an entire vocab-
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ulary may not appear in any given document, and the document vectors are often 
very sparse. Also, modeling the zeros may help in identifying documents of different 
classes, as documents of different classes should contain different types of words. 
5.5 Summary 
In this chapter I reviewed the relevant literature on multivariate Poisson (MP) mod-
els. The term multivariate Poisson covers many possible parameterizations of the 
distribution, but the most popular method for constructing the MP is by convolving 
several univariate Poisson variates via multivariate reduction. Similarly, the zero-
inflated MP can be parametrized in more than one fashion. The complexity of the 
distribution function for the MP and zero-inflated versions has lead many authors to 
consider either Bayesian or EM methods for estimating MP models. I also reviewed 
several studies which used mixture model-based clustering of MP data. 
In the next chapter, I build on these concepts and propose a new version of the 
multivariate zero-inflated Poisson and a new MCEM method for model estimation. 
I also use this new model in a model-based clustering scheme, and in the following 
chapters, demonstrate the method on simulated and real datasets. 
Chapter 6 
Estimation Methods for Multivariate Time Series 
of Counts 
In this chapter, I propose new models for multivariate zero-inflated time series of 
counts (TSC), which build on the background research reviewed in Chapter 5. Details 
of the models are given in Section 6.1, while estimation via an MCEM algorithm is 
described in Sections 6.2 and 6.3. The next chapter will incorporate these models 
into a model-based clustering scheme for multivariate TSC. 
6.1 Proposed Models 
I now specify the new models proposed for multivariate zero-inflated TSC. First, I 
describe how the observation-driven model works in the multivariate setting, and then 
I address multivariate zero-inflation. 
6.1.1 Observation-Driven Multivariate Poisson 
in the previous chapter, I reviewed the parameterization of the multivariate Poisson 
(MP) distribution via multivariate reduction; see Section 5.1 for a review. For ex-
ample, the simplest bivariate Poisson variables (Yi, Y~2) are constructed by convolving 
three independent univariate Poisson random variables U\, U2, and U0, so that 
In the GLM framework, covariates are included in the model at the univariate level. 
The parameters of the C/^ 's are related to covariates by the usual log link 
logo*) = xfc 
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To incorporate the observation-driven component of the model, I let /ij depend on 
exogenous covariates and on past values of the count response, and in the multivariate 
case this includes both autocorrelation and cross-correlation. A regression model for 
the bivariate Poisson (BP) could be for example, 
l0g(//W) = 010 + PllYu-! + /?i2*2t-l + PisXiu 
log(/i2t) = 020 + ftl*lt-l + 022*^-1 + 023^2*! t6"1) 
log(/X0t) = 000 + PoiYU-l + 0 0 2 ^ - 1 + 003^04-
The variables Xit, % = 0,1,2, represent some exogenous covariates, and all the vari-
ables are now indexed by t. Note that regression cannot be on past values of U^t, 
k = 0,1, 2, as these are unobserved. Whether to include lags of the response in the 
covariance term /L% and how many lags or cross-lags of the bivariate count responses 
to include in the main effects terms fj,u and nit will depend on the particular applica-
tion. In this example, I have included the lags of the response Yitt~i directly, rather 
than some transformation such as log(y + c) for some constant, c. This issue was 
discussed in the univariate context in Section 3.1.3, where I explained either method 
can be used to capture the time series nature of the data, and the choice of Y^t-i 
versus log(Yitt-i + c) may depend on the application. The choice for other covariates 
Xi<t also depends on the situation at hand, and Xijt may be the same or different for 
i = 0,l ,2. 
Note the formulations given above for multivariate observation-driven TSC include 
autoregressive (AR) type of regression terms, but I have decided not to include any 
moving average (MA) terms, represented by past values of//o, A*i and //2- See Fokianos 
et al. (2009) for work on this issue in the univariate setting. Including MA terms in 
the model would likely complicate the estimation of the regression parameters the 
multivariate case and will be left for future work. 
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Equations (6.1) can be written in a general matrix form by letting M^t = log(//fct) 
for k = 0,1,2. Then with Zt = (1, Y t_i,X t) and the matrix of coefficients, B, we 
can write 
M t = BZt (6.2) 
This example of an observation-driven BP model can be extended to higher dimen-
sions and to various parameterizations of the MP. In the next section, I show how 
the multivariate observation-driven Poisson model can be modified to include zero-
inflation. 
6.1.2 Multivariate Zero-Inflation 
A new model for multivariate zero-inflated counts is motivated by the following ques-
tion. What does it mean for a multivariate response to be zero-inflated or deflated? 
Another way to frame the question is, where does the mixing of the Poisson and 
the zeros take place? Is each individual component of the multivariate response 
zero-modified, or is an unmodified multivariate Poisson mixed with a point mass at 
(0 ,0 , . . . , 0)? I believe the answer should be both. 
In the univariate formulation, zero is of special interest, in a sense an "extra 
case." Moving to the multivariate model, the special case of interest would seem to 
be the case of all zero observations, (0, 0 , . . . , 0). This leads to consider the mixture 
of a point mass at (0 ,0 , . . . , 0) and an unmodified MP. However, to make the model 
even more general, I want to consider the possibility of zero-modification within each 
individual component of the MP. Note that due to the complexity of the multivariate 
zero-modification question, I will restrict my investigation in this thesis to the case of 
inflation only. I will start with the bivariate case and introduce some new terminology 
for multivariate zero-inflated models. This section presents a brief overview of the 
proposed models; more details and techniques for model estimation are presented in 
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Section 6.3. 
6.1.2.1 Joint Zero-Inflation 
A basic BZIP is described in Wang et al. (2003) and Lee et al. (2005) (see Sec-
tion 5.2.1). To facilitate the discussion, I will refer to this model as the "BZIPO," 
indicating the mixture is with the origin, (0,0). The model is denned as 
(YUY2)~ (0,0) wpp, 
(6.3) 
~BP(/xi,/i2,/xo) w p l - p , 
where "wp" stand for with probability and (/xi, /J,2, Ho) are the parameters of the BP 
distribution. Y\ and Y2 are constructed from the usual TRM. Under this definition, 
when (Yi, Y2) are zero-inflated, then the values of Uo, U\, and U2 are also zero-inflated. 
In other words, 
(Yi,Ya) = { 
(0 + 0, 0 + 0) wp p; 
(Ui + UoM + Uo) w p ( l - p ) . 
The probability mass function for the BZIP0(HI, fi2, /J,Q,P) is given by 
p(Yx = 0, Y2 = 0) = p + (1 - p)e-w-M2-M 
(6.4) P(Yi = yx, Y2 = y2) = (1 - p ) ^ - " ™ 
min(2/i,3/2) yi-.r y2-r 
x
 E
 ( w
2
 \viory^0ory2^0. 
i~£ (yi - r)\{y2 - r)\r\ 
6.1.2.2 Marginal Zero-Inflation 
Multivariate zero-inflated models introduced by Li et al. (1999) and Walhin (2001) 
include other sources of extra zeros besides the (0,0) mixture; see Sections 5.2.1 
and 5.2.2 for a review. With this idea in mind, I build a new model for zero-inflation, 
where each Yk of an m-dimensional Poisson is zero-inflated "marginally". I define 
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the model as the "BZIP1," indicating that each series of the multivariate Poisson 
has one unique source of extra zeros. When Y\ is zero-inflated, U\ and UQ are zero-
inflated, and when Y2 is zero-inflated, U2 and UQ are also zero-inflated. The marginal 
probabilities for zero-inflation, denoted by parameters p± and p2, are independent. 
Under this parameterization, the univariate Poisson variables are also zero-inflated: 
C/i ~ 0 wp pi; 
U\ ~ Poi(//i) wp 1 — pi; 
U2 ~ 0 wp p2; 
U2 ~ Poi(/i2) wp 1 - p2; 
U0 ~ 0 wp pi + p2 - p1p2; 
U0 ~ Poi(Ato) wp (1 - pi)(l - p2). 
Thus, there are four possible cases for outcomes of (Yi, Y2): 
(YuY2) = { 
(0,0) 
(0,£/2) 
(t/i,0) 
wp pip2; 
w p p i ( l - p 2 ) ; 
Wp ( 1 - P I ) P 2 J 
(C/i + f/0,f/2 + C/o) wp (1 - p i ) ( l - p2 ) . 
The distribution of (Yi, Y2) can also be expressed as 
(y 1 ,Y 2 )~(0 ,0)wpp 1 p 2 ; 
~ (0, Poi(/x2)) wp pi(l - p2); 
~ (Poi(//i), 0) wp (1 - pi)p2; 
~BP(//i , /x2 ,^0) wp ( 1 - P i ) ( l - P a ) . 
(6.5) 
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I refer to this model as B Z I P l ^ , / ^ , l^o,Pi,P2), and the probability mass function is 
given by the following equations 
P{YX = 0,Y2 = 0)=p1p2+p1(l-p2)e-^+p2(l-p1)e-^ 
+ (l-Pl)(l-p2)e-^ - M 1 - M 2 - M 0 . 
2/2 
P(YX = 0, Y2 = y2) = Pl{\ - p2)^-e-^ 
2/2! 
2/2 
+ (l-Pl)(l-p2)^e-^-^, y2>0; 
P{Yi = Vi,Ya = 0) = p2(l - p i ) ^ - e ^ ( 6-6 ) 
2/1 
+ (1 -Pl)(l -p^e-"!-«-«>, y i > 0; 
^ ( n = yi , r 2 = 2/2) = (1 - P I ) ( 1 -p2)e-K->*-»> 
mm(yi,y2) y i _ r y2-r r 
^ (y i - r ) ! (y 2 - r ) ! r ! 
6.1.2.3 Doubly-Inflated Poisson 
Building on the BZIP1 model, the doubly-inflated bivariate Poisson, or"BZIP2," is 
defined as a mixture of a BZIP1 distribution and extra cases of (0,0). Poisson counts 
from a BZIP2 model have two sources of zero-inflation: marginal and joint. The model 
now depends on three mixing parameters, pi and p2, which represent the probability 
of marginal zero-inflation as in the BZIP1, and po, which is independent of p\ and p2 
and represents the probability of joint inflation. As in the definition of the BZIP0, 
if the observation of (Yi,Y2) is jointly zero-inflated, then the values of UQ, U\, and 
U2 are also defined as equal to zero. Marginal inflation of either Y\ or Y2 results in 
corresponding zero-inflation of U\ and UQ or U2 and UQ, as in the BZIP1 model. Thus 
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(6.7) 
the BZIP2(^i,/i2, Ho,Pi,P2,Po) model can be written as 
(Yi,Y2) ~ (0,0) wp p0 + (1 - Po)piP2; 
~ (0, Poi(/x2)) wp (1 - p0)Pi(l - P2); 
~ (Poi(/ii), 0) wp (1 - p0)(l - Pi)P2 5 
~ B P ( / J I , / X 2 , / X 0 ) wp (1 - p 0 ) ( l - p i ) ( l -pa ) -
The probability mass function is given by 
P(Y1 = 0,Y2 = 0)=p0 + {l-p0)[p1p2+p1(l-p2)e-fi2->10 +p2(l -Pi)e-^-^] 
+ (l-p0)(l-Pl)(l-p2)e-^-M; 
P{YX = 0, Y2 = y2) = (1 - p0)(l ~ p 2 ) P i ( / i 2 + f 0 ) V ^ ° 
2/2 ! 
2/2 
+ (1 - j90)(l - P l ) ( l - p 2 ) ^ - e - ^ - ^ - ^ , y2 > 0; 
V2-
P(Yl = Vl,Y2 = 0) = ( l - p 0 ) ( l - P i ) P 2 ( M l + ^ 0 ) V ^ ° 
+ (1 -
 P o)(l - Pi)(l - p 2 ) ^ F e - " 1 - « - « ' > yi > 0; 
^ ( n = Vi, Y2 = y2) = (1 - po)(l - pi)(l - p2)e-^>-M 
Hi n2 Mo 
(2/1 - r ) ! ( j / 2 - r ) ! r ! 
min(j/i,y2) ^ - r „yi-r llT 
r=0 
(6.8) 
The BZIP0, BZIP1, and BZIP2 models can also be generalized beyond two dimen-
sions. An MZIP0 model is a mixture of a MP and a mass at the origin. An MZIPl 
model can be obtained by inflating each individual count series of an m-dimensional 
MP. Then the MZIPl is mixed with extra observations at the origin (0 , . . . , 0) to 
obtain the MZIP2 model. In Section 6.3, I describe methods based on the MCEM 
algorithm for estimating the proposed multivariate zero-inflated models. 
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6.1.2.4 Zero-Inflated Time Series 
In their application of a BZIPO model to study two types of occupational injuries, 
Lee et al. (2005) use random effects components with a specified correlation structure 
in both the BP and the zero-inflation components of the model to capture the time 
dependent nature of the data. Recall that the random effects method is akin to the 
parameter driven models for time series of counts introduced by Zeger (1988). In Sec-
tion 6.1.1 above, I discussed the incorporation of observation-driven structure, which 
has proven successful in the univariate case, into a multivariate Poisson regression 
model. I now propose to incorporate the same observation-driven framework into the 
zero-inflation components of MZIP models. 
As an illustration, consider the bivariate case. In addition to dependence on 
exogenous covariates, the inflation parameters p0, pi, and P2 as defined in the three 
different BZIP models above, can be regressed on past values of the count response. 
For example, 
logit(pii) = 7i0 + 7 i i* i t - i + 7i2*2t-i + 7i3Vu 
logit(p2t) = 720 + n/2lYu-l + 722*2t-l + 723^2* (6"9) 
logit(pot) = 7oo + 7oi¥it-i + 7o2*2t-i + 703 Vot 
where Vu stands for some exogenous covariates which may be the same or different 
for i = 0,1, 2. As in the univariate Poisson case, I will refer to models of this type 
as observation-driven zero-inflated Poisson (ODZIP) to indicate that both the zero-
inflation and the Poisson components can be modeled within the observation-driven 
framework. In the next section I will present a new method for estimating multivariate 
ODZIP models of this type. 
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6.2 MCEM Algorithm for Multivariate Poisson Models 
In this section I develop methods for estimation of MP regression models based on the 
EM algorithm; zero-inflated models are specifically addressed in the next section. The 
EM algorithm is useful for estimating MP models because the problem can be posed 
as a missing data problem, where the multivariate count response, Y is observed, 
but the univariate Poisson variables which make up the MP are unobserved; see 
Section 5.3.1 for a review. The EM algorithms outlined in the previous chapter 
require the computation of the conditional expectation of (U | Y) the in the E-step, 
and in turn, this requires tedious calculations of several recursion equations. Attempts 
to implement the algorithm for a MP distribution of more than two dimensions can 
become quite cumbersome, and the complexity in moving from two to three or more 
dimensions has limited many authors to studying only the bivariate form (Tsiamyrtzis 
and Karlis, 2004). 
Here I follow up on work by Karlis (2003) and Karlis and Meligkotsidou (2005), 
where the authors suggest an approach intermediate between direct calculation of 
conditional expectations and a strictly Bayesian sampling technique, an EM algorithm 
with a Monte Carlo E-step. The authors mention that one could replace the direct 
computation of {U \ Y) in the E-step with a Monte Carlo procedure to sample from 
the posterior distribution to obtain the needed conditional expectations. Full details 
for the MCEM algorithm are provided in the following sections. Recall that Chan and 
Ledolter (1995) applied an MCEM algorithm to model univariate TSC and achieved 
good results. I now proceed with detailed examples of the modified EM algorithm, 
first for non-zero-inflated bivariate and multivariate cases. 
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6.2.1 MCEM Algorithm: Bivariate Case 
As stated above, the strategy for an MCEM algorithm for estimating MP models 
depends on sampling from the distribution of (U | Y). In this section, I derive 
the conditional distributions needed for sampling and outline the algorithm for the 
bivariate Poisson case. Let Yt ~ BP(/xit,[i2uHot) for t = 1,... ,T. Recall that the 
bivariate Poisson is defined through the TRM, 
Yx = U, + U0; Y2 = U2 + U0; 
where each Uj forj € S = {1,2,0} is a univariate Poisson variate with parameter 
Hjt. Also, the parameters of the Uj Poisson variates are related to some covariates by 
\og{tijt) = X'jt0j, for each j e S. Let nt = (Hit,H2t,Hot), and let B = (@1,P2>Po), 
where each /3 • is also a vector of coefficients. 
To proceed I will need to calculate the conditional distribution of UQ given the 
observed data; I will drop the t subscript for now, so that is P(U0 | Y\,Y2). First 
consider P(UQ | Y2); if IJ2 = u2 + u0, then the value of u0 can be at most y2. In fact, 
u0 can only take the values ( 0 , 1 , . . . , y2 — 1, y2). It can be shown that U0 | Y2 is a 
binomial random variable with parameters y2 and Ho/{H2 + Ho) (Casella and Berger, 
2002, p. 175). 
P(Y2,U0) P(U0 I Y2) = P(Y2) 
(V2 ~ Up)\ UQ\ 
(A*2 + Ho)V2e-^+^ 
2/2! 
V2\( Ho Y°f H2 NH2"U° 
(6.10) 
yU0J \H2+ H0j \H2+ Ho, 
Now consider P(UQ \ Y\, Y2); the conditional distribution can be found by 
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The joint distribution of (Yi, Y2, UQ) is given by 
P(Yl5 Y-2, t/o) = ^ \ ? e / ° e , • (6.12) 
(z/i -wo)! (2/2 -w 0 ) ! uo! 
It is clear that u0 can take values between zero and min{yi,y2). Summing over this 
range, the marginal distribution of {Yi,Y2) is obtained: 
min(j/i>!/2) m-i y2-i i 
pi f4 /4 P(YUY2) = e-^+n+rt T , * .,,7 ^ , , 
~ (2/1-W2-OW 
J/! ya min(2/1^2) 
(6.13) 
t/i «2 """VJ/I.SW / \ / \ / \ 
yi! y2! i = 0 
iny i i i /2 ; \ J § ft C?>G5; 
P(t/o I Y, Y2) = . ( "0/ ^ . (6.14) 
min(yi,3/2) 
Thus, the conditional distribution of {UQ \ Yi, Y2) is given in a useful form by 
Ml^2/ 
a(yi,J/2) / x 
g e?)e?KA) 
The E-step in the EM algorithm can be replaced with a Monte Carlo sample from 
the distribution given in (6.14). With yi and y2 known and with estimates of fa, 
fa, and fa, this can be programed easily in R. Code for the conditional probability 
function and random number generator is given in Appendix A. 
6.2.1.1 Steps for Bivariate MCEM Algorithm 
I now show the steps for for an MCEM algorithm to estimate the parameters of a BP 
regression model. 
1. Initialize estimates for B or /i. Estimates for (3± and (32 can be found by 
assuming Yit and Y2t are independent and fitting separate log-linear regression 
models; n0 can be initialized by the sample covariance between Y\ and Y2. 
2. E-step: Estimate the "pseudovalues" Sjt = E(C/jt I Yt,B), j e S, that is, the 
conditional expected value of the unobserved variables Ujt, given the observed 
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data and the current parameter estimates. In the bivariate case, it suffices to 
estimate so* since the remaining values can be found by 
•Sit = Yit ~ §ot, 
(6.15) 
ht = Y2t - sot-
To estimate sot, I implement a Monte Carlo approach. For each t, randomly 
generate M observations from the conditional distribution defined above in 
equation (6.14), and take the mean to obtain sot. Estimates for s l t and s2t are 
found by equation (6.15). 
3. M-step: Take these Sjt for j = 1,2,0 as dependent variables and fit standard 
univariate Poisson regression models in the GLM framework and update B. In 
the bivariate case, this requires three separate regressions. 
4. Iterate between E and M steps until some convergence criterion has been satis-
fied, such as convergence of the model loglikelihood. 
6.2.2 Testing the Bivariate MCEM 
I tested this MCEM algorithm by comparing my results on a set of simulated data to 
results from an implementation of the EM for BP models from the bivpois R package 
(Karlis and Ntzoufras, 2005; R Development Core Team, 2009). Methods in the R 
package use direct computation of the conditional expectation of the unobserved data; 
see Section 5.3.2. First, to simulate bivariate Poisson time series, I created covariates 
by generating random observations from normal distributions: X\ ~ N{—1,1); X2 ~ 
iV(3,0.5); X\ ~ ./V(l,0.25). Then the means of three independent Poisson variates, 
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(Ui,U2,Uo), have the following models 
log(A*it) = l -0 .5y 1 ( t _i )+0 .75X l t , 
log(/x2t) = -1.5 - 0.25Y2(t-i) + 0.5XM, (6-16) 
log(Atot) = 1 - 0.5X3t. 
Random Poisson variates were generated for each of [/# ~ Poi(/%) for i = 0,1, 2, and 
bivariate Poisson observations (Yu, Y2t) are created via the usual trivariate reduction. 
Covariates and their corresponding coefficients are chosen so that the resulting series 
of Poisson means have values around one. Low means for the univariate Poissons are 
necessary so that the resulting multivariate Poisson counts are also fairly low and 
thus realistic to actual data applications. After a burn-in period of 100 time units is 
discarded, the resulting TSC have length T = 500. 
First, I used the lm.bp function from the bivpois package in R (Karlis and Nt-
zoufras, 2005) to estimate the model parameters. Then I used the new MCEM method 
which I developed above in Section 6.2.1.1; note that I performed two different runs 
of the bivariate MCEM with different MC samples sizes. I also applied a multivariate 
version of the MCEM algorithm, which will be explained in detail in the next section. 
The convergence criterion for stopping the algorithms was an observed difference of 
order less than 10e~5 in estimated model likelihoods. The resulting model estimates, 
final model loglikelihood value, number of iterations, and user computing time on a 
personal desktop computer for the four versions of the EM algorithm are reported in 
Table 6.1. 
Results from the four algorithms are comparable. The algorithms result in very 
similar estimates of the Poisson regression coefficients, and converge to a loglikelihood 
value which is equal up to two decimal places. All three of my MCEM algorithms 
converge in about the same number of EM steps, although they do converge slower 
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Testing EM Algorithms for Bivariate TSC 
lm.bp Function, bivpois R Package 
model 
component 
log(A*w) 
log(/i2t) 
log(/xot) 
Estimated Coefficients 
ft 
0.971 
-1.241 
0.832 
Ai 
-0.459 
-0.212 
-0.411 
A2 
0.773 
0.419 
Other Properties 
loglikelihood 
iterations 
computing time 
-1557.655 
17 
7.96 
Bivariate MCEM; MC Sample Size= 10000 
model 
component 
log(/Xit) 
log(/i2t) 
log (^ot) 
Estimated Coefficients 
A) 
0.967 
-1.253 
0.833 
Ai 
-0.460 
-0.211 
-0.411 
A2 
0.776 
0.421 
Other Properties 
loglikelihood 
iterations 
computing time 
-1557.644 
39 
52.45 
Bivariate MCEM; MC Sample Size= 1000 
model 
component 
II
I 
Estimated Coefficients 
A) 
0.966 
-1.262 
0.833 
Ai 
-0.460 
-0.211 
-0.409 
A2 
0.775 
0.423 
Other Properties 
loglikelihood 
iterations 
computing time time 
-1557.645 
44 
27.16 
Common Cov. MCEM; MC Sample Size= 5000 
model 
component 
(B
 
W
 
(R
 
Estimated Coefficients 
A> 
0.967 
-1.250 
0.833 
Ai 
-0.460 
-0.211 
-0.410 
A2 
0.776 
0.420 
Other Properties 
loglikelihood 
iterations 
computing time 
-1557.644 
46 
52.78 
Table 6.1 : Summary of newly developed estimation algorithms for bivariate Poisson 
regression tested on observation-driven TSC from model given in (6.16). The bi-
variate algorithm with two different MC samples sizes and the multivariate common 
covariance model algorithm are comparable to methods available in the R package 
bivpois. 
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Figure 6.1 : Convergence of loglikelihood values for an EM Algorithm available in an 
R package (top-left) and for the new bivariate MCEM Algorithm with different Monte 
Carlo sample sizes (top-right and bottom-left), and finally a multivariate version of 
the MCEM (bottom-right). The algorithms were tested on simulated data given in 
equation 6.16. All three of the new algorithms converge to the same likelihood in 
about the same number of iterations, although this is slower than the EM Algorithm 
inR. 
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than the EM algorithm available in the bivpois package. My algorithm in this 
example takes between 27 and 52 user seconds to run depending on the MC sample 
size, while the lm. bp function took less than eight user seconds to converge. Figure 6.1 
shows the convergence of the model likelihoods under these four versions of the EM 
algorithm; the MCEM appears to converge slowly at first, but ends up plateauing at 
the same model likelihood as the lm.bp function. Although the MCEM algorithm 
requires fewer EM iterations to converge for the larger MC sample sizes, the total 
computing time is less expensive for smaller MC sample sizes. This simulation and 
others indicate that and the model estimates based on MC sample sizes of say M = 
1000 are just as accurate as estimates based on sample sizes ten times as large. A 
progressive sampling scheme, where the MC sample size gradually increases as the 
model estimates converge, can also be used to speed up the first few iterations of 
the algorithm. Additional simulations to investigate the overall performance of the 
algorithms indicate that parameter estimates from both the bivpois EM algorithm 
and the new MCEM version are unbiased. 
6.2.3 MCEM Algorithm: Common Covariance Model 
Let Y be an m-variate Poisson, that is Yt ~ m — MP(/Ltt) for t = 1 , . . . ,T, with 
the MP defined as the common covariance model (CCM) described in Karlis (2003). 
Recall that the covariance structure in this case is given by the matrix A = [A^, Am]; 
for example in the trivariate case, 
11 0 0 l l 
A = 
•> 
I l l 
which results in the following multivariate reduction 
Yt = U1 + U0 
Y2 = U2 + U0 
Y3 = U3 + U0. 
Each Ui,U2,U3, UQ is an independent univariate Poisson. The parameters of the MP 
are related to some covariates by log((Xjt) = X'jt(3j, with j G S = {0,1,2,3}. Let 
B = (/31, /32, /33, /30) denote the vector of all covariates for all j G S. 
The joint distribution of (UQ, Yi, Y2, Y3) is given by 
P{Uo,Yu...,Ym) = ^ T - l l ^ (6.17) 
where m is the dimension of the MP, m = 3 in this example, and the term u0 is the 
common univariate Poisson component of the MP CCM. Summing over the range of 
admissible values for it0, we obtain the marginal distribution for (Yi, Y2,Y3), 
( V { •?J, "1 771 yk T III 
« ^TT^„, 
Vk- \ i 
fc=l yK i=0 j=l x 
A*o 
vJ?."v 
(6.18) 
where r = min(y1 , . . . , ym). Now it can be shown that the conditional distribution of 
Uo is given by (see also Karlis and Ntzoufras, 2003) 
nu° rn ; /_ u° 
— n 
P(U0\Yl,...,Ym)= " ° ! ^ ( ^ - y ) ' . ( 6 . 1 9 ) 
i=0 *! fc=l ( Z / f c - ^ ! 
Note that this representation of the Mp will work for the bivariate case as well, 
as the bivariate Poisson is necessarily a CCM. The distribution function of P(UQ \ 
Yi, . . . , Ym) given in equation (6.19) and a random number generator can be pro-
gramed in R; see Appendix A. 
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6.2.3.1 Steps for Common Covariance MCEM Algorithm 
Steps for the MCEM algorithm for an m-variate Poisson defined by the CCM proceed 
as follows. 
1. Initialize estimates for p o r B , the regression coefficients. The interaction effect, 
fj,Q, can be initialized by the average of sample covariance between pairs of Y '^s. 
Main effects components of the MP can be found by independent univariate 
Poisson regressions. 
2. E-step: Find estimates for the pseudovalues Sjt, for j G {0 ,1 , . . . ,m} based 
on the observed data and current parameter values B. In fact, it suffices to 
find values for s0t, as the remaining pseudovalues can be found by subtraction: 
Sjt = Yjt — Sot,jE { 1 , . . . , m}. For each sot, randomly generate M observations 
from the conditional distribution defined above in (6.19), calculate the mean, 
Sot, a n d find the remaining §jt by subtraction. 
3. M-step: Use these §jt, j £ {0,1,..., m}, as dependent variables and fit a stan-
dard Poisson regression to update the parameters B. For the CCM defined 
above, this involves m + 1 separate regressions. 
4. Iterate between E and M steps until some convergence criterion has been satis-
fied. 
6.2.4 Testing Common Covariance MCEM 
First, I tested the common covariance model EM algorithm on the same set of simu-
lated bivariate Poisson data from Section 6.2.2. I did this to check the functionality 
of this version of the MCEM algorithm, since there are no prepackaged algorithms 
currently available for estimation of the multivariate Poisson. If the results from the 
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common covariance MCEM agrees with results from the bivariate MCEM, then I can 
be confident that it will work properly for higher dimensional data. Results from 
this simulation are presented in Table 6.1 and the EM for the CCM is comparable 
to the specific bivariate algorithms. Convergence of the model likelihood along EM 
iterations is given in Figure 6.1. 
I next tested the algorithm with a multi-run simulation; the data in this test are 
trivariate Poisson data with common covariance structure generated according to the 
following model. 
\0g(fllt) =PW + 011*1(4-1) + 012*1* 
log(/X2i) =020 + 021*2(4-1) + 022*2* 
(6.20) 
log(//3t) =030 + 031*3(t-l) + 032*3* 
log(//0t) =000 + 001*4* 
the covariates, * , are normal random variables: * i ~ 7V(—1,.5), X2 ~ iV(3,.5), 
X3 ~ N(l, .25), X^ ~ N(—2, .5). Coefficients are chosen so that Poisson means are 
around one; over T, fii has median value 0.76, /x2 has median 1.02, ^3 has median 
1.66, and //o has a median of 1.01. The trivariate counts, Yt = (Yu, Yvu *3t)> a r e 
constructed via the usual multivariate reduction, and after a burn-in period of 100 
time units is discarded, the series have length T = 500. 
Let 0 be the vector of all regression parameters: 
@ = (010) 011, 012; 020, 021, 022, 030, 031, 032, 000, 001 )• 
For a particular set of O (given in Table 6.2), trivariate Poisson time series were 
generated and then the parameters were estimated with the MCEM algorithm. The 
results of 100 simulation runs is presented in Table 6.2. The true values of the param-
eters in 9 are given along with the mean of 100 MCEM estimates of the parameter 
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MP CCM Parameter Estimation 
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Figure 6.2 : Boxplots of MCEM estimates for MP regression model given in equa-
tion (6.20). The boxplots reflect the simulation study results, the red star is the true 
parameter value, and as can be seen, there is little evidence of parameter bias. 
(6), the median of 100 parameter estimates (0m), the sample standard deviation of 
the 100 estimates (60), as well as the average of the standard errors calculated for 
each 6 {see) using R's glm function which is used in the MCEM algorithm. Note 
the maximum number of EM iterations was capped at 40, as the loglikelihood was 
observed to converge to a small neighborhood prior to reaching 40 iterations. Results 
are quite good, as the MCEM parameter estimate for all of the Poisson regressions is 
on average very close to the true parameter value (see Table 6.2). A boxplot summary 
of the parameter estimates from the simulation study is given in Figure 6.2.4; the red 
star indicates the true parameter value of the generating model. As can be seen in 
the figure, there is no evidence of bias in the resulting parameter estimates. 
In this simulation study of observation-driven trivariate Poisson time series the 
estimated regression parameters 0 are related to the mean parameters of the uni-
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MCEM for Trivariate CCM 
Parameter 
0io = 0.5 
0n = -0.5 
0i2 = 0.75 
020 = -1-5 
02i = -0-25 
022 = 0.5 
030 = 1.0 
03i = 0.05 
032 = -0.5 
0oo = -0.5 
0oi = -0.25 
e 
0.492 
-0.499 
0.749 
-1.477 
-0.251 
0.492 
1.00 
0.051 
-0.504 
-0.489 
-0.242 
dm 
0.486 
-0.493 
0.756 
-1.460 
-0.252 
0.493 
0.995 
0.051 
-0.498 
-0.504 
-0.244 
0 0 
0.159 
0.081 
0.157 
0.381 
0.055 
0.113 
0.138 
0.019 
0.126 
0.183 
0.083 
95% CI for 9 
(0.461, 0.523) 
(-0.515, -0.483) 
(0.718, 0.779) 
(-1.551, -1.402) 
(-0.262, -0.240) 
(0.470, 0.513) 
(0.974, 1.028) 
(0.047, 0.055) 
(-0.529, -0.479) 
(-0.525, -0.454) 
(-0.257, -0.223) 
see 
0.143 
0.069 
0.133 
0.351 
0.046 
0.109 
0.141 
0.018 
0.129 
0.187 
0.087 
Other Properties 
Average number of EM iterations: 29.85 
Average user computing time: 44.9 sec. 
Table 6.2 : Results from testing MCEM algorithm on 100 realizations of simulated 
trivariate data with CCM structure. The mean (9), median (9m), and standard 
deviation (ae) of the MCEM parameter estimates, the 95% confidence interval for the 
mean of the MCEM parameter estimates, as well as the mean of estimated standard 
errors for each 9 (see) is reported. 
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Hit H2t 
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Estimated 
H3t 
0.5 1.0 1.5 
Estimated 
Hot 
1.5 2.0 2.5 3.0 
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0.6 0.8 1.0 1.2 1.4 1.6 1.S 
Figure 6.3 : Estimated values from the MCEM algorithm for one realization of the 
univariate Poisson components of the trivariate Poisson plotted against the true val-
ues. The data are close to the 45 degree line, indicating good model fit. 
variate Poissons by the usual log link functions; see equations (6.20). The simulation 
has shown good agreement between true and estimated 0 values. As another final 
assessment of the performance of the MCEM estimation technique, the estimates of 
Ait) i^2ti A34> a n d Aot based on O are plotted against the true values of fj,u, [i^u fat, 
and Hot for one realization of the simulated data. If the estimated model is a good fit 
to the data, the plot should result in values along the 45 degree diagonal, much like 
in a quantile-quantile plot. Indeed, this is what is seen in Figure 6.2.4. 
In addition, the convergence of the model likelihood and the trace plots for the 
parameter estimates are plotted in Figures 6.2.4 and 6.2.4. With an MC E-step in 
the EM algorithm, the likelihood along successive EM iterations is not guaranteed to 
be monotone. This fact is clear in Figure 6.2.4, where the likelihood fluctuates quite 
a bit. Tests of the MCEM algorithm on simulated multivariate TSC indicate that a 
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Convergence of CCM MCEM Algorithm 
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Figure 6.4 : Convergence of MCEM algorithm tested on trivariate data with common 
covariance structure. With an MC E-step in the EM algorithm, likelihood convergence 
is not monotone. 
convergence criterion based on observing a small difference in successive model likeli-
hood estimates may not be practical. Trace plots of the estimated model parameters 
in Figure 6.2.4 show that estimates converge to a small neighborhood of values fairly 
quickly-even in as few as ten to twenty iterations. 
This information suggests that I may want to use some other convergence criteria 
rather than a small absolute difference in model likelihood between successive iter-
ations. A criterion based on likelihood convergence may work well when there is a 
monotone progression of the model likelihood, as with a closed form E-step in the EM 
algorithm; however, with the MC E-step, monotonicity is lost and waiting for some 
small absolute change in likelihood may not be the best course. An intelligent stop-
ping criterion based on progression of the model estimates may significantly reduce 
the number of algorithm iterations needed. 
Another option to consider is replacing the M-step in the algorithm with a max-
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Regression Coeff. for ^ Regression Coeff. for ^ 
Regression Coeff. for H3 Regression Coeff. for \IQ 
Figure 6.5 : Trace plots of estimated model coefficients along EM iterations for one 
realization of simulated trivariate Poisson data following the CCM defined in (6.20). 
The parameter estimates converge fairly quickly. 
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4-variate MP Parameter Estimation 
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Figure 6.6 : Boxplots of MCEM estimates for a 4-variate observation-driven MP 
regression model. The boxplots reflect the simulation study results, and the red star 
is the true parameter value. There appears to be no significant bias in the parameter 
estimates. 
imum kernel likelihood estimation (MKLE) technique (Jaki and West, 2008). This 
could result in smoother likelihoods and thus faster convergence. However, at this 
time I leave the MKLE as a suggestion for further study. For future model fitting, I 
simply set some reasonable limit on the number of EM iterations, usually 40-50. 
I also tested the algorithm on some simulated 4-variate Poisson data. A graphical 
summary of the results from 50 simulation runs is presented in Figure 6.2.4. Boxplots 
of simulation results indicate no evidence of bias in the parameter estimates. The 
maximum number of iterations for the EM algorithm was capped at 60, although the 
algorithm did converge in 43 iterations on average. In Figure 6.2.4 the five Poisson 
mean time series for one realization of the model are plotted against the estimated 
values from the MCEM algorithm. The plots show good agreement between true and 
estimated values, although it seems /% with higher values have somewhat worse fit. 
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l^4t Hot 
Figure 6.7 : Estimated values from the MCEM algorithm for one realization of uni-
variate Poisson components of the 4-variate Poisson plotted against the true values. 
The data are close to the 45 degree line, indicating good model fit. 
6.2.5 MCEM Algorithm: Full Model 
It is pertinent at this point to develop a more general representation of the MP 
distribution based on matrix forms. The general strategy for formulating the general 
multivariate distribution is to separate the the main components of the MP from the 
interaction components; see discussion in Karlis and Ntzoufras (2005). With this in 
mind, I introduce some notation. Note the t subscript is dropped here for convenience. 
Recall that the design matrix A is made of submatrices such that 
A = [Ax, A2,..., Am], 
where for an m-variate Poisson, the matrix A\ represents all main effects, A2 repre-
sents all two-way interactions (or covariances), A3 would represent three-way inter-
actions, and so on. Matrix A then has m rows and k columns, where k is the number 
of univariate Poisson variables used to create Y — AU. Along these lines, we also 
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want to partition t / , 
u = (u1,u2,...,uky 
Let /LA be the mean vector of U. Then we can also write 
Then, as the parameters of the Poissons are related to some covariate through the 
usual log link, i.e. log(//j) = X^Pi, with i = 1 , . . . , k, we will partition the vector B = 
(/3X , . . . , (3k) and the covariates X = (Xi,..., X^) into subvectors and submatrices 
corresponding to the partition of U. 
The number of univariate Poisson variables, or the particular value of k, needed 
to form an m-variate Poisson by multivariate reduction depends on the covariance 
structure of the MP, which is indicated by the matrix A. For the common covariance 
model, one only needs m +1 univariate Poissons because there are m main effects and 
only one common term. At the other extreme, the full model requires k = Y^Li (m) • 
Finally, if the subscripts of E/'s and the corresponding fi's are named such that 
they represent their place in the the structure of the MP, then we can also partition 
the set of subscripts. For example, Ui represents the main effect for Y$, while U^ 
represents the covariance between Y{ and Yj. Let S be the space of subscripts, and 
then 
s = nx u n2... u nm, 
where Hx = {1,2, . . . , m } ; 1Z2 = {ij;i,j = 1, • • • ,m,i < j}; ft3 = {ijk;i,j,k = 
1 , . . . , m, i < j < k}; and so on, until TZm = {1 • • • m}. 
Now define 
A(_i) = [A2,...,Am]; 
that is, the matrix A with the first submatrix, A\, removed. Similarly, let L/(-i) 
be the vector of U/s with subscripts j G S \ V,\, in other words, the vector of [/,'s 
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which correspond to interaction terms and not to main terms. Then A*(-i) *s the 
corresponding vector of /x/s with subscripts j G S \ IZi. 
As before, I want to define the conditional distribution of the unobserved compo-
nents of the MP, given the observed counts. First, the joint distribution of (Yi, Uj) 
for alH = 1 , . . . , m and j G S\1Zi, can be written as 
P(Uj,Yu...,Ym)= Yl Poi(^;fij) Yl Poi(yi - a{-i)r.U ^y,&) 
{- E i*k\ uUj (yi-a(-i)riu(-D) 
(6.21) 
uA -*••*• (iii — O f - i v [ / f _ n ) ! 
where a^~i)n represents the ith row of -A(_i). 
Now to obtain the marginal distribution of (Yi,..., Ym) from (6.21), take the sum 
over the appropriate range of values of Uj. This range is 
C = {« (_D : A - D E / ^ D < Y} 
(6.22) 
= Pl'fa(-i)^w(-1) - yd-
j = l 
As an example, for the trivariate full model, C would be 
C = {(Uu, U13, U23, W123) : {U12 + «13 + ^123 < Vl} 
fl {Wi2 + 1X23 + «123 < 2/2} n {U13 + U23 + 1*123 < IJ3}} 
Thus the distribution of (Yi, . . . , Ym) is given by 
P(Y1,...,Ym) = J2 I I poi(uy /*,-) 11 Poifo — a ( _ i ) r i [/(_!) ;/ij) 
Uj€C j€S\Tli. ielli 
_„{-£"•} n £ ns E n 
i<EKi yt' M ( _ I ) € C jeS\Ki 
»i 
II L "r/ )(a(-D^(-i))!^-°(-1)^(-1)). (6.23) 
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A similar representation is given by Jost et al. (2006) for the case A = [A\, A2] (two-
way model). The conditional distribution for (Uj | Y~i,... ,Ym), j G < S \ K i , for the 
general multivariate model is 
P(U]\Y1,...,Ym) = U^Yu---Ym) P(Y1,...,Ym) 
jes\n 
rr ^ rr ( yt \(n TT \i (^-"(-ih^t-i)) 
**> ">•*"> U . (6.24) 
Uj 
Random samples can be drawn from this conditional distribution to obtain estimates 
for unobserved part of the MP data. 
6.2.5.1 Steps for General Model MCEM Algorithm 
1. Initialize estimates for B (or more simply /x). Coefficients for main effects com-
ponents of the MP can be found by independent univariate Poisson regressions. 
Covariance or two-way effects parameters can be initialized by the sample cor-
relations between pairs of Y"j. Higher order interaction effects can be initialized 
with averages over the pairwise correlations between the Y^s included in the 
interaction. 
2. E-step: Find estimates for the pseudovalues Sjt, for j £ S based on the observed 
data and current values of the parameters B. In fact, it suffices to find values 
for the interaction components Sjt,j £ S \ 1Z\, as the remaining pseudovalues 
for main effects components can be found by subtraction. 
Si = Y - A^Sj, ieUi, j G 5 \ K i 
Estimate Sjt,j £ S \ 1Z\ by sampling from the conditional distribution given 
in equation 6.24, and take the mean to obtain the s,-t's. Find sit, i £ Tl\ by 
subtraction. 
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3. M-step: Then take the estimated ij, j G S, as dependent variables and fit 
standard Poisson regressions to update the regression parameters B. In the 
general multivariate case, this involves k = YlT=i (7) regressions. 
4. Iterate until some convergence criterion has been satisfied. 
6.2.6 Testing the General Model MCEM 
As the dimension of Y increases, the complexity of the full covariance model increases 
greatly, leading to a large computational burden in estimating all the unobserved 
data values within the EM algorithm framework. Some initial tests of the MCEM 
algorithm on trivariate Poisson data with full covariance structure confirm that the 
computing cost is substantial, taking about one minute per iteration. Even if the 
estimated model converges in a relatively few number of iterations, say ten or twenty, 
the total computing time to fit the full MP model to one data series will take many 
minutes and is clearly impractical. 
One idea to speed up the algorithm is to implement some type of importance 
sampling. Work done by Erhardt and Czado (2008) and Erhardt (2008) on efficient 
algorithms for generating multivariate count data may be applicable. However, I 
leave this issue for future work and continue to work with the full model algorithm 
as I have described it. 
More preliminary tests suggest that reducing the complexity of the MP covariance 
structure may help alleviate the computational cost for the MCEM algorithm as 
it is. For example, a trivariate Poisson model with two-way covariance structure 
is estimated much faster, taking only a few seconds per iteration. To assess the 
performance of the algorithm, I tested it on simulated trivariate data. I generated 
trivariate Poisson data with two-way model (TWM) covariance structure according 
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to the following model. 
log(/ilt) =/31>0 + ^.iVKt-i) + Pi,2Xlt 
log(^2t) =^2,0 + ^2 , lF2(t_i) + /32,2^2t 
log(/i3t) =^3,0 + 03,lY3(t-l) + p3,2X3t 
(6.25) 
log(//l2t) =/3l2,0 + /3l2,l*4t 
log(//l3t) =/3l3,0 + / W ^ 5 t 
log(//23t) =$23,0 + /?23,1^6t 
the covariates, Xj, are normal random variables: X\ ~ iV(—2, .5), X2 ~ iV(5, .25), 
X3 ~ N(l, .5), X4 ~ N(0, .5), X5 ~ 7V(.5, .5), X6 ~ iV(l, .5). Coefficients are listed 
in Table 6.3, and were chosen so that Poisson means are around one, and resulting 
counts are relatively small. The trivariate counts, Yt = (Yit, Y^, Y3t), are constructed 
via the usual multivariate reduction for the TWM, and after a burn-in period of 
100 time units was discarded, the series had length T = 500. Parameters were then 
estimated with the MCEM algorithm. 
The results of 50 simulation runs is presented in Table 6.2. The true values of the 
parameters are given along with the mean of 50 MCEM estimates of the parameter 
(0), the median of 50 parameter estimates (9m), and the sample standard deviation 
of the 50 estimates (pe)- Note the maximum number of EM iterations was capped at 
40. Results are not good, as the MCEM parameter estimates for all of the Poisson 
regressions are biased. 
Although the two-way model parameter estimates are very biased, the resulting 
estimated fitted values for each of the three count series is actually surprisingly close. 
Figure 6.8 shows the true mean time series, that is (/ii + /ii2 + ^13), (/i2 + A*i2 + ^23), 
and (/X3 + /X13 + //23)> and the estimated values for one realization of the model given 
in Table 6.3. The estimated fits are very close to the generating model, but this is not 
MCEM for Trivariate Two-Way Model 
Parameter 
0i,o = 0.5 
0i,i = - 0 . 5 
0i,2 = 0.75 
02,o = - 1 . 5 
02,i = -0 .25 
02,2 = 0.5 
03,0 = 1.0 
03,i = 0.05 
03,2 = - 0 . 5 
0i2,o = - 0 . 5 
0i 2 i l = -0 .25 
0i3,o = - 0 . 5 
0X3,1 = -0 .25 
023,0 = "0 .5 
023,i = -0 .25 
e 
0.438 
-0.064 
-0.187 
-0.015 
-0.170 
0.188 
1.088 
0.029 
0.119 
-1.249 
0.403 
0.814 
-1.923 
-3.769 
0.465 
6m 
0.420 
-0.065 
-0.191 
0.005 
-0.169 
0.196 
1.087 
0.029 
0.124 
-1.253 
0.423 
0.843 
-1.887 
-3.708 
0.464 
&e 
0.156 
0.026 
0.067 
0.689 
0.032 
0.135 
0.081 
0.010 
0.048 
0.302 
0.159 
0.380 
0.451 
0.472 
0.057 
Other Properties 
Average number of EM iterations: 41 
Average user computing time: 87.95 sec. 
Table 6.3 : Results from testing MCEM algorithm on 50 realizations of simulated 
trivariate data with two-way covariance structure. The mean (8), median (9m), and 
standard deviation (ag) of the MCEM parameter estimates is reported. Parameter 
estimates are very biased. 
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Figure 6.8 : Time series of true means, that is (/Ui + /ii2 + ^13), (yu2 + fJ-u + ^23), and 
(^3 + /ii3 + 112a), versus fitted values for the two-way model described in Table 6.3. 
Although the parameter estimates are biased compared to the generating model, the 
fits from the model are quite good. However, if the main objective is to understand 
the relationship between the count response and the covariates, this nice fit is not 
necessarily good and suggests further study is needed. 
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necessarily a good result if the objective is to understand the relationship between 
the count response and the covariates. 
These difficulties, the slow computing time and irregularity of estimation results, 
of the MCEM estimation techniques for the general MP model warrant further study 
before I can be comfortable using the general MP model for model-based clustering. 
In the next chapter I will show how the clustering works for the bivariate case and 
multivariate CCM, as the MCEM algorithms for those versions of the MP are working 
well. However, before moving on to clustering, I need to show how to extend the 
MCEM algorithms to estimate BP and CCM MP models with zero-inflation. 
6.3 MCEM Algorithms for Multivariate ZIP Models 
Now that I have shown how to estimate multivariate Poisson models for TSC, I 
need to add zero-inflation. I focus on the bivariate and the common covariance 
parameterization of the multivariate Poisson. Recall that I discussed two sources of 
extra zeros in the data (Section 6.1.2). Extra zeros for each of Ym components of 
the MP count response, and then the extra case (0, 0 , . . . , 0). Methods are available 
to fit univariate ZIP models in R, such as the pscl package (Zeileis et al., 2008). 
The R package bivpois (Karlis and Ntzoufras, 2005) includes a method for fitting a 
bivariate Poisson mixed with extra (0,0) observations. First, I give a review of these 
estimation methods, then describe how to modify my MCEM algorithms given in the 
previous section to include zero-modification. 
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6.3.1 Review of ZIP Model Estimation 
Methods to estimate the basic univariate ZIP model are given by Lambert (1992). 
Recall that the ZIP is defined by 
Yt ~ 0 wp pt 
~ Poi(//) wp I — pt-
An EM algorithm can be used to solve for the model parameters, fit and pt (or 
log(^t) = X'tl3 and logit(pt) = G'ff). The EM algorithm involves alternating between 
an expectation step and a two-part maximization step. 
1. E-step: Given the observed data and current parameter estimates, calculate the 
expected value of an unobserved indicator variable for zero-inflation. 
{ (l + e - ^ - ^ P W ) " 1 , Yt = 0 (6.26) 0 Yt^0. 
2. M-step 1: Given the data and the zero-inflation indicator, update the Poisson 
regression parameters, (3, via weighted log-linear regression. The weights are 
(1 — Wt), which represents the probability that the observation Yt is not zero-
inflated. 
3. M-step 2: Update the parameters for the zero-inflation component, 7, by simple 
logistic regression. 
Specifically, values for Wt in equation (6.26) are found by estimating the prob-
ability that the observation Yt belongs to the mass at zero. If the observation Yt 
is non-zero, this probability is necessarily zero. When Yt = 0, the probability that 
the observed zero was due to zero-inflation can be found by the following; see also 
130 
Lambert (1992). 
E(Wt) = P{Yt is zero-inflated | Yt,~f.J) 
P(yt | zero-inflated) P(zero-inflated) 
P(yt | zero-inflated)P(zero-inflated) + P(yt \ Poisson) P(Poisson) 
Pt 
(Pt + ( 1 - P t ) e - * ) 
exp(GJ7) 
(1 - exp(Gh)) 
e x P ^ ) + ( I ^
 e - « p W « 
( l - e x p ( ^ 7 ) ) + Vl + exp(G' t 7); 
= ( l+ e-G{7-exp(X t ' /J)j- l 
Methods for estimating ZIP regression models based on this EM algorithm have been 
implemented in the R package pscl (Zeileis et al., 2008; R Development Core Team, 
2009). 
The bivariate Poisson with extra inflation of the (0,0) cell is what I call the BZIP0; 
the basic BZIP0 model is described in Wang et al. (2003) and Lee et al. (2005). Again, 
the model is given by 
(Yu,Y2t) ~ (0,0) wppo t , 
~ BP(nu, //a, fiot) wp 1 - pot, 
where (n\t, \^2u A^ ot) a r e the parameters of the bivariate Poisson distribution, pot is the 
mixing proportion. 
Now, an EM algorithm for the BZIP0 model is similar to the univariate case 
outlined above, except there are now two E-steps as well as two M-steps. There 
are two unobserved quantities, the mixing proportion, pt, and the value of uot, the 
common component of the BP. The E-step consists of first finding the conditional 
expectation of Wt, the latent variable indicating whether the observation of (Yit,Y2t) 
is zero-inflated or not, and second, finding the conditional expectation of Uot. Then 
the M-step requires first, three weighted log-linear regressions of Uu, Uvu a n d Uot, and 
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second, logistic regression of W. Another way to think of it is one EM algorithm for 
the Poisson regression component embedded in an EM algorithm for the zero-inflation 
component: E-EM-M; see the appendix of Wang et al. (2003) for more details. 
Methods to estimate the BZIPO are available in the bivpois package in R (Karlis 
and Ntzoufras, 2005; R Development Core Team, 2009). The algorithm is an ex-
tension of the EM for the BP model. Covariates can be included on the Poisson 
regression components, but the zero-inflation process is estimated as a constant. In 
the paragraphs below, I show how to modify my MCEM algorithm for the BP to 
include joint zero-inflation. To incorporate time series components in an observation-
driven framework, past values of the count response can be included as covariates in 
the Poisson processes, the zero-inflation process, or both. 
6.3.1.1 Steps for MCEM Algorithm: BZIPO 
1. Initialize estimates for B (or more simply /j,t) and for 7 (or pt). The Poisson pa-
rameters can be initialized by ignoring the zero-inflation and fitting independent 
univariate models to find /xlt and ^u Vot can be set to the sample correlation 
between Yu and Y2t- The mixing parameter pt can be set to the proportion of 
(0,0) observations in the data. 
2. E-step 1: Estimate the indicator of zero-inflation, W, which is similar to the 
univariate ZIP case since there is only one source of extra zeros. 
_ |(i + e-G^-<r\ (ylt>y») = (o,o) 
Wt = E(Wt\Yt,>y,P) = < (6.27) 
[0 (YluY2t)?(p,0), 
where n = (ex'^01 + ex^2 + ex°t/3°), with (3^ i = 0,1, 2, being the parameters 
of the BP regression. See also Wang et al. (2003) and Lee et al. (2005). 
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3. E-step 2: Estimate sjt = E(Uj \ Yt, B) by an MC sampling approach just as in 
the MCEM algorithm for the standard BP; see Section 6.2.1 (page 104). 
4. M-step 1: Take values of Sjt for j = 0,1,2, from the previous step and update the 
parameters B by weighted log-linear regression. The weights are (1 — Wt) for all 
three components of the BP, and represent the probability that the observations 
at time t are not zero-inflated. 
5. M-step 2: Take the estimates for Wt and update the 7 parameters via logistic 
regression. 
6. Iterate through the E-EM-M steps until some convergence criterion has been 
reached. 
6.3.2 Testing BZIPO MCEM 
In this section, I describe a simulation study to test the performance of the MCEM 
algorithm for the BZIPO model. Observation-driven BZIPO data was generated from 
the following model 
{Ylt,Y2t)~{0,0)wppt 
(6.28) 
(Yiu Y2t) ~ BP(/xit, [i2t, not) wp 1 - pt. 
The parameters (/x14, fi2t, A*ot) a r e the parameters of the bivariate Poisson, and in the 
GLM framework are related to covariates by the usual log link. In this model, 
log(/xH) = fto + PuYnt-i) + PuXu, 
login*) = /320 + folY2(t-l) + &2*2*, (6-29) 
log(//ot) = Ao + fa\Xzu 
where X\, X2 and X3 are exogenous covariates and are distributed as Normal random 
variables: Xx ~ N{-1,1); X2 ~ A^(3,0.5); X3 ~ iV(l,0.25). The parameter p is the 
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mixing parameter, or the probability of zero-inflation, and is related to exogenous 
covariates through the logit link, 
logit(pi) = 70 + 7iGi t + 72G2t, (6.30) 
where the covariates are lognormal variables: Gi ~ LN(0,1) and G2 ~ LN(0.5, 0.5). 
To simulate the zero-inflated bivariate count series, independent univariate Poisson 
variables are generated according to Uu ~ Poi(/ijt) for i = 0,1,2, with the /Vs 
given in equation (6.29). The bivariate observations are constructed by the usual 
trivariate reduction. Then for each t, an observation, r, is drawn from a uniform 
distribution, and if r < pt, the bivariate count (Yit,Y2t) is set to (0,0). Coefficients 
for the generating model are chosen such that resulting Poisson means are relatively 
small (around one) and the zero-inflation process has realistic values (around 0.15-
0.20 probability of inflation). After an initial burn-in period of T = 100 is discarded, 
the time series have length T = 500. 
Let 0 be the vector of all regression parameters from (6.29) and (6.30): 
© = ($10, $11, $12, $20, $21, $22, $00, $01, 70, 7 l , 72) 
For the values of O given in Table 6.4, BZIP0 data was generated and then the pa-
rameters were estimated with the MCEM algorithm. The results of 100 simulation 
runs is presented in Table 6.4. The table reports the mean of 100 MCEM estimates 
of the parameter (9), the median of 100 parameter estimates (9m), the sample stan-
dard deviation of the 100 estimates {erg), as well as the average of the standard errors 
calculated for each 9 (see) using R's glm function which is used in the MCEM algo-
rithm. Results are quite good, as the MCEM estimate is on average very close to the 
true parameter value. A graphical summary of the simulation study is presented in 
Figure 6.9. Boxplots of parameter estimates for the 100 simulation give no indication 
of bias in the model estimation. 
134 
BZIPO Parameter Estimation 
Figure 6.9 : Boxplot summaries of estimated BZIPO parameters from the simulation 
study summarized in Table 6.4. The red star indicates the true parameter value, and 
the results show model estimation to be unbiased. 
MCEM for BZIPO 
Parameter 
0io = 0.5 
0n = "0.5 
A2 = 0.75 
020 = -1.5 
021 = -0.25 
022 = 0.5 
0oo = 1.0 
0oi = -0 .5 
7o = -1.0 
7i = 0.5 
72 = -1-0 
e 
0.511 
-0.515 
0.743 
-1.476 
-0.253 
0.493 
1.014 
-0.523 
-0.981 
0.523 
-1.068 
9m 
0.523 
-0.507 
0.741 
-1.469 
-0.257 
0.516 
1.014 
-0.519 
-0.929 
0.514 
-1.023 
0 0 
0.101 
0.075 
0.079 
0.378 
0.051 
0.120 
0.152 
0.156 
0.448 
0.080 
0.307 
95% CI for 6 
(0.491, 0.531) 
(-0.529, -0.499) 
(0.728, 0.759) 
(-1.550, -1.401) 
(-0.263, -0.243) 
(0.469, 0.516) 
(0.984, 1.044) 
(-0.552, -0.491) 
(-1.069, -0.893) 
(0.508, 0.539) 
(-1.228, -1.008) 
see 
0.085 
0.060 
0.066 
0.371 
0.041 
0.115 
0.143 
0.143 
0.371 
0.077 
0.225 
Other Properties 
Average number of EM iterations: 30.5 
Average user computing time: 34.5 sec. 
Table 6.4 : Results from testing MCEM algorithm on 100 realizations of bivariate TSC 
from the BZIPO model with parameters given above. The mean (9), median (6m), 
and standard deviation (de) of the MCEM parameter estimates, the 95% confidence 
interval for the mean of the MCEM parameter estimates, as well as the mean of 
estimated standard errors for each 6 (see) is reported. 
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Figure 6.10 : Estimated BP mean and zero-inflation time series for the BZIPO model 
plotted against the true generating models. The data lie along the 45 degree line, 
indicating good model fit. 
The average total number of iterations needed to reach a change in estimated 
model loglikelihood of less then 10e-5 is 30.5, and a maximum number of iterations 
was set at 50. The average computing time of the algorithm on a personal computer 
is 34.5 seconds. Although the likelihood progression for MCEM estimates is not 
guaranteed to be monotone, simulations show that the algorithm converges in a very 
reasonable amount of time. 
Besides checking the estimated parameters against the true parameters from the 
generating model, I examined the resulting sequences of estimated zero-inflation, pt, 
and BP mean parameters, p,u, p,2t, and /lot- In Figure 6.10, estimated Poisson mean 
parameters and the mixing parameter are plotted against their true values for one 
realization of the simulated data. The data lie along the 45 degree line, indicating 
good model fit. I have shown that the MCEM version of the EM algorithm for the 
BZIPO model performs well; in the next sections, I show how to construct MCEM 
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algorithms for BZIP1 and BZIP2 models. 
6.3.3 MCEM Algorithm: Marginally-Inflated Poisson 
I introduced the BZIP1 model earlier in Section 6.1.2.2; see page 98. The model is a 
bivariate Poisson distribution where each marginal series of the BP is independently 
mixed with extra zeros. The BZIPl(/j,it, /j,2t, Hot,Pit,P2t) model is defined as 
(Yiu Y2t) ~ (0, 0) wp V\tV2t\ 
~ (0, Poi(//2t)) w p plt(l - p2t); 
(6.31) 
~ (Poi(/Lt l t),0) w p (1 -pu)p2U 
~ BP (flu, fl2t, I^Ot) Wp (1 - plt)(l - P2t). 
The parameters pu and p2t are the probabilities for marginal zero-inflation, and 
(/-tit) P>2t, Hot) are the parameters of the BP, which is constructed by the usual trivari-
ate reduction of univariate Poisson variables Uu, U2u a n d UM- The parameters of the 
BZIP1 can be regressed on some covariates in the GLM framework with the usual 
link functions, log{/J,jt) = X'jtPj, j = 0,1, 2, and logit(pit) = Git~iu i = 1, 2. 
Corresponding to p\t and p2t, the variables W\t and W2t are indicators of zero-
inflation. That is, 
{1 if Y\t zero-inflated; 1 if Y2t zero-inflated; 
W2t = l 
0 otherwise; 0 otherwise. 
As mentioned before in Section 6.1.2.2, zero-inflation of Yu implies zero-inflation of 
Uu and Uot, and zero-inflation of Y2t implies zero-inflation of U2t and f/ot- Thus, there 
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are four possible outcomes for (Yu, Y2t): 
(Ylt,Y2t) = { 
(0,0) 
(0,U2t) 
(Uu,0) 
Wp PuP2t] 
w p plt(i -P2t); 
Wp (1 - plt)P2t] 
(Uu + Uot, U2t + Uot) wp (1 - plt)(l - p2t). 
The inclusion of two different zero-inflation processes, pu and p2t, complicates the 
estimation of the BZIP1 model in the EM algorithm framework. The unobserved 
components of the BP, Ujt, j = 0,1, 2, as well as the two indicator functions, Wu and 
W2t, must be estimated in order to calculate the complete model likelihood. Values 
for Ujt can be estimated by random samples from the conditional distribution of 
(Uot | Yu,Y2t), a s m the BP and BZIPO cases presented in preceding sections. The 
estimation of Wu and W2t is slightly different than the estimation of the zero-inflation 
indicator in the BZIPO case. 
Consider zero-inflation on Yi; the conditional expectation for Wu is given by 
Pi E(Wlt | Ylt) = P(YU zi | Yu) = P1 + P2 + P3 (6.32) 
where 
Pi = P(YU | Yu zi)P(Yu zi), 
P2 - P(Ylt I Yu not zi, Y2t zi)P(Yit not zi, Y2t zi), 
P3 = P(Ylt I Yit not zi, Y2t not zi)P(Yit not zi, Y2t not zi), 
and "zi" stands for zero-inflated. Notice that E(Wit | Yu) is calculated marginally, 
or across all possible combinations of zero-inflation for Yu and Y2t. Then let Wu be 
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the estimate of E(VKi4 | Yu), and 
{1/(1 + P2te-G'^1-,llt + (1 - p2t)e-G'^-^-^) Ylt = 0; (6.33) 0 Ylt > 0. 
The quantity Wu represents the probability that an observation, Yu = ylt, is zero-
inflated. This probability is conditional on the value of the observation yu, so for 
yu > 0, Wu = 0, i.e. if yu is observed to be a positive count, it is not possible 
for Yit to be zero-inflated. For yu = 0, Wu is a number less than one. A similar 
expression can be found for W2t = E(W2t I Y2t), which represents the probability that 
the observation Y2t = 2/2t is zero-inflated. Again, E(W2t | Y2t) is calculated marginally 
for the zero-inflation of Y2t, 
_ 1/(1 + plte-G'^-^ + (1 - Plt)e-G'^-^-^) Y2t = 0; 
W2t = { (6.34) 
0 Y2t > 0. 
For the BZIP1 MCEM algorithm, we also need to calculate, E(Wlt | Ylt,W2t), that 
is the probability that an observation of Y"14 is zero-inflated, conditional on W2t = 0, 
or that Y2t is not zero-inflated. Therefore, Wu is defined as the estimate of E(Wrlt | 
Ylt,W2t), 
E(Wlt\Ylt,W2t) = j ^ - ^ , (6.35) 
where, 
P* = P(Yit | Ylt zi, Y2t not zi)P(Ylt zi, Y2t not zi) 
P* = P(Yit | Ylt, Y2t not zi)P(Ylt, Y2t not zi) 
Then Wn is calculated by 
1/(1 +
 e -Gi t7i- / i i t - / i«) ylt = 0; 
Wu = { (6.36) 
0 Ylt > 0. 
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The analogous expression for W2t is given by 
_ 1/(1 + e-G'^2-^-^) Y2t = 0; 
W;t = I (6.37) 
[o Y2t>0. 
6.3.3.1 Steps for MCEM Algorithm: BZIP1 
Now I proceed with the steps for the MCEM algorithm for the BZIP1 model. 
1. Initialize parameter estimates B (or //) and V (or p). Parameters for the BP 
can be initialized by two independent Poisson regressions of Y\t and Y2t for /J,U 
and /j,2t and the sample covariance between Yu and Y2t for /%• The mixing 
parameters pit, i = 1,2, can be initialized by the empirical proportion of zeros 
in Yit. 
2. E-step 1: Estimate Wlt, W2t, W*t, and W2t given by equations (6.32)-(6.37). 
3. E-step 2: Estimate the unobserved part of the BP, sot = E(Uot \ Yt, B) by MC 
samples from the conditional distribution, P(Uot \ Yu,Y2t). su and s2t can be 
found by sit = Yit - sot for i = 1, 2. 
4. M-step 1: Update the Poisson parameters (3j, j = 0,1,2, by fitting weighted 
log-linear regressions to estimates SQt, su, and s2t found in the previous step. 
The weights represent the probability that the values of Sjt are not zero-inflated, 
and the weights are (1 — W\t) for S\t, (1 — W2t) for s2t, and (1 — W*t)(l — W2t) 
for Sot-
5. M-step 2: Update the parameters 7$, i = 1, 2, by logistic regression of Wit values 
on associated covariates. 
6. Stop if some convergence criteria has been satisfied. 
140 
To help understand exactly why the BZIP1 MCEM algorithm works with the 
steps given above, I will make a few comments on Steps 3-5. Note that zero-inflation 
on Y\t and Y2t does not affect the estimation procedure for sot, Su, or s2t in Step 3. 
Recall that if mm(YuY2t) = 0, the estimate of sot is necessarily zero. Also recall that 
the t/jt's of the BZIP1 are defined to be zero-inflated, that is, 
Uu ~ 0 wp plt; U2t ~ 0 wp p2t; 
Uu ~ Poi(/Ltit) wp 1 - pi; U2t ~ Poi(A*2t) wp 1 - p2t; 
U0t ~ 0 Wp plt + p2t - PuP2U 
Uot ~ Poi(jUot) wp (1 - pit)(I - P2t)-
Then the standard estimation for the s^'s in Step 3 results with the correct values; 
if Yu = 0, then sot = 0, slt = 0, and s2t = Yit, and if Y2t = 0, then sot = 0, s2t = 0, 
and Sit = Yit- All of the extra zero observations are accounted for in the next step. 
In Step 4, the sJt's are treated as independent Poisson variables and regressed on 
the appropriate covariates, just as in the BP and BZIP0 EM algorithms. Also, like 
the BZIP0 model, the regressions of the s^'s need to be weighted to adjust for the 
extra zeros in the observations. In the BZIP0 algorithm, there is one indicator of 
zero-inflation, Wt, and the estimate of Wt represents the probability that the joint 
observation of (Yit,Y2t) is zero-inflated. Thus the quantity (1 — Wt) represents the 
probability that the observation is from the BP distribution. In the BZIP0 model, 
zero-inflation of (Yu, Y2t) implies that all three UjtS are set to zero. Therefore, weight-
ing the regressions of the Sjt's in the BZIP0 model by (1 — Wt) down-weights all the 
extra zero observations, that is the observations which are not likely to have come 
from the BP. 
Determining the appropriate weights for the regressions in Step 4 of the BZIP1 
algorithm is more difficult. W\t represents the conditional probability that Yit, and 
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Testing MCEM Algorithm on Constant BZIP1 Models 
Simulation 1 
Parameter 
/ii = 2.00 
fx2 = 2.00 
/A) = 2.00 
pi = 0.30 
p2 = 0.30 
Mean 
2.002 
1.997 
1.995 
0.301 
0.298 
Median 
2.010 
1.996 
2.004 
0.303 
0.301 
Simulation 2 
Parameter 
Ht = 2.00 
H2 = 3.00 
Ho = 1.00 
Pi = 0.25 
p2 = 0.25 
Mean 
2.001 
3.006 
0.987 
0.251 
0.250 
Median 
2.000 
3.004 
0.987 
0.248 
0.249 
Table 6.5 : For 50 runs of each simulation study, BZIP1 data was generated accord-
ing to the models with constant parameters listed above, and the parameters were 
estimated with the BZIP1 MCEM algorithm. The mean and median values of the re-
sulting parameter estimates are very close to the true values, and there is no evidence 
of bias in the estimation. 
hence U\t is zero-inflated. The regression for U\t should then be weighted by (1 — Wii), 
i.e. the probability that given the observed data, the value of U\t is Poisson. A 
reciprocal argument holds for the weighting of U2t by (1 — W2t). Finally, because the 
probability of zero-inflation for [/ot is a function of both pu and p2t, the conditional 
probability that Uot is Poisson is given by (1 — VKx*t)(l — W^.). 
To update the values of pu and p2t, Wu and W2t are used as dependent variables 
in logistic regression. Because the zero-inflation in the BZIP1 model is marginal, Wu 
and not W*t is used to find the probability of zero-inflation. 
6.3.4 Testing BZIP1 MCEM 
In this section, I describe simulation studies to test the performance of the MCEM 
algorithm for the BZIP1 model. As the BZIP1 is a more complicated model than 
the BP and BZIP0, I first performed simple simulations of BZIP1 data with constant 
parameters /J,\, fi2, Ho, Pi, and p2. For two different sets of parameter values, BZIP1 
random variables were generated and then estimated with the MCEM procedure 
outlined above. Results are presented in Table 6.5, and show excellent agreement 
between the estimated values and the . 
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A second simulation shows the performance of the algorithm on a more compli-
cated regression model. In this model, 
log(/iit) = £10 + Ai^i(t-i) + PwXit, 
\0g{fl2t) = AiO + P2lY2(t-l) + Aj2*2t, (6-38) 
log(/iot) = A)0+A)1^3t, 
where XL, X2 and X3 are exogenous covariates and are distributed as Normal random 
variables: Xx ~ N(-l, 1); X2 ~ 7V(3,0.5); X3 ~ N(l,0.25). The parameter p is the 
mixing parameter, or the probability of zero-inflation, and is related to exogenous 
covariates through the logit link, 
logit(pit) = 7io+7n<2it, 
(6.39) 
logit (p2t) = 720 + l2iG2t, 
where the covariates are lognormal variables: G\ ~ LN(0,1) and G2 ~ LiV(0.5,0.5). 
To simulate the marginally zero-inflated bivariate count series, independent uni-
variate Poisson variables are generated according to Uu ~ Poi(fiit) for i = 0,1, 2. 
Then for each t, observations, 7*1 and r2, are drawn from a uniform distribution, 
and if Ti < pit, the observations of Uu and Uot are set to 0, for i = 1,2. The bi-
variate observations are constructed by the usual trivariate reduction, (Yit,Y2t) = 
(Uu + Uot, U2t + Uot). After an initial burn-in period of 100 time units is discarded, 
the time series have length T = 1000. 
Let © be the vector of all regression parameters in equations (6.38) and (6.39). 
For © values given in Table 6.6, BZIP1 data was generated and then the parameters 
were estimated with the MCEM algorithm. The maximum number of EM iterations 
was capped at 60, and the average computing time on a personal computer was 73.10 
seconds. The results of 50 simulation runs is presented in Table 6.6. The true values 
of the parameters in 6 are given along with the mean of 50 MCEM estimates of 
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BZIP1 Parameter Estimation 
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Figure 6.11 : Boxplot summaries of estimated BZIP1 parameters from multi-run 
simulation. 
the parameter (9), the median of 50 parameter estimates (0m), the sample standard 
deviation of the 50 estimates (a-e), a 95% confidence interval for 6, as well as the 
average of the standard errors calculated for each 6 (see) using R's glm function which 
is used in the MCEM algorithm. Results are quite good, as the MCEM estimate is 
on average very close to the true parameter value. 
6.3.5 MCEM Algorithm: Doubly-Inflated Poisson 
The BZIP2 model can be formulated as a mixture of the BZIP1 and a point mass at 
(0,0), 
(Ylt,Y2t) ~ (0,0) wp pot; 
(6.40) 
~ BZIPl(nu,fi2t,IMit,Pit,P2t) wp (1 -pot) . 
The basic concept of the BZIP2 model is that each marginal count series of the MP 
has two sources of zeros: one unique and one systematic. The BZIP2 distribution can 
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MCEM for BZIP1 
Parameter 
0io = 1-5 
0n = -0-25 
012 = 0.5 
020 = -0 .5 
02i = -0.25 
022 = 0.5 
0oo = 1-0 
0oi = -0 .5 
7io = -1 .5 
7n = 0.5 
720 = -0.5 
72i = -1 .5 
9 
1.482 
-0.248 
0.487 
-0.488 
-0.254 
0.496 
1.019 
-0.505 
-1.503 
0.501 
-0.514 
-1.541 
6m 
1.487 
-0.248 
0.490 
-0.443 
-0.256 
0.482 
1.020 
-0.523 
-1.500 
0.490 
-0.528 
-1.518 
°e 
0.072 
0.021 
0.068 
0.233 
0.019 
0.071 
0.063 
0.074 
0.104 
0.100 
0.098 
0.184 
95% CI for 6 
(1.461, 1.502) 
(-0.254, -0.242) 
(0.468, 0.506) 
(-0.555, -0.422) 
(-0.259, -0.248) 
(0.476, 0.516) 
(1.00, 1.037) 
(-0.526, -0.484) 
(-1.533, -1.473) 
(0.473, 0.529) 
(-0.542, -0.486) 
(-1.593, -1.488) 
see 
0.060 
0.015 
0.055 
0.176 
0.016 
0.056 
0.062 
0.061 
0.086 
0.081 
0.096 
0.172 
Other Properties 
Average number of EM iterations: 78 
Average user computing time: 116.0 sec. 
Table 6.6 : Results from testing MCEM algorithm on 50 realizations of TSC from a 
BZIP1 model with parameters given above. The mean, median, standard deviation, 
and 95% confidence interval for the mean of the MCEM parameter estimates as well 
as the mean of estimated standard errors is reported. The maximum number of EM 
iterations was capped at 60. 
V-n IJ-a Hot 
Estimated Estimated Index 
Figure 6.12 : Estimated BP parameters and zero-inflation processes for the BZIP1 
plotted against one realization of the true generating models. The parameters appear 
are not particularly biased, as the data lie along the 45 degree line. The lower right 
panel shows convergence of the model likelihood along EM iterations. 
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also be written as 
(Xu, *2t) ~ (0, 0) wp pot + (1 - pot)puP2t\ 
~ (0, Poi(/x2t)) wp (l - pot)pit(i - P2t); 
(6.41) 
~ (Poi(nlt), 0) wp (1 - pot){l - Vu)Viu 
~BP(^it , /J2 t , /J0i) Wp (1 - P 0 t ) ( l - P l t ) ( l -P2*)- ' 
The parameters (/xlt, //24, Mot) are the parameters of the BP as usual, and are functions 
of covariates by the usual log link, log(/xJt) = X'jtf3j, j = 0,1,2. The three mixing 
parameters are independent, and are functions of covariates through the logit link, 
\ogit(pjt) = G'jtlj, j — 0,1, 2. Corresponding to the mixing parameters, pjt, there are 
three indicators of zero-inflation, 
1 if Y\t zero-inflated; 1 if Y2t zero-inflated; 
Wlt ={ W2t = l 
0 otherwise; I 0 otherwise; 
1 if (Yu,Y2t) is zero-inflated; 
wot= ; 
0 otherwise. 
Similar to the BZIP1 model, estimates are needed for the quantities, E(W/it | Yu), 
E(W2t I Y2t), and E(W0t I ^14,^ 24)- These quantities are estimated marginally with 
the following expressions. 
Pit/{pit + (1 - Pit) [Pot + (1 - Pot)(6i + 62)]) Ylt = 0; 
Wlt = { (6.42) 
0 otherwise; 
where fn = (1 - p2t)e"Wt-/Xot and £12 =p2te~^t. 
P2t/(ptt + (1 - Ptt) [pot + (1 - Pot)(61 + 62)]) Y2t = 0; 
W2t = { (6.43) 
0 otherwise; 
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where &i = (1 - Pit)e~/*2t~'i0t and £22 = pue'^. 
Pot/(Pot + (1 - Pw)(£oi + £02 + £03 + fo)), (Ylt, Y2t) = (0,0); 
WQt = { (6.44) 
0 ( y l t , r 2 t ) ^ ( 0 , 0 ) ; 
where ^oi = PitP2t, £02 = Pit(l-P2t)e~' i2t, £03 = P2t(l-pit)e~w% and£04 = ( l - p i t ) ( l -
p 2 t ) e - p 1 ( - ^ - m . N o w l e t W*u = E ( ^ 0 i I y i t . ^ t , W l t), W0*2t = E(Wot I Ylt,Y2t,W2t), 
W£ = E(Wlt I YluW0t,W2t), W£ = E(W2t \ Y2t,Wot,Wlt), and W£ = E(WU \ 
Yu, Y2t, Wu, W2t). These can be estimated with the following equations. 
1/(1 + p2teG'^°-^ + (1 - p2)eGot7o-^it-Mof) Yu = 0; 
W*lt = <j (6.45) 
0 otherwise; 
w*02t = < 
1/(1 + pueGotTo-M2t + (1 _ pjeG'ot-yo-VH-n*) y2t = 0; 
0 otherwise; 
(6.46) 
1/(1 + e0'^-^-^) Yxt = 0; 
W£ = { (6.47) 
0 otherwise; 
1/(1 + e^fw-^t-ziot) y2i = o; 
W;; = { (6.48) 
0 otherwise; 
1/(1 + e ^ o - z n t - m - m ) (y i t ) Y2t) = (0, 0); 
WST = { (6.49) 
0 otherwise. 
The three versions of the indicator variables, W will be used in an EM algorithm 
to estimate all of the parameters of the BZIP2. 
6.3.5.1 Steps for MCEM Algorithm: BZIP2 
1. Initialize parameter estimates. 
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2. E-step 1: Estimate the different versions of the conditional expectation of the 
latent indicator variables for marginal zero-inflation, Wot, Wit, W2t, WQU, W0*2t, 
W0*t*, Wx7, and W2t* with the equations given above. 
3. E-step 2: Estimate the unobserved part of the BP, sot = E(Uot | Yt, B) by MC 
samples from the conditional distribution, P(U0t | Yi4,Y~2t)- S\t a n d s2t can be 
found by sit = Yit - sQt for i = 1, 2. 
4. M-step 1: Update the Poisson parameters /%, i = 0,1, 2, by fitting weighted log-
linear regressions to estimates for s0t, ht, and s2t found in the previous step. 
The weights are (1 - Wlt){l - W*u) for slt, (1 - W2i)(l - W0*2t) for s2t, and 
(i-%)(i-wr;)(i-w2**). 
5. M-step 2: Update the parameters 7,, i = 0,1,2, for the regression model for 
marginal zero-inflation by logistic regression of estimated Wjt values on associ-
ated covariates. 
6. Stop if some convergence criterion has been satisfied. 
One advantage of the MCEM framework which I have developed for estimating 
BZIPO, BZIP1, and BZIP2 models is that the Monte Carlo procedure for estimating 
the unobserved univariate components of the BP is unaffected by any zero-inflation. 
The same methods developed for the basic BP MCEM algorithm can be used in the 
corresponding E-step of the algorithms for zero-inflated data. The difference between 
the BP algorithm and the others is the weighting of the Poisson regressions in the 
M-step. The weights are straightforward in the BZIPO case, but not in the BZIP1 or 
BZIP2 cases. 
Under the definition of zero-inflation for Ylt, Y2t, and (Yit, Y t^) in the BZIP2, the 
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univariate components of Yt are also zero-inflated. Specifically, 
uu ~ o wp (pu + pot - pupot); U2t ~ o wp (p2t + Pot ~ P2tPot); 
Ult ~ Poi(/iit) wp (1 - plt)(l - pot); U2t ~ Poi(/X2t) wp (1 - p2t)(l - pot); 
t/0i ~ o wp (i - (i -plt)(i -P2t)(i -po*)); 
t/ot ~ Poi(/Ltot) wp (1 - pi t)(l - p2t)(l - Pot)-
The weights for the regression of the data estimated in the E-step, that is, §ot, su, 
and s2t, should be based on the zero-inflated distributions of the Ujt's, and not on the 
zero-inflation of Yu and Y2t. However, for updating the values of pu, p2t, and pot in 
the M-step, the indicators of zero-inflation which were calculated marginally should 
be used. 
6.3.6 Testing BZIP2 MCEM 
In this section, I describe simulation studies to test the performance of the MCEM 
algorithm for the BZIP2 model. I first performed a simple simulation of BZIP2 data 
with constant parameters //i, ^2, Ho, pi, p2, and po-
I also performed a simulation of a BZIP2 model which has covariates associated 
with all of the Poisson and zero-inflation components of the model. In this simulation, 
the Poisson means are given by 
log(nlt) = Pio + PuYnt-i) + PnXlt, 
log(/i2t) = &0 + Asi*2(t-1) + /?22*2t, ( 6 - 5 0 ) 
log(A*ot) = A)o + Po\XM, 
where X\, X2 and X3 are exogenous covariates and are distributed as Normal random 
variables: Xx ~ N{-1,1); X2 ~ iV(3,0.5); X3 ~ N(l,0.25). The marginal and joint 
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Testing MCEM Algorithm on Constant BZIP2 Models 
Simulation 1 
Parameter 
Aii = 2.00 
fi2 = 2.00 
fjLo = 2 .00 
Pi = 0.30 
p2 = 0.30 
p 0 = 0.20 
Mean 
1.994 
2.004 
2.001 
0.304 
0.301 
0.195 
Median 
1.998 
2.002 
1.992 
0.302 
0.302 
0.196 
Simulation 3 
Parameter 
At! = 1.00 
/i2 = 1.00 
fi0 = 3.00 
Pi = 0.10 
p2 = 0.10 
p0 = 0.30 
Mean 
0.999 
0.995 
3.032 
0.104 
0.102 
0.294 
Median 
0.999 
0.999 
3.039 
0.104 
0.101 
0.295 
Simulation 2 
Parameter 
Aii = 2.00 
H2 = 3.00 
A4) = 1-00 
Pi = 0.30 
p2 = 0.30 
Po = 0.30 
Mean 
1.999 
2.998 
1.016 
0.302 
0.304 
0.301 
Median 
1.991 
2.994 
1.022 
0.305 
0.303 
0.301 
Simulation 4 
Parameter 
/ii = 1.00 
/x2 = 2.00 
Aio = 2.00 
Pi = 0.30 
p2 = 0.30 
Po = 0.30 
Mean 
0.992 
1.988 
2.028 
0.297 
0.300 
0.099 
Median 
0.987 
1.987 
2.030 
0.301 
0.301 
0.095 
Table 6.7 : For 50 runs of each simulation study, BZIP2 data was generated accord-
ing to the models with constant parameters listed above, and the parameters were 
estimated with the BZIP2 MCEM algorithm. The mean and median values of the re-
sulting parameter estimates are very close to the true values, and there is no evidence 
of bias in the estimation. 
BZIP2 Parameter Estimation 
Figure 6.13 : Boxplot summary of BZIP2 simulation study. BZIP2 data with the 
model given in Table 6.8 were simulated and then model parameters were estimated 
with the MCEM algorithm. 
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mixing parameters are related to exogenous covariates through the logit link, 
logit(pit) =710 + 711^1*, 
logit (p2t) = 720 + 721 G2t, (6-5 1) 
logit (pot) = 7oo + 7oiG3i, 
where the covariates in this example must be constructed in a specific way to represent 
a possible real-data scenario. 
In this example, I have chosen G\ to be a noisy sine wave with short-term fre-
quency. To achieve a counter-moving marginal zero-inflation, G2 is set equal to —Gi. 
Finally, G3 is set as another sine wave, this one with a longer-term frequency. These 
simulated zero-inflation processes are plotted in Figure 6.14. 
To simulate the doubly-zero-inflated bivariate count series, independent univariate 
Poisson variables are generated according to Ujt ~ Poi(//Jt) for j = 0,1,2. Then for 
each t, observations, r\, r2, and r0 are drawn from a uniform distribution, and if 
i~i < Pa, then Un and [/0t w a s set to 0, for i = 1,2; if r0 < pot, all three C/t's were 
set to zero. The bivariate observations were then constructed by the usual trivariate 
reduction, (Yu,Y2t) = {Uu + U0t,U2t + Uot). To help with parameter identifiability, 
very long time series are generated; after an initial burn-in period of 100 time units 
is discarded, the time series have length T = 2000. 
Let 0 be the vector of all regression parameters given in equations (6.50)-(6.51). 
For values of © given in Table 6.8, BZIP2 data was generated and then the parameters 
were estimated with the MCEM algorithm. The maximum number of iterations was 
capped at 60, and the average computing time on a personal computer was 157.8 
seconds. The results of 50 simulation runs is presented in Table 6.8. The true values 
of the parameters in 9 are given along with the mean of 50 MCEM estimates of 
the parameter (6), the median of 50 parameter estimates (9m), the sample standard 
deviation of the 50 estimates (erg), a 95% confidence interval for 9, as well as the 
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Estimated BZIP2 Zero-Inflation 
Figure 6.14 : True sinusoidal patterns of marginal and joint zero-inflation for one 
realization of BZIP2 model given in Table 6.8 are plotted in black. The estimated 
zero-inflation processes are plotted in red, and the estimates are very close to the true 
model. As an illustration, only the first 500 time points of the series are plotted. 
Estimation of Marginal Zero-Inflation 
Figure 6.15 : Comparison of estimated marginal zero-inflation processes for one real-
ization of the simulated BZIP2 data. The true zero-inflation is plotted in black; the 
closest estimate is the from the BZIP2 model, plotted in blue. Green and red lines 
represent estimates from two versions of the BZIP1 fit to this data, and are clearly 
biased. For clarity, only the first 500 observations are shown. 
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MCEM for BZIP2 
Parameter 
0io = 2.0 
0n = -0.5 
012 = 0.5 
020 = -1.0 
02i = -0.5 
022 = 0.5 
0oo = -0 .5 
0oi = 1.0 
7io = -1 .5 
7n = -1.0 
720 = -1-5 
72i = -1.0 
7oo = -1.5 
7oi = 0.5 
e 
2.011 
-0.501 
0.512 
-0.932 
-0.497 
0.480 
-0.419 
0.959 
-1.476 
-0.984 
-1.475 
-1.003 
-1.511 
0.511 
@m 
2.014 
-0.501 
0.516 
-0.947 
-0.498 
0.479 
-0.429 
0.950 
-1.461 
-0.982 
-1.462 
-1.003 
-1.507 
0.514 
ere 
0.088 
0.024 
0.047 
0.424 
0.025 
0.104 
0.090 
0.076 
0.137 
0.147 
0.138 
0.162 
0.099 
0.121 
95% CI for 0 
(1.986, 2.036) 
(-0.508, -0.494) 
(0.499, 0.526) 
(-1.053, -0.812) 
(-0.504, -0.490) 
(0.450, 0.510) 
(-0.445, -0.393) 
(0.937, 0.981) 
(-1.515, -1.437) 
(-1.026, -0.942) 
(-1.514, -1.435) 
(-1.049, -0.956) 
(-1.539, -1.482) 
(0.477, 0.546) 
see 
0.086 
0.020 
0.044 
0.344 
0.021 
0.085 
0.052 
0.056 
0.062 
0.087 
0.063 
0.087 
0.059 
0.083 
Table 6.8 : Results from testing MCEM algorithm on 25 realizations of bivariate TSC 
from the BZIP2 model with parameters given above. The mean (9), median (6m), 
standard deviation (&e), and 95% confidence interval for the mean of the MCEM 
parameter estimates as well as the mean of estimated standard errors (see) is reported. 
average of the standard errors calculated for each 6 (see) using R's glm function 
which is used in the MCEM algorithm. 
The results in Table 6.8 and Figure 6.13 show that the parameter estimates are 
generally unbiased. The estimated marginal and joint inflation processes for one re-
alization of the simulated BZIP2 data is plotted in Figure 6.14. The true values for 
one realization of the zero-inflation processes are plotted in black, while the estimated 
zero-inflation is plotted in red. In series pu, the low probabilities are slightly over-
estimated, but the rest of the curve shows good fit to the true zero-inflation series. 
Estimates for p2t and pot are very close to the true zero-inflation series. 
Furthermore, Figure 6.15 illustrates the fact that ignoring the possibility of joint 
inflation and fitting only a BZIP1 model leads to even more bias in the estimated 
inflation processes than in the BZIP2 model. The true zero-inflation is plotted in 
black; the closest estimate is actually from the BZIP2 model, plotted in blue. The red 
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lines are the estimated marginal inflations from a BZIP1 model where the covariate for 
Pu is G\ and the covariate for pit is G2, that is, their true covariates. The alternative 
BZIP1 model was estimated with G3 included as a covariate for both pu and p2t-
Attempting to include the joint inflation effects in each of the marginal processes still 
does not yield as good estimates of marginal inflation than the fit from the BZIP2 
model. 
6.3.7 Multivariate Extensions 
The MCEM algorithms developed for the joint and marginally-inflated bivariate Pois-
son models can be extended to the general multivariate case. The EM steps will be 
similar, except that a suitable MP model, e.g. common covariance or two-way model, 
must be used for the Poisson part of the model, and the MP structure will also have 
an effect on the zero-inflation estimation. In the sections below, I give an outline 
of the EM steps for the MZIPO model where the MP part of the model has a com-
mon covariance model (CCM). Extension of the BZIP1 and BZIP2 models to the 
multivariate case is left for future work. 
6.3.7.1 Steps for MCEM Algorithm: MZIPO 
The MZIPO with common covariance requires little modification from the BZIPO case. 
The case of extra zeros at the origin is handled in the same way as the BZIPO, and the 
CCM structure for the MP is the most straightforward to extend to more than two 
dimensions. The following steps outline the MZIPO MCEM algorithm; for brevity, 
the t subscript is dropped from the variables. 
1. Initialize estimates for B (or more simply p) and for 7 (or p). 
2. E-step 1: Estimate the indicator of zero-inflation, W, which is similar to the 
154 
BZIPO case since there is only one source of extra zeros. 
_ ( l + e - ^ - T 1 , (s/ i , . . . ,2/m) = ( 0 , . . . , 0 ) 
W = E(W\Y,-y,P)= \ (6-52) 
I 0 otherwise, 
where fi = e _ ^ ' = ° ( x - A \ with /3-, j = 0 , 1 , . . . , m, being the parameters of the 
MP regression. 
3. E-step 2: Estimate SQ = E(t/0 | Y, B) by an MC sampling approach. The 
conditional distribution of UQ for a multivariate CCM is given in Section 6.2.3; 
see page 110. The remaining Sj, j = 1 , . . . , m can be found by subtraction. 
4. M-step 1: Take the Sj for j = 0 , 1 , . . . ,m, values from the previous step and 
update the parameters B by weighted log-linear regression. The weights are 
(1 — W) for all components of the MP. 
5. M-step 2: Take the estimate for W and update the 7 parameters via logistic 
regression. 
6. Iterate through the E-EM-M steps until some convergence criterion has been 
reached. 
6.3.8 Test ing MZIPO M C E M 
To test an MCEM algorithm for the MZIPO model, trivariate MZIPO time series were 
simulated from the following model 
C ^ , ^ 2 t , ^ 3 t ) ~ ( 0 , 0 ) w p p 4 
(6.53) 
(Ylt, Y2t, Yzt) ~ MP(//it, fi2t, A*3t, A%) wp 1 - pt. 
The parameters (nit,^2t, /-%,/•%) a r e the parameters of the trivariate Poisson with 
common covariance structure, and in the GLM framework are related to covariates 
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MZIPO Parameter Estimates 
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Figure 6.16 : Boxplot summary of MZIPO parameter estimates from simulation study 
presented in Table 6.9. 
by the usual log link. In this model, 
log(^it) = Pw + Ai^i(t-i) + PuXu, 
l0g(//2t) = /?20 + #21*2(4-1) + /?22^2t, 
(6.54) 
log(/X3t) = #30 + #31^3(4-1) + #32^3*, 
log(/*ot) = #00 + A)i*«, 
where Xi, X2, X3, and X4 are exogenous covariates and are distributed as Normal ran-
dom variables: X1 ~ JV(-1,.5); X2 ~ iV(3,0.5); X3 - 7V(1,0.25); X4 ~ JV(-2, 0.5). 
Coefficients for the model are chosen to that the resulting trivariate counts are not too 
large. The parameter pt is the mixing parameter, or the probability of zero-inflation, 
and is related to exogenous covariates through the logit link, 
logit(pt) = 70 + 7iGit + 72C2t, (6.55) 
where the covariates are lognormal variables, G\ ~ LN(0,1) and G2 ~ LiV(0.5,0.5), 
and model coefficients are chosen to give a realistic zero-inflation process, that is 
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MCEM for Trivariate MZIPO 
Parameter 
0io = 0.5 
0n = -0.5 
012 = 0.75 
020 = -1-5 
02i = -0.25 
022 = 0.5 
030 = 1.0 
03i = 0.05 
032 = -0.5 
0oo = 2.0 
0oi = 1.0 
7o = -1.0 
7i = -1-5 
72 = 0.5 
8 
0.508 
-0.513 
0.750 
-1.454 
-0.254 
0.483 
0.998 
0.051 
-0.498 
1.993 
0.998 
-0.948 
-1.544 
0.496 
#m 
0.523 
-0.501 
0.754 
-1.456 
-0.258 
0.491 
0.995 
0.054 
-0.508 
1.965 
0.988 
-0.846 
-1.499 
0.483 
<7<? 
0.141 
0.109 
0.152 
0.367 
0.044 
0.110 
0.194 
0.015 
0.196 
0.151 
0.091 
0.364 
0.311 
0.133 
95% CI for 8 
(0.469, 0.547) 
(-0.543, -0.483) 
(0.708, 0.792) 
(-1.556, -1.352) 
(-0.266, -0.241) 
(0.452, 0.514) 
(0.944, 1.052) 
(0.047, 0.055) 
(-0.552, -0.444) 
(1.952, 2.035) 
(0.973, 1.023) 
(-1.049, -0.847) 
(-1.630, -1.458) 
(0.459, 0.533) 
see 
0.135 
0.072 
0.138 
0.352 
0.046 
0.111 
0.157 
0.017 
0.147 
0.174 
0.094 
0.325 
0.251 
0.128 
Table 6.9 : Results from testing MCEM algorithm on 50 realizations of trivariate 
Poisson with common covariance structure and MZIPO inflation with parameters 
given above. The mean (8), median (6m), standard deviation (ag), and 95% confidence 
interval for the mean of the MCEM parameter estimates as well as the mean of 
estimated standard errors (see) is reported. The results show no evidence of bias in 
the parameter estimation. The maximum number of EM iterations was set to 40. 
around 15-20% extra zeros. The chosen values of the coefficients for this simulation 
are reported in Table 6.9. 
Time series generated from the MZIPO model were estimated with the MCEM 
algorithm. To save computing time, the maximum number of iterations was capped at 
40, as a result, the average computing time on a personal computer was 20.7 seconds. 
The results of 50 simulation runs is presented in Table 6.9. The true values of the 
parameters are given along with the mean of 50 MCEM estimates of the parameter 
(8), the median of 50 parameter estimates (8m), the sample standard deviation of the 
50 estimates (ere), as well as the average of the standard errors calculated for each 
8 (see) using R's glm function which is used in the MCEM algorithm. A boxplot 
summary of the simulation study is presented in Figure 6.16, and as can be seen 
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parameter estimates are generally unbiased. 
6.4 Summary 
In this chapter I described my model for multivariate zero-inflated time series of 
counts. The modeling paradigm includes time series components in an observation-
driven framework and also reflects a unique strategy for dealing with zero-inflation in 
multivariate count data. The multiple count series are allowed to have two sources 
of extra zeros, one unique and on systematic, and I call this new model the doubly-
inflated multivariate Poisson. To estimate these new models I developed an EM 
algorithm with a Monte Carlo E-step, in which the value of the unobserved part 
of the multivariate Poisson is estimated by sampling from the proper conditional 
distribution. I showed several variations of the algorithm for multivariate Poisson 
models with different covariance structures and different systems of zero-inflation. In 
the next chapter, I build on these results and present an application of the doubly-
inflated model to real corporate bond trading data. 
Chapter 7 
Case Study: Corporate Bond Trading 
This chapter presents a brief example of applying the doubly-inflated bivariate 
Poisson (BZIP2) regression model to characterize real time series of corporate bond 
trades. Counts of transactions and price changes are studied as a proxy for liquidity 
and volatility of bonds. In Section 7.1, I discuss the concept of financial liquidity and 
review recent work on the link between bond pricing and liquidity; Section 7.1 also 
contains a review of the literature on models for financial count data. In Section 7.2, 
I introduce the data for the study and specify the BZIP2 model to be used in this 
application. Section 7.3 presents the modeling results and the discusses interpretation 
of the BZIP2 model in this financial application. Section 7.4 concludes and motivates 
future research based on this case study. 
7.1 Background 
7.1.1 Liquidity and Bonds 
Liquidity, can be thought of as the ability to sell an asset quickly, with minimal 
loss of value, and with minimal impact on the market. More simply, liquidity is 
the ease in which a financial asset can be converted into cash money (Fernandez, 
1999). Liquidity then has an associated risk, which is the probability that an asset 
becomes illiquid (Nikolaou, 2009), so the ability to measure liquidity is important 
for assessing the value of an asset. Bid-ask spread is thought to be the most direct 
measure of liquidity, because it measures the difference between the value of the asset 
and the price at which it can be sold, or in other words, the cost of a trade. However, 
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depending on the available data, the bid-ask spread may not be known, so another 
measure must be used. Liquidity proxies can be direct measures, that is based on 
transaction data, or indirect measures, which are based on characteristics of the assets 
(Houweling et al., 2005). Most often, the available data dictates what quantities can 
be used to measure liquidity (Elton et al., 2004). The number of trades in a given 
time period, i.e. transaction volume, can be one proxy of liquidity (Fleming, 2003), 
and this is the measure I use in this example to study the liquidity of corporate bonds. 
Recent research has focused on the relationship between bond liquidity and bond 
valuations. Houweling et al. (2005) wanted to test whether liquidity risk is properly 
priced in the bond market. To do this they incorporated different measures of liquid-
ity, along with information on bond rating and time to maturity, into standard bond 
pricing models, and they tested their models on portfolios of bonds; see references 
in Houweling et al. (2005). The results show significant liquidity effects in the data, 
and that there is a difference in cost between liquid and illiquid portfolios. When 
comparing the performance of several liquidity proxies within the framework of the 
pricing study, the authors found no preference for any particular liquidity measure. 
Elton et al. (2004) also studied bond liquidity and other factors in relationship to 
the pricing of bonds. The researchers noted that there exist some systematic errors 
when bonds are priced with reduced form models based on spot curves calculated for 
each ratings grouping. One assumption of the standard pricing models is that bonds 
within a ratings class represent a homogeneous group with respect to risk. However, 
errors in pricing based on this assumption indicate that there must exist unrecognized 
differences between bonds within a given rating class; see Elton et al. (2004); Marcelo 
et al. (2009) for full discussion and references to bond pricing models. The authors 
suggest several features of bonds which might account for these differences, one of 
which is liquidity. Elton et al. (2004) used three indirect measures of liquidity; one 
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of these measures, a variable indicating whether the bond was recently issued, was 
found to have a statistically significant relationship to pricing errors. After identifying 
the factors that affect pricing, the authors suggest two approaches to improving the 
pricing scheme. One approach is to use the new information to adjust the results of 
the original prices. An alternative is to take the new information into account along 
with credit ratings to partition new homogeneous groups for calculating pricing. Elton 
et al. (2004) feel that this would result in too few bonds per group, which is undesirable 
for calculating spot curves, but recent work by Marcelo et al. (2009) utilizing Bayesian 
population models is specifically designed to work with small groups of bonds. 
Chen et al. (2007) studied the relationship between liquidity and bond yield. The 
authors test the hypothesis that illiquid bonds are traded less and this fact should be 
reflected in the bond yield. They use three different measures of liquidity: bid-ask 
spread, the incidence of zero returns for a bond and a liquidity measure based on 
daily bond returns proposed previously in the literature (see Chen et al., 2007, for 
references). Liquidity measures are used to augment a standard bond pricing model, 
in order to determine if liquidity is still significantly related to price, even when 
included along with the usual pricing model variables. The significant link between 
liquidity and yield is evident regardless of which of the three liquidity measures is 
used. 
Diaz et al. (2006) used two liquidity measures to study the Spanish Treasury 
market: the trading volume market share of the issued bond and whether the bond 
was recently issued. The idea behind the second measure is that older bonds have 
less liquidity for various reasons, e.g. the bonds have been absorbed into portfolios of 
market participants with "buy and hold" strategies, thus the bonds are traded less. 
This "buy and hold" proxy and the zero returns proxy used by Chen et al. (2007) 
suggest that zero-inflated models may be useful for studying liquidity in the bond 
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trading market. 
Other researchers have studied the link between liquidity and credit risk. Tychon 
and Vannetelbosch (2005) provide an extensive review of the literature linking bond 
pricing, liquidity and credit risk. The authors use a simulated investment game 
between theoretical firms and investors to test and confirm some assumptions about 
bond liquidity. One, that bonds are more liquid after first issue and then become 
more illiquid over time. Two, that if a firm is closer to default, the bonds are less 
liquid, despite heterogeneity in the valuation of costs of bankruptcy by the market 
participants. Besides the risk of credit defaults, the model included "marketability" 
risk, i.e. restrictions on the availability of trading opportunities, and liquidity risk, 
the risk that trades may be costly. See also Ericsson and Renault (2006) and Wang 
(2006) for studies on the trifecta of liquidity, credit risk, and pricing. Further review 
of liquidity measures and liquidity issues related to bonds is available in a working 
paper by Thomas et al. (2010b). 
7.1.2 Models for Financial Count Data 
Recently, Poisson models have become popular for characterizing count data from 
financial processes. The available literature includes count models for stock and 
option transactions, but not for bonds. Some papers focus on general methodological 
development for count models, and simply use some available financial data as an 
illustration of the methods, without any interpretation in the context of other financial 
models or research (e.g. Heinen, 2003; Fokianos et al., 2009). Papers which do develop 
an econometric context for count models have focused on modeling asset volatility. 
Rydberg and Shephard (2003) present a decomposition of the distribution of trade-
by-trade stock price movements into three components. Prices can only take values 
which are integer multiple of the smallest possible price S, so one component of the 
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model will be for counts. The "activity" process, At, is binary on {0,1}, and when 
At = 0, i.e. no price change occurred at t, Dt, the "direction," and St, the "size," 
are set to zero. When At = 1, Dt can take values { — 1,1}, indicating a negative or 
positive price move, and St takes values on the strictly positive integers, indicating 
the number of price 5's captured in the price change. This decomposition allows each 
piece of the model to be estimated separately, but for prediction purposes the authors 
use the model jointly, feeding in estimates of A into predictions of D and those two 
values into predictions of S. 
Rydberg and Shephard (2003) use a model in the observation-driven framework, 
the GLARMA (e.g. (Shephard, 1995), see page 14), to incorporate past histories of 
the transaction series into the current model predictions. A binary GLARMA is 
used for A and D, while a negative binomial (NB) based GLARMA is used for S. 
The authors perform extensive analysis to determine the best model for their dataset 
which incorporates time series components and also other market covariates. For the 
NB-GLARMA, two autocorrelation terms for St, current and lagged values of Dt, as 
well as the covariates log of trade volume, log of time duration between trades, a 
monthly trend, a long-term trend, and some day of week dummy variables are found 
to be significant predictors of price movement. Log of stock price was not significant. 
Liesenfeld et al. (2006) present a similar model for stock price movements. In their 
model, the two binary processes indicating price activity and direction are combined 
into a trinomial process which can take values { — 1, 0,1}, indicating a downward price 
move, no move, or an upward move. The process is modeled with an autoregressive 
conditional multinomial (ACM). Then to model the absolute size of the price change, 
the authors develop an extension of the hurdle model for counts (Mullahy, 1986) to 
work on negative as well as positive integers. Again because of the way in which the 
model is decomposed, the ACM and the integer count hurdle (ICH) can be modeled 
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separately. 
Liesenfeld et al. (2006) also use a NB-GLARMA model with both autoregressive 
terms and other exogenous covariates to characterize the size of price movements in 
the count part of the model. The authors demonstrate the method on transaction 
data from two stocks. For Stock A, a GLARMA(1,1) model was found to be best, but 
for Stock B, a GLARMA(2,2) worked well. Both models included a daily diurnal trend 
and current and one lagged values of price change direction, log trade volume, and log 
duration as significant covariates. Bien et al. (2009) build on the model of Liesenfeld 
et al. (2006) and propose a multivariate integer count hurdle model (MICH) to model 
jointly the trade-by-trade changes in bid and ask quotes for a stock. Dependence in 
the bivariate process is captured via copulas (see references in Bien et al., 2009). The 
empirical data for bid and ask quotes tends to cluster around certain values: 5, 10, 
15 and 20 ticks, for example, so the authors include diagonal inflation (Karlis and 
Ntzoufras, 2005) on these values in their model. 
Czado and Kolbe (2007) study price movements of options, but focus only on the 
price changes i.e. the count component of models presented by Liesenfeld et al. (2006) 
and Rydberg and Shephard (2003). In contrast to the observation-driven approach in 
the other papers, Czado and Kolbe (2007) use a parameter-driven Poisson model (e.g. 
Zeger, 1988). In addition to a significant latent AR(1) structure, the model includes 
the price change of the underlying asset, the intrinsic value of the option, the bid-
ask spread, number of new quotes between trades, and the time duration between 
trades as significant covariates. Remaining time to maturity of the option was not 
significant for predicting option price changes. In finance, price changes are often 
taken as a measure of volatility, and volatility represents another aspect of financial 
risk. In the following sections I present analysis of a bivariate model for two kinds 
of financial risk: liquidity, which is measured by transaction volume, and volatility, 
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which is measured by price changes. 
7.2 Data and Methods 
The dataset contains recorded transactions of trades for several corporate bonds for 
the months of June and July, 2009. The date and time of the transaction are recorded 
along with the trade price and trade volume. To study the bond transaction data 
in the count series setting, I first transform the series of transactions. I count the 
number of transactions for a bond in a time period of one hour. As discussed in the 
previous section, transaction volume can be one proxy to measure the liquidity of an 
asset. Price changes are also of interest, and can be used to measure the volatility 
of an asset. I count number of price changes of a size 8 = 0.50 within the hour, and 
now I have a bivariate time series, transactions and price changes, which represent 
two forms of financial risk, liquidity and volatility. 
In this chapter, I used the trades of bonds issued by Allstate, an insurance com-
pany, as an example. The time series of counts of transactions and price changes for 
Allstate bonds for regular trading hours of June-July 2009 are plotted in Figure 7.1. 
The time periods of overnight, weekends, and other non-trading days are omitted 
from the time series; trades from June 1st are also omitted to establish a baseline 
for price changes for the remaining days, and this results in a bivariate time series 
with ten trading hours for each of 43 days, or 430 observations. It is clear that there 
are many instances of zero trades and zero price changes; in fact, 37% of the trans-
action volume observations are zeros, and 55% of the counts of price changes of size 
50 cents are zeros. Zeros for price changes are a good feature because they represent 
low volatility risk. Zeros for transactions can be a bad feature of the bond trading 
data because they represent risk that the bonds are illiquid. 
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Figure 7.1 : Time series of transaction volume (black line) and price changes of 
5 = 0.50 (red line) for Allstate corporate bonds for trading hours in June-July, 2009. 
7.2.1 BZIP2 Model for Bond Trading 
The goals of this case study are twofold; first, the Allstate corporate bond trading 
data is used to illustrate the usefulness of the BZIP2 model in a real data applica-
tion, and second, to begin an analysis of bond liquidity and volatility to extend to 
a clustering application in future work. I model the bivariate bond data with an 
observation-driven doubly-zero-inflated model. Let Y\t be the series of transaction 
counts, and let Y2t be the series of price changes of size 50 cents. As usual, the bivari-
ate count response variable is assumed to be the result of trivariate reduction of three 
independent univariate Poisson variables. Therefore, let U\t be the main component 
of transaction counts, let Uit be the main component of price changes, and let Uot be 
the interaction between price changes and transactions. Then for the BZIP2 model, 
Yt=l 
0 wpp0t + (1 -Pot)PW, 
Uu Wp (1 - pot)(l - pU)P2t; 
Uu + Uot wp (1 -p0t)(l -Pit)(l -P2t); 
(7.1) 
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0 Wpp0t + (1 -P0t)P2t\ 
Y2t = { U2t wp (1 - po t)(l - P2t)pit\ (7 '2) 
u2t + U0t wp ( l - pot)(i - P2t)(i -pu); 
where "wp" stands for with probability, pu is the probability of marginal zero-inflation 
of transactions, Y±t, Pit is the probability of marginal zero-inflation of price changes, 
Y2t, and pot is the probability of joint zero-inflation. The univariate Poissons Uit, 
i = 0,1, 2, have corresponding parameters fj,it. 
To model the bivariate series, past values of the transactions and price changes 
will be used in the observation-driven framework. The log of trading volume, which 
is available with the trading data, was also considered as a covariate , but initial 
analysis revealed that trading volume was not significant for any of the Poisson or 
zero-inflation components of the BZIP2 model. For this initial analysis of this case 
study, my focus is on identifying the three sources of zero-inflation in the BZIP2 
model by using observation-driven factors, and not on finding the best overall model 
for fitting the bivariate bond data. Future work can be done with this study to 
incorporate other exogenous covariates, such as long term trends, day of the week 
effects, or micro and macroeconomic indicators. Thus the regression models for the 
BP parameters of the BZIP2 model are given by 
iog(//it) = fto + p n iog(yi,t_i +1) + A2 iog(y2l*-i +1) ; 
l o g ( / / 2 t ) = 020 + 021 l o g ( y i , t _ i + 1) + 022 l o g ( r 2 , t - l + l ) j ( 7 " 3 ) 
i og (M = 0oo + 0oi iog(yM_i +1) + 002 iog(y2,*-i +1) . 
The regression models for the marginal and joint zero-inflation parameters are given 
Convergence for Allstate Bond Model 
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Figure 7.2 : Convergence of estimated BZIP2 model loglikelihood along EM iterations 
for Allstate bond data. The model estimate appears to converge around 80 iterations, 
so the algorithm was terminated after 100 total iterations. 
by 
logit(pit) = 7io + 7n log(Yi,t-i + 1) + 712 log(Y"2,t-i + 1); 
logit(p2t) = 720 + 72i log(Yiit_i + 1) + 722 log(y2,t-i + 1); (7-4) 
logit(pot) = 7oo + 7oi log(y1>t_x + 1) + 702 log(y2,t-i + 1). 
7.3 Results 
The BZIP2 model defined above was fit to the Allstate bond data with the MCEM 
algorithm detailed in the previous chapter. The likelihood of the estimated model 
was observed to converge around 80 iterations, so the algorithm was stopped after 100 
iterations; see Figure 7.2. The estimated model coefficients are given in Table 7.1. For 
the main Poisson components, H\t has the log of past past values of y l t , transaction 
counts, as a significant covariate, and fj,2t has the log of past past values of Y2t, price 
changes, as a significant covariate, but neither component has significant dependence 
on the corresponding cross-lag. As a result, the main parameter for transaction 
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volume, [in, has mean value 2.36 over the time series, and the main parameter for 
price changes, /^t, has mean value 1.99 over all observations. Both of the estimated 
coefficients are positive, indicating that high counts of transactions and price changes 
at one hour tend to precipitate more transactions and price changes at the following 
hour. 
The common Poisson component, Hot, representing the covariance between price 
changes and transactions, did not have any significant covariates, and the intercept 
term was found to not be significantly different from zero; however, because the 
model has GLM structure with a log link, /i0* = exp(/30) translates to a common 
Poisson mean equal to one if (30 = 0. It is possible that the ^ot term could have 
a significant relationship to other exogenous covariates not considered in this initial 
analysis. This result that p,Qt ~ 1 suggests that a test for significant correlation 
between multiple count series would be a valuable diagnostic tool for modeling count 
series. The empirical correlation between the time series of transactions and price 
changes is 0.508, but it is unknown what portion of the observed correlation is due 
to dependence between the bivariate counts and what portion is due to the effects of 
joint zero-inflation. These issues are left for future work. 
The three zero-inflation components of the BZIP2 model are found to be signif-
icant in this example; although the large negative intercept term for p\t results in 
marginal zero-inflation of Y\t which is practically zero. The effective zero-inflation on 
transaction volume, Yu, comes only in the form of joint inflation, which is 35% on 
average. In addition to joint inflation, the time series of price changes, Y^, also has 
significant marginal inflation equal to 27% on average. This result is intuitive, as there 
must be a transaction for any price change to take place, leading to a strong joint-
inflation factor. Then there may be transactions without price changes more than 
size 5 = 0.50, so the price change time series includes the probability of marginal 
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BZIP2 Model for Allstate Corporate Bonds 
Covariate 
intercept 
l o g t l V i + 1) 
l o g ^ - x + 1) 
Estimate 
mean 
median 
Poisson Components 
Hit 
0.633 
0.257 
Hit 
2.368 
2.248 
H2t 
0.429 
0.379 
ht 
1.994 
1.534 
Hot 
-0.042* 
Hot 
0.959 
0.959 
Zero-inflation Components 
Pit 
-7.122 
Pit 
0.001 
0.001 
P2t 
-0.812 
-0.367 
P2t 
0.269 
0.308 
Pot 
-0.261 
-0.440 
Pot 
0.353 
0.362 
*Not significantly different from zero. 
Table 7.1 : Estimated BZIP2 model coefficients for Allstate corporate bonds. The 
estimated parameters correspond to the model given in equations 7.1-7.4. Blank 
squares generally indicate that the covariate was not significant at the 0.05 level. 
zero-inflation as well. The negative estimated coefficients imply that if higher counts 
of transactions are observed for one hour, the probability of observing joint zero ob-
servations the next hour is decreased. Similarly, high counts of price changes are 
associated with less chance of marginal zero-inflation of the prices changes for the 
next hour. 
The fitted values from the estimated BZIP2 model are calculated by 
Ylt = (1 - AM)(1 - Pit) [Ait + Aot(l - P2t)\; 
(7.5) 
Ylt = (1 - p0t)(l - p2t) [fat + Aot(l - Pit)] • 
The time series of fitted values, Yu and Y2t, are plotted against the observed trans-
actions and price change counts in Figure 7.3. As the observed time series contain 
many zeros, it is difficult to evaluate the resulting fitted values by examining the 
graphical plots. Instead, consider the empirical means of the observed counts time 
series, which are Ylt = 2.042 and Y2t = 1.447. It turns out the mean of Y\t is 2.020, 
and the mean of Y2t is 1.447, so the BZIP2 model with just a few autoregressive 
covariates can model the mean behavior of the bivariate count series of transactions 
and price changes quite well. In the future, including other exogenous covariates may 
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Figure 7.3 : Fitted values of Allstate transaction volume and price changes based on 
the estimated BZIP2 model given in Table 7.1. 
help capture more of the variability in the count series. 
As another validation of the model, I also fit the data with a BZIP1 model with 
all of the same covariates as in equations 7.3 and 7.4, except that there is no pot 
inflation considered. The Poisson parts of the estimated BZIP1 model are similar to 
the estimated BP parameters of the BZIP2. Comparing the estimated zero-inflation 
components of the BZIP1 to those of the BZIP2 illustrates the usefulness of the BZIP2. 
For transaction volume, Y"it, the BZIP1 model estimates the marginal inflation, pu 
to be in the range (0.17, 0.39), with average 0.32. This is of course hugely different 
from the estimated marginal inflation of transaction counts from the BZIP2, which 
was 0.001. It seems as if the joint-inflation, measured as 0.35 on average for the 
BZIP2, was identified as marginal inflation in the BZIP1. For marginal inflation of 
price changes, the BZIP1 model estimate is in the range (0.32,0.54), with average 
0.50. This is more than the estimated marginal inflation in the BZIP2, which was 
0.27 on average. 
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I used Vuong's test (Vuong, 1989) to test between the BZIP2 and BZIP1 models 
in this example. Note Vuong's test is a type of likelihood ratio test for non-nested 
models, and is discussed in detail in the next chapter. The test-statistic was 11.55, 
with a p-value effectively zero, which clearly indicates the BZIP2 model is preferred 
over the BZIPl. I also fit a BZIPO model to the data, and the estimated joint zero-
inflation is 0.37 on average, which is nearly the same as the estimated joint inflation 
from the BZIP2; the result is that extra marginal inflation on one of the count series, 
the price changes, is completely missed. In addition to using a statistical test to verify 
that BZIP2 is the better model, it is clear that proceeding with interpretation of a 
model which included only marginal or only joint inflation would lead to completely 
erroneous findings. In this case study where the counts time series represent proxies 
for liquidity and volatility risk of a bond, the identification and separability of joint 
and marginal inflation is very important for assessing the bond's value. 
7.4 Conclusions and Future Work 
This chapter presented an application of the doubly-inflated bivariate Poisson model 
to studying liquidity and volatility of corporate bonds. There were two main goals of 
this case study. The first goal was to illustrate the usefulness of the double-inflation 
model in a real data application. The identifiability of different source of zero-inflation 
is important in this application for fully understanding the liquidity and volatility risk 
of a particular bond. Applying models which consider only joint or only marginal 
inflation leads to the loss of information about the zero-inflation. The second goal 
was to begin building a modeling framework for the bond transaction data which can 
be used later in a model-based clustering analysis. Some autocorrelations terms were 
found to be significant covariates in both the Poisson models and the zero-inflation 
components. Further work can be done to identify other exogenous covariates which 
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may be useful for the model. In this study, transactions and price changes were 
modeled for only one corporate bond (Allstate); the other bonds in the database can 
be analyzed with BZIP2 models in a similar way. Then, the bivariate count series for 
all of the bonds can be clustered to reveal bonds which behave similarly in terms of 
liquidity and volatility. The results of a clustering analysis can be used to construct 
portfolios of bonds with balanced risk. Model-based clustering for univariate time 
series of counts was introduced in Chapter 3, and in the next chapter I extend the 
methods for use with multivariate counts such as the bond data described in this 
chapter. 
Chapter 8 
Clustering Multivariate Time Series of Counts 
In this chapter, I outline the model-based clustering (MBC) procedure for multi-
variate zero-inflated times series of (TSC) following the new models developed in the 
previous chapter and show results of simulation studies. 
8.1 Proposed Model-Based Clustering Scheme 
Now that I have developed methods to estimate models for the multivariate TSC, I 
can use these models as a basis for a model-based clustering algorithm. The advan-
tage of the model-based clustering method developed for univariate TSC in Chapter 3 
is that it is easily generalizable to the multivariate case. One only needs the likeli-
hood function corresponding to the appropriate model for the data, be it univariate or 
multivariate, to calculate the likelihood-based distance metric for clustering. The em-
pirical Kullback-Leibler (KL) divergence measure was first introduced in Section 3.2.2 
(page 36); it has the form 
DKL (Afc, A,) = r ^ E [ l oSP(y I A*) - l o § P ( y I A ^ > t8-1) 
where K is the set of data objects which belong to cluster k, and A& refers to the model 
structure for cluster k. Recall that I used the partial likelihood (see Section 2.1.3) 
for p(y | Afc) in the univariate setting. I also use normed values of the likelihood by 
dividing by the length of the data series being compared. The KL measure between 
clusters k and j is made symmetric by defining, 
DSKL (Afc) A,) = DKL(\k,\3) + DKL{\3M_ (g_2) 
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The KL divergence measures relative fit of data series to their "own" model versus the 
fit by some other model. Now for clustering multivariate TSC, I only need to insert 
the appropriate likelihood function for p(y | A )^ in equation (8.1). The hierarchical 
clustering algorithm proceeds similarly to the univariate case described in Chapter 3, 
but before I give the formal algorithm, in the next section I discuss testing between 
the different versions of multivariate zero-inflation. 
8.1.1 Testing for Zero-Inflation 
In the univariate case, I introduced a novel goodness-of-fit test for the presence of 
zero-inflation; see Section 3.1.2. The test was based on a three bin concept for identi-
fying excess numbers of zero and large values, which indicates zero-inflation relative 
to a standard Poisson. Unfortunately, this same binning concept will not work in the 
multivariate case. Besides the difficulty of defining a "large" value in the bivariate 
case, binning or histograms of bivariate counts may not be helpful in distinguishing 
different levels of multivariate zero-inflation. Consider Figures 8.1-8.4, which illus-
trate joint and marginal histograms for simulated BP data with different types of 
zero-inflation. 
Data simulated from a standard BP is shown in Figure 8.1. Then the same sim-
ulated data is zero-inflated according to the three different multivariate ZIP models 
presented in the previous chapter, the BZIPO, BZIP1, and BZIP2; see Section 6.1.2. 
Recall that the BZIPO is a model for joint zero-inflation of (Yi,Y2) observations, the 
BZIP1 model characterizes zero-inflation marginally on each of Y\ and I2, and the 
BZIP2 model includes both marginal and joint inflation. The standard BP data (Fig-
ure 8.1) is clearly different from any inflated versions; however, the distinction between 
BZIPO (Figure 8.2) and BZIP1 (Figure 8.3) data is very small, and the marginals of 
the BZIPO and BZIP1 will both look like univariate ZIP data. Furthermore, when 
Marginal and Bivariate Poisson Counts 
Figure 8.1 : Bivariate and marginal histograms for standard (non-zero-inflated) bi-
variate Poisson data. 
BZIP2 data is binned in joint or marginal histograms, it appears as BZIPO data; 
compare Figures 8.2 and 8.4. This occurs because the joint zero-inflation "covers" 
some of the evidence of marginal inflation. 
Therefore, a simple goodness-of-fit test will not be useful in the multivariate case. 
To test between competing zero-inflation models, I will implement Vuong's test for 
non-nested models (Vuong, 1989). The test-statistic is 
V = n-1,2LR(6,fi)/u. (8.3) 
The terms 6 and f] represent the estimates for the parameters of FQ and G^, respec-
tively, which are the two models being compared via the likelihood ratio 
and the term Cj2 is an estimate of the variance of n~1/2LRn{9, fj) and is given by 
n
~ i \ 9(yi\V)J \n~( 9{yi\r))J 
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Marginal and Bivariate ZIPO Counts 
Figure 8.2 : Bivariate and marginal histograms for BZIPO data. There is a large 
concentration of counts in the (0,0) cell, so the marginal distributions appear as 
univariate ZIPs. 
Marginal and Bivariate ZIP1 Counts 
L 
Figure 8.3 : Bivariate and marginal histograms for BZIP1 data. With zero-inflation as 
a marginal process, the resulting bivariate counts have many observations in the (0,0) 
cell but also in (0,y2) and (yi,0) cells. Again, marginal counts appear as univariate 
ZIPs. 
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Marginal and Bivariate ZIP2 Counts 
Figure 8.4 : Bivariate and marginal histograms for BZIP2 data. The two-dimensional 
and the marginal histograms are very similar to the BZIPO case in Figure 8.2 because 
the extra joint inflation "covers" some of the marginal inflation. 
Notice that the likelihood ratio in equation (8.4) is one version of the KL divergence 
measure. Then it has been shown that V —> N(0,1) under the null hypothesis the 
that two models are indistinguishable from one another (Vuong, 1989), 
'f(Vi I 0) He, : E = 0. 
g(yi I v) 
A version of Vuong's test is implemented for univariate models in the R package 
pscl (Jackman, 2008; R Development Core Team, 2009), and has proven successful for 
distinguishing between the ZIP and non-inflated Poisson regression. I have modified 
the available R code to create a test for bivariate and multivariate models, and I will 
incorporate this test into the clustering procedure for multivariate count time series. 
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8.2 Clustering Algorithm 
In this section, I describe how to extend the MBC clustering algorithm which was 
introduced for univariate TSC in Chapter 3 to the case of multivariate zero-inflated 
TSC. The zero-inflated models which will be considered in the clustering are the 
MZIPO (BZIPO) and MZIP1 (BZIP1) only. The clustering algorithm allows for some 
of the data series to be from the MZIPO, some can have MZIP1 structure, and others 
may not be zero-inflated at all. The MZIP2 (BZIP2) is not considered in the general 
clustering algorithm because it is only applicable to multivariate count data under 
special circumstances; see Section 6.3.6. If information is known regarding the zero-
inflation structure of the TSC to be clustered and fitting the same type of zero-
inflation model to all time series is desired, then a model-specific algorithm can be 
applied. An example where the count series to be clustered all have BZIP2 structure 
is presented in Section 8.3.2. 
The MBC algorithm for multivariate TSC is outlined in Table 8.1. The table refers 
to multivariate versions of TSC, but the same procedure can be used by inserting the 
appropriate models for bivariate series. Step one of the algorithm requires training 
of three models, the MP, MZIPO, and MZIP1, because in step two, the suitability of 
these three models are compared with Vuong's test for non-nested models. I test the 
models in the following order: the MP is tested versus the MZIP1, then the preferred 
model between those two is tested against MZIPO. If no significant difference is found 
between the three models, the simplest model, the MP, is fit. Once the proper model 
is selected for each series or each cluster (all series in a cluster must have the same 
zero-inflation model) the KL divergence is computed based on those model likelihoods; 
note that likelihoods divided by the length of the time series can be used to cluster 
series of different length. The closest clusters are combined, re-fit, and re-tested for 
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Input: A set of N m-variate TSC, and covariates for the multivariate models. 
Output: A cluster hierarchy of the time series. 
Algorithm: 
1. Initialize each m-variate time series as its own cluster and train the models; 
2. Test between competing MP, MZIPO, and MZIP1 models; 
3. Compute the pairwise KL divergence between clusters; 
4. Merge the two closest clusters, and re-train a model for the new cluster; 
5. Stop if all series have been merged into one cluster, otherwise return to step 2. 
Table 8.1 : Hierarchical model-based clustering algorithm for multivariate TSC fit 
with observation-driven MP or MZIP models. 
zero-inflation until all series have been merged into one cluster. 
8.3 Clustering Simulation Studies 
The basic idea behind clustering TSC is to find groups of time series that are more 
similar to each other than to the time series in other groups. In the multivariate case, 
I am interested in distinguishing multivariate TSC, as modeled with the multivari-
ate observation-driven Poisson, which have different autocorrelation structure. Also, 
clustering should distinguish between different structures and levels of zero-inflation. 
With this in mind, I perform several simulation studies. I report only the clustering 
results in terms of misclassification and note any interesting features of the clustering 
results; I will not study the resulting cluster models in detail. All simulations are 
carried out with bivariate data. 
8.3.1 Clustering Bivariate Poisson Mode l s 
For the first simulation I created three groups of observation-driven BP time series 
from the following model: 
log(fnt) =pw + PnYu-i + P12XU, 
l0g(A«2t) =/?20 + folYx-l + A r c * * , ( 8 - 5 ) 
log(//ot) =A)o + PoiX3u 
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where Xit are random normal covariates with Xi ~ iV( —1,0.5), X2 ~ AT(3,0.5), and 
X3 ~ iV(l,0.25) The coefficients (3W, Ai , A2, Ao> Ai , a n d A22 are fixed so that 
the three groups have identical structure of the main effects components of the BP, 
namely /Zi and /J,2. The interaction effects coefficients, Ao a n d An are varied to allow 
different levels of covariance between the bivariate counts in the data. One group 
has small JXQ (less than one), one moderate (about one), and the last high covariance 
(greater than one). Each of the clusters has 15 bivariate time series. 
The simulated bivariate count series and the observation-driven model structure 
given in (8.5) with the appropriate covariates are the inputs in the MBC algorithm. 
For this simulation study, I do not yet implement the zero-inflation testing, as I 
know none of the time series are zero-inflated. The resulting dendrogram from the 
hierarchical clustering is plotted in Figure 8.5. The branches of the dendrogram are 
colored according to the true cluster membership; cluster 1 (low covariance) is red, 
cluster 2 (moderate covariance) is green, and cluster 3 (high covariance) is blue. As 
can be seen in the figure, there are no classification errors. 
The second simulation is a mirror of the first, except this time, I kept the same 
parameters on HQ across clusters and change the parameters on the exogenous co-
variates for the main effects. I create four groups of 10 BP time series each with the 
following characteristics: cluster 1 (red) has both /zx and fi2 from equation (8.5) high, 
cluster 2 (green) has both fii and fx2 low, cluster 3 (blue) has Hi low and /x2 high, 
and cluster 4 (teal) has the reverse, fj,2 high and Hi low. For all four variations of the 
model, the covariance term covariates are selected so that /u0 has values around one. 
The colors indicated for each cluster can be seen in in the branches of the resulting 
hierarchical clustering tree in Figure 8.6. Results are again very clear and there are 
no misclassification errors. 
For a third test, I create clusters of bivariate count series from model (8.5) where 
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Simulation 1 
Figure 8.5 : Result of simulation study to detect groups of bivariate TSC with iden-
tical mean components but different covariance components. The branches of the 
dendrogram are colored according to the true cluster membership: 1 red, 2 green, 3 
blue. The left axis of the graph indicates the measure of KL divergence. 
Simulation 2 
Figure 8.6 : Result of simulation study to detect groups of bivariate TSC with identi-
cal covariance components but different mean components. The dendrogram branches 
indicate the true cluster membership by their color: cluster 1 is red, cluster 2 is green, 
cluster 3 is blue, and cluster 4 is teal. The left axis of the graph indicates the measure 
of KL divergence. 
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Figure 8.7 : Result of simulation study to detect groups of bivariate TSC with identi-
cal covariance components but different levels of autocorrelation in their mean com-
ponents. The dendrogram branches indicate the true cluster membership by their 
color: cluster 1 red, cluster 2 green, cluster 3 blue, and cluster 4 teal. The left axis 
of the graph indicates the measure of KL divergence. 
the autocorrelation coefficients, /3 n and /52i, are changed for different clusters while 
all other parameters of the model are identical. Cluster 1 (red) has (3n = —0.5 and 
/32i = —0.5, cluster 2 (green) has both coefficients equal to —0.25, cluster 3 (blue) has 
both coefficients equal to 0.05, and cluster 4 (teal) has /3u = —0.25 and /32i = 0.05; 
each cluster contains 10 series. Figure 8.7 displays the clustering results, and again 
the estimated cluster membership matches the true clusters. Clusters 1 and 2 are 
closer to each other than any of the other clusters, and this is not surprising since 
the models for each of these clusters have negative autocorrelation coefficients on 
both series of the bivariate counts. This is important evidence that this model-based 
clustering algorithm can identify subtle differences between observation-driven BP 
models. 
Figure 8.7 also shows one interesting feature of hierarchical clustering based on 
the KL divergence, that is the fact that the distance between clusters can actually 
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decrease along the agglomerative cluster hierarchy. The merge of clusters 3 and 4 
is one step before the merge of clusters 3/4 and 1/2, even though the KL distance 
between 3/4 and 1/2 ends up smaller than the distance between 3 and 4. This can 
occur because in the algorithm, whenever a new cluster is formed, that cluster model 
is re-trained and the KL distance between that new cluster and the other remaining 
clusters is recalculated and may turn out to be smaller than the previous step. 
8.3.2 Clustering BZIP Models 
The next simulation studies test if the clustering algorithm can distinguish between 
zero-inflated and non-inflated TSC. For the fourth study, I simulated three clusters 
which have identical structure in the observation-driven BP regression but different 
models for zero-inflation. The Poisson part of the models is 
log(//ii) =0io + PuYu-i + PuXlt, 
\0g(n2t) =02 O + 021^2t-l + 022*2t, (8-6) 
log(jLtot) =000 + 001 X3t, 
where Xit are random normal covariates with X\ ~ JV(—1,0.5), X2 ~ iV(3,0.5), 
and X3 ~ N(l, 0.25) All of the coefficients 0, are fixed across clusters, so that count 
series in each cluster have the same structure in Hi, //2, and HQ. Time series for 
cluster one are simulated from this model as a standard BP. Series in cluster two are 
inflated according to a BZIPO model with the BP part given in (8.6) and the inflation 
parameter given by 
logit(pot) = 7io + luGu + 712^2*. (8.7) 
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Series in cluster three are inflated according to a BZIP1 model with the same Poisson 
component as the other two clusters but with inflation parameters given by 
logit(pit) =710 + liiGu 
(8.8) 
logit(p2t) =720 + 721 G2t, 
where G\ ~ LN(0,1) and G2 ~ LiV(0.5,0.5) are lognormal variables in equa-
tions (8.7) and (8.8), and regression coefficients are chosen such that the resulting 
zero-inflation probabilities are reasonable, that is, about 10%-30% zero-inflation. 
Due to the computational restrictions of performing the simulations on a personal 
desktop computer, the cluster of BP time series has ten series, and the clusters of 
BZIPO and BZIP1 time series have only five series each. Results for simulation four 
are presented in Figure 8.8; BP model are colored blue, BZIP1 models are green, and 
BZIPO models are red. There is only one misclassification error where one BZIPO 
model was clustered with all the BZIP1 models. The two clusters zero-inflated mod-
els first merge with each other before that cluster finally joins with the cluster of BP 
models. 
Next I performed another version of simulation study four, but now within each 
of the two clusters characterized by the either the BZIPO or BZIP1 models two sub-
clusters were simulated with different BP components to the models. Specifically, 
the covariance component for the BP, JU0 is slightly higher in one sub-cluster: median 
value 1.3 versus median 1.0. The cluster containing standard BP models was not 
further divided into sub-clusters, thus there are five total clusters for this simulation 
study. Computational limits required that each cluster have only five series each. 
The results for simulation five are presented in Figure 8.9. The BP TSC are colored 
pink, and are clearly separated from the zero-inflated models. The main clusters of 
BZIPO (red and green) and BZIP1 (blue and teal) data are also clearly separated. 
Within the BZIPO cluster, four out of five series with the slightly higher covariance 
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Simulation 4 
Figure 8.8 : Result of clustering simulation on TSC following one of the BP (blue), 
BZIPO (red), or BZIP1 (green) model, where the color of the dendrogram branches 
indicate the true models for each cluster. Due to computational restrictions, each 
cluster has only five or ten series. There is only one misclassification error where one 
BZIPO model was clustered with all the BZIP1 models. 
in the BP is identified correctly; see the green sub-cluster within the red cluster in 
Figure 8.9. Within the BZIP1 cluster, the different BP models are not well separated, 
although the series with the slightly lower covariance tended to be grouped together 
first (see the darker blue branches of the figure), and then the rest of the BZIP series 
were added to the blue and teal cluster. 
For final tests, I clustered time series from the most difficult model to estimate, 
the BZIP2. The BP part of the models has the structure given in (8.6), and the 
marginal and joint inflation processes are set as sinusoidal patterns in such a way 
that the three inflations processes can be distinguished from one another as best as 
possible (recall discussion of this issue from Section 6.3.6). To create three distinct 
clusters of TSC, all of the joint and marginal inflation processes are set the same way 
for all clusters, but the BP part of the model, specifically the covariance component, 
/J,0, is changed. Results from this sixth simulation study are illustrated in Figure 8.10, 
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Figure 8.9 : Result of second clustering simulation on TSC following one of the BP, 
BZIPO, or BZIP1 model. Two of the main clusters each have two sub-clusters of five 
series each. The dendrogram branches indicate the true models for each cluster by 
their color: BZIPO models are red and green, BZIP1 models are blue and teal, and BP 
models are pink. The left axis of the graph indicates the measure of KL divergence. 
and the cluster identification is perfect. 
Another clustering simulation on BZIP2 data was conducted to test if different 
autocorrelation structure in the Poisson part of the models can be distinguished. 
Three clusters each with the basic model of equation (8.6) and the special pattern 
of marginal and joint zero-inflation is applied as before. The only difference between 
cluster models is the value of the autocorrelation parameter in the log-linear regres-
sions for the BP component. In cluster 1 (red), //i has positive autocorrelation and 
H2 has negative dependence; cluster 2 (green) is the reverse, and cluster 3 (blue) has 
both [i\ and ^2 with negative autocorrelation. Due to computational restrictions, 
each cluster has seven series each. The hierarchical clustering tree from simulation 
seven is given in Figure 8.11, and as can been seen, there is clear separation between 
the clusters. 
Simulation study number eight also tests clustering of BZIP2 data. The same 
Simulation 6 
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Figure 8.10 : Result of clustering simulation on TSC following the BZIP2 model. 
Due to computational restrictions, each cluster has seven series. The dendrogram 
branches indicate the true cluster membership by their color: cluster 1 is red, cluster 
2 is green, and cluster 3 is blue. The left axis of the graph indicates the measure of 
KL divergence. 
Simulation 7 
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Figure 8.11 : Result of clustering simulation on TSC following the BZIP2 model, 
where series in three clusters have different autocorrelation structure. The dendro-
gram branches indicate the true cluster membership by their color: cluster 1 is red, 
cluster 2 is green, and cluster 3 is blue. The left axis of the graph indicates the 
measure of KL divergence. 
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Simulation 8 
Figure 8.12 : Result of clustering simulation on TSC following the BZIP2 model, 
where three clusters with seven series each have different levels of marginal inflation. 
The dendrogram branches indicate the true cluster membership by their color: cluster 
1 is red, cluster 2 is green, and cluster 3 is blue. The left axis of the graph indicates 
the measure of KL divergence. 
structure of sinusoidal zero-inflation probabilities from the previous simulations is 
used; but this time the magnitude of marginal inflation is varied between clusters. 
For three clusters the joint inflation process is the same, and this probability varies 
between (0.11, 0.29), with a median of 0.18. In cluster one (red), each of the marginal 
processes vary between (0.06,0.42) with median 0.21. In cluster two (green), the 
marginal inflation on series one of the BP is increased to have a median of 0.39 
and range (0.16,0.66), with the marginal inflation on series two unchanged. Cluster 
three (blue) is the mirror structure of cluster two, so marginal inflation on series two 
now has median value 0.38 and range (0.01,0.92). Clusters have seven series each. 
Results of the clustering simulation number eight are presented in Figure 8.12, and 
the clustering clearly reveals the presence of three distinct clusters. 
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8.4 Summary 
In this chapter I combined the new MCEM estimation methods for multivariate zero-
inflated time series of counts developed in Chapter 6 with the model-based clustering 
techniques I demonstrated earlier for univariate time series of counts. The result 
is a new method for model-based clustering of multivariate time series of counts. 
Several simulation studies show that the clustering method is very good at discovering 
differences in structure of the MP models as well as different models and levels of zero-
inflation. 
Chapter 9 
Conclusion 
This dissertation presents new methods for analyzing univariate and multivariate 
zero-inflated time series of count data. In this concluding chapter, I review the original 
research contributions and major results of this work. At the end of the chapter, I 
discuss some areas for future research motivated by this work. 
9.1 Original Contributions 
9.1.1 Synthesis of Existing Methods 
In this work, I have combined methods for modeling time series of counts with mixture 
models for zero-inflated counts. I focus on the observation-driven framework for 
capturing the time series nature of the counts. In the general linear model framework, 
functions of past values of the count response can be included in the model along with 
exogenous covariates. Advantages of this model include ease of implementation with 
existing software and straightforward interpretation of the resulting model parameters 
(Fokianos and Kedem, 2004). I also allow for these observation-driven models to be 
zero-inflated, and furthermore, for the zero-inflation process to be dependent on past 
values of the data as well. Thus, the model is called the "observation-driven zero-
inflated Poisson" (ODZIP), indicating that both the zero-inflation and the Poisson 
process can be data-driven. In Chapter 3, I discussed how to adapt available methods 
in R to estimate the models (Zeileis et al., 2008; R Development Core Team, 2009). 
I extended the concept of observation-driven models to the multivariate case, so 
that several correlated count time series can be modeled jointly. In this case, I allow 
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the individual series to depend on past values of some or all of the the related count 
series. For estimating the multivariate Poisson regressions, I also developed new 
estimation techniques which are discussed in more detail below. 
9.1.2 New Paradigm for Multivariate Zero-Inflated Counts 
The major portion of this thesis focused on modeling multivariate zero-inflated time 
series of counts. Any discrete multivariate distribution which has univariate Poisson 
marginal is a multivariate Poisson (MP). In the same way, any multivariate distribu-
tion which has univariate ZIP marginals is a multivariate ZIP (MZIP); thus, there 
is more than one way to construct an MZIP distribution. The conceptual question 
that I posed is at what level are the extra zeros mixed with the Poisson counts. Are 
the marginals of correlated count data inflated with extra zeros according to different 
mixing proportions? Is the multivariate count mixed with extra observations at the 
origin, (0 , . . . ,0)? In this thesis, I have introduced a new multivariate zero-inflation 
paradigm which includes both marginal and joint zero-inflation. 
To facilitate the discussion, I introduced new names for the MZIP models. The 
jointly-inflated model is a mixture of a MP distribution and a mass at the origin 
(0, . . . , 0 ) ; note this model had been proposed previously by others (Wang et al., 
2003; Lee et al., 2005; Karlis and Ntzoufras, 2005), but I created a new name for the 
model, the MZIP0. I proposed two new variations of MZIP models. The marginally-
inflated Poisson, or MZIP1, model is a MP for which each of the univariate Poisson 
marginals are zero-inflated according to independent mixing parameters. The doubly-
inflated Poisson, or MZIP2, model is formed by formed by including both joint and 
marginal zero-inflation; see Section 6.1.2 for details on the models. 
The new MZIP models provide flexibility for modeling a wide range of zero-inflated 
count data and improve upon models previously proposed in the literature which were 
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either to simplistic, i.e. the MZIPO, or too structured, see e.g. Li et al. (1999), for 
wide applicability. Also, I allow the MZIP models to be observation-driven in both the 
various zero-inflation and the Poisson processes, as discussed in the univariate case. 
As an example, the bivariate version of the MZIP2 model was used to characterize 
time series of trades and prices changes for financial bond trading data. 
9.1.3 New MCEM Estimation Methods 
To estimate the new multivariate Poisson and ZIP models, I developed a new Monte 
Carlo Expectation-Maximization (MCEM) algorithm. The EM algorithm has proven 
useful for estimating MP models because the model estimation can be posed as a miss-
ing data problem. The unobserved univariate counts which make up the multivariate 
Poisson counts are estimated given the observed data, and then the model parameters 
are updated for the new data via maximum likelihood. To avoid the complex recur-
sion formulas needed to calculate the conditional expectation of the unobserved data, 
I proposed to use an MC E-step, that is, to sample from the conditional distribution 
of the unobserved data; see Section 6.2 for details. Another advantage of the new 
algorithm is that it is easy to generalize to the MZIPO, MZIP1, and MZIP2 models. 
The estimation algorithm was applied to several versions of bivariate and multivariate 
Poisson data in simulation studies. Results indicate no evidence of bias in resulting 
parameter estimation. 
9.1.4 Model-Based Clustering Scheme for Multiple Count Series 
An important application of the methods developed in this thesis is model-based clus-
tering for count time series based on model representations. Prior to clustering, it was 
necessary to synthesize the models for time dependent counts with the zero-inflation 
framework and extend those models to the multivariate case. The likelihood of the 
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models is the basis for a dissimilarity metric for clustering TSC. I also introduced a 
test for zero-inflation within the framework of the clustering algorithm. Tests showed 
that correctly recognizing the presence of zero-inflation is a key factor in separating 
clusters of time series by model-based clustering. Results from several simulation 
studies show that the clustering scheme can correctly discover various differences 
between multivariate zero-inflated Poisson models. 
9.1.4.1 Case Study of Houston Air Pollution 
The new clustering method was also demonstrated on a real case study of Houston air 
pollution. The count data in this case were exceedances of specified health risk thresh-
olds at air quality monitors around the Houston region for two hazardous air pollu-
tants, benzene and 1,3-butadiene. The exceedances were modeled with observation-
driven factors and other covariates. In this example, zero-inflation is desirable because 
observations of zero exceedances are better for public health. The standard Gaussian 
plume model for atmospheric dispersion was applied in a novel way to construct co-
variates representing the effect of known pollution emission sources on the levels of 
ambient air pollution at the monitors. Clustering reveals regions of the air monitoring 
network which are affected similarly by the pollution point sources. This information 
can be used to identify redundant monitors, or conversely, areas which are under 
monitored. 
9.1.5 Summary of Key Contributions 
In summary, the key contributions of this dissertation are listed below. 
• Proposal of the observation-driven zero-inflated Poisson (ODZIP) regression 
model, which synthesizes methods for modeling time series of counts and zero-
inflated counts in the univariate case. 
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• Extension of the observation-driven framework to modeling multivariate time 
series of counts. 
• Exposition of a new paradigm for modeling multivariate zero-inflated Poisson 
(MZIP) counts which encompasses both joint zero-inflation of all the multiple 
time series and independent marginal zero-inflation of each individual count se-
ries and thus improves upon MZIP models previously proposed in the literature. 
• Development and testing of estimation methods for the new MZIP models based 
on the Monte Carlo EM algorithm. 
• Utilization of the new models in a model-based clustering scheme for univariate 
and multivariate zero-inflated time series of counts. 
• Application of the new methods to analyze case studies of financial bond trading 
data and Houston air pollution data. 
9.2 Future Work 
The background research on time series of counts, the development of the new models, 
and the results of the model-based clustering methods presented in the previous 
chapters of this thesis suggest several avenues for future research. Together, the 
terms multivariate Poisson and zero-inflated multivariate Poisson cover a very large 
class of models. It was impossible to present analysis of all of these models in this 
thesis. I developed MCEM algorithms which work well for the BP and the MP 
with common covariance structure. Estimation of MP distributions with different 
covariance structure, such as the full model and two-way model, was discussed in 
Section 6.2.5 (see page 120), but initial results were inconclusive. Part of the problem 
was the computational burden of these versions of the MCEM. One idea for improving 
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the speed of the algorithm based on importance sampling was discussed. I also 
suggested the use of maximum kernel likelihood estimation (MKLE) (Jaki and West, 
2008) as a possible improvement to the MCEM algorithm (see page 119). 
I was able to adapt the MCEM algorithm for use with BZIPO, BZIP1, and BZIP2 
models and showed good results. I also presented an extension of the joint-inflation 
model to the MZIPO, where the MP component of the model had common covariance 
structure. Work on the general multivariate versions of marginal-inflation and double-
inflation models is yet to be completed. Although in this thesis I focused solely 
on the Poisson distribution, any distribution for non-negative discrete counts can 
be substituted into the zero-inflated observation-driven count time series framework 
developed in the work. In fact, a current working paper by Thomas et al. (2010a) 
applies a zero-inflated negative binomial model to the Houston air pollution data to 
capture more of the observed dispersion in the data relative to the Poisson. These 
issues represent some of the immediate work which follows directly from material 
presented in this dissertation. 
Appendix A 
Summary of R Routines 
This appendix provides a summary of all the R code written for the work in 
this thesis. The R programs are organized into two bundles which are available 
from the author by request. Bundle 1 contains methods for clustering univariate 
time series of counts and functions associated with the Houston air pollution study; 
depends on R packages pscl and gclus (Zeileis et al., 2008; Hurley, 2006). Bundle 2 
contains all MCEM estimation algorithms and model-based clustering routines for the 
various versions of multivariate Poisson models presented in this thesis; depends on R 
packages abind, gtools , gclus, and combinat (Plate and Heiberger, 2004; Warnes, 
2009; Hurley, 2006; Chasalow, 2005). 
A.l Bundle 1 
downwind Compute the effective downwind distance between two Latitude/Longitude 
points. 
havers in Utility function. 
hav.formula Compute the great circle distance between two Latitude/Longitude 
points. 
KL.dis t .z Fit count regression models and then calculate KL distance. 
KL.merge.z Main clustering function for univariate zero-inflated TSC. 
k lus t e r Internal function for clustering; not meant to be called directly by user. 
mean.na.rm Utility function for handling NA's when using mean. 
ms Convert speed measurement from miles per hour to meters per second. 
my. dendrogram Internal function for clustering; not meant to be called directly by 
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user. 
my.KL.z Compute KL divergence between models. 
my.KL2.z Internal function for clustering; not meant to be called directly by user, 
my.tree Internal function for clustering; not meant to be called directly by user. 
PG. c lass Find the Pasquil-Giffored air stability class based on wind speed and solar 
radiation. 
plume Standard Gaussian plume equation for atmospheric dispersion for computing 
pollution dispersed from point 1 to point 2. 
rads Convert wind direction measurements from format of "degrees from North" to 
format of "radians to East." 
t rue4sure Utility function for handling NA's where TRUE/FALSE is needed, 
watts Convert solar radiation in units of Langley to units of watts. 
Y.sig Calculate cross-wind dispersion parameter for Gaussian plume model, 
zip.gof Regress series of counts on covariates and test resulting model for zero-
inflation. 
Z. s ig Calculate vertical dispersion parameter for Gaussian plume model. 
A.2 Bundle 2 
A. maker Create design matirx A for multivariate reduction. 
bp. MCEM MCEM algorithm for BR 
bvpois .c lus te r Main clustering function for bivariate zero-inflated TSC. 
bvpois . logl ike Loglikelihood method for BP. 
bzipO. log l ike Loglikelihood method for BZIPO. 
b z i p l . l o g l i k e Loglikelihood method for BZIP1. 
bz ip2 . logl ike Loglikelihood method for BZIP2. 
bzipO.MCEM MCEM algorithm for BZIPO. 
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bzipl.MCEM MCEM algorithm for BZIP1. 
bzip2.MCEM MCEM algorithm for BZIP2. 
bzipO.pmf Distribution function for BZIPO. 
bzipl.pmf Distribution function for BZIP1. 
bzip2.pmf Distribution function for BZIP2. 
dbvpois Distribution function for BP. 
dmvpois.ccm Distribution function for MP with common covariance structure. 
dmzipO. ccm Distribution function for MZIPO with common covariance structure. 
KL.bvpois3 Computes KL divergence for use in clustering. 
KL2.bvpois3 Internal function for clustering. 
k lus te r Internal function for clustering; not meant to be called directly by user. 
mpois.reduction Create MP data from univariate Poissons with constant means. 
mpois.reduction.b Create MP data from univariate Poissons regression models. 
mvpois.ccm.loglike Loglikelihood method for MP with common covariance. 
my. dendrogram Internal function for clustering; not meant to be called directly by 
user. 
my.tree Internal function for clustering; not meant to be called directly by user. 
mzipO. ccm. log l ike Loglikelihood method for MZIPO with common covariance. 
mzipO.MCEM MCEM algorithm for MZIPO where MP has common covariance. 
t r a i n 3 . bvMCEM Fits BP, BZIPO, and BZIP1 models to data for use in clustering. 
t rue4sure Utility function for handling NA's where TRUE/FALSE is needed. 
u. condit ional Distribution function for P(U | Y"i, Y2). 
u. cond. ccm Distribution function for P(U \ Y) where the MP has common covariance 
structure. 
u.sample Sample from P(U \ Yi,Y2). 
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u. sample, ccm Sample from P(U | Y) where the MP has common covariance struc-
ture. 
vuong.test Test between BP, BZIPO, BZIP1, and BZIP2 models; adapted from 
vuong in pscl . 
vuong.test . c lu s t e r Implaments Vuong's test within clustering. 
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