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Abstract
In this paper, we are interested in least squares estimator for a class of path-dependent
McKean-Vlasov stochastic differential equations (SDEs). More precisely, we investigate the
consistency and asymptotic distribution of the least squares estimator for the unknown pa-
rameters involved by establishing an appropriate contrast function. Comparing to the existing
results in the literature, the innovations of our paper lie in three aspects: (i) We adopt a tamed
Euler-Maruyama algorithm to establish the contrast function under the monotone condition,
under which the Euler-Maruyama scheme no longer works; (ii) We take the advantage of linear
interpolation with respect to the discrete-time observations to approximate the functional solu-
tion; (iii) Our model is more applicable and practice as we are dealing with SDEs with irregular
coefficients (e.g., Ho¨lder continuous) and path-distribution dependent.
AMS subject Classification: 62F12, 62M05, 60G52, 60J75
Keywords: McKean-Vlasov stochastic differential equation, tamed Euler-Maruyama scheme, weak
monotonicity, least squares estimator, consistency, asymptotic distribution.
1 Introduction and main results
We start with some notation and terminology. Let (Rd, 〈·, ·〉, | · |) be the d-dimensional Euclidean
space, and Rd ⊗ Rm the collection of all d ×m matrices endowed with the Hilbert-Schmidt norm
‖ · ‖. For fixed r0 > 0, C := C([−r0, 0];Rd) stands for the family of all continuous functions
f : [−r0, 0] → Rd which is a Banach space with the uniform norm ‖f‖∞ := sup−r0≤v≤0 |f(v)|.
Given any integer p ≥ 1, we use Θ to denote a bounded, open and convex subset of Rp whose
closure is written as Θ. Let P(C ) be the totality of all probability measures on C . Set P2(C ) :=
{µ ∈ P(C ) : µ(‖·‖2∞) :=
∫
C ‖ξ‖2∞µ(dξ) <∞}. (P2(C ),W2) is a Polish space under the Warsserstein
distance W2 on P2(C ) defined by
W2(µ, ν) := inf
pi∈C (µ,ν)
(∫
C×C
‖ξ − η‖2∞pi(dξ,dη)
) 1
2
, µ, ν ∈ P2(C ),
where C (µ, ν) is the set of couplings for µ and ν. As usual, we use bac to denote the integer part
of a ≥ 0.
The time evolution for most of stochastic dynamical systems depends not only on the present
state but also on the past path. So, path-dependent (i.e., functional) SDEs are much more desirable;
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see, e.g., the monograph [27]. Since the pioneer work [14] due to Itoˆ and Nisio, path-dependent
SDEs have been investigated considerably owing to their theoretical and practical importance; see,
e.g., Hairer et al. [9], Wang [37] and the references within.
McKean-Vlasov SDEs, which are SDEs with coefficients dependent on the law, were initiated
by [25] inspired by Kac’s programme in Kinetic theory. An excellent and thorough account of the
general theory of McKean-Vlasov SDEs and their particle approximations can be found in [32].
McKean-Vlasov SDEs are alternatively referred to as mean-field SDEs in the literature, which have
wide applications in interacting particle systems, optimal control problems, differential games, just
to mention but a few. Recently, McKean-Vlasov SDEs have been extensively investigated on, e.g.,
wellposedness of strong/weak solutions (cf. [5, 8, 16, 26, 38]), Freidlin-Wentzell large deviation
principles (cf. [5]), ergodicity (cf. [3, 4, 36]), links with nonlinear partial differential equations (cf.
[2, 12, 12]), and distribution properties (cf.[11, 37]).
On the other hand, from stochastic and/or statistical aspects, there exist unknown parameters
in various type SDEs arising in mathematical modeling (cf. [1]). Hence, there are vast of investiga-
tions paying attention to parameter estimations for SDEs via maximum likelihood estimator, least
squares estimator (LSE for short), trajectory-fitting estimator, among others. See, for instance, [15,
17, 24, 28, 30]. In the same vein, the parameter estimations for SDEs (without path-dependence)
with small noises have been developed very well; see, e.g., [7, 10, 19, 18, 20, 21, 23, 31, 33, 34], and
references therein.
From above discussion, it is very natural to consider SDEs together with all four features of
path dependence, distribution dependence, small noises and unknown parameter. So, in the present
work, we focus on the following path-distribution SDE
(1.1) dXε(t) = b(Xεt ,LXεt , θ)dt+ ε σ(X
ε
t ,LXεt )dB(t), t > 0, X
ε
0 = ξ ∈ C .
Herein, ε ∈ (0, 1) is the scale parameter; for fixed t, Xεt (v) := Xε(t + v), v ∈ [−r0, 0], is called
the segment (or window) process generated by Xε(t); LXεt stands for the distribution of X
ε
t ;
b : C ×P2(C )×Θ→ Rd and σ : C ×P2(C )→ Rd⊗Rm are continuous w.r.t. the first variable and
the second variable; Θ 3 θ is an unknown parameter whose true value is written as θ0 ∈ Θ; and
(B(t))t≥0 is an m-dimensional Brownian motion on a filtered probability space (Ω,F , (Ft)t≥0,P)
satisfying the usual conditions, that is, Ft is non-decreasing (i.e., Fs ⊆ Ft, s ≤ t), F0 contains all
P-null sets and Ft is right continuous (i.e., Ft = Ft+ :=
⋂
s↑tFs).
To guarantee the existence and uniqueness of solutions to (1.1), we assume that, for any ζ1, ζ2 ∈
C , µ, ν ∈ P2(C ), and θ ∈ Θ,
(A1) There exist α1, α2 > 0 such that
〈ζ1(0)− ζ2(0), b(ζ1, µ, θ)− b(ζ2, ν, θ)〉 ≤ α1‖ζ1 − ζ2‖2∞ + α2W2(µ, ν)2;
(A2) There exist β1, β2 > 0 such that
‖σ(ζ1, µ)− σ(ζ2, ν)‖2 ≤ β1‖ζ1 − ζ2‖2∞ + β2W2(µ, ν)2.
From [12, Theorem 3.1], (1.1) has a unique strong solution (Xε(t))t≥−r0 under the assumptions
(A1) and (A2). For any ζ1, ζ2 ∈ C , µ, ν ∈ P2(C ), and θ ∈ Θ, if there exist α, β > 0 such that
〈ζ1(0)− ζ2(0), b(ζ1, µ, θ)− b(ζ2, µ, θ)〉 ≤ α‖ζ1 − ζ2‖2∞
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and
|b(ζ2, µ, θ)− b(ζ2, ν, θ)| ≤ βW2(µ, ν),
then (A1) holds.
Without loss of generality, we arbitrarily fix the time horizontal T > 0 and assume that there
exist positive integers n,M sufficiently large such that δ := Tn =
r0
M . Now we define the continuous-
time tamed Euler-Maruyama (EM) scheme (see, e.g., [13]) associated with (1.1)
(1.2) dY ε(t) = b(δ)(Y
ε
tδ
,LY εtδ
, θ)dt+ ε σ(Y
ε
tδ
,LY εtδ
)dB(t), t > 0
with the initial value Y ε(t) = Xε(t) = ξ(t) for any t ∈ [−r0, 0], where
• tδ := bt/δcδ for t ≥ 0;
• For any ζ ∈ C and µ ∈ P2(C ),
(1.3) b(δ)(ζ, µ, θ) :=
b(ζ, µ, θ)
1 + δα|b(ζ, µ, θ)| , α ∈ (0, 1/2];
• For k = 0, 1, · · · , n, Y εkδ = {Y εkδ(s) : −r0 ≤ s ≤ 0}, a C -valued random variable, is defined by
(1.4) Y
ε
kδ(s) = Y
ε((k − i)δ) + s+ iδ
δ
{Y ε((k − i)δ)− Y ε((k − i− 1)δ)}
for any s ∈ [−(i+ 1)δ,−iδ], i = 0, 1, · · · ,M − 1, that is, Y εkδ is the linear interpolation of the
points (Y ε(lδ))l=k−M,··· ,k.
We denote (Y εt )t≥0 by the segment process generated by (Y ε(t))t≥−r0 . It is worthy to point out
that Y
ε
tδ
∈ C is defined by (1.4) rather than by Y εtδ(s) = Y
ε
(tδ + s) for any s ∈ [−r0, 0].Based on
the continuous-time tamed EM algorithm (1.2), we design the following contrast function
(1.5) Ψn,ε(θ) = ε
−2δ−1
n∑
k=1
P ∗k (θ)σ̂(Y
ε
(k−1)δ)Pk(θ),
in which, for k = 1, · · · , n,
(1.6) Pk(θ) := Y
ε(kδ)−Y ε((k− 1)δ)− b(δ)(Y ε(k−1)δ,LY ε(k−1)δ , θ)δ, σ̂(Y
ε
kδ) := (σσ
∗)−1(Y εkδ,LY εkδ).
For more motivations on the construction of constrast function above, we refer to Ren-Wu [29]. To
obtain the LSE of θ ∈ Θ, it is sufficient to choose an element θ̂n,ε ∈ Θ satisfying
Ψn,ε(θ̂n,ε) = min
θ∈Θ
Ψn,ε(θ).
Whence, for
Φn,ε(θ) := ε
2(Ψn,ε(θ)−Ψn,ε(θ0)),
one has
(1.7) Φn,ε(θ̂n,ε) = min
θ∈Θ
Φn,ε(θ).
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We shall rewrite θ̂n,ε ∈ Θ such that (1.7) holds true as
θ̂n,ε = arg min
θ∈Θ
Φn,ε(θ),
which is called the LSE of the unknown parameter θ ∈ Θ.
To discuss the consistency of LSE (see Theorem 1.1 below), we further suppose that, for any
ζ, ζ1, ζ2 ∈ C , µ, ν ∈ P2(C ), and θ ∈ Θ,
(B1) There exist q1, L1 > 0 such that
|b(ζ1, µ, θ)− b(ζ2, ν, θ)| ≤ L1
{
(1 + ‖ζ1‖q1∞ + ‖ζ2‖q1∞)‖ζ1 − ζ2‖∞ +W2(µ, ν)
}
;
(B2) There exist q2, L2 > 0 such that
sup
θ∈Θ
‖(∇θb)(ζ1, µ, θ)− (∇θb)(ζ2, ν, θ)‖ ≤ L2
{
(1 + ‖ζ1‖q2∞ + ‖ζ2‖q2∞)‖ζ1 − ζ2‖∞ +W2(µ, ν)
}
,
where (∇θb) is the gradient operator w.r.t. the third spatial variable;
(B3) (σσ∗)(ζ, µ) is invertible, and there exist q3, L3 > 0 such that
‖(σσ∗)−1(ζ1, µ)− (σσ∗)−1(ζ2, ν)‖ ≤ L3
{
(1 + ‖ζ1‖q3∞ + ‖ζ2‖q3∞)‖ζ1 − ζ2‖∞ +W2(µ, ν)
}
;
(B4) There exists a constant K > 0 such that
|ξ(t)− ξ(s)| ≤ K|t− s|, t, s ∈ [−r0, 0],
where ξ(·) stands for the initial value of (1.1).
(B5) There exists a constant K0, p0 > 0 such that
|b(ζ, µ, θ1)− b(ζ, µ, θ2)| ≤ K0(1 + ‖ζ‖∞ +W2(µ, δζ0))p0 |θ1 − θ2|, θ1, θ2 ∈ Θ,
where ζ0(s) ≡ 0 ∈ Rd for any s ∈ [−r0, 0].
In order to reveal the asymptotic distribution of LSE (see Theorem 1.2 below), we in addition
assume that
(C) There exist q4, L4 > 0 such that
sup
θ∈Θ
‖(∇θ(∇θb∗))(ζ1, µ, θ)− (∇θ(∇θb∗))(ζ2, ν, θ)‖
≤ L4
{
(1 + ‖ζ1‖q4∞ + ‖ζ2‖q4∞)‖ζ1 − ζ2‖∞ +W2(µ, ν)
}
,
where b∗ means the transpose of b.
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Next we consider the following deterministic path-dependent ordinary equation
(1.8) dX0(t) = b(X0t ,LX0t , θ0)dt, t > 0, X
0
0 = ξ ∈ C .
Under the assumption (A1), (1.8) is wellposed. In (1.8), LX0t is indeed a Dirac’s delta measure at
the point X0t as X
0
t is deterministic. To unify the notation, we keep the notation LX0t in lieu of
δX0t . We remark that (B4) is imposed to guarantee that the linear interpolation Y
ε
tδ
tends to X0t
in the moment sense, see Lemma 2.2 below.
For any random variable ζ ∈ C with Lζ ∈ P2(C ), set
(1.9) Γ(ζ, θ, θ0) := b(ζ,Lζ , θ0)− b(ζ,Lζ , θ), Γ(δ)(ζ, θ, θ0) := b(δ)(ζ,Lζ , θ0)− b(δ)(ζ,Lζ , θ),
and, for any θ ∈ Θ,
Ξ(θ) =
∫ T
0
Γ∗(X0t , θ, θ0)σ̂(X
0
t )Γ(X
0
t , θ, θ0)dt,
where (X0t )t≥0 is the functional solution to (1.8).
The theorem below is concerned with the consistency of the LSE for the parameter θ ∈ Θ,
which is the first contribution of our work.
Theorem 1.1. Let (A1) − (A2) and (B1) − (B4) hold and assume further that Ξ(θ) > 0 for
θ 6= θ0. Then
θ̂n,ε → θ0 in probability as ε→ 0 and n→∞.
For A := (A1, A2, · · · , Ap) ∈ Rp ⊗ Rpd with Ak ∈ Rp ⊗ Rd, k = 1, · · · , p, and B ∈ Rd, define
A ◦B ∈ Rp ⊗ Rp by
A ◦B = (A1B,A2B, · · · , ApB).
For any θ ∈ Θ, set
(1.10) I(θ) :=
∫ T
0
(∇θb)∗(X0t ,LX0t , θ)σ̂(X
0
t )(∇θb)(X0t ,LX0t , θ)dt,
K(θ) : = −2
∫ T
0
(∇(2)θ b∗)(X0t ,LX0t , θ) ◦
(
σ̂(X0t )Γ(X
0
t , θ, θ0)
)
dt,(1.11)
where (∇(2)θ b∗) := (∇θ(∇θb∗)), and, for any random variable ζ ∈ C with Lζ ∈ P2(C ),
(1.12) Υ(ζ, θ0) = (∇θb)∗(ζ,Lζ , θ0)σ̂(ζ)σ(ζ,Lζ).
Another main result in this paper is presented as below, which reveals the asymptotic distribu-
tion of θ̂n,ε.
Theorem 1.2. Let the assumptions of Theorem 1.1 hold and suppose further that (C) holds and
that I(·) and K(·) defined in (1.10) and (1.11), respectively, are continuous. Then,
ε−1(θ̂n,ε − θ0)→ I−1(θ0)
∫ T
0
Υ(X0t , θ0)dB(t) in probability
as ε→ 0 and n→∞, where Υ(·) is given in (1.12).
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With contrast to the existing literature, the innovations of this paper lie in:
(i) The classical contrast function for LSE is based on EM algorithm. Whereas, under the
monotone condition, the EM scheme no longer works. Hence in the present work we adopt
a tamed EM method to establish the corresponding contrast function. The above is our first
innovation.
(ii) For the classical setup, the discrete-time observations at the gridpoints are sufficient to con-
struct the contrast function. Nevertheless, for our present model, the discrete-time obser-
vations are insufficient to establish the contrast function since the SDEs involved are path-
dependent. In this paper, we overcome the difficulty mentioned by linear interpolation w.r.t.
the discrete-time observations. The above is our second innovation.
(iii) Our model is much more applicable, which allow the coefficients to be distribution-dependent
and weakly monotone. In particular, the drift terms are allowed to be singular (e.g., Ho¨lder
continuous). The above is our third innovation.
Now, we provide a concrete example to demonstrate Theorems 1.1 and 1.2.
Example 1.3. For any ε ∈ (0, 1), consider the following scalar path-distribution dependent SDE
dXε(t) =
{
θ(1) + θ(2)
∫
C
(
− (Xε(t))3 +Xε(t) +
∫ 0
−r0
Xε(t+ θ)dθ +
∫
C
ζ(θ)dθ
)
LXεt (dζ)
}
dt
+ ε
(
1 +
∫ 0
−r0
Xε(t+ θ)|dθ
)
dB(t), t ≥ 0
(1.13)
with the initial value Xε0 = ξ ∈ C which is Lipschitz, where, for some c1 < c2 and c3 < c4,
θ = (θ(1), θ(2))∗ ∈ Θ0 := (c1, c2) × (c3, c4) ⊂ R2+ is an unknown parameter with the true value
θ0 = (θ
(1)
0 , θ
(2)
0 )
∗ ∈ Θ0. Let θ̂n,ε be the LSE for the unknown parameter θ = (θ(1), θ(2))∗ ∈ Θ0.
Then,
θ̂n,ε → θ0 in probability as ε→ 0 and n→∞,
and
ε−1(θ̂n,ε − θ0)→ I−1(θ0)
∫ T
0
Υ(X0t , θ0)dB(t) in probability
as ε→ 0 and n→∞, where
I(θ0) =
 ∫ T0 1(1+|X0s |)2 ds ∫ T0 b0(X0s ,X0s )(1+|X0s |)2 ds∫ T
0
b0(X0s ,X
0
s )
(1+|X0s |)2 ds
∫ T
0
b20(X
0
s ,X
0
s )
(1+|X0s |)2 ds
 ,
and, for ζ ∈ C ,
Υ(ζ, θ0) =
1
1 + |ζ|
(
1
b0(ζ, ζ)
)
.
The rest of the paper is organised as follows. In Section 2, we prove Theorem 1.1 on the basis of
several auxiliary lemmas; Section 3 is devoted to show Theorem 1.2; Section 4, the final section, is
for the proof of Example 1.3. Throughout this paper, we emphasise that c > 0 is a generic constant
whose value may change from line to line.
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2 Proof of Theorem 1.1
To complete the proof of Theorem 1.1, we provide some technical lemmas. The lemma below
expounds that the path associated with (1.2) is uniformly bounded in the p-th moment sense.
Lemma 2.1. Let (A1) and (A2) hold. Then, for any p > 0 there is a constant Cp,T > 0 such that
(2.1) sup
0≤t≤T
‖X0t ‖p∞ ≤ Cp,T (1 + ‖ξ‖p∞),
and
(2.2) sup
0≤t≤T
E
(
sup
−r0≤s≤t
|Y ε(s)|p
)
≤ Cp,T (1 + ‖ξ‖p∞).
Proof. With the assumption (A1) in hand, the proof of (2.1) can be achieved by the chain rule
and the Gronwall inequality. We herein omit the details since it is standard. Now we turn to show
the argument of (2.2). By Ho¨lder’s inequality, it suffices to verify that (2.2) holds for any p > 4.
By Itoˆ’s formula, we deduce that
|Y ε(t)|p = |Y ε(0)|p +
∫ t
0
{
p|Y ε(s)|p−2〈Y ε(s), b(δ)(Y εsδ ,LY εsδ , θ)〉+
p
2
|Y ε(s)|p−2‖σ∗(Y εsδ ,LY εsδ )‖
2
+
p(p− 2)
2
|Y ε(s)|p−4|σ∗(Y εsδ ,LY εsδ )Y
ε(s)|2
}
ds
+ p
∫ t
0
|Y ε(s)|p−2〈Y ε(s), σ(Y εsδ ,LY εsδ )dB(s)〉
≤ p
∫ t
0
|Y ε(s)|p−2〈Y ε(sδ), b(δ)(Y εsδ ,LY εsδ , θ)〉ds
+ p
∫ t
0
|Y ε(s)|p−2〈Y ε(s)− Y ε(sδ), b(δ)(Y εsδ ,LY εsδ , θ)〉ds
+
p(p− 1)
2
∫ t
0
|Y ε(s)|p−2‖σ(Y εsδ ,LY εsδ )‖
2ds
+ p
∫ t
0
|Y ε(s)|p−2〈Y ε(s), σ(Y εsδ ,LY εsδ )dB(s)〉
=:
4∑
i=1
Πi(t), t ∈ [0, T ].
Whence, for any t ≥ 0 one has
Υ(t) := E
(
sup
−r0≤s≤t
|Y ε(s)|p
)
≤ ‖ξ‖p∞ +
4∑
i=1
E
(
sup
0≤s≤t
Πi(s)
)
.(2.3)
In the sequel, we are going to claim that
(2.4) Υ(t) ≤ 2‖ξ‖p∞ + c t+ c
∫ t
0
Υ(s)ds.
If (2.4) was true, thus (2.2) follows directly from Gronwall’s inequality. So, it remains to verify
that (2.4) holds true.
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Let ζ0(s) ≡ 0 ∈ Rd for any s ∈ [−r0, 0]. For ζ ∈ C and µ ∈ P2(C ), we deduce from (A1) that
〈ζ(0), b(ζ, µ, θ)〉 = 〈ζ(0)− ζ0, b(ζ, µ, θ)− b(ζ0, δζ0 , θ)〉+ 〈ζ(0), b(ζ0, δζ0 , θ)〉
≤ α1‖ζ‖2∞ + α2W2(µ, δζ0)2 + |ζ(0)|2 + |b(ζ0, δζ0 , θ)|2
≤ c (1 + ‖ζ‖2∞ +W2(µ, δζ0)2),
(2.5)
and from (A2) that
‖σ(ζ, µ)‖2 ≤ 2β1‖ζ‖2∞ + 2β2W2(µ, δζ0)2 + 2‖σ(ζ0, δζ0)‖2
≤ c (1 + ‖ζ‖2∞ +W2(µ, δζ0)2).
(2.6)
According to (1.4), we obtain that
‖Y εtδ‖∞
= max
k=0,··· ,M−1
sup
−(k+1)δ≤s≤−kδ
|Y εtδ(s)|
= max
k=0,··· ,M−1
sup
−(k+1)δ≤s≤−kδ
∣∣∣s+ (k + 1)δ
δ
Y ε(tδ − kδ)− s+ kδ
δ
Y ε(tδ − (k + 1)δ)
∣∣∣
≤ 2 sup
−r0≤s≤t
|Y ε(s)|.
(2.7)
Furthermore, recall the Young inequality:
(2.8) aαb1−α ≤ αa+ (1− α)b, a, b ≥ 0, α ∈ [0, 1],
and the fundamental fact that: for any q > 0,
(2.9) E|B(t)|q ≤ c tq/2.
By virtue of (1.4), we notice that
(2.10) Y
ε
tδ
(0) = Y ε(tδ).
Then, by exploiting (2.5), (2.7) as well as (2.10), it follows from (2.8) and Ho¨lder’s inequality that
E
(
sup
0≤s≤t
Π1(s)
)
= pE
(
sup
0≤s≤t
∫ s
0
|Y ε(u)|p−2
1 + δα|b(Y εuδ ,LY εuδ , θ)|
〈Y ε(uδ), b(Y εuδ ,LY εuδ , θ)〉du
)
= pE
(
sup
0≤s≤t
∫ s
0
|Y ε(u)|p−2
1 + δα|b(Y εuδ ,LY εuδ , θ)|
〈Y εuδ(0), b(Y
ε
uδ
,LY εuδ
, θ)〉du
)
≤ cE
(
sup
0≤s≤t
∫ s
0
|Y ε(u)|p−2
1 + δα|b(Y εuδ ,LY εuδ , θ)|
{
1 + ‖Y εsδ‖2∞ +W2(LY εsδ , δζ0)
2
}
ds
≤ c
∫ t
0
{
1 + E|Y ε(s)|p + E‖Y εsδ‖p∞
}
ds
≤ c
∫ t
0
{1 + Υ(s)}ds.
(2.11)
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It is straightforward to see that, for any ζ ∈ C , µ ∈ P2(C ), and θ ∈ Θ,
(2.12) |b(δ)(ζ, µ, θ)| = |b(ζ, µ, θ)|
1 + δα|b(ζ, µ, θ)| ≤ δ
−α.
Taking (2.6) and (2.12) into consideration and making use of (2.9) and α ∈ (0, 1/2], for any q ≥ 2,
we derive that
E|Y ε(t)− Y ε(tδ)|q ≤ c
{
δq(1−α) + E‖σ(Y εtδ ,LY εtδ )‖
qE|B(t)−B(tδ)|q
}
≤ c
{
δq(1−α) + δq/2E‖σ(Y εtδ ,LY εtδ )‖
q
}
≤ c δq/2
{
1 + E‖Y εtδ‖q +W2(LY εtδ , δζ0)
q
}
≤ c δq/2
{
1 + E
(
sup
−r0≤s≤t
|Y ε(s)|q
)}
,
(2.13)
where in the last procedure we have used Ho¨lder’s inequality and (2.7). Thus, taking advantage of
(2.12) and (2.13) and employing Ho¨lder’s inequality yields that
E
(
sup
0≤s≤t
|Π2(s)|
)
≤ pE
∫ t
0
|Y ε(s)|p−2|Y ε(s)− Y ε(sδ)| · |b(δ)(Y εsδ ,LY εsδ , θ)|ds
≤ pδ−α
∫ t
0
E(|Y ε(s)|p−2|Y ε(s)− Y ε(sδ)|)ds
≤ pδ−α
∫ t
0
(
E(|Y ε(s)|p)
) p−2
p
(
E|Y ε(s)− Y ε(sδ)|
p
2
) 2
p
ds
≤ pδ 12−α
∫ t
0
(
E(|Y ε(s)|p)
) p−2
p
{
1 + E
(
sup
−r0≤s≤t
|Y ε(s)| p2
)} 2
p
ds
≤ c
∫ t
0
{1 + Υ(s)}ds,
(2.14)
where in the last display we used α ∈ (0, 1/2] and (2.8). Next, we observe that
E
(
sup
0≤s≤t
Π3(s)
)
≤ p(p− 1)
2
∫ t
0
E(|Y ε(s)|p−2‖σ(Y εsδ ,LY εsδ )‖
2)ds.(2.15)
Using Burkhold-Davis-Gundy’s (BDG’s for short) inequality and (2.8), we infer that
E
(
sup
0≤s≤t
Π4(s)
)
≤ pE
(
sup
0≤s≤t
∣∣∣ ∫ s
0
|Y ε(u)|p−2〈Y ε(u), σ(Y εuδ ,LY εuδ )dB(u)〉
∣∣∣)
≤ 4
√
2 pE
(∫ t
0
|Y ε(s)|2(p−2)|σ∗(Y εsδ ,LY εsδ )Y
ε(s)|2ds
)1/2
≤ 4
√
2 pE
(
sup
0≤s≤t
|Y ε(s)|p
∫ t
0
|Y ε(s)|p−2‖σ(Y εsδ ,LY εsδ )‖
2ds
)1/2
≤ 1
2
Υ(t) + 16p2
∫ t
0
E(|Y ε(s)|p−2‖σ(Y εsδ ,LY εsδ )‖
2)ds.
(2.16)
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Subsequently, one gets from (2.15) and (2.16) that
E
(
sup
0≤s≤t
Π3(s)
)
+ E
(
sup
0≤s≤t
Π4(s)
)
≤ 1
2
Υ(t) + c
∫ t
0
E(|Y ε(s)|p−2‖σ(Y εsδ ,LY εsδ )‖
2)ds
≤ 1
2
Υ(t) + c
∫ t
0
{E|Y ε(s)|p + E‖σ(Y εsδ ,LY εsδ )‖
p}ds
≤ 1
2
Υ(t) + c
∫ t
0
{
1 + E|Y ε(s)|p + E‖Y εsδ‖p∞ +W2(LY εsδ , δζ0)
p
}
ds
≤ 1
2
Υ(t) + c
∫ t
0
{1 + Υ(s)}ds,
(2.17)
where we have adopted (2.8) in the second inequality, used (2.6) in the last two step, and utilized
Ho¨lder’s inequality, in addition to (2.7), in the last procedure. Substituting (2.11), (2.14), and
(2.17) into (2.3) gives that
Υ(t) ≤ ‖ξ‖p∞ +
1
2
Υ(t) + c
∫ t
0
{1 + Υ(s)}ds.
As a consequence, (2.4) is now available.
The following lemma shows that the linear interpolation Y
ε
tδ
approaches X0t in the mean square
sense as ε and δ go to zero.
Lemma 2.2. Assume (A1), (A2), (B1) and (B4). Then, for any p > 2, there exists cp > 0
(2.18) sup
0≤t≤T
E‖Y εtδ −X0t ‖p∞ ≤ cp(δp/2−1 + ε2 + δpα),
where α ∈ (0, 1/2] is introduced in (1.3).
Proof. For any p > 2 and t ∈ [0, T ], by Ho¨lder’s inequality and Y ε0 = X00 = ξ, we find that
E‖Y εtδ −X0t ‖p∞
≤ 3p−1 E‖Y εt − Y εtδ‖p∞ + 3p−1 E‖Y εt −Xεt ‖p∞ + 3p−1 E‖Xεt −X0t ‖p∞
≤ 3p−1M max
k=0,··· ,M−1
E
(
sup
−(k+1)δ≤v≤−kδ
|Y ε(t+ v)− Y εtδ(v)|p
)
+ 3p−1 E
(
sup
0≤s≤t
|Y ε(s)−Xε(s)|p
)
+ 3p−1 E
(
sup
0≤s≤t
|Xε(s)−X0(s)|p
)
=: Λ1(t, ε, δ) + Λ2(t, ε, δ) + Λ3(t, ε, δ),
(2.19)
where M > 0 such that Mδ = r0. Hereinafter, we intend to estimate Λi(t, ε, δ), i = 1, 2, 3, respec-
tively. In the first place, we shall show that
(2.20) Λ1(t, ε, δ) ≤ c δp/2−1, t ∈ [0, T ].
10
For t ∈ [0, T ), there is an integer k0 ≥ 0 such that t ∈ [k0δ, (k0 + 1)δ). From (1.4), it follows that
Λ1(t, ε, δ)
≤ cM max
k=0,··· ,M−1
E
(
sup
(k0−k−1)δ≤s≤(k0+1−k)δ
|Y ε(s)− Y ε((k0 − k)δ)|p
)
+ cM max
k=0,··· ,M−1
E
(
sup
(k0−k−1)δ≤s≤(k0+1−k)δ
|Y ε(s)− Y ε((k0 − k − 1)δ)|p
)
≤ cM max
k=0,··· ,M−1
E
(
sup
(k0−k−1)δ≤s≤(k0+1−k)δ
|Y ε(s)− Y ε((k0 − k − 1)δ)|p
)
+ cM max
k=0,··· ,M−1
E|Y ε((k0 − k)δ)− Y ε((k0 − k − 1)δ)|p.
(2.21)
In case of k ≥ k0 + 1, by virtue of (B4), one has
Λ1(t, ε, δ) ≤ cMδp ≤ c r0δp−1.
In terms of (B1), for any ζ ∈ C and µ ∈ P2(C ),
|b(ζ, µ, θ0)| ≤ L1
{
(1 + ‖ζ‖q1∞)‖ζ‖∞ +W2(µ, δζ0)
}
+ |b(ζ0, δζ0 , θ0)|.(2.22)
Let k′ ≥ 0 be an arbitrary integer. For any t ∈ [k′δ, (k′+ 2)δ], note from BDG’s inequality followed
by Ho¨lder’s inequality that
E
(
sup
k′δ≤t≤(k′+2)δ
|Y ε(t)− Y ε(k′δ)|p
)
≤ cE
(∫ (k′+2)δ
k′δ
|b(δ)(Y εsδ ,LY εsδ , θ0)|ds
)p
+ cE
(∫ (k′+2)δ
k′δ
‖σ(Y εsδ ,LY εsδ )‖
2ds
) p
2
≤ c δ p2−1
∫ (k′+2)δ
k′δ
{
E|b(Y εsδ ,LY εsδ , θ0)|
p + E‖σ(Y εsδ ,LY εsδ )‖
p
}
ds,
where in the last display we have used the fact that
(2.23) |b(δ)(ζ, µ, θ0)| ≤ |b(ζ, µ, θ0)|, ζ ∈ C , µ ∈ P2(C ).
Subsequently, taking (2.2), (2.6) and (2.22) into account and making use of Ho¨lder’s inequality
yields that
E
(
sup
k′δ≤t≤(k′+2)δ
|Y ε(t)− Y ε(k′δ)|p
)
≤ c δ p2−1
∫ (k′+2)δ
k′δ
{
1 + E‖Y εsδ‖p(1+q1)∞
}
ds ≤ c δ p2 .(2.24)
Hence, it follows from (2.21) and (2.24) with k′ = k0 − k − 1 that
Λ1(t, ε, δ) ≤ cMδ
p
2 ≤ c δ p2−1
provided that k ≤ k0 − 1. Whenever k = k0, we deduce from (2.21), (2.24) with k′ = 0 as well as
(B4) that
Λ1(t, ε, δ) ≤ cME
(
sup
0≤s≤δ
|Y ε(s)− Y ε(0)|p
)
+ cME
(
sup
−δ≤s≤0
|Y ε(s)− Y ε(−δ)|p
)
≤ c δp/2−1.
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Next, we are going to claim that
(2.25) Λ3(t, ε, δ) ≤ c ε2, t ∈ [0, T ].
Following the argument to derive (2.2), we deduce that, for some constant Cp,T > 0,
(2.26) sup
0≤t≤T
E‖Xεt ‖p∞ ≤ Cp,T (1 + ‖ξ‖p∞).
By the Itoˆ formula and Xε0 = X
0
0 = ξ, we observe that
|Xε(t)−X0(t)|p
≤
∫ t
0
|Xε(s)−X0(s)|p−2
{
p〈Xε(s)−X0(s), b(Xεs ,LXεs , θ0)− b(X0s ,LX0s , θ0)〉
+
ε2p(p− 1)
2
‖σ(Xεs ,LXεs )‖2
}
ds+ p ε
∫ t
0
|Xε(s)−X0(s)|p−2〈Xε(s)−X0(s), σ(Xεs ,LXεs )dB(s)〉.
Thus, by using BDG’s inequality, Young’s inequality and (2.8) and noting that Xε0 = X
0
0 = ξ, we
infer from (A1) and (2.6) that
Λ3(t, ε, δ) ≤ c
∫ t
0
Λ3(s, ε, δ)ds+ c ε
2
∫ t
0
{1 + E‖Xεs‖p∞}ds
+ c εE
(
sup
0≤s≤t
|Xε(s)−X0(s)|p
∫ t
0
|Xε(s)−X0(s)|p−2‖σ(Xεs ,LXεs )‖2ds
)1/2
≤ 1
2
Λ3(t, ε, δ) + c
∫ t
0
Λ3(s, ε, δ)ds+ c ε
2
∫ t
0
{1 + E‖Xεs‖p∞}ds.
So, one has
Λ3(t, ε, δ) ≤ c
∫ t
0
Λ3(s, ε, δ)ds+ c ε
2
∫ t
0
{1 + E‖Xεs‖p∞}ds.
Thus, (2.25) follows from (2.26) and Gronwall’s inequality. Finally, we intend to verify that
(2.27) Λ2(t, ε, δ) ≤ c (δp/2−1 + δ2α), t ∈ [0, T ].
Also, by Itoˆ’s formula, we derive from Xε0 = Y
ε
0 = ξ that
|Xε(t)− Y ε(t)|p
≤ p
∫ t
0
|Xε(s)− Y ε(s)|p−2〈Xε(s)− Y ε(s), b(Xεs ,LXεs , θ0)− b(Y εs ,LY εs , θ0)〉ds
+ p
∫ t
0
|Xε(s)− Y ε(s)|p−2〈Xε(s)− Y ε(s), b(Y εs ,LY εs , θ0)− b(Y
ε
sδ
,LY εsδ
, θ0)〉ds
+ p
∫ t
0
|Xε(s)− Y ε(s)|p−2〈Xε(s)− Y ε(s), b(Y εsδ ,LY εsδ , θ0)− b
(δ)(Y
ε
sδ
,LY εsδ
, θ0)〉ds
+
ε2p(p− 1)
2
∫ t
0
|Xε(s)− Y ε(s)|p−2‖σ(Xεs ,LXεs )− σ(Y
ε
sδ
,LY εsδ
)‖2ds
+ p ε
∫ t
0
|Xε(s)− Y ε(s)|p−2〈Xε(s)− Y ε(s), (σ(Xεs ,LXεs )− σ(Y
ε
sδ
,LY εsδ
))dB(s)〉
=: Ξ1(t) + Ξ2(t) + Ξ3(t) + Ξ4(t) + Ξ5(t).
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In view of (A1), we deduce from Young’s inequality that
E
(
sup
0≤s≤t
Ξ1(s)
)
≤ c
∫ t
0
E{|Xε(s)− Y ε(s)|p−2(‖Xεs − Y εs ‖2∞ +W2(LXεs ,LY εs )2)}ds
≤ c
∫ t
0
Λ2(s, ε, δ)ds.
(2.28)
Carrying out a similar argument to derive (2.20), for any p > 2, we have
(2.29) sup
0≤t≤T
E‖Y εt − Y εtδ‖p∞ ≤ c δ
p
2
−1.
Taking (A1), (2.2) and (2.29) into consideration and applying Ho¨lder’s inequality that
E
(
sup
0≤s≤t
|Ξ2(s)|
)
≤ c
∫ t
0
E|Xε(s)− Y ε(s)|pds
+ c
∫ t
0
E{(1 + ‖Y εs ‖pq1∞ + ‖Y εsδ‖pq1∞ )‖Y εs − Y
ε
sδ
‖p∞ +W2(LY εs ,LY εsδ )
p}ds
≤ c
∫ t
0
Λ2(s, ε, δ)ds+ c
∫ t
0
E‖Y εs − Y εsδ‖p∞ds
+ c
∫ t
0
(
1 + E‖Y εs ‖2pq1∞ + E‖Y εsδ‖2pq1∞
)1/2(
E‖Y εs − Y εsδ‖2p∞
)1/2
ds
≤ c δ p2−1 + c
∫ t
0
Λ2(s, ε, δ)ds.
(2.30)
According to (1.3) and in view of (2.2) and (2.22), it follows from Ho¨lder’s inequality that
E
(
sup
0≤s≤t
|Ξ3(s)|
)
≤ c
∫ t
0
E
{
|Xε(s)− Y ε(s)|p +
δpα|b(Y εsδ ,LY εsδ , θ0)|
2p
(1 + δα|b(Y εsδ ,LY εsδ , θ0)|)
p
}
ds
≤ c
∫ t
0
{
E|Xε(s)− Y ε(s)|p + δ2α{1 + E‖Y εsδ‖2p(1+q1)∞ +W2(LY εsδ , δζ0)
2p}
}
ds
≤ c δpα + c
∫ t
0
Λ2(s, ε, δ)ds.
(2.31)
Next, owing to ε ∈ (0, 1), (A2), and (2.20), one gets that
E
(
sup
0≤s≤t
Ξ4(s)
)
≤ c
∫ t
0
E{|Xε(s)− Y ε(s)|p−2(‖Xεs − Y εsδ‖2∞ +W2(LXεs ,LY εsδ )
2)}ds
≤ c
∫ t
0
{E‖Xεs − Y εs ‖p∞ + E‖Y εs − Y εsδ‖p∞}ds
≤ c δp/2−1 + c
∫ t
0
Λ2(s, ε, δ)ds.
(2.32)
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Next, for ε ∈ (0, 1), BDG’s inequality and Young’s inequality (2.8), besides (2.32), give that
E
(
sup
0≤s≤t
|Ξ5(s)|
)
≤ cE
(
sup
0≤≤t
|Xε(s)− Y ε(s)|p
∫ t
0
|Xε(s)− Y ε(s))|p−2‖σ(Xεs ,LXεs )− σ(Y
ε
sδ
,LY εsδ
)‖2ds
)1/2
≤ 1
2
Λ2(t, ε, δ) + c
∫ t
0
Λ2(s, ε, δ)ds+ c
∫ t
0
E‖σ(Xεs ,LXεs )− σ(Y
ε
sδ
,LY εsδ
)‖pds
≤ 1
2
Λ2(t, ε, δ) + c δ
p/2−1 + c
∫ t
0
Λ2(s, ε, δ)ds.
(2.33)
Thus, (2.28), (2.30)-(2.33) yield that
Λ2(t, ε, δ) ≤ 1
2
Λ2(t, ε, δ) + c (δ
p/2−1 + δpα) + c
∫ t
0
Λ2(s, ε, δ)ds.
Namely,
Λ2(t, ε, δ) ≤ c (δp/2−1 + δpα) + c
∫ t
0
Λ2(s, ε, δ)ds.
As a result, we obtain from Gronwall’s inequality that
(2.34) Λ2(t, ε, δ) ≤ c (δp/2−1 + δpα).
Inserting (2.20), (2.25), and (2.34) back into (2.19) leads to the desired assertion (2.18).
The lemma below plays a crucial role in revealing the asymptotic behavior of the LSE of the
unknown parameter θ ∈ Θ.
Lemma 2.3. Let (A1)− (A2) and (B1)− (B4) hold. Then,
δ
n∑
k=1
(Γ(δ))∗(Y ε(k−1)δ, θ, θ0)σ̂(Y
ε
(k−1)δ)Γ
(δ)(Y
ε
(k−1)δ, θ, θ0)
→ Ξ(θ) :=
∫ T
0
Γ(X0t , θ, θ0)
∗σ̂(X0t )Γ(X
0
s , θ, θ0)dt
(2.35)
in L1 uniformly w.r.t. θ ∈ Θ as ε→ 0 and δ → 0 (i.e., n→∞). Moreover,
(2.36)
n∑
k=1
(Γ(δ))∗(Y ε(k−1)δ, θ, θ0)σ̂(Y
ε
(k−1)δ)Pk(θ0)→ 0
in probability uniformly w.r.t. θ ∈ Θ as ε→ 0.
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Proof. Observe that
δ
n∑
k=1
(Γ(δ))∗(Y ε(k−1)δ, θ, θ0)σ̂(Y
ε
(k−1)δ)Γ
(δ)(Y
ε
(k−1)δ, θ, θ0)−
∫ T
0
Γ∗(X0t , θ, θ0)σ̂(X
0
t )Γ(X
0
t , θ, θ0)dt
=
∫ T
0
{
(Γ(δ))∗(Y εtδ , θ, θ0)σ̂(Y
ε
tδ
)Γ(δ)(Y
ε
tδ
, θ, θ0)− Γ∗(X0t , θ, θ0)σ̂(X0t )Γ(X0t , θ, θ0)
}
dt
=
∫ T
0
(
Γ(δ)(Y
ε
tδ
, θ, θ0)− Γ(X0t , θ, θ0)
)∗
σ̂(Y
ε
tδ
)Γ(δ)(Y
ε
tδ
, θ, θ0)dt
+
∫ T
0
Γ(X0t , θ, θ0)
∗
(
σ̂(Y
ε
tδ
)− σ̂(X0t )
)
Γ(δ)(Y
ε
tδ
, θ, θ0)dt
+
∫ T
0
Γ(X0t , θ, θ0)
∗σ̂(X0t )
(
Γ(δ)(Y
ε
tδ
, θ, θ0)− Γ(X0t , θ, θ0)
)
dt
=: J1(ε, δ, θ) + J2(ε, δ, θ) + J3(ε, δ, θ).
From (B1) and (2.22), a direct calculation shows that, for any random variables ζ1, ζ ∈ C with
Lζ1 ,Lζ2 ∈ P2(C ),
|Γ(δ)(ζ1, θ, θ0)− Γ(ζ2, θ, θ0)|
= |b(δ)(ζ1,Lζ1 , θ0)− b(ζ2,Lζ2 , θ0) + b(ζ2,Lζ2 , θ)− b(δ)(ζ1,Lζ1 , θ)|
≤ |b(ζ1,Lζ1 , θ0)− b(ζ2,Lζ2 , θ0)|+ |b(ζ2,Lζ2 , θ)− b(ζ1,Lζ1 , θ)|
+ |b(δ)(ζ1,Lζ1 , θ0)− b(ζ1,Lζ1 , θ0)|+ |b(ζ1,Lζ1 , θ)− b(δ)(ζ1,Lζ1 , θ)|
= |b(ζ1,Lζ1 , θ0)− b(ζ2,Lζ2 , θ0)|+ |b(ζ2,Lζ2 , θ)− b(ζ1,Lζ1 , θ)|
+ δα
∣∣∣ |b(ζ1,Lζ1 , θ0)|
1 + δα|b(ζ1,Lζ1 , θ0)|
b(ζ1,Lζ1 , θ0)
∣∣∣+ δα∣∣∣ |b(ζ1,Lζ1 , θ)|
1 + δα|b(ζ1,Lζ1 , θ)|
b(ζ1,Lζ1 , θ)
∣∣∣
≤ |b(ζ1,Lζ1 , θ0)− b(ζ2,Lζ2 , θ0)|+ |b(ζ2,Lζ2 , θ)− b(ζ1,Lζ1 , θ)|
+ δα{|b(ζ1,Lζ1 , θ0)|2 + |b(ζ1,Lζ1 , θ)|2}
≤ c
{
(1 + ‖ζ1‖q1∞ + ‖ζ2‖q1∞)‖ζ1 − ζ2‖∞ +W2(Lζ1 ,Lζ2)
}
+ c δα
{
1 + ‖ζ1‖2(1+q1)∞ +W2(Lζ1 , δζ0)2
}
.
(2.37)
Next, for a random variable ζ ∈ C with Lζ ∈ P2(C ), by (2.22) and (2.23), it follows that
|Γ(δ)(ζ, θ, θ0)|+ |Γ(ζ, θ, θ0)| ≤ c
{
1 + ‖ζ‖1+q1∞ +W2(Lζ , δζ0)
}
(2.38)
and, due to (B3), that
(2.39) ‖σ̂(ζ)‖ ≤ ‖σ̂(ζ)− σ̂(0)‖+ ‖σ̂(0)‖ ≤ c
{
1 + ‖ζ‖1+q3∞ +W2(Lζ , δζ0)
}
.
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Consequently, combining (2.37) with (2.38) and(2.39), for q := q1 ∨ q3, we deduce from (2.1) that
|J1(ε, δ, θ)|+ |J3(ε, δ, θ)|
≤ c
∫ T
0
{
(1 + ‖Y εtδ‖q1∞ + ‖X0s ‖q1∞)‖Y
ε
tδ
−X0t ‖p∞ +W2(LY εtδ ,LX0t )
+ δpα
(
1 + ‖Y εsδ‖2(1+q1)∞ +W2(LY εtδ , δζ0)
2
)}
×
{
1 + ‖X0t ‖1+q1∞ + ‖Y εtδ‖1+q1∞ +W2(LY εtδ , δζ0)
}
×
{
1 + ‖X0t ‖1+q3∞ + ‖Y εtδ‖1+q3∞ +W2(LY εtδ , δζ0)
}
dt
≤ c
∫ T
0
{
(1 + ‖Y εtδ‖q∞)‖Y
ε
tδ
−X0t ‖∞ +
√
E‖Y εtδ −X0t ‖2∞
}{
1 + ‖Y εtδ‖2(1+q)∞
}
ds
+ c δpα
∫ T
0
{
1 + ‖Y εtδ‖4(1+q)∞
}
dt.
This, by exploiting (2.2) and (2.19) and using Ho¨lder’s inequality, gives that
E
(
sup
θ∈Θ
|J1(ε, δ, θ)|
)
+ E
(
sup
θ∈Θ
|J3(ε, δ, θ)|
)
≤ c
∫ T
0
√
E‖Y εtδ −X0t ‖2∞
{
1 + E‖Y εtδ‖8(1+q)∞
}
dt
+ c δα
∫ T
0
{
1 + E‖Y εtδ‖4(1+q)∞
}
dt
→ 0
(2.40)
as ε→ 0 and δ → 0. Next, making use of (B3) and (2.38), we derive that
|J2(ε, δ, θ)| ≤ c
∫ T
0
(1 + ‖X0t ‖1+q1∞ )
(
1 + ‖Y εtδ‖1+q1∞ +
√
E‖Y εtδ‖2∞
)
×
(
(1 + ‖Y εtδ‖q3∞ + ‖X0t ‖q3∞)‖Y
ε
tδ
−X0t ‖∞ +
√
E‖Y εtδ −X0t ‖2∞
)
dt.
Again, using (2.1), (2.2) and (2.18) and utilizing Ho¨lder’s inequality gives that
E|J2(ε, δ)| ≤ c
∫ T
0
√
E‖Y εtδ −X0t ‖2∞
{
1 + E‖Y εtδ‖4(1+q)∞
}
dt
→ 0
(2.41)
as ε→ 0 and δ → 0. Hence, (2.35) follows immediately from (2.40) and (2.41).
In the sequel, we are going to show that (2.36) holds. In terms of (1.2), we obtain that
n∑
k=1
(Γ(δ))∗(Y ε(k−1)δ, θ, θ0)σ̂(Y
ε
(k−1)δ)Pk(θ0)
= ε
n∑
k=1
(Γ(δ))∗(Y ε(k−1)δ, θ, θ0)σ̂(Y
ε
(k−1)δ)σ(Y
ε
(k−1)δ,LY ε(k−1)δ)(B(kδ)−B((k − 1)δ))
= ε
∫ T
0
(Γ(δ))∗(Y εtδ , θ, θ0)σ̂(Y
ε
tδ
)σ(Y
ε
tδ
,LY εtδ
)dB(t)
=: Π(T, ε, θ).
(2.42)
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By the BDG inequality and the Ho¨lder inequality, we derive from (2.6), (2.38), and (2.39) that for
p > 2
E|Π(T, ε, θ)|p ≤ c εp E
(∫ T
0
|(Γ(δ))∗(Y εtδ , θ, θ0)σ̂(Y
ε
tδ
)σ(Y
ε
tδ
,LY εtδ
)|2dt
)p/2
≤ c εp
∫ T
0
E{|Γ(δ)(Y εtδ , θ, θ0)|2 · ‖σ̂(Y
ε
tδ
)‖2 · ‖σ(Y εtδ ,LY εtδ )‖
2}p/2dt
≤ c εp
∫ T
0
E
{(
1 + ‖Y εtδ‖2∞ +W2(LY εtδ , δζ0)
2
)p/2
×
(
1 + ‖Y εtδ‖2(1+q3)∞ +W2(LY εtδ , δζ0)
2
)p/2
×
(
1 + ‖Y εtδ‖2(1+q1)∞ +W2(LY εtδ , δζ0)
2
)p/2}
dt
≤ c εp
∫ T
0
{1 + E‖Y εtδ‖4p(1+q)∞ }dt
≤ c εp.
On the other hand, for any θ1, θ2 ∈ Θ, by using the BDG inequality and the Ho¨lder inequality, it
follows from (B5), (2.6), and (2.39) that for p > 2
E|Π(T, ε, θ1)−Π(T, ε, θ2)|p
≤ c εp
∫ T
0
E{|Γ(δ)(Y εtδ , θ1, θ0)− Γ(δ)(Y
ε
tδ
, θ2, θ0)|2 · ‖σ̂(Y εtδ)‖2 · ‖σ(Y
ε
tδ
,LY εtδ
)‖2}p/2dt
≤ c εp
∫ T
0
E{|b(Y εtδ ,LY εtδ , θ1)− b(Y
ε
tδ
,LY εtδ
, θ2)|2 · ‖σ̂(Y εtδ)‖2 · ‖σ(Y
ε
tδ
,LY εtδ
)‖2}p/2dt
≤ c εp|θ1 − θ2|p.
As a consequence, we obtain (2.36) from [22, Theorem 20, p378].
So far, with Lemma 2.3 in hand, we are in the position to complete the
Proof of Theorem 1.1. A direction calculation shows that
Φn,ε(θ)
= δ−1
n∑
k=1
{
P ∗k (θ)σ̂(Y
ε
(k−1)δ)Pk(θ)− P ∗k (θ0)σ̂(Y ε(k−1)δ)Pk(θ0)
}
= δ−1
n∑
k=1
{(
Pk(θ0) + (Γ
(δ))∗(Y ε(k−1)δ, θ, θ0)δ
)∗
σ̂(Y
ε
(k−1)δ)
(
Pk(θ0) + Γ
(δ)(Y
ε
tk−1 , θ, θ0)δ
)
− P ∗k (θ0)σ̂(Y ε(k−1)δ)Pk(θ0)
}
= 2
n∑
k=1
(Γ(δ))∗(Y ε(k−1)δ, θ, θ0)σ̂(Y
ε
(k−1)δ)Pk(θ0)
+ δ
n∑
k=1
(Γ(δ))∗(Y ε(k−1)δ, θ, θ0)σ̂(Y
ε
(k−1)δ)Γ
(δ)(Y
ε
(k−1)δ, θ, θ0).
(2.43)
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By virtue of Lemma 2.3, we therefore infer that
sup
θ∈Θ
| − Φn,ε(θ)− (−Ξ(θ))| → 0 in probability.
Next, for any κ > 0, due to Ξ(·) > 0,
sup
|θ−θ0|≥κ
(−Ξ(θ)) < −Ξ(θ0) = 0.
Furthermore, one has −Φn,ε(θ̂n,ε) ≥ −Φn,ε(θ0) = 0. Consequently, we deduce from [35, Theorem
5.9] with Mn(·) = −Φn,ε(·) and M(·) = −Ξ(·) therein that θ̂n,ε → θ0 in probability as ε → 0 and
n→∞. We henceforth complete the proof.
3 Proof of Theorem 1.2
Before we start to finish the argument of Theorem 1.2, we also need to prepare some auxiliary
lemmas below. For any random variable ζ ∈ C with Lζ ∈ P2(C ), set
Υ(δ)(ζ, θ) := (∇θb(δ))∗(ζ,Lζ , θ)σ̂(ζ)σ(ζ,Lζ).
Lemma 3.1. Let (A1)− (A2) and (B1)− (B4) hold. Then,
(3.1) ε−1(∇θΦn,ε)(θ)→ −2
∫ T
0
Υ(X0t , θ)dB(t) in probability
whenever ε→ 0 and n→∞, where Υ(·, ·) is introduced in (1.12).
Proof. By the chain rule, one infers from (1.2) and (2.43) that
ε−1(∇θΦn,ε)(θ)
= 2 ε−1
n∑
k=1
(∇θΓ(δ))∗(Y ε(k−1)δ, θ, θ0)σ̂(Y ε(k−1)δ)
{
Pk(θ0) + Γ
(δ)(Y
ε
(k−1)δ, θ, θ0)δ
}
= 2 ε−1
n∑
k=1
(∇θΓ(δ))∗(Y ε(k−1)δ, θ, θ0)σ̂(Y ε(k−1)δ)Pk(θ)
= −2
n∑
k=1
(∇θb(δ))∗(Y ε(k−1)δ,LY ε(k−1)δ , θ)σ̂(Y
ε
(k−1)δ)σ(Y
ε
(k−1)δ,LY ε(k−1)δ)
× (B(kδ)−B((k − 1)δ))
= −2
∫ T
0
Υ(δ)(Y
ε
tδ
, θ)dB(t),
(3.2)
where in the last two display we used the fact that
(3.3) (∇θΓ(δ))(Y ε(k−1)δ, θ, θ0) = −(∇θb(δ))(Y ε(k−1)δ,LY ε(k−1)δ , θ).
To achieve (3.1), in terms of [6, Theorem 2.6, P.63], it is sufficient to claim that
(3.4)
∫ T
0
‖Υ(δ)(Y εtδ , θ)−Υ(X0t , θ)‖2dt→ 0 in probability
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as ε→ 0 and δ → 0. Observe that
Υ(δ)(Y
ε
tδ
, θ)−Υ(X0t , θ)
= (∇θb(δ))∗(Y εtδ ,LY εtδ , θ)σ̂(Y
ε
tδ
)σ(Y
ε
tδ
,LY εtδ
)− (∇θb)∗(X0t ,LX0t , θ)σ̂(X
0
t )σ(X
0
t ,LX0t )
= {(∇θb(δ))∗(Y εtδ ,LY εtδ , θ)− (∇θb)
∗(X0t ,LX0t , θ)}σ̂(Y
ε
tδ
)σ(Y
ε
tδ
,LY εtδ
)
+ (∇θb)∗(X0t ,LX0t , θ){σ̂(Y
ε
tδ
)− σ̂(X0t )}σ(Y εtδ ,LY εtδ )
+ (∇θb)∗(X0t ,LX0t , θ)σ̂(X
0
t ){σ(Y εtδ ,LY εtδ )− σ(X
0
t ,LX0t )}
=: Σ1(t, ε, δ) + Σ2(t, ε, δ) + Σ3(t, ε, δ).
By a straightforward calculation, for any random variable ζ ∈ C with Lζ ∈ P2(C ), one has
(∇θb(δ))(ζ,Lζ , θ) = ∇θ
( b(ζ, µ, θ)
1 + δα|b(ζ, µ, θ)|
)
=
(∇θb)(ζ, µ, θ)
1 + δα|b(ζ, µ, θ)| −
δα(bb∗)(ζ, µ, θ)(∇θb)(ζ, µ, θ)
|b(ζ, µ, θ)|(1 + δα|b(ζ, µ, θ)|)2 .
(3.5)
Next, for any random variables ζ1, ζ2 ∈ C with Lζ1 ,Lζ2 ∈ P2(C ), it follows from (3.5) that
‖(∇θb(δ))∗(ζ1,Lζ1 , θ)− (∇θb)∗(ζ2,Lζ2 , θ)‖
=
∥∥∥ (∇θb)∗(ζ1,Lζ1 , θ)
1 + δα|b(ζ1,Lζ1 , θ)|
− (∇θb)∗(ζ2,Lζ2 , θ)−
δα(∇θb)∗(ζ1,Lζ1 , θ)(bb∗)(ζ1,Lζ1 , θ)
(1 + δα|b(ζ1,Lζ1 , θ)|)2|b(ζ1,Lζ1 , θ)|
∥∥∥
=
∥∥∥(∇θb)∗(ζ1,Lζ1 , θ)− (∇θb)∗(ζ2,Lζ2 , θ)
1 + δα|b(ζ1,Lζ1 , θ)|
− δ
α|b(ζ1,Lζ1 , θ)|(∇θb)∗(ζ2,Lζ2 , θ)
1 + δα|b(ζ1,Lζ1 , θ)|
− δ
α(∇θb)∗(ζ1,Lζ1 , θ)(bb∗)(ζ1,Lζ1 , θ)
(1 + δα|b(ζ1,Lζ1 , θ)|)2|b(ζ1,Lζ1 , θ)|
∥∥∥
≤ ‖(∇θb)(ζ1,Lζ1 , θ)− (∇θb)(ζ2,Lζ2 , θ)‖
+ δα|b(ζ1,Lζ1 , θ)| · {‖(∇θb)(ζ2,Lζ2 , θ)‖+ ‖(∇θb)(ζ1,Lζ1 , θ)‖},
(3.6)
where in the last step we utilized the facts that ‖A‖ = ‖A∗‖ for a matrix A and that
‖(∇θb)∗(ζ1,Lζ1 , θ)(bb∗)(ζ1,Lζ1 , θ)‖2
= trace
(
((∇θb)∗(ζ1,Lζ1 , θ)(bb∗)(ζ1,Lζ1 , θ))∗(∇θb)∗(ζ1,Lζ1 , θ)(bb∗)(ζ1,Lζ1 , θ)
)
= trace
(
(bb∗)∗(ζ1,Lζ1 , θ))((∇θb)(∇θb)∗)(ζ1,Lζ1 , θ)(bb∗)(ζ1,Lζ1 , θ)
)
= trace
(
((∇θb)(∇θb)∗)(ζ1,Lζ1 , θ)(bb∗)(ζ1,Lζ1 , θ)(bb∗)∗(ζ1,Lζ1 , θ))
)
= |b(ζ1,Lζ1 , θ)|4‖(∇θb)∗(ζ1,Lζ1 , θ)‖2.
Moreover, from (B2), one has
(3.7) ‖(∇θb)(ζ2,Lζ2 , θ)‖ ≤ c
{
1 + ‖ζ2‖1+q2∞ +W2(Lζ2 , δζ0)
}
.
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Now, taking (B2), (3.6), and (3.7), in addition to (2.6) and (2.39), into account yields that
‖Σ1(t, ε, δ)‖ ≤ c
{
(1 + ‖Y εtδ‖q2∞ + ‖X0t ‖q2∞)‖Y
ε
tδ
−X0t ‖∞ +W2(LY εtδ ,LX0t )
+ δα
(
1 + ‖Y εtδ‖1+q1∞ +W2(LY εtδ , δζ0)
)(
1 + ‖Y εtδ‖1+q2∞ +W2(LY εtδ , δζ0)
)}
×
{
1 + ‖Y εtδ‖1+q3∞ +W2(LY εtδ , δζ0)
}
×
{
1 + ‖Y εtδ‖∞ +W2(LY εtδ , δζ0)
}
.
For q := q1 ∨ q2 ∨ q3, simple calculations and (2.2) give that
‖Σ1(t, ε, δ)‖ ≤ c
{
(1 + ‖Y εtδ‖q∞)‖Y
ε
tδ
−X0t ‖∞ +
√
E‖LY εtδ −X
0
t ‖2∞
}
×
{
1 + ‖Y εtδ‖2(1+q)∞ + E‖Y
ε
tδ
‖2∞
}
+ cδα
{
1 + ‖Y εtδ‖2(1+q)∞ + E‖Y
ε
tδ
‖2∞
}2
≤ c(1 + ‖Y εtδ‖4(1+q)∞ )‖Y
ε
tδ
−X0t ‖∞
+ c(1 + ‖Y εtδ‖2(1+q)∞ )
√
E‖LY εtδ −X
0
t ‖2∞ + cδα(1 + ‖Y εtδ‖4(1+q)∞ )
=: Λ˜1(t, ε, δ) + Λ˜2(t, ε, δ) + Λ˜3(t, ε, δ).
For any ρ > 0, by virtue of Ho¨lder’s inequality, together with (2.2) and (2.18), it follows that
P
(∫ T
0
‖Λ˜1(t, ε, δ)‖2dt ≥ ρ
)
≤ P
(
c
∫ T
0
(1 + ‖Y εtδ‖8(1+q)∞ )‖Y
ε
tδ
−X0t ‖2∞dt ≥ ρ
)
≤ P
(
c
∫ T
0
(1 + ‖Y εtδ‖9(1+q)∞ )‖Y
ε
tδ
−X0t ‖∞dt ≥ ρ
)
≤ c
ρ
∫ T
0
(1 + E‖Y εtδ‖18(1+q)∞ )
√
E‖Y εtδ −X0t ‖2∞dt
→ 0
(3.8)
whenever ε→ 0 and δ → 0. On the other hand, by means of (2.2), and (2.18), it follows that
EΛ˜22(t, ε, δ) + EΛ˜23(t, ε, δ) ≤ c(1 + E‖Y εtδ‖4(1+q)∞ )E‖LY εtδ −X
0
t ‖2∞ + cδα(1 + E‖Y εtδ‖8(1+q)∞ )
≤ c(δβ + ε2 + δα)
→ 0
(3.9)
as ε→ 0 and δ → 0. As a consequence, we infer from (3.8) and (3.9) that
(3.10)
∫ T
0
‖Σ1(t, ε, δ)‖2dt→ 0 in probability
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when ε→ 0 and δ → 0. Next, taking advantage of (A2), (B3), (2.6), and (3.7) leads to
‖Σ2(t, ε, δ)‖2 + ‖Σ3(t, ε, δ)‖2
≤ c
{
1 + ‖X0t ‖2(1+q)∞
}
×
{
(1 + ‖Y εtδ‖2q∞ + ‖X0t ‖2q∞)‖Y
ε
tδ
−X0t ‖2∞ +W2(LY εtδ ,LX0t )
2
}
× (1 + ‖Y εtδ‖2∞ +W2(LY εtδ , δζ0)
2)
≤ c
{
(1 + ‖Y εtδ‖2(1+q)∞ )‖Y
ε
tδ
−X0t ‖∞ + E‖Y εtδ −X0t ‖2∞
}
×
{
1 + ‖Y εtδ‖2∞ + E‖Y
ε
tδ
‖2∞
}
≤ c(1 + ‖Y εtδ‖2(2+q)∞ )‖Y
ε
tδ
−X0t ‖∞ + c(1 + ‖Y εtδ‖2∞)E‖Y
ε
tδ
−X0t ‖2∞
=: Ξ1(t, ε, δ) + Ξ2(t, ε, δ),
in which we adopted (2.2) in the last procedure. Via Ho¨lder’s inequality, we obtain from (2.2) and
(2.18) that
(3.11) EΞ1(t, ε, δ) ≤ c(1 + E‖Y εtδ‖4(2+q)∞ )
√
E‖Y εtδ −X0t ‖2∞ → 0
as ε→ 0 and δ → 0. Also, by (2.2) and (2.18), one has
(3.12) EΞ2(t, ε, δ) ≤ c(1 + E‖Y εtδ‖2∞)E‖Y
ε
tδ
−X0t ‖2∞ → 0
provided that ε→ 0 and δ → 0. Therefore, (3.11) and (3.12) lead to
(3.13) E‖Σ2(t, ε, δ)‖2 + E‖Σ3(t, ε, δ)‖2 → 0
if ε→ 0 and δ → 0. At last, the desired assertion (3.1) holds from (3.10) and (3.13).
Lemma 3.2. Let (A1)− (A3), (B1)− (B4), and (C) hold. Then
(3.14) (∇(2)θ Φn,ε)(θ)→ K0(θ) := K(θ) + I(θ) in probability
as n→∞ and ε→ 0, where I(·) and K(·) are introduced in (1.10) and (1.11), respectively.
Proof. From (3.2) and (3.3), we deduce that
(∇(2)θ Φn,ε)(θ) = 2
n∑
k=1
(∇(2)θ (Γ(δ))∗)(Y
ε
(k−1)δ, θ, θ0) ◦
(
σ̂(Y
ε
(k−1)δ)Pk(θ)
)
+ 2
n∑
k=1
(∇θΓ(δ))∗(Y ε(k−1)δ, θ, θ0)σ̂(Y ε(k−1)δ)(∇θPk)(θ)
= −2
n∑
k=1
(∇(2)θ (b(δ))∗)(Y
ε
(k−1)δ,LY ε(k−1)δ , θ) ◦
(
σ̂(Y
ε
(k−1)δ)Pk(θ)
)
+ 2δ
n∑
k=1
(∇θb(δ))∗(Y ε(k−1)δ,LY ε(k−1)δ , θ)σ̂(Y
ε
(k−1)δ)(∇θb(δ))(Y ε(k−1)δ,LY ε(k−1)δ , θ).
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For any random variable ζ ∈ C with Lζ ∈ P2(C ), by the chain rule, we infer from (3.5) that(
∇(2)θ (b(δ))∗
)
(ζ,Lζ , θ) =
(
∇θ
(
(∇θb∗)
1 + δα|b|
))
(ζ,Lζ , θ)
− δα
(
∇θ
(
(∇θb∗)(bb∗)
|b|(1 + δα|b|)2
))
(ζ,Lζ , θ)
= (∇(2)θ b∗)(ζ,Lζ , θ)− δαΘ1(ζ,Lζ , θ).
(3.15)
Next, the chain rule shows that
Θ1(ζ,Lζ , θ) :=
( |b|(∇(2)θ b∗)
1 + δα|b| +
(
b∗( ∂∂θ1 b)(∇θb)∗, · · · , b∗( ∂∂θp b)(∇θb)∗
)
p×pd
|b|(1 + δα|b|)2
+
(
( ∂∂θ1 (∇θb∗))(bb∗), · · · , ( ∂∂θp (∇θb)∗)(bb∗)
)
p×pd
|b|(1 + δα|b|)2
+
(
(∇θb)∗(( ∂∂θ1 b)b∗ + b ∂∂θ1 b∗), · · · , (∇θb)∗(( ∂∂θp b)b∗ + b ∂∂θp b∗)
)
p×pd
|b|(1 + δα|b|)2
− 1 + 3δ
α|b|
|b|3(1 + δα|b|)3
((
b∗
( ∂
∂θ1
b
))
(∇θb)∗(bb∗), · · · ,
(
b∗
( ∂
∂θp
b
))
(∇θb)∗(bb∗)
))
p×pd
(ζ,Lζ , θ).
Thanks to (3.5), it follows that(
(∇θb(δ))∗σ̂(ζ)(∇θb(δ))
)
(ζ,Lζ , θ) =
(
(∇θb∗)σ̂(ζ)(∇θb)
)
(ζ,Lζ , θ)− δαΘ2(ζ,Lζ , θ),(3.16)
where
Θ2(ζ,Lζ , θ) : =
(
(2|b|+ δα|b|2)(∇θb∗)σ̂(ζ)(∇θb)
(1 + δα|b|)2 +
(∇θb∗)σ̂(ζ)(b b∗)(∇θb)
|b|(1 + δα|b|)3
+
(∇θb∗)(b b∗)σ̂(ζ)(∇θb)
|b|(1 + δα|b|)3 − δ
α (∇θb∗)(b b∗)σ̂(ζ)(b b∗)(∇θb)
|b|2(1 + δα|b|)4
)
(ζ,Lζ , θ).
Thus, taking (3.16) and (3.15) into consideration yields that
(∇(2)θ Φn,ε)(θ) = −2δ
n∑
k=1
(∇(2)θ b∗)(Y
ε
(k−1)δ,LY ε(k−1)δ , θ) ◦
(
σ̂(Y
ε
(k−1)δ)Γ
(δ)(Y
ε
(k−1)δ, θ, θ0)
)
+ 2δ
n∑
k=1
(
(∇θb∗)σ̂(ζ)(∇θb)
)
(Y
ε
(k−1)δ,LY ε(k−1)δ , θ)
− 2
n∑
k=1
(∇(2)θ b∗)(Y
ε
(k−1)δ,LY ε(k−1)δ , θ) ◦
(
σ̂(Y
ε
(k−1)δ)Pk(θ0)
)
− 2δα
n∑
k=1
Θ1(Y
ε
(k−1)δ,LY ε(k−1)δ , θ) ◦
(
σ̂(Y
ε
(k−1)δ)Pk(θ)
)
− δ1+α
n∑
k=1
Θ2(Y
ε
(k−1)δ,LY ε(k−1)δ , θ)
=:
5∑
i=1
Ii(n, ε).
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By following the argument to derive (2.35), we deduce from (A3) that
(3.17) I1(n, ε)→ K(θ) and I2(n, ε)→ I(θ), in probability
as ε→ 0 and δ → 0. Notice from (A3) and (2.22) that
‖Θ1‖(ζ,Lζ , θ) ≤ c
(
(|b|+ ‖∇(2)θ b‖+ (1 + 3|b|)‖∇(2)θ b‖)‖∇(2)θ b‖
)
(ζ,Lζ , θ)
≤ c(1 + ‖ζ‖4(1+q)∞ +W2(Lζ , δζ0)4).
(3.18)
On the other hand, owing to (3.7), (2.39), and (2.22), one has
‖Θ2‖(ζ,Lζ , θ) ≤ 2
(
|b| ‖∇θb‖2‖σ̂(ζ)‖(1 + 2|b|)
)
(ζ,Lζ , θ)
≤ c(1 + ‖ζ‖4(1+q)∞ +W2(Lζ , δζ0)4).
(3.19)
Thus, by mimicking the argument of (2.36), we obtain from (3.18) that
(3.20) I3(n, ε)→ 0 and I4(n, ε)→ 0 in probability
as ε→ 0 and δ → 0. Furthermore, (2.2) and (3.19) enable us to get that
(3.21) I5(n, ε)→ 0 in probability
whenever ε → 0 and δ → 0. Thus, the desired assertion (3.14) follows from (3.17), (3.20), as well
as (3.21).
Now, we move forward to complete the
Proof of Theorem 1.2. With Lemmas 3.1 and 3.2 at hand, the proof of Theorem 1.2 is parallel to
that of [29, Theorem 4.1]. Whereas, to make the content self-contained, we give an outline of the
proof. In terms of Theorem 1.1, there exists a sequence ηn,ε → 0 as ε → 0 and n → ∞ such that
θ̂n,ε ∈ Bηn,ε(θ0) ⊂ Θ, P-a.s. By the Taylor expansion, one has
(3.22) (∇θΦn,ε)(θ̂n,ε) = (∇θΦn,ε)(θ0) +Dn,ε(θ̂n,ε − θ0), θ̂n,ε ∈ Bηn,ε(θ0)
with
Dn,ε :=
∫ 1
0
(∇(2)θ Φn,ε)(θ0 + u(θ̂n,ε − θ0))du, θ̂n,ε ∈ Bηn,ε(θ0).
Observe that, for θ̂n,ε ∈ Bηn,ε(θ0),
‖Dn,ε −K0(θ0)‖ ≤ ‖Dn,ε − (∇(2)θ Φn,ε)(θ0)‖+ ‖(∇(2)θ Φn,ε)(θ0)−K0(θ0)‖
≤
∫ 1
0
‖(∇(2)θ Φn,ε)(θ0 + u(θ̂n,ε − θ0))− (∇(2)θ Φn,ε)(θ0)‖du
+ ‖(∇(2)θ Φn,ε)(θ0)−K0(θ0)‖
≤ sup
θ∈Bηn,ε (θ0)
‖(∇(2)θ Φn,ε)(θ)− (∇(2)θ Φn,ε)(θ0)‖+ ‖(∇(2)θ Φn,ε)(θ0)−K0(θ0)‖
≤ sup
θ∈Bηn,ε (θ0)
‖(∇(2)θ Φn,ε)(θ)−K0(θ)‖+ sup
θ∈Bηn,ε (θ0)
‖K0(θ)−K0(θ0)‖
+ 2‖(∇(2)θ Φn,ε)(θ0)−K0(θ0)‖.
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This, together with Lemma 3.2 and continuity of K0(·), gives that
(3.23) Dn,ε → K0(θ0) in probability
as ε→ 0 and n→∞. By following the exact line of [21, Theorem 2.2], we can deduce that Dn,ε is
invertible on the set
Γn,ε :=
{
sup
θ∈Bηn,ε (θ0)
‖(∇(2)θ Φn,ε)(θ)−K0(θ0)‖ ≤
α
2
, θ̂n,ε ∈ Bηn,ε(θ0)
}
for some constant α > 0. Let
Dn,ε = {Dn,ε is invertible , θ̂n,ε ∈ Bηn,ε(θ0)}.
By virtue of Lemma 3.2, one has
(3.24) lim
ε→0,n→∞
P
(
sup
θ∈Bηn,ε (θ0)
‖(∇(2)θ Φn,ε)(θ)−K0(θ0)‖ ≤
α
2
)
= 1.
On the other hand, recall that
(3.25) lim
ε→0,n→∞
P
(
θ̂n,ε ∈ Bηn,ε(θ0)
)
= 1.
By the fundamental fact: for any events A,B, P(AB) = P(A) + P(B)− P(A ∪B), we observe that
1 ≥ P(Γn,ε) ≥ P
(
sup
θ∈Bηn,ε (θ0)
‖(∇(2)θ Φn,ε)(θ)−K0(θ0)‖ ≤
α
2
)
+ P
(
θ̂n,ε ∈ Bηn,ε(θ0)
)
− 1.
(3.26)
Thus, taking advantage of (3.24), (3.25) as well as (3.26), we deduce from Sandwich theorem that
(3.27) P(Dn,ε) ≥ P(Γn,ε)→ 1
as ε→ 0 and n→∞. Set
Un,ε := Dn,ε1Dn,ε + Ip×p1Dcn,ε ,
where Ip×p is a p× p identity matrix. For Sn,ε := ε−1(θ̂n,ε − θ0), we deduce from (3.22) that
Sn,ε = Sn,ε1Dn,ε + Sn,ε1Dcn,ε
= U−1n,εDn,εSn,ε1Dn,ε + Sn,ε1Dcn,ε
= ε−1U−1n,ε{(∇θΦn,ε)(θ̂n,ε)− (∇θΦn,ε)(θ0)}1Dn,ε + Sn,ε1Dcn,ε
= −ε−1U−1n,ε(∇θΦn,ε)(θ0)1Dn,ε + Sn,ε1Dcn,ε
→ I−1(θ0)
∫ T
0
Υ(X0s , θ0)dB(s),
as ε → 0 and n → ∞, where in the forth identity we dropped the term (∇θΦn,ε)(θ̂n,ε) according
to the notion of LSE and Fermat’s lemma, and the last display follows from Lemma 3.1, (3.23) as
well as (3.27) and by noting K0(θ0) = I(θ0). We therefore complete the proof.
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4 Proof of Example 1.3
Proof of Example 1.3. It is sufficient to check all of assumptions in Theorems 1.1 and Theorem 1.2
are fulfilled.
For any ζ, ζ ′ ∈ C , µ ∈ P2(C ) and θ = (θ(1), θ(2))∗ ∈ Θ0, set
(4.1) b0(ζ, ζ
′) := −ζ3(0) + ζ(0) +
∫ 0
−r0
ζ(v)dv +
∫ 0
−r0
ζ ′(v)dv,
b(ζ, µ, θ) := θ(1) + θ(2)
∫
C
b0(ζ, ζ
′)µ(dζ ′) and σ(ζ) := σ(ζ, µ) := 1 +
∫ 0
−r0
|ζ(v)|dv.
Then, (2.24) can be reformulated as (1.1). By (4.1) and Ho¨lder’s inequality, we find out some
constants c1, c2 > 0 such that
〈ζ1(0)− ζ2(0), b(ζ1, µ, θ)− b(ζ2, µ, θ)〉
= θ(2)
∫
C
〈ζ1(0)− ζ2(0), b0(ζ1, ζ)− b0(ζ2, ζ)〉µt(dζ)
≤ c1
{
|ζ1(0)− ζ2(0)|2 +
∫ 0
−r0
|ζ1(v)− ζ2(v)|2dv
}
≤ c2 ‖ζ1 − ζ2‖2∞, µ ∈ P2(C ), ζ1, ζ2 ∈ C
(4.2)
Next, we deduce from (4.1) that for some constant c3 > 0,
|b(ζ, µ, θ)− b(ζ, ν, θ)| ≤ θ(2)
∣∣∣ ∫
C
b0(ζ, ζ1)µ(dζ1)−
∫
C
b0(ζ, ζ2)ν(dζ2)
∣∣∣
≤ θ(2)
∫
C
∫
C
|b0(ζ, ζ1)− b0(ζ, ζ2)|pi(dζ1,dζ2)
≤ c3W2(µ, ν), ζ ∈ C , µ, ν ∈ P2(C ),
in which pi ∈ C(µ, ν). Therefore, (A1) holds true. Next, for any ζ1, ζ2 ∈ C and µ, ν ∈ P2(C ), we
obtain that
|σ(ζ1, µ)− σ(ζ2, ν)| ≤
∫ 0
−r0
|ζ1(θ)− ζ2(θ)|dθ ≤ r0‖ζ1 − ζ2‖∞.
So (A2) is satisfied. For any ζ1, ζ2, ζ
(1), ζ(2) ∈ C , note that
|b0(ζ1, ζ(1))− b0(ζ2, ζ(2))|
≤ |ζ31 (0)− ζ32 (0)|+ |ζ1(0)− ζ2(0)|+
∫ 0
−r0
|ζ1(v)− ζ2(v)|dv +
∫ 0
−r0
|ζ(1)(v)− ζ(2)(v)|dv
≤ c4(1 + ζ21 (0) + ζ22 (0))|ζ1(0)− ζ2(0)|+ r0‖ζ1 − ζ2‖∞ + r0‖ζ(1) − ζ(2)‖∞
≤ c5(1 + ‖ζ1‖2∞ + ‖ζ2‖2∞)‖ζ1 − ζ2‖∞ + r0‖ζ(1) − ζ(2)‖∞
(4.3)
for some constants c4, c5 > 0. Next, we have
(4.4) (∇θb)(ζ, µ, θ) =
(
1,
∫
C
b0(ζ, ζ
′)µ(dζ ′)
)∗
and (∇θ(∇θb))(ζ, µ, θ) = 02×2,
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where 02×2 stands for the 2× 2-zero matrix. Thus, (4.3) and (4.4) enable us to deduce that (B2)
and (C) hold, respectively. Furthermore, due to (4.3), we find that
|b(ζ1, µ, θ)− b(ζ2, ν, θ)| ≤ θ(2)
∣∣∣ ∫
C
b0(ζ1, ζ
(1))µ(dζ(1))−
∫
C
b0(ζ2, ζ
(2))ν(dζ(2))
∣∣∣
≤ θ(2)
∫
C
∫
C
|b0(ζ1, ζ(1))−
∫
C
b0(ζ2, ζ
(2))|pi(dζ(1), dζ(2))
≤ c6(1 + ‖ζ1‖2∞ + ‖ζ2‖2∞)‖ζ1 − ζ2‖∞ + c6W2(µ, ν).
Therefore, we infer that (B1) holds. Next, observe that
|σ−2(ζ1, µ)− σ−2(ζ2, ν)| ≤ c7‖ζ1 − ζ2‖∞
for some c7 > 0. Consequently, (B3) is true.
The discrete-time EM scheme associated with (2.24) is given by
(4.5) Y ε(tk) = Y
ε(tk−1) +
(
θ(1) + θ(2)
∫
C
b0(Ŷ
ε
tk−1 , ζ)LŶ εtk−1
(dζ)
)
δ + ε σ(Ŷ εtk−1)4Bk, k ≥ 1,
with Y ε(t) = Xε(t) = ξ(t), t ∈ [−r0, 0], where (Ŷ εtk) is defined as in (1.4). According to (1.5), the
contrast function admits the form below
Ψn,ε(θ) = ε
−2δ−1
n∑
k=1
1
(1 + |Y ε(tk−1)|)2
∣∣∣Y ε(tk)− Y ε(tk−1)
−
(
θ(1) + θ(2)
∫
C
b0(Ŷ
ε
tk−1 , ζ)LŶ εtk−1
(dζ)
)
δ
∣∣∣2.
Observe that
∂
∂θ(1)
Ψn,ε(θ) = −2 ε−2
n∑
k=1
1
(1 + |Y ε(tk−1)|)2
{
Y ε(tk)− Y ε(tk−1)
−
(
θ(1) + θ(2)
∫
C
b0(Ŷ
ε
tk−1 , ζ)LŶ εtk−1
(dζ)
)
δ
}
,
and
∂
∂θ(2)
Ψn,ε(θ) = −2 ε−2
n∑
k=1
1
(1 + |Y ε(tk−1)|)2
{
Y ε(tk)− Y ε(tk−1)
−
(
θ(1) + θ(2)
∫
C
b0(Ŷ
ε
tk−1 , ζ)LŶ εtk−1
(dζ)
)
δ
}∫
C
b0(Ŷ
ε
tk−1 , ζ)LŶ εtk−1
(dζ).
Subsequently, solving the equation below
∂
∂θ(1)
Ψn,ε(θ) =
∂
∂θ(2)
Ψn,ε(θ) = 0,
we then obtain the LSE θ̂n,ε = (θ̂
(1)
n,ε, θ̂
(2)
n,ε)∗ of the unknown parameter θ = (θ(1), θ(2))∗ ∈ Θ0 with
the following
θ̂(1)n,ε =
A2A5 −A3A4
δ(A1A5 −A24)
and θ̂(2)n,ε =
A1A3 −A2A4
δ(A1A5 −A24)
,
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where
A1 :=
n∑
k=1
1
(1 + |Y ε(tk−1)|)2 , A2 :=
n∑
k=1
Y ε(tk)− Y ε(tk−1)
(1 + |Y ε(tk−1)|)2 ,
A3 :=
n∑
k=1
(Y ε(tk)− Y ε(tk−1))
∫
C b0(Ŷ
ε
tk−1 , ζ)LŶ εtk−1
(dζ)
(1 + |Y ε(tk−1)|)2 , A4 :=
n∑
k=1
∫
C b0(Ŷ
ε
tk−1 , ζ)LŶ εtk−1
(dζ)
(1 + |Y ε(tk−1)|)2 ,
and
A5 :=
n∑
k=1
( ∫
C b0(Ŷ
ε
tk−1 , ζ)LŶ εtk−1
(dζ)
)2
(1 + |Y ε(tk−1)|)2 .
In terms of Theorem 1.1, θ̂n,ε → θ in probability as ε→ 0 and n→∞. Next, from (4.4), it follows
that
I(θ0) =
 ∫ T0 1(1+|X0s |)2 ds ∫ T0 b0(X0s ,X0s )(1+|X0s |)2 ds∫ T
0
b0(X0s ,X
0
s )
(1+|X0s |)2 ds
∫ T
0
b20(X
0
s ,X
0
s )
(1+|X0s |)2 ds
 ,
and, for ζ ∈ C , ∫ T
0
Υ(X0s , θ0)dB(s) =
( ∫ T
0
1
1+|X0(s)|dB(s)∫ T
0
b0(X0s ,X
0
s )
1+|X0(s)| dB(s)
)
.
At last, according to Theorem 1.2, we conclude that
ε−1(θ̂n,ε − θ0)→ I−1(θ0)
∫ T
0
Υ(X0s , θ0)dB(s) in probability
as ε→ 0 and n→∞ provided that I(·) is positive definite.
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