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Abstract. Deformable part-based models [1, 2] achieve state-of-the-art
performance for object detection, but rely on heuristic initialization dur-
ing training due to the optimization of non-convex cost function. This
paper investigates limitations of such an initialization and extends earlier
methods using additional supervision. We explore strong supervision in
terms of annotated object parts and use it to (i) improve model initial-
ization, (ii) optimize model structure, and (iii) handle partial occlusions.
Our method is able to deal with sub-optimal and incomplete annotations
of object parts and is shown to benefit from semi-supervised learning se-
tups where part-level annotation is provided for a fraction of positive
examples only. Experimental results are reported for the detection of six
animal classes in PASCAL VOC 2007 and 2010 datasets. We demon-
strate significant improvements in detection performance compared to
the LSVM [1] and the Poselet [3] object detectors.
1 Introduction
Visual object recognition has achieved substantial progress in recent years, scal-
ing up to thousands of object categories [4] and demonstrating industry-level
performance in many applications such as face detection and face recognition.
While large-scale visual categorization presents new challenges to the field, many
single object classes remain to be very difficult to recognize. For example, the
detection of birds, dogs, chairs and tables still achieves only modest performance
in the recent PASCAL VOC evaluations [5]. This indicates the need of better
models and learning methods able to handle objects with large variations in
appearance due to intra-class variability, non-rigid deformations, wide range of
views and other factors.
Pictorial structures [6] provide a powerful framework for representing objects
by non-rigid constellations of parts. Such models have been recently applied to a
number of computer vision problems including object recognition [1, 7, 2], human
pose estimation [8–10], action recognition [11] and facial feature detection [12].
In particular, discriminatively-trained deformable part-based models (DPMs) [1,
2] have shown excellent performance for object detection tasks. Learning such
models, however, involves the optimization of a non-convex cost function over a
set of latent variables standing for image locations of object parts and mixture








































Fig. 1: Dog detection (yellow rectangles) using deformable part-based models.
Top: dog detections using the proposed strongly-supervised DPM method. Bot-
tom: dog detections using regular DPMs [1]. Note how the part structure of our
model is adapted to the different dog images. In contrast, the original model
attempts to explain all three images using the same deformable model.
component assignment. The success of training DPMs, hence, depends on the
good initialization of model parts in general [13].
While the latent SVM approach in [1] applies heuristics to automatically ini-
tialize model parts, several recent methods explore strong part-level supervision.
For example, poselet-based methods [3, 14, 15] learn appearance of human body
parts from manually annotated limb locations. The joint learning of appearance
and deformation parameters in DPMs using part-level supervision has been used
for body pose estimation in [10] and object part localization in [16].
The goal of this work is to develop and evaluate a strongly-supervised DPM
framework for object detection. Our extensions of existing methods are mo-
tivated by the following. First, we expect the use of additional part-level su-
pervision to enhance the performance of current DPM detectors [1, 2]. Second,
additional supervision should enable us to construct better, class-specific object
models compared to the generic star models (see Figure 1). Finally, compared to
the task of part localization [16], object detection does not require precise part
recovery and should benefit from a different learning objective compared to [16].
Summarizing our contributions, we use strong supervision to improve the
initialization of the LSVM object detector [1] (mixture component associations
and part locations) and propose a class-specific optimization of the model struc-
ture. We formulate a learning objective which can deal with sub-optimal and
incomplete object parts annotations, and which explicitly handles partial object
occlusions. We provide extensive evaluation and favorably compare our method
Object Detection Using Strongly-Supervised Deformable Part Models 3
to previous object detectors [1, 3] on the task of detecting six animal classes in
PASCAL VOC 2007 and 2010 datasets.
The rest of the paper is organized as follows. Section 2 discusses related work.
Next, we describe DPM and its proposed extensions in Section 3. Experimental
evaluation of the method is presented in Section 4. Section 5 concludes the paper.
2 Related work
Object detection is a dynamic research area. Originating from work on person
detection [17], the HOG descriptors with linear SVM classifiers have been a
standard building block for object localization. While HOG represents objects
by a rigid template, LSVM detector [1] extends [17] to a discriminatively-trained
model of deformable HOG parts. Our work builds on DPMs in [1] and extends
it by introducing part-level supervision and optimization of the model structure.
Bag-of-Features (BOF) models have been highly successful for object re-
trieval [18] and image classification [19]. Application of BOF to object localiza-
tion, however, has been more problematic due to efficiency reasons. [20] combines
BOF with HOG features in the latent SVM DPM framework. Region-level cues
and image segmentation have also been explored to improve detection for tex-
tured objects such as cats and dogs in [21]. Our work is complementary to these
methods in that we use a single feature type only (HOG) while aiming to enrich
the structure of the model and to explore part-level supervision.
Strong part-level supervision has been explored in a number of recent works.
The work on Poselets [22] uses human limb annotation to learn independent
HOG-SVM body-part detectors for person localization. In contrast to this work,
we jointly learn part appearance and model deformation parameters and demon-
strate improvements over [22] in Section 4. Part-level supervision has been
used for human pose estimation [10, 15, 23, 24] and object part localization [16].
While [15, 23] learn part appearance independently, our approach is more re-
lated to [10, 16, 24] using strong supervision to train DPMs. The task of part
localization addressed in [10, 16, 24], however, is different from the task of object
detection in this paper. In particular, the learning objectives in [16, 24] enforce
annotation-consistent part localization, which is not directly relevant for object
detection and can hurt detection performance if some annotated parts are not
discriminative or if their annotation is imprecise. On the contrary, our method
optimizes the detection objective and learns discriminative locations and relative
weights of parts. Finally, we use mixture of components (part trees) as opposed
to the part mixtures in Yang and Ramanan [10]. The use of component mixtures
enables us to adapt the structure of the model to different views of the object,
as also explored in [25].
In contrast with previous discriminatively-trained DPMs, we (i) explore class-
specific optimization of the model structure, (ii) explicitly model part occlusions,
and (iii) handle imprecise part-level annotation. We also explore and show ben-
efits of semi-supervised learning where part annotation is provided for a fraction
of positive training examples only.
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3 Discriminative part-based model
We follow the framework of deformable part models [1, 15, 23, 10] and describe an
object by a non-rigid constellation of parts appearance and location. Contrary to
the above models we introduce a binary part visibility term in order to explicitly
model occlusion. Each part in our model is defined by the location of a bounding








i ) in the image and the binary visibility state vi. One
mixture component of the model has a tree structure with nodes U and edges E
corresponding to object parts and relations among parts respectively. The score
of a model β in the image I given model parts locations P = (p0, ..., pn), and
visibility states V = (v1, ..., vn), vi ∈ {0, 1} is defined by the graph energy
S(I, P, V ) = max
c∈{1..C}
S(I, P, V, βc) (1)
S(I, P, V, βi) =
∑
i∈U
SA(I, pi, vi, βi) +
∑
(i,j)∈E
SD(pi, pj , βi)) (2)
where the unary term SA provides appearance score using image features φ(I, pi)
(we use HOG features [17])
SA(I, pi, vi, βi) = vi(Fi.φ(I, pi) + bi) + (1− vi)(F
o
i .φ(I, pi) + b
o
i )
and the binary term SD defines a quadratic deformation cost
SD(pi, pj , βi) = di.ψ(pi − pj)
with ψ(pi − pj) = {dx; dy; dx











ij). Notably, the score function (1) linearly depends on the model




n ; d1; ...; dn;B}. To represent multiple ap-
pearances of an object, our full model combines a mixture of C trees described
by parameters β = {β1; ...;βC}.
Object parts are frequently occluded due to the presence of other objects and
self-occlusions. Since occlusions often do not happen at random, the locations of
occluded parts may have consistent appearance. We model occlusions by learning
separate appearance parameters F o for occluded parts. The bias terms bi and
boi control the balance between occluded and non-occluded appearance terms in
SA.
3.1 Learning
Given a set of labelled training samples D = (< x1, y1 >, ..., < xN , yN >), where
x = {I, Px, Vx} is the part-annotated sample (Vx = 0 for negative samples) and
y ∈ {−1, 1} is class labels, we aim to learn linear parameters of the model β in a








max(0, 1− yifβ(xi)). (3)
Object Detection Using Strongly-Supervised Deformable Part Models 5
We make use of part-level supervision and constrain model parts to be approxi-
mately co-located with the manual part annotation (where available) on positive
training images. This is achieved by maximizing the scoring function (1) over a
subset of part locations and visibility states Zp, Zv consistent with the ground
truth part annotations Px, Vx:
fβ(x) = max
P∈Zp(x),V ∈Zv(x)
S(Ix, P, V ) (4)
zp(x) =
{




1 vx = 1
{0, 1} vx = 0
where P is the set of all possible locations for a part bounding box. The overlap
between two bounding boxes O(pi, pj) is defined as the intersection over union
of their areas, tovp = 0.3 defines a fixed overlap threshold. Note that when
annotation is not available for a part, vx = 0, we enforce no constraint. This can
help us cope with missing part annotations due to annotators’ errors. Note that,
as opposed to [16, 24], we have used a loss function which only penalizes a low
score for the whole object, while [16, 24] penalizes any instances with different
part locations to the annotation. The latter can be helpful for the task of pose
estimation while our choice of loss functions allows for down-weighting a part
which is not descriptive. This property appears important given the potentially
noisy annotations and possibly non-discriminative appearance of some annotated
parts.
Before optimizing for the objective function (3), we cluster our positive sam-
ples based on their pose, assign a structure to each mixture component and
initialize part filters (see details in Sections 3.2 and 3.3). The objective in (3) is
known to be non-convex due to the latent variables at positive samples [1]. We
solve the optimization problem adopting a coordinate-descent approach in which
the latent variables for positive samples are fixed at the first step so that the
formulation becomes convex in β. Then, in the second step, we apply stochastic
gradient descent (SGD) to estimate model parameters. The steps of the algo-
rithm can be seen in Algorithm 1. In practice we have used a modified version
the Latent SVM implementation in [1] and trained models by harvesting hard
negative samples from negative training images.
3.2 Pose clustering
Mixture models (components) enable modelling of intra-class variation in the
appearance of different samples. These variations are due to strong view-point
changes, class subcategories and non-rigid deformations. Assignment of positive
samples to components in LSVM formulation is a non-convex optimization and
thus sensitive to initialization. [1] proposes simple heuristic and initializes assign-
ments by grouping positive samples based on the aspect ratio of their bounding
boxes. This strategy, however, is suboptimal as illustrated in Figure 1 where
example images of dogs differ substantially in terms of appearance but do have
bounding boxes with similar aspect ratio.
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Algorithm 1 Learning framework
Require: D = (< x1, y1 >, ..., < xN , yN >) the training samples and annotations, C
number of clusters
-Pose Clustering: Cluster the positive samples to C clusters based on their
poses. (section 3.2)
-Model Structure: for each cluster c construct a relations graph Ec using an
uncertainty measure u (section 3.3). endfor
-Filter Initialization: for each part p in each cluster (c, Ec) initialize HOG-




Positive Latent Fixation: Fix all positive latent variables using equation (4)
Harvest hard negatives using the approach in [1]
SGD: Minimize the objective (3) using stochastic gradient descent.
while (hinge loss value in (3) does not change.)
In this work we intend to use part annotations to define better assignment
of training samples to model components based on the pose. This allows us to
align similar parts better within each component which is an important factor
when using linear classifiers. Using annotated parts we parametrize the pose θx





n, s1, ..., sn, a0, ..., an, v1, ..., vn). (5)








0 } is the relative position of ith part w.r.t. the
object bounding box (indexed 0), si is the relative scale of ith part width to
object width, a is the aspect ratio of parts (including object) bounding boxes,
and finally vi is the binary visibility annotation of part i. We take all pos-
itive pose vectors and cluster them using a modified k-means clustering al-
gorithm. Since samples may have occluded parts (without any annotation for
bounding box) in each maximization step of the algorithm we replace the miss-
ing blocks of vector θ by corresponding blocks of their associated cluster cen-
ter. Under minor assumptions it will preserve the log-likelihood improvement
guarantee of EM algorithm and thus its convergence to local minima [26]. To
control the effect of each parameter during clustering, we define a weight for
each block of θ by a prefixed parameter (W ). In addition, since in the mixture
model, we are interested in using horizontally mirrored samples for training the
same filters (using mirrored descriptors), we need them to fall into the same
cluster. For this purpose we modify the distance between each sample x to
a cluster c with center µc to be d(x, c) = min(||θx − µc||, ||θ
′
x − µc||) where
θ′x = (p
′′
1 , ..., p
′′
n, s1, ..., sn, a0, ..., an, v1, ..., vn). Note that the only dimensions








i } of the hor-
izontally mirrored sample.
This is closely related to the work of Johnson et al.[23]. Contrary to [23], (a) we
handle the missing data in a single modified k-means while they decouple the
clustering of the fully annotated samples from the partially annotated ones; (b)
we assign the same pose in mirrored images to the single cluster giving us more



























































Fig. 2: Illustration of model initialization. Column one: average images of cows
from three model components. Column two: star model. Column three: MST-
based tree model. Uncertainty in part localization is illustrated by ellipses and
is lower for the MST-based tree model compared to the star model. Each row
corresponds to one mixture component.
descriptive power; (c) we make use of bounding box annotation by considering
aspect ratio in pose vector (potentially putting different part types in different
clusters).
Average images generated from our clustering results are illustrated in the
first column of Figure 2. The relatively sharp average images indicate consistency
among training samples within a component, which can give better discrimina-
tive power from more aligned part positions. Note that using part visibility as
part of the pose vector helps us to assign systematically similar occluded samples
(e.g. cat upper body) to a separate cluster.
3.3 Model structure
The structure of the part based models (dependency graphs) is usually set man-
ually [7, 1, 14, 20, 24, 10], either to a star model [7, 1, 14], hierarchy of coarse to
fine relations [20], or, in the case of human pose estimation, to a graph captur-
ing the skeletal configuration of body parts [24, 10]. However, in that case one
should define a tree for each class-component which might not be intuitive or
optimal. Here we propose to design an optimization procedure for constructing
a dependency graph using object part annotations.
As described in [7] the statistically optimal part relations in a generative pictorial
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structure model can be achieved by optimizing the connections over the following



















Where −log c(ui, uj) measures the uncertainty of a link over samples given the
deformation model d, (i.e. how well the part locations are aligned along a graph
edge). However, since we optimize our deformation model discriminatively we
can not have d beforehand. Since the connectivities in our model are used to
capture the spatial configuration, we approximate the above uncertainty value
along each possible edge by variance of relative position of the two end parts.
Then we construct a fully connected graph H = (UH , EH) with n + 1 nodes
corresponding to object and parts bounding boxes, each edge e is defined as a
3-tuple (i, j, w). For each pair of nodes (i, j) we calculate the diagonal covariance
matrix C of the translation (dx, dy) between the two corresponding bounding
box centers. Inspired by the Harris corner detector [27] we let the weight of
each edge to be we = trace
2(Ce) − k det(Ce). This helps us to avoid edges
with very small variation in one dimension and a large variation in the other as
opposed to det(Ce). Finally, we want to find a tree T = (U
′, E′) which minimizes∑
e∈E′ we. This is analogous to the problem of Minimum Spanning Tree(MST) in
graph theory which is solvableO(2n2 log (n)) using Kruskal algorithm. The graph
structure is constructed using the above approach for each mixture component
coming from pose clustering independently. Refer to Figure 2 for visualization
of MST results.
4 Experimental evaluation
This section describes our experimental setup and presents a comparative per-
formance evaluation of the proposed method. We report results for the detection
of six animal classes in PASCAL VOC 2007 and 2010 datasets [5]. The consid-
ered classes (bird, cat, cow, dog, horse, sheep) are highly non-rigid and remain
challenging for the current detection methods.
For each training image of an object we have annotated up to nine object
parts roughly covering the surface of an object1. Each visible object part has
been annotated with a bounding box as illustrated in Figure 3. Our method is
not restricted to the types of parts used in this paper and can be easily extended
1 For each of the six animal classes we have annotated the following parts. bird: beak,
closed wings, head, legs, open wings, tail; dog: front legs, tail, head, frontal face,
profile face, ears, back; cat: front legs, tail, head, frontal face, profile face, ears, back;
cow: back legs, front legs, head, frontal face, profile face, horns, ears, torso; horse:
back legs, ears, front legs, frontal face, head, profile face, tail, torso; sheep: back legs,
ears, front legs, frontal face, head, horns, profile face, tail, torso.































Fig. 3: Part annotation for training image examples of six animal classes.
to other parts and object classes. Part annotation has taken around eight person
hours per one class in VOC 2007 dataset. Each object has been annotated by
one person only2.
Comparison with other methods. We compare results of our approach to
the LSVM detector [1] and Poselets detector [22]. On the VOC 2007 dataset we
follow [1] and apply post processing in terms of bounding box prediction to make
our results comparable with results reported on the author’s web-page [28] (see
Table 1). For the VOC 2010 dataset (see Table 2) we retrain the detector [1] and
obtain Poselets [22] detection results from the VOC challenge web-page. Overall
our method improves LSVM baseline by 6.5% and 5.1% on VOC 2007 and VOC
2010 datasets respectively measured in terms of mean Average Precision (mAP)
for six animal classes. We also obtain increase of performance by 2.7% mAP
compared to the Poselets method [22] which, similar to ours, uses additional
part-level object annotation.
The APM method [24] uses part-level supervision and reports object detec-
tion results for cat and dog classes. Their evaluation setup on PASCAL VOC
2007 data, however, is not standard making comparison with [24] difficult. We
note, however, that APM does not improve LSVM results for the cat while our
improvement over LSVM is significant (the cat AP increases by 7%, see Table 1).
Detailed evaluation of proposed extensions. To better understand contri-
butions of the proposed extensions, we report results for the four variants of
our method and the LSVM baseline [1]. Results in Table 3 indicate a consistent
improvement provided by the contributions of our approach. Figure 4 illustrates
qualitative results of animal detection on a few example images from VOC 2007
2 Annotations of parts are publicly available and can be found at http://www.csc.
kth.se/cvap/DPM/part_sup.html
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bird cat cow dog horse sheep mAP
LSVM w/o context [1] 10.0 19.3 25.2 11.1 56.8 17.8 23.4
Ours 12.7 26.3 34.6 19.1 62.9 23.6 29.9
Table 1: Per-class results (Average Precision) for animal detection in VOC 2007.
bird cat cow dog horse sheep mAP
LSVM [1] 9.2 22.8 21.2 10.4 40.8 27.0 21.9
Poselets [22] 8.5 22.2 20.6 18.5 48.2 28.0 24.3
Ours 11.3 27.2 25.8 23.7 46.1 28.0 27.0
Table 2: Per-class results (Average Precision) for animal detection in VOC 2010.
bird cat cow dog horse sheep mAP
LSVM [1] 10.1 18.4 24.7 11.3 57.8 18.6 23.5
LSVM+Clus 9.1 26.1 29.8 12.8 56.0 24.5 26.4
SParts 9.9 26.5 30.7 19.3 60.4 23.5 28.3








Sparts+MST+Occ 12.5 24.1 34.4 19.5 62.2 24.5 29.5
Sparts+MST+Occ 75% 12.8 21.6 32.7 16.9 60.2 25.6 28.3







Sparts+MST+Occ 25% 10.9 20.8 27.1 12.2 57.9 21.4 25.1
Table 3: Step-by-Step results for PASCAL VOC07 w/o bounding box pre-
diction. LSVM: Release 4.0 implementation of [1] avaiable at authors web-
page [28] LSVM+Clus: LSVM initialized with our pose clustering (see Sec-
tion 3.2); Sparts: Supervised parts (instead of automatic LSVM parts) trained
on top of pose clustering with a star model connectivity; Sparts+MST:
Sparts with general acyclic connectivities using Minimum Spanning Trees;
Sparts+MST+Occ: Sparts+MST with added occlusion filters and bias. Last
rows show the results with partially annotated training data.
test set. Although we do not require part localization, correct part placement
indicates the expected interpretation of the image by our method.
Semi-supervised learning. To reduce efforts for object part annotation, we
investigate a semi-supervised learning setup where the part-level annotation is
provided for a fraction of positive training samples only. As our method is able to
handle samples with missing part annotation, we train detectors for s% positive
training samples with part annotation and (100− s)% samples without part an-
notation. We compare detection results to the method trained on fully annotated
samples. Results at the bottom of Table 3 and the corresponding plots in Figure
5 show the benefit of this semi-supervised learning setup provided by the use of
samples with no part annotation. Moreover, even a fraction of part-annotated
samples can result in significant improvements by our method.
Number of mixture components. We investigate the sensitivity of LSVM,
LSVM+Clus and SParts methods (see definition in Table 5 captions) to the
number of mixture components. Evaluation of mAP for these three methods
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Fig. 4: Detection results for three animal classes. The detections of the part
bounding boxes are overlaid with the tree structure of the model connecting the
parts. Colors of part bounding boxes are consistent for different samples of the
same class. Dashed bounding boxes indicates the activation of occlusion filters.





















































































Fig. 5: Results of our model trained using different fractions of fully annotated
samples. Red curves correspond to the training on s% samples with full part
annotation. Green curves correspond to a semi-supervised training setup using
X% fully-annotated samples as well as (100-s)% samples without part annota-
tion. For each of the experiments (points in plot) 3 different random subsets are
drawn. Mean average precision is computed over each three subsets.
and different numbers of components is illustrated in Figure 6. As can be seen,
the proposed methods benefit from the increasing number of components while
the performance of LSVM degrades. This demonstrates the room for modelling
more intra-class variation when using more elaborated clustering criteria than
the aspect ratio.
Latent positions. Although object parts are provided in our training by the
annotation, we treat part locations as a constrained latent variables, i.e., we
allow the location of parts to be optimized in the neighborhood of their anno-
tated position. This is expected to reduce the influence of the imprecise part
annotation and the possibly low discriminative power of manually annotated



















Fig. 6: Detection results for different number of mixture components obtained
by LSVM, LSVM+Clus, and Sparts methods. Mean AP results are shown for 6
animal classes of PASCAL VOC 2007.
bird cat cow dog horse sheep mAP
SParts 9.9 26.5 30.7 19.3 60.4 23.5 28.3
Sparts w/o Latency 1.1 10.2 16.2 0.8 44.4 8.5 13.5
Table 4: Detection performance on PASCAL VOC 2007 animals using either
laten or fixed part positions.
object parts. To investigate the effect of latent positions, we conduct an exper-
iment where we fix the positions of object parts to their annotated values. The
comparison of detection results by our methods with and without latent part
positions is summarized in Table 4 indicating the importance of the constrained
latent variables in our method.
Part Localization. Our method localizes object parts as a bi-product of ob-
ject detection. Here we evaluate object part localization on the VOC 2007 test
set. We use the following three measures: (a)Occlusion Detection (OD) corre-
sponding to the percentage of correctly recognized occlusion state3 of the part,
(b)Percentage of Correctly localized Parts (PCP 4)[29] for non-occluded parts as
well as (c)Occlusion sensitive Percentage of Correctly detected Parts (OPCP) for
all parts defined as OD∗No+PCP∗Nv
No+Nv
, where No and Nv are the number of sam-
ples with the part in the occluded or visible states respectively. It can be seen
that (execpt for the part ”head”) our method is able to detect the occlusion
state fairly well. We have observed low numbers of samples with heads being
occluded. This should explain low OD values for the head for some objects.
Implementation details.We use HOG features and an optimization procedure
adopted from the on-line implementation of [1] (vocrelease 4.0 [28]). Training our
detectors takes about 20 hours on a recent 8-core Linux machine for one class
on average. Detection takes about 4 seconds for a 300x500 image.
We cross-validated a few choices for the parameter W (pose clustering weight
vector) and tovp (minimum part overlap constraint) for the class ”cat” on VOC
2007 and fixed them for all classes with the same value. We set W to uniform
3 We report a part occluded when either of the followings happen: a) the corresponding
occlusion filter is activated b) a component is activated which does not include that
part c) the part is detected with more than 70% of its area outside image
4 We follow the approach of [10] when computing PCP in that we take all the de-
tections in an image and for each ground truth object annotation we consider the
detection with the highest score that has more than 50% overlap with annotation.
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head front legs fore legs torso/back tail
bird 21.4/25.4/25.3 - 30.6/12.1/18.2 - 55.4/6.1/19.9
cat 33.3/60.0/59.7 70.5/8.9/34.9 - 43.9/17.2/29.1 84.2/1.7/53.4
cow 27.3/36.3/35.8 65.0/25.9/34.6 57.5/37.1/42.5 84.2/58.2/66.5 -
dog 0.0/40.5/40.2 64.4/23.1/37.1 - 36.0/6.7/20.1 86.6/0.9/61.9
horse 66.7/65.7/65.7 30.3/37.3/35.8 65.2/39.3/46.7 91.3/57.7/66.0 48.3/32.0/39.6
sheep 26.1/29.4/28.9 65.5/17.6/34.3 78.6/10.9/33.7 76.5/57.1/65.1 80.8/2.4/61.4
Table 5: Part Detection performance evaluated on PASCAL VOC 2007, reported
numbers are Occlusion Detection/PCP/OPCP respectively
weights and tovp to 30% overlap. We set LSVM penalty cost C to 0.002 as in
original LSVM implementation [28]. We train a filter only for the parts that are
visible in at least 30% of each cluster positive samples. Five mixture components
are used for the final evaluations.
5 Conclusion
In this work we have explored the use of part-level supervision for the train-
ing of deformable part-based models. In particular, we have shown how to use
part annotations (i) to derive better DPM initialization, (ii) to re-define the tree
structure of the model and (iii) to model occlusions. Evaluation of these con-
tributions has shown consistent improvement for the tasks of detecting animal
classes in PASCAL VOC datasets. Our improvements in the semi-supervised
setting indicate that even a fraction of part-level annotated samples can signifi-
cantly improve the overall quality of the detector.
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