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THE EXPONENTS OF LOOPS ON THE COMPLEX 
GENERAL LINEAR GROUP 
IN THE theory of Toeplitz operators and the classification of holomorphic vector bundles on 
the Riemann sphere there occur certain subsets of the space of loops on GL(n, C). The 
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purpose of this paper is to describe some topological and geometric properties of these 
subsets and relate them to the cohomology of the loop space. This introductory section 
explains the significance of the subsets and gives an outline of the results. 
On the Riemann sphere P’ the classification of holomorphic vector bundles can be 
treated as a factorization problem for matrix valued functions defined on an annulus. 
Suppose that t is a holomorphic bundle and (U,, U,) is a covering of P’ by proper open 
subsets. Then it is always possible to find a holomorphic transition function g12 : 17, A U2 -) 
GL(n, C) which defines a bundle isomorphic to 5. Two such transition functionsf, g define 
isomorphic bundles if and only if there exist holomorphic functions hi : Ui -+ GL(n, C) such 
thatf= h,gh, -I. This means that a classification of such bundles can be deduced from the 
following theorem of G. D. Birkhoff [3]: Let U, = { 1 .zI < R} and U2 = { 1 zI > r} where 
0 < r < R < co. Then for any holomorphic function f: U, n U, + GL(n, C), there exist 
integers k, 2 k, 2 . . * 2 k, and holomorphic functions hi : Ui + GL(n, C) such that 
where ge is defined by 
$,(z) = (1.1) 
Since the bundle defined by gt is a direct sum of line bundles it follows that every holomor- 
phic vector bundle over P’ is isomorphic to a direct sum of line bundles. The exponents ki 
represent the degrees of the line bundles and it can be shown that they are uniquely deter- 
mined by f. 
Similar factorizations exist for more general matrix-valued functions. Let U, and U, be 
the interior and exterior of the unit circle S’ in P’. If j-‘: S’ --* GL(n, C) has an absolutely 
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convergent Fourier expansion we call f an Ii-loop. It was shown by Gohberg and tiein [7] 
that every Ii-loop f on GL(n, C) can be factorized in the form 
f = h,g,h,-’ 
where hi is an I'-loop which can be continuously extended to a function holomorphic in the 
whole of Ui . The exponents {ki} are’the same in all such factorizations off and are called 
exponents off. 
As before these exponents have a bundle interpretation: they are the degrees of the 
line bundles in a splitting of the holomorphic bundle defined on P’ by the three-set covering 
{Vi, U, , U, = P’ - (0, a}} with the transition functions 
913 = 4 923 = h,g,. 
The sections of this bundle are in natural one-to-one correspondence with the solutions of 
the so-called Hilbert problem for f which is the problem of finding a continuous function 
U: S’ + @” such that u has a continuous extension to a function holomorphic in U, andfu has 
a continuous extension to a function holomorphic in U, . Furthermore it can be shown (see 
[7]) that iff is an I’-loop then all solutions of the Hilbert problem are I’-loops (on C”). 
Associated to each Ii-loop f on GL(n) there is a so-called Toeplitz operator T, defined as 
follows : 
Definition 1.1. Let E be the space of I’-loops on @” and E, the subspace consisting of 
loops which have a continuous extension to a function holomorphic in the unit disc. Given 
u E E, apply the matrix loop f to the vector loop U. Take the resulting element of E and 
project it back into E, . This defines an operator TJ : E, + E, . 
The kernel of the operator Tf is the space of solutions of the Hilbert problem for the 
loop z . f and therefore corresponds naturally to the sections of the bundle 5 defined by 
z . f. If the exponents off are {ki} then s’ splits into line bundles with degrees {ki + 1) and it 
is easy to deduce the dimension and structure of the kernel of T/. For each negative exponent 
ki the kernel of Tf must contain a subspace of dimension 1 ki 1 spanned by a set of the form 
{ 24, ZU, . . . , zlki’ - ‘u} 
and we have 
dim ker T, = c jkil. 
kf<O 
(1.2) 
(In fact the exponents are, up to sign, the “partial indices ” introduced by Muskhelishvili 
and Vekua [IO], who defined them without reference to factorization properties after study- 
ing the space of solutions of the Hilbert problem.) 
The exponents of z’f are obviously {ki + r} and hence for each integer r we can calculate 
the kernel dimension of the operator defined by if. Conversely, given the kernel dimensions 
of these operators for sufficiently many values of r we can recover the exponents {ki} off. 
It can also be shown that 
dim coker Tf = c ki. 
k;iO 
(1.3) 
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It follows that T, is a Fredholm operator (i.e. its kernel and cokemel are both of finite 
dimension). The map f + T/ from the space R of I’-loops on GL(n) to the space 9 of 
Fredholm operators on E, has been used (see [l]) to construct a mapping from bundles 
on X x S’, where X is a compact space, to vinual bundles on X and hence obtain the Bott 
periodicity isomorphism from K(X x C) to K(X). (A bundle 5 on X x S* can be described 
by a map from X into loops on CL(n) assigning to each x E X a transition function for the 
restriction of { to x x S’. This family of loops becomes a family of Fredholm operators via 
the f + T,. Such a family can always be deformed so as to have constant rank and then the 
family of kernels and cokernels defines an element of K(X) independent of the various choices 
made in the construction.) 
This paper deals with properties of the sets R, consisting of loops with a common set 
of exponents k. It was shown in [7] that the R, are locally closed and that the closure of R, 
can be described in terms of a partial ordering in the set of multi-indices k. In 92 it is proved, 
by exhibiting Q, as an orbit of an analytic group action, that R, is in fact a locally closed 
analytic submanifold of R with codimension 
codim k = 1 ki - ki - 1 
(It is also shown that similar results hold for the space 
tion.) From the expression of R, as a homogeneous 
type of R, is 
0) x W) 
A U(k) 
of loops satisfying a Holder condi- 
space it follows that the homotopy 
(1.4) 
where U(n) is the unitary group in dimension n, U(k) is the centralizer in U(n) of the image of 
gk and A : U(n) + U(n) x U(n) is the diagonal map. 
It is well known that a closed submanifold in a finite dimensional oriented manifold 
defines a dual class in the cohomology of the manifold (namely the Poincare dual of the 
homology class associated to the submanifold). It has been shown (see [6] and [14]) that this 
extends to infinite dimension (provided the submanifold has finite codimension) and to 
submanifolds with singularities (provided the singular set is sufficiently well behaved). 
$3 reviews the basic facts about these so-called fundamental classes and applies them to 
R k’ 
The cohomology of R has been explicitly described by Bott [4], and the remainder of 
the paper is a computation of the fundamental classes of the Q, for loops on GL(2) and 
GL(3) (and for some isolated cases in higher dimension). The method of computation 
depends on the relationship between exponents in Q and kernel dimension in 9 and on the 
representation of classes in H*(F) by submanifolds A p, 4 consisting of operators T satisfying 
dimkerT=p dim coker T = q. 
$4 contains a review of the cohomology of n and of 9 and the properties of the sets A,,, 
(as described in studies by Koschorke [9] and Ruget [14]). The actual calculations are 
carried out in $5 and $6 and the results are stated in Propositions 5.3 and 5.4 and Theorems 
5.5 and 6.1. 
300 SHAUN DISNEY 
I am very grateful to M. F. Atiyah and G. B. Segal for helpful suggestions about this 
paper. 
An /‘-loop on a complex Banach space V is a mapfof the form 
f(z) = 5 f,. 2’ 
I=--P 
wheref, E V and 1, ilf,II < co. The I’-loops on Y form a Banach space if we define llfll = 
x, IlO. The P-1 oops on a Banach algebra form a Banach algebra. 
Let R be the Banach algebra of I’-loops on the matrix algebra M,(C). The loops whose 
expansion contains no negative powers form a subalgebra R+ and those with no positive 
powers a subalgebra R-. Let R, Gf, G- be the groups of units in R, R+, R-, respectively. 
By a theorem of Wiener (see [15] VI.S), R consists of those loops whose image lies in 
CL(n). Each loop g E R+ has a unique continuous extension to a function g holomorphic in 
the interior of the unit disk in P’ and g E G+ if and only if the image of g lies in CL(n). 
(Note that G+ is not the same thing as R n R+.) The loops in R- are those with extension to 
the exterior of the disk. 
CC x G- is a Banach Lie group acting analytically on R by 
gHh, .g./z,-’ g E R, h, E G+, h2 E G-. 
For each multi-index k we define R, to be the orbit of the loop gL defined by (1.1). R, 
consists of all loops whose exponents agree with k up to order. In future it will always be 
assumed that k = {k,, k, , . . . , k,} is ordered so that k, 2 kt 2 . . . 2 k,. 
Let H be the stability subgroup ofg, under the action of G+ x G-. Then (h,, h2) E H if 
and only if 
gkh,g,-’ = h,. 
The effect of conjugation by gL is to multiply the i, j entry of h, by ~~‘~~1. Since h, E G+ and 
h, E G- we deduce: 
PROPOSITION 2.1. The stability subgroup H ofgk under the action of G+ x G- consists of 
those pairs (h,, h2) where the i, j entry in h, is a polynomial in z of degree at most (kj - ki) and 
h, = gL h,g,-‘. Hence H hasfinite dimension 
1 k,-k,+ 1. 
kihkj 
THEOREM 2.2. R, is a IocaIly closed analytic submanifold of $2 (i.e. for each g E R, there 
exists an analytic chart on R at g mapping R, onto a subspace). The codimension of l& in C2 is 
codim k = x (ki - kj - 1). (2.1) 
ki>kj 
Proof. Since H is finite dimensional its Lie algebra is a splitting subspace of the Lie 
algebra of G+ x G- and therefore the quotient space (G+ x G-)/H has a canonical analytic 
structure. Let 4: (G+ x G-)/H + Q be the analytic immersion with image R, induced by 
the map 
(hi, hz)i+hzgthl-l 
from G+ x G- too,. 
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If G is any locally complete metrizable group and X is any locally complete metrizable 
topological G-space and the orbit of x0 under G is locally closed, then the action map 
g+gxO induces a homeomorphism of G/H,, where HO is the stability subgroup of x,, , 
onto the orbit of x0. R, is locally closed in R (see [7, $lO]), therefore C#J is a homeomorphism. 
In view of the analytic implicit function theorem for Banach manifolds (see [5]) we have 
only to prove that the image of the derivative 04 is a sub-bundle of the stated codimension 
in the tangent bundle to R. In view of the analytic group action it is sufficient to do this at 
one point in R,, say gk. At this point the image of D$ in R is the subspace 
Id T(g,J = - [exp (lx,) . gt . exp( - tX,)],=, ; X, E Rf, X2 E R-} 
\dt 
= R-g, +gtR+. 
Let N(gJ be the subspace of R consisting of loops whose i, i entry is a polynomial in z 
containing only powers of degree less than ki and greater than kj. Then N(g,) is a comple- 
ment for T(g,J in R and its dimension is given by (2.1). 
Remark. Let i : A + R be a monomorphism of Banach algebras. Ifi is transversal over 
the submanifold R, then the inverse imagej-‘(R,) is a submanifold in A. To prove that the 
injection is transversal, we need to show that at each point g E R, there is a normal space 
which lies in A. Suppose 
9 = h,g,h,-’ 
where h, E G+ and h, E G-. Then h, . N(g,) h,-’ is a normal space for R, at g. We can 
apply this to the Banach algebra A(U) of all loops on M,(C) satisfying a Holder condition of 
index u where + < c( < 1. Every element of A(a) is an element of R (see [15]) and the injec- 
tion mapj : A(a) + R is continuous. If g lies in A(cr) then all solutions of the Hilbert problem 
for g satisfy a Holder condition with index a (this follows from 13, Satz 1.51). Hence the 
factors hi, h, lie in A(a). The space N(g,) consists of polynomials, and therefore lies in 
A(a). Hence h, . N(g,)*h,-’ lies in A(U). Therefore in A(a) the loops with exponents {ki} 
form a locally closed analytic submanifold whose codimension is given by (2.1). 
THEOREM 2.3. Qk is homotopy equivalent to 
CL(n) x CL(n) 
AGL(k) 
where CL(k) is the centralizer in CL(n) of the image of gk and A : CL(n) -+ GL(n) x CL(n) is 
the diagonal map. 
We need the following trivial lemma: 
LEMMA 2.4. Let G be a topological group, H a cIosed subgroup and 4 : G -+ G an H-mop 
(i.e. 4(gh) = &g)hfor allg E G, h E If). Let G, = 4(G). If+ . h IS omotopic to the identity on G 
through H-maps then G/H is homotopy equivalent to GO/H. If 4(G) = H, then G/H is con- 
tractible. 
LEMMA 2.5. Let H be the stability subgroup of gt under the action of GC x G- and K be 
the subgroup of H consisting of loops on CL(k). Then H/K is contractible. 
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Proof. Let H +, K+ be the images of H and K under the projection of CC x G- onto 
G+. Proposition 2.1 implies that this projection induces isomorphisms of H onto H + and K 
on K +. To show that H +/K + is contractible let I$,: H ’ -+ H + be the K ‘-maps defined for 
O<t<l by 
By Proposition 2.1 the i,j entry in h is zero if ki - kj < 0. Therefore the homotopy can be 
extended to 0 I t 5 1. Then (using the fact that gk is a homomorphism from the multi- 
plicative group C* into CL(n)) 
[Sk . 4,(h) . gk-11(4 = lim gk 
t-1 
(&)h(ih - I(A) 
= ;~~A&) h(Z)&-‘(&) 
= [&(41(z). 
This implies that $,(H+) lies in K’. Since 4,, is the identity on H+ the conditions of 
Lemma 2.4 are satisfied and therefore H+/K’ is contractible. 
Proof of Theorem 2.3. We have a fibration (CC x G-)/K+ (Gf x G-)/H with fibre 
H/K. This fibration is locally trivial since it is associated to the principal fibration 
(G+ x G-) -(G+ x G-)/H 
which is locally trivial (the Lie algebra of H is a splitting subalgebra of the Lie algebra of 
G+ x G- and hence the exponential map provides local sections). 
Since the fibre is contractible the fibration is a weak homotopy equivalence. A weak 
homotopy equivalence between metrizable manifolds is a homotopy equivalence ([12, 
Theorem 151). Therefore R, is homotopy equivalent to (G’ x G-)/K. 
Ifh~Hfthengkhgk-l~H-.Ifh~K+thengkhgk-l =handthereforehEH+nH-. 
This implies that h is constant. Hence K E AGL(k) and ilk is homotopy equivalent to 
(G+ x G-)/AGL(k). 
Because the loops in G+ and G- have unique holomorphic extensions there exist maps 
4,: G’ x G- --) G+ x G- defined by 
[Mr,, M(z) = @,(W, h,(t-’ z>> fE[O, 11, ]Z/ = 1. 
The maps b, are K-maps (since the loops in K are constant) and C#J~ is the identity and the 
image of &, is Go x Go, where G, is the group of constant loops on CL(n). Therefore by 
Lemma 2.4, (G+ x G-)/K is homotopy equivalent to (G, x G,)/K which is isomorphic to 
(CL(n) x GL(n)/AGL(k). 
53 
It can be shown, by using the relation between exponents in R and kernel dimensions in 
9, that the closure of R, is an analytic subset of R and therefore, by a standard procedure, 
defines a class in the cohomology of R. However for the computation of this class we shall 
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need to use some maps which are not analytic. For this reason (and others connected with 
the fact that R, is not the full set of regular points of its closure) it is not convenient to work 
in the context of analytic subsets. The following general treatment of fundamental classes is 
based on [6] and [14]. 
A coorientation of a submanifold is an orientation of its normal bundle. If A is a closed 
cooriented submanifold of finite codimension p in a manifold X there is a canonical homo- 
morphism 
j” : H’(A) -+ H’+yX) i20 
called the Gysin homomorphism. The fundamental class of A in X is defined to be 
[4x =i”(l>. 
Definition 3.1. A closed subset A in a manifold X is said to have effective codimension 
p ifp is the least integer such that the injection-induced homomorphism H’(X) -+ H’(X - A) 
is an isomorphism for i I p - 2. 
If A is a closed submanifold of real codimension p in a manifold X then A has effective 
codimension p. 
Definition 3.2. If A is a closed subset of a manifold X then a closed subset B of A is 
said to be a border for A if (A - B) is a locally closed submanifold of X and the effective 
codimension of B is at least codim, (A - B) + 2. 
If A is an analytic subset of a complex analytic manifold X then the set of singular 
points of A is a border for A. 
If A is a closed subset of X and B is a border for X with codim,(A - B) = p then 
j* : HP(X) -+ HP(X - B) 
is an isomorphism. If (A - B) is cooriented we define the fundamental class of A in X by 
[A], = (j*)-‘[A - B],_,. 
The intersection of two borders is a border. Therefore if a subset A admits a border then the 
fundamental class of A does not depend on the choice of border. 
If A is a closed subset of X and B is a border for X with codim,(A - B) =p and 
f: Y -+Xis a differentiable mapping such thatfis transversal over (A - B) andf-‘(B) has 
effective codimension at least p + 2 in Y thenf-‘(B) is a border forf-‘(A) and 
U-‘(A)lv =f*[Alx (3.1) 
provided f -‘(A - B) is given the coorientation derived from the coorientation of A - B. 
Suppose A is a closed subset of X with border B and A’ is a closed submanifold of X 
containing A. If (A - 8) is cooriented in A’ and A’ is cooriented in X and these coorienta- 
tions are used to coorient (A - B) in X then 
[AL =i#bC. (3.2) 
where j” : H*(A’) + H*(X) is the Gysin homomorphism of A’ in X. Note however that if A’ 
is merely a closed set with border B’ we get no further than 
[4,y-Bp =i”[AL,. (3.3) 
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Since H’(X) + H’(X - B’) is only assumed to be an isomorphism for i < codim (A’ - B’) 
knowledge of [AIX_eP does not in general determine [Alx. 
We now apply this theory to the closure of R, . The index of an I’-loop withexponents 
{ki} is defined by 
ind k = - 1 ki, 
The connected components of R are the sets Qcm) consisting of loops with a common index 
m. The closure of R, can be described in terms of a partial ordering (introduced by Gohberg 
and Krein [7]) on the set 
A = {k' E Z"; ind k’ = ind k, k,’ 2 k,’ 2 . . . 2 k,‘}. 
We say that k' is obtained from k by an elementary operation if there exist integers p and q 
with 1 <p<q<nsuchthat 
k,’ = k, + 1 k,’ = k, - 1 
ki’ = k, for i#p,q. (3.4) 
We write k' > k if k' can be obtained from k by a sequence of elementary operations. The 
diagram shows part of the lattice A for the zero component of R(GL(3)). 
6, -2, -4 5, 0, -5 4, 2, -6 
6, -3, -3 5, -1, -4 4, 1, -5 3, 3, -6 
5, -2, -3 4, 0, -4 3, 2, -5 
4, -1, -3 3, 1, -4 
4, -2, -2 3, 0, -3 2, 2, -4 
3, -1, -2 2, 1, -3 
2, 0, -2 
2, -1, -1 1, 1, -2 
1, 0, -1 
0, 0, 0 
It is proved in [7] that the closure of R, is 
a*= u 0,. 
k’tk 
LEMMA 3.3. Zfk’ > k then codim,R,. 2 codim,R, + 2 
Proof. We can reorganize the (complex) codimension formula (1.4) as 
[ 
n-1 
codim k = c r(n - r)(k, - k,,,) - +n(n - 1) + u(k) 
.-=, 1 
where u(k) is the number of pairs i, j such that ki = k,. The elementary operation (3.4) 
increases the square bracket term by exactly 2(q - p)and cannot reduce u(k) by more than 
2(q - p) - 1. Therefore the operation (3.4) increases complex codimension by at least 1. 
The following lemma is elementary: 
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LEMMA 3.4. Suppose {Aj} is a countable collection of locally closed submantfolds offnite 
codimension in a mantfold X, such that for each integer m the union of the sets 
{A,; codim Aj 2 m} 
is closed. Then the effective codimension of the union of the Aj is at least as great as the least 
codimension among the A,. 
COROLLARY 3.5. The effective codimension of any closed union of sets R, is at least as 
great as the least codimension among the R, included. 
COROLLARY 3.6. K, admits a border Ti, - R, . 
We give R, its natural coorientation as an analytic submanifold of R and obtain a 
fundamental class ok for R, as a subset of the relevant connected component of R. 
For the moment let R denote the space of continuous loops on the unitary group U(n). 
The connected components of R are the sets of loops with the same winding number. For 
an Ii-loop the winding number is the negative of the index, so let !Acm) be the set of loops with 
winding number -m. The following description of H*(Q(‘)) is due to Bott [4]. 
If p is a one-dimensional subspace in @” and p ’ is its orthogonal complement and 
z E C with 1 z 1 = 1, then let cp@) . z be the element of U(n) described by 
x--z-’ ‘X XEP 
x-+x x Epl. (4.1) 
This defines a map cp : P + R(l), where P is the complex projective space of dimension (n - 1). 
For an alternative description of cp let 1 be the loop 
(4.2) 
Then the map u + u .I. u-l from U(n) to R(i) induces cp on the quotient 
U(n)/U( 1) X U(n - 1) E P. 
Now define I/I: P + !2(“’ by 
$(P) = I-’ . dP>. (4.3) 
Repeated multiplication in !2(‘) produces a map $‘: Pr -+ !2(‘), where P is the product of r 
copies of P. 
Let W(r) be the symmetric group on r symbols. W(r) acts on P’ by permuting the factors, 
inducing representations of W(r) on H*(Y) and H,(P). Let Y’H*(P) be the subring of 
symmetric elements in H*(P’) and S’H,(P) be the quotient of H,(P’) by the submodule 
spanned by elements of the form (CX - a*~) for Q E H,(P) and o E W(r). Let e be any base 
point in P and let C, be the injection of P’-l into P’ which uses e in the last factor. Let 
SH,(P) be the inductive limit of 
H*(P) + S2H*(P) + S3H*(P) +. ’ . 
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and YH*(P) be the projective limit of 
H*(P)+PH*(P)+.YVf*(P)+ . ‘. 
where all the maps are induced by the E, . 
Because R is homotopy commutative the maps II/‘: P’ + O(O) induce 
(l+V)* : S’H*(P) + H*(!_P’) 
(l+v)*: H*(R(O’) + YH*(P) 
and in the limit 
Ic/**: SH*(P) -+ H*(R’O’) 
$** : ff*(n(O)) -#H*(P). 
Then $** and $** are isomorphisms, and (@)* and (Ic/‘)* are isomorphisms in dimension 
less than or equal to 2r. 
The injection of U(n) into CL(n) is a homotopy equivalence and therefore $** and $** 
are still isomorphisms for loops on CL(n). Furthermore the loops in the image of $ are 
I’-loops and if we restrict R back to being the Ii-loops on CL(n) then 1C/**and $,* are still 
isomorphisms because the injection of I’-loops into continuous loops is a homotopy equiva- 
lence. (This follows from the following theorem of [ 121: If E, Fare locally convex topological 
vector spaces and i: E --* F is a continuous linear injection onto a dense subspace in F and V 
is open in F and U = i-‘(V) and both U and V are paracompact, then i: U + V is a homo- 
topy equivalence.) Henceforth Q denotes Ii-loops on CL(n). 
Each of the other components R(“) is diffeomorphic to Q(“‘. In fact if g E Rt’) then 
multiplication byg is a diffeomorphism of Qcm) onto QCm”) and the induced isomorphism in 
cohomology is independent of the choice of g. 
We now review briefly the properties of spaces of Fredholm operators. For details and 
proofs see [l], [2], [8] and [9]. 
Suppose that E, E’ are complex Banach spaces and P(E, E’) is the set of Fredholm 
operators from E to E’. 9 is an open subset of the Banach space _Y(E, E’) of all continuous 
linear operators from E to E’. The index of a Fredholm operator F is 
ind F = dim ker F - dim coker F. 
The connected components of 9 are the sets 5-_(i) of operators with a common index i. 
A complex Banach space E is said to be stable if E E E @ @, and is said to be a Kuiper 
space if its general linear group CL(E) is contractible. The space 1’ is a stable Kuiper space 
(see [l 11). If E, E’ are stable Kuiper spaces then each component Pti) (E, E’) is canonically 
homotopy equivalent to BU (the classifying space for complex K-theory). The integral 
cohomology of F(r) is Z[c,, c2., . . . , c,, . . .], where c, is the rth universal chern class and has 
dimension 2r. If X is a compact space and 5 E K(X) is a virtual vector bundle defined by a 
map f: X+@“(E, E’) then the rth chern class c,(t) of < isf*(c,). 
Let d,., (E, E’) = {F 6 F; dim ker F = p, dim coker F = q}. SZ’,~ ‘I is the set of 
regular points of a closed analytic subset of 9 namely 
-Cl 
= {FE @P-4); ,-j’ im ker FL-~, dim coker F>q} 
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which is the closure of ,c4,, 4. The normal bundle to A’,, 9 in 9 is canonically isomorphic to 
the bundle of homomorphisms from the kernel bundle to the cokernel bundle over d,, 4. 
This normal bundle has complex codimension pq and hence A’,, 4 (with its analytic coorien- 
tation) defines a class 
a p,p E H2pq(@p-q’). 
ap,4 can be expressed as a determinant in the chern classes, namely 
a p.4 = (- 1)p4 
In particular up, I = (- l)pc,. 
In each of the other componenl ts 
(4.4) 
CP cp+1 ..’ Cp+q-1 
cp-1 CP 
. . 
Cppqtl cp-q+2 ..’ cp 
9-_(i) we can define a class apSp as the image of the 
, 
original 4 under canonical isomorphism H*(WpV4’) H*(Y”‘). Then X is com- 
pact and < K(X) is by f: 9 ti) define up, = f*(a,,,). char- 
acteristic classes the relation 
= (- l)“‘a,,,(5> (4.5) 
if is the of < 
op. ,t<‘) (-- l)P4ap, (4.6) 
Now the map ST -+ which maps to the T, of 1.1. 
PROPOSITION 4.1. The following diagram is homotopy commutative 
multiplicalion 
RXR-R 
XXX 
! I 
x 
composition 
9x.%-P. 
(4.7) 
Proof. For each f, g E R the operators x(J) 0 x(g) and x(f. g) differ by a compact 
operator (see [l]). Let II be the projection of 8(E,, E,) onto its quotient by the ideal of 
compact operators. The restricted map TC: 9+ n(9) is a homotopy equivalence. Hence 
(4.7) is homotopy commutative. 
From the relations (1.2) and (1.3) it follows that 1 maps n(i) into gCi). Moreover the 
canonical isomorphism from H*(R’“) to H*(R”‘) is induced by multiplication with a fixed 
loop and the canonical isomorphism from H*(@“) to H*(#j’) is induced by composition 
with a fixed operator. Therefore Proposition 4.1 implies: 
COROLLARY 4.2. The following diagram, in which the vertical arrows are the canonical 
isomorphisms, is commutative 
ff*(Q(i)) f fg*(*(iJ) 
1 1 
H*(Q(i)) f ff*(g(i)), 
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In view of this commutative diagram we shall in future state and prove results without 
specifying particular components. 
PROPOSITION 4.3. Let P be the complexprojective space of dimension (n - 1) and I* E H’(P) 
the chern class of the canonical line bundle. Then the class x*(c,) in H*(R) corresponds to the 
element CL @ Q @I . . . Q 2 in @‘H*(P). 
Proof. Multiplication in R corresponds to composition in .F (by Proposition 4.1) and 
composition in 9 corresponds to addition in K-theory (see [g]). The map $: P 4 R was 
defined by $ = I-‘cp where 1 is a fixed loop and x 0 cp:P -+ 9 defines the canonical line bundle 
over P. Therefore the element of K(P) defined by x 0 $’ differs only by a trivial bundle from 
the (external) direct sum of the canonical line bundles on the factors of the product P’. The 
rth chern class of this direct sum is ~10 CL Q . . . @ tx. 
Definition 4.4. Givenfe R letf(z) be the transpose of the matrixf(z-‘). The loopf is 
called the reflection off. 
Reflection replaces exponents {ki) by { -kJ and the kernel of x(f) is a complement for 
the range of x(f) (see [7]). 
LEMMA 4.5. If ref: R + R is the operation of rejlecrion and inv: R + R is the operation 
of inversion, then 
inv*X*(a,,,) = (- l)PqX*(aq, p) 
ref*X*(a,,,) = X*(a,, &. 
Proof. Let q: P + R be the map defined by (4.1) and E. be the canonical line bundle over 
P. The elements of K(P) defined by x 0 inv o r#~ and x 0 ref 0 $J are -2 and -A’, respectively. 
Apply (4.5) and (4.6). 
The kernel of x(f) splits into subspaces each of which corresponds to one of the 
negative exponents off and consists essentially of the sections of one of the line bundles in a 
splitting of the bundle defined by zf. An exponent - 1 corresponds to a line bundle of 
degree zero and in such a bundle every holomorphic section which is not identically zero is 
nowhere zero. This implies that if for each exponent ki = - 1 off we choose an element 
uci) in the corresponding subspace of ker x(f), then for every z in the closed unit disk the 
vectors {U(~)(Z)} form a linearly independent set in @“. 
LEMMA 5.1. Suppose m I n and that {u(‘)} and {u(~)}, 1 I i I m, are sets of I’-loops on 
C”. If for each z on the unit circle the vectors {U(~)(Z)} form a linearly independent set in C” 
then there exists an I’-loop A on the matrix ring M,,(C) such that 
X(A)u(” = uci) 1 _< i _< m. 
(Note that although we have so far considered x only as a map from R to 9 the definition 
of 2 extends to all of R giving a linear map from R into Z(E, , E,).) 
Proof. If m = n, let U be the matrix loop whose columns are the uci’. Construct V simi- 
larly from the uti). U is non singular on the unit circle and therefore has an inverse U-i in R. 
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We can take A to be V. U-I. The case m < n can be treated by completing the set up to n 
members. 
PROPOSITION 5.2. Suppose that f has exponents (ki} and x(f) E d,,, . If ki 2 - 1 for all i 
then x is transversal over dp9, at x(f). 
Remark. It can be shown that x is transversal over d,, 4 at x(f) if and only if all ki are 
at least - 1 or all k, are at most + 1. 
Proof of Proposition 5.2. Let 7c be the obvious map of B(E,, E,) onto .Y(ker x(f), 
coker xcf)). There exists a chart Q, mapping a neighbourhood U of x(f) in 9 onto an open 
set in .49(E,, E,) in such a way that the image of U n -c9,, 4 is an open subset of 
{FE Y(E, , E,); x(F) = 01. 
The chart @ is described in [9] and it is shown that the derivative of @ at x(f) is the identity 
map on 49(E,, E,). The derivative of x (as a map from R to 9) is x (as a map from R to 
.ILP(E, , E,)). Therefore to prove transversality it is sufficient to find a basis uCi), 1 I i i p, 
for ker x(f) such that for any set {v(“}, 1 I i I p, in coker x(f) there exists an element A of R 
satisfying 
X(A)u”’ = vCi) 1 < i 5 p. 
If all the negative ki equal - 1 then we can choose a basis in ker x(f) satisfying the conditions 
of Lemma 5.1. 
PROPOSITION 5.3. Let P be the complex projective line and a E H’(P) the chern class of the 
canonical line bundle. If k = {k,, k2} and d = codim k, then the class defined by R, corresponds 
to the class (- 1)” a @ . . . @ a in BdH*(P). 
PROPOSITION 5.4. Let P be the complex projective plane and a E H2(P) the chern class of 
the canonical line bundle. Suppose 
k = {k,, k, , k,} and d = codim k. 
(i) If k, = k, , then the class defined by R, corresponds to the class 
(- 1)” a @ . . . @ a in adH*(P). 
(ii) If k, = k, , then R, defines the class X*(a,, d) which can be expressed in terms of a by 
means of (4.4) and Proposition 4.3. 
Each of these results is a special case of: 
THEOREM 5.5. Let k = {ki}, 1 2 i I n, and d = codim k. 
(i) Ifk, = m i= l,...,r 
k,=m+ 1 i=r+ l,...,n- 1 
for some m, r, then R, defines %*(a,,,). 
(ii) If ki = m i=2,...,r 
k,=m+l i=r+I,...,n 
for some m, r, then R, defines x*(ad, I). 
Proof To prove (i), suppose first that k, = - 1, in which case R, maps into zZ,,,. 
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Suppose k’ is any set of exponents such that ind k’ = ind k and R,. maps into the closure of 
d l,d. The operators defined by loops in R,. must have kernel dimension at least 1. There- 
fore, k,’ I - 1 and k’ can be reduced by elementary operations to some k” with k,” = - 1. 
The exponents k,“, . . . , k,_, can then be reduced by elementary operations (leaving k,” 
fixed) until they satisfy the conditions stated in (i) (this fact is essentially Theorem 10.2 of 
[7]). Therefore k’ 2 k and R,. lies in n,. This proves that ?& = ,y-’ (&r,J. 
d ,,d - -c4,,, is a border for ti,,, and .&,,, has real codimension 2d. x is transversal 
over &, d , (by Proposition 5.2) and x-‘(&, ,d - d,,,) = R, - R, which has effective codi- 
mension at least 2d + 2 (this follows from Corollary 3.5 because R, - Q, is a closed union 
of sets R,. which satisfy k’ > k and therefore have real codimension at least 2d + 2). There- 
fore R, defines ~*(a,, d). 
To extend this to arbitrary k, , apply the mappingf+ z”‘, which takes exponents {ki} to 
exponents {ki + r} and induces the canonical cohomology isomorphisms between compo- 
nents of $2. To deduce case (ii) from case (i), take reflections and use Lemma 4.5. 
For loops on GL(3) with distinct exponents we shall prove: 
THEOREM 6.1. Suppose k = {k,, k, , k3} where k, > k, > k, . Let P be the complex 
projective space of dimension 2 and a E H’(P) be the them class of the canonical line bundle. 
Let d = codim k and let ai be the element of H2d(R) corresponding to the element 
(Z U .)@i@Cr@d-2’@ I@’ 
in OdH*(P). Then R, defines the class c aiai where 
a, = (- l)d 
k,-k,--2-i 
k, - k, - 1 
(6.1) 
Recall that E is the space of I’-loops on C”. Let E, be the subspace of E consisting of 
loops whose series expansion contains no power of z less than r. Let P,: E + E, be the obvious 
projection. We defined x(f) by xcf)u = PO($) and the kernel of x(f) corresponds to the 
space of sections of the bundle defined by z *J It is clear that the kernel of P, 0 x(f) cor- 
responds to the sections of the bundle defined by z’ -’ . f and therefore 
dimkerP,oX(f)=k,Tr[ki-r[. (6.2) 
It follows that for any given k = {k,, k, , k,} with k, 2 0 there exist integers p, q, p’, q’, r 
such that Q, is the inverse image under x of the set 
{FE d,, &., , 4,); P, 0 F E d,,, &% > -91. (6.3) 
In applying this to the computation of olr, two problems arise. The first problem is that 
if u E ker F, then u E ker P, 0 F, and therefore FH P, 0 F will not in general be transversal over 
.zZ,.,,.(E,, E,). When the map FHP, 0 F is composed with x, the situation is worse: if 
u E ker x(j), then u, zu, . . . , z’u all lie in ker P, 0 x(f). This suggests the following con- 
struction : 
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Suppose k, = - 1 so that x(Q,) lies in &i,, for suitable q. Given an integer r we define 
a subbundle ker(‘) of the trivial bundle &, , 4 x E, by 
ker(‘)F = {u, ZU, , . . , zru ; u E ker F}. 
(It is easy to verify that this space always has dimension r + 1.) Let T: d,. 4 + do, r+l be a 
map which is smooth with respect to the underlying real manifold structures of d,, 4 and 
& O,r+l and such that the range of r(F) is always complementary to ker”‘F in E, . (Such a 
map T does exist: one can choose a subbundle of A’,,~ x E, complementary to the finite- 
dimensional bundle ker(‘); this subbundle has fibre isomorphic to E, and must be trivialis- 
able; any smooth trivialization provides a map 5 satisfying the required conditions.) NOW 
let 0: .JA,,, + P(E, , E,) be defined by 
a(F) = P, 0 F 0 T(F) 
so that a(F) is essentially P, 0 F with ker(‘)F ignored. 
The second problem associated with (6.3) is the inaccuracy of step-by-step computation 
of the class defined by a submanifold of a locally closed submanifold (see the remarks on 
(3.3)). This is overcome by carrying out the procedure twice with different choices ofp, q, etc. 
and combining the partial results as follows: 
PROPOSITION 6.2. Suppose k = {k,, k,, k,} bcith k, > k, > k,. Let LJ, be the union of the 
R,. such that ind k’ = ind k, k,’ I k,, k,’ I k, . Let U, be the union of the R,, such that 
ind k’ = ind k, k,’ 2 k, , k,’ 2 k, . Let 
wa= c (-1)’ S)l ( ) X*tai, 1 ” a,+ j. I> i+ j=p' 
where p = (k, - k, - 1) + (k, - k, - l), p’ = (k2 - k, - l), s = (k, - kJ 
and let 
cob = c (-1)’ r+l ( 1 i X*tal,i ” ul,q+j) i+ j=q’ 
where q = (k, - k, - 1) + (k2 - k, - l), q’ = (k, - k, - I), r = (k, - k,). 
Let czi be as defined in Theorem 6.1 and let 
Let {di) and {pi} be the dual bases in HZI(R). Then 
(i) The fundamental class of Qk in U, is the restriction of w, , hence wL and w, agree on 
H,,( U,,). The fundamental class of ok in U, is the restriction of ob, hence wL and w, 
agree on H,,( U,,). 
(ii) Hxd(U,,) contains dj for j 2 k, - k, - 3. H,,(U,) contains jj for j 2 k, - k, - 3. 
(iii) Ifj 2 k, - k, - 3 then the jth coordinate of w, with respect to the cc-basis is aj (as 
defined by (6.1)). Zf j 2 k, - k, - 3 then the jth coordinate of wb with respect to the 
/?-basis is 
bj = (-l)d 
k,--k,-2-j 
k, -k, - 1 . 
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Proposition 6.2 implies that the coordinates xi of ok with respect to the z-basis satisfy 
the equations 
xi = a, i>k2-k3-3 
i 2 k, - k, - 3. 
From the Vandermonde convolution identity 
it follows that one solution of (6.4) is xi = a,, i = 1, 2, . . . , 
d [I 2 . An elementary argument 
shows that this solution is unique. Thus Proposition 6.2 implies Theorem 6.1. 
To prove Proposition 6.2 (i) for U,, consider first the case k, = - 1. Let Yi,* be the 
open set d,,,_, u d,,,. 1 is transversal over d,,,, which is a closed submanifold of 
V 1, 4. Hence x-i(d,, J is a closed submanifold in x-‘( V,, ,J = U, . We have the following 
diagram, in which the vertical arrows are inclusions 
X-i(dl,,)+~i,,~%. E,) 
$1 lti 
ull-+ vi 4 
1 1’ . 
n:s 
The proof of Proposition 6.2 (i) for U,, now lies in the following results: 
LEMMA 6.3. The fundamental class of R, in U, is 
x*$*a*(a,, q.) 
where $” is the Gysin homomorphism of x-’ (dl,,) in U,. 
LEMMA 6.4. Let a,, i be the restriction of a,, i to d,, 4 and ker be the one-dimensional 
kernel bundle over .zl, , 4. Then 
a*(~~,,,) = c (-1)’ 
i+ j=q’ 
LEMMA 6.5. $#(a,, i u a,, j(ker)) = ai* i u $“(ai,j(ker)). 
LEMMA 6.6. $“(ai, j(ker)) = Ui, q+j . 
Proof of Lemma 6.3. In view of (3.2) and the relation $#x* = x*$# it is sufficient if we 
show that the fundamental class of R, in x- ‘(d,, q) is ~*a*(a,, qf). 
It follows straightforwardly from (6.2) that R, and its closure in z-~(&,~,) are the 
inverse images under cr o x of -t9,, ,,(EO , E,) and its closure. We have to show that CJ 0 x is 
transversal over &, , q. and compatible with coorientations. 
Let f E R, and F = x(f). We can set up charts on -cQ,,, of the type described in 94 and 
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obtain a representative F. F local repre- 
sentative 
P, 0 G 0 T(F) + P, : F : D:,(G). (6.5) 
Let 7~~ be the canonical projection of Y(E, . E,) onto Y(E,, coker a(F)). We suppose 
that a(F) E -01,. 4r and let u span its one-dimensional kernel. To prove transversality of c at 
this point we have to show that for each v E coker o(f) there is an operator G (in the tangent 
space to d,,, at F) such that the operator 
nF(P, 0 G 0 s(F)) + rcF(Pr 0 F 0 Dr,(G)) (6.6) 
carries u to v. 
Since FE x(i)) the space ker(“F (which is complementary to the range of s(F)) actually 
lies in the kernel of P, 3 F. This implies that the second term in (6.6) is zero for all G and we 
need only find G such that 
n,[P, 0 G 0 s(F)]u = II. 
The tangent space to d,, 4 at F consists of all G in .!?‘(E,, , E,) which are zero as maps 
from ker F to coker F. Since r(F)u lies outside ker F the required G certainly exists. In fact 
there exists a suitable G of the form G = X(A) (r(F)u lies in the one-dimensional kernel of 
x(zl-‘f), therefore s(F)u(z) # 0 for j z\ I 1 and Lemma 5.1 applies). 
To complete the proof of Lemma 6.3 we need to know that 0 0 x is compatible with the 
analytic orientations in the normal bundles. This is not obvious since cr is not analytic. 
However TIN 0 Da, is the map 
which is complex linear. 
G I--+ n,[P, 0 G 0 r(F)] 
Proof of Lemma 6.4. The map (i was defined by applying operator composition to the 
maps 71,: xi’, , ,(E,, , E,) + .Y(E, , E,) and T : d,, &E,, , E,) + 9(E,, E,), and composition of 
operators corresponds to direct sum of bundles. From this and the formula for chern classes 
of a direct sum it follows that 
a*(ul,q’) = x 7Cr*(Q1,i)" r*("l,j). 
i+ j=q' 
It is evident that x,*(o~, i) = u,, i. Moreover the virtual bundle defined on ,E4,, 4 by T is 
-(r + 1) ker. Using (4.4), (4.5) and the fact that the bundle ker has only one non-zero chern 
class we deduce 
T*(Ui* j) = Cj[(r + 1) ker] = (’ : ‘) [c,(ker)]j = (- 1)‘(‘. f ‘)ul. j(ker). 
Proof of Lemma 6.5. This is a general property of the Gysin homomorphism (see [6]). 
Proof of Lemma 6.6. The proof lies in the existence of a submanifold in A,, p which 
represents a,, j (ker) in H*(&i ,J and Ui+q+j in H*(F). 
Choose any Ge E -rQ,, j and any smooth map q: d,, 9 + a?,, ,, such that ker q(F) is 
complementary in E, to the range of F. Define 0: 9’ --+ F and Y : .dl,, -+F by O(F) = 
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Substitute this expression into the definition of w,, giving 
315 
w, = J--J- (- l)“‘_’ Y? J [ 
(iT_li) (f-T) “j 
Replace d, p’, s by the corresponding expressions in the exponents ki and apply the com- 
binatorial identity 
which holds for all m, n, j satisfying j 2 n - 2. This proves Proposition 6.2 (iii) for CO,. 
To prove the corresponding result for q,, apply Lemma 4.5 and the dual of Lemma 6.7 
to the relation (6.8) and obtain an expression for ;(*(a,, i u ul, d_i) in terms of the classes 
pi. Substitute into the definition of q, and apply (6.9). 
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