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Kumpulan tiedekirjasto
Tutkielman aihe, Impedanssitomografia (engl. Electrical Impedance Tomography, EIT) perustuu
tutkittavan kohteen rakenteiden sähkönjohtokykyyn. Ajatuksena on luoda rakenneosien toisistaan
poikkeavien sähkönjohtavuuksien avulla kuva tutkittavasta kohteesta. Kappaleen pinnalla syö-
tetään heikkoa virtaa erilaisin virransyöttökuvioin ja mitataan syntyneitä jännite-eroja. Näistä
mittauksista pyritään ratkaisemaan tutkittavan kappaleen sähkönjohtavuusjakauma. Käytännössä
joudutaan tyytymään jonkinlaiseen approksimaatioon todellisesta jakaumasta. Tutkittavan kappa-
leen mahdollisten rakenneosien johtavuus tunnetaan, joten johtavuusjakauman tunteminen tuottaa
suoraan kuvan tutkittavasta kappaleesta.
Ennen itse aiheeseen menemistä esitellään tarvittavia työkaluja, joita ovat Sobolev-avaruudet,
Fourier-analyysi, Funktionaalianalyysi ja distribuutioteoria ja tavat approksimoida ääretönulottei-
sia operaattoreita äärellisulotteisilla matriiseilla. Lisäksi luodaan lyhyt katsaus inversio-ongelmiin
yleisesti sekä luodaan teoreettinen kehys toimivalle rekonstruktiomenetelmälle. Myös tuotettujen
rekonstruktioiden laadun arviointiin käytettävät mittarit määritellään.
Tässä tutkielmassa esitellään nk. d-bar -rekonstruktiomenetelmä ääretönulotteisena matemaat-
tisena mallina. Käytännön laskennallisessa menetelmässä ääretönulotteisuudesta joudutaan
luopumaan. Tutkielmassa esitelläään seuraavaksi tapa siirtyä äärellisulotteiseen malliin ja havai-
taan, että menetelmä toimii edelleen siirryttäessä äärellisulotteiseen mittausdataan.
Tutkielmassa esiteltävä menetelmä käyttää mittausdatassa olevan kohinan poistamiseksi mene-
telmässä esiintyvän kompleksitason funktion, sirontamuunnoksen, määrittelyjoukon katkaisua.
Tutkielmassa esitellään vaihtoehtoisia tapoja tehdä sirontamuunnoksen katkaisu nykyistä mallia
tehokkaammin - tavoitteena on päästä kohinasta eroon säästämällä aiempaa suurempi osa "hyvästä
datasta".
Tutkielman viimeisessä kappaleessa tehdään rekonstruktioita simuloidusta datasta käyttäen alku-
peräistä sekä tutkielmassa esitettyjä uusia sirontamuunnoksen katkaisumenetelmiä. Vertailuun käy-
tetään visuaalisten havaintojen lisäksi rekonstruktion virhettä todelliseen johtavuusjakaumaan ver-
rattuna sekä rekonstruktion ja todellisen johtavuuden suurimman ja pienimmän arvon erotuksen
suhdetta. Simuloidun datan etuna on se, että todellinen johtavuusjakauma on automaattisesti tie-
dossa. Lisäksi sirontamuunnoksen epälineaarisuutta tutkitaan numeerisesti.
Tiedekunta/Osasto — Fakultet/Sektion — Faculty Laitos — Institution — Department
Tekijä — Författare — Author
Työn nimi — Arbetets titel — Title
Oppiaine — Läroämne — Subject
Työn laji — Arbetets art — Level Aika — Datum — Month and year Sivumäärä — Sidoantal — Number of pages
Tiivistelmä — Referat — Abstract
Avainsanat — Nyckelord — Keywords
Säilytyspaikka — Förvaringsställe — Where deposited
Muita tietoja — Övriga uppgifter — Additional information
HELSINGIN YLIOPISTO — HELSINGFORS UNIVERSITET — UNIVERSITY OF HELSINKI
Sisa¨lto¨
1 Johdanto 3
2 Ma¨a¨ritelma¨t ja perustulokset 5
2.1 Sobolev-avaruudet . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Fourier-analyysi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Funktionaalianalyysi ja operaattorit . . . . . . . . . . . . . . . . . . 12
2.3.1 D-bar -operaattori . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Konvoluutio . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.3 Distribuutiot . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3.4 Differentiaalioperaattorin perusratkaisu . . . . . . . . . . . . 19
2.3.5 Faddeev-Greenin funktiot . . . . . . . . . . . . . . . . . . . 22
2.4 Operaattorien approksimointi matriiseilla . . . . . . . . . . . . . . . 26
3 Inversio-ongelmat 29
3.1 Regularisointi . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.2 Mittarit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4 Impedanssitomografia (EIT) 31
4.0.1 Maxwellin yhta¨lo¨ista¨ matemaattiseen malliin . . . . . . . . . 31
4.1 Matemaattinen malli . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.1.1 Tutkittavan kappaleen muoto . . . . . . . . . . . . . . . . . 33
4.1.2 DN- ja ND-kuvaukset . . . . . . . . . . . . . . . . . . . . . . 33
4.1.3 Ongelma huonosti aseteltu . . . . . . . . . . . . . . . . . . . 35
4.2 Ekspotentiaalisesti kasvavat ratkaisut (CGO) . . . . . . . . . . . . . 39
4.3 D-bar -menetelma¨ . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
4.3.1 Funktion ψ|∂Ω laskeminen mittausdatasta . . . . . . . . . . 43
4.3.2 Sirontamuunnos . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.3 Funktion µ laskeminen koko Ω:ssa . . . . . . . . . . . . . . . 48
4.3.4 Johtavuus σ . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Teoreettisesta mallista laskennalliseen malliin . . . . . . . . . . . . 50
4.4.1 D-bar -menetelma¨n ja¨lkika¨sittely . . . . . . . . . . . . . . . 57
1
5 Kokeellinen osuus 59
5.1 Sirontamuunnoksen katkaisu . . . . . . . . . . . . . . . . . . . . . . 59
5.1.1 Pehmea¨ katkaisu gaussisella funktiolla . . . . . . . . . . . . 59
5.1.2 Pehmea¨ katkaisu polynomilla . . . . . . . . . . . . . . . . . 60
5.1.3 Mukautuva katkaisu . . . . . . . . . . . . . . . . . . . . . . 62
5.1.4 Hybridimenetelma¨ . . . . . . . . . . . . . . . . . . . . . . . 64
5.1.5 Tulokset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2 Sirontamuunnoksen epa¨lineaarisuuden arviointi . . . . . . . . . . . 75
2
Luku 1
Johdanto
Impedanssitomografia (engl. Electrical Impedance Tomography, EIT) on yksi tut-
kituimmista inversio-ongelmista. Impedanssitomografia perustuu tutkittavan koh-
teen rakenteiden toisistaan poikkeavaan sa¨hko¨njohtokykyyn. Kappaleen pinnal-
la syo¨teta¨a¨n heikkoa virtaa erilaisin virransyo¨tto¨kuvioin ja mitataan syntyneita¨
ja¨nnite-eroja. Na¨ista¨ mittauksista pyrita¨a¨n ratkaisemaan tutkittavan kappaleen
sa¨hko¨njohtavuusjakauma. Ka¨yta¨nno¨ssa¨ joudutaan tyytyma¨a¨n jonkinlaiseen ap-
proksimaatioon todellisesta jakaumasta. Tutkittavan kappaleen mahdollisten ra-
kenneosien johtavuus tunnetaan, joten johtavuusjakauman tunteminen tuottaa
suoraan kuvan tutkittavasta kappaleesta. Impedanssitomografialla on sovelluskoh-
teita esimerkiksi la¨a¨ketieteellisessa¨ kuvantamisessa [11], teollisuuden kappaletta
vahingoittamattomassa testaamisessa [31] ja geofysikaalisessa tutkimuksessa [1].
Tutkielman toisessa luvussa esitella¨a¨n tutkielmassa tarvittavia matemaattisia
tyo¨kaluja; mm. Sobolev-avaruudet, Fourier-analyysi, distribuutiot, differentiaalio-
peraattorit ja niiden perusratkaisut seka¨ operaattoreiden approksimointi matrii-
seilla. Kolmas luku alkaa lyhyella¨ johdannolla ka¨a¨nteisiin ongelmiin. Ka¨a¨nteisissa¨
ongelmissa, tai Inversio-ongelmissa tutkittavasta ilmio¨sta¨ tunnetaan seuraukset
(tai osa seurauksista) ja mielenkiinnon kohteena onkin ilmio¨o¨n vaikuttavat syyt.
Myo¨s formaali ma¨a¨ritelma¨ inversio-ongelmien toimiville ratkaisualgoritmeille an-
netaan regularisoinnin muodossa.
Nelja¨nnessa¨ luvussa pa¨a¨sta¨a¨n varsinaisesti sisa¨a¨n tutkielman aiheeseen, Impe-
danssitomografiaan. Luku seuraa karkeasti ottaen Muellerin ja Siltasen [22] tapaa
esitta¨a¨ ongelma. Maxwellin yhta¨lo¨ista¨ pa¨a¨dyta¨a¨n lopulta johtavuusyhta¨lo¨o¨n
∇ · (σ∇u) = 0, (1.1)
jossa σ on johtavuus ja u sa¨hko¨inen potentiaalitiheys. Kappaleen pinnalla tehdyt
mittaukset muodostavat reunaehdon yhta¨lo¨lle (1.1)∫
∂Ω
σ
∂u
∂ν
dS = 0,
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jossa Ω on tutkittava kappale. Seuraavaksi esitella¨a¨n Nachmanin [23] tyo¨n tulok-
sena syntynyt menetelma¨ ongelman ratkaisemiseksi. Nachman olettaa tunnetuksi
kaikkien mahdollisten virransyo¨tto¨kuvioiden synnytta¨ma¨t ja¨nnitetiheydet tutkit-
tavan kappaleen pinnalla ja na¨ytta¨a¨ ta¨llo¨in kuinka kappaleen johtavuusjakauma σ
ratkeaa yksika¨sitteisesti yhta¨lo¨sta¨ (1.1).
Lopulta tutkitaan tilannetta, jossa ka¨yta¨nno¨n tilanteissa epa¨realistisesta la¨hto¨-
oletuksesta luovutaan ja oletetaan saatavilla olevan vain kohinainen a¨a¨rellinen mit-
tausdata. Luvun 4 lopuksi esitella¨a¨n ainoa rekonstruktiomenetelma¨, jonka toimi-
vuudelle on matemaattiset perustelut.
Tutkielman viides luku ka¨sittelee kahta impedanssitomografiaan liittyva¨a¨ ky-
symysta¨ laskennallisin keinoin. Luvun 4 lopussa esitellyssa¨ menetelma¨ssa¨ pyrita¨a¨n
eliminoimaan mittausvirheet asettamalla menetelma¨ssa¨ esiintyva¨ kompleksitason
funktio, sirontamuunnos, nollaksi R-sa¨teisen kiekon ulkopuolella. Katkaisusa¨de R
ma¨a¨ritella¨a¨n joko teoreettisesti tai kokeilemalla. Mika¨a¨n ei kuitenkaan viittaa sii-
hen, etta¨ optimaalinen tapa ”katkaista”sirontamuunnos olisi nimenomaan leika-
ta sita¨ kiekolla. Kuvassa 4.2 on verrattu sirontamuunnoksia t1 ja t2, jossa en-
simma¨inen on laskettu mittausvirheetto¨ma¨sta¨ datasta ja ja¨lkimma¨inen taas simu-
loimalla satunnaisvirhe mukaan virheetto¨ma¨a¨n dataan. Kuva antaa viitteita¨ siita¨,
etta¨ ”hyva¨ data”sijaitsee ennaltama¨a¨ra¨a¨ma¨tto¨ma¨n muotoisessa, origon ympa¨rille
keskittyneessa¨ yhtena¨isessa¨ joukossa [22]. Ensimma¨isessa¨ laskennallisessa kokeessa
esitella¨a¨n ja testataan nelja¨a¨ vaihtoehtoista tapaa ”katkaista”sirontamuunnoksen
ha¨irio¨inen osa pois. Toisessa kokeessa tutkitaan luvussa 4 esitellyssa¨ menetelma¨ssa¨
keskeisena¨ tyo¨kaluna toimivan sirontamuunnoksen epa¨lineaarisuutta.
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Luku 2
Ma¨a¨ritelma¨t ja perustulokset
2.1 Sobolev-avaruudet
Osittaisdifferentiaaliyhta¨lo¨iden parissa tyo¨skennellessa¨ Sobolev-avaruudet ovat kes-
keinen tyo¨kalu. Derivoitaessa Lp-funktiota ei mika¨a¨n takaa derivaatan olevan edel-
leen Lp˜-funktio, edes kun p 6= p˜. Sobolev-avaruuden ma¨a¨ritelma¨sta¨ seuraa suoraan,
etta¨ Sobolev-avaruuden W k,p funktion (heikko) derivaatta on avaruuden W k−1,p
alkio. Yksityiskohtaisemmin Sobolev-avaruuksien teoria rakennetaan esimerkiksi
kirjassa [7]. La¨hdeta¨a¨n liikkeelle esittelema¨lla¨ hieman merkinto¨ja¨, joilla saadaan
differentiaalioperaattorit merkittya¨ lyhyesti.
Ma¨a¨ritelma¨ 2.1. Olkoon n ∈ N ja αi ∈ N0 kaikilla i ∈ {1, . . . , n}. Multi-indeksi
α ∈ Nn0 ma¨a¨ritella¨a¨n vektorimuotoisena indeksina¨:
α = (α1, . . . , αn).
Ma¨a¨ritelma¨ 2.2. Olkoon n ∈ N ja α multi-indeksi. Ma¨a¨ritella¨a¨n differentiaalio-
peraattori Dα seuraavasti:
Dα =
(
∂
∂x1
)α1
· · ·
(
∂
∂xn
)αn
.
Operaattori Dα siis derivoi i:nnen muuttujan suhteen αi kertaa ka¨yden kaikki
muuttujat la¨pi.
Sobolev-avaruuksien ma¨a¨rittelemiseen tarvitaan viela¨ derivoituvia funktioita
laajemmalle luokalle toimiva klassisen derivaatan yleistys. Motivaation seuraava
ma¨a¨ritelma¨ saa osittaisintegroinnista. Jos f ∈ C1 ja g ∈ C10 niin
∫
f ′g = − ∫ fg′.
Vaikka funktio f ei olisi derivoituva, voidaan f ′:n tilalle lo¨yta¨a¨ funktio (tai ylei-
semmin distribuutio eli yleistetty funktio), toteuttamaan edelta¨va¨ yhta¨lo¨. Ta¨ta¨
derivaatan yleistysta¨ kutsutaan heikoksi derivaataksi.
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Ma¨a¨ritelma¨ 2.3. Olkoon U ⊂ Rn avoin, α multi-indeksi ja φ ∈ C∞0 (U). Ta¨llo¨in
funktion f (α.) heikko derivaatta on g, jos∫
U
gφ = (−1)|α|
∫
U
fDαφ.
Ta¨llo¨in merkita¨a¨n g = Dαf .
Heikon derivaatan avulla saadaan ma¨a¨riteltya¨ Sobolev-avaruudet.
Ma¨a¨ritelma¨ 2.4. Olkoon U ⊂ Rn avoin, k ∈ N ja 1 ≤ p ≤ ∞. Ma¨a¨ritella¨a¨n
Sobolev-avaruus seuraavasti:
W k,p(U) = {f ∈ Lp(U) | heikko derivaatta Dαf ∈ Lp(U) ∀ |α| ≤ k},
jossa α on multi-indeksi.
Erityistapausta p = 2 merkita¨a¨n kirjallisuudessa usein W k,2 = Hk. Seuraavassa
ma¨a¨ritella¨a¨n Sobolev-avaruuteen normi.
Ma¨a¨ritelma¨ 2.5. Olkoon k ∈ N, 1 ≤ p ≤ ∞ ja f ∈ W k,p(U). Ta¨llo¨in f :n normi
‖f‖Wk,p(U) ma¨a¨ritella¨a¨n
‖f‖Wk,p(U) =
∑
|α|≤k
‖Dkf‖Lp(U).
A¨a¨rellisena¨ summana Lp-avaruuden normeja myo¨s ‖f‖Wk,p(U) on todellakin normi.
Sobolev avaruuksien Hk, joissa k ei ole kokonaisluku, ma¨a¨rittelyyn ka¨yteta¨a¨n ta¨ssa¨
tutkielmassa
Fourier-analyysia¨, joten ta¨ma¨ tehda¨a¨n osion 2.2 lopussa. Heikon derivaatan avulla
voidaan ma¨a¨ritella¨ myo¨s nopeasti va¨henevien funktioiden avaruus, S(Rn), joiden
parissa distribuutioteoriassa usein tyo¨skennella¨a¨n:
Ma¨a¨ritelma¨ 2.6. (Schwartzin) nopeasti va¨henevien funktioiden avaruus on
S(Rn) = {f ∈ C∞(Rn) : sup
|α|≤N
sup
x∈Rn
(1 + |x|2)N |∂αf(x)| <∞, kaikilla N ∈ N}.
Avaruuden S(Rn) vahvuuksia on esimerkiksi sen yhteentoimivuus Ma¨a¨ritelma¨n 2.8
Fourier-muunnoksen kanssa. Lisa¨ksi Schwartzin luokka on tihea¨ Lp-avaruuksissa
kaikilla 1 ≤ p <∞.
Lause 2.7. Fourier-muunnos F on vakiota vaille isometria avaruudelta S(Rn)
itselleen. Siis kun f ∈ S(Rn), niin f̂ ∈ S(Rn) ja
(2pi)n/2‖f‖L2(Rn) = ‖f̂‖L2(Rn).
Lisa¨ksi kun 1 ≤ p ≤ ∞, niin S(Rn) ⊂ Lp(Rn) ja jos 1 ≤ p < ∞, niin S(Rn) on
tihea¨ avaruudessa Lp(Rn).
Todistus. Viitteen [3, Lauseet 10.12, 10.14 seka¨ 11.1].
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2.2 Fourier-analyysi
Yksi matematiikan keskeisia¨ tyo¨kaluja on Fourier-analyysi, esimerkiksi luentomo-
niste [3] esittelee selkea¨sti ja pohtien perusteorian.
Ma¨a¨ritelma¨ 2.8. Olkoon f : Rn → R. Ta¨llo¨in f :n Fourier-muunnos ma¨a¨ritella¨a¨n
kaavalla
Ff(ξ) = f̂(ξ) =
∫
Rn
f(x)e−ix·ξdx, ξ ∈ Rn.
Vastaavasti ka¨a¨nteinen muunnos pisteessa¨ x ∈ U ma¨a¨ritella¨a¨n kaavalla
(F−1f̂)(x) = 1
(2pi)n
∫
Rn
f̂(ξ)eix·ξdξ.
Tavoitteena on, etta¨ ka¨a¨nteinen Fourier-muunnos palauttaa alkupera¨isen funktion.
Alla oleva tulos osoittaa, etta¨ ainakin L1:ssa¨ ta¨ma¨ ehto toteutuu.
Lause 2.9. [26] Olkoon f, f̂ ∈ L1(Rn). Ta¨llo¨in
f(x) = (F−1f̂)(x) = 1
(2pi)n
∫
Rn
f̂(ξ)eix·ξdξ
melkein kaikilla x ∈ Rn.
Todistus. Merkita¨a¨n f0(x) = (F−1f̂)(x). Olkoon g ∈ S(Rn). Ta¨llo¨in integraalista∫
Rn
∫
Rn
f(x)g(y)e−ix·ydxdy
saadaan Fubinin lauseella ∫
Rn
f̂ g =
∫
Rn
ĝf. (2.1)
Lause (7.7, [26]) antaa g(x) = (2pi)−n
∫
Rn ĝ(ξ)e
ix·ξdξ, joten ka¨ytta¨ma¨lla¨ Fubinia
uudelleen (2.1) saa muodon ∫
Rn
f0ĝ =
∫
Rn
ĝf. (2.2)
Fourier-muunnoksen isometrisyyden ja Schwartzin funktioiden tiheyden L1:ssa¨ pe-
rusteella (Lause 2.7) seuraa, etta¨ f0 = f melkein kaikkialla.
Lause 2.10. [3] Olkoon f ∈ L1(Rn) ∩ C0(Rn) ja |f(x)| ≤ c/(1 + |x|n). Ta¨llo¨in
kaikilla j = 1, . . . , n
F(Dxjf)(ξ) = iξjFf(ξ)
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Todistus. Kun r > 0 ja j ∈ {1, . . . , n}, osittaisintegroinnilla saadaan∫
B(0,r)
Dxjf(x)e
−ix·ξdx = −
∫
B(0,r)
f(x)Dxje
−ix·ξdx+
∫
∂B(0,r)
Dxj
(
f(x)e−ix·ξ
)
dx
= iξj
∫
B(0,r)
f(x)e−ix·ξdx+
∫
∂B(0,r)
Dxj
(
f(x)e−ix·ξ
)
dx.
Stokes’n kaavan nojalla reunaintegraali katoaa, kun r →∞:∣∣∣∣∫
∂B(0,r)
Dxi
(
f(x)e−ix·ξ
)
dx
∣∣∣∣ ≤ C1 + rn rn−1 → 0,
joten ottamalla rajanka¨ynti r →∞ saadaan
F(Dxif)(ξ) = lim
r→∞
∫
B(0,r)
Dxif(x)e
−ix·ξdx = iξ lim
r→∞
∫
B(0,r)
f(x)e−ix·ξdx = iξF(f).
Huomaa, etta¨ ylla¨ olevasta tuloksesta saadaan induktiolla sopiville funktioille ylei-
sempi tulos
F(Dαf)(ξ) = (iξ)αF(f) = i|α|ξαF(f).
Vastaavasti periodisille R:n funktioille voidaan ma¨a¨ritella¨ hieman yksinkertaisempi
ka¨site, Fourier-sarja.
Ma¨a¨ritelma¨ 2.11. Olkoon f : R → R, f(0) = f(2pi). Ta¨llo¨in f :n Fourier-sarja
on ∞∑
n=−∞
f̂(n)einx, f̂(n) :=
1
2pi
∫ 2pi
0
f(x)e−inxdx.
Seuraava lause antaa perustuloksen Fourier-sarjan suppenemiselle [3]:
Lause 2.12. Olkoon f : [0, 2pi]→ C jatkuva ja
∞∑
n=−∞
∣∣∣f̂(n)einx∣∣∣ = ∞∑
n=−∞
∣∣∣f̂(n)∣∣∣ <∞.
Ta¨llo¨in
f(x) =
∞∑
n=−∞
f̂(n)einx
ja suppeneminen on tasaista va¨lilla¨ [0, 2pi].
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Todistus. Sarja
∑∞
n=−∞ f̂(n)e
inx suppenee tasaisesti va¨lilla¨ [0, 2pi], silla¨ |einx| = 1
kaikilla x ∈ [0, 2pi]. Nyt analyysin perustuloksista tiedeta¨a¨n, etta¨
g(x) :=
∞∑
n=−∞
f̂(n)einx = lim
N→∞
SNf(x)
on jatkuva funktio kyseisella¨ va¨lilla¨. Kiinniteta¨a¨n k ∈ Z, jolloin tasaisen suppene-
misen nojalla voidaan seuraavassa vaihtaa integroinnin ja rajanka¨ynnin ja¨rjestys:
ĝ(k) =
1
2pi
∫ 2pi
0
g(x)e−ikx
=
1
2pi
∫ 2pi
0
lim
N→∞
N∑
n=−N
f̂(n)einxe−ikxdx
= lim
N→∞
N∑
n=−N
f̂(n)
1
2pi
∫ 2pi
0
einxe−ikxdx
= f̂(k).
Jatkuvat funktiot, joilla on samat Fourier-kertoimet ovat sama funktio [3, Lause
2.7], siis f(x) = g(x) kaikilla x ∈ [0, 2pi]. Tasainen suppeneminen seuraa todistuk-
sen alussa tehdysta¨ havainnosta.
Osiossa (2.1) ma¨a¨riteltiin Sobolev-avaruus Hk, kun k ∈ N. Voimme laajentaa
ma¨a¨ritelma¨n kokonaislukujoukon ulkopuolelle ka¨ytta¨ma¨lla¨ kirjan [26] tulosta: kun
u ∈ C∞0 (Rn), niin kuvauksella F : S(Rn) → S(Rn), u 7→ û on yksika¨sitteinen
laajennus ka¨a¨ntyva¨ksi, rajoitetuksi kuvaukseksi F : L2(Rn) → L2(Rn). Siispa¨
u ∈ H1(Rn) tasan silloin, kuin û ∈ L2(Rn) ja ξjû ∈ L2(Rn) kaikilla j, siis (1 +
|ξ|2)1/2û ∈ L2(Rn). Lisa¨ksi normi ‖u‖∗1 := ‖(1 + |ξ|2)1/2)û‖L2(Rn) on ekvivalentti
normin (2.5) kanssa. Vastaavasti u ∈ Hk(Rn) tasan silloin, kun ‖u‖∗
Hk(Rn) := ‖(1+
|ξ|2)k/2û‖L2(Rn) <∞. Nyt voidaan ma¨a¨ritella¨ Hs(Rn), kun s /∈ N.
Ma¨a¨ritelma¨ 2.13. Olkoon s > 0. Ta¨llo¨in
Hs(Rn) =
{
u ∈ L2(Rn) :
∫
Rn
(1 + |ξ|2)s|û|2 <∞
}
.
Kun s < 0, niin ma¨a¨ritella¨a¨n Hs(Rn) = C∞0 (Rn), jossa sulkeuma on normin ‖ · ‖∗s
suhteen.
Olkoon φ, ϕ ∈ C∞0 (Rn) ja s ∈ R. Nyt φ, ϕ ∈ Hs(Rn). Tutkitaan operaatiota
(φ, ϕ) 7→
∫
Rn
φ̂(ξ)ϕ̂(ξ)dξ.
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Cauchy – Schwartzin epa¨yhta¨lo¨sta¨ saadaan
|〈φ, ϕ〉| ≤ ‖(1 + |ξ|2)−s/2φ̂(ξ)‖L2‖(1 + |ξ|2)s/2ϕ̂(ξ)‖L2 = ‖φ‖∗H−s‖ϕ‖∗Hs .
Jos 〈φ, ϕ〉 = 0 kaikilla ϕ ∈ C∞0 , niin φ = 0. Voimme siis identifioida avaruuden
H−s(Rn) avaruuden Hs(Rn) duaaliavaruutena [24].
Lasketaan lopuksi myo¨hemmin tarvittava gaussisen funktion Fourier-muunnos.
Esimerkki 2.14. [3] Funktion f : Rn → R, f(x) = e−|x|/2 Fourier-muunnos
pisteessa¨ ξ ∈ Rn on
f̂(ξ) = (2pi)
n
2 e−
|ξ|
2 = (2pi)
n
2 f(ξ).
Todistus. Ma¨a¨ritella¨a¨n h : R→ C,
h(s) :=
∫ ∞
∞
e−itse−
t2
2 dt = lim
a→−∞
lim
b→∞
∫ b
a
e−itse−
t2
2 dt.
Kun a < b, niin osittaisintegroimalla saadaan
−s
∫ b
a
e−itse−
t2
2 dt = −i
∫ b
a
d
dt
(
e−its
)
e−
t2
2 dt
= i
∫ b
a
e−its
d
dt
(
e−
t2
2
)
dt− i
b/
a
e−itse−
t2
2
= i
∫ b
a
e−its
d
dt
(
e−
t2
2
)
dt+ Ca,b
= −i
∫ b
a
te−itse−
t2
2 dt+ Ca,b
=
∫ b
a
d
ds
(
e−its
)
e−
t2
2 dt+ Ca,b
=
d
ds
(∫ b
a
e−itse−
t2
2 dt
)
+ Ca,b.
Antamalla a→ −∞ ja b→∞ saamme ylla¨olevasta h′(s) = −sh(s), silla¨
lim
a→−∞
lim
b→∞
Ca,b = lim
a→−∞
lim
b→∞
b/
a
e−itse−
t2
2 = 0,
koska |e−its| = 1 ja e−t2/2 → 0, kun t → ±∞. Jakamalla yhta¨lo¨ h′(s) = −sh(s)
puolittain h:lla ja integroimalla saadaan∫
h′(s)
h(s)
ds =
∫
−sds.
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Koska Dx(ln(f(x))) = f
′(x)/f(x), saadaan
ln(h(s)) =
−s2
2
+ C.
Viimein ottamalla eksponentti puolittain saadaan
h(s) = e
−s2
2
+C = c1e
−s2
2 ,
jossa c1 = e
C . Ma¨a¨ritella¨a¨n viela¨ vakio c1:
h(0) = c1e
0 = c1,
joten lopulta saadaan identiteetti h(s) = h(0)e−s
2/2. Lasketaan viela¨ h(0) integroi-
malla napakoordinaateissa
h(0)2 =
(∫ ∞
∞
e−
t2
2 dt
)2
=
∫ ∞
∞
e−
t21
2 dt1
∫ ∞
∞
e−
t22
2 dt2
=
∫ ∞
∞
∫ ∞
∞
e−
t21
2 e−
t22
2 dt1dt2
=
∫
R2
e−
t21+t
2
2
2 dt1dt2
=
∫ 2pi
0
∫ ∞
0
re−
r2
2 dθdr
= 2pi
∫ ∞
0
re−
r2
2 dr
= −2pi
∫ ∞
0
d
dr
(
e−
r2
2
)
dr
= 2pi lim
a→∞
(
−e−a
2
2 + e−
0
2
)
= 2pi.
Siis h(0) = (2pi)1/2 ja h(s) = (2pi)1/2e−s
2/2. Nyt olemme valmiit laskemaan funktion
f Fourier-muunnoksen:
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f̂(ξ) =
∫
Rn
e−
|x|2
2 e−ix·ξdx
=
∫
Rn
e−
x21+...+x
2
n
2 e−i(x1ξ1+...+xnξn)dx
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
e−
x21+...+x
2
n
2 e−i(x1ξ1+...+xnξn)dx1 . . . dxn
=
∫ ∞
−∞
· · ·
∫ ∞
−∞
e−
x21
2 e−ix1ξ1 · . . . · e−x
2
n
2 e−ixnξndx1 . . . dxn
=
n∏
i=1
∫ ∞
−∞
e−
x2i
2 e−ixiξidxi
=
n∏
i=1
h(ξi)
=
n∏
i=1
(2pi)1/2e−ξ
2
i /2
= (2pi)n/2e−|ξ|
2/2
= (2pi)n/2f(ξ).
2.3 Funktionaalianalyysi ja operaattorit
Seuraava lause esitta¨a¨ differentiaaliyhta¨lo¨iden parissa tyo¨skennellessa¨ hyvin kes-
keisessa¨ roolissa olevat Greenin kaavat [7].
Lause 2.15. Greenin kaavat. Olkoon u, v ∈ C2(U¯). Ta¨llo¨in
(i)
∫
U
∆udx =
∫
∂U
∂u
∂ν
dS
(ii)
∫
U
∇v · ∇udx = −
∫
U
u∆vdx+
∫
∂U
∂v
∂ν
udS
(iii)
∫
U
u∆v − v∆udx =
∫
∂U
(
u
∂v
∂ν
− v∂u
∂ν
)
dS,
jossa ν on ∂U :n ulkonormaali.
Todistus. (i) Osittaisintegroinnilla saadaan:∫
U
uxjxj · 1dx = −
∫
U
uxj · 0dx+
∫
∂U
uxjν
jdS =
∫
∂U
uxjν
jdS.
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Summaamalla yli indeksien j saadaan
∫
U
∆udx =
∫
∂U
∇u · νdS =: ∫
∂U
∂u
∂ν
dS.
(ii) Kuten ylla¨, osittaisintegroinnilla saadaan:∫
U
uxjvxj = −
∫
U
uvxjxjdx+
∫
∂U
uvxjν
jdS.
Ja¨lleen summaus yli indeksien j antaa
∫
U
∇v · ∇udx = − ∫
U
u∆vdx+
∫
∂U
∂v
∂ν
udS.
(iii) Ka¨ytta¨ma¨lla¨ kohtaa (ii) saadaan∫
U
(u∆v − v∆u) dx =
∫
U
∇v · ∇udx−
∫
U
∇u · ∇vdx+
∫
∂U
u
∂v
∂ν
dS −
∫
∂U
v
∂u
∂ν
dS
=
∫
∂U
(
u
∂v
∂ν
− v∂u
∂ν
)
dS.
2.3.1 D-bar -operaattori
Ta¨ssa¨ tutkielmassa esitelta¨va¨ssa¨ menetelma¨ssa¨ keskeinen tyo¨kalu on D-bar
-operaattori, ∂. Cauchy – Riemann -yhta¨lo¨ista¨ seuraa (katso (4.36)), etta¨ funk-
tio f on analyyttinen ta¨sma¨lleen silloin, kun ∂f = 0 ja D-baria voidaankin pita¨a¨
era¨a¨nlaisena mittarina siita¨, kuinka la¨hella¨ analyyttista¨ tutkittava funktio on. Kir-
jassa [22] esitella¨a¨n D-bar -operaattorin teoriaa, josta seuraavat tulokset on otettu.
Ma¨a¨ritelma¨ 2.16. Olkoon z = (x+ iy) ∈ C, jolloin ma¨a¨ritella¨a¨n
∂z = ∂ =
1
2
(
∂
∂x
+ i
∂
∂y
)
, ∂z = ∂ =
1
2
(
∂
∂x
− i ∂
∂y
)
.
Operaattoria ∂ kutsutaan nimella¨ D-bar.
Funktion f ollessa kompleksisesti derivoituva ma¨a¨ritella¨a¨n sen derivaatta seuraa-
vasti pisteessa¨ zo ∈ C [25]:
lim
h→0
h∈C
f(z0 + h)− f(z0)
h
= f ′(z0).
Koska ylla¨oleva raja-arvo on olemassa, on sen oltava sama reaali- ja imagina¨a¨riakselia
pitkin la¨hestytta¨essa¨. Siis
lim
h→0
h∈R
f(z0 + h)− f(z0)
h
=
∂f
∂x
(z0) ja lim
h→0
h∈R
f(z0 + ih)− f(z0)
ih
= −i∂f
∂y
(z0).
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Na¨in ollen saadaan
f ′(z0) =
1
2
(
∂f
∂x
(z0) +
(
−i∂f
∂y
(z0)
))
= (∂f)(z0) (2.3)
Operaattori ∂z siis yhtyy tavalliseen kompleksiseen derivaattaan silloin, kun funk-
tio on derivoituva. Ta¨ten ∂z on tietyssa¨ mielessa¨ siis kompleksisen derivaatan laa-
jennus ei-derivoituviin funktioihin!
Lause 2.17. D-bar-operaattorin ketjusa¨a¨nto¨
∂z(f ◦ g) = ((∂zf) ◦ g)∂zg + ((∂zf) ◦ g)∂zg
Todistus. Kirjoitetaan f = f1 +if2 ja g = g1 +ig2, jolloin f ◦g = f1◦g+if2◦g. Nyt
tavallisen kahden muuttujan ketjusa¨a¨nno¨n ∂x(f ◦g) = (∂xf)◦g·∂xg1+(∂yf)◦g·∂xg2
nojalla saadaan
∂z(f ◦ g) =1
2
(
∂
∂x
+ i
∂
∂y
)
(f1 ◦ g) + i1
2
(
∂
∂x
+ i
∂
∂y
)
(f2 ◦ g)
=
1
2
∂x (f1 ◦ g) + i1
2
∂y (f1 ◦ g) + i1
2
∂x (f2 ◦ g)− 1
2
∂y (f2 ◦ g)
=
1
2
((∂xf1) ◦ g) (∂xg1) + 1
2
((∂yf1) ◦ g) (∂xg2)
+i
1
2
(∂xf1) ◦ g (∂yg1) + i1
2
(∂yf1) ◦ g (∂yg2)
+i
1
2
(∂xf2) ◦ g (∂xg1) + i1
2
(∂yf2) ◦ g (∂xg2)
−1
2
(∂xf2) ◦ g (∂yg1)− 1
2
(∂yf2) ◦ g (∂yg2) .
Toisaalta voidaan laskea
((∂zf) ◦ g)∂zg + ((∂zf) ◦ g)∂zg
=
1
2
(∂xf1 + i∂xf2 − i (∂yf1 + i∂yf2)) 1
2
(∂xg1 + i∂xg2 + i (∂yg1 + i∂yg2))
+
1
2
(∂xf1 + i∂xf2 + i (∂yf1 + i∂yf2))
1
2
(∂xg1 − i∂xg2 + i∂yg1 + ∂yg2)
=
1
2
((∂xf1) ◦ g) (∂xg1) + 1
2
((∂yf1) ◦ g) (∂xg2)
+i
1
2
(∂xf1) ◦ g (∂yg1) + i1
2
(∂yf1) ◦ g (∂yg2)
+i
1
2
(∂xf2) ◦ g (∂xg1) + i1
2
(∂yf2) ◦ g (∂xg2)
−1
2
(∂xf2) ◦ g (∂yg1)− 1
2
(∂yf2) ◦ g (∂yg2) .
Siis ∂z(f ◦ g) = ((∂zf) ◦ g)∂zg + ((∂zf) ◦ g)∂zg.
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Olkoon k, z ∈ C, jolloin saadaan jatkossa laskentaa huomattavasti helpottava tulos:
∂ze
ikz =
1
2
(∂x + i∂y) e
ikz =
1
2
(
ikeikz + i3keikz
)
=
ikeikz
2
(1− 1) = 0. (2.4)
Lause 2.18. Laplace-operaattori voidaan R2:ssa kirjoittaa D-bar-operaattorin avul-
la muodossa ∆ = 4∂z∂z = 4∂z∂z, jossa z = x+iy. Vastaava identiteetti pa¨tee myo¨s
heikosti.
Todistus.
∆ = ∂xx+∂yy = ∂x∂x−i2∂y∂y−i∂y∂x+i∂x∂y =
(
∂
∂x
+ i
∂
∂y
)(
∂
∂x
− i ∂
∂y
)
= 4∂z∂z.
Heikko versio saadaan, kun valitaan ϕ ∈ C∞c ja ka¨yteta¨a¨n ylla¨olevaa testifunktioon
(∆f, ϕ) = (f,∆ϕ) = (f, 4∂z∂zϕ) = (4∂z∂zf, ϕ). (2.5)
Myo¨s 4∂z∂z saadaan laskettua ta¨ysin vastaavasti.
Lause 2.19. (Laplace-yhta¨lo¨ napakoordinaateissa) Olkoon x = r cos θ ja y =
r sin θ, jossa r ≥ 0 ja θ ∈ [0, 2pi]. Ta¨llo¨in R2:n Laplace-yhta¨lo¨ ∆v(x, y) = 0 saa
muodon
1
r
∂v(r, θ)
∂r
+
1
r2
∂2v(r, θ)
∂θ2
+
∂2v(r, θ)
∂r2
= 0. (2.6)
Todistus. Ketjusa¨a¨nno¨n avulla saadaan
∂v
∂r
= cos θ
∂v
∂x
+ sin θ
∂v
∂y
∂v
∂θ
= −r sin θ ∂v
∂x
+ r cos θ
∂v
∂y
.
Derivoimalla viela¨ uudestaan saadaan
∂2v
∂r2
= cos2 θ
∂2v
∂x2
+ sin2 θ
∂2v
∂y2
∂2v
∂θ2
= r2 sin2 θ
∂2v
∂x2
− r cos θ ∂v
∂x
+ r2 cos2 θ
∂2v
∂y2
− r sin θ∂v
∂y
.
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Yhdista¨ma¨lla¨ ylla¨olevat saadaan lopulta
1
r
∂v
∂r
+
∂2
∂r2
+
1
r2
∂2v
∂θ2
=
1
r
cos θ
∂v
∂x
+ sin θ
∂v
∂y
+ cos2 θ
∂2v
∂x2
+ sin2 θ
∂2v
∂y2
+
1
r2
(
r2 sin2 θ
∂2v
∂x2
− r cos θ ∂v
∂x
+ r2 cos2 θ
∂2v
∂y2
− r sin θ∂v
∂y
)
=
(
sin2 θ + cos2 θ
)︸ ︷︷ ︸
=1
∂2v
∂x2
+
(
sin2 θ + cos2 θ
)︸ ︷︷ ︸
=1
∂2v
∂y2
=
∂2v
∂x2
+
∂2v
∂y2
= ∆v.
2.3.2 Konvoluutio
Olkoon Ω ∈ Rn ja f, g ∈ L1(Ω), jolloin f :n ja g:n va¨linen konvoluutio pisteessa¨ z
ma¨a¨ritella¨a¨n
(f ∗ g)(z) :=
∫
Ω
f(z − w)g(w)dw.
Seuraavassa lauseessa esitella¨a¨n usein tarvittu konvoluution ominaisuus.
Lause 2.20. Olkoon Ω ∈ Rn ja f, g ∈ W 1,1(Ω). Ta¨llo¨in mille tahansa differenti-
aalioperaattorille L pa¨tee
L (f ∗ g) (x) = ((Lf) ∗ g) (x).
Todistus. Na¨yta¨mme, etta¨ pa¨tee
∂x (f ∗ g) (x) = ((∂xf) ∗ g) (x),
josta saatu tulos seuraa suoraan myo¨s satunnaiselle korkeamman asteen differen-
tiaalioperaattorille L.
Koska konvoluutiossa esiintyva¨ integraali ei ole muuttujan x suhteen, voidaan
derivoinnin ja integroinnin ja¨rjestysta¨ vaihtaa Dominoidun konvergenssilauseen
nojalla, jolloin saadaan:
∂x (f ∗ g) (x) = ∂x
∫
Ω
f(x− w)g(w)dw =
∫
Ω
g(w)∂xf(x− w)dw = ((∂xf) ∗ g) (x).
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2.3.3 Distribuutiot
Toisinaan siirrytta¨essa¨ todellisen maailman ilmio¨ista¨ mittaustulosten kautta mate-
maattisiin malleihin ei ole mahdollista ma¨a¨ritella¨ mallissa esiintyvien funktioiden
arvoja piste pisteelta¨, silla¨ mittaukset tyypillisesti ovat jonkinlaisia keskiarvoja
jonkin ajanjakson yli. Lisa¨ksi ei-derivoituvien funktioiden kanssa ajaudutaan toi-
sinaan umpikujaan. Na¨ihin ongelmiin saadaan apua funktioiden yleistyksista¨, di-
stribuutioista. Kattava distribuutioiden perusteoria ka¨yda¨a¨n la¨pi esimerkiksi kir-
jassa [26].
Ma¨a¨ritelma¨ 2.21. Jatkuvia lineaarikuvauksia T : C∞0 (Rn) → C, g 7→ 〈T, g〉
sanotaan distribuutioiksi.
Funktion ollessa yksika¨sitteisesti ma¨a¨ritelty jokaisessa ma¨a¨rittelyjoukkonsa pis-
teessa¨ distribuutioiden kanssa pa¨a¨sta¨a¨n irti ta¨sta¨ rajoitteesta. Distribuutioita ni-
mitta¨in ka¨sitella¨a¨n ”testaamalla”niita¨ testifunktioilla, jolloin puhutaankin distri-
buution arvosta tietylla¨ testifunktiolla. Esimerkkina¨ distribuution ma¨a¨ritelma¨n yh-
teensopivuus tavallisten funktioiden kanssa.
Esimerkki 2.22. Olkoon f ∈ Lploc(Rn), 1 ≤ p <∞. Ma¨a¨ritella¨a¨n Tf : C∞0 (Rn)→
C,
Tf (g) = 〈Tf , g〉 :=
∫
Rn
f(x)g(x)dx.
Koska funktio g ∈ C∞0 ⊂ Lq(Rn), jossa 1/p + 1/q = 1, niin Ho¨lderin epa¨yhta¨lo¨n
avulla saadaan
|Tf (g)| ≤ ‖f‖p‖g‖q.
Na¨in ollen Tf on jatkuva ja siten distribuutio. Palaamalla L
p avaruuksien ekvi-
valenssiluokista pisteitta¨in ma¨a¨riteltyihin funktioihin ja valitsemalla sopiva jono
testifunktioita gn,x0 ∈ C∞0 (Rn) saadaan f :n ollessa jatkuva
〈Tf , gn,x0〉 → f(x0), kun n→∞,
siispa¨ tietyssa¨ mielessa¨ on mieleka¨sta¨ tehda¨ samaistus Tf = f , vaikka Tf operoikin
funktioita ja f taas vektoreita. Kiinnitetylla¨ x0 ”sopiva jono” (gn,x0) voidaan valita
avaruudessa RN esimerkiksi asettamalla gn,x0(x) = Cng(n(x− x0)), missa¨
g(x) =
{
e
1
|x|2−1 , |x| < 1
0 , |x| ≥ 1
ja Cn = n
N/
∫
g, jolloin
∫
gn = 1 ja supp(gn,x0) ⊂ B(x0, 1/n).
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Edella¨ mainittu distribuution derivaatta ma¨a¨ritella¨a¨n osittaisintegrointikaavan
avulla. Olkoon f ∈ C1(Rn), ∂xif ∈ L∞(Rn) ja g ∈ C∞0 (Rn). Ta¨llo¨in∫
B(0,r)
(∂xif)gdx =
∫
∂B(0,r)
fgdS −
∫
B(0,r)
f(∂xig)dx,
kun r > 0. Antamalla r →∞ ylla¨ olevasta saadaan∫
Rn
(∂xif)gdx = −
∫
Rn
f(∂xig)dx.
Tutkitaan ∂xif :n ma¨a¨rittelema¨a¨ distribuutiota. Suora lasku antaa
T∂xif (g) =
∫
Rn
(∂xif)g = −
∫
Rn
f(∂xig) = −Tf (∂xig). (2.7)
Pa¨a¨semme siis ka¨siksi f :n osittaisderivaattaan derivoimalla ainoastaan testifunk-
tiota g, silla¨ Esimerkki 2.22 soveltuu myo¨s derivoituvan funktion tapauksessa
funktion derivaatan ma¨a¨rittelema¨a¨n distribuutioon. Yleinen distribuutioderivaat-
ta ma¨a¨ritella¨a¨n kaavan (2.7) yleistyksena¨.
Ma¨a¨ritelma¨ 2.23. Olkoon T distribuutio. Ta¨llo¨in sen (distribuutio)derivaatta on〈
∂xjT, g
〉
= − 〈T, ∂xjg〉 , g ∈ C∞0 (Rn), j = 1, . . . , n.
Yleisesti distribuutiolle voidaan ma¨a¨ritella¨ tavallisille funktioille tuttuja ope-
raatioita testaamalla kuinka tavallisen funktion ma¨a¨rittelema¨ distribuutio
ka¨ytta¨ytyy kyseisen operaation alaisuudessa. Tarvitsemme viela¨ konvoluutiota di-
stribuution ja testifunktion va¨lille seka¨ Fourier-muunnosta, jotka ma¨a¨ritella¨a¨n seu-
raavasti.
Ma¨a¨ritelma¨ 2.24. Olkoon T distribuutio ja g ∈ C∞0 (Rn). Ta¨llo¨in T :n ja g:n
va¨linen konvoluutio ma¨a¨ritella¨a¨n:
(T ∗ g)(x) := T (τxg˜),
missa¨ g˜(y) = g(−y) ja (τxg)(y) = g(y − x).
Ma¨a¨ritelma¨ 2.25. Olkoon T ja g kuten edella¨. Ta¨llo¨in distribuution Fourier-
muunnos on
〈T̂ , g〉 = 〈T, ĝ〉.
Esimerkki 2.26. Diracin mitta δx ma¨a¨ritella¨a¨n seuraavasti: kun x ∈ Rn, niin
δx(g) := g(x).
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Koska g(x) ≤ ‖g‖∞, on diracin mitta distribuutio. Erikoistapaukselle δ0 ka¨yteta¨a¨n
usein vain merkinta¨a¨ δ. Tutkitaan mita¨ ka¨y δ:n ja testifunktion g ∈ C∞0 (Rn)
va¨liselle konvoluutiolle:
(δ ∗ g)(x) = δ(τxg˜) = τxg˜(0) = g˜(0− x) = g(x). (2.8)
Distribuutio δ siis toimii konvoluution ”neutraalialkiona”. Tutkitaan viela¨ δ:n
Fourier-muunnosta:
〈δ̂, g〉 = 〈δ, ĝ〉 = ĝ(0) =
∫
Rn
f(x)e−ix·0dx = 〈1, g〉,
siis δ̂ = 1.
2.3.4 Differentiaalioperaattorin perusratkaisu
Vakiokertoimisten differentiaaliyhta¨lo¨iden parissa tyo¨skennellessa¨ perusratkaisu on
monesti ka¨teva¨ tyo¨kalu.
Ma¨a¨ritelma¨ 2.27. Olkoon L lineaarinen differentiaalioperaattori. Ta¨llo¨in g on
L:n perusratkaisu, jos
Lg = δ.
Perusratkaisun yhdista¨minen yhta¨lo¨n (2.8) kanssa antaa tavan ratkaista muo-
toa Lu = f olevia ongelmia, silla¨ kun Lg = δ, saadaan lauseen 2.20 nojalla aset-
tamalla u = (g ∗ f):
Lu = L(g ∗ f) = (Lg) ∗ f = δ ∗ f = f.
Miten sitten lo¨yta¨a¨ perusratkaisu? Differentiaalioperaattorin ollessa muotoa L =∑
|α|≤k aαD
α, k ∈ N, saadaan lauseen 2.10 nojalla
L̂g = p(ξ)ĝ, missa¨ p(ξ) = pL(ξ) =
∑
|α|≤k
aαi
|α|ξα.
Polynomia pL kutsutaan operaattorin L Fourier-symboliksi. Koska toisaalta δ̂ = 1,
(katso esimerkki 2.26) ottamalla Fourier-muunnos puolittain yhta¨lo¨sta¨ Lg = δ,
saadaan
p(ξ)ĝ = L̂g = δ̂ = 1,
siis ĝ = 1/p(ξ). Viimein, ka¨a¨nteisen Fourier-muunnoksen ottaminen antaa
g = F−1
(
1
p
)
. (2.9)
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Ylla¨ kuvattu formaali tapa ratkoa differentiaaliyhta¨lo¨ita¨ ja¨tta¨a¨ kysymysmerkkeja¨
ilmaan. Hieman helpotusta tuo Ehrenpreisin–Malgrangen lause, [26] joka takaa pe-
rusratkaisun lo¨ytyva¨n jokaisella vakiokertoimisella differentiaalioperaattorilla. On-
gelmaksi ja¨a¨ viela¨ tilanne, jossa g ja f ovat molemmat distribuutioita. Distribuu-
tioteoriasta nimitta¨in on tuttua, ettei kahden distribuution va¨lista¨ tuloa tai konvo-
luutiota ole aina mahdollista ma¨a¨ritella¨. Kirjassa [26] na¨yteta¨a¨n, etta¨ laskutoimi-
tukset ovat hyvin ma¨a¨riteltyja¨ toisen distribuution ollessa kompaktikantajainen.
Perusratkaisut ovat yksi ta¨ma¨n tutkielman keskeinen tyo¨kalu ja Lauseisiin 2.28,
2.30 onkin koottu muutaman jatkon kannalta ta¨rkea¨n operaattorin perusratkaisut.
Lause 2.28. [12] Olkoon ∂¯k kuten ma¨a¨ritelma¨ssa¨ 2.16. Ta¨llo¨in perusratkaisuksi
saadaan f(k) = 1/(pik), siis
∂¯k
1
pik
= ∂¯
1
pik
= δ.
Todistus. Kun k 6= 0 niin
∂¯k
1
pik
=
1
2pi
(−1
k2
+ i
−i
k2
)
= 0. (2.10)
Riitta¨a¨ siis na¨ytta¨a¨, etta¨ (∂¯(pik)−1)(0) = δ. Koska (pik)−1:lla¨ on singulariteetti
origossa, on tilanne ka¨sitelta¨va¨ distribuutioteorian kautta ja haluamme na¨ytta¨a¨,
etta¨ kun ϕ ∈ C∞0 (C), (katso [25, Ma¨a¨ritelma¨ 10.2]) niin〈
∂¯
1
pik
, ϕ
〉
= ϕ(0) =: 〈δ, ϕ〉 . (2.11)
Ka¨ytta¨ma¨lla¨ distribuutioderivaatan ma¨a¨ritelma¨a¨ saadaan〈
∂¯
1
pik
, ϕ
〉
= −
〈
1
pik
, ∂¯ϕ
〉
=
1
pi
lim
ε→0+
−
∫
|k1|≥ε
|k2|≥ε
1
k
∂¯ϕ(k)dk. (2.12)
Raja-arvo on olemassa, silla¨ napakoordinaatteihin siirtyma¨lla¨ saadaan∣∣∣∣∫|k|≤1 1kdk
∣∣∣∣ ≤ ∫ 2pi
0
∫ 1
0
1
r
rdθdr = 2pi,
siis k−1 on lokaalisti integroituva. Osittaisintegroimalla yhta¨lo¨n (2.12) integraalia
saadaan
−2
∫
|k1|≥ε
|k2|≥ε
1
k
∂¯ϕ(k)dk =
∫
|k1|≥ε
|k2|≥ε
(
∂k1
(
1
k
)
+ ∂k2
(
i
k
))
ϕ(k)dk +
∫
|k2|≤ε
k1=ε
1
k
ϕ(k)dk2
−
∫
|k2|≤ε
k1=−ε
1
k
ϕ(k)dk2 +
∫
|k1|≤ε
k2=ε
i
k
ϕ(k)dk1 −
∫
|k1|≤ε
k2=−ε
i
k
ϕ(k)dk1.
(2.13)
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Yhta¨lo¨n (2.10) nojalla ensimma¨inen integraali on nolla joten yhta¨lo¨n oikealle puo-
lelle ja¨a¨ vain reunaintegraalit. Jatkuvasti derivoituva funktio ϕ = ϕ1+iϕ2 pisteessa¨
k ∈ C voidaan kirjoittaa Maclaurinin sarjan (ϕ(k) = ϕ(0) +∑∞n=1 ϕ(n)(0)kn/n!)
avulla muodossa
ϕ(k) = ϕ(0) + k1ψ1(k) + k2ψ2(k),
jossa ψj jatkuva ja ψj(k)→ ϕj(0), kun k → 0, j = 1, 2. Huomataan lisa¨ksi, etta¨∣∣∣∣∣
∫
|k2|≤ε
k1=ε
1
k
k1ψ1(k)dk2
∣∣∣∣∣ ≤
∫
|k2|≤ε
∣∣∣∣ εε+ ik2
∣∣∣∣ |ψ1(k)| dk2 ≤ ∫|k2|≤ε |ψ1(k)| dk2 = 2cε→ 0,
kun ε→ 0. Vastaava pa¨a¨ttely voidaan tehda¨ kaikille yhta¨lo¨n (2.13) reunaintegraa-
leille, silla¨ myo¨ska¨a¨n k1ψ1:n korvaaminen k2ψ2:lla ei muuta tilannetta. Na¨in ollen
(2.12) saadaan yksinkertaistettua muotoon〈
∂¯
1
pik
, ϕ
〉
=
1
2pi
lim
ε→0+
(∫
|k2|≤ε
ϕ(0)
ε+ ik2
− ϕ(0)−ε+ ik2dk2 + i
∫
|k1|≤ε
ϕ(0)
k1 + iε
− ϕ(0)
k1 − iεdk1
)
=
ϕ(0)
2pi
lim
ε→0+
(∫
|k2|≤ε
1
ε+ ik2
− 1−ε+ ik2dk2 + i
∫
|k1|≤ε
1
k1 + iε
− 1
k1 − iεdk1
)
=
ϕ(0)
2pi
· c.
Haluttu yhta¨lo¨ (2.11) toteutuu, jos c = 2pi. Na¨in todellakin ka¨y, silla¨∫
|k2|≤ε
1
ε+ ik2
− 1−ε+ ik2dk2 + i
∫
|k1|≤ε
1
k1 + iε
− 1
k1 − iεdk1
=
∫
|k2|≤ε
2ε
ε2 + k22
dk2 + i
∫
|k1|≤ε
−i2ε
ε2 + k21
dk1
=
∫
|x|≤ε
4ε
ε2 + x2
dx
= 4
ε/
−ε
arctan(
x
ε
)dx
= 4(arctan(1)− arctan(−1))
= 4(
pi
4
− (−pi
4
))
= 2pi.
Antamalla ε→ 0 saadaan siis edelleen c = 2pi.
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2.3.5 Faddeev-Greenin funktiot
Laplace-operaattoriin liittyva¨t, kompleksisella parametrilla varustetut Greenin
funktiot ovat oleellisia luvussa 4 esitelta¨va¨ssa¨ menetelma¨ssa¨.
Ma¨a¨ritelma¨ 2.29. Olkoon k ∈ C \ {0} ja z ∈ C. Ta¨llo¨in ma¨a¨ritella¨a¨n
gk(z) :=
1
4pi2
∫
R2
eiz·ξ
ξ(ξ¯ + 2k)
dξ
formaalina integraalina. Edelleen ma¨a¨ritella¨a¨n Gk(z) = e
ikzgk(z).
Navoista (ξ = 0 ja ξ = 2k) johtuen gk ei ole funktio, mutta distribuutiona sita¨
voidaan ka¨sitella¨. Seuraava lause osoittaa, etta¨ gk ja Gk toimivat ta¨ssa¨ tutkielmassa
keskeisten differentiaalioperaattoreiden perusratkaisuina.
Lause 2.30. [28] Olkoon k ∈ C \ {0}. Ta¨llo¨in
(−∆− 4ik∂¯)gk = δ,
(−∆)Gk = δ.
Lisa¨ksi R2:ssa
(−∆)G0(z) = δ(z), missa¨ G0(z) := − 1
2pi
log |x|.
Todistus. Lasketaan operaattorin (−∆− 4ik∂) Fourier-symboli:
p(ξ) = −(i2ξ21 + i2ξ22 + 2ik(iξ1 + i2ξ2))
= ξ21 + ξ
2
2 + 2k(ξ1 + iξ2)
= |ξ|2 + ξ2k
= ξξ + ξ2k
= ξ(ξ + 2k).
Muistamalla yhta¨lo¨ (2.9) saadaan
gk(z) = F−1
(
1
p
)
=
1
4pi2
∫
R2
eiz·ξ
ξ(ξ¯ + 2k)
dξ.
Olemme siis saaneet na¨ytettya¨ ensimma¨isen va¨itteen (−∆− 4ik∂¯)gk = δ todeksi.
Ka¨ytta¨ma¨lla¨ Lauseen 2.18 identiteettia¨ ∆ = 4∂∂ ja tulosta ∂¯eikz = 0 (2.4) saadaan
−∆Gk(z) = −4∂∂¯(eikzgk(z))
= −4∂eikz∂¯gk(z)
= −4ikeikz∂¯gk(z)− 4eikz∂∂¯gk(z)
= eikz(−4ik∂¯ −∆)gk(z)
= δ(z).
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Ja¨ljella¨ on viela¨ tuloksen (−∆)G0(z) = δ(z) osoittaminen. Kun z 6= 0, niin suoraan
laskemalla saadaan (−∆)G0(z) = 0. Mielenkiintoinen osa on na¨ytta¨a¨ identiteetin
pa¨teva¨n myo¨s origossa, jolloin (−∆)G0 = δ. On siis na¨ytetta¨va¨, etta¨ mille tahansa
testifunktiolle g pa¨tee
〈−∆G0, g〉 = 〈G0,−∆g〉 = −
∫
R2
G0(x)∆g(x)dx = 〈δ, g〉 = g(0).
Olkoon r > 0 ja g ∈ C∞0 . Ta¨llo¨in voidaan kirjoittaa
−
∫
R2
G0(x)∆g(x)dx = −
∫
R2\B(0,r)
G0(x)∆g(x)dx︸ ︷︷ ︸
=:J
−
∫
B(0,r)
G0(x)∆g(x)dx︸ ︷︷ ︸
=:I
.
Nyt integraaliin J voidaan ka¨ytta¨a¨ divergenssilauseen 2.15 kohtaa (iii):
J =
∫
R2\B(0,r)
∆G0(x)︸ ︷︷ ︸
≡0
g(x)dx+
∫
∂(R2\B(0,r))
(
g(x)
∂G0(x)
∂ν
−G0(x)∂g(x)
∂ν
)
dS
=
∫
∂(R2\B(0,r))
g(x)
∂G0(x)
∂ν
dS︸ ︷︷ ︸
=:J1
−
∫
∂(R2\B(0,r))
G0(x)
∂g(x)
∂ν
dS︸ ︷︷ ︸
=:J2
. (2.14)
Tutkitaan ensiksi termia¨ J1. Koska g katoaa, kun |x| → ∞, riitta¨a¨ integraali laskea
reunan ∂B(0, r) yli. Koska
ν =
−x
|x| ja ∇G0(x) =
( −1
2pi|x| ,
−i
2pi|x|
)
,
niin ∂G0/∂ν = 1/(2pi|x|). Koska 2pir on B(0, r):n reunan pituus saadaan g:n jat-
kuvuuden nojalla
J1 = −
∫
∂B(0,r)
g(x)
∂G0(x)
∂ν
dS
= −
∫
∂B(0,r)
g(x)
2pi|x|dS
= − 1
2pir
∫
∂B(0,r)
g(x)dS → −g(0), kun r → 0+.
Jos |J2|, |I| → 0, kun r → 0, niin todistus on valmis. Tutkitaan ensiksi termia¨ I.
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Siirtyma¨lla¨ napakoordinaatteihin saadaan
|I| =
∣∣∣∣∫
B(0,r)
− 1
2pi
log |x|∆g(x)dx
∣∣∣∣
≤ ‖∆g‖∞
2pi
∣∣∣∣∫
B(0,r)
log |x|dx
∣∣∣∣
=
‖∆g‖∞
2pi
∣∣∣∣∫ 2pi
0
∫ r
0
R log |R|dRdθ
∣∣∣∣
= ‖∆g‖∞
∣∣∣∣∫ r
0
R log |R|dR
∣∣∣∣
= ‖∆g‖∞
∣∣∣∣∣
r/
0
(
log |R|R2 − 1
4
R2
)∣∣∣∣∣
= ‖∆g‖∞
∣∣∣∣log |r|r2 − 14r2
∣∣∣∣→ 0, kun r → 0+.
Ylla¨ saatiin g:lle arvio muistamalla g ∈ C∞0 . l’Hostpitalin sa¨a¨nno¨sta¨ seuraavaa
tietoa log |x|x2 → 0, kun x→ 0 ka¨ytettiin kahdesti. Tutkitaan lopuksi viela¨ termia¨
J2. Ja¨lleen g:n ominaisuuksista seuraa, etta¨ integraali riitta¨ laskea taas vain reunan
∂B(0, r) yli. Koska log |x| on vakio pallon reunalla, saadaan
|J2| =
∣∣∣∣∫
∂B(0,r)
G0(x)
∂g(x)
∂ν
dS
∣∣∣∣
≤
∫
∂B(0,r)
|G0(x)|
∣∣∣∣∂g(x)∂ν
∣∣∣∣ dS
≤ (2pi)−1
∥∥∥∥∂g(x)∂ν
∥∥∥∥
∞
∫
∂B(0,r)
|log |x|| dS
≤ (2pi)−1
∥∥∥∥∂g(x)∂ν
∥∥∥∥
∞
|log |r||
∫
∂B(0,r)
dS
= (2pi)−1
∥∥∥∥∂g(x)∂ν
∥∥∥∥
∞
|log |r|| 2pir → 0, kun r → 0+.
Rajanka¨ynnissa¨ ka¨ytettiin ja¨lleen l’Hospitalin sa¨a¨nno¨lla¨ saatavaa tietoa log |x|x→
0, kun x→ 0+.
Lause 2.31. [28] Olkoon z ∈ R2 \ {0} ja k ∈ C \ {0}. Ta¨llo¨in Faddeev-Greenin
funktiolla on seuraavat symmetriaominaisuudet
gk(z) = g1(zk)
gk(z) = gk¯(−z¯)
gk(z) = e−k(z)gk(z)
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Todistus. Muuttujanvaihdolla θ = ξ/k saadaan
gk(z) =
1
4pi
∫
R2
eiz·ξ
ξ(ξ¯ + 2k)
dξ
=
1
4pi
∫
R2
eiz·kθ
kθ(kθ + 2k))
|k|2dθ
=
1
4pi
∫
R2
eikz·ξ
|k|2(θ(θ¯ + 2)) |k|
2dθ
= g1(kz).
Loput saadaan vastaavasti muuttujanvaihdolla.
Kun k ∈ C \ {0}, voimme ma¨a¨ritella¨
Hk(z) := Gk(z)−G0(z).
Huomataan, etta¨
∆Hk(z) = −(−∆)Gk(z)−∆G0(z) = −δ + δ = 0,
joten Hk on harmoninen funktio koko tasossa. Weylin lemman nojalla [30] Hk on
silea¨ funktio koko tasossa. Itse asiassa edelleisessa¨ lauseessa esitellyt gk:n hyva¨t
ominaisuudet periytyva¨t osittain Gk:lle ja Hk:lle.
Lause 2.32. [28] Olkoon z ∈ C \ {0} ja k ∈ C \ {0}. Ta¨llo¨in
Gk(z) = G1(kz)
Hk(z) = H1(kz)− 1
2pi
log |k|
Lisa¨ksi Gk ja Hk ∈ C∞(R2) ovat reaaliarvoisia.
Todistus. Lauseen 2.31 nojalla saadaan
Gk(z) := e
ikzgk(z) = e
ikzg1(kz) =: G1(kz).
Edelleen saadaan
Hk(z) = Gk(z)−G0(z) = G1(kz) + 1
2pi
log |kz| − 1
2pi
log |k| = H1(kz)− 1
2pi
log |k|.
Ylla¨ ka¨ytettiin tietoa
−G0(z) := 1
2pi
log |z| = 1
2pi
log
|k||z|
|k| =
1
2pi
log |kz| − 1
2pi
log |k|.
Reaalisuus saadaan na¨ytettya¨ ka¨ytta¨ma¨lla¨ edelleen samaa lausetta:
Gk(z) = e
−ik¯z¯gk(z) = e−ik¯z¯ek(z)gk(z) = eikzgk(z) = Gk(z),
Myo¨s Hk:n reaalisuus seuraa ta¨sta¨, G0:n ollessa reaaliarvoinen.
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2.4 Operaattorien approksimointi matriiseilla
A¨a¨reto¨nulotteisisten avaruuksien va¨lisia¨ operaattoreita on mahdotonta siirta¨a¨ suo-
raan laskennallisiin malleihin tietokoneiden laskiessa ”vain”a¨a¨rellisia¨ ma¨a¨ria¨ lasku-
toimituksia. Tarvitaan siis a¨a¨rellisulotteisia vastineita a¨a¨reto¨n-ulotteisille operaat-
toreille. Seuraavassa esitella¨a¨n kirjan [22] tapa tehda¨ kyseinen approksimaatio.
Olkoon Ω ∈ R2 sellainen, etta¨ ∂Ω ∈ C1. Olkoon A ∈ L(Hs(∂Ω), Hr(∂Ω)) ja
f ∈ Hs(∂Ω), g ∈ Hr(∂Ω) siten etta¨ Af = g. Parametrisoidaan joukon reuna ∂Ω =
{t(cos(θ), sin(θ)) | θ ∈ [0, 2pi]}, jossa jatkuva kuvaus t kuvaa yksikko¨ympyra¨n
reunaksi ∂Ω. Ta¨llo¨in ekvivalenssiluokkien f, g edustajat voidaan na¨hda¨ funktioina
f, g : [0, 2pi]→ C. Nyt saadaan lauseen 2.12 nojalla
f(x) =
∞∑
n=−∞
f̂(n)ϕn, g(x) =
∞∑
n=−∞
ĝ(n)ϕn,
jossa
N∑
n=−N
f̂(n)ϕn
tas.→ f(x),
N∑
n=−N
ĝ(n)ϕn
tas.→ g(x), N →∞.
Tasaisen suppenemisen seurauksena voidaan rajanka¨ynnin ja A:lla operoinnin
ja¨rjestysta¨ vaihtaa, joten voimme nyt kirjoittaa A:n lineaarisuuden nojalla:
g(θ) = Af(θ) = A
∞∑
n=−∞
f̂(n)ϕn =
∞∑
n=−∞
f̂(n)Aϕn =
∞∑
n=−∞
f̂(n)Aϕn.
Edelleen kiinnitta¨ma¨lla¨ m ∈ Z ja tarkastelemalla g:n Fourier-kerrointa saadaan
ĝ(m) := 〈ϕm, g〉 =
〈
ϕm,
∞∑
n=−∞
f̂(n)Aϕn
〉
=
∞∑
n=−∞
f̂(n) 〈ϕm,Aϕn〉 ,
joten kun on tiedossa f (tai f̂), niin ĝ:n ja edelleen g:n tieta¨minen on yhta¨pita¨va¨a¨
〈ϕm,Aϕn〉:n tieta¨misen kanssa kaikilla n,m ∈ Z. Ta¨ma¨n tiedon nojalla vaikuttaa
ja¨rkeva¨lta¨ kiinnitta¨a¨ N > 0 ja approksimoida A:ta matriisilla A : C2N+1 → C2N+1,
A := [Am,n], jossa
Am,n := 〈Aϕn, ϕm〉 = 1
2pi
∫ 2pi
0
(Aeinθ)e−imθdθ.
Matriisin A rivien ja sarakkeiden indekso¨inti on hieman tavanomaisesta poikkeava
m,n ∈ {−N,−N + 1, . . . , 0, . . . , N − 1, N}. (2.15)
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Tutkitaan viela¨ miten tehty approksimaatio toimii laskennallisesti ka¨yta¨nno¨ssa¨.
Approksimoidaan funktioita f ja g katkaistuilla Fourier-sarjoilla
f(θ) ≈
N∑
n=−N
f̂(n)ϕn(θ), g(θ) ≈
N∑
n=−N
ĝ(n)ϕn(θ).
Merkita¨a¨n f̂ , ĝ ∈ C2N+1:lla¨ vektoreita, jotka koostuvat Fourier-kertoimista f̂(−N),
f̂(−N +1), . . . , f̂(N) ja ĝ(−N), . . . , ĝ(N). Jos saadaan Af̂ = ĝ, niin approksimaa-
tio toimii kuten haluamme. Tutkitaan Fourier-kertoimia f̂(−N), ĝ(−N):
Af̂(−N) =
N∑
n=−N
A−N,nf̂(n)
=
N∑
n=−N
〈Aϕn, ϕ−N〉 〈f, ϕn〉
=
〈(
N∑
n=−N
〈f, ϕn〉Aϕn
)
, ϕ−N
〉
=
〈
A
(
N∑
n=−N
〈f, ϕn〉ϕn
)
, ϕ−N
〉
= 〈Af, ϕ−N〉
= ĝ(−N).
Tutkitaan viela¨ operaattorinormin ‖A‖ = supf∈Hs(∂Ω) ‖Af‖r/‖f‖s approksimoin-
tia A:n avulla. Ma¨a¨ritella¨a¨n ws(n) = (1 + |n|2)s/2 ja edelleen
ϕsn(θ) =
w−s(n)√
2pi
einθ,
jolloin voidaan approksimoida
‖f‖s ≈
(
N∑
n=−N
|〈f, ϕsn〉s|2
)1/2
,
silla¨ 〈f, g〉s :=
∑
ws(n)f̂(n)ws(n)ĝ(n), katso [22, liite C2]. Kirjoittamalla
−→
f =
(
〈
f, ϕs−N
〉
s
, . . . , 〈f, ϕsN〉s)T , −→g = (
〈Af, ϕs−N〉r , . . . , 〈Af, ϕsN〉r)T saadaan siis
‖f‖s = ‖−→f ‖C2N+1 , ‖g‖r = ‖−→g ‖C2N+1 .
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Lasketaan
〈Af, ϕrm〉r =
〈
A
(
N∑
n=−N
〈f, ϕsn〉s ϕsn
)
, ϕrm
〉
r
=
N∑
n=−N
〈f, ϕsn〉s 〈Aϕsn, ϕrm〉r .
Siis ma¨a¨rittelema¨lla¨ B = [Bm,n] = [〈Aϕsn, ϕrm〉r] saadaan −→g = B
−→
f . Lopulta saa-
daan siis arvio operaattorinormille:
‖A‖ = sup
f∈Hs(∂Ω)
‖Af‖r
‖f‖s ≈ sup−→f ∈C2N+1
‖B−→f ‖C2N+1
‖−→f ‖C2N+1
=: ‖B‖L(C2N+1).
Approksimaatio voidaan edelleen kirjoittaa A:n avulla [22]:
‖A‖ ≈ ‖[wr(m)w−s(n)Am,n]‖L(C2N+1).
Esimerkiksi luvussa 4.4 voidaan ta¨ma¨n avulla arvioida ‖Λδσ − Λσ‖ = ‖E‖ ≈
‖[wr(m)w−s(n)Em,n]‖L(C2N+1), missa¨ E = Λδσ − Λσ kuvaa satunnaisvirhetta¨ mit-
tausdatassa.
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Luku 3
Inversio-ongelmat
Perinteisessa¨ matemaattisessa ongelmassa tutkitaan tilannetta, jossa tunnetaan
ilmio¨o¨n vaikuttavat syyt ja tutkimuksen kohteena ovat ilmio¨n seuraukset. Kuvail-
lun kaltainen ongelma on ns. suora ongelma. Inversio-ongelmassa, tai ka¨a¨nteisessa¨
ongelmassa, tilanne on kuitenkin juuri pa¨invastainen; tutkittavasta ilmio¨sta¨ tun-
netaan seuraukset (tai osa seurauksista) ja mielenkiinnon kohteena onkin ilmio¨o¨n
vaikuttavat syyt. Yleisesti inversio-ongelma voidaan esitta¨a¨ muodossa:
m = A(f) + ε,
jossa m on tunnettu, f tuntematon ja A : D(A) ⊂ X → Y jokin operaattori (usein
X, Y ovat Banach-avaruuksia ja A jokin differentiaali- tai integraalioperaattori).
Kuten arvata saattaa, usein tutkittava ongelma on jokin ka¨yta¨nno¨n sovellus, jos-
sa tiedossa on mittausdata m. Ta¨llo¨in ε kuvaa mittausdatassa olevaa ha¨irio¨ta¨,
josta tiedeta¨a¨n vain ‖ε‖Y ≤ δ jollain tunnetulla δ > 0. Mielenkiintoinen inversio-
ongelmasta tulee silloin, jos tuntematonta f ei voida suoraan selvitta¨a¨ ka¨a¨nta¨ma¨lla¨
operaattori A ja laskemalla
f = A−1(m− ε).
Tarkemmin huonosti asetetuiksi ongelmiksi kutsutaan sellaisia ongelmia, joissa
jokin Hadamard’n kolmesta hyvin asetellun ongelman ehdosta ei ta¨yty:
Ma¨a¨ritelma¨ 3.1. (Hadamard’n ma¨a¨ritelma¨ hyvin asetellulle ongelmalle) Ongel-
ma on hyvin aseteltu jos seuraavat kolme ehtoa ta¨yttyva¨t:
(i) Ratkaisu olemassa: kun m on annettu, lo¨ytyy va¨hinta¨a¨n yksi f ∈ X siten,
etta¨ A(f) = m.
(ii) Ratkaisun yksika¨sitteisyys: jos f, g ∈ X ja A(f) = A(g), niin f = g
(iii) Stabiilisuus: ratkaisun f on riiputtava jatkuvasti m:sta¨.
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Jos operaattori A on epa¨lineaarinen, kutsutaan sita¨ vastaavaa inversio-ongelmaa
epa¨lineaariseksi. Luvussa 4 esitelta¨va¨ Impedanssitomografia on hyva¨ esimerkki
epa¨lineaarisesta inversio-ongelmasta [22]. Katsaus yleisimpiin inversio-ongelmien
ratkaisussa ka¨ytetta¨viin tyo¨kaluihin ja menetelmiin lo¨ytyy esimerkiksi kirjasta [22].
3.1 Regularisointi
Inversio-ongelmien ratkaisemiselle voidaan ma¨a¨ritella¨ teoreettinen kehys, regula-
risointistrategia. Ajatuksena on konstruoida kokoelma kuvauksia, jotka tietyssa¨
mielessa¨ suppenevat kohti A:n ka¨a¨nteisoperaattoria.
Ma¨a¨ritelma¨ 3.2. Kokoelma jatkuvia kuvauksia Rα : Y → X, 0 < α < ∞ on
regularisointistrategia, jos
lim
α→0
Rα(A(f)) = f.
Ma¨a¨ritelma¨ 3.3. Olkoon δ > 0 yla¨raja ongelman ha¨irio¨lle ja regularisointi-
parametri α = α(δ) ha¨irio¨n δ funktio. Ta¨llo¨in parametri α on sallittu, jos α(δ)→
0, kun δ → 0 ja
sup
m
{‖Rα(m)− f‖X : ‖A(f)−m‖Y < δ} → 0, kun δ → 0.
3.2 Mittarit
Luvussa 4 esitelta¨va¨a¨ rekonstruktiomenetelma¨a¨ numeerisesti arvioitaessa ka¨yteta¨a¨n
kahta mittaria. Ensimma¨inen mittari on suhteellinen L2-virhe. Toinen mittari on
dynaaminen alue, joka on rekonstruktion ja todellisen johtavuusjakauman vaihte-
luva¨lien suhde.
Ma¨a¨ritelma¨ 3.4. Olkoon σ tutkittavan kappaleen johtavuus ja σrecon laskemalla
saatu rekonstruktio. Ma¨a¨ritella¨a¨n suhteellinen virhe seuraavasti:
E(σ, σrecon) = E =
‖σ − σrecon‖L2(Ω)
‖σ‖L2(Ω) · 100%.
Ma¨a¨ritelma¨ 3.5. Johtavuuden σ rekonstruktion σrecon dynaaminen alue on:
DR(σ, σrecon) = DR =
max(σrecon)−min(σrecon)
max(σ)−min(σ) .
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Luku 4
Impedanssitomografia (EIT)
Impedanssitomografian idea on tutkia kappaletta Ω ⊂ Rn, n = 1, 2, 3, asetta-
malla kappaleen reunalle ∂Ω lineaarisesti riippumattomia ja¨nnitejakaumia (tai
virtajakaumia) ja mittaamalla vastaavia ulos tulevia virtajakaumia (tai ja¨nnite-
yhdistelmia¨). Na¨iden mittausten avulla pyrita¨a¨n selvitta¨ma¨a¨n informaatiota kap-
paleen johtavuusjakaumasta σ. Kun tiedeta¨a¨n tutkittavan kappaleen eri materiaa-
lien johtavuus, saadaan lopulta konstruoitua kuva kappaleen rakenteesta.
4.0.1 Maxwellin yhta¨lo¨ista¨ matemaattiseen malliin
Ta¨ssa¨ osiossa johdetaan johtavuusyhta¨lo¨ (1.1) Maxwellin yhta¨lo¨ista¨. Tapa johtaa
yhta¨lo¨ mukailee tiiviisti tutkielman [27] tapaa. Sa¨hko¨- ja magneettikenttia¨ voidaan
mallintaa ajasta riippuvina vektorikenttina¨ E,H : R3×R→ R3, jotka toteuttavat
Maxwellin yhta¨lo¨t [21]:
∇× E(x, t) = −µ(x)∂tH(x, t) (Faradayn induktiolaki) (4.1)
∇×H(x, t) = J(x, t) + (x)∂tE(x, t) (Ampe`ren laki) (4.2)
∇ · (µ(x)H(x, t)) = 0 (Gaussin laki magneettikentille) (4.3)
∇ · ((x)E(x, t)) = ρ(x) (Gaussin laki) (4.4)
Ylla¨olevissa yhta¨lo¨issa¨  on sa¨hko¨inen permittiivisyys ja µ magneettinen permea-
biliteetti, E(x, t) sa¨hko¨kenta¨n voimakkuus, H(x, t) magneettikenta¨n voimakkuus,
J(x, t) sa¨hko¨virran tiheys ja ρ(x, t) varaustiheys pisteessa¨ x ∈ R3, ajanhetkella¨ t.
Ohmin lain nojalla saadaan
J(x, t) = σ(x)E(x, t),
jossa mahdollisesti anisotrooppinen johtavuusfunktio σ saa arvoikseen symmet-
risia¨, positiivisesti definiitteja¨ matriiseita. Tutkitaan seuraavaksi aika-harmonisia
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kenttia¨
E(x, t) = E(x)eiωt, H(x, t) = H(x)eiωt,
jossa taajuus ω on vakio. Ta¨llo¨in jakamalla termilla¨ eiωt saadaan yhta¨lo¨t (4.1) ja
(4.2) muotoon
∇× E(x) = −iωµ(x)H(x) (4.5)
∇×H(x) = (σ(x) + iω(x))E(x) (4.6)
Tilanteessa, jossa µ ≈ 0 (esimerkiksi ihmisvartalon magneettinen permeabiliteetti
on hyvin pieni) saadaan approksimaatio [4]
∇× E(x) = 0,
joten E voidaan ilmaista sa¨hko¨isen potentiaalin u avulla [4]
E(x) = −∇u(x). (4.7)
Vektorikenta¨sta¨ H riippumatta roottorin ∇ × H ollessa la¨hteesta¨ riippumaton
saadaan yhdista¨ma¨lla¨ (4.6) ja (4.7) lopulta johtavuusyhta¨lo¨
∇ · [(σ(x) + iω(x))∇u(x)] = 0, x ∈ Ω ⊂ R3. (4.8)
Ta¨ssa¨ tutkielmassa rajoitutaan kaksiulotteiseen staattiseen (ω = 0) tapaukseen,
jolloin (4.8) yksinkertaistuu muotoon
∇ · (σ(x)∇u(x)) = 0, x ∈ Ω ⊂ R2. (4.9)
4.1 Matemaattinen malli
Impedanssitomografian perusongelmaan, tutkittavan kappaleen toisistaan poik-
keavien rakenneosien etsimiseen, on esitetty lukuisia toisistaan poikkeavia
la¨hestymistapoja. Era¨a¨t menetelma¨t perustuvat yhta¨lo¨ssa¨ (4.22) ma¨a¨ritelta¨va¨n
ψ:n asymptoottiseen ominaisuuteen pohjautuvaan approksimaatioon ψ|∂Ω≈ eikz,
jolloin luvussa 4.3.1 tehta¨va¨lta¨ ψ|∂Ω:n laskemiselta va¨ltyta¨a¨n. Kyseista¨ menetelma¨a¨
esitella¨a¨n esimerkiksi artikkelissa [29].
Toinen, ta¨ysin poikkeava la¨hestymistapa on unohtaa johtavuuden konstruoimi-
nen ja pyrkia¨ vain lo¨yta¨ma¨a¨n taustasta poikkevan johtavuuden sijainti. Ta¨ma¨n-
kaltaiset menetelma¨t ka¨ytta¨va¨t usein faktorointimenetelma¨a¨ [16] tai etsiva¨t poi-
keamalle konveksia kantajaa [13], [10].
Nachmannin artikkeli [23] tuotti D-bar -menetelma¨n, jota esitella¨a¨n luvussa
4.3. Edelleen D-bar menetelma¨sta¨ rakennettu laskennallinen algoritmi esitella¨a¨n
luvussa 4.4.
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4.1.1 Tutkittavan kappaleen muoto
Tyypillinen impedanssitomografian perusongelma on estimoida tutkittavan kap-
paleen johtavuusjakauma saadusta mittausdatasta kappaleen reunalla. Ratkais-
tavana on siis yhta¨lo¨ (4.9) jonkinlaisella reunaehdolla. Ongelman ratkaisemiseksi
joukko Ω ta¨ytyy olla ma¨a¨ritelty, toisin sanoen tutkittavan kappaleen reunan muo-
don ta¨ytyy olla tiedossa. Ta¨ma¨ tieto ei kuitenkaan useinkaan ole saatavilla vaan
johtavuusjakauman lisa¨ksi saadusta datasta pita¨isi pystya¨ tekema¨a¨n approksimaa-
tio kappaleen muodosta. Ta¨ssa¨ tutkielmassa ei keskityta¨ kyseiseen ongelmaan vaan
oletetaan kappaleen muoto aina tiedetyksi. Reunan muodon estimointia ka¨sitella¨a¨n
esimerkiksi artikkelissa [18].
4.1.2 DN- ja ND-kuvaukset
Olkoon σ sellainen, etta¨ lo¨ytyy M , jolle M ≥ σ ≥ 1/M > 0. Lisa¨ksi yhtena¨isella¨
Ω ⊂ R2 on jatkuva reuna. Merkita¨a¨n ν:lla Ω:n ulkonormaalia. Na¨ma¨ oletukset ovat
jatkossa voimassa, jollei toisin mainita. Jos σ on epa¨jatkuva, ei (4.9) ole klassisessa
mielessa¨ hyvin aseteltu. Ta¨ta¨ varten esita¨mme osittaisdifferentiaaliyhta¨lo¨iden teo-
riasta tutun heikon ratkaisun ka¨sitteen. Jos σ differentioituva ja u ∈ C20 ratkaisee
Dirichlet’n ongelman
∇ · (σ(x)∇u(x)) = g ∈ L2(Ω), u|∂Ω= 0,
saadaan osittaisintegroinnilla [24]
(∇u, σ∇ϕ) = (g, ϕ) kaikilla ϕ ∈ C∞0 (Ω). (4.10)
Yleisesti, jos u ∈ H10 ratkaisee (4.10):n, kutsutaan sita¨ Dirichlet’n ongelman hei-
koksi ratkaisuksi. Teoksessa [24, Lause 3.2.1] na¨yteta¨a¨n (Huomaa, ettei lauseessa
tarvita oletusta etta¨ u ratkaisee Dirichlet’n ongelman!), etta¨ kun ∂Ω on silea¨ ja
u ∈ H1(Ω), niin u|∂Ω∈ H1/2(∂Ω) . Edelleen samassa teoksessa na¨yteta¨a¨n, etta¨
ongelmalla
(∇u, σ∇ϕ) = 0 kaikilla ϕ ∈ C∞0 , u|∂Ω= f ∈ H1/2(∂Ω) (4.11)
on yksika¨sitteinen ratkaisu u ∈ H1(Ω). Seuraavaksi etsita¨a¨n keino ma¨a¨ritella¨
(4.11):n ratkaisun normaaliderivaatta. Jos oletetaan kaiken olevan silea¨a¨ ja u:n
toteuttavan ∇ · σ∇u = 0, niin Greenin kaavoista (Lause 2.15) saadaan∫
∂Ω
σ
∂u
∂ν
hdS =
∫
Ω
(∇ · σ∇u)v + σ 〈∇u,∇v〉 dx =
∫
Ω
σ 〈∇u,∇v〉 dx,
missa¨ v|∂Ω= h. Viitteen [24, Lause 3.2.1] nojalla saadaan arvio∣∣∣∣∫
Ω
σ 〈∇u,∇v〉 dx
∣∣∣∣ ≤ C‖u‖H1(Ω)‖v‖H1(Ω) ≤ C‖f‖H1/2(∂Ω)‖h‖H1/2(∂Ω).
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Arvion nojalla bilineaarimuoto
(f, g) 7→
∫
∂Ω
σ
∂u
∂ν
hdS,
jossa u on (4.11):n ratkaisu, ma¨a¨rittelee rajoitetun lineaarisen funktionaalin
H1/2(∂Ω):ssa. Toisin sanoen kyseessa¨ oleva funktionaali on alkio H1/2(∂Ω):n duaa-
liavaruudessa H−1/2(∂Ω). Huomataan viela¨ etta¨ Greenin kaavojen (2.15) nojalla:∫
∂Ω
σ
∂u
∂ν
dS =
∫
Ω
∇ · σ∇udz = 0.
Nyt olemme valmiit ma¨a¨rittelema¨a¨n Dirichlet-to-Neumann -kuvauksen.
Ma¨a¨ritelma¨ 4.1. Dirichlet-to-Neumann -kuvaus (DN-map) on rajoitettu lineaa-
rikuvaus
Λσ : u 7→ σ∂u
∂ν
, Λσ : H
1/2(∂Ω)→ H˜−1/2(∂Ω),
jossa u ∈ H1(Ω) ratkaisee (4.11):n. Avaruus H˜s(∂Ω) ma¨a¨ritella¨a¨n seuraavasti:
H˜s(∂Ω) =
{
f ∈ Hs(∂Ω) : 1|∂Ω|
∫
∂Ω
fdS = 0
}
.
Olkoon u ∈ H1(Ω) (4.9):n yksika¨sitteinen ratkaisu (olemassaolo ja yksika¨sitteisyys
perustellaan artikkelissa [24]) ta¨ytta¨en reunaehdot
σ(z)
∂u(z)
∂ν
= g(z),
∫
∂Ω
uds = 0, z ∈ ∂Ω.
Ta¨ha¨n liittyva¨ Neumann-to-Dirichlet -kuvaus (ND-map) ma¨a¨ritella¨a¨n kaavalla
Rσg = u|∂Ω, Rσg : H˜−1/2(∂Ω)→ H˜1/2(∂Ω).
Ma¨a¨ritella¨a¨n projektio-operaattori ∂Ω:n funktiolle φ:
Pφ :=
1
|∂Ω|
∫
∂Ω
φds.
Nyt Λσ:n ja Rσ:n va¨lille saadaan ma¨a¨ritelmiensa¨ nojalla seuraavat yhteydet
ΛσRσ = I : H˜−1/2(∂Ω)→ H˜−1/2(∂Ω) (4.12)
RσΛσ = I − P : H1/2(∂Ω)→ H˜1/2(∂Ω). (4.13)
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4.1.3 Ongelma huonosti aseteltu
Kirjasta [22] lo¨ytyva¨ esimerkki osoittaa, kuinka Impedanssitomografian peruson-
gelma on huonosti aseteltu, silla¨ se ei toteuta Hadamardin hyvin asetellun ongel-
man kolmatta ehtoa (3.1). Ta¨ten ongelmaa voidaan kutsua huonosti asetetuksi
ongelmaksi.
Olkoon 0 < R < 1 ja A > 0. Ma¨a¨ritella¨a¨n yksikko¨kiekossa Ω johtavuusjakau-
mat σ1 ja σ2 seuraavasti:
σ1(z) = 1, kun z ∈ Ω ja σ2(z) =
{
1 , R < |z| ≤ 1
1 + A , 0 ≤ |z| ≤ R (4.14)
Oletetaan, etta¨ u1 ja u2 ratkaisevat seuraavat Dirichlet’n ongelmat:
(1)
{
∆u1 = 0, kun z ∈ Ω
u1|∂Ω = φ
, (2)

(1 + A)∆u2 = 0, kun 0 ≤ |z| ≤ R
∆u2 = 0, kun R < |z| ≤ 1
u2|∂Ω = φ
, (4.15)
molemmissa tapauksissa reunaehto on siis sama. Oletaan myo¨s, etta¨ φ(z) 6= 0
jollain z ∈ ∂Ω. Haluamme lo¨yta¨a¨ sellaisen ε > 0, ettei lo¨ydy sellaista δ > 0, jolle
pa¨tee: kun ‖Λσ1 − Λσ2‖H1/2→H−1/2 < δ niin ‖σ1 − σ2‖L∞(Ω) < . Ta¨llo¨in Λσ 7→ σ ei
ole jatkuva.
Siirtyma¨lla¨ napakoordinaatteihin saadaan (1) lauseen 2.6 nojalla muotoon
1
r
∂u1(r, θ)
∂r
+
1
r2
∂2u1(r, θ)
∂θ2
+
∂2u1(r, θ)
∂r2
= 0 (4.16)
Ratkaistaan ongelma separoimalla, ts. oletetaan, etta¨ ratkaisu voidaan kirjoittaa
muodossa u1(r, θ) = U(r) · V (θ), jossa U riippuu vain radiaalisesta muuttujasta r
ja V vastaavasti vain kulmamuuttujasta θ. Jos na¨in ei ole, ei ta¨lla¨ tavalla lo¨ydy
ratkaisua, joten va¨a¨ra¨n ratkaisun lo¨yta¨misen vaaraa ei ta¨ssa¨ menetelma¨ssa¨ ole. Nyt
(4.16) saa muodon
V (θ)
r
∂U(r)
∂r
+
U(r)
r2
∂2V (θ)
∂θ2
+ V (θ)
∂2U(r)
∂r2
= 0
⇔ rU
′(r)
U(r)
+
r2U ′′(r)
U(r)
= −V
′′(θ)
V (θ)
(4.17)
Huomataan (4.17):sta, etta¨ yhta¨lo¨n vasen puoli riippuu ainoastaan muuttujasta
r, kun taas oikea puoli vain θ:sta. Identiteetin pa¨tiessa¨ kaikilla muuttujien θ, r
arvoilla on yhta¨lo¨n molempien puolien oltava vakioita, joten voimme asettaa
rU ′(r)
U(r)
+
r2U ′′(r)
U(r)
= −V
′′(θ)
V (θ)
= λ ∈ R.
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Saadusta yhta¨lo¨ketjusta saadaan ongelma palautettua kahdeksi tavalliseksi diffe-
rentiaaliyhta¨lo¨ksi:
V ′′(θ) = −λV (θ), (4.18)
r2U ′′(r) + rU ′(r) = λU(r). (4.19)
Koska Ω on yksikko¨kiekko, on voimassa φ(z) = φ(z+2pi), josta seuraa (4.15, (1)):n
reunaehdon kanssa V (θ) = V (θ + 2pi), silla¨
U(1)V (θ) = u1(1, θ) = φ(θ) = φ(θ + 2pi) = u1(1, θ + 2pi) = U(1)V (θ + 2pi).
Yhta¨lo¨lle (4.18) saadaan yleinen ratkaisu
V (θ) = a cos(
√
λθ) + b sin(
√
λθ),
silla¨ seka¨ cos(
√
λθ) etta¨ sin(
√
λθ) ratkaisevat yhta¨lo¨n, joten tavallisten differenti-
aaliyhta¨lo¨iden perusteoriasta tiedeta¨a¨n kaikkien yleisen ratkaisun olevan ta¨ta¨ muo-
toa. Koska V (θ) = V (θ + 2pi), saadaan
a cos(
√
λθ) + b sin(
√
λθ) = a cos(
√
λ(θ + 2pi)) + b sin(
√
λ(θ + 2pi)),
joka toteutuu nollasta poikkeavilla kertoimilla a, b tasan silloin, kun λ = n2 jollain
n ∈ N0. Saamme siis yhta¨lo¨lle (4.18) ratkaisut
Vn(θ) = an cos(nθ) + bn sin(nθ),
jossa n2 = λ. Yriteta¨a¨n ratkaista yhta¨lo¨a¨ (4.19) muotoa rk olevalla yritteella¨, jossa
k ∈ N:
r2k(k − 1)rk−2 + rkrk−1 = λrk ⇔ k = ±
√
λ.
Yhta¨lo¨lle (4.19) saadaan siis lineaarisesti riippumattomat ratkaisut
U1n(r) = r
n ja U2n(r) = r
−n, (4.20)
jossa n2 = λ. Ratkaisulla U2n(r) on singulariteetti origossa, joten se ei ka¨y ratkai-
suksi koko yksikko¨ympyra¨ssa¨. Koska huomasimme, etta¨ separointivakioksi λ ka¨y
mika¨ tahansa n ∈ N0, ja saamme alkupera¨isen ongelman (4.15, (1)) ratkaisun
u1(r, θ) =
∞∑
n=0
U1n(r)Vn(θ) =
∞∑
n=0
rn(an cos(nθ) + bn sin(nθ)).
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Kirjoittamalla cn = 1/2(an − ibn), c−n = 1/2(an + ibn) ja c0 = a0 ja ka¨ytta¨ma¨lla¨
trigonometristen funktioiden ominaisuuksia saadaan edelleen
u1(r, θ) =
∞∑
n=0
rn(an cos(nθ) + bn sin(nθ))
= c0 +
∞∑
n=1
rncne
inθ +
∞∑
n=1
rnc−ne−inθ
=
∞∑
n=−∞
r|n|cneinθ.
Ottamalla huomioon reunaehto u1|∂Ω= φ saadaan
u1(1, θ) =
∞∑
n=−∞
cne
inθ = φ(θ),
joten kertoimien cn on oltava ta¨sma¨lleen φ:n Fourier-kertoimet. Saamme siis lo-
pulta
u1(r, θ) =
∞∑
n=−∞
φ̂(n)r|n|einθ.
Ka¨ytta¨ma¨lla¨ ja¨lleen reunaehtoa saadaan
Λσ1φ(θ) = Λσ1u1(1, θ) = 1 ·
∂u1
∂r
∣∣∣
∂Ω
=
∞∑
n=−∞
φ̂(n)|n|einθ.
Ratkaistaan seuraavaksi ongelma (4.15, (2)). Merkita¨a¨n uint2 :lla¨ ratkaisua joukossa
{(r, θ) : r ≤ R} ja vastaavasti uext2 :lla¨ joukossa {(r, θ) : R < r ≤ 1}, jolloin seuraten
ylla¨olevaa ratkaisutapaa saadaan
uint2 (r, θ) =
∞∑
n=−∞
unr
|n|einθ,
jollain vakiokertoimilla un. Kun rajoittaudumme joukkoon {(r, θ) : R < r ≤ 1},
ei (4.20):n toisen ratkaisun singulariteetti origossa ole ongelma, joten saamme rat-
kaisuksi
uext2 (r, θ) =
∞∑
n=−∞
(
vnr
|n|einθ + wnr−|n|einθ
)
,
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jollain vakiokertoimilla vn, wn. Reunaehdon u2|∂Ω= φ nojalla saamme
∞∑
n=−∞
φ̂(n)einθ = φ(θ) = uext2 (1, θ) =
∞∑
n=−∞
(
vne
inθ + wne
inθ
)
, (4.21)
joten φ̂(n) = vn + wn kaikilla n ∈ Z. Kun r = R, saamme kaksi ehtoa:
uint2 (R, θ) = u
ext
2 (R, θ) ja (1 + A)
∂uint2
∂r
(R, θ) =
∂uext2
∂r
(R, θ).
Ensimma¨isesta¨ ehdosta saamme
∞∑
n=−∞
unR
|n|einθ =
∞∑
n=−∞
(
vnR
|n|einθ + wnR−|n|einθ
)
,
joten unR
|n| = vnR|n| + wnR−|n| kaikilla n ∈ Z. Toisesta ehdosta taas seuraa
(1 + A)
∞∑
n=−∞
n 6=0
un|n|R|n|−1einθ =
∞∑
n=−∞
n6=0
(
vn|n|R|n|−1einθ − wn|n|R−|n|−1einθ
)
,
joten (1+A)un|n|R|n|−1 = vn|n|R|n|−1−wn|n|R−|n|−1 kaikilla n ∈ Z\{0}. Yhdessa¨
yhta¨lo¨sta¨ (4.21) saadun ehdon kanssa saamme siis kolmen yhta¨lo¨n yhta¨lo¨ryhma¨n
φ̂(n) = vn + wn
unR
|n| = vnR|n| + wnR−|n|
(1 + A)un|n|R|n|−1 = vn|n|R|n|−1 − wn|n|R−|n|−1
,
josta suoraviivaisesti ratkaisemalla vn, wn ja un saadaan
un =
2
2 + A(1−R2|n|) φˆ(n)
vn =
2 + A
2 + A(1−R2|n|) φˆ(n)
wn =
−AR2|n|
2 + A(1−R2|n|) φˆ(n)
.
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Nyt voimme laskea
(Λσ1 − Λσ2)φ =
∂u1(1, θ)
∂r
− ∂u
ext
2 (1, θ)
∂r
=
∞∑
n=−∞
φ̂(n)|n|einθ −
∞∑
n=−∞
(vn − wn)|n|einθφ̂(n)
=
∞∑
n=−∞
φ̂(n)|n|einθ −
∞∑
n=−∞
2 + A(1 +R2|n|)
2 + A(1−R2|n|) |n|e
inθφ̂(n)
=
∞∑
n=−∞
(
1− 2 + A(1 +R
2|n|)
2 + A(1−R2|n|)
)
φ̂(n)|n|einθ
=
∞∑
n=−∞
(
2 + A(1−R2|n|)− (2 + A(1 +R2|n|))
2 + A(1−R2|n|)
)
φ̂(n)|n|einθ
=
∞∑
n=−∞
−2AR2|n|
2 + A(1−R2|n|) φ̂(n)|n|e
inθ.
Koska 0 < R < 1, niin myo¨s 0 < R2|n| < 1 ja edelleen 2 + A(1 − R2|n|) >
2 + A(1− 1) = 2. Nyt voimme tehda¨ arvion∣∣∣∣ −2AR2|n|2 + A(1−R2|n|)
∣∣∣∣ = 2AR2|n|2 + A(1−R2|n|) ≤ 2AR2|n|2 + A(1− 1) = AR2|n| ≤ AR.
Saimme siis na¨ytettya¨
‖Λσ1 − Λσ2‖H1/2→H−1/2 ≤ AR, mutta ‖σ1 − σ2‖L∞(Ω) = A.
Olkoon ε = A/2. Ta¨llo¨in milla¨ tahansa kiintea¨lla¨ δ > 0 luku R voidaan valita niin,
etta¨ AR < δ, mutta kuitenkin A > ε. Siis
‖Λσ1 − Λσ2‖H1/2→H−1/2 < δ, mutta ‖σ1 − σ2‖L∞(Ω) > ε.
Ratkaisu ei siis riipu jatkuvasti mittausdatasta eika¨ Hadamardin kolmas ehto (3.1)
toteudu. Ongelma on siis huonosti aseteltu. Edellisessa¨ esimerkissa¨ oletettiin joh-
tavuuden σ olevan epa¨jatkuva. Oletettaessa johtavuuden olevan esimerkiksi C2-
funktio saadaan ratkaisun ja datan va¨lille logaritminen jatkuvuus [2]. Analyyt-
tisen todistuksen lisa¨ksi kirjasta [22] lo¨ytyy numeerinen simulaatio, joka antaa
numeerista tukea va¨itteelle, etta¨ ongelma on huonosti aseteltu.
4.2 Ekspotentiaalisesti kasvavat ratkaisut (CGO)
Ekspotentiaalisesti kasvavat ratkaisut juontavat juurensa optiikasta, josta tulee
myo¨s englanninkielinen nimi Complex Geometric Optics Solutions, CGO [8]. Ta-
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voitteena on lo¨yta¨a¨ jokaisella k ∈ C \ {0} ratkaisu ψ ongelmalle{
(−∆ + q)ψ(z, k) = 0
(e−ikzψ(z, k)− 1) ∈ W 1,p˜(R2) , (4.22)
Jossa q ∈ Lp(R2), 1 < p < 2 ja 1/p˜ = 1/p− 1/2. Artikkelissa [23] na¨yteta¨a¨n, etta¨
(4.22) ratkeaa yksika¨sitteisesti:
Lause 4.2. Olkoon k ∈ C \ {0}. Ta¨llo¨in (4.22):lla on yksika¨sitteinen ratkaisu.
Ma¨a¨rittelema¨lla¨ funktio µ(z, k) := e−ikzψ(z, k) saadaan kirjoittamalla ψ(z, k) =
eikzµ(z, k) yhta¨lo¨sta¨ (4.22):
q · µ(z, k)eikz = ∆(µ(z, k)eikz)
= 4∂∂¯(µ(z, k)eikz)
= 4∂eikz∂¯µ(z, k)
= 4(ikeikz∂¯µ(z, k) + eikz∂∂¯µ(z, k))
= eikz(4ik∂¯µ(z, k) + ∆µ(z, k)).
Funktio µ on rajoitettu yhta¨lo¨n (4.22) reunaehdon seurauksena [22]. Ylla¨ ka¨ytettiin
ja¨lleen yhta¨lo¨n (2.4) tulosta. Jakamalla eikz:lla saadaan lopulta:{
(−∆− 4ik∂¯ + q)µ(z, k) = 0
(µ(z, k)− 1) ∈ W 1,p(R2) (4.23)
Lause 4.3. [28] Oletetaan gk:n toteuttavan (kts. lause 2.9)
(−∆− 4ik∂¯)gk(z) = δ(z)
ja oletetaan µ:n ratkaisevan yhta¨lo¨
µ = 1− gk ∗ (qµ). (4.24)
Ta¨llo¨in µ toteuttaa myo¨s ongelman (4.23).
Todistus. Operoidaan yhta¨lo¨a¨ 4.24 puolittain (−∆ − 4ik∂¯):lla, jolloin saadaan
ka¨ytta¨ma¨lla¨ tulosta δ:n ominaisuutta (2.8) ja konvoluution ominaisuuksia (2.20):
(−∆− 4ik∂¯)µ = (−∆− 4ik∂¯)(1− gk ∗ (qµ))
= −(−∆− 4ik∂¯)gk ∗ (qµ)
= −((−∆− 4ik∂¯)gk) ∗ (qµ)
= −δ ∗ (qµ)
= −qµ.
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Siis (−∆− 4ik∂¯ + q)µ = 0. Kun q ∈ Lp(R2), 1 < p < 2, niin artikkelin [23, Lause
1.1 ja Lemma 1.5] nojalla operaattori
I + gk ∗ (q·) : W 1,p˜ → W 1,p˜, 1
p˜
=
1
2
+
1
p
on injektiivinen ja sen Fredholm-indeksi on nolla, siis se on ka¨a¨ntyva¨ avoimen
kuvauksen lauseen nojalla kaikilla k ∈ C \ {0} ( [26]). Operaattorin T Fredholm-
indeksi ind T ma¨a¨ritella¨a¨n ind T := dim kerT − codim ran T , katso esim. [5].
Saman artikkelin Lemman 1.3 nojalla gk ∗ q ∈ W 1,p˜. Nyt ratkaisuksi saadaan
µ(·, k) = 1− [I + gk ∗ (q·)]−1(gk ∗ q),
silla¨ puolittain operointi [I + gk ∗ (q·)]:lla antaa
µ+ gk ∗ (qµ) = 1 + gk ∗ q − [I + gk ∗ (q·)][I + gk ∗ (q·)]−1(gk ∗ q).
Edelleen ja¨rjestelema¨lla¨ termea¨ saadaan
µ− 1 = −gk ∗ (qµ) + gk ∗ q − gk ∗ q = −gk ∗ (qµ).
Lisa¨ksi koska [I + gk ∗ (q·)]−1 : W 1,p˜ → W 1,p˜, niin
µ(·, k)− 1 = −[I + gk ∗ (q·)]−1(gk ∗ q) ∈ W 1,p˜.
Kertomalla (4.24) puolittain eikz:lla pa¨a¨sta¨a¨n takaisin ψ:sta¨ riippuvaan yhta¨lo¨o¨n:
ψ(z, k) = eikz − eikz
∫
C
gk(z − ω)q(ω)µ(ω, k)dω
= eikz −
∫
C
eik(z−ω+ω)gk(z − ω)q(ω)µ(ω, k)dω
= eikz −
∫
C
eik(z−ω)gk(z − ω)q(ω)eikωµ(ω, k)dω
= eikz −
∫
C
Gk(z − ω)q(ω)ψ(ω, k)dω
= eikz − (Gk ∗ (qψ))(z). (4.25)
4.3 D-bar -menetelma¨
Oletetaan, etta¨ johtavuus σ ∈ C2(Ω) ja etta¨ on olemassa sellainen ε > 0, etta¨ kun
d(z,Ωc) < ε, niin σ(z) = 1. Toisin sanoen σ(z) = 1 ”la¨hella¨” Ω:n reunaa. Lisa¨ksi
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oletetaan, etta¨ operaattori Λσ : H
1/2(∂Ω) → H˜−1/2(∂Ω) tunnetaan. Tulemme
na¨kema¨a¨n, etta¨ saamme laskettua σ:n kaavalla
µ(z, 0) = σ1/2(z),
jossa µ(z, k) := e−ikzψ(z, k) ja kompleksisella parametrilla k varustettu ψ ratkaisee
ongelman (4.22). Seuraava lause antaa yhteyden (4.22):n ja luvun alussa johdetun
alkupera¨isen ongelman va¨lille.
Lause 4.4. [23] Olkoon q = ∆σ1/2(z)/σ1/2(z) rajoitettu potentiaali. Ta¨llo¨in muut-
tujanvaihdolla u˜ = σ1/2u saadaan yhta¨lo¨lle ∇ · (σ∇u) = 0 esitysmuoto
(−∆ + q)u˜ = 0.
Todistus. Tarkastellaan aluksi termeja¨ D2xiu˜ ja qiu˜ = σ
−1/2((∂2/∂x2i )σ
1/2)u˜, i =
1, 2:
− ∂
2
∂x2i
u˜ =− ∂
∂xi
(
u
2σ
1
2
∂
∂xi
σ
)
− ∂
∂xi
(
σ
1
2
∂
∂xi
u
)
=− 1
2σ
1
2
∂
∂xi
u
∂
∂xi
σ +
u
4σ
3
2
(
∂
∂xi
σ
)2
− u
2σ
1
2
∂2
∂x2i
σ − 1
2σ
1
2
∂
∂xi
σ
∂
∂xi
u− σ 12 ∂
2
∂x2i
u
=− 1
σ
1
2
∂
∂xi
u
∂
∂xi
σ +
u
4σ
3
2
(
∂
∂xi
σ
)2
− u
2σ
1
2
∂2
∂x2i
σ − σ 12 ∂
2
∂x2i
u, (4.26)
qiu˜ =
∂2
∂x2i
σ1/2
σ1/2
· σ1/2u
=u
∂
∂xi
(
1
2σ
1
2
∂
∂xi
σ
)
=− u
4σ
3
2
(
∂
∂xi
σ
)2
+
u
2σ
1
2
∂2
∂x2i
σ. (4.27)
Yhdista¨ma¨lla¨ (4.26) ja (4.27) saadaan summaamalla yli muuttujien:
(−∆ + q)u˜ = − 1
σ
1
2
∂
∂x
u
∂
∂x
σ − σ 12 ∂
2
∂x2
u− 1
σ
1
2
∂
∂y
u
∂
∂y
σ − σ 12 ∂
2
∂y2
u. (4.28)
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Lasketaan seuraavaksi ∇ · (σ∇u) auki:
0 = ∇ · (σ∇u)
=
∂
∂x
(
σ
∂
∂x
u
)
+
∂
∂y
(
σ
∂
∂y
u
)
= σ
∂2
∂x2
u+
∂
∂x
σ
∂
∂x
u+ σ
∂2
∂y2
u+
∂
∂y
σ
∂
∂y
u.
Jakamalla puolittain σ1/2:lla ja lopulta ka¨ytta¨ma¨lla¨ (4.28) saadaan
0 = −σ 12 ∂
2
∂x2
u− 1
σ
1
2
∂
∂x
σ
∂
∂x
u− σ 12 ∂
2
∂y2
u− 1
σ
1
2
∂
∂y
σ
∂
∂y
u
= (−∆ + q)u˜.
4.3.1 Funktion ψ|∂Ω laskeminen mittausdatasta
Edellisessa¨ luvussa saatiin yhteys Caldero´nin ongelman (4.9) ja eksponentiaalisesti
kasvavien ratkaisuiden va¨lille. Seuraavaksi tarvitaan yhteys la¨hto¨tietona oletettuun
DN-kuvaukseen Λσ, ta¨ssa¨ tyo¨kaluna toimii Alessadrinin identiteetti :
Lause 4.5. [2] Olkoon v1, v2 ∈ H1(Ω), Ω ∈ C1, ratkaisuja yhta¨lo¨lle
(−∆ + qi(z))vi(z) = 0, z ∈ Ω
ja Λq1, Λq2 vastaavat DN-kuvaukset. Ta¨llo¨in∫
Ω
(q1 − q2)v1v2dxdy =
∫
∂Ω
v1(Λq1 − Λq2)v2dxdy.
Todistus. Koska kaikilla z ∈ Ω on voimassa (−∆+q1(z))v1(z)−(−∆+q2(z))v2(z) =
0, saadaan integroimalla yli Ω:n
0 =
∫
Ω
v2(z)(−∆ + q1(z))v1(z)− v1(z)(−∆ + q2(z))v2(z)dxdy
=
∫
Ω
(q1(z)− q2(z))v1(z)v2(z)dxdy −
∫
Ω
(v2(z)∆v1(z)− v1(z)∆v2(z))dxdy.
Ka¨ytta¨ma¨lla¨ Greenin kaavaa (Lause 2.15, kohta (iii)) ja¨lkimma¨iseen integraaliin
saadaan∫
Ω
(q1(z)− q2(z))v1(z)v2(z)dxdy =
∫
∂Ω
(
v2(z)
∂v1(z)
∂ν
− v1(z)∂v2(z)
∂ν
)
dS
=
∫
∂Ω
(v2(z)Λq1v1(z)− v1(z)Λq2v2(z)) dS.
(4.29)
43
Tutkitaan seuraavaksi Dirichlet’n ongelmaa{
(−∆ + q1)w(z) = 0
w|∂Ω= v2|∂Ω.
Laskemalla kuten ylla¨ saadaan
0 =
∫
Ω
(w(z)(−∆ + q1(z))v1(z)− v1(z)(−∆ + q1(z))w(z)) dxdy
=
∫
Ω
(w(z)∆v1(z)− v1(z)∆w(z)) dxdy
=
∫
∂Ω
(
w(z)
∂v1(z)
∂ν
− v1(z)∂w(z)
∂ν
)
dS
=
∫
∂Ω
(
v2(z)
∂v1(z)
∂ν
− v1(z)∂v2(z)
∂ν
)
dS
=
∫
∂Ω
(v2(z)Λq1v1(z)− v1(z)Λq1v2(z)) dS.
Siis
∫
∂Ω
v2(z)Λq1v1(z)dS =
∫
∂Ω
v1(z)Λq1v2(z)dS. Ka¨ytta¨ma¨lla¨ ta¨ta¨ yhta¨lo¨ssa¨ (4.29)
saadaan lopulta∫
Ω
(q1(z)− q2(z))v1(z)v2(z)dxdy =
∫
∂Ω
(v1(z)Λq1v2(z)− v1(z)Λq2v2(z)) dS
=
∫
∂Ω
v1(z) (Λq1 − Λq2) v2(z)dS.
Huomaa, etta¨ lauseessa DN-kuvaukset riippuvat potentiaaleista qi johtavuuk-
sien σi sijaan. Seuraava tulos kuitenkin na¨ytta¨a¨, ettei ta¨ma¨ ole ongelma.
Lause 4.6. [23] Olkoon σ ∈ C2(Ω) sellainen, etta¨ on olemassa ε > 0, jolle pa¨tee:
kun d(z,Ωc) < ε, niin σ(z) = 1. Ma¨a¨ritella¨a¨n q = ∆σ1/2/σ1/2. Olkoon u ratkaisu
ongelmalle {
∇ · (σ∇u) = 0
u|∂Ω= f
ja v ratkaisee yhta¨pita¨va¨n (kts. Lause 4.4) ongelman. Ta¨llo¨in Λq = Λσ.
Todistus. Lauseen 4.4 nojalla v = σ1/2u. Lisa¨ksi oletuksesta σ ≡ 1 la¨hella¨ Ω:n
reunaa seuraa
∂σ
∂ν
∣∣∣
∂Ω
= 0.
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Nyt voidaan laskea
Λqf =
∂v
∂ν
∣∣∣
∂Ω
=
∂σ1/2u
∂ν
∣∣∣
∂Ω
= σ1/2
∂u
∂ν
∣∣∣
∂Ω
+
u
2σ1/2
∂σ
∂ν
∣∣∣
∂Ω
=
∂u
∂ν
∣∣∣
∂Ω
= Λσf.
Huomaa, etta¨ ylla¨ oleva lause antaa myo¨s Λq≡0 = Λσ≡1! Kun ζ ∈ C\Ω, valitsemalla
q1 = 0 ja v1 = Gk(z − ζ), q2 = q = σ−1/2∆σ1/2 ja v2 = ψ(z, k), jossa Gk on
ma¨a¨ritelty Ma¨a¨ritelma¨ssa¨ 2.29 ja ψ on kuten (4.22):ssa, Lause 4.5 antaa:∫
∂Ω
Gk(z − ζ) (Λ0 − Λq)ψ(z, k)dS = −
∫
Ω
Gk(z − ζ)q(z)ψ(z, k)dz
= (−Gk ∗ (qψ)) (ζ)
= ψ(z, k)− eikz. (4.30)
Viimeinen yhta¨suuruus seuraa yhta¨lo¨sta¨ (4.25). Perustellaan viela¨ lauseen 4.5 ole-
tusten voimassaolo. Koska Gk on (−∆):n perusratkaisu ja ζ:n valinnasta seuraa, et-
tei Gk:n argumentti ole koskaan nolla, joten (−∆+q1)Gk(z−ζ) = (−∆Gk(z−ζ) =
0. Lause 4.2 taas antaa suoraan (−∆ + q2)ψ(z, k) = 0.
Artikkelissa [23] na¨yteta¨a¨n, etta¨ (4.30) on voimassa myo¨s Ω:n reunalla seuraa-
vassa muodossa
ψ(z, k)|∂Ω= eikz|∂Ω−Sk(Λσ − Λ1)ψ(z, k), (4.31)
jossa operaattori Sk (jolle ka¨yteta¨a¨n usein kirjallisuudessa nimea¨ Single Layer Ope-
rator) on ma¨a¨ritelty seuraavasti:
(Skφ)(z) =
∫
∂Ω
Gk(z − ζ)φ(ζ)dS(ζ).
Lause 5 artikkelissa [23] osoittaa operaattorin I + Sk(Λσ − Λ1) olevan ka¨a¨ntyva¨
H1/2(∂Ω):ssa (potentiaalin ollessa muotoa q = ∆
√
σ/
√
σ), joten lopulta saadaan
Ω:n reunalla ψ:lle yhta¨lo¨n (4.31) lisa¨ksi seuraava identiteetti
ψ(z, k)|∂Ω= [I + Sk(Λσ − Λ1)]−1 eikz|∂Ω.
4.3.2 Sirontamuunnos
Edellisessa¨ luvussa lo¨ydettiin keino laskea ψ(z, k) joukon Ω reunalla. Seuraava askel
kohti toimivaa algoritmia on sirontamuunnos. Sirontamuunnos voidaan ajatella
potentiaalin q epa¨lineaarisena Fourier-muunnoksena, jossa epa¨lineaarisuus syntyy
integraalin sisa¨lla¨ esiintyva¨sta¨ ylima¨a¨ra¨isesta¨ kerroinfunktiosta µ (tai ψ).
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Ma¨a¨ritelma¨ 4.7. Olkoon q kuten Lauseessa 4.4 ja ψ kuten (4.22):ssa. Ta¨llo¨in
sirontamuunnos ma¨a¨ritella¨a¨n seuraavasti
t(k) = tq,ψ(k) :=
∫
R2
eik¯z¯q(z)ψ(z, k)dxdy =
∫
R2
ei(k¯z¯+kz)q(z)µ(z, k)dxdy.
Yhta¨lo¨sta¨ (4.23) tieda¨mme, etta¨ µ(z, ·) as.≈ 1 ja
k¯z¯ + kz = (k1 − ik2)(z1 − iz2) + (k1 + ik2)(z1 + iz2)
= k1z1 − k2z2 − ik2z1 − iz2k1 + k1z1 − k2z2 + iz1k2 + ik1z2
= 2k1z1 − 2k2z2
= −(−2k1, 2k2) · z,
joten saamme [28]:
t(k) =
∫
R2
e−i(−2k1,2k2)·zq(z)µ(z, k)dxdy
as.≈ F(q(−2k1, 2k2)). (4.32)
Artikkelissa [23] itse asiassa na¨yteta¨a¨n, etta¨ lo¨ytyy sellainen 0 < s < 1, etta¨
riitta¨va¨n isoilla |k| on voimassa |t(k1, k2)− q̂(−2k1, 2k2)| ≤ C|k|−s.
Vaikka sirontamuunnokseen on ehka¨ hieman vaikea saada intuitiivisesti otetta,
on silla¨ paljon hyvia¨ ominaisuuksia. Seuraavat tulokset antavat estimaatteja seka¨
pienella¨, etta¨ isolla |k|.
Lause 4.8. [28] Olkoon Ω ⊂ R2 rajoitettu, yhdesti yhtena¨inen C∞ joukko. Olkoon
0 < c ≤ σ ∈ Cm+2(R2) , m ≥ 1 ja σ−1 ∈ Cm+20 (Ω). Ma¨a¨ritella¨a¨n q = σ−1/2∆σ1/2.
Ta¨llo¨in lo¨ytyy C = C(m, |Ω|, ‖q‖Cm0 ) siten, etta¨
|t(k)| ≤ C|k|−m kun |k| iso.
Lause 4.9. [28] Olkoon Ω ⊂ R2 rajoitettu, yhdesti yhtena¨inen C∞ joukko. Olkoon
0 < c ≤ σ ∈ W 2,p(Ω), 1 < p < 2 ja σ ≡ 1 la¨hella¨ reunaa ∂Ω. Ta¨llo¨in pienella¨ |k|:
|t(k)| ≤ C|k|1+ε kaikilla 0 < ε < 2/p′,
jossa 1/p+ 1/p′ = 1.
Estimaattien lisa¨ksi σ:n ja t:n va¨lilla¨ on Fourier-muunnoksen ominaisuuksia muis-
tuttavia rakenteellisia yhteyksia¨, joita on koottu seuraavaan lauseeseen.
Lause 4.10. [28]Olkoon Ω ⊂ R2 rajoitettu, yhdesti yhtena¨inen C∞ joukko. Olkoon
0 < c ≤ σi ∈ C2(Ω) ja σi− 1 ∈ C20(Ω) kun i = 1, 2. Ma¨a¨ritella¨a¨n qi = σ−1/2i ∆σ1/2i .
Merkita¨a¨n ti:lla¨ qi:ta¨ vastaavaa sirontamuunnosta. Nyt σ:n ja t:n va¨lilla¨ on seu-
raavat yhteydet:
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(i) Olkoon ϕ ∈ R ja merkita¨a¨n xϕ = eiϕ(x1+ix2) kun x ∈ R2. Ta¨llo¨in seuraavat
ehdot ovat yhta¨pita¨via¨:
σ2(x) = σ1(x−ϕ) kaikilla x ∈ R2
t2(k) = t1(kϕ) kaikilla k ∈ C \ {0}.
(ii) Olkoon λ > 0. Ta¨llo¨in seuraavat ehdot ovat yhta¨pita¨via¨:
σ2(x) = σ1(λx) kaikilla x ∈ R2
t2(k) = t1(λ
−1k) kaikilla k ∈ C \ {0}.
(iii) Seuraavat ehdot ovat yhta¨pita¨via¨:
σ2(x) = σ1(−x) kaikilla x ∈ R2
t2(k) = t1(k) kaikilla k ∈ C \ {0}.
(iv) Kiinniteta¨a¨n x′ ∈ R2. Ta¨llo¨in seuraavat ehdot ovat yhta¨pita¨via¨:
σ2(x) = σ1(x− x′) kaikilla x ∈ R2
t2(k) = ek(x
′)t1(k) kaikilla k ∈ C \ {0}.
Ka¨yta¨nno¨ssa¨ sirontamuunnoksen laskeminen ei usein onnistu suoraan sen ma¨a¨ritel-
ma¨sta¨, silla¨ ψ pita¨isi olla tiedossa koko ma¨a¨rittelyjoukossaan. Edellisessa¨ luvussa
ψ saatiin ratkaistua vain ma¨a¨rittelyjoukkonsa reunalla. Ka¨ytta¨ma¨lla¨ Alessadrinin
identiteettia¨ saadaan sirontamuunnos kuitenkin muunnettua reunaintegraaliksi,
jolloin ta¨ma¨ riitta¨a¨.
Valitaan q1 = q = σ
−1/2∆σ1/2, v1 = ψ(z, k), q2 = 0 ja v2 = eik¯z¯. Olkoon
z¯ = x− iy kompleksikonjugaatti, jolloin
∂z z¯ =
1
2
(
∂
∂x
− i ∂
∂y
)
(x− iy) = 1
2
(1 + i2) = 0.
Nyt voidaan laskea
(−∆ + q2)v2 = −∆eik¯z¯ = −4∂¯z∂zeik¯z¯ = −4∂¯z(eik¯z¯ik¯ ∂z z¯︸︷︷︸
=0
) = −4∂¯z0 = 0.
Koska lisa¨ksi Lauseen 4.22 nojalla (−∆ + q)ψ(z, k) = 0, saadaan Lauseiden 4.5 ja
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4.6 nojalla:
t(k) =
∫
R2
q(z)ψ(z, k)eik¯z¯dxdy
=
∫
R2
(q1(z)− q2(z))v2(z, k)v1(z, k)dxdy
=
∫
∂Ω
v1(Λq1 − Λq2)v2dS
=
∫
∂Ω
v1(Λq − Λ0)v2dS
=
∫
∂Ω
eik¯z¯(Λσ − Λ1)ψ(z, k)dS.
Nyt sirontamuunnoksen laskemiseksi tarvitaan siis ena¨a¨ ψ|∂Ω, jonka ratkaisemiseksi
johdettiin reunaintegraaliyhta¨lo¨ (4.31).
4.3.3 Funktion µ laskeminen koko Ω:ssa
Artikkelissa [23] osoitetaan, etta¨ Lippmann–Schwinger -yhta¨lo¨n µ = 1− gk ∗ (qµ)
operointi ∂¯k:lla antaa
∂
∂k
µ(z, k) =
1
4pik
t(k)e−i(zk+z¯k¯)µ(z, k). (4.33)
Lause 4.1 [23]:ssa na¨ytta¨a¨, etta¨ varustettuna ehdolla
µ(z, k)− 1 ∈ Lr ∩ L∞(C) jollakin r > 2 (4.34)
(4.33):n ratkaisu on yksika¨sitteinen. Seuraava lause antaa tavan kirjoittaa (4.33)
integraaliyhta¨lo¨na¨.
Lause 4.11. Olkoon f : C→ C kokonainen funktio ja µ ratkaisu yhta¨lo¨lle
µ = f − 1
pik
∗ (Tzµ), (4.35)
jossa Tz(k) := t(k)e
−i(kz+kz)/(4pik). Ta¨llo¨in µ ratkaisee yhta¨lo¨n (4.33). Lisa¨ksi
valinnalla f ≡ 1 ratkaisu toteuttaa reunaehdon (4.34).
Todistus. Lauseen 2.28 nojalla
∂k
1
pik
= δ.
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Lisa¨ksi kokonaiselle funktiolle f(x, y) = u(x, y)+iv(x, y) on voimassa koko komplek-
sitasossa Cauchy–Riemann -yhta¨lo¨t:
∂u
∂x
=
∂v
∂y
ja
∂v
∂x
= −∂u
∂y
, (4.36)
joten
∂kf =
1
2
(
∂u
∂x
+ i
∂v
∂x
+ i
∂u
∂y
+ i2
∂v
∂y
)
=
1
2
(
∂u
∂x
− i∂u
∂u
+ i
∂u
∂y
− ∂u
∂x
)
= 0.
Nyt operoimalla yhta¨lo¨a¨ (4.35) puolittain ∂k:lla ja muistaen lause (2.20) saadaan
∂kµ = ∂kf − ∂k
(
1
pik
∗ (Tzµ¯)
)
= −
(
∂k
1
pik
)
∗ (Tzµ¯)
= −δ ∗ (Tzµ¯)
= −Tzµ¯.
Ma¨a¨ritella¨a¨n
g(z, k) :=
1
4pi
∫
C
t(k′)
(k − k′)k′ e−z(k)dk
′.
Artikkelin [19] Lemma 3.2. na¨ytta¨a¨, etta¨ kun r > 2, niin kiinnitetylla¨ z ∈ C:
|g(z, k)| ≤ C|k| , kun k ∈ C \ {0}.
Koska µ on rajoitettu funktio, saadaan valitsemalla f ≡ 1:
|µ(z, k)− 1| =
∣∣∣∣ 14pi
∫
C
t(k′)
(k − k′)k′ e−z(k)µ(z, k)dk
′
∣∣∣∣ ≤ C1|k| ,
siis
∫ |µ(z, k) − 1|rdk ≤ C1 ∫ |k|−r∞ ja µ(z, k) − 1 ∈ Lr(C). Artikkelin [19] Lem-
man 3.2. todistuksessa na¨yteta¨a¨n myo¨s, etta¨ ‖g(z, ·)‖∞ < ∞, joten ja¨lleen µ:n
rajoittuneisuudesta johtuen saadaan ‖µ− 1‖ <∞, siis µ(z, k)− 1 ∈ L∞(C).
Lopulta valitsemalla kokonaiseksi funktioksi f ≡ 1 saadaan µ = 1−(pik)−1∗(Tzµ),
siis
µ(z, k) = 1 +
1
(2pi)2
∫
C
t(k′)
(k − k′)k¯′ e−z(k
′)µ(z, k′)dk′.
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4.3.4 Johtavuus σ
Artikkelissa [23] na¨yteta¨a¨n, etta¨ yhta¨lo¨ssa¨ −∆µ(z, k)−4ik∂¯µ(z, k) = −q(z)µ(z, k)
(4.23) voidaan antaa k → 0 , jolloin saadaan
−∆µ(z, 0) = −q(z)µ(z, 0). (4.37)
Muistamalla q(z) = ∆
√
σ/
√
σ saadaan (4.37):lle ratkaisuksi
µ(z, 0) = σ1/2(z).
4.4 Teoreettisesta mallista laskennalliseen mal-
liin
Luvussa 4.3 esitellyssa¨ mallissa la¨hdettiin oletuksesta, etta¨ jaksossa 4.1.2 esitel-
ty operaattori Λσ on tunnettu. Ta¨ma¨ ei kuitenkaan ka¨yta¨nno¨ssa¨ ole mahdollista,
silla¨ mittausdataa tuottavat elektrodit peitta¨va¨t vain osan tutkittavan kappaleen
pinnasta ja niita¨ on a¨a¨rellinen ma¨a¨ra¨. Kirjassa [22] na¨yteta¨a¨n, etta¨ N elektro-
dilla voidaan tuottaa vain N − 1 lineaarisesti riippumatonta ja¨nniteyhdistelma¨a¨.
Ka¨yta¨nno¨ssa¨ mittausdatana siis saadaan mittausvirheita¨ sisa¨lta¨va¨ a¨a¨rellis-
ulotteinen operaattoria Λσ approksimoiva matriisi Lσ.
Edella¨ esitetty teoria ei kuitenkaan kaadu la¨hto¨datan muuttuessa diskreetik-
si, silla¨ artikkelissa [17] konstruoidaan ja todistetaan ongelmalle regularisointi-
strategia. La¨hto¨kohtana on kuvauksen F : σ 7→ Λσ, F : D(F ) → Y la¨hto¨- ja
maaliavaruuksien ma¨a¨rittely:
Ma¨a¨ritelma¨ 4.12. Olkoon M > 0 ja 0 < ρ < 1. Olkoon D(F ) niiden funktioiden
σ : Ω ⊂ R2 → R joukko, jotka toteuttavat
‖σ‖C2(Ω) ≤M
σ(x) ≥M−1
σ(x) = 1, kun ρ < |x| < 1.
Avaruus D(F ) perii metrisen rakenteen L∞:lta¨.
Data-avaruus Y ⊂ L(H1/2(∂Ω), H−1/2(∂Ω)) koostuu niista¨ rajoitetuista lineaa-
rioperaattoreista A, jotka toteuttavat
A(1) = 0,∫
∂Ω
A(f)dS = 0 kaikilla f ∈ H1/2(∂Ω).
Avaruus Y varustetaan tavallisella operaattorinormilla ‖·‖Y = ‖·‖H1/2(∂Ω)→H−1/2(∂Ω).
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Mittausdatana saatavaa Λσ:n approksimaatiota merkita¨a¨n Λ
δ
σ:lla, jossa Λ
δ
σ =
Λσ + E , ‖E‖Y ≤ δ ja δ on ennalta tiedetty ha¨irio¨taso. Ma¨a¨ritella¨a¨n
R(δ) = − 1
10
log δ, (4.38)
α(δ) =
1
R(δ)
, (4.39)
(Γα(δ)Λδσ)(x) = (µ
δ
R(x, 0))
2, (4.40)
jolloin Γ on regularisointistrategia alla kuvatuin yksityiskohdin.
Ensimma¨isena¨ ratkaistavana siis yhta¨lo¨a¨ (4.31) vastaava toistaiseksi hieman
abstrakti reunaintegraaliyhta¨lo¨
ψ(z, k)δ|∂Ω= eikz|∂Ω−Sk(Λδσ − Λ1)ψ(z, k)δ.
Kaavassa (4.45) laskettava sirontamuunnos ma¨a¨ritella¨a¨n nollaksi suurilla |k|:n ar-
voilla, joten yhta¨lo¨ riitta¨a¨ ratkaista kun |k| < R = R(δ). Yhta¨lo¨ssa¨ esiintyy
toistaiseksi seka¨ a¨a¨rellisulotteisia (ψ(z, k)δ|∂Ω ja Λδσ) etta¨ a¨a¨reto¨nulotteisia ope-
raattoreita (Sk ja Λ1), joten tarvitsemme myo¨s a¨a¨reto¨nulotteisille operaattoreil-
le a¨a¨rellisulotteiset approksimaatiot. Koska Sk,Λ1 : Hs(∂Ω) → Hr(∂Ω), voimme
ka¨ytta¨a¨ osiossa (2.4) kuvattua menetelma¨a¨. Jos ϕn, n ∈ Z olisivat tutkittavan
operaattorin ominaisvektorit niin voisimme ma¨a¨ritta¨a¨ approksimaatiot ominaisar-
vojen λn avulla, silla¨ Aϕn = λnϕn. Artikkikkelissa [15] na¨yteta¨a¨n, etta¨ juuri na¨in
ka¨y. Seuraavassa lauseessa lasketaan ominaisarvot operaattorille Λ1.
Lause 4.13. Operaattorin Λ1 ominaisfunktiot ovat yksikko¨kiekossa ϕn(z) =
(2pi)−1/2einz, n ∈ Z ja ominaisfunktiota ϕn vastaa ominaisarvo |n|. Siis
Λ1ϕn = |n|ϕn ∀n ∈ Z.
Todistus. Selva¨sti Λ1ϕ0 = 0, joten ϕ0 on ominaisfunktio ominaisarvolla 0. Kun
n ∈ Z \ {0}, huomataan etta¨
∆zn =
∂2zn
∂x2
+
∂2zn
∂y2
= n
∂z(n−1)
∂x
+ in
∂z(n−1)
∂y
= n(n− 1)z(n−2)(1− 1) = 0.
Kirjoitetaan yksikko¨kiekossa zn = r|n|einθ, jolloin yksikko¨kiekon reunalla
zn|∂Ω= einθ =
√
2piϕn. Merkita¨a¨n symboleilla rˆ, θˆ napakoordinaattien kantavek-
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toreita, jolloin yksikko¨ympyra¨ssa¨ ulkonormaali η = rˆ. Nyt saadaan
Λ1ϕn :=
∂ϕn
∂η
=
(
rˆ
∂ϕn
∂r
+ θˆ
1
r
∂ϕn
∂θ
)
· η
=
1√
2pi
(
rˆ
∂r|n|einθ
∂r
+ θˆ
1
r
∂r|n|einθ
∂θ
)
· rˆ
∣∣∣∣
r=1
=
1√
2pi
∂r|n|einθ
∂r
∣∣∣∣
r=1
=
1√
2pi
|n|r|n|−1einθ
∣∣∣∣
r=1
=
1√
2pi
|n|einθ
= |n|ϕn.
Nyt saamme siis Fourier-kannassa (2N + 1) × (2N + 1) approksimaation L1
operaattorille Λ1:
L1 := diag[N,N − 1, . . . , 1, 0, 1, . . . , N − 1, N ].
Johtavuuden σ ollessa paloittain vakio ja radiaalisymmetrinen saadaan DN-kuvauk-
sen Λσ ominaisarvot laskettua myo¨s analyyttisesti seuraavan tuloksen avulla.
Lause 4.14. [29] Olkoon N ≥ 2 ja 0 = r0 < r1 < . . . < rN−1 < rN = 1. Olkoon
σj ∈ R+, j = 1, . . . , N , joille pa¨tee σj 6= σj+1 kun j = 1, . . . , N − 1. Asetetaan
σN = 1 ja
σ(x) = σ(|x|) = σj, kun rj−1 < |x| < rj.
Ta¨llo¨in DN-kuvauksen Λσ ominaisarvot ovat
λn = |n| − 2|n|(1 + CN−1)−1,
jossa Cj saadaan rekursiivisesti laskettua yhta¨lo¨ista¨:
C1 = ρ1r
−2|n|
1 , Cj =
ρjCj−1 + r
−2|n|
j
ρj + Cj−1r
2|n|
j
, kun j = 1, . . . , N − 1
ja edelleen ρj = (σj+1 + σj)/(σj+1 − σj).
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Huomaa, etta¨ tuloksen avulla voidaan edelleen approksimoida radiaalisymmet-
risen, jatkuvan johtavuuden ma¨a¨ritta¨ma¨n DN-kuvauksen ominaisarvoja. Lauseen
(2.32) nojalla tieda¨mme
Gk(z) = G0(z) +Hk(z) = G0(z) +H1(kz)− 1
2pi
log |k|,
joten Sk voidaan kirjoittaa:
Skφ(z) =
∫
∂Ω
Gk(z − ζ)φ(ζ)ds(ζ)
=
∫
∂Ω
(G0(z − ζ) +H1(k(z − ζ))− 1
2pi
log |k|)φ(ζ)ds(ζ)
=
∫
∂Ω
G0(z − ζ)φ(ζ)ds(ζ) +
∫
∂Ω
H1(k(z − ζ))φ(ζ)ds(ζ)
−
∫
∂Ω
log |k|
2pi
φ(ζ)ds(ζ)
=S0φ(z) +Hkφ(z)− log |k|
2pi
∫
∂Ω
φ(ζ)ds(ζ). (4.41)
Ylla¨ esiintyva¨ operaattori Hk ma¨a¨ritella¨a¨n seuraavasti:
Hkφ(z) =
∫
∂Ω
H1(k(z − ζ))φ(ζ)ds(ζ).
Seuraava artikkelin [29] korjauksesta (Erratum) lo¨ytyva¨ tulos antaa keinon ap-
proksimoida operaattoria S0.
Lause 4.15. Olkoon Ω tason yksikko¨kiekko ja f ∈ H˜−1/2(∂Ω). Ta¨llo¨in
S0 = 1
2
R1.
Todistus. Olkoon u sellainen, etta¨ ∆u(x) = 0, kun x ∈ Ω ja ∂u(x)/∂η = f(x), kun
x ∈ ∂Ω. Merkita¨a¨n
Φ(x, y) = − 1
2pi
log |x− y| ja (D0φ)(x) =
∫
∂Ω
∂Φ(x, y)
∂η(y)
φ(y)dσ(y),
jolloin Lause 3.1 kirjassa [6] antaa∫
∂Ω
(
u(y)
∂Φ(x, y)
∂η(y)
− ∂u(y)
∂η(y)
Φ(x, y)
)
dσ(y) = −u(x).
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Muistamalla reunaehto ∂u(x)/∂η = f(x) saadaan siis (S0f)(x) = (D0u)(x)+u(x).
Kirjan [6] Lauseen 2.13 nojalla voidaan antaa x→ ∂Ω, jolloin D0u voidaan jatkaa
jatkuvasti Ω:lta Ω:lle seuraavasti:
lim
x→x˜
(D0u)(x) =
∫
∂Ω
∂Φ(x˜, y)
∂η(y)
u(y)dσ(y)− 1
2
u(x˜),
jossa x ∈ Ω, x˜ ∈ ∂Ω. Koska Ω on yksikko¨kiekko, niin
−2pi∂Φ(x˜, y)
∂η(y)
=
−2pi
−2pi
y − x˜
|y − x˜|2 · y =
y · y − x˜ · y
(y − x˜) · (y − x˜) =
1− x˜ · y
2(1− x˜ · y) =
1
2
,
jossa · merkitsee pistetuloa. Na¨in ollen D0u(x˜) yksinkertaistuu muotoon
(D0u)(x˜) = − 1
4pi
∫
∂Ω
u(y)dσ(y)− 1
2
u(x˜).
Kirjan [6] lauseen 2.12 nojalla S0f on jatkuva koko tasossa, joten yhdista¨ma¨lla¨
ylla¨olevat tiedot saadaan
(S0f)|∂Ω = u|∂Ω+
∫
∂Ω
u(y)
∂Φ(x, y)
∂η(y)
dσ(y)− 1
2
u|∂Ω
=
1
2
(
u|∂Ω+ 1|∂Ω|
∫
∂Ω
u(y)dσ(y)
)
=
1
2
R1f,
silla¨ oletuksen f ∈ H˜−1/2(∂Ω) nojalla |∂Ω|−1 ∫
∂Ω
u(y)dσ(y) = 0.
Koska yhta¨lo¨ssa¨ (4.31) operaattorin S0 argumenttina on vain avaruuden
H−1/2(∂Ω) sellaisia alkioita, jotka ovat operaattorin Λ1 tai Λσ kuvaamia ja na¨iden
maaliavaruutena on H˜−1/2(∂Ω), toteutuu lauseen oletukset ja operaattoria S0 voi-
daan approksimoida R1:n ominaisarvojen avulla. Lauseiden 4.12 ja 4.13 nojalla
saadaan laskettua R1:n ominaisarvot; olkoon n ∈ Z \ {0}, jolloin
ϕn = ϕn − Pϕn = R1Λ1ϕn = R1|n|ϕn ⇐⇒ R1ϕn = 1|n|ϕn.
Na¨in ollen S0:lle saadaan Fourier-kannassa approksimaatio
S0 :=
1
2
diag
[
1
N
,
1
N − 1 , . . . , 1, 0, 1, . . . ,
1
N − 1 ,
1
N
]
.
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Ja¨ljelle ja¨a¨va¨n Hk:n approksimointi, onnistuu helposti muistamalla H1:n ma¨a¨ritel-
ma¨, H1:n laskemiseksi tarvitaan siis vain g1:
H1(z) = e
izg1(z) +
1
2pi
log |z|.
Ma¨a¨ritella¨a¨n siis Hk = [Hk(m,n)], jossa
Hk(m,n) := 〈Hkϕn, ϕm〉 = 1
2pi
∫ 2pi
0
(Hkeinθ)e−imθdθ.
Lisa¨tietoja g1:n laskemiseen liittyen lo¨ytyy esimerkiksi viitteesta¨ [28]. Huomataan
viela¨, etta¨ koska Λσ : H
1/2(∂Ω) → H˜−1/2(∂Ω), niin olettamalla ∫
∂Ω
EdS = 0,
E = Λσ − Λδσ, saadaan∫
∂Ω
(Λδσf)(y)ds(y) =
∫
∂Ω
(Λ1f)(y)ds(y) = 0.
Tutkittavassa tilanteessa yhta¨lo¨n (4.41) viimeinen termi on siis nolla ja voimme
kirjoittaa Sk:lle approksimaation
Sk ≈ Sk := S0 + Hk.
Kun viimein merkitsemme data-matriisia Λδσ Fourier-kannassa L
δ
σ:lla, voimme kir-
joittaa
ψ̂(z, k)δ|∂Ω = êikz|∂Ω−(S0 + Hk)(Lδσ − L1)ψ̂(z, k)δ|∂Ω ⇐⇒ (4.42)
êikz|∂Ω = (I + (S0 + Hk)(Lδσ − L1))ψ̂(z, k)δ|∂Ω ⇐⇒ (4.43)
ψ̂(z, k)δ|∂Ω = (I + (S0 + Hk)(Lδσ − L1))−1êikz|∂Ω. (4.44)
Matriisin [I + (S0 + Hk)(L
δ
σ − L1)] tiedeta¨a¨n olevan ka¨a¨ntyva¨ ainakin riitta¨va¨n
suurilla N ja pienella¨ δ [22], (matriisi on kokoa N × N) silla¨ approksimoitava
operaattori [I + Sk(Λσ − Λ1)] on [23]:n nojalla ka¨a¨ntyva¨. Fourier-muunnos êikz|∂Ω
lasketaan [22]:ssa; kirjoitetaan z = eiθ, jolloin saadaan [14]
eikz =
∞∑
n=−∞
an(k)e
inθ, an(k) =
{
(ik)n
n!
, n ≥ 0
0, n < 0.
55
Kuva 4.1: Laskennallisessa mallissa muodostetaan k-muuttujalle diskretisoitu las-
kentahila, jonka jokaisessa pisteessa¨ yhta¨lo¨ (4.44) ratkaistaan.
Lopulta voidaan kirjoittaa
êikz|∂Ω=
√
2pi

0
...
0
1
ik
−k2/2
...
(ik)N/N !

.
Nyt ψ voidaan ratkaista joukossa ∂Ω jokaisella kiintea¨lla¨ k ∈ C\{0} ratkaisemalla
yhta¨lo¨ (4.44) ja ottamalla ka¨a¨nteinen Fourier-muunnos.
Kuten aiemmin todettiin, asetetaan seuraavaksi sirontamuunnos nollaksi R-
sa¨teisen origokeskeisen kiekon ulkopuolella, silla¨ mittausvirheiden on havaittu ka-
saantuvan korkean taajuuden alueelle (siis sa¨ilytetta¨va¨n kiekon ulkopuolelle, katso
kuva 4.2) [29].
tεR(k) =

∫
∂Ω
eik¯z¯(Λσ − Λ1)ψ(z, k)δ|∂ΩdS , |k| < R
0 , |k| ≥ R.
(4.45)
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Kuva 4.2: Vasemmalla ylha¨a¨lla¨: sirontamuunnoksen reaaliosa, oikealla ylha¨a¨lla¨: si-
rontamuunnoksen imagina¨a¨riosa, vasemmalla alhaalla: ha¨irio¨llisen sirontamuun-
noksen reaaliosan ”ehja¨ osa”, oikealla alhaalla: ha¨irio¨llisen sirontamuunnoksen
imagina¨a¨riosan ”ehja¨ osa”.
Viimein ratkaistaan µ
µεR(z, k) = 1 +
1
(2pi)2
∫
|k′|<R
tεR(k
′)
(k − k′)k¯′ e−z(k
′)µεR(z, k′)dk
′. (4.46)
Huomaa, etta¨ µεR saadaan laskettua kaikilla k ∈ C, kun se tiedeta¨a¨n kiekossa
B(0, R):ssa¨, silla¨ integraali lasketaan vain kyseisen joukon yli. Lause 15.4.1 kirjassa
[22] osoittaa, etta¨ (4.46) ratkeaa yksika¨sitteisesti joukossa B(0, R).
4.4.1 D-bar -menetelma¨n ja¨lkika¨sittely
Kuten sivun 74 kuvassa 5.13 olevista rekonstruktioista ka¨y selva¨sti ilmi, luo esitelty
rekonstruktiomenetelma¨ epa¨jatkuvista johtavuusjakaumista jatkuvia konstruktioi-
ta. Artikkelissa [9] esitella¨a¨n D-bar -menetelma¨n rekonstruktiosta liikkeelle la¨hteva¨
menetelma¨. Menetelma¨ pyrkii saamaan aikaan rekonstruktion, jossa kappaleen ra-
kenneosien va¨lille saadaan selkea¨t reunat (jolloin siis johtavuus ei ole ena¨a¨ jatkuva
funktio) kuitenkin sa¨ilytta¨en alkupera¨isen rekonstruktion kontastierot. Menetelma¨
perustuu Ambrosio–Tortorelli -funktionaalin
EAT (u, v) =
∫
Ω
β(u− u˜)2 + v2|∇u|2 + α
(
ρ|∇v|2 + (1− v)
2
4ρ
)
dx
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minimointiin ja CGO-sinogrammin
Sσ(θ, ϕ, r) := µ(eiθ, reiϕ)− 1
avulla ma¨a¨riteltyyn virhefunktioon.
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Luku 5
Kokeellinen osuus
5.1 Sirontamuunnoksen katkaisu
Luvussa 4.4 esitellyssa¨ rekonstruktiomenetelma¨ssa¨ pyrita¨a¨n poistamaan ”huono”
data asettamalla sirontamuunnos nollaksi R-sa¨teisen origokeskeisen ympyra¨n ul-
kopuolella (jatkossa ta¨ha¨n t:n katkaisutapaan viitataan nimella¨ dbar). Katkai-
susa¨teelleR saadaan laskettua analyyttisesti ”turvallinen”arvo kaavalla (4.38) poh-
jautuen D-bar menetelma¨n regularisointiin. Ka¨yta¨nno¨ssa¨ ta¨ma¨ teoreettinen sa¨de
on kuitenkin turhan konservatiivinen ja ka¨ytto¨kelpoista dataa heiteta¨a¨n hukkaan.
Vaihtoehtona on ka¨ytetty empiirisella¨ kokeilulla lo¨ydettya¨ arvoa sa¨teeksi R (katso
esimerkiksi luku 15.5.4 ja kuva 15.11 kirjasta [22]). Ta¨ssa¨ luvussa esitella¨a¨n nelja¨
vaihtoehtoista tapaa katkaista sirontamuunnos:
1a) Viema¨lla¨ sirontamuunnos jatkuvasti nollaan R-sa¨teisen kiekon reunalta
ka¨ytta¨en gaussista katkaisufunktiota.
1b) Viema¨lla¨ sirontamuunnos jatkuvasti nollaan r-sa¨teisen kiekon reunalta ka¨ytta¨en
gaussista funktiota hitaammin va¨heneva¨a¨ polynomia siten, etta¨ sirontamuunnos
saa arvon nolla R-sa¨teisen kiekon ulkopuolella.
2) Pyrkima¨lla¨ lo¨yta¨ma¨a¨n kaikki ne pisteet, joissa sirontamuunnos saa riitta¨va¨n hy-
via¨ arvoja.
3) Yhdista¨ma¨lla¨ 1a) ja 2).
5.1.1 Pehmea¨ katkaisu gaussisella funktiolla
Artikkelin [23] lauseen 4 todistuksessa na¨yteta¨a¨n sirontamuunnoksen t olevan jat-
kuva origon ulkopuolella. Luvussa 4.3 esitellyssa¨ D-bar menetelma¨ssa¨ kuitenkin
katkaistaan sirontamuunnos epa¨jatkuvasti asettamalla se nollaksi R-sa¨teisen kie-
kon ulkopuolella. Pehmea¨ katkaisu pyrkii poistamaan ta¨ma¨n ristiriidan t:n jatku-
vuuden kanssa viema¨lla¨ sirontamuunnoksen jatkuvasti nollaan. Ma¨a¨ritella¨a¨n kat-
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Kuva 5.1: katkaisufunktio p (vasemmalla profiili), kun R = 3,3 ja c = 0,7.
kaisufunktio p seuraavasti:
p(x) := e
R2
2c2 · e− |x|
2
2c2 = e
R2−|x|2
2c2 , x ∈ C, (5.1)
jossa c > 0 ma¨a¨ra¨a¨ katkaisun jyrkkyyden. Funktio p on gaussinen, jonka vakioker-
roin e
R2
2c2 on valittu siten, etta¨ p(x) = 1, kun |x| = R. Siispa¨ asettamalla jollain
ε > 0:
t˜(k) :=
{
t(k) ·min{1, p(k)} , p(k) > ε
0 , p(k) < ε,
(5.2)
saadaan pehmea¨sti katkaistu sirontamuunnos, joka sa¨ilyy koskemattomana kiekon
B(0, R) sisa¨lla¨ ja sa¨ilytta¨en (laskennallisessa mielessa¨) jatkuvuutensa la¨hestyy nol-
laa, kun |k| kasvaa. Pienilla¨ p:n arvoilla t˜:n nollaksi asettaminen siivoaa pois turhat
satunnaisluvut t:n ma¨a¨rittelyjoukon reunoilta.
5.1.2 Pehmea¨ katkaisu polynomilla
Vaihtoehtona osion 5.1.1 jyrka¨sti va¨heneva¨lle Gaussiselle katkaisufunktiolle esi-
tella¨a¨n variaatio, jossa katkaisuun ka¨yteta¨a¨n nelja¨nnen asteen polynomia. Lisa¨ksi
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Kuva 5.2: Ylha¨a¨lla¨ vasemmalla: D-bar-menetelma¨lla¨ katkaistun sirontamuunnok-
sen reaaliosa, kun R = 3,3. Alhaalla vasemmalla: pehmea¨a¨ katkaisua ka¨ytta¨en
saatu sirontamuunnoksen reaaliosa, kun R = 3,3, c = 0,65 ja ε = 10−1. Oikealla
vastaavat imagina¨a¨riosat.
ta¨ssa¨ variaatiossa la¨hestyta¨a¨n katkaisusa¨detta¨ hieman eri na¨ko¨kulmasta;
ma¨a¨ritella¨a¨n erikseen kaksi sa¨detta¨, r ja R, jossa r < R. Sa¨teista¨ pienempi, r,
ma¨a¨rittelee kiekon, jonka sisa¨lla¨ katkaisufunktio saa arvon 1. Sa¨de R taas
ma¨a¨rittelee kiekon, jonka ulkopuolella katkaisufunktio saa arvon 0. Tarkemmin,
katkaisufunktio ma¨a¨ritella¨a¨n annetuilla r, R (jossa r < R) seuraavasti:
p˙(x) =
( |x| − r
R− r
)4
− 2
( |x| − r
R− r
)2
+ 1, x ∈ C, (5.3)
jolloin siis p˙(r) = 1 ja p˙(R) = 0. Lopulta ma¨a¨ritella¨a¨n katkaistuksi sirontamuun-
nokseksi
t˙(k) :=
{
t(k) ·min{1, p˙(k)} , k ≤ R
0 , k > R
(5.4)
Tarkoituksena on valita r selva¨sti pienemma¨ksi, kuin perinteisen katkaisumene-
telma¨n optimaalinen sa¨de ja R taas ta¨ta¨ suuremmaksi, jolloin katkaisussa muut-
tuva t:n alue on melko suuri. Ka¨yta¨nno¨ssa¨ laskennassa valittiinkin kiinnitetylla¨ R
pienemma¨ksi sa¨teeksi r := cR, missa¨ c = 2/10, 3/10, . . . , 9/10.
Huomaa, etta¨ osion 5.1.1 funktiolla pa¨a¨sta¨a¨n vastaavanlaiseen katkaisuun
”valitsemalla”c sopivan suureksi ja Rgaussinen = r.
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Kuva 5.3: Vasemmalla p˙:n projektiot r:n arvoilla r ∈ {0,2R, . . . , 0,9R}, kun R =
3,8. Oikealla p˙:n projektiot R:n arvoilla R ∈ {3,4, 3,5, . . . , 5,3} ja r = 0,4R.
5.1.3 Mukautuva katkaisu
Milla¨a¨n perusteella ei ole syyta¨ olettaa sirontamuunnoksen sa¨ilo¨va¨n ”hyva¨a¨”dataa
juuri jonkin R-sa¨teisen ympyra¨n sisa¨lle, vaan hyvien datapisteiden muodostama
joukko voi olla minka¨ muotoinen tahansa. Ta¨ssa¨ luvussa esiteta¨a¨n vaihtoehtoinen
tapa suodattaa kohinainen data ka¨ytta¨ma¨lla¨ nk. mukautuvaa katkaisua R-sa¨teisen
ympyra¨n sijaan. Tavoitteena on siis lo¨yta¨a¨ kokonaisuudessaan se alue, jossa las-
kettu approksimaatio sirontamuunnokselle on riitta¨va¨n tarkka. Motivaationa ta¨lle
menetelma¨lle toimii kuvan 4.2 vertailu ha¨irio¨tto¨ma¨n ja ha¨irio¨llisen sirontamuun-
noksen va¨lilla¨.
Olkoon R > 0 D-bar-menetelma¨n katkaisusa¨de. Asetetaan
mRe := sup
k∈B(0,R)
{|Re(t(k))|}
mIm := sup
k∈B(0,R)
{|Im(t(k))|}
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ja edelleen jollakin α > 0 suodinfunktiot:
MRe(x) := mRe ·min{1, 1 + R− |x|
α
} (5.5)
MIm(x) := mIm ·min{1, 1 + R− |x|
α
}. (5.6)
Ideana on verrata pisteitta¨in t:n reaali- ja imagina¨a¨riosaa MRe:n ja MIm:n arvoi-
hin. Suodinfunktioiden ma¨a¨ritelma¨sta¨ seuraa suoraan, etta¨ R-sa¨teisessa¨ kiekossa t
sa¨ilyy entisella¨a¨n, mutta suurilla |k|:n arvoilla t:n arvot ovat ka¨yta¨nno¨ssa¨ satun-
naislukuja, joten ma¨a¨ritella¨a¨n viela¨ suodin, jolla pa¨a¨sta¨a¨n na¨ista¨ nollasta poikkea-
vista erakkopisteista¨ eroon.
N(k) :=
{
0, jos lo¨ytyy sellainen δ > 0 etta¨ t(k) = 0 kaikilla k ∈ B(k, δ) \ {k}
1 muuten.
Lopulta ma¨a¨ritella¨a¨n mukautuvasti katkaistu sirontamuunnos seuraavasti:
Kuva 5.4: Ylha¨a¨lla¨ vasemmalla: D-bar-menetelma¨lla¨ katkaistun sirontamuunnok-
sen reaaliosa, kun R = 3,3. Alhaalla vasemmalla: mukautuvaa katkaisua ka¨ytta¨en
saatu sirontamuunnoksen reaaliosa, kun R = 3,3 ja α = 0,95. Oikealla vastaavat
imagina¨a¨riosat.
tˆ(k) :=
{
t(k) ·N(k) , |Re(t(k))| ≤MRe(k) ja |Im(t(k))| ≤MIm(k)
0 , muuten.
(5.7)
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On mahdollista etta¨ jossain kaukana origosta olevassa alueessa t:n reaali- ja ima-
gina¨a¨riosa toteuttaa rajoitteet (5.5) ja (5.6), jolloin edelleen ma¨a¨ritelma¨ (5.7) mah-
dollistaa origokeskeisen yhtena¨isen alueen ulkopuolelle ja¨a¨vien alueiden syntymi-
sen, jossa tˆ(k) 6= 0. Ka¨yta¨nno¨ssa¨ on osoittautunut, etta¨ numeerisessa menetelma¨ssa¨
na¨in ei kuitenkaan pa¨a¨se ka¨yma¨a¨n.
5.1.4 Hybridimenetelma¨
Oletetaan, etta¨ yhta¨lo¨ssa¨ (5.7) ma¨a¨ritelty tˆ(k) on annettuna, jolloin siis R > 0 ja
α > 0 ovat kiinnitettyja¨. Ma¨a¨ritella¨a¨n
D(k) := d(k, supp(tˆ)), k ∈ C,
Missa¨ supp(tˆ) on tˆ:n kantaja. Asetetaan (5.1):n motivoimana
pˇ(x) := e
R2
2c2 · e− (D(x)+R)
2
2c2 = e−
(D(x))2+2D(x)R
2c2 , x ∈ C, (5.8)
jossa c > 0 ma¨a¨ra¨a¨ katkaisun jyrkkyyden. Kappaleessa 5.1.1 p(x) = 1 toteutuu
R-sa¨teisen kiekon reunalla, vastaavasti pˇ toteuttaa ehdon pˇ(k) = 1 kaikilla k ∈
∂ supp(tˆ). Lopulta ma¨a¨ritella¨a¨n kiinnitetylla¨ ε > 0 sirontamuunnos, joka ensin
katkaistaan mukautuvasti ja vieda¨a¨n viela¨ jatkuvasti nollaan:
tˇ(k) :=
{
t(k) ·min{1, pˇ(k)} , pˇ(k) > ε
0 , pˇ(k) < ε
,
jossa ε:n rooli on sama, kuin (5.2):ssa.
5.1.5 Tulokset
Ta¨ssa¨ kokeessa mittausdatana ka¨ytettiin simuloitua dataa, hyvin karkeasta ihmi-
sen rintakeha¨n poikkileikkauksesta (katso kuva 5.6). Simulaatiossa ka¨ytettiin tri-
gonometrisen approksimaation astetta N = 16, jolloin operaattoria Λσ approksi-
moivan datamatriisin Lσ koko on 33×33. Ka¨ytetyn ha¨irio¨n taso on suuruusluokkaa
δ = ‖Lδ1 −L1‖ ≈ 2 · 10−3. Laskennassa ka¨ytettyjen parametrien arvot ovat M = 9
ja ε = 10−1. Sa¨de R = 3,3 kaikissa ta¨ssa¨ luvussa esitellyissa¨ menetelmissa¨.
Kuvaajasta 5.7 na¨kyy gaussisen pehmea¨n katkaisun kykeneva¨n virheen mie-
lessa¨ hieman D-baria parempaan rekonstruktioon. D-bar minimoi virheen katkai-
susa¨teella¨ R = 3,5 ja virheeksi muodostuu ta¨llo¨in E = 14,82. Pehmea¨ katkaisu
taas pa¨a¨see virheeseen E = 14,67 parametrin arvolla c = 0,9. Selkea¨sti suurem-
pi ero lo¨ytyy dynaamisesta alueesta D-barin virheen minimoivan rekonstruktion
dynaamisen alueen ollessa 64,96 ja pehmea¨n katkaisun jopa 73,52.
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Kuva 5.5: Ylha¨a¨lla¨ vasemmalla: D-bar-menetelma¨lla¨ katkaistun sirontamuunnok-
sen reaaliosa, kun R = 3,3. Keskella¨ vasemmalla: mukautuvaa katkaisua ka¨ytta¨en
saatu sirontamuunnoksen reaaliosa, kun R = 3,3 ja α = 0,3. Alhaalla vasemmalla
hybridimenetelma¨a¨ ka¨ytta¨ma¨lla¨ saatu sirontamuunnoksen reaaliosa, kun R = 3,3,
α = 0,3, c = 0,6 ja ε = 10−1. Oikealla vastaavat imagina¨a¨riosat.
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Kuva 5.6: Simuloitu poikkileikkaus ihmisen rintakeha¨sta¨, kuvassa syda¨n punaisella
ja keuhkot tummansinisella¨. Johtavuus σ ≡ 2 syda¨messa¨, σ ≡ 0,7 keuhkoissa ja
σ ≡ 1 muualla.
.
Kuvaajassa 5.8 taas verrataan mukautuvaa katkaisua D-bar-menetelma¨a¨n. Mu-
kautuvan katkaisun virhe la¨htee maltillisesti kasvamaan ka¨ytetyn katkaisusa¨teen
R = 3,3 D-bar-menetelma¨n virheesta¨ E = 14, 94 ylo¨spa¨in. Dynaamisen alueen
mielessa¨ mukautuva katkaisu suoriutuu rekonstruktiosta hieman D-baria parem-
min.
Hybridimenetelma¨ tuottaa parhaimmillaan juuri ja juuri pienemma¨n virhe-
tason rekonstruktioita kuin D-bar, katso kuvaaja 5.9. Parametreilla α = 0,3 ja
c = 0,8 hybridimenetelma¨n virhe on E = 14,81, joka alittaa ta¨pa¨ra¨sti D-barin vir-
heen minimin E = 14,82. Dynaamisen alueen mielessa¨ hybridimenetelma¨ pa¨a¨see
la¨hes pehmea¨n katkaisun tasolle ja virheen minimoituessa DR = 72,48.
Kuvaajassa 5.10 na¨kyy kolme edellista¨ virhefunktiota yhdistettyna¨ ja taulu-
kosta 5.1 lo¨ytyy lisa¨ksi DR:n arvot na¨ille kolmelle menetelma¨lle eri parametrien
arvoilla.
Kuvaajissa 5.11 ja 5.12 na¨kyy polynomilla tehta¨va¨n pehmea¨n katkaisun vir-
hefunktion arvoja parametrien r, R eri arvoilla vastaavat arvot lo¨ytyva¨t myo¨s
taulukosta 5.2. Taulukossa 5.3 taas lo¨ytyy dynaamisen alueen arvot. Kuvaajis-
ta ja taulukoista ka¨y ilmi, etta¨ kyseinen katkaisumenetelma¨ suoriutuu tehta¨va¨sta¨
muita menetelmia¨ heikommin ja etta¨ rekonstruktion laatu parantuu, kun R on
la¨hella¨ D-barin optimaalista katkaisusa¨detta¨ ja r la¨hestyy R:n arvoa. Ta¨llo¨in kui-
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tenkin la¨hestyta¨a¨n la¨hestyta¨a¨n gaussisen pehmea¨n katkaisun asetelmaa ka¨ytta¨en
vain gaussisen funktion tilalla polynomia. Myo¨s dynaamisen alueen arvot ha¨via¨va¨t
selva¨sti muille menetelmille.
Yhteenvetona pehmea¨ katkaisu gaussisella funktiolla parantaa rekonstruktion
tasoa seka¨ virheen etta¨ dynaamisen alueen mielessa¨ paremmin kuin muut esitellyt
menetelma¨t, joskin parannus verrattuna D-bar-menetelma¨a¨n on melko vaatimaton.
Kuvassa 5.13 esitella¨a¨n rekonstruktioita eri katkaisumenetelmilla¨ ja visuaalisessa
mielessa¨ rekontstruktiot ovat hyvin la¨hella¨ toisiaan.
Kuva 5.7: Punaisella viivalla D-bar-menetelma¨n virhe katkaisusa¨teen (ylempi
vaaka-akseli) funktiona, mustalla katkoviivalla pehmea¨n katkaisun virhe paramet-
rin c funktiona (alempi vaaka-akseli).
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Kuva 5.8: Punaisella viivalla D-bar-menetelma¨n virhe katkaisusa¨teen (ylempi
vaaka-akseli) funktiona, mustalla katkoviivalla mukautuvan katkaisun virhe pa-
rametrin α funktiona (alempi vaaka-akseli).
D-bar
R 2,9 3,0 3,1 3,2 3,3 3,4 3,5 3,6 3,7
E 16,36 15,86 15,45 15,14 14,94 14,83 14,82 14,91 15,09
DR 66,70 66,63 66,54 66,24 65,84 65,45 64,96 64,53 64,20
Pehmea¨
c 0,6 0,65 0,7 0,75 0,8 0,85 0,9 0,95 1
E 14,75 14,73 14,71 14,69 14,68 14,67 14,67 14,68 14,70
DR 69,39 69,97 70,59 71,22 71,91 72,71 73,52 74,37 75,24
Mukautuva
α 0,15 0,2 0,25 0,30 0,35 0,4 0,45 0,5 0,55
E 14,94 14,94 14,94 14,95 14,95 14,96 14,97 14,98 14,99
DR 66,34 66,55 66,73 66,87 67,00 67,12 67,23 67,33 67,44
Hybridi
c 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 1
E 14,95 14,92 14,90 14,87 14,84 14,82 14,81 14,84 14,91
DR 66,87 67,35 68,00 68,83 69,84 71,07 72,48 73,97 75,75
Taulukko 5.1: Suhteellisen virheen ja dynaamisen alueen arvoja eri katkaisumene-
telmilla¨. Hybridimenetelma¨ssa¨ α = 0,3.
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Kuva 5.9: Punaisella viivalla D-bar-menetelma¨n virhe katkaisusa¨teen (ylempi
vaaka-akseli) funktiona, mustalla katkoviivalla hybridimenetelma¨n virhe paramet-
rin c funktiona (alempi vaaka-akseli), α = 0,3.
Kuva 5.10: Kuvien 5.7, 5.8 ja 5.9 virhekuvaajat yhdistettyna¨.
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Kuva 5.11: Punaisella viivalla D-bar-menetelma¨n virhe katkaisusa¨teen (ylempi
vaaka-akseli) funktiona, mustilla katkoviivoilla pehmea¨n katkaisun polynomilla vir-
he suuremman katkaisusa¨teen R funktiona (alempi vaaka-akseli). Pienemma¨n kat-
kaisusa¨teen r arvo on jokaisella ka¨yra¨lla¨ vakio-osuus R:sta¨ kuvan ilmaisemalla ta-
valla. Esimerkiksi ylimma¨ssa¨ ka¨yra¨ssa¨ r = 0,2R, siis kun R = 4 niin r = 0,8. Ta¨ssa¨
kuvaajassa tilanteet, joissa r ≤ 0,5R.
70
Kuva 5.12: Punaisella viivalla D-bar-menetelma¨n virhe katkaisusa¨teen (ylempi
vaaka-akseli) funktiona, mustilla katkoviivoilla pehmea¨n katkaisun polynomilla vir-
he suuremman katkaisusa¨teen R funktiona (alempi vaaka-akseli). Pienemma¨n kat-
kaisusa¨teen r arvo on jokaisella ka¨yra¨lla¨ vakio-osuus R:sta¨ kuvan ilmaisemalla ta-
valla. Esimerkiksi ylimma¨ssa¨ ka¨yra¨ssa¨ r = 0,6R, siis kun R = 4 niin r = 2,4. Ta¨ssa¨
kuvaajassa tilanteet, joissa r > 0,5R.
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r 0,2R 0,3R 0,4R 0,5R 0,6R 0,7R 0,8R 0,9R
R=3,4 19,03 18,61 18,11 17,55 16,93 16,31 15,71 15,20
R=3,5 18,90 18,45 17,93 17,35 16,73 16,11 15,55 15,10
R=3,6 18,78 18,31 17,77 17,18 16,57 15,97 15,45 15,07
R=3,7 18,67 18,19 17,65 17,05 16,45 15,88 15,42 15,12
R=3,8 18,59 18,10 17,54 16,95 16,37 15,84 15,44 15,24
R=3,9 18,52 18,02 17,47 16,89 16,33 15,85 15,52 15,44
R=4,0 18,46 17,96 17,41 16,85 16,32 15,90 15,66 15,70
R=4,1 18,42 17,92 17,38 16,84 16,35 15,99 15,85 16,04
R=4,2 18,40 17,90 17,37 16,86 16,42 16,13 16,09 16,45
R=4,3 18,39 17,90 17,39 16,90 16,52 16,31 16,40 16,96
R=4,4 18,39 17,91 17,42 16,98 - - - -
R=4,5 18,41 17,94 17,48 17,08 - - - -
R=4,6 18,44 17,99 17,56 17,21 - - - -
R=4,7 18,49 18,06 17,66 17,37 - - - -
R=4,8 18,55 18,15 17,79 17,56 - - - -
R=4,9 18,62 18,25 17,95 17,79 - - - -
R=5,0 18,72 18,39 18,14 18,07 - - - -
R=5,1 18,83 18,54 18,36 18,40 - - - -
R=5,2 18,97 18,73 18,62 18,78 - - - -
R=5,3 19,13 18,94 18,92 19,22 - - - -
Taulukko 5.2: Pehmea¨ katkaisu polynomilla, suhteellisen virheen arvoja.
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r 0,2R 0,3R 0,4R 0,5R 0,6R 0,7R 0,8R 0,9R
R=3,4 25,03 28,83 33,15 37,94 43,18 48,68 54,29 59,89
R=3,5 25,16 28,94 33,26 38,06 43,24 48,62 54,08 59,52
R=3,6 25,24 29,03 33,33 38,10 43,17 48,47 53,82 59,16
R=3,7 25,30 29,08 33,36 38,10 43,13 48,31 53,53 58,79
R=3,8 25,34 29,11 33,39 38,05 42,99 48,06 53,20 58,38
R=3,9 25,36 29,13 33,34 37,97 42,86 47,87 52,94 58,20
R=4,0 25,37 29,09 33,40 37,87 42,67 47,62 52,67 58,17
R=4,1 25,34 29,07 33,21 37,74 42,51 47,43 52,55 58,49
R=4,2 25,32 28,98 33,14 37,65 42,38 47,31 52,64 59,33
R=4,3 25,25 28,94 33,07 37,52 42,25 47,28 53,09 60,86
R=4,4 25,22 28,89 33,01 37,48 - - - -
R=4,5 25,18 28,87 32,99 37,50 - - - -
R=4,6 25,18 28,87 33,00 37,60 - - - -
R=4,7 25,20 28,90 33,13 37,89 - - - -
R=4,8 25,26 29,04 33,40 38,52 - - - -
R=4,9 25,42 29,32 33,97 39,46 - - - -
R=5,0 25,76 29,88 34,81 40,83 - - - -
R=5,1 26,32 30,70 36,03 42,65 - - - -
R=5,2 27,14 31,84 37,59 45,07 - - - -
R=5,3 28,21 33,22 39,62 48,04 - - - -
Taulukko 5.3: Pehmea¨ katkaisu polynomilla, dynaamisen alueen arvoja.
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Kuva 5.13: Rekonstruktioita eri katkaisumenetelmilla¨. Ylha¨a¨lla¨ oikealla al-
kupera¨inen johtavuus, ylha¨a¨lla¨ keskella¨ D-barilla rekonstruoitu johtavuus
ha¨irio¨tto¨ma¨sta¨ mittausdatasta, ylha¨a¨lla¨ oikealla rekonstruktio ha¨irio¨llisesta¨ mit-
tausdatasta D-barilla, kun R = 3,3. Alhaalla vasemmalla pehmea¨ katkaisu (c =
0,9), alhaalla keskella¨ mukautuva katkaisu (α = 0,35) ja alhaalla oikealla hybridi-
menetelma¨ (α = 0,3 ja c = 0,8).
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5.2 Sirontamuunnoksen epa¨lineaarisuuden arvioin-
ti
Kuten kaavassa (4.32) havaittiin, la¨hestyy sirontamuunnos t kompleksitasossa k =
k1 + ik2:n kasvaessa asymptoottisesti q:n Fourier-muunnosta F(q(−2k1, 2k2)).
Ta¨ssa¨ luvussa tutkitaan numeerisesti sirontamuunnoksen ”epa¨lineaarisuutta”, toi-
sin sanoen sita¨, kuinka kaukana potentiaalin q Fourier-muunnos ja sirontamuunnos
ovat toisistaan. Valitsemme sirontamuunnokseksi tunnetun funktion
t(k) := αe−|x|
2/2 jollain α ∈ [−10, 10].
Lauseen 2.14 nojalla tieda¨mme, etta¨ F−1(t(x)) = 2piαe−|x|2/2. Laskemme numeeri-
sesti sirontamuunnoksen ka¨a¨nteisoperaation arvoja ja vertaamme na¨ita¨ ka¨a¨nteis-
Fourier-muunnoksen arvoihin. Sirontamuunnoksen ka¨a¨nteisoperaatio ma¨a¨ritella¨a¨n
seuraavasti [20]:
q(z) = (Qt)(z) :=
i
pi2
∂¯z
∫
C
t(k)
k¯
eikzψ(z, k)dk.
Kun sirontamuunnos on ennalta ma¨a¨ra¨tty, voidaan q laskea numeerisesti joko
ylla¨olevalla kaavalla kunhan ψ on ratkaistu tai rekonstruoimalla σ luvun 4 mene-
telma¨a¨ ka¨ytta¨en ja laskemalla rekonstruktiosta edelleen q:lle rekonstruktio. Mer-
kita¨a¨n qlin(x) = F−1(t(x)) = 2piαe−|x|2/2 ja σnonlin:lla t(k):sta konstruoitua joh-
tavuutta. Edelleen qnonlin := σ
−1/2∆σ1/2 ja σlin on se johtavuus, josta saadaan
qlin.
Jos sirontamuunnoksen epa¨lineaarisuus on va¨ha¨ista¨, toisinsanoen sirontamuun-
nos ja q:n Fourier-muunnos ovat la¨hella¨ toisiaan, niin σlin ja σnonlin (vastaavasti
qlin ja qnonlin) ovat la¨hella¨ toisiaan. Koska lauseen 4.10 nojalla sirontamuunnoksen
radiaalinen symmetrisuus on yhta¨pita¨va¨a¨ johtavuuden ja selva¨sti edelleen potenti-
aalin q radiaalisen symmetrisyyden kanssa, riitta¨a¨ tarkastella vain rekonstruoitujen
johtavuuksien ja potentiaalien profiileja.
Kuvissa 5.14 ja 5.15 on vertailtu funktioiden qlin ja qnonlin (vastaavasti joh-
tavuuksien σlin ja σnonlin) profiileja, kun α = −1, . . . , 7. Potentiaalien profiilit
poikkeavat vahvasti toisistaan la¨hella¨ origoa jo pienilla¨ |α|:n arvoilla, joka kertoo
sirontamuunnoksen vahvasta epa¨lineaarisuudesta. Rekonstruoitujen johtavuuksien
na¨ko¨kulmasta tosin pa¨a¨sta¨a¨n pienilla¨ positiivisilla α:n arvoilla la¨hella¨ toisiaan ole-
viin rekonstruktioihin, vaikka potentiaalit toisistaan vahvasti poikkeavatkin.
75
Kuva 5.14: potentiaalit qlin ja qnonlin parametrin α arvoilla α = −1, . . . , 7.
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Kuva 5.15: johtavuudet σlin ja σnonlin parametrin α arvoilla α = −1, . . . , 7.
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