Segmentation and tagging task is the fundamental problem in natural language processing (NLP). Traditional methods solve this problem in either pipeline or joint cross-label ways, which suffer from error propagation and large number of labels respectively. In this paper, we present a novel joint model for segmentation and tagging, which integrates two dependent Markov chains. One chain is used for segmentation, and the other is for tagging. The model parameters can be estimated simultaneously. Besides, we can optimize the whole model by improving the single chain. The experiments show that our model could achieve higher performance over traditional models on both English shallow parsing and Chinese word segmentation and POS tagging tasks.
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Introduction
In the fields of natural language processing (NLP), joint segmentation and tagging (S&T) task is an important research topic. Many NLP problems can be transformed to joint S&T task, such as shallow parsing (Sha and Pereira, 2003) , named entity recognition (Zhou and Su, 2002) , Chinese part-of-speech (POS) tagging (Ratnaparkhi, 1996) and so on. For example, there are no explicitly boundaries between words in Chinese sentence. Therefore, sentence must be segmented into sequence of words, in which each word would be assigned with a POS tag.
Recently many research works focused on joint S&T tasks, which can be categorized into two ways: pipeline and cross-label.
The pipeline approaches are to solve two subtasks in order, segmentation and tagging. However, the obvious disadvantage of these approaches is error propagation, which significantly affects the whole performance.
The cross-label approaches can avoid the problem of error propagation and achieve more higher performance on both subtasks (Ng and Low, 2004) . However, due to the large number of labels, two problems arise: (1) The amount of parameters increases rapidly and would be apt to overfit to the training corpus; (2) The decoding efficiency by dynamic programming would decrease.
In addition, joint cross-label approaches cannot segment or tag sentences separately. For example, in Chinese POS tagging task, the joint model cannot segment sentences individually without tagging the sentences. Moreover, if the sentences are already segmented, the joint model can not tag individually with the existing segmentation information.
In this paper, we present a novel joint model for S&T task with coupled sequences labeling. The proposed model integrates two linear Markov chains with a two dimensional structure. One chain is used for segmentation, and the other is for tagging. These two chains are labeled simultaneously, so our method does not suffer from error propagation. Unlike cross-label model, the number of labels in our model is much smaller. Experiments on two tasks, shallow parsing and Chinese POS tagging, demonstrate the effectiveness of our model.
The contributions of our methods are as follows:
1. Instead of cross-product labels, two types of nodes in our model make us represent features more flexibly.
2. Exact decoding algorithm can be employed to find the best S&T sequences simultaneously.
3. Our method not only can do joint S&T task, it can also segment or tag sentences separately. 4. Our model can be trained simultaneously with the heterogeneous data sources.
It is very important in practice that to utilize the heterogeneous data sources. For example in Chinese POS tagging, we can use two datasets (segmentation dataset and POS tagging dataset) for training parameters. This character is especially useful since the segmentation dataset is more easily annotated than POS tagging dataset.
The rest of the paper is organized as follows: In section 2, we describe the general sequence labeling method. In section 3 we present our novel model with coupled sequences labeling, then we analysis its complexity and discuss its applications. The experimental results are shown in section 4. In section 5, we introduce the related works. Finally, we conclude our work in section 6.
Joint Sequences Labeling Model
In this section, we first introduce and analyze joint S&T task with common sequence labeling model. Then, we present the joint cross-label approach and analyze its complexity.
Sequence Labeling Model
Sequence labeling is the task of assigning labels y = y 1 , . . . , y L to an input sequence
Give a sample x, we define the feature vector as Φ(x, y). Thus, we can label x with a score function,
where w is the parameter of function F (·). The feature vector Φ(x, y) consists of lots of overlapping features, which is the chief benefit of discriminative model.
For example, in first-order Markov sequence labeling model, the feature can be denoted as
, where i is the position in the sequence. Then the score function can be rewritten asŷ
where L is length of x.
Joint S&T with Cross-Label Sequence Labeling Model
In the traditional approach for joint S&T, each label y i is the cross-product of segmentation label s i and tagging label t i , usually with the form of s i -t i . Therefore, the state space of cross-labels is |Y| = |S|×|T |, where |S|, |T | is the number of segmentation labels and tagging labels, respectively.
In real applications, |S| is always small, while |T | will be very large. In segmentation task, there are several commonly used label sets such as {B, I}, {B, I, O}, {B, I, E, S}, etc. For example, {B, I, E, S} represent Begin, Inside, End of a multi-node segmentation, and Single node segmentation respectively. In tagging task, the label set depends on the detail definition of the task, such as {PER, LOC, ORG, MISC} in classic name entity recognition task, and {NNS, NNPS, NNP, ...} in Part-of-Speech tagging task.
Although joint learning with cross-label can avoid error propagation, which usually occurs in pipeline frameworks, the complexity of decoding algorithm would be increased rapidly due to the increased state space. Suppose we use first order Viterbi algorithm for decoding in linear chain model, the complexity is (|S||T |) 2 L in such joint labeling frameworks, while (|S| 2 + |T | 2 )L in pipeline frameworks.
Coupled Sequences Labeling Model
In this section, we will describe the coupled sequences labeling model in detail, and propose an exact inference algorithm for finding two best sequences simultaneously. Then we apply this model to the problems mentioned in the beginning of this paper. Finally an online training algorithm is proposed to learn the parameters of our model by optimizing two difference inference algorithms.
Model Description
Different from the cross-label model, we define two sequences s = s 1 , . . . , s L and t = t 1 , . . . , t L for an input sequence x = x 1 , . . . , x L . s and t represent the segmentation and tagging labels respectively.
Then we employ a hybrid model by integrating these two linear chains. While keeping relative independence and completeness of these two chains, we also consider the interactions between them in order to cope with error propagation. The graphic structure of our model is shown in Figure 1 .
Besides the original undirected edges (hereinafter to be referred as edges) existed in two linear chains, corresponding to e(s i−1 , s i ) and e(t i−1 , t i ), we also append two kinds of edges between different chains. e(s i , t i ) is equivalent to the representation of "Cross-Label" mentioned in section 2.2. Meanwhile, we also add an edge e(t i−1 , s i ) into the model. This change brings about two new different cliques, respectively associated with variables C 1 = {s i−1 , t i−1 , s i } and C 2 = {t i−1 , s i , t i },which essentially gives rise to the increment of the complexity of our model.
The reason for this change is to avoid the "label bias" problem citeLafferty:2001 in factorial CRF (FCRF) (Sutton et al., 2004) . FCRF model has a similar graphic structure to our model, shown in Figure 2 . As in the case of Chinese POS tagging, if given a context s i−1 = "B", t i−1 = "NN" and s i = "E", t i would be assigned to "JJ" instead of "NN" with a higher probability, since the transition from "NN" to "JJ" defeats against the transition to "NN" while s i = "E" has no effect. However, s i = "M" provides a strong clue, which implies that word w i−1 and w i are in the same segmentation and would be assigned to the same label.
Inference Algorithm
According to the theory of probabilistic graphical models (Koller and Friedman, 2009) , we can define a score function F (·) as the logarithmic potential function:
Given an observed sequence x, the aim of inference algorithm is to find two best label sequences simultaneously with the highest score. In order to adapt to our model with two kinds of 3-variable cliques, we make some modifications of a second order Viterbi algorithm (Thede and Harper, 1999) . We define two functions for recording the score of the best partial path from the beginning of the sequence to the position i:
ηi(si, ti) F (w, Φ(x, s0:i, t0:i)) = arg max
Initially, only features associated with variables s 0 and t 0 are hired. Without loss of generality, we set s −1 = "BoS" 1 , t −1 = "BoT" 2 and η −1 (s −1 , t −1 ) = 0. Then iteratively calculate these two score functions for any possible partial path. At last, the final score of two label sequences is
Compared with the complexity of other joint models, the complexity of our model is O((|S| 2 |T | + |T | 2 |S|)L), which is lower than cross-label model but higher than pipeline model. Although the asymptotic complexity is higher than pipeline model, the advantage is that our model would not suffer from error propagation and could make use of label information more efficiently.
Discussion of Coupled Sequences Labeling Model
As shown in Figure 1 , our model can label two sequences simultaneously. However, we hope our model can be applied to solve the "inconsistent" problem (Section 1). Although two linear chains s and t are modeled in a hybrid framework, they still retain its complete structure. This means that we can independently use the linear chain s to segment a sentence (Figure 3a) , while use the linear chain t to label a segmented sentence (Figure 3b ) or use the whole structure to label two sequences together (Figure 3c ). Therefore, we need two inference algorithms, respectively a first order Viterbi algorithm for segmenting a sentence when only using the linear chain s, and a second order Viterbi algorithm (see Section 3.2) for other two applications. The main idea behind this method is the fact that there are many overlapping features used in both segmentation and tagging tasks since most of the features are extracted from a local context. Another reason to employ different inference algorithms is to maintain the decoding speed for different applications. If only used in the segmentation task, the complexity of our method is O(|S| 2 L).
If applied to tag a segmented sentence, the complexity is O((|T
| + |T | 2 )L) = O(|T | 2 L).
If used in the joint labeling task, its complexity is still O((|S|
However, in the coupled sequences labeling model, two linear chains are highly dependent due to the edge e(t i−1 , s i ). It implies that if we train a model by using the whole structure, we cannot directly use the segmentation features, which are only related to the segmentation chain s. Therefore, we need to optimize the whole structure together with the segmentation chain.
Besides training a model with a corpus annotated segmentation and tagging labels, we can also use heterogeneous corpora because two inference algorithms are jointly optimized. It is very meaningful in real applications. As we all known, difficulties of annotating corpus for different tasks are different. In our setting, segmentation corpus are easy to annotate while tagging corpus are difficulty. As a result, we can easily obtain a large segmentation corpus while a small tagging corpus. Because we aim to optimize two chains simultaneously, it is possible for us to training a unified model with these two different scale corpora. We can learn parameters from a small tagging corpus for two chains, and learn parameters from a large segmentation corpus for the segmentation chain.
Learning Parameters with Passive-Aggressive Algorithm
In the training stage, we use passive-aggressive algorithm to learn the model parameters. Passiveaggressive (PA) algorithm (Crammer and Singer, 2003; Crammer et al., 2006) was proposed for normal multi-class classification and can be easily extended to structure learning (Crammer et al., 2005) . Like perceptron, PA is an online learning algorithm.
Because two inference algorithms are needed to optimize in our framework, without loss of generality, we use (·) to represent the gold answer while ( * ) to the response of an inference algorithm with the highest score. In the segmentation task, (·) equals to (x, s) and ( * ) is (x,ŝ). In the joint task, (·) denotes (x, s, t) and ( * ) is (x,ŝ,t). Hereŝ,t are the incorrect labels with the highest scores.
We can define the margin γ(w; (·)) as
Thus, we calculate the hinge loss ℓ(w; (·)) (abbreviated as ℓ w ) by
In round k, the new weight vector w k+1 is calculated by
s.t. ℓ(w; (·)) <= ξ and ξ >= 0
where ξ is a non-negative slack variable, and C is a positive parameter which controls the influence of the slack term on the objective function.
Following the derivation in PA (Crammer et al., 2006) , we can get the update rule,
where
Our training algorithm is based on PA algorithm and shown in Algorithm 1. In our algorithm, the input examples are randomly selected in each round k. According to the source of the selected example, we obtain the best response by using the proper inference algorithm, and finally update the parameters w. Following (Collins, 2002) , the average strategy is also adopted to avoid overfitting problem.
Experiments
We employ two joint sequence labeling tasks to show the performance of our model. In the following section, we would report our experiment settings and discuss the experiment results.
We compare our method with cross-label model and factorial model with PA algorithm. The factorial model is similar with Factorial CRF (Sutton et al., 2007) , but its parameters are learning with PA algorithm.
We use the standard evaluation metrics F 1 score, which is the harmonic mean of precision P (percentage of predict phrases that exactly match the reference phrases) and recall R (percentage of reference phrases that returned by system).
Datasets
In order to demonstrate the performance of our proposed model, we employ two joint segmentation and tagging tasks, respectively English shallow parsing and Chinese word segmentation and POS tagging (Chinese S&T).
In English shallow parsing, the corpus from CoNLL 2000 shared task is commonly used, which contains 8936 sentences for training and 2012 sentences for testing. We employ the commonly used label set {B, M, E, S} in the segmentation task. 12 tagging labels, such as noun phrase (NP), verb phrase (VP),…and others (O), are used in the sequence tagging task.
In Chinese S&T, we employ the Chinese Treebank (CTB) corpus, obtained from the Fourth International SIGHAN Bakeoff datasets (Jin and Chen, 2008) . The label set {B, M, E, S} is also used for segmentation task.
Performance of Coupled Sequences Labeling Model
In the first experiment, we aim to compare the performances of our coupled sequences labeling model with other traditional joint models. Feature templates used in this experiment are summarized in Table 1 for English shallow parsing and in Table 2 for Chinese word segmenation and POS tagging, in which w i denotes i th word, p i denotes i th POS tag, c i denotes i th Chinese character.
We compare the total performance between traditional joint cross-label model, factorial model and our model. To learn the parameters of these models, we employ PA algorithm with an average parameter strategy to avoid the overfitting problem. The maximum amount of iterations is fixed to be 50.
The experiment results are shown in Table 3 for English shallow parsing, and in Table 4 for Chinese S&T. We also provides the performances of other methods reported in papers. In English shallow parsing, our coupled sequences labeling model achieves the best performance than other two methods. We are surprised to find that the performance of the factorial model is lower than the joint cross-label model because of the "label bias" problem. However, a cross edge e(t i−1 , si) is added into our coupled sequences model and shows its ability to avoid this problem.
Experimental results in Chinese S&T show the similar conclusions.
Performance on Heterogeneous Corpora
The second experiment is to jointly train a unified model with heterogeneous corpora. In this experiment, we are expected to find out whether additional resources could increase the performance simultaneously on two different tasks.
We randomly divide the training corpus into two equal parts. One part is used as the joint S&T training corpus while another part is used for just segmentation training corpus.
For joint sequence labeling task, we employ our second order decoding algorithm (see 3.2) and the same feature templates (listed in Table 1 and Table 2 Table 5 .
We experiment three real scenarios, respectively only segmenting a sentence, tagging a segmented sentence and jointly labeling a sentence. Notice that these different tasks use the same model in this experiment. Joint cross-label approach is chosen as the baseline, but this method cannot segment a sentence individually or tag a segmented sentence. However, our coupled sequences labeling model can handle these tasks in a unified model.
The experimental results are shown in Table 5 for English shallow parsing, and in Table 6 for Chinese S&T. Note 1: "used" means that the corpus is used joint S&T task with both segmentation and tagging labels, "used as Seg" means that the corpus is just used with segmentation labels.
Note 2: "Segments" means the performance of segmentation which just used the segmentation chain, "Segments(joint)" means the performance of segmentation in joint labeling, "Tagging" is the performance of tagging when given gold segmentation labels. In Chinese S&T, we can find that our coupled model on joint labeling task can outperform the cross-label model in both the experiments of using half of the corpus and full corpus. With using the second corpus, all models have better performances. This result demonstrates a common sense in machine learning community "more data, more performance". However, after adding the second corpus, the performance of the joint task is promoted, but still lower than using the full annotations. It is reasonable because the second corpus is only used as a segmentation corpus. This means we only employ half of the POS annotations to train our model. Experimental results on segmentation task show that after adding the second corpus, our model improves the performance and slightly behind the model trained with the full annotations. With the performance increases on segmentation, the performance of tagging a segmented sentence is increased as well.
Similar conclusions can be found in the experiments of English shallow parsing.
The results also indicate that two different tasks efficiently help each other via shared features.
Therefore, we believe that additional resources could be introduced into our model more flexible and be helpful to the final performance.
Decoding Speed
At last, we also list the decoding speed for different tasks in Table 7 . Compared to the joint cross-label approach in both corpora, our model has the equivalent decoding speed on the joint task. While on the task of tagging a segmented sentence, our model provides a slight decoding speedup. The reason is that the states of segmentation are much less than tagging. However, on the only segmentation task, our model provides a decoding speedup over 10 times, since we can use the segmentation chain independently in our model.
Related Works
Several methods have been proposed to cope with the problems of joint S&T task. Sutton et al. (2004 Sutton et al. ( , 2007 proposed Dynamic Conditional Random Fields (DCRF) to jointly represent the different tasks in a single graphical model. However, the exact training and inference for DCRF are time-consuming. Duh (2005) proposed a model for jointly labeling multiple sequences. The model is based on the Factorial Hidden Markov Model (FHMM). Since FHMM is directed graphical model, FHMM requires considerably less computation than DCRFs and exact inference is easily achievable. However, the FHMM's generative framework cannot take full advantage of context features, so its performance is lower than DCRF. Different with our model applied in joint S&T task, both the DCRF and FHMM are used in POS tagging and NP Chunking tasks. These two tasks are not strongly dependent on each other. Therefore, their models are relatively simplified for joint S&T task.
Conclusion
In this paper, we propose a novel joint S&T model by integrating two linear chains into a coupled sequence labeling model. Our approach does not suffer from the problem of error propagation, which usually occurs in pipeline models. Meanwhile, our proposed model would not result in the rapid increase of states as cross-label models. Our model also takes the advantage of more flexible feature representation, a uniform model with a flexible combination of labeling tasks, etc.
