Abstract-In this paper, we introduce an approach for application-aware resource block scheduling of elastic and inelastic adaptive real-time traffic in fourth generation Long Term Evolution (LTE) systems. The users are assigned to resource blocks. A transmission may use multiple resource blocks scheduled over frequency and time. In our model, we use logarithmic and sigmoidal-like utility functions to represent the applications running on different user equipments (UE)s. We present an optimal problem with utility proportional fairness policy, where the fairness among users is in utility percentage (i.e user satisfaction with the service) of the corresponding applications. Our objective is to allocate the resources to the users with priority given to the adaptive real-time application users. In addition, a minimum resource allocation for users with elastic and inelastic traffic should be guaranteed. Every user subscribing for the mobile service should have a minimum quality-of-service (QoS) with a priority criterion. We prove that our scheduling policy exists and achieves the maximum. Therefore the optimal solution is tractable. We present a centralized scheduling algorithm to allocate evolved NodeB (eNodeB) resources optimally with a priority criterion. Finally, we present simulation results for the performance of our scheduling algorithm and compare our results with conventional proportional fairness approaches. The results show that the user satisfaction is higher with our proposed method.
I. INTRODUCTION
The area of resource allocation optimization has received significant interest as the operators face an increasing demand for mobile data traffic. According to Cisco VNI Mobile Forecast Highlights [1] , globally, the mobile data traffic will grow II-fold from 2013 to 2018 and there will be 4.9 billion mobile users by 2018, up from 4.1 billion in 2013.
LTE technology offers increased user data rates, improved spectral efficiency and greater flexibility of spectrum usage. The mobile application types include both elastic and inelastic traffic. The expectations of the users change depending on the traffic type. Elastic traffic can adjust to wide range of changes in delay and throughput and still meet the user expectations. Inelastic traffic has strict latency and throughput requirements. Real time applications such as VoIP and video streaming are examples of inelastic traffic. It is presented in [2] that the video applications such as YouTube's progressive download starts by transferring a significant amount of data in the player's buffer in order to mitigate future re-buffering events. The user running this application should be allocated more bandwidth during this phase.
Mainly, two different resource allocation categories can be identified as the opportunistic scheduling and proportional fair scheduling [3] . It is difficult to ensure fairness and QoS with the opportunistic scheduling. Proportional fair scheduling pays more attention to the user QoS requirements. As a result, there has been increasing research on the proportional fair scheduling algorithms [4] .
In this paper, we focus on finding the optimal solution for an application-aware resource scheduling problem for LTE systems. We present a survey of related research papers in the following subsection.
A. Related Work
In [5] - [7] , the authors present optimal rate allocation algorithms for users covered by a single carrier eNodeB. The authors use logarithmic and sigmoidal-like utility functions to represent delay-tolerant and real-time applications, respectively. In [5] , the rate allocation algorithm gives priority to real-time applications over delay-tolerant applications when allocating resources as the utility proportional fairness rate allocation policy is used. The algorithm provided in this paper is generic. We take its findings one step further and develop an LTE resource block scheduling algorithm. In [6] , the convergence analysis of the single carrier resource allocation algorithm is presented. In [7] , two-stage resource allocation for multi-application users covered by a single carrier is presented.
In [8] , the authors present multiple-stage carrier aggregation with utility proportional fairness resource allocation algorithm. In [9] , spectrum sharing of public safety and commercial LTE bands is assumed. The authors presented a resource allocation algorithm with priority given to the public safety users. In [10] , authors present a joint carrier aggregation resource allocation where the allocated rates are optimal. In [11] , a distributed solution of resource allocation for proportional fairness is provided for multi-band wireless systems. The proposed approach is not specific to the LTE systems. In [12] , a distributed protocol that aims to achieve weighted proportional fairness by setting priority weights among UEs for LTE systems is presented. A resource block scheduling problem is formulated as a convex optimization problem. The weights play an important role while solving the optimization problem however the optimal resource scheduling is not guaranteed since the weights are set a priori. All the DE applications are treated the same whenever the initial weights are set equal.
C. Scheduling Problem
We consider the utility proportional fairness objective function given by block z and Gi,b(i) Figure 1 , the normalized sigmoidal-like utility function with a == 5 and b == 10 is a good approximation for a step function (e.g. VoIP), and a == 0.5 and b == 20 is a good approximation to an adaptive real-time application (e.g. video streaming). Additionally, we use the normalized logarithmic utility function, as in [14] , that can be expressed as
where r max is the required rate for the user to achieve 100% utility percentage and k i is the rate of increase of utility percentage with the allocated rate ri. So, it satisfies U (0) == 0 and U(r max ) == 1. The logarithmic utility functions with k == 15 and k == 0.1 are also shown in Figure 1 representing the delay tolerant traffic.
where M is the number of DEs in the coverage area of the eNodeB. The goal of this resource scheduling objective function is to allocate the resources for each UE that maximizes the total cellular network objective (i.e. the product of the utilities of all the DEs) while ensuring proportional fairness between individual utilities. This resource scheduling objective function ensures non-zero resource allocation for all users. Therefore, the corresponding resource scheduling optimization problem guarantees minimum QoS for all users. In addition,
B. Utility Functions
We use the same utility functions as in [5] . We assume all user utilities U i (ri) in this model are strictly concave or sigmoidal-like functions. The utility functions have the following properties:
• U i (0) == 0 and U i (ri) is an increasing function of ri.
• U i (ri) is twice continuously differentiable in ri.
In our model, we use the normalized sigmoidal-like utility function, as in [13] , that can be expressed as
where W is the bandwidth of a resource block, Ni,z is the thermal noise experienced by UE i on resource block z, Pb(i) ,z is the transmission power that eNodeB b(i) assigns to resource
B. Our Contributions
Our contributions in this paper are summarized as:
• We introduce an application-aware scheduling scheme that gives priority to real-time applications over delaytolerant ones while allocating resource blocks.
• We prove that the proposed scheduling scheme exists and is optimal. The remainder of this paper is organized as follows. Section II presents the system model and problem formulation. Section III proves the global optimal solution exists and is tractable. In Section IV, we present our centralized resource block scheduling algorithm for the utility proportional fairness optimization problem. Section V discusses simulation setup and provides quantitative results along with discussion. Section VI concludes the paper.
II. SYSTEM MODEL AND PROBLEM SETUP LTE downlink transmission resources has time, frequency and space dimensions. Dsing multiple transmit and receive antennas provide the spatial dimension. The frequency dimension is divided to subcarriers. The time dimension is first divided to 10 ms radio frames. Frames are further subdivided into ten 1 ms subframes, each of which is split into two 0.5 ms slots [3] .
The smallest unit of resource is the resource element. A resource element consists of one subcarrier for a duration of one OFDM symbol. A resource block is comprised of 12 continuous subcarriers. It has 84 resource elements in the case of the normal cyclic prefix length, and 72 resource elements in the case of the extended cyclic prefix. Both timedivision multiplexing and frequency-division multiplexing can be achieved with LTE systems. We focus on the latter in this paper.
A resource block can be allocated to only one user for reuse-1 radio systems. For a centralized resource block scheduling algorithm, the eNodeB decides which UE will be allocated for each resource block. We use the same problem setup as in [12] . Without loss of generality, we define B to be the set of eNodeBs, M to be the set of DEs and Z to be the set of resource blocks. We use z E Z to denote a single resource block. The total throughput allocated by the eNodeB to the i th UE over all the resource blocks is given by rio Each UE has its own utility function U i (ri) that corresponds to the type of traffic being handled by the UE. Our objective is to determine which resource blocks the eNodeB should allocate to each UE.
A. User Throughput
We denote the throughput of UE i on resource block z when it is scheduled by eNodeB b(i) as Hi,b(i),z which is defined as this approach allocates more resources to users with realtime applications providing improvement to the QoS of LTE system.
The basic formulation of the utility proportional fairness resource scheduling problem is given by the following optimization problem:
III. THE GLOBAL OPTIMAL SOLUTION
In the optimization problem (6), since the objective func-
timization problem (6) can also be written as:
where 11r(¢ + f}.¢)1 < alf}.¢1 2 , for some constant a. 
kk"l ¢i,b(i),z [k], otherwise
In our scheduling policy, the eNodeB schedules for the UE that maximizes U;(¢i,b(i),z)Hi,b(i),z while solving the schedul-
Ui (¢i,b(i),z)
ing problem.
Online algorithms are used when the entire input is not available from the start. The input is processed one-by-one in a serial fashion with this approach. Calculating the total throughput of a UE over all resource elements, Ti, requires the knowledge of ¢i,b(i),z. In [12] , an online scheduling algorithm is proposed to decrease the computation overhead. We also use an online scheduling algorithm in order to process the throughput information piece-by-piece while solving our optimization problem. Let ¢i,b(i),z [k] be the proportion of the frames that the resource block z is scheduled for UE i in the first k frames. Then, we can define the proportion of the frames that the resource block z is scheduled for i in the [k + 1]th frame as: 
We prove in Section III that there exists a tractable global optimal solution to the optimization problem (6) .
The utility functions log(Ui(Lzt=.z ¢i,b(i),zHi,b(i),z)) in the optimization problem (7) are strictly concave functions as proved in [5] . As a result, the optimization problem (7) is a convex optimization problem and there exists a unique tractable global optimal solution [5] . It follows that the optimization problem (6) is also convex [6] , [7] .
Therefore, L(¢[k]) converges to (3, as k -+ 00.
Due to the constraint L~l ¢i,b(i),z == 1 in (7), ¢ is a solution to the optimization problem if and only if
for all i and z such that L~l ¢i,b(i),z == 1 and ¢i,b(i),z 2:: o.
• Theorem 111.2. Using the scheduling policy (8) ,
achieves the maximum of the optimization problem (6) .
does not achieve the maximum of the optimization problem. There exists 6 > 0, ,\ > 0, and positive integer K such that for all k > K, there exists some ik E M and Zk E Z so that;-/-,.
.
[k] > 6 and u:
for large enough k. Since L%:l~== 00, which is a contradiction. As a result, limk-+oo L (¢[k] ) achieves the maximum of the optimization problem.
•
IV. CENTRALIZED OPTIMIZATION ALGORITHM
Our centralized resource scheduling algorithm allocates resources with utility proportional fairness, which is the objective of our problem formulation. The eNodeB allocates the resource block Z for the UE that has the maxi- ,b(i),z) . Since the optimization problem is solved using the utility functions the priority will be given to the sigmoidal functions which have more strict delay and throughput requirements.
Algorithm (1) shows our resource scheduling algorithm. This algorithm allocates resources with utility proportional fairness, which is the objective of the problem formulation. The eNodeB runs the algorithm and makes resource scheduling decisions. In this section, we present and compare the simulation results for both the application-aware resource scheduling and conventional proportional fairness algorithms.
We initially present the simulation results of six utility functions corresponding to the UEs shown in Figure 1 . We use three normalized sigmoidal-like functions that are expressed by equation (3) with different parameters, a == 5, b == 10 which is an approximation to a step function (e.g. VoIP), a == 3, b == 20 which is an approximation of an adaptive realtime application (e.g. standard definition video streaming), and a == 1, b == 30 which is also an approximation of an adaptive real-time application (e.g. high definition video streaming). We use three logarithmic functions that are expressed by equation (4) with T max == 100 and different k i parameters which are approximations for delay tolerant applications (e.g. FTP). We use k == {15, 3, 0.5}. The simulation was run in MATLAB. The algorithm in (1) was applied to the logarithmic and sigmoidal-like utility functions listed above. Unity channel gain is assumed for each UE. The Quality of Experience (QoE), which is the metric used to measure the quality delivered to a user, is calculated for each UE when the utility proportional fairness approach is used. The results are shown in subplot one of Figure 2 . The bandwidth allocated for the sigmoidal functions are higher since sigmoidal-like utility functions have priority over the logarithmic utility functions. The QoE is above 50% for all the users.
Secondly, we present the simulation results when a conventional proportional fairness approach is followed as in [12] . We assumed unity channel gain for this simulation, as well. Priority weights, Wi, which are user-dependent priority indicators are used in [12] for each UE. In this algorithm, the weighted proportional fairness is achieved by scheduling the resource block to the UE with the maximum WiHi,b(i),z. We Ti used two different sets of priority weights in our simulation. Initially, equal weights were applied to each user. This is the worst case scenario when all the applications have the same priority. The QoE is calculated for each user. It is expected that the QoE will be low for the users with real time applications. The results are presented in subplot two of Figure 2 . The QoE for users 2 and 3 are very close to zero. VI. CONCLUSION In this paper, we introduced an application-aware resource block scheduling algorithm for LTE systems that gives priority to inelastic traffic compared to delay-tolerant traffic. We first showed that the optimization problem is convex and our scheduling algorithm exists and is optimal. Then, we provided our centralized scheduling algorithm and presented the simulation results. The results show that the QoE is higher with application-aware approach compared to the conventional proportional fairness approach. We set the priority weights equal to 10 for the first three users and to 1 for the last three users next. The QoE is calculated again for each user. The results are presented in subplot three of Figure 2 . The QoE is better compared to equal weight case especially for DE 2 and 3. However, the optimal resource scheduling with maximum throughput is still not achieved since a priori assigned weights are used and the application delay and throughput requirements are not fully taken into account.
Finally, we compare the results of the maximization problems for all three cases. The objective function values are plotted in Figure 3 . The results show that the applicationaware resource block scheduling increases the total system throughput and user satisfaction.
