Abstract. This article provides a review of recent developments on the fractal uncertainty principle and of their applications to quantum chaos.
FUP has been successfully applied to problems in quantum chaos, which is the study of quantum systems in situations where the underlying classical system has chaotic behavior. See the reviews of Marklof [Ma06] , Zelditch [Ze09] , and Sarnak [Sa11] for an Figure 1 . Left: a model situation to which FUP applies, with the blue/red sets corresponding to localization in position/frequency to a neighborhood of the middle third Cantor set. FUP states that no quantum wavefunction can be localized on both the red and the blue set. Right: a sample of two fractal sets used in applications of FUP to quantum chaos, consisting of trajectories of a hyperbolic dynamical system which do not cross some open set in forward/backward time directionsee Figure 4 below for details. 1 overview of this theory for compact systems, and the reviews of Nonnenmacher [No11] and Zworski [Zw17] for the case of noncompact, or open, systems. Applications of FUP include:
• lower bounds of eigenfunctions, control for the Schrödinger equation, and exponential decay of damped waves on compact hyperbolic surfaces (see §3.1); • spectral gaps/exponential decay of waves on noncompact hyperbolic surfaces (see §3.2).
The present article is a broad review of various FUP statements and their applications.
(A previous review article [Dy17] had a more detailed explanation of the proof of two of the results here, Theorems 2.16 and 3.1.) It is structured as follows:
• §2 gives the main FUP statements (Theorems 2.12-2.16, 2.17-2.19), and briefly discusses the proofs. It also gives the definitions of fractal set used throughout the article and describes Schottky limit sets, which are an important example. § §2.1-2.3 are the core of the article, the later parts of the article are often independent of each other; • §3 describes applications of FUP to hyperbolic surfaces; • §4 considers the special class of discrete Cantor sets, giving a complete proof of FUP in this setting; • §5 studies the relation of FUP to Fourier decay and additive energy improvements for fractal sets; • §6 discusses generalizations of FUP to higher dimensions, which are largely not known at this point.
In addition to a review of known results, we state several open problems (Conjectures 4.4, 4.5, 5.7, 6.2, and 6.7) and provide figures with numerical evidence for both the known results and the conjectures. We also provide a more detailed exposition of a few topics:
• the relation between regular and porous sets (Proposition 2.10);
• reduction of FUP with a general phase to FUP for the Fourier transform ( §2.5);
• a proof of FUP for discrete Cantor sets ( §4.1);
• a proof of a special case of the recent result of Han-Schlag [HS18] in the setting of two-dimensional discrete Cantor sets (Proposition 6.9).
General results on FUP
2.1. Uncertainty principle. Before going fractal, we briefly review the standard uncertainty principle. Fix a small parameter h > 0, called the semiclassical parameter, and consider the unitary semiclassical Fourier transform
The version of the uncertainty principle we use is the following: for any f ∈ L 2 (R), either f or its Fourier transform F h f have little mass on the interval [0, h].
1 Specifically we have
Here for X ⊂ R, we denote by 1l X : L 2 (R) → L 2 (R) the multiplication operator by the indicator function of X. One way to prove (2.2) is via Hölder's inequality:
A useful way to think about the norm bound (2.2) is as follows: if a function f is supported in [0, h], then the interval [0, h] contains at most h 1/2 of the L 2 mass of F h f .
The fractal uncertainty principle studied below concerns localization in position and frequency on more general sets:
Definition 2.1. Let X, Y ⊂ R be h-dependent families of sets. We say that X, Y satisfy uncertainty principle with exponent β ≥ 0, if
2.2. Fractal sets. We now give two definitions of a 'fractal set' in R. A more restrictive definition would be to require self-similarity under a group of transformations and this is true in some important examples (see §2.4 and §4). However, here we use a more general class of sets which have 'fractal structure' at every point and at a range of scales. To introduce those we use intervals, which are sets of the form I = [a, b] ⊂ R where a < b. The length of an interval is denoted by |I| = b − a.
The first definition we give is that of a regular set of dimension δ, or δ-regular set:
Definition 2.2. Assume that X ⊂ R is a nonempty closed set and 0 ≤ δ ≤ 1, C R ≥ 1, 0 ≤ α min ≤ α max ≤ ∞. We say that X is δ-regular with constant C R on scales α min to α max if there exists a locally finite measure µ X supported on X such that for every interval I centered at a point in X and such that α min ≤ |I| ≤ α max we have
1 This is consistent with the uncertainty principle in quantum mechanics. Indeed, if both f and F h f are large on [0, h] then we know the wave function f is at position and momentum 0 with certainty h, but h · h h.
Remark 2.3. In applications the precise value of C R is typically irrelevant: instead we consider a family of δ-regular sets depending on a parameter h → 0 and it is important that C R is independent of h.
Remark 2.4. From (2.5) we deduce that µ X (I) ≤ 2C R |I| δ for any interval I (not necessarily centered on X) with α min ≤ |I| ≤ α max . Indeed, I ∩ X ⊂ I 1 ∪ I 2 where I j is the interval of length |I| centered at x j and x 1 = min(I ∩ X), x 2 = max(I ∩ X).
Example 2.5. Here are some basic examples of δ-regular sets (where α > 0):
(1) the set {0} is 0-regular on scales 0 to ∞ with constant 1; (2) the set R is 1-regular on scales 0 to ∞ with constant 1; (3) the set [0, α] is 0-regular on scales α to ∞ with constant 2; (4) the set [0, α] is 1-regular on scales 0 to α with constant 2; (5) the set {0} ∪ [1, 2] is not δ-regular on scales 0 to 1 for any choice of δ, C R .
Examples (3) and (4) above demonstrate that the effective dimension of a set may depend on the scale: the interval [0, α] looks like a point on scales above α and like the entire real line on scales below α. Example (5) shows that not every set has a dimension in the sense of Definition 2.2.
A more interesting example is given by Example 2.6. The middle third Cantor set
is log 3 2-regular on scales 0 to 1 with constant 2. (To show this we can use that µ(I) = 2 −j for any interval I of length 2 · 3 −j , j ∈ N 0 , centered at a point in X, where µ is the Cantor measure.)
Our second definition of a 'fractal set' is more general. Rather than requiring the same dimension at each point it asks for the set to have gaps, or pores, and is a quantitative version of being nowhere dense: Definition 2.7. Assume that X ⊂ R is a closed set and ν > 0, 0 ≤ α min ≤ α max ≤ ∞. We say that X is ν-porous on scales α min to α max if for each interval I such that α min ≤ |I| ≤ α max , there exists an interval J ⊂ I such that |J| = ν|I| and X ∩ J = ∅. Remark 2.8. As with the regularity constant C R , the precise value of ν will typically not be of importance.
Example 2.9. The middle third Cantor set is ν-porous on scales 0 to ∞ for any ν < .
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The next proposition establishes a partial equivalence between the notions of regularity and porosity by showing that porous sets can be characterized as subsets of δ-regular sets with δ < 1: Proposition 2.10. Fix 0 ≤ α min ≤ α max ≤ ∞.
1. Assume that X is δ-regular with constant C R on scales α min to α max , and δ < 1. Then X is ν-porous on scales Cα min to α max where ν > 0 and C depend only on δ, C R .
2. Assume that X is ν-porous on scales α min to α max . Then X is contained in some set Y ⊂ R which is δ-regular with constant C R on scales α min to α max where δ < 1 and C R depend only on ν.
Proof. 1. Fix T ∈ N to be chosen later depending on δ, C R and put ν := (3T ) −1 , C := 3T . Let I be an interval with Cα min ≤ |I| ≤ α max . We partition I into T intervals I 1 , . . . , I T , each of length |I|/T . We argue by contradiction, assuming that each interval J ⊂ I with |J| = ν|I| intersects X. Then this applies to the middle third of each of the intervals I r , implying that the interior of I r contains an interval I r of length |I|/C centered at a point in X. We now use that r I r ⊂ I and write using δ-regularity of X T C
Since δ < 1 we may choose T so that T 1−δ > 6C 2 R , giving a contradiction. 2. We only provide a sketch, referring to [DJ18b, Lemma 5.4] for details. Fix L ∈ N such that L > 2/ν. Assume for simplicity that α min = 0, α max = 1, and X is contained in an interval I with |I| = 1. We partition I into L intervals I 1 , . . . , I L , each of length |I|/L < ν/2. By the porosity property there exists 0 such that I 0 ∩ X = ∅. Then X is contained in the union Y 1 := = 0 I . We now partition each of the intervals I , = 0 into L pieces, one of which will again not intersect X by the porosity property and will be removed. This gives a covering of X by a union Y 2 of (L − 1) 2 intervals, each of length L −2 . Repeating the process we construct sets Y 1 ⊃ Y 2 ⊃ . . . covering X and the intersection Y := k Y k is a 'Cantor-like' set which is δ-regular
Many natural constructions give sets which are regular/porous on scales 0 to 1. Neighborhoods of such sets of size h 1 (to which FUP will be typically applied) are then regular/porous on scales Ch to 1: Proposition 2.11. Let 0 < h < 1.
1. Assume that X is δ-regular on scales 0 to 1 with constant C R . Then the neighborhood
is δ-regular on scales h to 1 with constant C R , where C R depends only on C R .
2. Assume that X is ν-porous on scales 0 to 1. Then X(h) is Using (2.6) and arguing as in (2.3), we see that (2.4) holds for β = 1 2 − δ:
It also holds for β = 0 since F h is unitary. Therefore, we get the basic FUP exponent
Note that for 0 ≤ δ ≤ 1, we have as h → 0
as can be seen by applying the operator on the left-hand side to a function of the form 1) ). This shows that (2.7) cannot be improved if we only use the volumes of X, Y . Instead Theorems 2.12-2.16 below take advantage of the fractal structure of X and/or Y at many different points and at different scales. Also, by taking X = Y = [0, 1] or X = Y = [0, h] we see that (2.7) is sharp when δ = 0 or δ = 1.
We now present the central result of this article which is a fractal uncertainty principle improving over (2.7) in the entire range 0 < δ < 1. Improving over β = 0 and over β = 1 2 − δ is done using different methods, so we split the result into two statements:
Theorem 2.12. [BD18, Theorem 4] Fix δ < 1 and C R ≥ 1. Then there exists
such that (2.4) holds for all h-dependent families of sets X, Y ⊂ [0, 1] which are δ-regular with constant C R on scales h to 1.
Theorem 2.13. [DJ18a, Theorem 1] Fix δ > 0 and C R ≥ 1. Then there exists
Remark 2.14. There exist estimates on the size of the improvement β − max(0, 1 2 − δ) in terms of δ, C R , see [DJ18a] for (2.9) and Jin-Zhang [JZ17] for (2.8).
Remark 2.15. More results on FUP in special settings (Cantor sets, Schottky limit sets) are described below in §4 and §5.1 and higher dimensions are discussed in §6.
An application of Theorem 2.12 and Proposition 2.10 is the following version of FUP for porous sets: We now briefly discuss the proofs of Theorem 2.12-2.13. See also [Dy17, §4] for a more detailed expository treatment of Theorem 2.12.
To prove Theorem 2.12 we rewrite the estimate (2.4) as follows:
The proof of (2.10) proceeds by iteration on scales 1, 1 2 , . . . , 2 −j , . . . , h. At each scale α we use the porosity of X to find many intervals of size ∼ α which do not intersect X; denote their union by U α . The upper bound (2.10) then follows from a lower bound on the mass of f on U α . Such lower bounds are known if f belongs to a quasianalytic class, i.e. if the Fourier transformf decays fast enough. (For instance iff decays exponentially fast then f is real-analytic and cannot identically vanish on any interval.)
To convert the Fourier support condition (2.10) to a Fourier decay statement we convolve f with a function ψ which is compactly supported (so that we do not lose the ability to bound the norm of f on an interval) and has Fourier transform decaying almost exponentially fast on the set h −1 · Y . The function ψ is constructed using the Beurling-Malliavin theorem [BM62] with a weight tailored to the set Y , whose existence uses the fact that Y is δ-regular with δ < 1. (One does not actually need the full strength of the Beurling-Malliavin theorem as explained in [JZ17] ). In particular, Figure 2 . An example of a Schottky limit set, picturing the sets in (2.12) for n = 1, 2, 3. The Schottky data are as follows:
−2 5 . The bottom row is a union of 36 intervals, illustrating the difficulty of plotting a 'nonlinear' fractal set.
we use the fact that X, Y are 'not too big' in two different ways: the porosity property and a quantitative sparsity following from (2.5) when δ < 1. In the much simpler setting of arithmetic Cantor sets these two properties appear in the proof of Lemma 4.7.
The proof of Theorem 2.13 is inspired by the works of Dolgopyat [Do98] and Naud [Na05] . Note that if we replace e −ixξ/h in the definition of the Fourier transform F h by 1, then the norm (2.4) is asymptotic to h 1/2−δ (assuming vol(X) ∼ vol(Y ) ∼ h 1−δ ). Thus to get an improvement we need to use cancellations coming from the phase in the Fourier transform. Using that δ > 0 (that is, X is 'not too small') we can find many quadruples of points x 1 , x 2 , ξ 1 , ξ 2 such that the phase factor e i(x 1 −x 2 )(ξ 1 −ξ 2 )/h is far from 1. These quadruples cause cancellations which lead to (2.4) with β > 1 2 − δ. In general one has to be careful at exploiting the cancellations to make sure they compound on many different scales; the argument is again much simpler in the setting of arithmetic Cantor sets, see Lemma 4.8. 2.4. Schottky limit sets. Many natural fractal sets are constructed using iterated function systems. Here we briefly present a special class of these, Schottky limit sets, which naturally arise in the spectral gap problem on hyperbolic surfaces (see §3.2 below). We refer to [BD17, §2] and [Bo16, §15.1] for more details.
Schottky limit sets are generated by fractional linear (Möbius) transformations
More precisely, we:
• fix a collection of nonintersecting intervals I 1 , . . . , I 2r ⊂ R, where r ≥ 1;
• denote A := {1, . . . , 2r} and for each w ∈ A, define w := w + r if a ≤ r and w := w − r otherwise; • fix transformations γ 1 , . . . , γ 2r ∈ SL 2 (R) such that for all w ∈ A we have γ w = γ −1 w and the image ofṘ \ I w under γ w is the interior of I w ;
• for n ∈ N, define the set W n consisting of words w = w 1 . . . w n such that w j+1 = w j for all j = 1, . . . , n − 1; • for each word w = w 1 . . . w n ∈ W n define the interval I w = γ w 1 . . . γ w n−1 (I wn ).
Since I wn ⊂Ṙ \ I w n−1 we have I w ⊂ I w 1 ...w n−1 , so the collection of intervals I w forms a tree (see Figure 2 ); • the limit set X is now defined as the intersection of a decreasing family of sets
(2.12)
The transformations γ 1 , . . . , γ r generate a discrete free subgroup Γ ⊂ SL 2 (R), called a Schottky group, and Γ acts on the limit set X. For r = 1 the set X consists of just two points, so we henceforth assume r ≥ 2. In this case X is δ-regular for some δ ∈ (0, 1), see [BD17, Lemma 2.12]. The corresponding measure in Definition 2.2 is the Patterson-Sullivan measure on X, see [Bo16, §14.1].
Schottky limit sets give a fundamental example of 'nonlinear' fractal sets in the sense that the transformations generating them are nonlinear (as opposed to linear Cantor sets such as those studied in §4 below). This often complicates their analysis, however this nonlinearity is sometimes also useful -in particular it implies Fourier decay for Schottky limit sets while linear Cantor sets do not have this property, see Theorem 5.2.
2.5. FUP with a general phase. In applications we often need a more general version of FUP, with the Fourier transform (2.1) replaced by an oscillatory integral operator
Here the phase function Φ ∈ C ∞ (U ; R) satisfies the nondegeneracy condition
is an open set, and the amplitude b lies in C ∞ c (U ). The nondegeneracy condition ensures that the norm B h L 2 →L 2 is bounded uniformly as h → 0. The phase function used in applications to hyperbolic surfaces in §3 is
and FUP with this phase function is called the hyperbolic FUP.
The following results generalize Theorems 2.12-2.16. In all of these we assume that Φ satisfies (2.14); the constant β depends only on δ, C R (or ν in the case of Theorem 2.19) and the constant C additionally depends on Φ, b. Since b is compactly supported we may remove the condition X, Y ⊂ [0, 1].
Theorem 2.17. [BD18, Proposition 4.3] Fix δ < 1 and C R ≥ 1. Then there exists
such that for all X, Y ⊂ R which are δ-regular with constant C R on scales h to 1 we have
Theorem 2.18.
[DJ18a] Fix δ > 0 and C R ≥ 1. Then there exists
such that (2.17) holds for all X, Y ⊂ R which are δ-regular with constant C R on scales h to 1.
Theorem 2.19. Fix ν > 0. Then there exists β = β(ν) > 0 such that (2.17) holds for all h-dependent families of sets X, Y ⊂ R which are ν-porous on scales h to 1.
We give an informal explanation for how to reduce Theorem 2.17 to the case of Fourier transform, Theorem 2.12. (For Theorem 2.18, the argument in [DJ18a] handles the case of a general phase directly.) The argument we give below gives β which depends on Φ in addition to δ, C R , but it can be modified to remove this dependence.
We first consider the case of the Fourier transform phase Φ(x, y) = −xy and arbitrary
Repeated integration by parts shows that
Armed with (2.19), we may replace u :
Now (2.20) with ρ := 1 follows from FUP for Fourier transform, Theorem 2.12, since Y (h) is still δ-regular on scales Ch to 1 similarly to Proposition 2.11. For ρ < 1 we may write Y (h ρ ) as a union of ∼ h ρ−1 shifted copies of the set Y (h), which bounds the left-hand side of (2.20) by Ch β+ρ−1 . It remains to take ρ close enough to 1 so that
We now explain how to handle the case of a general phase Φ satisfying (2.14), using almost orthogonality and a linearization argument. We first take ρ < 1 close to 1 and replace the set X by a smoothened version of its neighborhood X(h ρ/2 ) in (2.17). More precisely, take a function
Then it suffices to show the bound
The bound (2.22) is stronger than (2.17) and thus appears harder to prove. However, if the sets Y 1 , Y 2 ⊂ R are distance ≥ h 1/2 apart, then we have the almost orthogonality estimate for all
To show (2.23) we write the integral kernel of the operator B * h χ 2 B h ,
We repeatedly integrate by parts in w. Each integration by parts gives a gain of h/|x − y| from the phase, using the inequality
which is a consequence of (2.14). On the other hand differentiating the χ 2 (w) factor we get a h ρ/2 loss by (2.21). For |x − y| ≥ h 1/2 we get an h (1−ρ)/2 improvement with each integration by parts, giving (2.23). Now, we split Y into a disjoint union of clusters Y j , each contained in an interval of size h 1/2 . Using (2.23) and the Cotlar-Stein Theorem [Zw12, Theorem C.5] we see that it suffices to show the norm bound for each individual cluster
For simplicity we assume that
and it suffices to show the norm bound
For y ∈ [0, 1] we write the Taylor expansion of the phase in B h ,
The first term on the right-hand side can be pulled out of the operator B h without changing the norm (2.25) and the O(1) remainder can be put into the amplitude b. Thus (2.25) follows from the bound
where we have for some amplitude b (x, y) with bounded derivatives
Making the change of variables x → −ϕ(x) (which is a diffeomorphism thanks to the nondegeneracy condition (2.14)) we reduce to an uncertainty estimate of the form (2.17) with the phase −xy, h replaced by √ h, and the sets X, Y replaced by
Using that ϕ(X(h 1/2 )) and h −1/2 Y are δ-regular on scales √ h to 1 and taking ρ close to 1, we finally get the bound (2.26) from the case of the phase −xy handled above.
Applications of FUP
We now discuss applications of the fractal uncertainty principle to quantum chaos, more precisely to lower bounds on mass of eigenfunctions ( §3.1) and essential spectral gaps ( §3.2). The present review focuses on the fractal uncertainty principle itself rather than on its applications, thus we keep the discussion brief. In particular, we largely avoid discussing microlocal analysis, a mathematical theory behind classical/quantum and particle/wave correspondences in physics which is essential in obtaining applications of FUP. A more detailed presentation of the application to eigenfunctions in §3.1 is available in [Dy17] .
3.1. Control of eigenfunctions. Throughout this section we assume that (M, g) is a compact connected hyperbolic surface, that is a two-dimensional Riemannian manifold of Gauss curvature −1. A standard object of study in quantum chaos is the collection of eigenfunctions of the Laplace-Beltrami operator −∆ g on M ,
where u k forms an orthonormal basis of L 2 (M ). See Figure 3 . Our first application is a lower bound on mass of these eigenfunctions:
Fix a nonempty open set Ω ⊂ M . Then there exists c Ω > 0 such that for all k we have the lower bound on mass
We remark that the estimate (3.1) with a constant which is allowed to depend on k is true on any compact Riemannian manifold by the unique continuation principle. However, in general this constant can go to 0 rapidly as k → ∞. For instance, if M is the round sphere then one can construct a sequence of eigenfunctions which are Gaussian beams centered on the equator, and the mass 1l Ω u k L 2 (M ) is exponentially small in λ k for any Ω whose closure does not intersect the equator. Thus the novelty of Theorem 3.1 is that it gives a bound uniform in the high frequency limit k → ∞.
The key property of hyperbolic surfaces used in the proof is that the geodesic flow on M is hyperbolic 2 , or Anosov, in the sense that an infinitesimal perturbation of a geodesic diverges exponentially fast from the original geodesic in at least one time direction. This implies that this geodesic flow has chaotic behavior, making hyperbolic surfaces a standard model of chaotic systems and the corresponding Laplacian eigenfunctions a standard model of quantum chaotic objects.
A motivation for Theorem 3.1 is given by the study of probability measures µ which are weak limits of high frequency sequences of eigenfunctions u k in the following sense:
It is also natural to study the corresponding microlocal lifts, or semiclassical measures, which are probability measures on the cosphere bundle S * M invariant under the geodesic flow, and the results below are valid for these microlocal lifts as well (see [Zw12,  Chapter 5] and [Dy17, §1.2]).
We briefly review some results on weak limits of eigenfunctions on hyperbolic surfaces:
• Quantum Ergodicity, proved by Shnirelman [Sh74a, Sh74b] , Zelditch [Ze87] , and Colin de Verdière [CdV85] , states that there exists a density 1 sequence {u k } whose weak limit is the volume measure on M . That is, most eigenfunctions equidistribute in the high frequency limit.
• The Quantum Unique Ergodicity conjecture of Rudnick-Sarnak [RS94] states that the volume measure is the only possible weak limit, that is entire sequence of eigenfunctions equidistributes. So far this has only been proved for Hecke eigenfunctions on arithmetic surfaces, by Lindenstrauss [Li06] .
• Entropy bounds of Anantharaman [An08] and Anantharaman-Nonnenmacher [AN07] give restrictions on possible weak limits: the Kolmogorov-Sinai entropy of the corresponding microlocal lifts is ≥ 1 2
. In particular, this excludes the most degenerate situation when µ is supported on a single closed geodesic.
• Theorem 3.1 implies that each weak limit has full support, that is µ(Ω) > 0 for any nonempty open Ω ⊂ M . This also excludes the case of µ supported on a single geodesic. The class of possible weak limits excluded by Theorem 3.1 is different from the one excluded by [An08, AN07] (neither is contained in the other).
Some of the above results are true in more general settings. In particular, quantum ergodicity holds as long as the geodesic flow is ergodic, and entropy bounds hold as long as the geodesic flow is hyperbolic (with
replaced by a different positive number); neither of these requires that the dimension of M be equal to 2. We refer to the review articles by Marklof [Ma06] , Zelditch [Ze09] , and Sarnak [Sa11] for a more detailed overview of the history of weak limits of eigenfunctions.
We now give two more applications due to Jin [Ji17a, Ji17b] , building on Theorem 3.1 and its proof. The first of these is an observability estimate for the Schrödinger equation (which immediately gives control for this equation by the HUM method):
The final application is exponential energy decay for the damped wave equation:
Theorem 3.3. [Ji17b] Assume that q ∈ C ∞ (M ) satisfies q ≥ 0 everywhere and q ≡ 0 (that is, there exists x ∈ M such that q(x) > 0). Then every solution to the damped wave equation
with f j ∈ C ∞ (M ) satisfies for some α > 0 and s > 0 depending only on M, q
We remark that Theorems 3.1 and 3.2 (valid for any open Ω = ∅) were previously known only for the case when M is a flat torus, by Haraux [Ha89] and Jaffard [Ja90] , and the corresponding weak limits for a torus were classified by Jakobson [Ja97] . Theorem 3.3 (valid for any smooth nonnegative q ≡ 0) is the first result of this kind for any manifold. We refer the reader to the introductions to [DJ18b, Ji17a, Ji17b] for an overview of various related results.
In work in progress by the author, Long Jin, and Stéphane Nonnenmacher, we prove Theorems 3.1-3.3 for any compact connected Riemannian surface with an Anosov geodesic flow. This class includes surfaces of (variable) negative curvature.
We now explain how Theorem 3.1 uses the fractal uncertainty principle. (To keep our presentation brief, we ignore several subtle points in the argument, referring to [Dy17, § §2-3] for a more faithful exposition.) We argue by contradiction, assuming that 1l Ω u k L 2 is small. The proof of Theorem 3.1 uses semiclassical quantization, which makes it possible to localize u in both position (x) and frequency (ξ) variables, see [Zw12] and [DZ19, Appendix E] for an introduction to semiclassical analysis. Geometrically, the pair (x, ξ) gives a point in the cotangent bundle T * M . We define the semiclassical parameter as h := λ −1 k , then in the semiclassical rescaling u := u k is localized h-close to the cosphere bundle S * M . By Egorov's Theorem the localization of the function u on S * M is invariant under the geodesic flow ϕ t :
. From here and the smallness of 1l Ω u L 2 we see that u is localized on both of the sets Γ ± (log(1/h)) where
and π : S * M → M is the projection map. To make sense of this statement we define semiclassical pseudodifferential operators A ± which localize to Γ ± (log(1/h)). However these two operators lie in two incompatible pseudodifferential calculi. The product A + A − is not part of any pseudodifferential calculus. Instead the fractal uncertainty principle gives a norm bound for some β > 0 which tells us that no function can be localized on both Γ + (log(1/h)) and Γ − (log(1/h)). This gives a contradiction, proving Theorem 3.1.
To apply the fractal uncertainty principle we use the hyperbolicity of the geodesic flow, which gives the stable/unstable decomposition of the tangent space to S * M at each point into three subspaces: the space tangent to the flow, the stable space, and the unstable space. The differential of the flow contracts vectors in the stable space and expands those in the unstable space, with exponential rate e t .
The stable/unstable decomposition implies that the set Γ + (T ) is smooth along the unstable direction and the flow direction, but it is ν-porous on scales e −T to 1 in the stable direction where porosity is understood similarly to Definition 2.7. Same is true for the set Γ − (T ), with the roles of stable/unstable directions reversed -see Figure 4 . The pores at scale α ∈ [e −T , 1] come from the restriction that ϕ t (x, ξ) / ∈ π −1 (Ω) when α ∼ e −|t| , and the porosity constant ν depends on Ω. Using Fourier integral operators we can deduce the norm bound (3.2) from the hyperbolic FUP for porous sets, Theorem 2.19.
3.2. Spectral gaps. We now give an application of FUP to open quantum chaos, namely spectral gaps on noncompact hyperbolic surfaces. Assume that (M, g) is a connected complete noncompact hyperbolic surface which is convex co-compact, that is its infinite ends are funnels. (See the book of Borthwick [Bo16] for an introduction to scattering on hyperbolic surfaces.) Each such surface can be realized as a quotient M = Γ\H 2 of the Poincaré upper half-plane model of the hyperbolic space
by a Schottky group Γ ⊂ SL 2 (R) constructed in §2.4. Here each γ ∈ SL 2 (R) defines an isometry of (H 2 , g) by the formula (2.11), where x ∈Ṙ is replaced by z ∈ H 2 . If I 1 , . . . , I 2r are the intervals used to define the Schottky structure and D w ⊂ C, w ∈ {1, . . . , 2r}, are disks with diameters I w , then M can be obtained from the fundamental domain
by gluing each half-circle H 2 ∩ ∂D w with H 2 ∩ ∂D w by the map γ w . See [Bo16, §15.1] for more details and Figure 5 for an example. We assumed in §2.4 that r ≥ 2, this corresponds to Γ being a nonelementary group; equivalently, we assume that M is not the hyperbolic space or a hyperbolic cylinder.
The limit set Λ Γ ⊂ R, defined in (2.12), determines the structure of trapped geodesics on M . More precisely, we say a geodesic θ(t) on M is trapped as t → +∞ if θ(t) does not go to an infinite end of M as t → +∞. Similarly we define the notion of being trapped as t → −∞. We lift θ to a geodesic on H 2 , which is a half-circle starting at some point θ − ∈Ṙ and ending at some point θ + ∈Ṙ. Then θ is trapped as t → ±∞ ⇐⇒ θ ± ∈ Λ Γ . We now define the 'quantum' objects associated to the surface M , called scattering resonances. These are the poles of the meromorphic continuation of the L 2 resolvent, The main topic of this section is the concept of an essential spectral gap:
Definition 3.4. We say that M has an essential spectral gap of size β > 0, if the half-plane {Im λ ≥ −β} only has finitely many resonances.
In the expansion (3.5), the real part of a resonance λ j gives the rate of oscillation of the function e −itλ j , and the (negative) imaginary part gives the rate of decay. Thus essential spectral gap gives exponential decay O(e −βt ) of solutions to the wave equation, modulo a finite dimensional space corresponding to resonances with Im λ j ≥ −β.
We emphasize that resonances can be defined for a variety of quantum open systems (for instance, obstacle scattering or black holes) and having an essential spectral gap is equivalent to exponential local energy decay of high frequency waves, see for Existence of an essential spectral gap depends on the structure of trapped classical trajectories (see [DZ19, Chapter 6] ). For a convex co-compact hyperbolic surface, the set of all trapped geodesics has fractal structure (by (3.4)) and the geodesic flow has hyperbolic behavior on this set (namely it has a stable/unstable decomposition). Thus convex co-compact hyperbolic surfaces serve as a model for more general systems with fractal hyperbolic trapped sets. The latter class includes scattering by several convex obstacles (see Figure 7) , where spectral gaps have been observed in microwave scattering experiments by Barkhofen et al. [B * 13] . We refer to the reviews of Nonnenmacher [No11] and Zworski [Zw17] for an overview of results on spectral gaps for open quantum chaotic systems.
Coming back to hyperbolic surfaces, it is well-known that there is an essential spectral gap of size β = 0. In fact, resonances with Im λ > 0 correspond to the (finitely many) L 2 eigenvalues of −∆ g in [0,
4
). There is also the Patterson-Sullivan gap β = 1 2 − δ where δ ∈ (0, 1) is the dimension of the limit set (see §2.4). In fact, 
− δ).
The application of FUP to spectral gaps is based on the following Theorem 3.5. [DZ16, DZ17] Let M = Γ\H 2 be a convex co-compact hyperbolic surface and Λ Γ ⊂ R be the limit set of the group Γ. Denote by Λ Γ (h) the h-neighborhood of Λ Γ .
Assume that X = Y = Λ Γ (h) satisfies the hyperbolic uncertainty principle (2.17) with some exponent β, for the phase function Φ(x, y) = log |x − y| from (2.15) and every choice of the amplitude b ∈ C ∞ c (R 2 \ {x = y}). Then M has an essential spectral gap of size β − ε for each ε > 0.
Two different proofs of Theorem 3.5 are given in [DZ16] and [DZ17] . The proof in [DZ16] uses microlocal methods similar to the proof of Theorem 3.1. Roughly speaking, if λ is a resonance with | Re λ| = h )u = 0 satisfying a certain outgoing condition at the infinite ends of M . Next, u is microlocalized hclose to the set of backward trapped trajectories, and it has mass at least h ν on the h-neighborhood of the set of forward trapped trajectories. The fractal uncertainty principle then implies that h ν ≤ h β , that is ν ≥ β. Here the limit set enters via the description of trapped trajectories in (3.4). Compared to the compact setting The other proof of Theorem 3.5, given in [DZ17] , proceeds by bounding the spectral radius of the transfer operator of the Bowen-Series map. That proof is much shorter than [DZ16] but the method is less likely to be applicable to more general open hyperbolic systems.
Combining Theorem 3.5 with the fractal uncertainty principle from Theorems 2.17-2.18 we obtain Theorem 3.6. Let M, Λ Γ be as in Theorem 3.5 and δ ∈ (0, 1) be the dimension of Λ Γ . Then M has an essential spectral gap of size β for some β > max(0, , see Figure 8 . This conjecture corresponds to the upper limit of possible results that could be proved using FUP: indeed, by applying 1l Λ Γ (h) B h 1l Λ Γ (h) to a function localized in an h-sized interval inside Λ Γ (h) and using that vol(Λ Γ (h)) ∼ h 1−δ we see that if (2.17) holds with some value of β, then we necessarily have β ≤ 1−δ 2
. While the JakobsonNaud conjecture is out of reach of current methods, its analogue is known to hold in certain special cases in the 'toy model' setting of open quantum cat maps, see [DJ17, §3.5].
For more general open systems with hyperbolic trapping, an essential spectral gap was known under a pressure condition which generalizes the inequality δ < 1 2 , by Ikawa [Ik88] , Gaspard-Rice [GR89] , and Nonnenmacher-Zworski [NZ09] . In some cases there exists a gap strictly larger than the pressure gap: see Petkov-Stoyanov [PS10] and Stoyanov [St11, St12] , in addition to the work of Naud mentioned above.
In contrast with the pressure gap and improvements over it, Theorem 3.6 gives an essential spectral gap β > 0 for all convex co-compact hyperbolic surfaces. This makes it a special case of the conjecture of Zworski [Zw17, §3.2, Conjecture 3] that every open hyperbolic system has an essential spectral gap.
FUP for discrete Cantor sets
We now discuss FUP for a special class of regular fractal sets, namely discrete Cantor sets. In this setting we provide a complete proof of the fractal uncertainty principle of Theorems 2.12-2.13. In [DJ17] this special case of FUP was applied to obtain an essential spectral gap for the 'toy model' of quantum open baker's maps, similarly to the application to convex co-compact hyperbolic surfaces discussed in §3.2. We refer to [DJ17] for a discussion of these quantum maps and more qualitative information on FUP for Cantor sets.
A discrete Cantor set is a subset of Z N := {0, . . . , N − 1} of the form
where k (called the order of the set) is a large natural number and we fixed
• an integer M ≥ 3, called the base, and • a nonempty subset A ⊂ {0, . . . , M − 1}, called the alphabet.
In other words, C k is the set of numbers of length k base M with digits in A. Note that |C k | = |A| k = N δ where the dimension δ is defined by
We have 0 < δ < 1 except in the trivial cases |A| = 1 and |A| = M . The number δ is the dimension of the limiting Cantor set
More precisely, C ∞ is δ-regular on scales 0 to 1 similarly to Example 2.6, see [DJ18a, Lemma 5 .4] for more details. The middle third Cantor set corresponds to M = 3, A = {0, 2}.
The main result of this section is the following discrete version of FUP: 
Let δ be defined in (4.2) and assume that 0 < δ < 1. Then there exist constants
and C, both depending only on M, A, such that the set C k satisfies the discrete uncertainty principle Remark 4.3. It is easy to see that (4.6) holds with C = 1 and β = max(0, 1 2 − δ). Indeed, since F N is unitary, the left-hand side of (4.6) is bounded above by 1. On the other hand, denoting by • HS the Hilbert-Schmidt norm, we have
A natural question to ask is the dependence of the largest exponent β for which (4.6) holds on the alphabet A. This dependence can be quite complicated, see Figure 9 . There exist various lower and upper bounds on β depending on M, δ, see [DJ17, §3] . In particular, for each δ ∈ (0, ] the improvement in (4.5) may be arbitrarily small, namely there exists a sequence (M j , A j ) such that the corresponding dimensions δ j converge to δ and the FUP exponents β j converge to 
Here δ(M, A) = log M |A| and
As follows from the above discussion and illustrated by Figure 9 , we expect that β − max(0, 1 2 − δ) may be very small for some choice of M, A. However, the following conjecture states that if we dilate one of the sets C k by a generic factor, then FUP holds with a larger value of β, depending only on the dimension δ:
Conjecture 4.5. Fix M, A with 0 < δ < 1, take α ∈ [1, M ], and consider the dilated Fourier transform
Show that there exists β > max(0, .9). We see that the worst FUP exponents are generally larger than those on Figure 9 , supporting Conjecture 4.5. This data has to be interpreted with more caution than the one on Figure 9 . In particular, some points have β < 0, because the operator F N,α no longer has norm bounded by 1.
We note that existence of β depending on M, A follows from the general FUP in Theorems 2.12-2. Lemma 4.6. Put
Then for all k 1 , k 2 we have
Proof.
We define the space
Then r k is the norm of the operator
We will write G k in terms of G k 1 , G k 2 using a procedure similar to the one used in the Fast Fourier Transform (FFT) algorithm. Take
We associate to u, v the |A| k 1 × |A| k 2 matrices U, V defined as follows:
for all a ∈ C k 1 and b ∈ C k 2 . Here we use the fact that
Note that the norms of u, v are equal to the Hilbert-Schmidt norms of U, V :
We now write the identity v = G k u in terms of the matrices U, V :
Here is where a small miracle happens: the product of N 2 · a and N 1 · q is divisible by N , so it can be removed from the exponential. That is,
It follows that the matrix V can be obtained from U in the following three steps:
(1) Replace each row of U by its Fourier transform G k 2 , obtaining the matrix
(2) Multiply the entries of U by twist factors, obtaining the matrix
(3) Replace each column of V by its Fourier transform G k 1 , obtaining the matrix
Now, we have
which finishes the proof.
Given Lemma 4.6, we see by Fekete's Lemma that
Thus to prove Theorem 4.1 it suffices to obtain the strict inequality
for just one value of k.
The inequality (4.12) consists of two parts, proved below:
Lemma 4.7. There exists k such that r k < 1.
Proof. Since F N is unitary we have r k ≤ 1. We argue by contradiction. Assume that r k = 1. Then there exists
This implies that
We now use the fact that discrete Fourier transform evaluates polynomials at roots of unity. Define the polynomial
By (4.14) for each j ∈ Z N \ C k we have F N u(j) = 0. It follows that the number of roots of p is bounded below by (here we use that δ < 1)
On the other hand, the set Z N \ C k contains M k−1 consecutive numbers (specifically aM k−1 , . . . , (a + 1)M k−1 − 1 where a ∈ Z M \ A; this corresponds to porosity). We shift C k circularly (which does not change the norm r k ) to map these numbers to
Now, for k large enough we have
Then the number of roots of p is larger than its degree, giving a contradiction.
Proof. Recall from (4.7) that N δ−1/2 is the Hilbert-Schmidt norm of 1l C k F N 1l C k , while r k is its operator norm. We again argue by contradiction, assuming that r k = N δ−1/2 . Then 1l C k F N 1l C k is a rank 1 operator; indeed, the sum of the squares of its singular values is equal to the square of the maximal singular value. It follows that each rank 2 minor of 1l C k F N 1l C k is equal to zero, namely det e Computing the determinant we see that
However, if k ≥ 2 we may take j = , j = ∈ C k such that (here we use that δ > 0)
giving a contradiction.
Relation to Fourier decay and additive energy
We now explain how a fractal uncertainty principle can be proved if we have a Fourier decay bound or an additive energy bound on one of the sets X, Y . While this does not give new results (compared to Theorems 2.12-2.13) in the general setting, it leads to improvements in special cases.
Let X, Y ⊂ [0, 1] be two h-dependent closed sets which are δ-regular on scales h to 1 with some h-independent regularity constant C R (see Definition 2.2). In particular by (2.6) we have
To estimate the norm on the left-hand side of the uncertainty principle (2.4), we use the T * T argument:
We write F * h 1l X F h as an integral operator:
Note that K X (y) is just the rescaled Fourier transform of the indicator function of X.
By Schur's inequality applied to K X (y − y ) we see that
If we combine this with the basic bound (which follows from (5.1))
then we recover the bound (2.4) with the standard exponent β = 1 2 − δ.
We now explore two possible conditions on X where (5.3) gives an uncertainty principle with β > max(0, 1 2 − δ).
Fourier decay.
We first impose the condition that the Fourier transform K X has a decay bound, with the baseline given by the upper bound (5.4): namely for some
If we assume that vol(X) ∼ h 1−δ , then this is equivalent to the Fourier transform µ X (ξ) of the natural probability measure µ X (U ) = vol(X ∩ U )/ vol(X) having O(|ξ| −β F /2 ) decay for |ξ| h −1 . This is the finite scale version of requiring that X has Fourier dimension at least β F . In particular, it is natural to assume that β F ≤ δ (since the Fourier dimension of a set is always bounded above by its Hausdorff dimension).
Proposition 5.1. Assume that (5.5) holds for some β F ∈ (0, δ]. Then the uncertainty principle (2.4) holds with
Proof. From δ-regularity of Y (similarly to (2.6)) we see that for any interval I with
Breaking the integral below into dyadic pieces centered at y , we see that (5.5) implies
It remains to apply (5.3).
In general we do not have the Fourier decay property (5.5). For example, if X is the h/2-neighborhood of the middle third Cantor set where h := 3 −k and δ = log 3 2 then an explicit computation shows that
However, if X is a Schottky limit set then we have the following Fourier decay statement whose proof uses sum-product inequalities and the nonlinear structure of the transformations generating X:
Theorem 5.2. [BD17, Theorem 2] Assume that Λ Γ ⊂ R is a Schottky limit set of dimension δ > 0 and µ is the Patterson-Sullivan measure on Λ Γ (see §2.4). Then there exists β F > 0 depending only on δ such that for each phase function ϕ ∈ C 2 (R; R) with ϕ > 0 everywhere and each amplitude a ∈ C 1 (R) we have the generalized Fourier decay bound
for all ξ, |ξ| ≥ 1.
(5.7)
See Figure 12 for numerical evidence supporting Theorem 5.2. Fourier decay statements similar to (5.7) have been obtained for Gibbs measures for the Gauss map by Jordan-Sahlsten [JS16] , for limit sets of sufficiently nonlinear iterated function systems by Sahlsten-Stevens [SS18] , and in some higher dimensional cases by Li [Li18] and Li-Naud-Pan [LNP19] .
Arguing similarly to Proposition 5.1 we obtain the generalized FUP (2.17) for X = Y = Λ Γ (h) with the exponent (5.6). Combining this with Theorem 3.5 we obtain the following application to spectral gaps of convex co-compact hyperbolic surfaces which uses that the exponent in Theorem 5.2 depends only on δ: 5.2. Additive energy. We now give an FUP which follows from an improved additive energy bound on the set X. Here we define additive energy as
where we use the volume form on the hypersurface {x 1 +x 2 = x 3 +x 4 } ⊂ R 4 induced by the standard volume form in the (x 1 , x 2 , x 3 ) variables. It follows immediately from (5.1) that
Proposition 5.4. Assume that X satisfies the improved additive energy bound for some
Then the fractal uncertainty principle (2.4) holds with
Proof. By Hölder's inequality using the volume bound (5.1) on Y we get
Recalling the definition (5.2) of K X we compute
It remains to combine (5.11) and (5.12) with (5.3). Example 5.6. If X is the h-neighborhood of the middle third Cantor set (see Example 2.6) then (5.9) holds with β A = log 3 (4/3), as follows by an application of [DJ17, Lemma 3.10].
We remark that if X is sufficiently large (i.e. it contains a disjoint union of ∼ h ).
A similar statement is true for the fractal uncertainty principle with a general phase (2.17), with the exponent in (5.10) divided by 2 (due to the fact that we use the argument presented at the end of §2.5). Also, the set X should be replaced in (5.8) by its images under certain diffeomorphisms determined by the phase. We refer the reader to [DZ16, Theorem 4] and Conjecture 5.7 below for details in the case of the hyperbolic FUP used in Theorem 3.5.
While arguments based on additive energy only give an FUP when δ ≈ 1 2 , for these values of δ they may give a larger FUP exponent than other techniques. For instance, for discrete Cantor sets considered in §4, using additive energy one can show an FUP with β ∼ 1/ log M where M is the base of the Cantor set in the special case δ ≈ . This could be explained if one were to prove the following Conjecture 5.7. Let Λ Γ ⊂ R be a Schottky limit set and µ the Patterson-Sullivan measure on Λ Γ , see §2.4. Then Λ Γ has an additive energy estimate with improvement min(δ, 1 − δ)− in the following sense: for each ε > 0 there exists C ε such that for all y ∈ Λ Γ and all h ∈ (0, 1]
(5.14)
Here w ∈ {1, . . . , 2r} is chosen so that y is contained in the Schottky interval I w (see §2.4) and γ y (x) is the stereographic projection of x centered at y, defined by 
FUP in higher dimensions
We finally discuss generalizations of Theorems 2.12-2.13,2.17-2.18 to fractal sets in R n . The case of n ≥ 2 is currently not well-understood, with the known results not general enough to be able to extend the applications (Theorems 3.1-3.3,3.6 ) from the setting of surfaces to the case of higher dimensional manifolds. We discuss both the general FUP and the two-dimensional version of FUP for discrete Cantor sets (see §4), presenting the known results and formulating several open problems.
6.1. The continuous case. We first extend the definitions of uncertainty principle and fractal set to the case of higher dimensions. The unitary semiclassical Fourier transform on R n is defined by the following generalization of (2.1):
The notion of a δ-regular subset of R n , where δ ∈ [0, n], is introduced similarly to Definition 2.2, where we replace intervals in R with balls in R n and the length of an interval by the diameter of a ball. Similarly to Definition 2.7 we define what it means for a subset of R n to be ν-porous. Regular and porous sets are related by the following analogue of Proposition 2.10: porous sets are subsets of δ-regular sets with δ < n.
The higher dimensional version of the question stated in the beginning of §2.3 is as follows: given δ, C R , what is the largest value of β such that
for all h-dependent sets X, Y ⊂ B R n (0, 1) which are δ-regular on scales h to 1?
Similarly to (2.7) we see that (6.2) holds with the basic FUP exponent
Unfortunately, in dimensions n ≥ 2 one cannot obtain an uncertainty principle (6.2) with an exponent larger than (6.3) in the entire range δ ∈ (0, n). In dimension 2 this is illustrated by the following example, taking X, Y to be h-neighborhoods of two orthogonal line segments:
Then X, Y ⊂ R 2 are 1-regular on scales h to 1 with constant 10, and they are 1 10 -porous on scales 10h to ∞. However, we have The currently known statements on FUP in higher dimensions thus make strong assumptions on the structure of one or both sets. For simplicity we present those in dimension 2 and restrict ourselves to obtaining exponent β > 0 for porous sets (similarly to Theorem 2.16):
• Define π 1 (x 1 , x 2 ) = x 1 , π 2 (x 1 , x 2 ) = x 2 . If both the projection π 1 (X) and each intersection Y y = Y ∩ π −1 2 (y) ⊂ R, y ∈ R, are ν-porous, then (6.2) holds with some β = β(ν) > 0. Indeed, denote X 1 := π 1 (X); we may assume that X = X 1 × R. Denote by F
(1) h and F (2) h the unitary semiclassical Fourier transforms in the first and the second variable respectively, then
where the last inequality follows from Theorem 2.16.
• A much more involved result is that if X is ν-porous and both projections π 1 (Y ), π 2 (Y ) are ν-porous then (6.2) holds with some β = β(ν) > 0. A more general version of this statement was proved by Han-Schlag [HS18, Theorem 1.2].
See Propositions 6.8-6.9 below for analogues of the above two statements for discrete Cantor sets.
Similarly to §2.5 we may generalize (6.2) to the estimate
featuring a Fourier integral operator B h defined by
where Φ ∈ C ∞ (U ; R) is a phase function satisfying the nondegeneracy condition
is an open set, and b ∈ C ∞ c (U ). In generalizations of applications in §3 (replacing hyperbolic surfaces with higher dimensional hyperbolic manifolds) one would use (6.4) with the phase Φ(x, y) = log |x − y|, U = {(x, y) ∈ R 2n | x = y} (6.6) where |x − y| denotes the Euclidean distance between x, y ∈ R n .
One can reduce the generalized FUP (6.4) to the FUP for Fourier transform, (6.2), similarly to the argument at the end of §2.5. However, in higher dimensions this reduction might be disadvantageous. In fact, Example 6.1 cannot be generalized to the phase (6.6), prompting the following Conjecture 6.2. For each ν > 0 there exists β = β(ν) > 0 such that the generalized FUP (6.4) holds for each X, Y ⊂ B R 2 (0, 1) which are ν-porous on scales h to 1 and each b ∈ C ∞ c (U ), assuming that the phase Φ is given by (6.6).
If proved, Conjecture 6.2 would be a key component in generalizing the applications of FUP to hyperbolic surfaces (Theorems 3.1-3.3, 3.6) to the setting of higher dimensional hyperbolic manifolds.
6.2. The discrete setting. We now discuss a two-dimensional generalization of FUP for discrete Cantor sets presented in §4. We fix Similarly to Remark 4.3 by using the unitarity of the Fourier transform and bounding the operator norm in (6.7) by the Hilbert-Schmidt norm we get (6.7) with C = 1 and
The question is then:
For which alphabets A, B does the estimate (6.7) hold with some β > max 0, 1 − δ A + δ B 2 ?
We henceforth assume that δ A , δ B ∈ (0, 2) since otherwise (6.8) is sharp. Unlike the one-dimensional case discussed in §4, there exist other situations where (6.8) is sharp, similarly to Example 6.1: Then the norm in (6.7) is equal to 1. .
Assume that
Similarly to Lemma 4.6 we have a submultiplicativity property:
Lemma 6.4. Put
Then for all k 1 , k 2 we have r k 1 +k 2 ≤ r k 1 · r k 2 .
Using this and arguing similarly to Lemma 4.8 we obtain a condition under which one can prove (6.7) with β > 1 − (Here the inner product is an element of Z rather than Z/N Z.) Then (6.7) holds for some β > 1 − δ A +δ B 2
. Remark 6.6. If the condition of Proposition 6.5 fails, then we have j − j , − = 0 for all j, j ∈ C k,A and , ∈ C k,B , in which case it is easy to check that the left-hand side of (6.7) is equal to N −β where β = 1 −
.
On the other hand, there is no known criterion for when (6.7) holds with some β > 0. We make the following Conjecture 6.7. The bound (6.7) holds with some β > 0 (by Lemma 6.4 this is the same as saying that the left-hand side of (6.7) is < 1 for some value of k) unless one of the following situations happens:
(1) one of the sets A, B contains a horizontal line and the other set contains a vertical line, or (2) for each k, one of the sets C k,A , C k,B contains a diagonal line and the other set contains an antidiagonal line.
Here a horizontal line in Z 2 M is defined as a set of the form {(j, s) | j ∈ Z M } for some s ∈ Z M ; a vertical line is defined similarly, replacing (j, s) with (s, j). A diagonal line in Z 2 N is defined as a set of the form {(j, (j + s) mod N ) | j ∈ Z N } for some s ∈ Z N ; an antidiagonal line is defined similarly, replacing j + s by s − j. If either case (1) or case (2) above hold, then one can show that the norm in (6.7) is equal to 1. We note that the case (2) in Conjecture 6.7 can arise in a non-obvious way, see Figure 14 .
We finish this section with two conditions under which (6.7) is known to hold with some β > 0. The first one says that the complement of A contains a vertical line, while B contains no horizontal line: Proposition 6.8. Assume that (see Figure 15 ):
(1) there exists s ∈ Z M such that (s, j) / ∈ A for all j ∈ Z M , and (2) for each t ∈ Z M , the set { | ( , t) ∈ B} is not equal to the entire Z M .
Then (6.7) holds with some β > 0.
Proof. By Lemma 6.4, it suffices to show that the left-hand side of (6.7) is < 1 for some value of k. We argue by contradiction, assuming that this left-hand side is equal to 1. Similarly to Lemma 4.7, there then exists nonzero u ∈ C N ×N such that The second condition can be viewed as a special case of the work of Han-Schlag [HS18] presented in §6.1: Proposition 6.9. Assume that (see Figure 16 ):
(1) there exist s, t ∈ Z M such that (s, j) / ∈ A and (j, t) / ∈ A for all j, and (2) B is not equal to the entire Z 2 M . Then (6.7) holds with some β > 0.
Proof. We argue similarly to the proof of Proposition 6.8, assuming the existence of nonzero u satisfying (6.9). By the first part of condition (1) we see that supp u satisfies (6.10); that is, the intersection of supp u with each horizontal line is either empty or contains > M k−1 points. We fix k 0 ≥ 0 such that 
