We prove that, for each pair (m, n) of non-negative integers, there is a Banach space X for which
Introduction and Notation
Throughout, all vector spaces and algebras are tacitly assumed to be complex. In addition, all Banach spaces are assumed to be infinite-dimensional. Banach spaces are denoted by X, Y, Z, and W. The term 'operator' means a continuous linear map. The Banach space of all operators from X to Y is denoted by B(X, Y) (or B(X) in the case where X = Y).
By an ideal of operators we understand an assignment I which associates to each pair (X, Y) of Banach spaces a subspace I(X, Y) of B(X, Y) satisfying T SR ∈ I(W, Z) whenever R ∈ B(W, X), S ∈ I(X, Y), and T ∈ B(Y, Z).
In the case where X = Y, we write I(X) instead of I(X, X). An ideal of operators I is said to be closed provided that I(X, Y) is a closed subspace of B(X, Y) for all Banach spaces X and Y, and I is said to be non-zero if I(X, Y) = {0} for all (non-zero) Banach spaces X and Y. Let I 1 and I 2 be two ideals of operators. We say that I 1 is contained in I 2 provided that I 1 (X, Y) ⊆ I 2 (X, Y) for all Banach spaces X and Y. Note that an ideal of operators is non-zero if and only if it contains the ideal F of finite-rank operators. The rank of a finite-rank operator A is denoted by rk A, i.e., rk A = dim(im A).
Recall that an operator S : X → Y is said to be strictly singular provided that, wheneverX is a subspace of X on which S is bounded below, thenX is finite-dimensional (cf. [Ka1] ). The collection S of strictly singular operators forms a closed ideal of operators containing the closed ideal of compact operators.
Let n ∈ N. We denote the direct sum of the Banach spaces X 1 , . . . , X n by n j=1 X j (or X n in the case where X 1 = · · · = X n = X). This is a Banach space under coordinatewise operations and the maximum norm.
For operators T j ∈ B(X j , Y j ) (j ∈ {1, . . . , n}), we define T 1 ⊕ · · · ⊕ T n : (x 1 , . . . , x n ) −→ (T 1 x 1 , . . . , T n x n ),
This is clearly a linear and continuous map. Similar notation and conventions apply to direct sums of (Banach) algebras and groups. Let A be an algebra, and let m, n ∈ N. We denote the vector space of (m × n)-matrices over A by M m,n (A) (or M n (A) in the case where m = n). An algebra homomorphism ϕ : A → B induces an algebra homomorphism ϕ n : M n (A) → M n (B) by the definition ϕ n (A kl ) n k,l=1 := (ϕ (A kl )) n k,l=1 . Suppose that A is unital. We write I for the identity of A, and the group of invertible elements in A is denoted by Inv(A). The identity of M n (A) is denoted by I (n) , and we let Inv n (A) := Inv(M n (A)), the invertible group in M n (A).
For a non-unital algebra A, we denote A with an identity adjoined by A ♯ . Suppose that B is a unital algebra containing A as a subalgebra. Then we identify A ♯ with the subalgebra A + CI of B.
Now suppose that A is a unital Banach algebra. To make M m,n (A) a Banach space (or a Banach algebra in the case where m = n), we consider it as a closed subspace (subalgebra) of B(A n , A m ) in the obvious way. The norm on M m,n (A) thus obtained satisfies
A kl k ∈ {1, . . . , m} .
Let X 1 , . . . , X n and Y 1 , . . . , Y m be Banach spaces. There is a standard bijective correspondance between operators
with T kl ∈ B(X l , Y k ), and for every ideal of operators I we have:
(1.1)
In the sequel we identify the operator T with its matrix representation (T kl ) m,n k,l=1 . In particular, B(X n , X m ) is identified with M m,n (B(X)) for each Banach space X; under this identification, I(X n , X m ) is identified with M m,n (I(X)). Note that we have equipped M m,n (B(X)) with two apparently different norms, one coming from the identification with B(X n , X m ) and another arising from the embedding in B (B(X) n , B(X) m ). Happily, these norms coincide, as is easily checked.
Elementary Results
In this section we prove that both K-groups are zero for the algebra of operators on many of the classical Banach spaces, including c 0 , C(M) (M an infinite, compact metric space),
First we consider the group K 0 . Let A be an algebra and define IP(A) := {P ∈ A | P 2 = P }, the set of idempotents in A,
Let m, n ∈ N. For P ∈ IP m (A) and Q ∈ IP n (A) we say that P ∼ 0 Q (in IP ∞ (A)) provided that there are matrices R ∈ M m,n (A) and T ∈ M n,m (A) satisfying: P = RT and Q = T R. Clearly ∼ 0 is an equivalence relation on IP ∞ (A), and so we may form the quotient V (A) := IP ∞ (A)/∼ 0 . Let [P ] V denote the equivalence class of P ∈ IP ∞ (A). One easily checks that the operation
is well-defined and turns V (A) into a commutative semigroup. Now suppose that the algebra A is unital. Then we define K 0 (A) to be the Grothendieck group of V (A) and, for P ∈ IP ∞ (A), we denote the canonical image of
and we have the following standard picture of K 0 (A):
Moreover, we note that, for each n ∈ N and P ∈ IP n (A), the identity
holds.
In the non-unital case, K 0 (A) is defined as a subgroup of K 0 (A ♯ ) in the following way. Let s : A ♯ → A ♯ denote the scalar map given by s(A + ζI) := ζI (A ∈ A, ζ ∈ C). This is clearly an algebra homomorphism, and we define
where we recall that s n denotes the map on M n (A ♯ ) induced by s. In the case where A = B(X), the equivalence relation ∼ 0 has a nice standard characterization.
Proposition 2.1 For P, Q ∈ IP ∞ (B(X)), P ∼ 0 Q if and only if im P is linearly homeomorphic to im Q.
Lemma 2.2 Suppose that X
n is linearly homeomorphic to X n+k for some n, k ∈ N. Then
Proof. By (2.2), it suffices to prove that, for each m ∈ N and P ∈ IP m (B(X)), there is an operatorP ∈ IP n (B(X)) with P ∼ 0P . To this end, take j ∈ N for which n + jk ≥ m. By assumption, there are operators R ∈ M n+jk,n (B(X)) and T ∈ M n,n+jk (B(X)) satisfying RT = I (n+jk) and T R = I (n) . LetP := T (P ⊕ 0) R. Then clearlyP ∈ IP n (B(X)) and
A Banach space X is said to be primary provided that, whenever P ∈ B(X) is idempotent, then im P or im(I − P ) is linearly homeomorphic to X.
Proposition 2.3 Suppose that X is primary and linearly homeomorphic to its square
Proof. First we note that [I] 0 = 0 because, by assumption, im I is linearly homeomorphic to im I (2) , and so
. By Lemma 2.2, it suffices to prove that [P ] 0 = 0 for each P ∈ IP(B(X)). If im P is linearly homeomorphic to X, then [P ] 0 = [I] 0 = 0. Otherwise, im(I − P ) is linearly homeomorphic to X, and the result follows from the identity (2.3).
Remark 2.4 As the following example shows, the condition that X is linearly homeomorphic to its square cannot be removed from Proposition 2.3, not even if we require X to be prime (i.e., the image of every idempotent of infinite rank is linearly homeomorphic to X), instead of primary.
Let X denote the Banach space constructed by Gowers and Maurey in [GM2, §4.2] . This space is prime and satisfies: for m, n ∈ N, X m is linearly homeomorphic to X n if and only if m = n. It follows immediately from this, Proposition 2.1, and (2.1)
We shall return to this example in Remark 4.4.
Remark 2.5 A natural question in relation to Proposition 2.3 is the following. Suppose that X is linearly homeomorphic to its square and K 0 (B(X)) = {0}. Is X primary? The answer to this question is 'no'. Take p, q ∈ [1, ∞[ with p = q. Then clearly ℓ p ⊕ ℓ q is linearly homeomorphic to its square and K 0 (B(ℓ p ⊕ ℓ q )) = {0} (cf. Corollary 5.3, below), but ℓ p ⊕ ℓ q is not primary, because neither ℓ p nor ℓ q is linearly homeomorphic to ℓ p ⊕ ℓ q .
We now proceed to consider the group K 1 . Suppose that A is a unital Banach algebra, and define Inv ∞ (A) := n∈N Inv n (A). Let m, n ∈ N. For U ∈ Inv m (A) and V ∈ Inv n (A) we say that U ∼ 1 V (in Inv ∞ (A)) provided that there are a natural number k > max{m, n} and a continuous path
Clearly ∼ 1 is an equivalence relation on Inv ∞ (A), and so we may define
It is easily checked that the operation
is well-defined and turns K 1 (A) into a commutative group. For a non-unital Banach algebra A, we define
Proposition 2.6 Suppose that X is linearly homeomorphic to its square X 2 and that the invertible group Inv(B(X)) is connected. Then K 1 (B(X)) = {0}.
Proof. Let n ∈ N. Clearly X is linearly homeomorphic to X n , and so the fact that Inv(B(X)) is connected implies that Inv n (B(X)) is connected. Now the result follows from the definition of K 1 .
Remark 2.7 In fact Proposition 2.6 is just a special case of a much more general result. A unital algebra A is said to be properly infinite provided that there are elements
One easily checks that the algebra B(X) is properly infinite in the case where X is linearly homeomorphic to X n for some n ∈ {2, 3, . . .}. Generalizing the proof of a C * -algebra result (cf. [Cu, Lemma 1.2] or [Rør, Proposition 3 .4]) yields: for every unital, properly infinite Banach algebra A, the group homomorphism 
is linearly homeomorphic to its square; it is also primary. (This is proved in [Mau] for p = 1 and in [AEO, Theorem 1.3] for 1 < p < ∞; 
(iii) Let M be an infinite, compact metric space. It is well-known that C(M) is linearly homeomorphic to its square. Moreover, C(M) is primary with Inv(B(C(M))) con- 
All the results in this section (except Remark 2.4) are negative in the sense that they state that the K-groups of the algebra of operators on certain Banach spaces are trivial. To construct K-theoretically more interesting examples, we have to bring the six-term exact sequence into play. In the next section we prepare the way for this.
In this section we compute the K-groups of I(X), where I is any non-zero, closed ideal of operators contained in the ideal S of strictly singular operators. Throughout this section, I denotes such an ideal of operators. The results we obtain generalize well-known results for the compact operators on a Hilbert space.
We denote the semigroup of Fredholm operators on X by Φ(X), and, for an operator T ∈ B(X), we define the essential spectrum by
This is a closed, non-empty subset of the spectrum of T .
and it is countable.
Proof. Write T kl = S kl + ζ kl I, where S kl ∈ I(X) and ζ kl ∈ C. Since (S kl ) n k,l=1 is strictly singular, it follows from [LT2, Proposition 2.c.10] that
In particular we see that σ ess (T kl )
is finite, and so, according to [Ka2, ], σ Mn(B(X)) (T kl ) n k,l=1 is countable. Now the result follows from [Ru, Corollary (a) 
, and so there is a continuous path in Inv(A) from A to e iv I ∈ Inv 0 (A).
Combining this with Proposition 3.1 and the definition of the group K 1 yields:
Proposition 3.1 has another useful consequence. Recall that, for idempotents P and Q in an algebra A, we have P ≤ Q if and only if P Q = P = QP. The algebra A is said to be finite provided that, whenever P and Q are idempotents in A satisfying P ∼ 0 Q and P ≤ Q, then P = Q. If all the algebras M n (A) (n ∈ N) are finite, then we say that A is stably finite. Note that in the unital case, A is finite if and only if every left-invertible (or, equivalently, right-invertible) element in A is invertible. Now suppose that A is a unital Banach algebra which is not finite, and take A, B ∈ A with AB = I and BA = I. In particular, A = 0, and for ζ ∈ C we have
Consequently, σ(B) has non-empty interior. Combining this reasoning with Proposition 3.1 yields:
Proposition 3.4 The Banach algebra I(X) ♯ is stably finite.
To compute K 0 (I(X)), we require the following diagonalization lemma. It is essentially just a restatement of a theorem by Edelstein and Wojtaszczyk (cf. [EW, Proposition 3.3 and Theorem 3.5] or [LT2, Theorem 2.c.13]), and indeed their proof can be taken over almost literally; only minor adjustments are necessary to ensure that all the operators in question belong to (the matrix algebras over) I(X) ♯ .
Lemma 3.5 Let n ∈ N. For each operator P ∈ IP n (I(X) ♯ ), there are idempotents P 1 , . . . , P n ∈ F (X)
♯ and an operator Ω ∈ Inv n (I(X) ♯ ) satisfying
In particular, the equivalence
The following lemma is elementary.
Lemma 3.6 Let Q ∈ IP ∞ (F (X)) be of rank one, and let n ∈ N. For every P ∈ IP n (F (X)), the formulas
Theorem 3.7 Suppose that Q ∈ IP ∞ (F (X)) is of rank one. Then the map
is a group isomorphism.
Proof. Clearly ω is additive. Assume towards a contradiction that ω is not injective. Then there is a natural number
in K 0 (I(X)) and thus in K 0 (I(X) ♯ ), and consequently 0⊕ · · · ⊕0⊕I
, and so, by Proposition 3.4, 0 ⊕ · · · ⊕ 0 ⊕ I (k) = Q ⊕ · · · ⊕ Q ⊕ I (k) , contradicting the fact that Q = 0. Hence, ω is injective.
To show that ω is surjective, let g ∈ K 0 (I(X)) be given. By (2.4), we can take n ∈ N and P ∈ IP n (I(X) ♯ ) so that g = [P ] 0 − [s n (P )] 0 , and, by Lemma 3.5, we can take P 1 , . . . , P n ∈ IP(F (X) ♯ ) for which P ∼ 0 P 1 ⊕ · · · ⊕ P n in IP ∞ (I(X) ♯ ). Consequently,
cf. Lemma 3.6.
Splittings and H.I. Spaces
Let A, B, and C be algebras, and suppose that we have a short exact sequence Σ :
We say that Σ splits algebraically (or is split exact) provided that there is an algebra homomorphism θ : C → B for which ψ • θ = id C ; such a map θ is called an (algebraic) splitting homomorphism. The functor K 0 does not in general preserve short exact sequences, but it does preserve split exact sequences. Now suppose that A, B, and C are Banach algebras and that ϕ and ψ are continuous. We say that Σ splits strongly (or is strongly split exact) provided that there is a continuous splitting homomorphism. The functor K 1 does not in general preserve short exact sequences, but it does preserve strongly split exact sequences.
A fundamental theorem of K-theory states that, to every short exact sequence Σ, where A, B, and C are Banach algebras and ϕ and ψ are continuous, we can associate the cyclic six-term exact sequence
The map δ 1 is called the index map because of its relation to the Fredholm index i, described in Proposition 4.1, below.
In this section we shall study the conditions under which the short exact sequence
splits. Here, as in the rest of this section, I denotes a closed, non-zero ideal of operators contained in S. Note that in this case, by the results of §3, the six-term exact sequence has the following form
where Q is an idempotent of rank one. Our first result is well-known for Hilbert spaces, and the proof of this special case is easily adapted to cover the Banach-space case. 
commutes.
As a consequence, we obtain:
Proposition 4.2 The following assertions are equivalent: Proof. The fact that (a), (b), and (c) are equivalent follows directly from the six-term exact sequence; note that, by Corollary 3.3, K 1 (π) is always injective. The implication '(b) ⇒ (e)' is immediate from Proposition 4.1. We prove that (d) implies (a) by contraposition. Suppose that K 0 (ι) is not injective. Then there exist a number j ∈ N and an idempotent P ∈ F (X j ) \ {0} for which [P ] 0 = 0 in K 0 (B(X)). By (2.1) and (2.3), this implies that (
) is a proper, closed subspace of codimension rk P in X j+k . The implication '(e) ⇒ (d)' is also proved contrapositively. Suppose that there exist a number m ∈ N and a proper, closed subspace W of finite codimension in X m which is linearly homeomorphic to X m . Take a linear homeomorphismT : W → X m , and let F be a finite-dimensional complement of W in X m . Then T :=T ⊕ 0| F ∈ B(X m ) is a Fredholm operator of index i(T ) = dim F ≥ 1, and so (e) is not satisfied. Moreover, the last remark follows from this, for if R :
, so the algebra B(X m ) is not finite.
Corollary 4.3 (i)
Suppose that the short exact sequence Σ X splits algebraically. Then K 0 (B(X)) contains a subgroup isomorphic to Z. In particular, Σ X never splits algebraically in the case where K 0 (B(X)) = {0}.
(ii) Suppose that there exists a number m ∈ N for which X m is linearly homeomorphic to one of its proper, closed subspaces of finite codimension, or, equivalently, admits a Fredholm operator of non-zero index. Then Σ X does not split algebraically.
Remark 4.4 It follows from (ii) that the condition in (i) is not sufficient for an algebraic splitting of the short exact sequence Σ X to exist. Indeed, consider the prime Banach space X introduced in Remark 2.4. We saw there that the map
is a group monomorphism, but Σ X does not split algebraically, because the primeness of X implies that X is linearly homeomorphic to each of its subspaces of finite codimension.
We do not know whether the equivalent conditions in Proposition 4.2 are sufficient for an algebraic splitting of Σ X to exist, but it seems unlikely.
The result of Corollary 4.3 might give the impression that the short exact sequence Σ X never splits. This is, however, not true. Recall that a Banach space X is said to be hereditarily indecomposable or an H.I. space provided that no closed, infinite-dimensional subspaceX of X admits an idempotent P ∈ B(X) for which neither P nor I|X − P is of finite rank; an equivalent definition is that, for each c > 0 and each pair (X 1 , X 2 ) of infinite-dimensional subspaces of X, there are unit vectors x 1 ∈ X 1 and x 2 ∈ X 2 with x 1 − x 2 ≤ c. Gowers and Maurey's fundamental results about H.I. spaces are that they exist and that, for every H.I. space X, B(X) = S(X) + CI (cf. [GM1] ). In particular, this implies that Σ X splits strongly for I = S. We shall now extend this result and derive its K-theoretical consequences.
For m ∈ N, we denote the closed subalgebra of M m (C) of upper triangular matrices by T m (C). [Fe] , every operator T kl ∈ B(Y l , Y k ) is of the form T kl = S kl + ζ kl I kl , where S kl ∈ S(Y l , Y k ), ζ kl ∈ C, and I kl denotes the inclusion map of Y l into Y k ; in particular, I kk = I|Y k .
For 1 ≤ l < k ≤ m, we have Y k ⊆ Y l , and so we may consider T kl as an operator on Y l with im T kl ⊆ Y k . Hence, T kl = S kl + ζ kl I|Y l , where S kl is strictly singular and ζ kl ∈ C. Since Y k is of infinite codimension in Y l , im T kl must be of infinite codimension in Y l as well, so ζ kl = 0, i.e.,
Hence, we conclude that every operator on Y is of the form 
where ζ kl ∈ C and S kl ∈ S(Y l , Y k ). The complex numbers ζ kl are uniquely determined by T . Consequently, it makes sense to define a map
Direct calculations show that ψ is an algebra homomorphism. By (1.1), ker ψ = S(Y).
Since the map θ :
is an algebra homomorphism for which ψ • θ = id Tm(C) , we have completed the construction of the split exact sequence Σ split ; θ is continuous because T m (C) is finite-dimensional, and ψ is continuous because of the following easy result.
Lemma 4.6 Let B and C be Banach algebras, let I be a closed ideal in B, and suppose that we have a short exact sequence
Then C is isomorphic to the quotient B/I via the algebra isomorphism χ :
is continuous if and only if χ is continuous.
Since T m (C) is homotopy equivalent to its diagonal subalgebra C m , these two algebras have isomorphic K-groups, i.e., K 0 (T m (C)) ∼ = Z m and K 1 (T m (C)) = {0}. This, together with the strongly split exact sequence Σ split and strong split exactness of the K-functors, gives:
Corollary 4.7 Let Y be the above Banach space. Then 
The Main Result
Recall that Banach spaces X and Y are said to be totally incomparable provided that no infinite-dimensional subspacesX andỸ of X and Y, respectively, are linearly homeomorphic (cf. [Ro] ). We are now ready to state and prove our main theorem. For convenience, we use the convention that Z 0 := {0}, the trivial group.
Theorem 5.2 For every pair (m, n) of non-negative integers, there is a Banach space X for which
Proof. Take X 1 , . . . , X n+1 to be distinct spaces from the family {ℓ p | p ∈ [1, ∞[} ∪ {c 0 }. It follows immediately from the six-term exact sequence and Example 2.8 (i) that
If m = 0, let X n+2 := {0}. Otherwise, let X n+2 := Y, the space constructed in the proof of Proposition 4.5. Note that in both cases
Let X := n+2 j=1 X j . By Example 5.1 (i)-(ii) and [Ro, Corollary 4 (b) ], X 1 , . . . , X n+2 are mutually totally incomparable, and so B(X k , X l ) = S(X k , X l ) (k = l). Consequently, the obvious diagonal embedding of n+2 j=1 B(X j )/S(X j ) into B(X)/S(X) is in fact a homeomorphic algebra isomorphism; in particular, this implies that
Combining this with the six-term exact sequence gives the following diagram
where the right-hand-side rectangle is exact, and σ denotes the induced group homomorphism, so that the left-hand-side square commutes. In fact σ is given by addition: σ(ν 1 , . . . , ν n+1 ) = n+1 j=1 ν j . This follows from a straightforward calculation based on the fact that, for Fredholm operators T j ∈ B(X j ) (j ∈ {1, . . . , n + 2}), the operator T 1 ⊕ · · · ⊕ T n+2 ∈ B(X) is a Fredholm operator of index n+2 j=1 i(T j ). In particular, σ is surjective, so, by exactness, K 0 (π) is injective and thus an isomorphism, i.e., K 0 (B(X)) ∼ = Z m . Moreover, we have that K 1 (B(X)) ∼ = im K 1 (π) = ker δ 1 ∼ = ker σ ∼ = Z n .
Careful tracking of the isomorphisms in the above proof shows that the generators of K 0 (B(X)) and K 1 (B(X)) are given as follows.
The group K 0 (B(X)) is generated by the elements [0 ⊕ · · · ⊕ 0 n+1
⊕P j ] 0 (j ∈ {1, . . . , m}),
where the idempotents P j are defined as in Corollary 4.7. The generators of K 1 (B(X)) are [U j ] 1 (j ∈ {1, . . . , n}) with the invertible operator U j given by the matrix 
Here L j (in position (j, j)) denotes the unilateral left-shift on X j , R (in position (n+1, n+1)) denotes the unilateral right-shift on X n+1 , and A j (in position (n + 1, j)) is the rank-one operator defined by (ζ k ) k∈N → (ζ 1 , 0, 0, . . .), X j → X n+1 .
As a special case of Theorem 5.2 and its proof we note that:
Corollary 5.3 Let n ∈ N, and let X 1 , . . . , X n+1 be distinct spaces belonging to the family
As we have seen, every pair of torsion-free, finitely generated, commutative groups can arise as (K 0 (B(X)), K 1 (B(X))). Our last result shows that K 0 (B(X)) may have torsion.
Proposition 5.4 For every k ∈ {2, 3, . . .}, there is a Banach space X for which K 0 (B(X)) contains an element of order k.
Proof. In [GM2, §4.4 ], Gowers and Maurey describe how to construct a Banach space X satisfying: X m is linearly homeomorphic to X n if and only if m ≡ n (mod k). Hence, it follows from (2.1) and Proposition 2.1 that, for every ν ∈ N, ν [I] 0 = 0 if and only if k divides ν. Consequently, [I] 0 has order k.
