The problem of identifying parameters of nonlinear vibrating systems using spatially incomplete, noisy, time-domain measurements is considered. The problem is formulated within the framework of dynamic state estimation formalisms that employ particle filters. The parameters of the system, which are to be identified, are treated as a set of random variables with finite number of discrete states. The study develops a procedure that combines a bank of self-learning particle filters with a global iteration strategy to estimate the probability distribution of the system parameters to be identified. Individual particle filters are based on the sequential importance sampling filter algorithm that is readily available in the existing literature. The paper develops the requisite recursive formulary for evaluating the evolution of weights associated with system parameter states. The correctness of the formulations developed is demonstrated first by applying the proposed procedure to a few linear vibrating systems for which an alternative solution using adaptive Kalman filter method is possible. Subsequently, illustrative examples on three nonlinear vibrating systems, using synthetic vibration data, are presented to reveal the correct functioning of the method. r
Introduction
Engineering structures are generally designed to behave linearly and, consequently, linear models for strain-displacement relations, stress-strain laws, and energy dissipation mechanisms could be considered adequate for the purpose of structural analysis, design, and optimization. Concomitant with the development of methods for mathematical modeling and solution of resulting equations of these problems, extensive efforts have been made in the exiting literature to develop methods for identification of structural model parameters, and to reconcile predictions of mathematical and experimental models [1] [2] [3] [4] [5] [6] . Within the framework of linear system modeling, issues related to characterizing damping mechanisms at the structure level, joint flexibility, boundary conditions, and material constitutive laws, are intimately connected with experimental investigations. Also, several algorithmic issues related to non-uniqueness of solutions, spatio-temporal incompleteness of response measurement, presence of measurement noise, modeling uncertainties, and difficulties arising out applicable to only linear systems with Gaussian additive noise and is not directly applicable to problems of nonlinear system identification. In the present study, we extend the scope of adaptive filtering to nonlinear problems by replacing the Kalman filter by a particle filter. By doing so, we systematically extend the scope of adaptive filtering methods to problems of nonlinear structural system identification with, possibly, nonGaussian additive/multiplicative noises. The study first develops the necessary mathematical formulations for this purpose and subsequently illustrates the method proposed by considering three examples involving singleand multi-degree-of-freedom (sdof and mdof) nonlinear systems. As might be expected, if the system on hand is linear and measurement and process noises are Gaussian and additive in nature, the present formulation leads to results similar to those predicted by the adaptive Kalman filter method.
Problem of state estimation
Consider a mdof system with N dofs governed by M € Z þ QðZ; _ Z; tÞ ¼ GðtÞ þ XðtÞ; Zð0Þ ¼ Z 0 ; _ Zð0Þ ¼ _ Z 0 .
Here a dot represents differentiation with respect to time t, M is the N Â N mass matrix, Q is a N Â 1 function of displacement Z(t) and velocity _ ZðtÞ vectors, G(t) is a N Â 1 excitation vector, and X(t) is a N Â 1 vector random process representing the process noise that is taken to quantify the unmodeled system dynamics. A set of measurements represented through a m Â 1 vector Y(t) is taken to be available and these measurements are related to the system state through the equation Y ðtÞ ¼H½ZðtÞ; _ ZðtÞ; t þ CðtÞ.
Here C(t) is a m Â 1 vector random process representing the measurement noise. The functions Q andH in the above equations are taken to be in general nonlinear and time dependent. The equation of motion (1) can also be expressed in the state space by letting
and noting that
This can be represented compactly as _ X ðtÞ ¼ a½X ðtÞ; t þ bXðtÞ
with a½X ðtÞ; t ¼ H½X ðtÞ; t þ AGðtÞ,
.
If the random processes X(t) and C(t) are modeled as zero mean Gaussian white noise processes obtained as formal derivatives of Weiner processes, we can represent the process equation (4) as an stochastic differential equations as dX ðtÞ ¼ a½X ðtÞ; t dt þ bs dBðtÞ; X ð0Þ ¼ X 0 .
Here dB(t) is a N Â 1 vector of increments of Brownian motion processes and s is the N Â N covariance matrix.
For the purpose of dynamic state estimation, we need to discretize the measurement and process equations in time. The discretization of measurement equation is naturally dictated by the fact that the measurements ARTICLE IN PRESS Y(t) are made at discrete time instants t ¼ t k ¼ kh; k ¼ 1, 2,y,N k where h is the time step at which measurement signal is sampled. This leads to the measurement equation of the general form
where n k for k ¼ 1, 2,y,N k is a sequence of independent Gaussian random variables. In order to discretize the process equation we employ the methods available in the existing literature for the numerical solution of stochastic differential equations. It is assumed that the time step used in discretization is identical to the time step used in sampling the response waveform during the measurement. It is emphasized that this is not a restrictive assumption and a general formulation with differing step sizes for measurement and discretization of the process equation can be easily developed. The details of the discretization scheme used and the choice of step size h should be such that acceptable convergence in a strong sense is secured: the book by Kloeden and Platen [36] provides extensive account of these considerations. Details as relevant to the present study are available in the work of Manohar and Roy [31] . The process equation for further consideration is now written in the form
with specified x 0 . The quantities fw k g N k k¼1 are taken to be a set of mutually independent Gaussian random variables with specified variance. This, again, is not a restrictive assumption. Furthermore, these random variables are taken to be uncorrelated with the random variables fn k g N k k¼1 that appear in the measurement equation. This again, is not a restrictive assumption. The quantities x k , h k , g k and w k appearing in the process equation (9) are vectors of sizes 2N Â 1, 2N Â 1, 2N Â N and N Â 1, respectively. Similarly, the quantities y k , f k , and n k appearing in the measurement equation (8) are vectors of size m Â 1, m Â m and m Â m respectively. We denote by S w and S v respectively the covariance matrix of the vectors w k and n k . The quantities fx k g N k k¼0 and fy k g N k k¼1 constitute a set of vector random variables. In the discussion to follow we deviate from the standard practice of notationally distinguishing a random variable X from its state x and employ the same notation x to denote both the random variables and their respective states. This affords a significant simplification in presenting the mathematical formulation and is consistent with the practice followed in literature related to dynamic state estimation methods.
Formal solution to the state estimation problem
We introduce the notations x 0:k and y 1:k to respectively denote
It is assumed that the probability density function (pdf) p(x 0 ) is specified and, also, it follows that p(x k jx kÀ1 ) and p(y k jx k ) are determinable in terms of known properties of the noise terms w k and n k . In the present case, these pdfs turn out to be Gaussian in nature. The problem of state estimation consists of determining the posterior pdf p(x 0:k jy 1:k ) and the filtering density function p(x k jy 1:k ). Also of interest is the determination of the moments
Here E[ Á ] denotes the mathematical expectation operator and a superscript t denote the matrix transposition. The integrals appearing in the right-hand sides are 2N dimensional and are evaluated over the limits (ÀN, N): these features are not displayed explicitly in the above equations to simplify the presentation of the equations. Formal solutions for the state estimation problem are available in the literature. For the determination of filtering density, the formal solution consists of a pair of prediction and updation equations can be shown to be given, respectively, by
A recursive equation for the evolution of the multidimensional posteriori pdf can also be obtained as [26] pðx 0:kþ1 jy 1:kþ1 Þ ¼ pðx 0:k jy 1:k Þ pðy kþ1 jx kþ1 Þpðx kþ1 jx k Þ pðy kþ1 jy 1:k Þ .
The actual solutions of the above equations by using numerical quadrature are, however, infeasible because of the unwieldy dimensions of the integrals involved. For the particular case of linear process and measurement equations and Gaussian additive noises, the above equations lead to the well-known Kalman filter. For a certain class of nonlinear process equations, linear measurement equations and additive Gaussian noises, the problem of state estimation admits an exact solution [30] . For more general forms of process and measurement equations, additive or multiplicative noises and Gaussian/non-Gaussian noises, several alternative strategies have been developed. One set of such alternatives consist of developing suboptimal filtering strategies, such as those based on linearization or transformations, and the other consists of methods which employ Monte Carlo simulation strategies to evaluate the multidimensional integrals in a recursive manner. It is the latter class of approaches that are being considered in the present study.
System parameter identification by a bank of filters
We define y to be an n Â 1 vector of system parameters that need to be identified. In order to show the dependence of the system equations on this vector, we re-write the process and measurement equations, respectively, as follows:
ð14a; bÞ
In the problems of system identification one needs to determine the pdf of the system parameters y. One of the strategies that has been employed in the existing literature is to declare the vector y to be an additional state vector and augment the process equation with additional artificial equations of the form dyðtÞ ¼ dBðtÞ; yð0Þ ¼ y 0 or, equivalently in a discretized form as y k+1 ¼ y k +z k , k ¼ 0,1,2,y,N k . The augmented state vector in this case would be (2N+n) Â 1 dimensional. The resulting problem could then be studied using either the suboptimal filtering strategies or by using the Monte Carlo filters. In the context of particle filtering methods, this approach has been studied by Gordon et al. [21] and also by Liu and West [37] . The recent studies by Manohar and Roy [31] , and Ching et al. [32] , have explored the particle filtering strategy in the context of identification of parameters of a class of nonlinear oscillators. An alternative strategy that avoids treating unknown parameters as additional state variables consists of developing filters that adapt themselves to unknown system parameters [17, 35] . Here the unknown system parameters are viewed as a set of random variables and the problem of state estimation is construed as determining 
Here pðy i jy 1:k Þ is the probability mass function given by pðy i jy 1:k Þ ¼ p½y ¼ y i jy 1:k . The problem on hand consists of determining the weights pðy i jy 1:k Þ and the estimatex k ðy i Þ. Clearly the value of the weights pðy i jy 1:k Þ would be influenced by the measurement y 1:k and, as the measurements are assimilated, the adaptive scheme learns which of the filters are the correct ones, and its weight factor pðy i jy 1:k Þ approaches unity while the others are going to zero. This would mean that the filter becomes adaptive or self-learning in nature as the measurement is assimilated into the state estimation problem. The solution procedure thus would consist of running L filters, each for a specific value of y ¼ y i , with i ¼ 1, 2,y,L, and trace the evolution of the weights pðy i jy 1:k Þ as measurements are assimilated into the filtering process. Based on Bayes' rule we write
The a priori distribution p(y i ) is assumed to be known. Thus, the implementation of the algorithm requires an initial hypothesis to be made on the pdf P[y ¼ y i ]; i ¼ 1, 2,y,L. A reasonable guess would be to take this distribution to correspond to a uniform distribution over an hypothesized range of values of y. Fig. 1 shows the schematic of the strategy for the implementation of the bank of filters. When the process and measurement equations are linear and noises are Gaussian and additive, the estimatex k ðy i Þ could be obtained exactly using the standard Kalman filter. For more general class of problems involving nonlinearities, non-Gaussian noises and/or multiplicative action of noises, the estimation ofx k ðy i Þ could be based on the application of particle filters. The details of evaluation of the weights pðy i jy 1:k Þ in these two cases would be accordingly different. We consider the latter case in this study and refer to the work of Brown and Hwang [17] for details of the Kalman filter-based solution. It may be noted that given the knowledge of pðy i jy 1:k Þ, the posteriori expected values of functions of y could be determined by using
Using this equation, for instance, we can determine the mean and standard deviation of y. 4.1. Estimation ofx k ðy i Þ using particle filters and the determination of the weights pðy i jy 1:k Þ
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Here we consider the general governing equations as in Eq. (14) . Apart from the fact that the functions h k (x k , y), f k (x k , y) and q k (x k , y) could be nonlinear in the state vector x k , it may also be noted that the random variable vectors, w k and n k , in principle, could be non-Gaussian in nature. This possibility, however, has not been explored in the present study and we have restricted our attention to Gaussian models for w k and n k . The problem of determining the statesx k ðy i Þ and the weights pðy i jy 1:k Þ is not amenable for solution by the Kalman filter method and we resort to the particle filter strategy to solve the problem. Accordingly, for the estimation ofx k ðy i Þ we use the sequential importance sampling (SIS) particle filters as proposed by Doucet [23] (see Appendix A for an outline of the steps) and for the estimation of the weights pðy i jy 1:k Þ we present a strategy that conforms to the aspirations of the particle filter strategy. The contribution of the present work essentially consists of imbedding the procedure for the determination ofx k ðy i Þ and pðy i jy 1:k Þ into a recursive format which leads to the solution of the problem of system parameter identification.
The problem on hand consists of determining the posteriori pdf pðx 0:k jy 1:k Þ, its associated marginal pðx k jy 1:k Þ and (or) expectations of the form
Recognizing the presence of the unknown vector y in Eq. (14), we re-write the above equation as
Now, if we postulate that the parameter y to be a vector of discrete random variables with L number of states, then Eq. (20) can be re-written as
Here, pðy i jy 1:k Þ is the probability mass function given by pðy i jy 1:k Þ ¼ p½y ¼ y i jy 1:k . The problem on hand consists of determining the weights p(y i |y 1:k ) and the estimateÎ½x 0:k ðy i Þ. We begin by noting the identities
We note from Eq. (14) that
pðy j jx j ; yÞ, Substituting this in Eq. (22) we obtain
pðy i jx i ; yÞpðx i jx iÀ1 ; yÞpðyÞ dx 0:k dy ;
Now, as before, if we postulate that the parameter y to be a vector of discrete random variables with L number of states, then Eq. (24) can be re-written as
This equation can be recast in a recursive format as follows:
The multidimensional integrals appearing in the above equation are not amenable for evaluation in closed form and we propose to estimate their values using Monte Carlo simulation. Accordingly we draw N samples from the pdf pðx k jx kÀ1 ; y j Þ and obtain
Here it must be noted that the samples from pðx k jx kÀ1 ; y j Þ are obtained by using the process equation (14a). Also, as has been already noted, pðy k jx k ; y j Þ is determinable from the measurement equation (14b).
Remarks
1. As the measurement is assimilated into the filtering process, the weight factor corresponding to the true value of system parameter y approaches the value of unity with other weights going to zero. 2. The range of initial pdf p(y) is expected to include the true value of y. This can only be ensured based on engineering judgment. 3. In an online application, the number of discrete states for y, namely, L, must be such that satisfactory resolution on the value of y is achieved. On the other hand, if the identification process is to be implemented off-line, one could begin with coarser division of range of y and run the bank of filters to identify the interval over which true y is likely to lie. This interval alone can be refined in a further implementation of next cycle of bank of filters. This procedure permits determination of y to a desired level of accuracy and we have adopted this strategy in the present paper.
ARTICLE IN PRESS
V. Namdeo, C.S. Manohar / Journal of Sound and Vibration 306 (2007) 524-563
Numerical illustrations
In the illustrative examples considered in this section the measurements are synthetically simulated and seeded by random numbers to simulate the effect of measurement noise. Figs. 2-5 show the different examples considered in this study.
Example 1: Linear single degree of freedom oscillator
We consider the single degree of freedom (sdof) system driven by support displacement x s (t) as shown in Fig. 2 . The governing equation of motion for this system in terms of the relative displacement, x 1 (t), and relative velocity, x 2 (t), is given by
For the purpose of illustration we take the support displacement to be a sample of a stationary random process generated using the Fourier representation
Here, fV j g n j¼1 and fW j g n j¼1 are taken to be identical, independently distributed Gaussain random variables with zero mean unit standard deviations. It is also assumed that V j and W k are independent for all j and k. The constants fs j g n j¼1 and o j ¼ jo 0 are taken to be specified and deterministic. The expression for support velocity and acceleration are obtained as
It is to be emphasized that in our study we use only a single realization of x s (t) although it is drawn as a sample of a stationary Gaussian random process. A discretized version of Eq. (28) is obtained using Ito-Taylor expansion and is given by 
It is assumed that the measurements on the total displacement and velocity of the system are obtained and the measurement equations are written as
In the numerical work we generate the synthetic measurement by assuming m ¼ 1.0 kg, coefficient of viscous
, and amplitude of support displacement is 0.001 m. The noise present in the measurement of displacement and velocity here are taken to be about 5% of the maximum value of the respective system states in the absence of noise.
We first consider the problem of state estimation from noisy measurements. It may be noted that this problem is amenable for an exact solution using the Kalman filter and also could be solved using the SIS particle filter. The two solutions are expected to show good mutual agreement. Indeed this is observed in Fig. 6 in which the Kalman filter estimate on the expected states is observed to compare well with similar results from a SIS filter with 500 particles. It was also verified in the numerical work that the variance of the estimate using particle filter approached the exact Kalman filter values as number of particles used in the simulation increased. This preliminary verification ensures that the codes developed for implementing the SIS filter are performing correctly.
The problem of determining the system stiffness k o is considered next. Measurement data on displacement and velocity are generated with a reference value of k o ¼ 157.91 N/m. These data are seeded with measurement noise of standard deviations s m1 ¼ 1.1434 Â 10 À4 m and s m2 ¼ 1.5 Â 10 À3 m/s. The evolution of weights on the stiffness parameter is shown in Fig. 7(a) -(e) for five cycles of iteration. In the first cycle of iteration k o is postulated to be a random variable with four discrete states k o ¼ 100, 150, 200, and 250 N/m with equal probability. The evolution of weights under this hypothesis is shown in Fig. 7a . As may be observed, the weights corresponding to k o ¼ 150 N/m possess the highest weight that tends to unity with all others weights going to zero. Based on this, in the subsequent cycle of filtering, the range of k o is reduced and is now postulated to be a random variable with states 
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The discretized set of equations are obtained as
ARTICLE IN PRESS The quantities I 1 and I 10 are as defined in Eq. (32) . The measurement is assumed to be made on the velocity response and accordingly, we get
Here the process equation is nonlinear and the problem is amenable for solution via the bank of SIS filter approach. In the numerical work we take m ¼ 1.0 kg, absence of noise terms. The evolution of weights associated with the states of a is shown in Fig. 11 The reason for variance being zero is that the weights associated with one of the state a go to one, while all other weights go to zero. The estimate of the expected velocity of the states of the system is shown in Fig. 13 . The evolution of this estimate is observed to closely follow the trajectory of the measured velocity.
Example 3:
Nonlinear sdof system with bilinear stiffness characteristics Fig. 4 shows a spring-dash pot supported mass element that is suspended from a cable. Since cable does not carry compressive forces, the system possesses differing stiffnesses during upward and downward displacements. The governing equation of motion for this system can be given by
is the Heaveside step function. The discretized set of equations of motion are obtained as
ARTICLE IN PRESS (37) has a Heaveside step function which is non-differentiable at x 1 +x s ¼ 0. Even though the event x 1 +x s ¼ 0, has a measure zero of occurrence, its occurrence is ideally required to be detected when the solutions are sought in the strong form. The treatment of stochastic differential equations in which such events are to be detected during the solution process is still an open area of research and we have not addressed this issue in our work. Therefore, in the numerical work, we either altogether drop these terms or replace the Dirac delta function by a Gaussian pdf with zero mean and arbitrarily small standard deviation. It was observed in the numerical studies that the estimates of the states and the estimate of parameter were not notably influenced by this choice. The measurement here is made on the velocity response, and, accordingly the measurement equation reads
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Thus, in this example, the process equation is nonlinear, the measurement equation is linear in the state variables, and the noise processes are additive. In the numerical work we take m ¼ 1.0 kg, Z ¼ 0.04,
We consider the measurement noise having zero mean and standard deviation s m ¼ 0.0013 m/s. The applied support displacement is taken to be the same as considered in Example 1 (Eq. (29)). Initially the system is taken to be at rest. Synthetic data are generated with a reference value of k s ¼ 245.0 N/m. For implementing the bank of SIS filter approach for the identification of parameter, we take N ¼ 500 samples. Figs. 14-16 shows the result on estimation on cable stiffness and system velocity. From Figs. 14 and 15, it is evident that the algorithm is successfully predicting the cable stiffness. Thus, we get the estimate for the expected value of cable stiffness to be about 244.0 N/m which compares very well with the reference value of k s ¼ 245.0 N/m. Similarly, the estimated expected value of system velocity shows good comparison with the measured velocity in Fig. 16 . 

Example 4: An Euler-Bernoulli beam suspended on cables
Here we consider an Euler-Bernoulli beam which is supported by a set of cables and which is subjected to support excitations as shown in Fig. 5 . Since the cables cannot carry compressive forces, the beam-cable ARTICLE IN PRESS 
A prime here denotes differentiation with respect to x and a dot, as before, the derivative with respect to time t. Furthermore, EI, m b , and c, are, respectively, the flexural rigidity, beam mass per unit length and coefficient of viscously damping; K r is the stiffness of rotary spring at x ¼ 0 that represents the possible lack of adequate fixity at the support; fm i g 3 i¼1 are the concentrated masses that represent the fixtures at the cable attachment points, and fk si g 3 i¼1 represent the cable stiffness in tension. The above equation is nonlinear in nature and the system receives external excitations through the boundary condition at x ¼ 0. This would mean that the equation has time-dependent boundary conditions. We introduce a new dependent variable y(x, t) ¼ z(x, t)+x s (t) so that the governing equation can be re-written as It may be noted that the transformation of the dependent variable as above has ensured that the boundary conditions in the transformed equations of motion are independent of time and the effect of support motions appear on the right-hand side of the governing equation. We solve the above equation approximately using the method of weighted residuals by taking the solution to be of the form zðx; tÞ ¼ X 1 n¼1 a n ðtÞf n ðxÞ.
ARTICLE IN PRESS Here a n (t) is the unknown nth generalized coordinate and f n (x) is the nth known trial function. The trial functions are determined by solving the linear free vibration problem
using the Rayleigh-Ritz method. The trial functions ff n ðxÞg 1 n¼1 are selected to satisfy the following orthogonality conditions: Based on the method of weighted residuals, with f n (x) as the weight function, we get the equations for the generalized coordinate as 
For the purpose of illustration we truncate the infinite summation on the right-hand side of the above equation at the third term. By using the notation
the governing equations for the generalized coordinates can be shown to be given by 
Here we have now added, to the right-hand side, the random noise terms fdB k ðtÞg which denote the process noise. It is assumed that the components of this vector random process are independent. The above equation can be discretized using the Ito-Taylor expansion as has been done in the previous example. For the purpose of illustration, we provide below the set of equations for the case of beam with only one cable support (k s1 ¼ k s3 ¼ 0, k s2 6 ¼0): E 2 ) is the highest. The number of samples used ¼ 700. 
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In this example also the drift terms contains Heaveside's step function which is not differentiable when the argument of this function goes to zero. Consequently, in discretized equations (49) we have formally introduced the Dirac delta functions to indicate this fact. In the treatment of these terms in the numerical work, we follow the procedure that has already been described while discussing the previous example. The data in the numerical work are:
4 N/m. We consider the support displacement as given by Eq. (29) and for numerical work we take o 0 ¼ 32 rad/s, n ¼ 10, and amplitude of support displacement is taken as 0.001 m. Within the framework of this problem we configure different examples. In all the examples, the measurements are synthetically generated.
Example 4.1: Beam without any cables
Here we take k si ¼ 0 for i ¼ 1, 2, 3, i.e., the beam now behaves as a linear system. The process equation (49) gets accordingly simplified considerably. The parameters to be identified are taken to be the beam elastic modulus E and the rotary stiffness K r . The measurements are taken to be made on acceleration at two points on the beam and, accordingly, the measurement equation is obtained as
It is to be noted that, in this example, we are illustrating how the SIS bank of filters approach could be used to identify more than one system parameters. In the numerical work, the measurements are generated with reference values of E ¼ 6.90 Fig. 18(a)-(d) . It is observed that the filter estimates the expected value of 70.0 Nm/rad for K r and 7.0 Â 10 10 N/m 2 for E which compare favorably with respective reference values of these parameters. The plots of estimated acceleration response at points of measurement are observed to compare well with the corresponding measurements as shown in Figs. 19(a) and (b) .
Example 4.2: Beam suspended on one cable
Here we assume that the beam is suspended on cable at x ¼ x 2 . The measurements are taken to be made on displacement and velocity near the tip of the beam and accordingly the measurement equations are obtained as
The parameter to be identified is taken to be the cable stiffness k s . In the numerical work, the measurements are generated with a reference value of k s ¼ 3. 
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Discussion and conclusions
The present study proposes a bank of particle filters approach to address problems of nonlinear structural system identification. The basic methods of particle filtering for problems of dynamic ARTICLE IN PRESS state estimation are readily available in the existing literature related to the areas of economics, object tracking, digital communication channels and signal processing. Their application to problems of structural engineering is presently an area that is being researched upon in the structural engineering ARTICLE IN PRESS community. The present work contributes to this effort. Some of the characteristic features of the method are as follows:
The study is formulated in the time-domain which is the most natural domain for treatment of nonlinear dynamical systems; i.e., the procedures developed for solving the governing process equations retain the pathwise fidelity of the response trajectories with respect to the system initial conditions. The approach is formulated within the framework of probabilistic modeling, and, consequently, the presence of uncertainties due to measurement noise and the effects of unmodeled dynamics are taken into account in a rational manner.
ARTICLE IN PRESS
The framework provides a systematic means to deal with the incompatibility in the sizes of analytical and measurements models. Thus, no approximate model reduction/expansion schemes, such as those based on condensation techniques, are employed here.
An a priori model for the system states is formulated using the laws of mechanics of the system. The information contained in the measurements is assimilated into the evolution of states within a Bayesian framework. The present study is based on the assumption that the process noise and measurement noise are additive Gaussian white noise sequences. Since the structural systems under study are taken to be nonlinear, the process equation is nonlinear in the state variables. The present study is based on the assumption that the measurement process is linear in the system states. The system parameters to be identified are declared as a state of discrete random variables with finite number of states. For each possible realization of these random variables, one particle filter is employed to estimate the states. Thus, we obtain a bank of particle filters which, upon assimilating the information contained in the measurements, also leads to weights associated with realization of system parameters to be identified. The present paper makes contribution to the development of the algorithm to evaluate the evolution of these weights in a recursive manner within the framework of Monte Carlo simulation-based filtering.
The method of adaptive filtering, in the present study, has been applied to situations in which system parameters are identified in an offline manner. The proposed approach, which involves global iterations, essentially helps in narrowing down the hypothesized range of states of the system parameters in successive iterations. This also helps us to quickly check if the initial hypothesized range of the system parameters to be identified indeed encloses the value of system parameters from which the measurement emanates. Thus, an inappropriate choice for the range would be detected at the end of first cycle of iteration itself, thereby, enabling the corrective step to be taken without expending any further computational effort. Fig. 23 . Since the initially assumed range of a does not include the reference value of a, we observed that the weights associated with a ¼ 2.75 Â 10 5 N/m 3 (which lies closest to the reference value of a) shows the highest weight. This provides the prompt that hypothesized range of a is inappropriate. The global iteration strategy used in the present study is clearly not applicable if the parameters are to be identified in an online manner. In such applications, it could be necessary to discretize the system parameter range into a large number of states, so that a desired level of resolution in the parameter estimation is possible. 170, 172.5, 175, and 177.5 N/m leads to the evolution of associated weights as shown in Fig. 24(a) . The corresponding plot of expected value of k o is shown in Fig. 24(b) . An alternative strategy with four cycles of iteration starting with four number of states for k o ¼ 155, 157.5, 160, and 162.5 N/m was also implemented and these results are shown in Fig. 25 During the implementation of the bank of particle filters approach, it was observed that the filters performed relatively better for higher level of measurement noise. Conversely, the performance of bank of Kalman filters was found to deteriorate with an increase in variance of the measurement noise. To illustrate this, we applied these two approaches to the problem of estimation of stiffness of a linear single degree of freedom system (data as per Example 1), and Figs. 26 and 27 show the results obtained. It is observed that the results on the expected value of the system stiffness obtained using bank of Kalman filters (Fig. 26) compare well with the reference value of k o ¼ 157.9137 N/m when the measurement noise is relatively small, while a converse situation is observed when the similar result is obtained using the bank of SIS filters.
As the numbers of system parameters to be identified becomes large, the bank of particle filters approach becomes computationally intensive. This difficulty possibly could be overcome if strategies based on space filling lattice hypercube sampling are combined with adaptive filtering strategies. In the present study, we have illustrated the identification procedure by using synthetically generated measurement data. The performance of proposed method clearly needs to be assessed when measurements are actually obtained from laboratory or field measurements. An immediate problem that would arise in such a situation is associated with the assessment of process noise that represents the effects of unmodeled dynamics. A way to overcome this ARTICLE IN PRESS difficulty would be to treat the process noise parameters also as parameters to be identified and carry out the system parameters and noise parameters identification problems in a unified manner. Studies aimed at addressing these issues are currently being conducted by the present authors. it can be shown that lim N!1Î N ½x 0:k ! I½x 0:k almost surely [23] . It may be emphasized that the evaluation of the normalization constant pðy 1:k Þ ¼ R pðy 1:k jx 0:k Þpðx 0:k Þ dx 0:k in Eq. (A.2) presents a major difficulty in implementing the above procedure since it is seldom possible to express this constant in a closed form. However, if one evaluates this integral too via importance sampling, one gets, One of the difficulties in implementing this algorithm in practice is that after a few time steps, most weights become small in comparison to a few which become nearly equal to unity. This implies that most of the computational effort gets wasted on trajectories which do not eventually contribute to the final estimate. This problem is widely discussed in the existing literature and one way to remedy this problem is to introduce the notion of an effective sample size [23] given by
It may be noted that if all weights are equal, N eff ¼ N and if all weights excepting one are zero, N eff ¼ 1. Thus, when the effective sample at any time step falls below a threshold N thres , a step involving resampling is implemented with a view to mitigate the effect of depletion of samples.
Furthermore, the choice of the importance sampling density function plays a crucial role in the success of the algorithm. It has been shown [23] that pðx k jx i;0:kÀ1; y 1:k Þ ¼ pðx k jx i;kÀ1 ; y k Þ is the importance function that minimizes the variance of the non-normalized weights, w Similarly, the conditional variance of the weights can be obtained by In general, it is not feasible to deduce the ideal importance sampling density function pðx k jy k ; x i;kÀ1 Þ. However, when the process and measurement equations assume to be of the form 
it can be shown that the ideal importance density function is a normal density function with mean m k and covariance S given by
ðA:13Þ
It may be noted that by xN(a, B) we indicate that x is a vector of normal random variables with mean vector a and covariance matrix B. Equations of the type (A.12) are very likely to be encountered in problems of structural system identification and, therefore, the above result is of notable significance. When dealing with more general forms of process and measurement equations, as in Eq. (14) , suitable strategies need to be evolved in choosing the importance function. In the present study however, we limit our attention to application of this method to equations of the form (A.12).
Thus, in order to implement the filtering with SIS, the following steps are adopted: For iA [1, N] , set x i;0:k ¼x jðiÞ;0:k and w i;k ¼ ð1=NÞ. Go to step 2 if kon; otherwise, end.
In implementing this method it is assumed that it is possible to analytically deduce pðx k jx kÀ1 Þ and pðy k jx k Þ using Eq. (A.12).
