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ON THE THIRD OF HALMOS’ TEN PROBLEMS
CHUNLAN JIANG, JUNSHENG FANG AND KUI JI
Abstract. In this paper, we give an affirmative answer to the third problem of ten problems of
Hilbert space given by P. R. Halmos [7].
1. Introduction
Let H be a complex separable Hilbert space and L(H) denote the set of bounded linear operators
on H. An operator T ∈ L(H) is called intransitive if it leaves invariant spaces other than 0 or the
whole space; otherwise it is transitive. In [7], P. R. Halmos listed ten problems in Hilbert spaces. In
1974, Problem 7 was solved by C. Apostol and D. Voiculescu [2]. In 1976, Problem 8 was solved by D.
Voiculescu [14]. In 1997, Problem 6 was solved by G. Pisier [10]. In 1983, Problem 5 was essentially
resolved by S. Sun and the readers refer to references [3], [12], [13].
The third problem is the following:
Problem 3 If an intransitive operator has an inverse, is its inverse also intransitive?
Thus this problem is closely related to the invariant subspace problem of Hilbert spaces. Another
problem asked by P. R. Halmos is: if T ∈ L(H) is such that T 2 has a nontrivial invariant closed
subspace, must it be the case for T too? In 2007, C. Foias, I. B. Jung, E. Ko. and C. Pearcy study
the relation between the Invariant subspace problem and this problem (See in [5]). To know more
progress in this problem, we recommend a survey paper by V. I. Lomonosov and V. S. Shulman (See
in [9].)
In this paper, we give an affirmative answer to Problem 3 (See in Theorem 2.1). The difficulty
of proving this problem is that we do not have any other properties or structures of the operator
except the invertibility. In view of the close relationship between this problem and the invariant
subspace problem, it is difficult to find an effective way to give a positive answer to this problem, or
to construct a counterexample. For this reason, we construct an auxiliary operator matrix so we can
put the general operator in the frame of some special Cowen-Douglas operators (See Lemma 2.3, 2.8).
By using the rigidity of the Cowen-Douglas operator, we obtain a special biorthogonal system (see
Lemma 2.23). During this progress, by using reduction to absurdity, we prove that if an operator T
is transitive and T−1 is intransitive, then such kind of biorthogonal system should not exists.
Before we state our main theorem, we need to introduce the following concepts and lemmas.
Let Ω be a bounded open connected subset of C. In [4], M. J. Cowen and R. G. Douglas introduced
a class of operators denoted by Bn(Ω) which contains Ω as eigenvalues of constant multiplicity n. The
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class of Cowen-Douglas operators with rank n: Bn(Ω) is defined as follows [4]:
Bn(Ω) := {T ∈ L(H) : (1) Ω ⊂ σ(T ) := {w ∈ C : T − wI is not invertible},
(2)
∨
w∈Ω
ker(T − w) = H,
(3) Ran(T − w) = H,
(4) dim ker(T − w) = n,∀ w ∈ Ω.}
We recall the following three lemmas in [4].
Lemma 1.1 (Corollary 1.13, [4] ). Let T ∈ Bn(Ω) and Ω1 ⊆ Ω be a bounded open connected set.
Then Bn(Ω) ⊆ Bn(Ω1).
Proposition 1.2 (1.7.1, [4]). Let T ∈ Bn(Ω) and w0 ∈ Ω. Then
∞∨
k=0
ker(T − w0)
k = H.
Lemma 1.3 (Lemma 1.22, [4]). Let T ∈ Bn(Ω) and holomorphic H-valued functions {ei(w)}
n
i=1 a
basis of ker(T −w), then
{e1(w), · · · , en(w), · · · , e
(k−1)
1 (w) · · · e
(k−1)
n (w)}
forms a basis of ker(T − w)k, k ≥ 1.
In the following, we will introduce some concepts and notations:
Definition 1.4. [8] If K(H) denotes the set of all compact operators acting on H and π : L(H) →
L(H)/K(H) is the projection of L(H) onto the Calkin algebra, then σe(T ), the essential spectrum of
T , is the spectrum of π(T ) in L(H)/K(H) and C\σe(T ) is called the Fredholm domain of T and is
denoted by ρF (T ). Thus, σe(T ) = σle(T ) ∪ σre(T ), where σle(T ) = σl(π(T )) (left essential spectrum
of T ) and σre(T ) = σr(π(T )) (right essential spectrum of T ).
On the other hand, the intersection σlre(T ) := σle(T )∩σre(T ) is called Wolf spectrum and it includes
the boundary ∂σe(T ) of σe(T ). Therefore, it is a non-empty compact subset of C. Its complement
C\σlre(T ) coincides with ρs−F (T ) := {w ∈ C : T − w is semi-Fredholm }. ρs−F (T ) is the disjoint
union of the (possibly empty) open sets {ρns−F (T ) : −∞ ≤ n ≤ +∞}, where
ρns−F (T ) = {w ∈ C : T − w is semi-Fredholm with ind (T − w) = n}.
Let σ(T )∧ denote the union of σ(T ) and all of the bounded connected components of C\σ(T ).
The following lemmas is well known(See in [11]).
Lemma 1.5. Let T ∈ L(H) and H1 ∈ Lat(T ). Then σ(T |H1) ⊆ σ(T )
∧, where Lat(T ) denotes the set
of all of the invariant spaces of T .
Lemma 1.6. Let T ∈ L(H). If M is a closed subspace of H, and M ∈ Lat(T ), then M⊥ ∈ Lat(T ∗).
Proof. Let x ∈ M⊥, y ∈ M, then Ty ∈ M and 〈T ∗x, y〉 = 〈x, Ty〉 = 0. That means T ∗x ∈M⊥.

Lemma 1.7. Let T ∈ L(H). If T is invertible and σp(T )∪σp(T
∗) 6= ∅, then T is intransitive implies
that T−1 is also intransitive.
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Proof. Without loss of generality, we assume that T is not a scalar operator. Suppose that w ∈
σp(T ) ∪ σp(T
∗). If w ∈ σp(T ), then we can find some 0 6= x ∈ H such that (T − w)x = 0, that
means T−1((T − w)x) = (I − wT−1)x = 0. Thus, x ∈ ker(T−1 −w−1). Since ker(T−1 − w−1) 6= {0},
ker(T−1 − w−1) 6= H and ker(T−1 − w−1) ∈ Lat(T−1). Then we can see T−1 is also intransitive. If
w ∈ σp(T
∗), by a similar argument, ker(T ∗−1−w¯−1) ∈ Lat(T ∗−1). Then ker(T ∗−1−w¯−1) ∈ Lat(T ∗−1).
By Lemma 1.6, we have that (ker(T ∗−1 − w¯−1))⊥ ∈ Lat(T−1). It follows that T−1 is intransitive.

Lemma 1.8. Let T ∈ L(H). If T is invertible and σ(T ) is disconnected, then T and T−1 are both
intransitive.
Proof. Since σ(T ) is disconnected, then σ(T−1) is also disconnected. By the Riesz functional calculus,
we can see that T and T−1 are both intransitive. 
Lemma 1.9. For any bounded open connected subset Ω of C, if A ∈ B1(Ω), then σ(A) is connected.
Proof. When A ∈ B1(Ω), it can be shown that there exists no non-trivial idempotents in the com-
mutant of A. In fact, suppose that AP = PA,P 2 = P . Suppose e(w) ∈ ker(A − w), w ∈ Ω is
a holomorphic H valued function, then we can find a holomorphic function φ(w) on Ω such that
P (e(w)) = φ(w)e(w), w ∈ Ω. Since P 2 = P , we have that
P 2(e(w)) = φ2(w)e(w) = φ(w)e(w) = P (e(w)).
Notice that φ is holomorphic on Ω, then we have φ(w) is constant and φ(w) = 0 or φ(w) = 1, w ∈ Ω.
Then we have P (e(w)) = 0 or P (e(w)) = e(w), w ∈ Ω. Since
∨
w∈Ω
{e(w)} = H. It follows that P = 0
or P = I, ( see another proof in Proposition 2.28 in [8]).
If σ(A) is not connected, by Riesz splitting theorem (or Riesz decomposition theorem, [6]), one can
construct a non-trivial idempotent by using some connected component Ω0 of Ω as follows
PΩ0 =
1
2πi
∫
Γ
(w −A)−1dw,
where Γ is a contour in the resolvent set of A with Ω0 in its interior and separates Ω0 from σ(A)\Ω0.
This is a contradiction. 
Before answering Halmos’ problem, the authors would like to express their gratitude to Prof. Lixin
Cheng, Dr. Yuanhang Zhang and Dr. Jinsong Wu. It is precisely because of their careful reading and
suggestions that we have a complete proof.
2. Main Theorem
Theorem 2.1. (Main Theorem) If T ∈ L(H) is invertible and intransitive, then T−1 is also intran-
sitive.
In order to prove an invertible operator T ∈ L(H) is intransitive implies T−1 is also intransitive,
we only need to prove that if T is transitive then T−1 is also transitive.
In the following proof, we will prove the theorem in two cases:
Case 1 Assume that 0 6∈ σ(T )∧ (See Theorem 2.2).
Case 2 Assume that 0 ∈ σ(T )∧(See Theorem 2.24).
Before the proof of the main theorem, we make several remarks as follows.
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(1) Notice that if T is transitive, then wT is also transitive for w 6= 0. Thus, we will assume that
‖T‖ < 1.
(2) By Lemma 1.7, we will assume that σ(T ) = σlre(T ) and σp(T ) ∪ σp(T
∗) = ∅.
(3) By Lemma 1.8, we can assume that σ(T ) is connected.
Throughout the paper, we will assume that ‖T‖ < 1 and T is invertible. So the spectrum of T is
a compact subset of the unit open disk D of the complex plane and there is a δ > 0 such that T − λ
is invertible for all |λ| < δ. Furthermore, we will denoted by Span{x : x ∈ S} the norm closure of
the set of all finitely linear combinations of elements in a set S. For n,m ∈ N, let δn,m denote the
kronecker delta function, i.e. δn,m = 1, if n = m, otherwise, δn,m = 0. For an operator T ∈ L(H), we
denoted by Lat(T ) the set of invariant space of T .
2.1. Proof of the Case 1.
Theorem 2.2. Suppose that T ∈ L(H) is invertible and 0 6∈ σ(T )∧. If M ∈ Lat(T ), then M ∈
Lat(T−1).
Proof. Without loss of generality, we can assume that M 6= {0} and M 6= H. Since M ∈ Lat(T ), we
have that
T =
(
T1 T1,2
0 T2
)
M
M⊥
Since T1 = T |M , by Lemma 1.5, we have that σ(T1) ⊆ σ(T )
∧. Thus 0 6∈ σ(T1). So T1 is also invertible.
On the other hand, we have that M⊥ ∈ Lat(T ∗). So σ(T ∗2 ) ⊆ σ(T
∗)∧. Similarly, T ∗2 is also invertible.
Now set
T−1 =
(
A1,1 A1,2
A2,1 A2,2
)
M
M⊥
By TT−1 = T−1T = I, we have T2A2,1 = 0. Notice T2 is invertible, then we have A2,1 = 0 and
A1,1 = T
−1
1 . That means T
−1
1 = T
−1|M , and M ∈ Lat(T
−1). 
Thus, this implies that if T ∈ L(H) is invertible and intransitive and 0 6∈ σ(T )∧, then T−1 is also
intransitive. This finishes the proof of the Case 1.
2.2. The proof of Case 2. In the following, we will assume that T ∈ L(H) and 0 ∈ σ(T )∧. In order
to introduce the proof of the second case, we need the following notations and lemmas:
Let {ek}
∞
k=0 be an orthogonal normal basis (denoted by “ONB”) of a Hilbert space H and let S
∗
1
be the backward shift operator defined as S∗1(e0) = 0, S
∗
1(ek+1) = ek, k = 0, 1, 2, · · · . For T ∈ L(H)
and x ∈ H, x 6= 0, define an operator Tx ∈ L(H⊕H) as the following
Tx =
(
T x⊗ e0
0 S∗1
)
.
Lemma 2.3. Let T ∈ L(H) be an invertible operator and 0 ∈ σ(T )∧. Set Tx =
(
T x⊗ e0
0 S∗1
)
. Let Ω
be a connected component of D¯ \ σ(T ). Then we have the following:
(1) For any w ∈ Ω, dimker(Tx −w) = 1 and Ran(Tx − w) = H⊕H;
(2) Suppose that 0 6∈ Ω. Then Tx ∈ B1(Ω) if and only if x is a cyclic vector of T , i.e., Span{T
nx :
n ≥ 0} = H;
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Proof. 1. Let w ∈ Ω and e(w) :=
∞∑
k=0
wkek. Then e(w) ∈ ker(S
∗
1 − w). We calculate(
T − w x⊗ e0
0 S∗1 − w
)(
ξ
η
)
=
(
0
0
)
.
This is equivalent to (S∗1 − w)η = 0 and (T − w)ξ = −〈η, e0〉x. Since dimker(S
∗
1 − w) = 1, there
is a w ∈ C such that η = we(w). Without loss of generality, we assume that w = 1. Note that
〈e(w), e0〉 = 1 and T − w is invertible for w ∈ Ω. We have ξ = −(T − w)
−1x. This proves that
dimker(Tx − w) = 1.
To show that Tx − w is surjective for w ∈ Ω, we need to find for any ξ
′ ⊕ η′ ∈ H ⊕ H a vector
ξ ⊕ η ∈ H ⊕H satisfying the following equation:(
T − w x⊗ e0
0 S∗1 − w
)(
ξ
η
)
=
(
ξ′
η′
)
.
This is equivalent to (S∗1 −w)η = η
′ and (T −w)ξ = ξ′−〈η, e0〉x. Note that both S
∗
1 −w and T −w
are surjective for w ∈ Ω. The existence of ξ and η is clear.
2. Since 0 6∈ Ω, then there exists a positive number r such that |w| > r for any w ∈ Ω. For w ∈ Ω,
define y(w) = −(T − w)−1x. Then by 1, y(w) ⊕ e(w) is in ker(Tx − w). To show Tx ∈ B1(Ω1), we
need to prove that
Span{y(w)⊕ e(w), w ∈ Ω1} = H⊕H.
Suppose that there exists x1⊕ x2 ∈ H⊕H such that 〈y(w)⊕ e(w), x1 ⊕ x2〉 = 0. Then 〈y(w), x1〉+
〈e(w), x2〉 = 0. Since 〈e(w), x2〉 is analytic on D and (w − T )
−1 = 1
w
∞∑
n=0
(
T
w
)n
for |w| > r, 〈−(T −
w)−1x, x1〉 is analytic when |w| > r. Furthermore,
〈y(w), x1〉 = −〈e(w), x2〉, r < |w| < 1.
Thus, by the analytic continuation theorem, we know that 〈y(w), x1〉 is analytic on C. Since lim
|w|→∞
〈y(w), x1〉 =
0, we see that 〈y(w), x1〉 is a bounded entire function on C. Thus we have
〈y(w), x1〉 = 〈e(w), x2〉 = 0.
Note that 〈(w − T )−1x, x1〉 = 0 for all |w| > r, we have〈
∞∑
n=0
(
T nx
wn+1
)
, x1
〉
=
∞∑
n=0
〈T nx, x1〉
1
wn+1
= 0, |w| > r.
It follows that 〈T nx, x1〉 = 0 for n = 0, 1, · · · . Suppose x is a cyclic vector of T . Then x1 = 0. Since
S∗1 ∈ B1(D) ⊂ B1(Ω), we have Span{e(w) : w ∈ Ω} = H. This means x2 = 0. Thus Span{y(w)⊕e(w) :
w ∈ Ω1} = H ⊕ H. Suppose x is not a cyclic vector of T . Let 0 6= x1 ⊥ {T
nx : n ≥ 0}. Then
(x1 ⊕ 0) ⊥ Span{y(w) ⊕ e(w) : w ∈ Ω} and therefore Span{y(w) ⊕ e(w) : w ∈ Ω} 6= H ⊕ H. This
implies that Tx /∈ B1(Ω).

Lemma 2.4. For any x ∈ H, x 6= 0, we define S ∈ L(H⊕H) as follows
S =
(
T−1 0
0 S1
)
.
Then Sx := S is a right inverse of Tx.
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Proof. Notice that S∗1(e0) = 0 and S1(en) = en+1, n ≥ 0. Then we have (x⊗ e0)S1 = x⊗ S
∗
1(e0) = 0,
and
TxSx =
(
T x⊗ e0
0 S∗1
)(
T−1 0
0 S1
)
=
(
I (x⊗ e0)S1
0 I
)
=
(
I 0
0 I
)
.

Define
M = Span{(−T−(n+1)x)⊕ en : n ≥ 0}.
Then
Tx
(
−T−1x
e0
)
=
(
0
0
)
, Tx
(
−T−(n+1)x
en
)
=
(
−T−nx
en−1
)
for n ≥ 1 and
Sx
(
−T−(n+1)x
en
)
=
(
−T−(n+2)x
en+1
)
for all n ≥ 0. Thus M∈ LatTx ∩ LatSx.
In this section we set
Tx =
(
T x⊗ e0
0 S∗1
)
H
H
=
(
Tˆx T1,2
0 T2
)
M
M⊥
,
and
Sx =
(
T−1 0
0 S1
)
H
H
=
(
Sˆx S1,2
0 S2
)
M
M⊥
.
Lemma 2.5. Let an = PM(0⊕ en) and bn = PM⊥(0⊕ en). Then we have
T2bn = bn−1, n ≥ 1; Tˆ
∗
xan = an+1;S2bn = bn+1; Sˆ
∗
xan = an−1, n ≥ 0.
Proof. Let an = PM(0⊕ en) and bn = PM⊥(0⊕ en). Then ‖an‖
2 + ‖bn‖
2 = 1. Note that
〈an,−T
−(m+1)x⊕ em〉 = 〈PM(0⊕ en),−T
−(m+1)x⊕ em〉 = 〈0⊕ en,−T
−(m+1)x⊕ em〉 = δn,m.
In particular, an 6= 0 for all n ≥ 0.
Since
Tx
(
0
en
)
=
(
T x⊗ e0
0 S∗1
)(
0
en
)
=
(
0
en−1
)
,
n ≥ 1, we have (
Tˆx T12
0 T2
)(
an
bn
)
=
(
an−1
bn−1
)
.
Thus T2bn = bn−1, n ≥ 1. A similar calculation shows that T2b0 = PM⊥(x⊕ 0).
Since
T ∗x
(
0
en
)
=
(
T ∗ 0
e0 ⊗ x S1
)(
0
en
)
=
(
0
en+1
)
,
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n ≥ 0, we have (
Tˆ ∗x 0
T ∗12 T
∗
2
)(
an
bn
)
=
(
an+1
bn+1
)
.
Thus Tˆ ∗xan = an+1, n ≥ 0.
Since
Sx
(
0
en
)
=
(
T−1 0
0 S1
)(
0
en
)
=
(
0
en+1
)
,
n ≥ 0, we have (
Sˆx S12
0 S2
)(
an
bn
)
=
(
an+1
bn+1
)
.
Thus S2bn = bn+1, n ≥ 0.
Since
S∗x
(
0
en
)
=
((
T−1
)∗
0
0 S∗1
)(
0
en
)
=
(
0
en−1
)
,
n ≥ 0 and define e−1 = 0, we have (
Sˆ∗x 0
S∗12 S
∗
2
)(
an
bn
)
=
(
an−1
bn−1
)
.
Thus Sˆ∗xan = an−1, n ≥ 0 and define a−1 = 0. 
Lemma 2.6. Suppose A ∈ B1(Ω). Then ∀w ∈ C, Ran(A−w) is dense in H and ker(A−w)
∗ = {0}.
Proof. Let e(w) be a nonzero eigenvector of A−w, i.e., Ae(w) = we(w). Then
∨
w∈Ω
Ce(w) = H. Note
that (A− w)e(w) = (w − w)e(w). If w ∈ Ω, then Ran(A− w) = H.
If w1 /∈ Ω, then
∨
w∈Ω
C(A−w1)e(w) =
∨
w∈Ω
C(w−w1)e(w) = H, i.e., Ran(A−w1) is dense in H and
therefore ker(A− w1)
∗ = {0}. 
Lemma 2.7. Let T ∈ L(H), w0 ∈ C and δ > 0. Suppose ∀w, |w − w0| < δ, and
(1) Ran(T −w) = H;
(2) dimker(T − w) = 1.
Then
∞∨
n=1
ker(T − w0)
n =
∨
|w−w0|<δ
ker(T − w).
Proof. We may assume that w0 = 0. Then RanT = H and dimkerT = 1. Assume that Tξ = 0 for
some ξ 6= 0. Let K =
∨
|w|<δ
ker(T −w). Then K ∈ LatT . Write
T =
(
T1 T12
0 T2
)
K
K⊥
.
Claim T2 is injective. Otherwise T2η = 0 for some η 6= 0. Note that RanT1 is dense in K, there exists
a sequence of vectors ξn ∈ K such that
lim
n→∞
T
(
ξn
η
)
=
(
0
0
)
.
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Write (
ξn
η
)
=
(
ξn − αnξ
η
)
+ αn
(
ξ
0
)
as an orthogonal decomposition. Note that T is invertible from
[
C
(
ξ
0
)]⊥
onto RanT . Therefore,
there exists K > 0 such that
‖Tζ‖ ≥ K‖ζ‖, ∀ζ ∈
[
C
(
ξ
0
)]⊥
.
So lim
n→∞
T
(
ξn − αnξ
η
)
=
(
0
0
)
implies that
0 = lim
n→∞
∥∥∥∥∥T
(
ξn − αnξ
η
)∥∥∥∥∥ ≥ lim supn→∞ K
∥∥∥∥∥
(
ξn − αnξ
η
)∥∥∥∥∥ ≥ K‖η‖.
Therefore, η = 0. This is a contradiction and thus T2 is injective.
Since RanT = H, there is an operator S =
(
S11 S12
S21 S22
)
K
K⊥
satisfying
TS =
(
T1 T12
0 T2
)(
S11 S12
S21 S22
)
= 1.
This implies that T2S21 = 0 and T2S22 = 1. Since T2 is injective, S21 = 0 and T2 is invertible. Then
T1S11 = 1. So RanT1 = K. Similarly, Ran(T1 − w) = K for all |w| < δ. Therefore, T1 ∈ B1(Ω).
Note that for n ≥ 1, (
T1 T12
0 T2
)n
=
(
T n1 ∗
0 T n2
)
.
So (
T n1 ∗
0 T n2
)(
ξ
η
)
=
(
0
0
)
implies that T n2 η = 0 and therefore η = 0. Furthermore, T
n
1 ξ = 0 and kerT
n = kerT n1 . By 1.7.1 of
[4],
∞∨
n=1
ker(T − w0)
n =
∨
|w−w0|<δ
ker(T − w) = K.

Lemma 2.8. Let Tx =
(
T x⊗ e0
0 S∗1
)
H
H
=
(
Tˆx T1,2
0 T2
)
M
M⊥
(See in 2.2). Let Ω be the connected
component of D¯ \ σ(T ) with 0 ∈ Ω. If x is a cyclic vector of T and M 6= H⊕H, then
Tˆx ∈ B1(Ω), σ(Tˆx) ⊂ σ(T )
∧.
Proof. By Lemma 2.3, ∀w ∈ Ω, Ran(Tx − w) = H ⊕ H = M⊕M
⊥ and dimker(Tx − w) = 1. By
Lemma 2.7,
M = Span{−T−(n+1)x⊕ en : n ≥ 0} =
∞∨
n=1
kerT nx =
∨
w∈Ω
ker(Tx −w).
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Therefore, ker(Tx − w) ⊂ M for w ∈ Ω. So ker(Tˆx − w) = ker(Tx − w) = Cf(w) ⊂ M, where
f(w) = y(w)⊕ e(w) as in the proof of Lemma 2.3. Since
(Tˆx − w1)f(w) = (w − w1)f(w),
Ran(Tˆx − w1) is dense in M, w1 ∈ Ω.
Suppose Ran(Tˆx − w) 6=M for some w ∈ Ω. Then there exists y ∈ M such that y /∈ Ran(Tˆx − w)
and
(
y
0
)
∈ Ran(Tx − w). Therefore, there exists a vector ξ ⊕ η ∈M⊕M
⊥ such that η 6= 0 and
(Tx −w)
(
ξ
η
)
=
(
y
0
)
,
i.e., (
Tˆx − w T12
0 T2 − w
)(
ξ
η
)
=
(
y
0
)
.
Since Ran(Tˆx − w) is dense in M, there exists a sequence of vectors ξn such that
lim
n→∞
(Tˆx − w)ξn + T12η = 0,
i.e.,
lim
n→∞
(Tx −w)
(
ξn
η
)
=
(
0
0
)
.
Write (
ξn
η
)
=
(
ξn − αnf(w)
η
)
+ αn
(
f(w)
0
)
as an orthogonal decomposition. Note that (Tx−w) is invertible from
[
C
(
f(w)
0
)]⊥
onto Ran(Tx−
w) = H⊕H. Therefore, there exists K > 0 such that
‖(Tx − w)ζ‖ ≥ K‖ζ‖, ∀ζ ∈
[
C
(
f(w)
0
)]⊥
.
So lim
n→∞
(Tx − w)
(
ξn − αnf(w)
η
)
=
(
0
0
)
implies that
0 = lim
n→∞
∥∥∥∥∥(Tx − w)
(
ξn − αnf(w)
η
)∥∥∥∥∥ ≥ lim supn→∞ K
∥∥∥∥∥
(
ξn − αnf(w)
η
)∥∥∥∥∥ ≥ K‖η‖.
Thus η = 0. This is a contradiction. Hence, Tˆx ∈ B1(Ω).
Since Tˆx = Tx|M, σ(Tˆx) ⊆ D¯. In the following we show ∀w ∈ D \ σ(T )
∧, w ∈ ρ(Tˆx). Let f(w) be
a nonzero eigenvector of Tx − w. Suppose f(w) ∈ M. Note that Ran(Tx − w) = H⊕H =M⊕M
⊥
and Ran(Tˆx − w) is dense in M. So same argument as above shows that Ran(Tˆx − w) = M. Since
Tx −w is surjective, T2 −w is also surjective. Assume that T2 −w is not injective. Then there exists
η ∈ M⊥, η 6= 0, such that (T2 − w)η = 0. Let ξ ∈ M be such that (Tˆx − w)ξ = −T12η. Then
(Tx − w)
(
ξ
η
)
=
(
0
0
)
. So
(
ξ
η
)
, f(w) ∈ ker(Tx − w) are linearly independent. This contradicts to
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dimker(Tx − w) = 1. Thus Tx − w is injective and therefore T2 − w is invertible. So there is a δ > 0
such that T2 − w
′ is invertible for all w′ satisfying |w′ − w| < δ. Suppose(
0
0
)
= (Tx − w
′)
(
ξ
η
)
=
(
Tˆx − w
′ T12
0 T2 − w
′
)(
ξ
η
)
=
(
∗
(T2 − w
′)η
)
.
Then (T2 − w
′)η = 0 implies that η = 0. So ker(Tx − w
′) ⊆M. By 2 of Lemma 2.3,
H⊕H =
∨
|w′−w|<δ
ker(Tx − w
′) ⊂M.
This contradicts to the assumption of the lemma.
Thus
f(w) =
(
f1(w)
f2(w)
)
and f2(w) 6= 0. Since dimker(Tx − w) = 1, Tˆx − w is injective. We need to show that Tˆx − w is
surjective. Otherwise, there exists a sequence of unit vectors ξn ∈ M such that lim
n→∞
(Tˆx − w)ξn = 0.
So
lim
n→∞
(Tx −w)
(
ξn
0
)
=
(
0
0
)
.
Let (
ξn
0
)
=
(
ξn − αnf1(w)
−αnf2(w)
)
+ αn
(
f1(w)
f2(w)
)
be an orthogonal decomposition. Then Tx−w is invertible from
[
C
(
f1(w)
f2(w)
)]⊥
onto Ran(Tx−w) =
H⊕H. Therefore,
lim
n→∞
(Tx −w)
(
ξn − αnf1(w)
−αnf2(w)
)
=
(
0
0
)
implies that
lim
n→∞
∥∥∥∥∥
(
ξn − αnf1(w)
−αnf2(w)
)∥∥∥∥∥ = 0.
Notice that ∥∥∥∥∥
(
ξn − αnf1(w)
−αnf2(w)
)∥∥∥∥∥
2
= ‖ξn − αnf1(w)‖
2 + ‖αnf2(w)‖
2,
so lim
n→∞
αn = 0. Thus lim
n→∞
∥∥∥∥∥
(
ξn
0
)∥∥∥∥∥ = 0. This contradicts to the assumption ‖ξn‖ = 1 for all n.
Therefore, σ(Tˆx) ⊂ σ(T )
∧.

Lemma 2.9. Let T ∈ L(H). For any x ∈ H, let N−k = Span{T
−nx : n ≥ k}. Then ∩∞k=1N−k ∈
Lat(T ).
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Proof. Choose y ∈ ∩∞k=1N−k, we will prove Ty ∈ ∩
∞
k=1N−k. Since y ∈ N−2, for any ǫ > 0, there exists
m2∑
i=2
αiT
−ix, αi ∈ C such that ∥∥∥∥∥
m2∑
i=2
αiT
−ix− y
∥∥∥∥∥ < ǫ.
Thus ∥∥∥∥∥
m2∑
i=2
αiT
−i+1x− Ty
∥∥∥∥∥ =
∥∥∥∥∥T
(
m2∑
k=2
αiT
−ix− y
)∥∥∥∥∥ ≤ ‖T‖
∥∥∥∥∥
m2∑
i=2
αiT
−ix− y
∥∥∥∥∥ < ‖T‖ǫ.
It follows that Ty ∈ N−1. Similarly, we can show that Ty ∈ N−k for all k ≥ 1 and therefore,
Ty ∈ ∩∞k=1N−k. 
Lemma 2.10. Let T ∈ L(H) be an invertible operator and {en}
∞
n=0 be an ONB of H. Then
∩∞k=0Span{(−T
−(n+1))x⊕ en : n ≥ k} = H1 ⊕ {0},
where H1 ⊆ H.
Proof. Since
Span{(−T−(n+1))x⊕ en : n ≥ k} ⊂ Span{−T
−(n+1)x : n ≥ k} ⊕ Span{en : n ≥ k},
we have that
∩∞k=0Span{(−T
−(n+1))⊕ en : n ≥ k} ⊂ ∩
∞
k=0Span{−T
−(n+1)x : n ≥ k} ⊕ ∩∞k=0Span{en : n ≥ k}
= ∩∞k=0Span{−T
−(n+1)x : n ≥ k} ⊕ {0}.
Now the lemma follows. 
Corollary 2.11. Let T ∈ L(H) be a transitive invertible operator and {en}
∞
n=0 be an ONB of H.
Suppose Span{T−nx : n ≥ 1} 6= H. Then
∩∞k=0Span{(−T
−(n+1)x)⊕ en : n ≥ k} = {0} ⊕ {0}.
Proof. By Lemma 2.10,
∩∞k=0Span{(−T
−(n+1)x)⊕ en : n ≥ k} = H1 ⊕ {0} ⊂ ∩
∞
k=0Span{T
−(n+1)x : n ≥ k} ⊕ {0}.
By Lemma 2.9, ∩∞k=0Span{T
−(n+1)x : n ≥ k} is an invariant subspace of T . Since T is transitive
and Span{T−nx : n ≥ 1} 6= H, it follows that ∩∞k=0Span{T
−(n+1)x : n ≥ k} = {0} and we have the
corollary. 
Lemma 2.12. Let T ∈ L(H) be a transitive invertible operator and {en}
∞
n=0 be an ONB of H. Suppose
Span{T−nx : n ≥ 1} 6= H. Then Span{an : n ≥ 1} =M, where an = PM(0⊕en) (see in Lemma2.5).
Proof. Let Mk = Span{(−T
−(n+1)x) ⊕ en : n ≥ k} for k = 0, 1, 2, · · · . Then M = M0 ⊃ M1 ⊃
M2 ⊃ · · · . By Corollary 2.11,
∞⋂
k=1
Mk = {0}. Note thatMk is a subspace of Mk−1 and Mk−1⊖Mk
is at most dimensional one. Choose a unit vector fk−1 of Mk−1 ⊖Mk if Mk−1 ⊖Mk is dimensional
one and let fk−1 = 0 otherwise. Then {f0, f1, f2, · · · } is an ONB of M.
In the following we will show that Span{a0, a1, a2, · · · , ak} = Span{f0, f1, f2, · · · , fk} for all k.
Note that for i ≤ k and j > k + 1, we have
〈ai, (−T
−(j+1)x)⊕ ej〉 = 〈PM(0⊕ ei), (−T
−(j+1)x)⊕ ej〉 = 〈0⊕ ei, (−T
−(j+1)x)⊕ ej〉 = 0.
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This implies that Span{a0, a1, a2, · · · , ak} ⊆ Span{f0, f1, f2, · · · , fk}. To prove that
Span{a0, a1, a2, · · · , ak} = Span{f0, f1, f2, · · · , fk},
we need only to show that a0, a1, · · · , ak are linearly independent. Otherwise, there exist w0, w1, · · · , wk ∈
C such that w0a0+w1a1+· · ·+wkak = 0 and wi 6= 0 for some 0 ≤ i ≤ k. Let f = w0e0+w1e1+· · ·+wkek.
Then f 6= 0 and PM(0⊕f) = w0a0+w1a1+· · ·+wkak = 0. This implies that ker (PMP0⊕H) ⊇ H⊕Cf .
Therefore, Ran (P0⊕HPM) is a proper subspace of 0⊕H. On the other hand, note that
P0⊕H((−T
−(n+1)x)⊕ en) = 0⊕ en.
Hence Ran (P0⊕HPM) = 0⊕H. This is a contradiction and the proof ends. 
Lemma 2.13. Let L = Span{bn, n ≥ 0}, N = Span{T
−(n+1)x, n ≥ 0}. Then
(M⊕L)⊕ (N⊥ ⊕ 0) = H⊕H,
where bn = PM⊥(0⊕ en) (see in Lemma 2.5.)
Proof. We need only to show that M⊕L = N ⊕H. First, we show that M⊕L ⊆ N ⊕H. Clearly,
(−T−(n+1)x) ⊕ en ∈ N ⊕H for all n ≥ 0. Thus M ⊂ N ⊕H. Note that bn = 0 ⊕ en − an ∈ N ⊕H.
Thus L ⊂ N ⊕H and M⊕L ⊆ N ⊕H. Second, we show that N ⊕H ⊆M⊕L. Note that for n ≥ 0,
0⊕ en = an + bn ∈ M⊕L. Also for n ≥ 0, (−T
−(n+1)x)⊕ 0 = (−T−(n+1)x)⊕ en − 0⊕ en ∈ M⊕L.
Thus N ⊕H ⊆M⊕L. 
Recall that
Tx =
(
T x⊗ e0
0 S∗1
)
H
H
=
(
Tˆx T1,2
0 T2
)
M
M⊥
and
Sx =
(
T−1 0
0 S1
)
H
H
=
(
Sˆx S1,2
0 S2
)
M
M⊥
.
Corollary 2.14. Suppose b0 6= 0. Then PM⊥ is an invertible bounded linear operator from 0 ⊕ H
onto L = Span{b0, b1, · · · }, where bn = PM⊥(0⊕ en) (see in Lemma 2.5).
Proof. By Lemma 2.5, Tˆ ∗xan = an+1 for n ≥ 0. Then we have an =
(
Tˆ ∗x
)n
a0 for n ≥ 0 and
‖an‖ ≤
∥∥∥(Tˆ ∗x)n∥∥∥ ‖a0‖. By Lemma 2.8, σ(Tˆ ∗x ) ⊂ σ(T )∧, then the spectral radius of Tˆ ∗x is strictly less
than a positive number r < 1. For arbitrary ǫ > 0, there exists N1 such that ‖an‖ ≤ |(r + ǫ)
n| ‖a0‖
for n ≥ N1. This implies that there exists an N sufficiently large such that
∞∑
n=N+1
‖(0⊕ en)− bn‖ =
∞∑
n=N+1
‖an‖ <
1
2
.
By Theorem 1.3.9 of [1], there exists a bounded invertible operator A from Span{eN+1, eN+2, · · · }
onto Span{bN+1, bN+2, · · · } such that A(ek) = bk for k = N + 1, N +2, · · · . So A is the restriction of
PM⊥ onto Span{eN+1, eN+2, · · · } and {bN+1, bN+2, · · · } is a basic sequence.
Suppose PM⊥(0⊕ z) = 0. Write z =
∞∑
n=0
wn(0⊕ en), where
∞∑
n=0
|wn|
2 <∞. Then
0 = PM⊥(0⊕ z) = PM⊥
(
∞∑
n=0
wn(0⊕ en)
)
=
∞∑
n=0
wnbn.
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If z 6= 0, then wk 6= 0 for some k and wj = 0 for all j < k. We may assume that wk = −1. Then
bk =
∞∑
n=k+1
wnbn. Recall that S2bn = bn+1 for all n ≥ 0. Thus
bN+1 = S
N+1−k
2 bk =
∞∑
n=k+1
wnS
N+1−k
2 bn =
∞∑
n=k+1
wnbn+N+1−k.
This contradicts to the fact that {bN+1, bN+2, · · · } is a basic sequence. Hence, z = 0. So we have
PM⊥ is an injective bounded operator from 0⊕H into L = Span{b0, b1, · · · }. We need only to show
the map is surjective.
Suppose w ∈ Span{b0, b1, · · · , bN} and v ∈ Span{bN+1, bN+2, · · · } satisfy w = v. Write w =
N∑
i=0
αibi
and v =
∞∑
i=N+1
αibi, where
∞∑
i=N+1
|αi|
2 <∞. Let
z =
N∑
i=0
αiei −
∞∑
i=N+1
αiei.
Then PM⊥(0 ⊕ z) = w − v = 0. This implies that z = 0 and therefore, w = v = 0. So
Span{b0, b1, · · · , bN} ∩ Span{bN+1, bN+2, · · · } = {0}. Let x ∈ L. Then there exist a sequence of
vectors {xn} ∈ L such that each xn can be written as a finite linear combinations of {bn}
∞
n=1 and
lim
n→∞
‖xn−x‖ = 0. In particular, there is {yn} ∈ Span{b0, b1, · · · , bN} and zn ∈ Span{bN+1, bN+2, · · · }
such that xn = yn + zn. Let π be the quotient map from L onto L/Span{bN+1, bN+2, · · · }. Then
π(yn) = π(xn) is a Cauchy sequence in L/Span{bN+1, bN+2, · · · }. Clearly, π is a surjective map from
Span{b0, b1, · · · , bN} onto Span{π(b0), π(b1), · · · , π(bN )}. Suppose π(w0b0 +w1b1 + · · ·+wNbN ) = 0.
Then there exists a z ∈ Span{bN+1, bN+2, · · · } such that w0b0 + w1b1 + · · · + wNbN = z. There-
fore, w0b0 + w1b1 + · · · + wNbN = z = 0. So π is an injective map from Span{b0, b1, · · · , bN} onto
Span{π(b0), π(b1), · · · , π(bN )}. Since Span{b0, b1, · · · , bN} is finite dimensional, {yn} is a Cauchy
sequence. Thus {zn} is also a Cauchy sequence. Let y = lim
n→∞
yn and z = lim
n→∞
zn. Then y ∈
Span{b0, b1, · · · , bN} and z ∈ Span{bN+1, bN+2, · · · } such that x = y + z. This implies that L =
Span{b0, b1, · · · , bN}
.
+ Span{bN+1, bN+2, · · · } and PM⊥ is onto. 
Lemma 2.15. Suppose T is a transitive operator. Let N−k = Span{T
nx : n ≤ −k} for k ≥ 1. If
N−1 6= H, then {N−k} is a strictly decreasing sequence and ∩
∞
k=1N−k = {0}.
Proof. Suppose N−k = N−(k+1) for some k ≥ 1. Then T
−kx ∈ N−(k+1). Hence, T
−(k−1)x ∈ N−k =
N−(k+1). This implies that N−(k−1) = N−(k+1). By induction, we have T
n(x) ∈ N−(k+1) for all
n ≥ −k. Since x is cyclic for T , we have N−(k+1) = H = N−1. This is a contradiction. By Lemma 2.9,
∩∞k=1N−k ∈ LatT . Since N−1 6= H, ∩
∞
k=1N−k = {0}. 
Corollary 2.16. Suppose T is a transitive operator. The sequence of spaces Span{(−T−(n+1)x)⊕en :
n ≥ k} is strictly decreasing if Span{T−nx : n ≥ 1} 6= H. Furthermore, ∩kSpan{(−T
−(n+1)x) ⊕ en :
n ≥ k} = {0} ⊕ {0}.
Lemma 2.17. Suppose T is a transitive operator and Nk = Span{T
nx : n ≤ k} = Span{T−(n−k)x :
n ≥ 0} 6= H, k ∈ Z. Then the map B : (−T−(n−k)x)⊕ en → −T
−(n−k)x, n ≥ 0, extends to a bounded
linear isomorphism from Span{(−T−(n−k)x)⊕ en : n ≥ 0} onto Nk.
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Proof. We only proof the corollary for the case k = −1. The general case is similar. For n ≥ 0, define
fn(x) = 〈x, an〉 for x ∈ H ⊕ H. By Lemma 2.8, σ(Tˆ
∗
x ) ⊂ σ(T )
∧, then the spectral radius of Tˆ ∗x is
strictly less than a positive number r < 1. By Lemma 2.5, Tˆ ∗xan = an+1 and an =
(
Tˆ ∗x
)n
a0 for n ≥ 0.
Thus ‖fn‖ = ‖an‖ ≤ (r + ǫ)
n ‖a0‖ for sufficient N such that
∞∑
n=N+1
‖an‖ = θ < 1. For each x ∈ X, put
A(x) = x+
∞∑
n=N+1
fn(x)((−T
−(n+1)x)⊕ 0− (−T−(n+1)x)⊕ en).
Then for k ≥ N + 1, we have
A((−T−(k+1)x)⊕ek) = (−T
−(k+1)x)⊕ek+
∞∑
n=1
fn((−T
−(k+1)x)⊕ek)((−T
−(n+1)x)⊕0−(−T−(n+1)x)⊕en)
= (−T−(k+1)x)⊕ 0.
Note that
fn((−T
−(k+1)x)⊕ ek) = 〈(−T
−(k+1)x)⊕ ek, an〉 = 〈(−T
−(k+1)x)⊕ ek, 0⊕ en〉 = δk,n,
and
‖A− 1‖ ≤
∞∑
n=N+1
‖fn‖‖(−T
−(n+1)x)⊕ 0− (−T−(n+1)x)⊕ en‖ =
∞∑
n=N+1
‖an‖ = θ < 1.
So A is a bounded invertible linear operator onH⊕H and Amaps Span{(−T−(n+1)x)⊕en : n ≥ N+1}
onto Span{−T−(n+1)x : n ≥ N + 1}.
Claim Span{T−1x, · · · , T−(N+1)x} ∩ Span{T−(N+2)x, T−(N+3)x, · · · } = {0}. Suppose
w ∈ Span{T−1x, · · · , T−(N+1)x}
and
v ∈ Span{T−(N+2)x, T−(N+3)x, · · · }
satisfy w = v. If w 6= 0, then w =
N+1∑
i=1
αiT
−ix = z. We may assume that αj = −1 and αi = 0 for
1 ≤ i < j. Then
T−jx =
N+1∑
i=j+1
αiT
−ix+ z ∈ N−(j+1).
This implies that N−j = N−(j+1), which contradicts to Lemma 2.15. Let x ∈ N . Then there exist
a sequence of vectors {xn} ∈ N such that each xn can be written as a finite linear combinations of
{T−nx}∞n=1 and limn→∞
‖xn − x‖ = 0. In particular, there is {yn} ∈ Span{T
−1x, T−2x, · · · , T−(N+1)x}
and zn ∈ Span{T
−(N+2)x, T−(N+3)x, · · · } such that xn = yn + zn. Let π be the quotient map
from N onto L/Span{T−(N+2)x, T−(N+3)x, · · · }. Then π(yn) = π(xn) is a Cauchy sequence in
L/Span{T−(N+2)x, T−(N+3)x, · · · }. Clearly, π is a surjective map from Span{T−1x, T−2x, · · · , T−(N+1)x}
onto Span{π(T−1x), π(T−2x), · · · , π(T−(N+1)x)}. Suppose π(w1T
−1x+w2T
−2x+· · ·+wN+1T
−(N+1)x) =
0. Then there exists a z ∈ Span{T−(N+2)x, T−(N+3)x, · · · } such that w1T
−1x + w2T
−2x + · · · +
wN+1T
−(N+1)x = z. By the above argument, w1T
−1x+w2T
−2x+· · ·+wN+1T
−(N+1)x = z = 0. So π is
an injective map from Span{T−1x, T−2x, · · · , T−(N+1)x} onto Span{π(T−1x), π(T−2x), · · · , π(T−(N+1)x)}.
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Since Span{T−1x, T−2x, · · · , T−(N+1)x} is finite dimensional, {yn} is a Cauchy sequence. Thus {zn}
is also a Cauchy sequence. Let y = lim
n→∞
yn and z = lim
n→∞
zn. Then
y ∈ Span{T−1x, T−2x, · · · , T−(N+1)x}
and
z ∈ Span{T−(N+2)x, T−(N+3)x, · · · }
such that x = y + z. This implies that
N−1 = Span{T
−(n+1)x : 0 ≤ n ≤ N}
·
+ Span{T−(n+1)x : n ≥ N + 1}.
Similarly,
M = Span{(−T−(n+1)x)⊕ en : 0 ≤ n ≤ N}
·
+ Span{(−T−(n+1)x)⊕ en : n ≥ N + 1}.
Hence B : (−T−(n+1)x)⊕ en → −T
−(n+1)x extends to a bounded linear isomorphism from M onto
N . 
Definition 2.18. In a Hilbert space H with scalar product 〈., .〉 and basis {en}
∞
n=1, the set {fm}
∞
m=1
satisfying the condition 〈en, fm〉 = δn,m is also a basis; it is said to the basis dual to {en}
∞ and the
set {en}
∞
n=1 and {fm}
∞
m=1 form a biorthogonal system.
Lemma 2.19. Suppose A,B ∈ L(H) and {ξn}, {ηn} are two sequence of vectors in H satisfying
(1) Aξn = ξn−1 and Aξ0 = 0;
(2) Bξn = ξn+1;
(3) A∗ηn = ηn+1;
(4) B∗ηn = ηn−1, B
∗η0 = 0.
Then we have 〈ξn, ηm〉 = δn,m〈ξ0, η0〉 for all n,m = 0, 1, 2, · · · .
Proof. Suppose n > m. Then
〈ξn, ηm〉 = 〈B
nξ0, ηm〉 = 〈B
n−m−1ξ0,
(
Bm+1
)∗
ηm〉 = 〈B
n−m−1ξ0, 0〉 = 0.
Suppose n = m. Then
〈ξn, ηn〉 = 〈B
nξ0, ηn〉 = 〈ξ0, (B
n)∗ ηn〉 = 〈ξ0, η0〉.
Suppose n < m. Then
〈ξn, ηm〉 = 〈ξn, (A
∗)mη0〉 = 〈A
n+1ξn,
(
Am−n−1
)∗
ηm〉 = 〈0,
(
Am−n−1
)∗
ηm〉 = 0.

Lemma 2.20. Let {ξn}
∞
n=0 and {ηn}
∞
n=0 be two sequences in H. Suppose 〈ξn, ηm〉 = δn,m for all
n,m ≥ 0 and Span{ξn : n ≥ 0} = H. If {ηn}
∞
n=0 is linearly independent, then the following conditions
are equivalent:
(1) ∩∞k=0Span{ξn : n ≥ k} = {0};
(2) Span{ηn : n ≥ 0} = H.
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Proof. “2 ⇒ 1”. Let ξ ∈ ∩∞k=0Span{ξn : n ≥ k}. Then for all k, ξ ∈ Span{ξn : n ≥ k}. Thus
〈ξ, ηj〉 = 0 for all 0 ≤ j ≤ k − 1. Since k is arbitrary and Span{ηn : n ≥ 0} = H, ξ = 0. So
∩∞k=0Span{ξn : n ≥ k} = {0}.
“1 ⇒ 2”. Let Hk = Span{ξn : n ≥ k} for k ≥ 0. Then H = H0 ⊇ H1 ⊇ H2 ⊇ · · · . Note
that Hk is a subspace of Hk−1 and Hk−1 ⊖ Hk is at most dimensional one. Choose a unit vec-
tor fk−1 of Hk−1 ⊖ Hk if Hk−1 ⊖ Hk is dimensional one and let fk−1 = 0 otherwise. By the
assumption, ∩∞k=0Hk = {0}. So {f0, f1, f2, · · · } is an ONB of H. In the following we will show
that Span{η0, η1, · · · , ηn} = Span{f0, f1, · · · , fn}. Note that 〈ηi, ξj〉 = 0 for all j > i. This im-
plies that Span{η0, η1, · · · , ηn} ⊆ Span{f0, f1, · · · , fn}. Since η0, η1, · · · , ηn are linearly independent,
Span{η0, η1, · · · , ηn} = Span{f0, f1, · · · , fn}. 
Lemma 2.21. Let {ξn : n ≥ 0} be a sequence of H such that Span{ξn : n ≥ 0} = H, and let
{ξ′n : n ≥ 0} be a sequence of K such that Span{ξ
′
n : n ≥ 0} = K. Suppose {ηn : n ≥ 0} ⊆ H satisfy
〈ξm, ηn〉 = δm,n for all m,n ≥ 0 and A is an invertible bounded linear operator from H onto K such
that Aξn = ξ
′
n for all n ≥ 0. Let η
′
n = (A
∗)−1ηn for n ≥ 0. Then 〈ξ
′
m, η
′
n〉 = δm,n for all m,n ≥ 0.
Proof. We have the following calculation:
〈ξ′m, η
′
n〉 = 〈ξ
′
m, (A
∗)−1ηn〉 = 〈A
−1ξ′m, ηn〉 = 〈ξm, ηn〉 = δm,n.

Lemma 2.22. Let ξ0, η0 ∈ H and X,Y ∈ L(H). Suppose Span{X
nξ0 : n ≥ 0} = Span{Y
nη0 : n ≥
0} = H and 〈Xmξ0, Y
nη〉 = δm,n for m,n ≥ 0. Then
(1) Y ∗X = 1;
(2) Y ∗(Xn+1ξ0) = X
nξ0, n ≥ 0, Y
∗(ξ0) = 0;
(3) X∗(Y n+1η0) = Y
nη0, n ≥ 0, X
∗(η0) = 0.
Proof. Note that
〈Y ∗XXmξ0, Y
nη0〉 = 〈X
m+1ξ0, Y
n+1η0〉 = δm,n
for m,n ≥ 0. By the uniqueness of dual system, Y ∗XXmξ = Xmξ for all m ≥ 0. Thus Y ∗X = 1. For
n ≥ 0, Y ∗(Xn+1ξ0) = Y
∗X(Xnξ0) = X
nξ0. Note that for all n ≥ 0,
〈Y ∗(ξ0), Y
nη0〉 = 〈ξ0, Y
n+1η0〉 = 0.
So Y ∗(ξ0) = 0. By symmetry, we have 3. 
Lemma 2.23. Foy any k ∈ Z, let Nk = Span{T
nx : n ≤ k} = {T−(n−k)x : n ≥ 0}. Then
there is a sequence {gk−k, g
k
−k+1, · · · } dual to Nk. That is 〈T
nx, gk−m〉 = δn,m for all n,m ≤ k and
Span{gkn : n ≥ −k} = Nk. Furthermore, there exist Xk = PNkT
−1PNk and Yk in L(Nk) such that
T−(n+1)x = Xk(T
−nx) and gkn+1 = Yk(g
k
n) for all n ≥ −k.
Proof. Note that 〈(−T−(n−k)x)⊕ en, am〉 = δn,m for m,n ≥ 0. By Lemma 2.17, there is an invertible
bounded linear map fromMk := Span{(−T
−(n−k)x)⊕en : n ≥ 0} ontoNk such that B((−T
−(n−k)x)⊕
en) = −T
−(n−k)x, n ≥ 0. Let akn = PMk(0 ⊕ en). By Lemma 2.21, define g
k
n−k = −(B
∗)−1(akn),
n ≥ 0, then 〈T nx, gk−m〉 = δn,m for all n,m ≤ k. Let Xk = PNkT
−1PNk . Then Xk ∈ L(Nk) and
T−(n+1)x = Xk(T
−nx) for all n ≥ k.
Note that
(B∗)−1Tˆ ∗xB
∗(gkn) = −(B
∗)−1Tˆ ∗x (a
k
n+k) = g
k
n+1
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for n ≥ −k. Let Y−1 = (B
∗)−1Tˆ ∗xB
∗ ∈ L(N−1). Then Y−1 satisfies the lemma. 
Theorem 2.24. If T ∈ L(H) is invertible and intransitive and 0 ∈ σ(T )∧, then T−1 is also intransi-
tive.
Proof. In this case, 0 ∈ σ(T )∧. We need to prove that for any 0 6= x ∈ H,
Span{T−(n+1)x : n ≥ 0} = H.
Now for any x 6= 0, we will consider the following two cases. If Span{−T−(n+1)x⊕ en : n ≥ 0} =
H⊕H, then we can see that Span{T−(n+1)x : n ≥ 0} = H. Thus, we only consider the other case:
Span{−T−(n+1)x⊕ en : n ≥ 0} =M⊂ H⊕H.
We will prove this case is impossible. In this case, we can see that bn 6= 0. By Lemma 2.23, we
have that
Nk = Span{g
k
n : n ≤ k} = Span{T
−nx : n ≥ −k} and 〈gkn, T
mx〉 = δn,m.
Suppose that PNk denote the orthogonal projection from H to Nk. Then we have that PNk(Nl) = Nk
for any l ≥ k. In special, since Tmx ∈ Nk,m ≤ 0, we have that PNk(T
mx) = Tmx, for any m ≤ 0. It
follows that
〈PNk(g
l
n), T
mx〉 = δn,m, n,m ≤ 0.
By the uniqueness of the biorthogonal system of Nk (see in Definition 2.18), we know that
PNk(g
l
n) = g
k
n, n ≤ 0. (2.1)
Set Uk := Span{g
k
i , i = 1, 2, · · · , k}, Vk = Span{g
k
i , i ≤ 0}, Gk := Span{T
ix, i = 1, 2, · · · , k} and
N = Span{T ix, i ≤ 0}. Then we have that
Nk = Uk
·
+ Vk = Gk ⊕ Vk = Uk ⊕N = Gk
·
+N .
Notice that for any n ≥ 0, Span{T kx, k ≥ n} = H. It follows that
Gk ⊆ Gk+1, Vk+1 ⊆ Vk
and
∞⋃
k
Gk = H,
∞⋂
k
Vk = {0}.
Without loss of generality, we can assume that dim(Vn−1⊖Vn) = 1. Then we can find {vn}
∞
n=0, vn ∈ Vn
which is the ONB of V0. Since g
0
0 ∈ V0 ∩ Nk, k ≥ 0, we can find u˜1 ∈ U1, v˜1 ∈ V1 such that
g00 =
∞∑
i=0
αivi = λ1u˜1 + β1v˜1 ∈ U1
·
+ V1.
where λ1, β1, αi ∈ C. By (2.1), we know that
PN0(u˜1) ∈ Span{g
0
1}, PN0(v˜1) ∈ Span{g
0
i , i = 0,−1,−2, · · · }.
Notice that
g00 = PN0(g
0
0) = λ1PN0(u˜1) + β1PN0(v˜1) ∈ U0
·
+ V0.
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and g00 ∈ V0 and U0 ∩ V0 = {0}. We can conclude that β1 = 0. Thus, we have that g
0
0 = β1v˜1 and
α0 = 0. That means
g00 =
∞∑
i=1
αivi.
Notice that g00 ∈ N2, then we have that
g00 = λ2u˜2 + β2v˜2 ∈ U2
·
+ V2.
By (2.1), we also have that
PN1(u˜2) ∈ Span{g
1
1 , g
1
2}, PN1(v˜1) ∈ Span{g
1
i , i = 0,−1,−2, · · · }.
It follows that
g00 = PN1(g
0
0) = λ2PN1(u˜2) + β2PN1(v˜2) ∈ U1
·
+ V1.
However, PN1(
∞∑
i=1
αivi) ∈ Span{g
1
i , i = 0,−1,−2, · · · }. Thus, we have that λ2 and α1 = 0. It follows
that
g00 =
∞∑
i=2
αivi.
Repeat the above progress, we can see αi = 0, i ≥ 0. That means g
0
0 = 0, this is a contradiction. Then
we can see M⊂ H⊕H is impossible, this finishes the proof of Theorem 2.1.

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