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Walker, Nicholas K. (M.A., Speech Pathology)
Classiﬁcation of words and syllables: A P3 ERP study.
Thesis directed by Assistant Prof. Phillip Gilley
This study sought to compare classiﬁcation of words and syllables using the P3 response of
the auditory event related potential (ERP) as an index of speed of classiﬁcation. In this study, we
measured ERPs and behavioral reaction times to auditory stimuli consisting of three-phoneme words
(e.g. /bæd/) and two-phoneme syllables (e.g. /bæ/) in ten young adults. Stimuli were presented in
an auditory odd-ball paradigm under two experimental conditions (words-rare and syllables-rare),
presented monaurally and repeated in each ear. Using planned comparisons on the PZ electrode,
and controlling for ear, condition was a signiﬁcant predictor of latency with earlier P3 latencies
in the words-rare condition. This is consistent with the behavioral data revealing faster responses
to words than to syllables. The interaction of ear and condition was signiﬁcant with participants
having earlier P3 latencies on average in their left ear in the syllables-rare condition, and earlier
P3 latencies on average in their right ear in the words-rare condition. The right ear advantage
was present in the P3 response to words; however, the response to syllables did not show this
advantage. The diﬀerence in P3 latencies suggests that classiﬁcation occurs faster for words than
for syllables, and may suggest that the latency of the P3 response reﬂects the behavioral relevance
of the stimulus.
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Chapter 1
Introduction
1.1 Background
Language processing involves multiple, parallel, and simultaneous processes. When listening
to speech a listener must overcome all of the background noise, in order to hear the speech signal.
To further complicate the task the listener must segment and interpret the speech as it is being
presented at a rapid pace. It is not fully understood how a listener segments a complex signal
and interprets that signal into meaningful thoughts. Two related questions have been the center
of research for the past century: How is speech perceived by the brain? and How is language
processed? These questions are related, but still distinct. The ﬁrst question asks how the acoustic
signal is processed and segmented into meaningful units, and the second asks how that signal is
processed and translated into meaningful content.
Wernicke introduced one of the ﬁrst and most inﬂuential models of language processing in
an attempt to explain how the brain could process language (Wernicke, 1874). Wernicke's model
used evidence from his patients to posit what regions of the brain were responsible for language
processing and output. Since that time more models have been introduced to explain what is
observed experimentally, many of which are based on Wernicke's early work (see Geschwind 1970).
Language processing models out of necessity have been designed to ﬁt the data that is observed,
and because of this these models are then adapted when new data is presented. Models of language
processing can be grouped based on how they see the relationship between three domains: the
symbolic domain, the gestural domain, and the auditory domain (Nearey, 1997). The symbolic
2consists of the phonemes that the speaker encodes, and the listener decodes. The symbolic domain
consists of discrete units that are in the mind of the listener. The gestural domain consists of the
movements required to produce or encode a phoneme. The gestural domain is sometimes considered
to be a continuous domain, because natural speech requires continuous movements to produce
coarticulated phonemes. The auditory domain consists of the auditory information that the listener
hears from the speaker. Nearey (1997) proposes that language processing theories have four general
categories based on how they relate these three domains. The ﬁrst group of theories, called double
strong theories, claim there is a strong relationship between the auditory and symbolic domains and
a strong relationship between the gestural and symbolic domains. The second and third groups of
theories, called single strong theories, claim that either the auditory domain or the gestural domain
has a strong relationship with the symbolic domain. The ﬁnal group of theories, called double weak
theories, claims that the auditory and gestural domains each have a weak relationship with the
symbolic domain. A strong relationship between two domains implies that there is a transparent
and easy to determine linear relationship between the two domains. A weak relationship is when
two domains are seen to have a subtle and complex relationship that is not always predictable.
A variety of theories have been proposed, and the majority of theories discuss the relationship
of the auditory, gestural, and the symbolic domain. Models are generally built to account for new
data, and any theory of language perception needs to account for all of the data on language
processing. Motor theory came from data that suggests that the gestures used to create speech
were important for processing speech (Liberman & Mattingly, 1985). Psychoacoustic theories came
from data that suggest that auditory information is more important than gestural information in
the processing of speech. The double weak theories recognize that there are times when gesture is
more important than auditory information and vice versa, so these theories stress that there is a
more subtle relationship between these domains (Nearey, 1997).
31.2 Motor Theory of Speech Perception
One prominent theory is the Motor Theory of Speech Perception developed by Liberman and
Mattingly (1985). This theory has three main claims: (1) speech processing is a special sensory
event, (2) perception of vocal tract and articulation gestures is necessary for speech perception and
(3) access to the speech motor system is involved in speech processing (Liberman & Mattingly,
1985). This theory is a single strong theory with a strong relationship between the gestural domain
and the symbolic domain. The ﬁrst claim is diﬃcult to evaluate since the term special is ambiguous
(see Galantucci, Fowler, and Turvey (2006) for a review of this ﬁrst tenant). The last two tenants
of the theory reﬂect the relationship between the gestural domain and the symbolic domain.
Proponents of Motor Theory have proposed three lines of evidence to support that perception
of vocal tract and articulation gestures is necessary for speech perception. The ﬁrst evidence for this
claim is based on the fact that the /d/ sounds in /di/ and /du/ have very diﬀerent auditory proﬁles
in the second formant transition (Galantucci et al., 2006). This eﬀect is due to co-articulation
of the /d/ sound and the following vowel. This seems to suggest a weak relationship between
the auditory domain and the symbolic domain. The second evidence for this claim is seen in the
McGurk eﬀect. The McGurk eﬀect shows that speakers perceive a /d/ sound when an auditory /ba/
is paired with a speaker saying /ga/ (McGurk & MacDonald, 1976). This shows that perception
is sensitive to gestural information and not just auditory information. A third evidence is that
speech imitation occurs fast for listeners. Fowler, Brown, Sabadini, and Weihing (2003) showed
that imitation responses occurred faster than simple choice condition reaction times. If speech did
not involve the perception of gestures then it would be expected that the reaction times would be
similar between choice conditions and imitation conditions.
The ﬁnal claim of motor theory is that access to the speech motor system is involved in
speech perception has had recent evidence in the discovery of mirror neurons and canonical neurons
in primates. Mirror motor neurons were discovered in primates by De Pellegrino, Fadiga, Fogassi,
Gallese, and Rizzolatti (1992). De Pellegrino et al. (1992) found that motor neurons in the motor
4cortex (Area F5) would ﬁre when a monkey completed a grasping task and when they observed
a researcher completing the motor task. This suggests that the motor neurons involved in the
completion of an action are also used in the perception of the action. Canonical neurons are neurons
that are activated when a monkey grasps an object and when the monkey sees that object or another
object that can be manipulated in a similar manner (Murata et al., 1997). These experiments show
that the motor system is involved in visual perception for monkeys, but similar results for auditory
speech in humans would need to be seen to provide further support for the third tenant of Motor
Theory.
1.3 Psychoacoustic Theory
A Psychoacoustic Theory states that there is a strong relationship between the auditory
domain and the symbolic domain. This theory would suggest that auditory information is suﬃcient
and relates directly to the underlying symbol being processed. Johnson, Ladefoged, and Lindau
(1993) argued that vowel productions vary from speaker to speaker, while the acoustic output
remains more invariant between speakers. This suggests that for vowels there is a more direct
relationship between the acoustic domain and the symbolic domain than between the gestural
domain and the symbolic domain. This theoretical perspective has diﬃculty accounting for the
McGurk eﬀect, because the McGurk eﬀect shows visual information modulating the perception of
speech (Massaro, 2004).
1.4 Double Weak Theory
The double weak theory acts as a fallback theory to explain speech perception. Nearey (1997)
points out that it would be preferred to have a strong theory of speech perception, but the data does
not support it. The relationship between the three domains of speech perception is complicated
and not direct. The arguments for Motor Theory show that gestures are important for processing
certain types of phonemes, but the arguments for psychoacoustic theories also show that at times
auditory information takes precedence. Both the auditory and gestural domains play a role in speech
5perception, but neither one is currently able to fully explain all of speech processing (Nearey, 1997).
Pattern recognition theory allows for a double weak relationship between domains. One
possibility under this theory is that the brain uses overall patterns of neuronal activation in response
to a stimulus to determine the symbolic meaning. Visual, gestural and auditory domains are all
used to decode the incoming stimuli. Combining information from these domains likely involves
attentional and higher-order processes to extract symbolic meaning. The brain uses information
about its previous state and the incoming activation to determine meaning. In this theory, as the
brain is exposed to stimuli that are frequent and meaningful, the brain begins to develop a better
ability to recognize and determine the meaning of those stimuli. In this framework attentional and
higher order processes would be more engaged in meaningful and frequently occurring stimuli than
in meaningless and rare occurring stimuli. This framework also suggests that the brain is integrating
and processing information from the auditory, visual and gestural domain in order to decode the
speaker's message.
If the above notions of pattern recognition hold, then we would expect to see signs of multi-
sensory integration and the use of greater attentional resources for high frequency and meaningful
stimuli when compared to low frequency and less meaningful stimuli. One approach to examining
rapid changes in cognitive processing is electroencephalography. By observing neural activation
during speech perception, researchers can examine the relationship of the auditory, gestural and
symbolic domains.
Chapter 2
Electroencephalography
Electroencephalography (EEG) and other neuroimaging techniques are now being used to
assess theories of speech perception. Clinically, EEG is used primarily to assess the maturation
and integrity of sensory cortices, and the brainstem. In research EEG is used to determine the
neurodynamics of various types of cognitive processing. EEG is a neuroimaging technique that
provides excellent temporal resolution compared to other techniques (e.g. fMRI). However, EEG
does not provide the spatial resolution that other techniques can. It is important to know not only
where in the brain a process is happening, but when in time the process is happening.
The Auditory Evoked Potential (AEP) is used both clinically and in research. Brain stem
responses are used diagnostically for a variety of patients in audiology clinics to assess hearing. In
research AEPs are used to study the auditory and higher order cortices in both typical and patient
populations. One goal of current research is to learn more about the dynamics of the brain's response
to varying stimuli. Another goal is to create more diagnostic and treatment tools for patients in the
clinic. A currently unanswered question in the clinic and in research is which type of stimuli to use
to assess or study the AEP. A pure tone, a complex tone, a speech sound, and a spoken word will
all be processed diﬀerently in that they will all have a diﬀerent meaning applied to them. All four
types of stimuli carry diﬀerent auditory information or in the case of a spoken word carry a speciﬁc
meaning. The choice of which stimuli to use will depend on the research question being asked or the
particular situation of a patient. For example, an infant being assessed for hearing loss at particular
frequencies will probably be assessed using pure tones to elicit the ABR, in order to assess what
7frequencies the child cannot hear. In contrast an older child who does not have hearing loss on a
clinical exam, but is still having diﬃculty processing language may beneﬁt from examining an AEP
elicited by a word. In order to help determine what type of stimuli to use research has begun to
examining diﬀerence in AEPs in response to diﬀerent stimuli. If there are diﬀerences in the AEP
produced by diﬀerent stimuli, then the question becomes what is causing the diﬀerent responses.
Current research has shown diﬀerences in the processing of early EEG components between
typically developing children and children with cochlear implants. Children who receive cochlear
implants later in life show delayed and reduced P1 components when hearing a /ba/ sound than
typical peers and early implanted users (Sharma, Dorman, & Spahr, 2002b). Sharma et al. (2002b)
showed that the auditory cortex was reorganized in late implanted users in response to a /ba/ sound.
Patients receiving an implant after the age of 7 showed primary activation in parieto-temporal
cortex unilaterally, whereas children implanted before age 3.5 showed activation in the superior
temporal sulci (STS) and inferior temporal gyrus (ITG) unilaterally, and normal participants showed
activation bilaterally in the STS and ITG (Gilley, Sharma, & Dorman, 2008). It is not fully known
what aﬀect these diﬀerences in cortical activation have on higher order processing of auditory
information. The current study examines higher order processing of auditory information in the
normal population to guide further research in patients with cochlear implants. Short words (3
phonemes or less) and short non-words (e.g. /bæ/) have been used in research when studying
auditory responses (Sharma, Dorman, & Spahr, 2002a). The way in which these diﬀerences in the
meaning of stimuli aﬀect higher order processing is not well understood in the normal population,
and therefore, is not well understood in patients with auditory impairments.
The primary interest of this study is related to the P3 response which is related to higher order
cognitive processing, speciﬁcally attention and memory (Polich, 2007). This study exams the P3
response in its relation to words and syllables. Both words and syllables have been used in auditory
research (Sharma et al., 2002a). It is, however not known, exactly when diﬀerences in processing
are occurring and what brain activities are leading to those diﬀerence. It could be that diﬀerences
in the way the brain pay attention to words and syllables leads to diﬀerences in waveforms.
82.1 Overview of the auditory evoked potential
The AEP that in response to the cortical processing of auditory signals can be divided into
components based on when peaks are observed in the potential. The P1, N1, P2, and P3 are four
components that have been studied. They each are thought to represent a diﬀerent stage in auditory
processing. These components are deﬁned by their relative shape and when they occur.
The ﬁrst component to occur in the AEP is the P1 (or P100) component. It is deﬁned to
be the largest positive going peak in a particular time window determined by the experimental
condition, participant characteristics, or both (e.g. 70-150 ms). As children age the latency of
the P1 response decreases until they reach adulthood (Ponton, Eggermont, Kwong, & Don, 2000).
In adults the average latency of the P1 is around 100 ms. This decrease in latency as children
age is thought to reﬂect auditory pathway maturation (Ponton et al., 2000). The P1 component
is believed to be generated by the auditory cortex and the auditory thalamus (Liegeois-Chauvel,
Musolino, Badier, Marquis, & Chauvel, 1994). If the thalamus and auditory cortex are the sources
of the P1, then the P1 reﬂects the transmission of auditory information through a reciprocal loop
from the thalamus to the auditory cortex and vice versa (Ponton et al., 2000).
The next occurring component in the AEP is the N1 component. The N1 is a negative going
peak in the AEP that follows the P1 component. The N1 also changes as children age. Gilley,
Sharma, Dorman, and Martin (2005) examined the development of the N1 and P2 components in
children as a function of age and interstimulus interval (ISI). The authors used a vowel (`uh') to
elicit the AEP. In their experiment, the detectability of the N1 and P2 increased as children got
older. In the younger groups of children, age 3-4 and 5-6, the N1 and P2 were not present in many
children. In the children age 7-8, the N1 and P2 were present at only the longer ISI (2000 ms). In
the children age 11-12, the N1 and P2 are present at all ISIs with the most robust peak seen at
the slowest ISI. The authors suggest that the changes seen in the development of the N1 and P2
reﬂect maturation of the cortex. These changes could be due to changes in myelination, synaptic
reﬁnement, and/or cortical ﬁber density. The generator of the N1 component is believed to be the
9auditory cortex (Ponton et al., 2000).
The P2 follows the N1 component and has been studied in the context of learning and plasticity
of auditory information (Tremblay, Kraus, McGee, Ponton, & Otis, 2001). The P2 response begins
to appear in older groups of children and the latency of the P2 also decreases with age (Gilley et al.,
2005). Tremblay et al. (2001) trained normal adults to detect a diﬀerences in voice onset time of
a /ba/ syllable (i.e. -20 ms and -10 ms). An increased amplitude was seen in N1-P2 peak-to-peak
amplitude as subjects learned to correctly identify diﬀerences in VOT. The authors suggest that
the P2 may have applications in the clinic as a measure of speech-sound representation.
Chapter 3
The P3 response
Since its discovery by Sutton, Braren, Zubin, and John (1965), the P3 response has become
a well-studied response. The P3 is an event related potential (ERP) that is elicited in response
to rare occurring sensory events. The waveform is deﬁned as the largest positive going peak in a
given time window determined by the experimental task (Polich, 2007). The peak is named the
P3, because it has a peak latency of around 300 ms in adults in response to an auditory oddball
task. A P3 event is elicited through an oddball task where a participant is asked to respond to a
rare occurring stimulus in a train of a frequently occurring stimulus. A large P3 peak is seen in the
EEG waveform in response to the rare stimulus, while the frequently occurring stimulus elicits a
positive peak that is reduced in amplitude. The rare stimuli may be very similar or diﬀerent from
the frequently occurring stimuli. The amount of diﬀerence between the rare and frequent stimuli
and how infrequent the rare stimulus occurs will aﬀect the shape of the P3 response. The P3 has
been studied in auditory, visual and somatosensory domains, since the response occurs in any of
those domains (Polich, 2007). A variety of studies have examined where the P3 is generated from
in the brain, what the function of the response is, and what happens to the response in participants
with disorders.
The P3 is often attributed to mechanisms of attention and short term memory. Donchin and
Coles (1988) proposed the context updating theory of the P3 which states that the P3 is seen in
response to novel stimuli. According to the theory, once initial processing of a stimulus has occurred
attentional regions compare the stimulus to the representation of the previous events in working
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memory (Heslenfeld, 2003). When a participant is exposed to a sensory signal in a P3 paradigm
the frequent and rare stimuli both elicit the earlier sensory potentials (e.g. P1, N1, P2) while the
rare stimuli elicits a large P3. This suggests that after initial sensory processing the attentional
and working memory systems evaluate a stimulus and generate a P3 response if the stimulus is new
(Polich, 2007).
The P3 response has been divided into two distinct but related components termed the P3a
and the P3b. The P3a occurs prior in time to the P3b and can be partially separated from the P3b
by using a 3 stimulus response paradigm. In this paradigm there is a frequently occurring stimulus,
and two rare occurring stimuli: a non-target stimulus and a target stimulus. The participant is told
to respond to the target stimulus. The P3a response is seen in response to the non-target stimulus.
The P3a and P3b are both seen in response to the target stimuli. One current theory of the P3a and
P3b is that the P3a reﬂects an attention driven orienting response, while the P3b reﬂects memory
and attentional processes (Comerchero & Polich, 1999). As noted by Linden (2005), it is important
to note that the ERP response seen after a non-target also includes a P3b response at a greatly
reduced amplitude. The ability to separate the two components of the P3 response has been used
to help localize the P3 generators.
The P3a has its greatest peak amplitude in the frontal electrodes and is thought to be gen-
erated primarily by regions in the prefrontal cortex. The amplitude of the P3a is also larger in
the right hemisphere than in the left hemisphere for frontal electrodes during an auditory task
(Alexander et al., 1996). Alexander et al. (1996) proposed that the increase in amplitude for right
frontal electrodes may reﬂect more engagement of attentional systems in the right hemisphere in
the evaluation of incoming stimuli.
A variety of neuroimaging techniques have been used to locate sources of the P3 response
(Linden, 2005). Halgren, Marinkovic, and Chauvel (1998) used intracranial EEG (iEEG) to deter-
mine generators of the P3 response. The authors examined the P3 in both the auditory and visual
domain. The study was done in patients who were receiving surgery for epilepsy. The authors found
increased activation in the dorsolateral prefrontal cortex, supramarginal gyrus, cingulate gyrus and
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gyrus rectus in the non-target (P3a) items. During target items, increased activation of the ven-
trolateral prefrontal cortex, the superior temporal sulcus, the posterior superior parietal, and the
medial temporal (hippocampal and perihinal) were seen in addition to the regions active in the P3a
response. This study conﬁrms that P3a activation is generated from more frontal regions while the
P3b is generated by more posterior regions, and that the P3 is generated from multiple diﬀuse brain
regions.
The fact that the P3 has diﬀuse generators in the cortex makes it diﬃcult to localize those
generators. EEG source localization techniques need to use a multiple dipole model in source recon-
struction (Halgren et al., 1998), fMRI has poor temporal resolution for localizing the P3 (Linden,
2005), while MEG has great temporal and spatial resolution, but its use is not as common. Indepen-
dent component analysis has been used to separate the P3a and the P3b responses in EEG signals
(Debener, Makeig, Delorme, & Engel, 2005). Source localization following ICA decomposition re-
vealed the anterior cingulate cortex as a generator of the P3a, while more inconsistent sources were
found for the P3b. Linden (2005) proposes that in order for a location to be considered a generator
of the P3 it must be veriﬁed by more than one source localization technique and occur for a variety
of stimuli. Using these criteria there is evidence that the inferior parietal lobe and the temporopari-
etal junction, speciﬁcally the supramarginal junction, contribute to the generation of the P3a and
P3b, while the lateral prefrontal cortex contributes to the P3a (Linden, 2005).
In order to ﬁgure out what activities in the brain give rise to the P3 researchers have examined
developing experiments that modulate the amplitude and latency of the P3. Amplitude in EEG
research is believed to reﬂect the relative amount of activation of the P3 generators. A signal with a
higher amplitude compared to baseline than a similar signal in the same participant is believed to be
related to amount of neurons ﬁring during that task. For the P3, latency is thought to represent the
speed of signal transmission and processing (Polich, 2007). By designing experiments that modulate
the latency, amplitude or both the latency and amplitude of the P3, researchers are able to test
theories about the types of activities that the P3 represents.
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3.1 P3 Amplitude and Latency
Previous experiments have shown that shorter P3 latencies are correlated with decreased
diﬃculty of stimulus processing (Polich, 2007). If a participant is listening for a target tone that is
a change in frequency compared to a target that is a change in duration, the latency of the P3 for
the change in frequency response is shorter than the latency of the P3 for the change in duration
since a change in frequency can be detected almost immediately after stimulus presentation and a
change in duration cannot be detected until the stimulus is done being presented (Polich, 2007).
In language processing the listener must not only detect diﬀerences in stimuli that are drastic, but
also subtle changes in the speech stream.
A similar result is that the P3 latency and amplitude increase the more similar the target is
to the frequent stimuli (Azizian, Freitas, Watson, & Squires, 2006; Comerchero & Polich, 1999). It
is more diﬃcult to distinguish a target that is close to the frequent stimuli than a target that is not
similar to the frequent stimuli. Azizian et al. (2006) examined the P3 as a classiﬁcation and ease of
processing index. The authors used an eight featured face to develop stimuli. The experiment used
a 3-stimulus response paradigm that had the stimuli grouped by the number of features present
on a face. For example a participant might respond to faces that had 7 features present while the
non-target response had 6 features and the frequent stimuli had 4 features. This study showed an
increase in amplitude and latency for stimuli that were closer together reﬂecting the amount of time
required to classify the stimuli and the diﬃculty classifying the stimuli.
Amplitude of the P3 response is also related to the global and relative frequency of the target
stimuli. As the probability of a target stimulus occurring decreases, the amplitude of the P3 response
increases (Duncan-Johnson & Donchin, 1977). This suggests that more resources are recruited for
processing rarer stimuli (Polich, 2007). In language processing tasks it may be expected that rare
occurring words would elicit a relatively larger P3 response do to its low global frequency. Similarly
amplitude is also related to interstimulus interval (ISI) with longer ISIs resulting in increased P3
amplitudes (Fitzgerald & Picton, 1984). It is important to consider that the ISI may aﬀect the
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amplitude of the P3 response when designing an experiment to assess processing of a stimulus.
Another line of research has shown that if a P3 task is embedded in another task that requires
attention, the amplitude of the P3 can be aﬀected. Isreal, Chesney, Wickens, and Donchin (1980)
showed that participants completing a visual tracking task while detecting a rare auditory event had
reduced P3 amplitudes. In addition if the visual tracking task was made more diﬃcult (e.g. tracking
in horizontal and vertical directions) the amplitude of the P3 would be reduced further. The authors
propose that amplitude is related to tasks demands since the more attentional resources that are
allocated to a secondary task the lower the amplitude of the P3. This shows that the amount of
attentional system engagement is related to the P3 amplitude.
Factors related to a participant have also been shown to aﬀect the P3 response. Higher
intelligence score has been associated with shorter P3 latencies in relatively simple tasks (Egan,
Chiswick, Brettle, & Goodwin, 1992). Houlihan, Stelmack, and Campbell (1998), however showed
that for a task that involved participants remembering the rare items presented after the task
resulted in people with higher intelligence score have longer P3 latencies. So for simple classiﬁcation
tasks participants with higher intelligence scores have shorter P3 latencies, and for more complicated
tasks this result may not hold. Gender has also been shown to aﬀect P3 responses with women
having larger P3 amplitudes (Hoﬀman & Polich, 1999). Left handed participants also have been
shown to have shorter P3 latencies and larger P3 amplitudes than right handed participants in both
auditory and visual domains, which is thought to be related to larger corpus callosum size in left
handed individuals (Alexander & Polich, 1997).
3.2 The inhibition hypothesis for the P3
Polich (2007) proposes an inhibition hypothesis to account for the P3 response. In this
framework the P3 acts to inhibit extraneous brain activities to promote more eﬃcient transmission
of stimulus information from frontal to temporal-parietal regions. This hypothesis is supported
by a variety of evidence. Low probability stimuli result in larger amplitudes, which suggest that
more attentional resources are dedicated to stimuli that occur less frequently (Fitzgerald & Picton,
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1984). Tasks with higher cognitive demands consume more attentional resources lowering the eﬀect
inhibition can have thus reducing P3 amplitude (Isreal et al., 1980). Aging and dementing illness
related to less inhibition results in lower P3 amplitudes and longer P3 latencies (Polich, 2007).
The relationship between peak latency and intelligence would also be explained by inhibition since
inhibition is an advantageous adaptation related to intelligence (Polich, 2007). In this framework
an attention demanding stimulus elicits a P3a in frontal areas. The information is then processed
and conveyed to parietal areas where it is also encoded into working memory (Polich, 2007). The
large responses in the ERP are seen as signs of inhibiting other brain regions and activities.
In this experiment we examine at the eﬀect of type of auditory stimulus on P3 latency and
amplitude. Kotchoubey and Lang (2001) found diﬀerence in the P3 elicited by words compared to
tones. They found that the P3 elicited in a classical odd-ball with tones had an increased amplitude
and decreased latency when compared to words. This suggests that it takes longer to process words
and that diﬀerences in words may take more resources to detect. We wanted to examine if there
are diﬀerences in the P3 morphology in response to words and syllables. Diﬀerences in latency of
the P3 may reﬂect diﬀerences in speed of processing.
Chapter 4
Methods
4.1 Experimental Task
Five males and ﬁve females aged 18-22 years participated in this experiment. All participants
reported having no history of neurological impairment, normal hearing, and were right-handed
monolingual English speakers. Participants were seated in a reclined position in a sound attenuated
room. Stimuli were presented through insert earphones at 65 dB SPL.
There were two conditions that the participants participated in, and each condition was
presented in two blocks. Participants were allowed to take short breaks between blocks. The
conditions were presented monaurally, and were completed in each ear. All conditions consisted
of a series of stimuli of three phoneme words (/pæd/, /bæd/, /dæd/, /tæd/) and two phoneme
non-words (/pæ/, /bæ/, /dæ/, /tæ/). Participants were familiarized with the stimuli prior to the
experiment. Each stimulus was played and identiﬁed as a word or syllable. In the ﬁrst condition
the stimuli were presented in random order with a ratio of 4:1 words to non-words. In the second
condition the stimuli were presented with a ratio of 1:4 words to non-words. The interstimulus
interval was 1000 ms in both conditions. The conditions were presented in each ear separately
making a total of eight blocks that each participant completed. These blocks were presented in
a random order for each participant. Participants were asked to identify the rare stimuli in each
block. A Neuroscan button box was used by participants to identify rare stimuli. Participants were
instructed to press a button with their right hand as fast as they could when they heard the rare
stimuli. Reaction times were recorded for later analysis.
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The three phoneme words were recorded by a male speaker and were created with the same
duration of 250 ms. The two phoneme syllables were constructed from the three phoneme words by
deleting the ﬁnal consonant and then extending the middle section of the vowel to match the length
of the words. See Figure 4.1 for a comparison of the spectrograms and time-amplitude waveforms
of /bæ/ and / bæd/ stimuli.
Electroencephalographic (EEG) recordings were made using a Neuroscan, sintered Ag/AgCl
cap with a 64 electrode system. Electrode impedances were kept below 5kΩ.
4.2 Data preprocessing
The recorded EEGs were ﬁrst high passed ﬁltered at 0.1 Hz. The recordings were examined
for eye-blink artifacts, which were then removed using singular value decomposition. In order to aid
in the identiﬁcation of the P3 response the data was low passed ﬁltered at 30 Hz using a zero phase
shift ﬁlter with a roll oﬀ of 6 dB per octave. The EEG recordings were segmented at 200 ms before
each stimulus onset and 800 ms after stimulus onset. The recordings were then baseline corrected
using the pre-stimulus interval of -200 ms to 0 ms as baseline for each epoch. Artifact rejection was
then done on each channel for signals above 100 mV or below -100mV. Any bad channels were then
deleted. Missing channels in each recording were then interpolated using the spherical interpolation
routine in EEGLAB 8.0.3.
4.3 Data analysis
EEG ﬁles from each condition were then divided by stimulus to create two ﬁles for each
condition (one with word epochs, and one with non-word epochs). Each participant has four epoch
ﬁles. For the ﬁrst condition each participant has an epoch ﬁle with the frequent stimulus (i.e. words)
and a ﬁle for the rare stimulus (i.e. syllables). For the second conditions the participants have an
epoch ﬁle for the frequent stimulus (i.e. non-words) and the rare stimulus (i.e. words). Latency
and the amplitude of the P3 were measured manually in EEGLAB for each individual participant
in both rare conditions.
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4.4 Statistical analysis
Statistical analysis using repeated measures analysis of variance (ANOVA) was done to deter-
mine the eﬀect of condition type and ear of presentation on amplitude of the P3, latency of the P3,
and reaction time. Reaction time information was not included for one subject due to a computer
error that resulted in the reaction times not being recorded.
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Figure 4.1: Spectogram and time-amplitude waveform for the /bæ/ and /bæd/ stimuli used in
the experiment. The /bæ/ syllable is displayed on top. It was created by extending the vowel
in the /bæd/ stimuli to match the total length. The other syllable and word combinations were
constructed in the same way.
Chapter 5
Results
Accuracy of responses was monitored using the reaction time data. Participants responded
accurately on average 93.07% of the time. The participants on average miss identiﬁed non-target
stimuli as target stimuli 0.51% of the time. The accuracy rates suggest that participants were able
to accurately respond to the targets.
5.1 Planned Comparisons
Planned comparisons were used to assess the eﬀect of condition and ear on the latency and
amplitude of the P3 response on channel PZ. Channel PZ had the most characteristic waveform of
the P3 and showed the largest amplitude for the majority of subjects. A 2 (condition) by 2 (ear)
repeated measures ANOVA was used to test eﬀects on the latency of the P3. Controlling for ear,
condition was a signiﬁcant predictor of latency with conditions where the words were rare having
a shorter average P3 latency [F*(1,9)=25.37, p=0.0007]. There was no signiﬁcant eﬀect for ear of
presentation controlling for condition [F*(1,9)=0.28, p=0.612]. The interaction of ear and condition
was signiﬁcant with participants performing faster on average in their left ear compared to their
right ear when syllables were targets and faster in their right ear than their left ear when words were
targets [F*(1,9)=7.38, p=0.0238]. Figure 5.1 shows the interaction eﬀect. A second 2 (condition)
by 2 (ear) repeated measures ANOVA was used to test eﬀects on the amplitude of the P3. Ear was
the only signiﬁcant eﬀect, with the P3 having a larger average amplitude for presentations made
in the left ear than the right ear controlling for condition [F*(1,9)=5.37, p=0.0457]. There was no
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signiﬁcant eﬀect of condition on amplitude controlling ear [F*(1,9)=0.02, p=0.8951]. There was also
not a signiﬁcant interaction of ear and condition on amplitude [F*(1,9)=0.29, p=0.6033]. Figure
5.2 shows the ear eﬀect on amplitude.
5.2 Reaction times:
A 2 (ear) x 2 (condition) repeated measures ANOVA was conducted on the natural log
of the reaction times. Controlling for ear, condition was a signiﬁcant predictor of reaction time
with participants responding faster when words were targets than when syllables were targets
[F(1,8)=5.73, p=0.0436]. There was no signiﬁcant eﬀect of ear on reaction times controlling for
condition [F*(1,8)=2.10, p=0.1853] and there was no signiﬁcant interaction of ear and condition
[F*(1,8)=0.13 p=0.7251].
5.3 Omnibus Test:
Amplitude and latency of the P3 was collected on nine channels (F3, FZ, F4, P3, PZ, P4,
C3, CZ, and C4). The frontal electrodes did not show a typical P3 peak but showed a negative
going peak after 300 ms. The omnibus tests for the 2 (condition) x 2 (ear) x 9 (channel) repeated
measures ANOVA revealed no signiﬁcant eﬀect on amplitude probably due to variability of the
frontal electrodes. The same was true for 2 (condition) x 2 (ear) x 9 (channel) the repeated measures
ANOVA predicting latency.
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Figure 5.1: The average peak latency of the P3 component. This ﬁgure shows the interaction eﬀect
with a shorter P3 latency occuring in the right ear for words and in the left ear for syllables. This
interaction is signiﬁcant and suggests that in terms of the P3 response the right ear advantage may
not hold for syllables.
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Figure 5.2: The average peak amplitude of the P3 component.This ﬁgure shows the signiﬁcant
diﬀerence between the left and right ear controlling for condition of the P3 component . This shows
that the P3 amplitude is larger for the stimuli played in the left ear than stimuli played in the right
ear controlling for condition.
Chapter 6
Discussion
Prior research has shown that participants have faster reaction times when responding to
words compared to non-words of the same length (Forster & Chambers, 1973). A similar result is
seen for this data in Figure 6.1. It has been proposed that the reason for this diﬀerence in reaction
times is due to a lexicon search. In this model of language processing participants must search the
entire lexicon to identify a non-word, while they only have to search for a word until they ﬁnd the
word in their lexicon. The results of this experiment suggest that the attentional systems responsible
for the P3 may be playing a role in the earlier identiﬁcation of words compared to non-words. These
results may suggest that it is not a lexicon search that is causing words to be classiﬁed earlier, but
rather working memory and attentional systems. Participants are presumably exposed more to the
word stimuli used in this experiment during their daily activities than the non-word stimuli. It may
be that the frequency of exposure is developing more eﬃcient sensory pathways for those stimuli or
is developing patterns of activation that the brain can attend to faster.
The observed interaction of P3 latency (Figure 5.1) was not expected prior to the experimental
analysis. The interaction shows that for the word stimuli the right ear has a shorter P3 latency
than the left ear, which is the right ear advantage for language that has been previously described
(Catlin, VanDerveer, & Teicher, 1976). The right ear advantage has been shown in reaction time
data and is seen in the reaction time to a variety of linguistic stimuli including syllables (Catlin et
al., 1976). The right ear advantage was seen in the reaction times for both words and syllables in
this experiment (Figure 6.1); however the P3 response suggests that something subtler is occurring.
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In a simple model like the Wernicke-Geshwind model a stimulus played in the left ear activates the
right auditory cortex, which then sends information to the language centers in the left hemisphere
for processing. A stimulus played in the right ear is processed in the left auditory cortex, which
then sends information to the language centers in the left hemisphere. Activation of the language
centers occurs faster for stimuli in the right ear due to the proximity of the left auditory cortex to
the language centers. The interaction eﬀect seen in this data showed that the right ear had a longer
P3 latency than the left ear for the syllable stimuli. This is not what is expected from the right ear
advantage. If a lexicon search was causing the delayed classiﬁcation of the syllables, then it may be
expected that the syllables would show the same right ear advantage. This interaction of the P3
suggests that this is not the case. Perhaps the sensory cortices are driving the P3 response to the
syllable stimuli. If the P3 is generated primarily by the right hemisphere as proposed (Alexander
et al., 1996), then the right auditory cortex which is presumably closer to the generators of the P3
in the right hemisphere than the left auditory cortex maybe activating the P3 in a shorter time due
to the diﬀerence in proximity.
In pattern recognition theory of language processing the brain builds representations of words
based on the neurons that are activated by a stimulus. By recognizing consistent patterns the brain
is able to determine the meaning of what is being presented. As a word is processed more and more
times the pattern of neuron activation is established and made easier to recognize by the brain. The
right ear sends sensory information to the left cortex. The right ear is likely to be faster at processing
language since the left auditory cortex is closer to the language centers and may be able to establish
stronger patterns more easily. The syllables in the experiment are not very common in day-to-day
speech and do not carry important meaning in isolation. Therefore in pattern recognition theory
they would not be able to establish a strong pattern in either hemisphere so the hemisphere closest
to the attentional and memory centers that generate the P3 has the shorter latency.
This framework of developing of patterns that are easier to recognize is further supported by
recent ﬁndings in participants with epilepsy using intercranial EEG. Boatman-Reich et al. (2010)
showed that word stimuli cause increased gamma activation in the auditory cortex when compared
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to tones (Crone, Boatman, Gordon, & Hao, 2001). It may be that the meaningfulness of words
compared to tones causes the increase in gamma activity. This increase in gamma activity may
extend to words and non-words. In a serial processing model of language processing this early
gamma activity seen in the auditory cortex is being activated prior to the engagement of the
language areas (i.e. Wernicke's Area, and Broca's Area). It is possible that early gamma activity
in the auditory cortex is driving the P3 response, such that increased gamma activity decreases the
P3 latency.
The scalp maps in ﬁgure 6.2 also show diﬀerences in the processing of the words compared
to the syllables. The scalp maps were constructed on the group average data and show the scalp
distribution at the average P3 latency for all of the subjects. The scalp maps show similar scalp
topographies between the words and syllables; however there may be a slight left shift in the posterior
electrodes for the words that is not as prevalent in the syllables. It could be that this left shift is
showing stronger activation of the language areas (e.g. Broca's and Wernicke's areas), or it could
simply be showing a diﬀerence in the timing of area activations. We intend to further exploit these
pattern shifts in future experiments in order to determine if the patterns reveal true diﬀerences in
stimulus processing.
The amplitude results show that the left ear produces an overall greater amplitude than the
right ear controlling for condition on the PZ electrode. This can be seen in Figures 5.2 and 6.3
where the PZ electrode shows a larger amplitude for the left ear in both conditions. One reason
that this may be is that the left ear engages both the right and left hemisphere prior to or during the
generation of the P3. The words and syllables presented in the left ear are ﬁrst processed in the right
hemisphere and then in the language centers in the left hemisphere. Sometime after the activation
of the right auditory cortex the P3 is generated and it may have an increased amplitude since
information is already being processed in the left hemisphere or is being sent to the left hemisphere.
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6.1 Stimulus Eﬀects
One possible source of latency diﬀerences in this experiment is in the timing of the ﬁnal
consonant onset. It is possible that the phonetic content is causing the reduction in latency for the
word stimuli. The addition of a third phoneme (a consonant) may be causing the diﬀerence in the
latency of the P3, and increasing the speed of classiﬁcation. In a pattern recognition framework
this would mean that the change in activation of the auditory cortex and areas connected to the
auditory cortex caused by the onset of the ﬁnal consonant are leading to the earlier identiﬁcation
of the words compared to the syllables.
While the syllables cannot be identiﬁed except by the absence of the ﬁnal consonant, words
can be identiﬁed as soon as the ﬁnal consonant is produced, and possibly even at the transition
from vowel steady state to the consonant onset. The ﬁnal consonant in the stimuli lasted for an
average of 40.75 ms. However, the diﬀerences in the latency of the P3 response were larger than
what is accounted for by the onset of the ﬁnal consonant. Controlling for the ear of presentation
the diﬀerence of between the latency of the P3 was 48.35 ms shorter for words than for the syllable
targets. The reaction times were not diﬀerent when accounting for the onset of the ﬁnal consonant.
The properties of the stimuli do not account for the interaction eﬀect of the P3 latency
observed in the data. It is still interesting that the word stimuli have a shorter P3 latency in the
right ear compared to the left and the syllables have a shorter P3 latency in the left ear compared
to the right. This suggests that the diﬀerence in meaningfulness is playing a role in the detection of
the two stimuli. In future studies we intend to match stimuli on phonological properties including
phoneme length, and phonotactictic probability to future examine the linguistic variables that aﬀect
speed of classiﬁcation. We also intend to look at possible eﬀects of diﬀerent types of phonemes on
the latency and amplitude of the P3 response. It may be that consonants are easier to detect than
vowels or vice versa.
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Figure 6.1: Average Natural Log Reaction Times. This ﬁgure shows the average of the log(reaction
time) for the group. The words are responded to signiﬁcantly faster than the syllables. In both
conditions, the responses to targets are faster in the right ear than in the left ear. This is not
statistcally signiﬁcant.
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Figure 6.2: Group Average scalp maps at the average P3 latency. This ﬁgure shows a leftward shift
in the scalp map for the word stimuli in the left and right ear.
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Figure 6.3: Group average ERPs. The left ear (blue) has a higher amplitude P3 component than the
right ear (green) in both conditions this diﬀerence is signiﬁcant. The light shaded area represents 3
standard deviation around the mean signal noted by the solid line.
Chapter 7
Conclusion
In this task words and syllables are categorized diﬀerently as indexed by the P3. It seems
that words are categorized faster than syllables based on the results from reaction times and the
P3 latency. These results also suggest that the right ear advantage may only hold for words and
not syllables in the P3 response. These results also seem to suggest that there is a diﬀerence in
the way the brain attends and classiﬁes word compared to syllables. It would be interesting to see
if diﬀerences in processing can be detected in the earlier components (e.g. P1, N1, and P2). If
diﬀerences are detected in the earlier components that could suggests that diﬀerences in processing
of words and syllables are happening as early as the auditory cortex, which could have implications
in theories of language processing, brain computer interface development, and clinical management
of auditory prostheses.
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