To validate models of light propagation in biological tissue, experiments to measure the mean time of flight have been carried out on several solid cylindrical layered phantoms. The optical properties of the inner cylinders of the phantoms were close to those of adult brain white matter, whereas a range of scattering or absorption coefficients was chosen for the outer layer. Experimental results for the mean optical path length have been compared with the predictions of both an exact Monte Carlo 1MC2 model and a diffusion equation, with two differing boundary conditions implemented in a finite-element method 1FEM2. The MC and experimental results are in good agreement despite poor statistics for large fiber spacings, whereas good agreement with the FEM prediction requires a careful choice of proper boundary conditions.
Introduction
Near-infrared light has been increasingly applied for use in tissue near-infrared spectroscopy 1NIRS2 [1] [2] [3] [4] [5] [6] [7] and optical imaging [8] [9] [10] [11] [12] [13] [14] for diagnosis. A major problem in these techniques is that the light travels considerably farther through biological tissue than the physical length between its input and output points because of multiple scattering. This leads to difficulties in the quantification of NIRS measurements and to poor resolution and contrast in reconstructed images. The ability to directly measure the optical path length from the time of flight of short light pulses through the tissue has been a great advance and has helped to overcome many of the problems. 15 Accurate modeling to predict light propagation in tissue is also important both to the quantification of the NIRS data and to the reconstruction of optical-property distributions because inverse methods based on a deterministic description of light propagation are essential to predicting the optical properties of tissue from the time-of-flight measurements. 16 Various models have been developed to calculate light propagation in tissue, and they are classified into either stochastic or deterministic methods. Monte Carlo 1MC2 modeling represents a stochastic method that can be applied to an inhomogeneous medium that has an arbitrarily complex geometry, [17] [18] [19] [20] whereas approaches based on solutions of the diffusion equation are the most popular deterministic method. The diffusion equation, including its time-dependent form, can be solved analytically for a homogeneous medium, 16, 21 especially for simple geometries such as infinite space or an infinite slab, but the derivation of the solution is computationally intensive for more complex geometries such as circles and spheres. Numerical methods have also been used to solve the diffusion equation, and the finitedifference method has been applied to solve the diffusion equation under restricted conditions for an inhomogeneous medium. 22, 23 However, the finiteelement method 1FEM2 is a robust and efficient method for solving the diffusion equation, and it can be applied to complex geometries and inhomogeneous media. [24] [25] [26] It should be obvious that the prediction of these theoretical models must be validated against experimental results. Time-of-flight measurements for tissue-equivalent phantoms whose optical properties are predetermined have been performed for this purpose. However, for the most part, only simplegeometry, homogeneous phantoms have been used in previous experimental validations, and as yet, to our knowledge, there have been few rigorous experimental validations of the accuracy of the predictions for inhomogeneous media and complex geometries such as layered cylinders. One reason for this use of only simple phantoms is that most previous studies have been performed on liquid phantoms [27] [28] [29] for which it is difficult to produce inhomogeneities without having some boundary material between the different media, which introduces unwanted changes in the optical properties.
In this study, time-of-flight measurements have been performed on inhomogeneous phantoms to validate both the MC and FEM models. Solid phantoms were made of a stable and reproducible material whose optical properties can be predetermined to match those of any tissue. 30, 31 The geometry of the phantoms constituted a concentric cylinder, the outer layer of which had different optical properties than those of the inner cylinder. The mean optical path length was calculated from the temporal pointspread function 1TPSF2, obtained from time-of-flight measurements by the use of a short-pulsed laser and a streak camera. 15 The theoretical prediction of the mean optical path length was carried out with both MC modeling 18, 32, 33 and the FEM. 24 For the FEM two types of boundary conditions were incorporated into the model, 26 and the results are compared. The fraction of the total optical path length spent in the inner cylinder was also calculated with both models to permit the influence of overlying tissue to be estimated.
Optical Path Length
The path length of light propagating in biological tissue is considerably greater than the geometric distance between the source and the detector because of the high degree of scattering. For obtaining absorption changes in biological tissue from changes in attenuation through tissue, the modified Beer-Lambert law has been shown to be applicable. 15 In the modified Beer-Lambert law the differential path length DP is defined as the local gradient of the attenuation 1DOD2 versus the absorption-coefficient change 1Dµ a 2. It has been shown experimentally that the differential path length can be approximated with the mean optical path length 7L8. 15 The optical path length can be obtained by the measurement of the mean time of flight 7t8, which is the time taken for a photon to travel from source to detector, as shown by
where c is the speed of light in the medium. In practice, the TPSF, which is the temporal intensity distribution of a picosecond light pulse broadened by the different scattering paths, is measured with a streak camera to obtain the mean optical path length. In the case of a nonscattering medium, the differential path length is equivalent to the geometric distance, and the relations shown in Eq. 112 correspond to the Beer-Lambert law. In NIRS, oxygen-dependent absorption changes that are due to hemoglobin and cytochrome oxidase in tissues can be deduced from the attenuation change by use of the modified Beer-Lambert law. A dimensionless factor, i.e., the differential pathlength factor 1DPF2, is often used in these studies. This factor is defined as
where D is the physical spacing between the source and detection positions. The DPF indicates how many times longer than the physical distance D the detected light has traveled. In inhomogeneous media the physical meaning of the DPF is vague, but it is often used instead of the differential path length in clinical studies because most current NIRS instrumentation cannot measure the path length directly, so data on only DOD and D are available. It has, however, been shown that for various tissues the DPF is approximately constant after D exceeds 2.5 cm. 32 In an inhomogeneous medium a partial optical path length 7L i 8 can be defined as an extension of the concept of the mean optical path length. It indicates the path length traveled by the light within the partial medium i. The partial optical path length approximates the partial differential path length PDP i , which is the partial derivative of the attenuation coefficient versus the absorption coefficient of each homogeneous medium in an inhomogeneous tissue 33 :
The sum of the partial optical path lengths over all the medium is equivalent to the mean optical path length. It is necessary to know the partial differential path length to quantitate NIRS data measured in an inhomogeneous tissue. The contribution of an absorption change in a particular region to the attenuation can be implied from the fraction of the total optical path length in that region to the overall mean optical path length. However the partial optical path length 7L i 8 cannot be deduced from only the TPSF itself.
Methods of Numerical Calculation

A. MC Modeling
MC modeling is a stochastic method that is arguably related to the physics of the photon propagation. It has the advantages of being conceptually simple and of permitting direct handling of complex geom-etries and optical inhomogeneity. The calculations in this study were performed by the use of the variance-reduction technique with survival weighting. 18 Photons that have a unit weight are injected one by one into the object surface at a point defined as 0°, and the angular position of the emerging photons with respect to this point is noted. This position represents a collimated infinitesimal point source. The propagation of a photon in the medium is determined with the scattering coefficient, the phase function, and random numbers. The successive scattering lengths l i are determined as shown below by Eq. 142:
where µ si is the scattering coefficient of medium i and P is a random number between 0 and 1. Successive scattering angles are calculated from random numbers and the scattering phase function. The scattering phase function is a normalized angular distribution of the scattering intensity and was derived from the Mie theory by use of the measured size distribution of scattering particles in the phantom material. 34 If a photon crosses the boundary from medium i to medium j, the scattering length in the second medium l j is corrected with the scattering coefficients in each medium as l j 5 1µ si @µ s j 2l j 8, where µ s j is the scattering coefficient of the second medium and l j 8 is the uncorrected scattering length. 33 The reflectance is calculated with the Fresnel law, and the angle of transmittance is subject to the Snell law. When the photon is scattered out of the object, the ultimate survival weight W of the photon is calculated from the absorption coefficient µ ai of medium i and is recorded, together with the accumulated path length, in each medium:
where W 0 is the survival weight of the photon, reduced only by reflection and refraction on the boundary. To enable comparisons with both the experimental and the FEM data, in this study we have implemented both a two-dimensional 1circle2 and a three-dimensional 1cylinder2 model; in each, 5 million incident photons were traced for each phantom.
B. FEM
The diffusion equation, which approximates to the transport equation, 35 has frequently been used to describe light propagation in a highly scattering medium. In this study the time-independent diffusion equation shown in Eq. 162 was used to describe light propagation in tissue:
where c is the velocity of light, q 0 1r2 is the source distribution, F1r2 is the photon density distribution, and k is the diffusion coefficient, defined as
where µ s 8 is the transport scattering coefficient, µ s 8 5 11 2 g2µ s , and g is the mean cosine of the singlescattering phase function. The FEM is a general technique for the numerical solution of partial-diffusion equations. The basic idea of the FEM is that a model that satisfies the diffusion equation 162 is divided into elements, and an approximate solution to the equation is calculated over each element. The solution for the whole model can be derived from the algebraic relations between the solutions for each element.
Because an appropriate boundary condition is needed to solve the diffusion equation, two types of boundary conditions have been implemented, and the results are compared. 26 The first boundary condition is the Dirichlet condition, as shown in Eq. 182:
where j is the position on the boundary and ≠V indicates the boundary of the medium. This boundary condition is physically equivalent to a perfectly absorbing medium surrounding the object. The second boundary condition is the Robin boundary condition, which assumes there are no photons coming into the object through the boundary unless they enter at the source position:
where e n is the outward-directed normal to ≠V at j.
The Robin boundary condition is a more general assumption, and the internal reflection R can be incorporated into it. In this study a polynomial approximation was used for calculating R, 36 given by R < 21.4399n 22 1 0.7099n
where n is the refractive index of the medium. Although a single collimated laser beam is input onto the phantom surface in the experiments, an isotropic point source is incorporated into the model. The isotropic point source is located 1@µ s 8 below the surface at the irradiated position, which has been shown to approximate the collimated laser beam. 26 In the FEM the domain of the medium is divided into nonoverlapping elements to seek a continuous and a piecewise polynomial approximation F h of F. In this study a two-dimensional circular model 30 mm in diameter was used; it was divided into 22,312 triangular elements with 11,335 nodes to match the experiment. The Galerkin approach of weighted residuals 24 was used to find the solution for F h . Although the whole TPSF cannot be obtained from the time-independent diffusion equation 162, the mean time of flight can be calculated directly as the first moment. 37 
Experimental Setup
A. Phantom Design
The phantom for the experiments was a solid cylinder with a 30-mm outer diameter and a 70-mm height. The geometry of the inhomogeneous phantom is shown in Fig. 1 . It consists of two homogeneous concentric cylinders, with the thickness of the outer layer 2 mm. The phantom was made of a clear polyester plastic containing titanium dioxide to alter its scattering coefficient and dyes to alter the absorption coefficient. 30 The scattering phase function used in the numerical calculation was derived from Mie theory by use of the measured size distribution of the titanium dioxide particles. The mean cosine of the single-scattering phase function of the titanium dioxide was 0.58. 34 One homogeneous and four inhomogeneous phantoms in which either the scattering or the absorption coefficient of the outer layer was substantially different from that of the inner cylinder were used in the experiments. The optical properties of each phantom are shown in Table 1 . The transport scattering and absorption coefficients of the homogeneous phantom 1A2 were 6.4 and 0.02 mm 21 , respectively, at 800 nm. In the inhomogeneous phantoms 1B-E2, the optical properties of the inner cylinder were the same as those of the homogeneous phantom. The differences in the optical properties of the outer layer of the inhomogeneous phantoms were, for B, a low µ s 8 1µ8 s,out < 0.25µ8 s,in 2; for C, a high µ s 8 1µ8 s,out < 1.3µ8 s,in 2; for D, a low µ a 1µ a,out < 0.1µ a,in 2; and for E, a high µ a 1µ a,out < 5µ a,in 2. The optical properties of the inner cylinder were almost equivalent to those of human adult brain white matter, 38, 39 and the ratio of the thickness of the outer layer to the overall phantom diameter was chosen to be comparable with that of the thickness of the scalp and skull to the diameter of human head. The diameter of the phantom was much smaller than that of a human head to keep the computation time of the MC modeling within reasonable limits.
B. Time-of-Flight Measurement
A picosecond-pulsed laser and a streak camera were used to measure the TPSF's of the phantoms. The optical arrangement is shown in Fig. 2 . The laser system consisted of a cw argon-ion laser pumping a Ti:sapphire laser. Laser pulses of an approximately 2-ps half-maximum width at a wavelength of 800 nm were emitted at 82 MHz. Most of the laser light was coupled through a variable neutral density filter into an optical fiber with a 50-µm core diameter and guided to the phantom. A part of the laser beam was sampled and relayed directly to the streak camera as a time reference pulse. The transmitted light was collected in a fiber bundle through a pinhole with a 1-mm diameter and then was conveyed to the streak camera. The TPSF's at various detection angles were measured by the streak camera and its associated camera and the data then stored in the computer. The mean time of flight was calculated from the TPSF after software corrections for nonlinearity, sensitivity shading, etc., in the streak camera.
Results and Discussion
The mean times of flight and corresponding mean optical path lengths measured for the homogeneous phantom 1A2 and the inhomogeneous phantoms 1B-E2 as a function of the detection angle are shown in Fig. 3 . The path lengths predicted by the twodimensional and three-dimensional MC models and the FEM with both the Dirichlet and Robin boundary conditions are also indicated in Fig. 3 . For the homogeneous phantom, A 3Fig. 31a24, there is a good agreement among all predictions and the experimental results, although the MC-model predictions show a high variance caused by poor statistics at large detection angles. There are slight differences between the two-dimensional 1dashed curve2 and threedimensional 1solid curve2 MC models, but these are largely within the statistical error. The statistical error decreases with the square root of the number of detected photons. 19 In this study the number of incident photons was the same for each model, and 1a2 1d2 1b2 1e2 1c2 Fig. 3 . Plots of the mean times of flight and the corresponding mean optical path lengths as functions of the detection angles estimated with two-dimensional 12D2 and three-dimensional 13D2 MC modeling and the FEM with either Dirichlet or Robin boundary conditions, together with the experimental results 1the means of three measurements 61 SD2: 1a2 homogeneous phantom A, 1b2 inhomogeneous phantom B with a low-µ s 8 outer layer, 1c2 inhomogeneous phantom C with a high-µ s 8 outer layer, 1d2 inhomogeneous phantom D with a low-µ a outer layer, 1e2 inhomogeneous phantom E with a high-µ a outer layer.
consequently the number of photons detected at a particular detection angle in the two-dimensional model is more than that in the three-dimensional model. However the numbers of detected photons at large detection angles in the two-dimensional model are still insufficient to achieve a good statistical prediction. The differences in the FEM predictions that were caused by the boundary conditions are again small, but the predictions with the Robin boundary condition 1long-dash-short-dash curve2 are closer to the experimental results than are those with the Dirichlet boundary condition 1long-dash curve2. The significant difference between the results of each arithmetic method can be observed in the predictions for inhomogeneous phantom B, 3Fig. 31b24, which has the low value of µ s 8 in the outer layer. The predictions from the two-dimensional and threedimensional MC models and the FEM with the Robin boundary condition agree well with the experimental results, but the predictions from the FEM with the Dirichlet boundary condition considerably overestimate the path length at intermediate detection angles 160°, u , 120°2. For the other inhomogeneous phantoms, C-E 3Figs. 31c2-31e24, all predictions agree with the experimental results to within the experimental error. To enhance the differences between each prediction, especially at small detection angles, we divided the mean optical path lengths 7L8 by the chord length between the source and detection positions, and these results are shown in Fig. 4 . They approximate the differential pathlength factor DPF used by many in the NIRS field. Overall, the predictions from the three-dimensional MC models are the closest to the experimental data. The predictions from the FEM with the Robin boundary condition tend to overestimate the experimental results at small detection angles, but they agree well with the predictions of the two-dimensional MC model. The predictions from all numerical calculations are close to the experimental results when the detection angle is larger than 30°, except for those of the FEM with the Dirichlet boundary condition for inhomogeneous phantom B with a low-µ s 8 outer layer. In a previous study, 26 a rigorous investigation of the effect of the boundary and source conditions on the FEM predictions for a homogeneous medium were reported, and the results were compared with MC modeling. This study showed that the predictions from the FEM with the Robin boundary condition closely matched these of the MC model when the internal reflection was taken into account, whereas the predictions from the FEM with the Dirichlet boundary condition closely matched those of the MC model when internal reflection was ignored. The difference caused by the boundary condition is slight in the case of the homogeneous phantom, but it is obvious that the prediction for the phantom with a low-µ s 8 outer layer contains considerable error. This error suggests that the Dirichlet boundary condition is not sufficient to describe light propagation around the object surface.
In the present study a two-dimensional circular mesh was used for the FEM instead of a threedimensional cylindrical model because a threedimensional mesh requires considerable computer memory and computation time for matrix manipulation. The discrepancies in the DPF's between the FEM prediction with the Robin boundary condition and the experimental results are observed at only small detection angles. However, the FEM predictions agree well with those of the two-dimensional MC model. This agreement suggests that the error in the DPF predicted with the FEM at small detection angles is caused by the use of the twodimensional circular-mesh model as an approximation of the three-dimensional cylindrical phantom. However the optical path length calculated with both the FEM and the two-dimensional MC method agree with the experimental result at large detection angles, even though the scattering of light is confined to a single plane. In theory, a three-dimensional homogeneous cylindrical model with an infinite line source is equivalent to a two-dimensional circular model. Our results indicate that the twodimensional approximation to the cylindrical model does not cause a significant error in the prediction of the mean optical path length at large detection angles.
The relative mean optical path lengths of the inhomogeneous phantoms normalized by the equivalent mean optical path length of the homogeneous phantom are shown in Fig. 5 . The results are calculated from the FEM prediction with the Robin boundary condition. The relative mean optical path lengths at large detection angles, when the detection fiber is located almost opposite the source fiber, are close to 1.0 and almost constant in spite of differences in the optical properties of the outer layers. The relative mean optical path lengths at small detection angles depend highly on the optical properties of the outer layer. The mean optical path lengths in the inhomogeneous phantoms with low-µ s 8 or high-µ a outer-layer values are shorter than that in the homogeneous phantom, whereas those in the inhomogeneous phantoms with high-µ s 8 or low-µ a outer layers are greater than that in the homogeneous phantom.
In case of the low-µ s 8 outer layer, the distance between scattering events in the outer layer is longer than that in the homogeneous phantom. This longer distance means that photons can reach the detector through this layer with less scatter, so the mean optical path length is significantly shorter than that of the homogeneous phantom. For similar reasons, the mean optical path length of the phantom with the high-µ s 8 outer layer is longer than that of the homogeneous phantom. In case of the high-µ a outer layer, the scattering probabilities are equal to those of the homogeneous phantom, but the high µ a reduces the survival probability of photons that travel long distances in the outer layer. This reduction in survival probability means that only those photons whose partial path lengths in the outer layer are short can survive to reach the detector, hence the mean optical path length for this phantom is shorter than that of the homogeneous phantom. In the case of the phantom with an outer layer of low µ a , the photons that travel long path lengths in the outer layer can survive, and the mean optical path length becomes longer than that of the homogeneous phantom.
The fraction of the optical path length spent in the inner cylinder is shown in Fig. 6 . Because the fractional optical path length cannot be estimated from the experimental TPSF, the results predicted by the three-dimensional MC model and the FEM with the Robin boundary condition are compared. For reference a hypothetical inner cylinder is assumed in the homogeneous phantom, and the fractional optical path length is also calculated for this, 1a2 1d2 1b2 1e2
1c2 Fig. 4 . Plots of the mean optical path length 7L8 divided by the chord length, which approximates the DPF, as a function of the detection angles corresponding to Fig. 3 : 1a2 homogeneous phantom A, 1b2 inhomogeneous phantom B with a low-µ s 8 outer layer, 1c2 inhomogeneous phantom C with a high-µ s 8 outer layer, 1d2 inhomogeneous phantom D with a low-µ a outer layer, and 1e2 inhomogeneous phantom E with a high-µ a outer layer.
as well as for the other, inhomogeneous phantoms. The fractional optical path lengths calculated with both methods agree well. In all cases, the fraction of the optical path length in the inner cylinder is less than 20% when the detection angle is less than 15°. Similarly, the fractional optical path length of all the phantoms is more than 80% when the detection angle is greater than 130°. Between these angles the fractional optical path length for each phantom depends on the optical properties of outer layer.
In the phantom with the high-µ a outer layer, the fraction of the optical path length in the inner cylinder is the greatest of all the phantoms and reaches 80% at 60°. This result means that most of the detected photons take a detour into the inner cylinder, because the photons traveling a long path in the outer layer are absorbed and vanish. In the phantoms with low µ s 8 or µ a in the outer layer, the photons easily travel in the outer layer, thus the fractional optical path length in the inner cylinder becomes shorter than that of the hypothetical inner cylinder of the homogeneous phantom. The fractional optical path length in phantom C with a high-µ s 8 outer layer is almost the same as the hypothetical fractional path length in the homogeneous phantom, although the mean optical path length is longer. This finding means that the optical path lengths both in the outer layer and in the inner cylinder increase. In this case the photons in the inner cylinder travel more easily than those in the outer layer, and the photons tend to pass through the inner cylinder. The increase of the fraction of the optical path length in the inner cylinder that is caused by the penetration of the photons is as great as the increase in the outer layer that is caused by frequent scattering. The results predicted from the FEM with the Dirichlet boundary condition generally tend to underestimate the optical path length. Furthermore in the prediction for the phantom with a low-µ s 8 outer layer, the variation of the mean optical path length with the detection angle is significantly different from that derived from other numerical predictions and from experimental results. Little discrepancy is observed between the predictions with the Robin and Dirichlet boundary conditions for the inhomogeneous phantom with a high-µ a outer layer. The fractional optical path length in the inner cylinder of the phantom with a low-µ s 8 outer layer is the lowest, whereas that of the phantom with a high µ a is the greatest, of all the phantoms, as shown in Figs. 4 and 6. This relation suggests that the error in the FEM prediction with the Dirichlet boundary condition increases as the photon density near the surface of the phantom rises.
Although the optical properties of the inner cylinder and the ratio of the thickness of the outer layer to the phantom diameter are chosen to be comparable with those of human adult brain, the overall diameters of these phantoms are significantly smaller, and their interpretation of head anatomy is much simpler than in real life. The results shown here cannot, therefore, be applied directly to NIRS or imaging of the human head. However the results reveal that the optical properties in the outer layer significantly affect the optical path length, and thus the phantoms contain enough inhomogeneity for experimental validation of the numerical predictions. The calculation for both the two-dimensional and three-dimensional MC models took approximately 30 h of CPU time on a Sun Sparc 20 workstation for each model. Because the statistics of the MC prediction improve with the number of detected photons, which reduces exponentially as the fiber spacing increases, then, if the diameter of the model were doubled, we would require hundreds of times as many incident photons to keep the same statistical errors at particular detection angles. The restriction of the phantom diameter is thus caused by the calculation time for MC modeling, and it is not practical to calculate the mean optical path lengths for a realistically sized adult head model with the MC method. However there is some hope that one could calculate the optical path length in a realistically sized neonatal head model because, not only is the head smaller, but also the brain has a lower scattering coefficient than that of the inner cylinder in this study. On the other hand, it took only approximately 3 min of CPU time for the equivalent FEM calculations. A major problem with the use of the FEM technique as applied to a realistic threedimensional head model is the amount of computer memory required for matrix manipulation. However, if a two-dimensional head model, which needs less memory, can be shown to satisfactorily approximate the three-dimensional model, then the FEM can be used to calculate light propagation in realistically sized human head models.
Conclusions
Time-of-flight measurements on concentric cylindrical inhomogeneous phantoms were carried out to validate the accuracy of both MC and FEM models for inhomogeneous media. The accuracy of the FEM prediction depended on the boundary condition used. The Robin boundary condition leads to good agreement between predicted and experimental results for all phantoms. On the other hand, the FEM prediction with the Dirichlet boundary condition produces considerable error in cases in which there is a high photon density near the surface of the phantom. The mean optical path lengths derived by the three-dimensional MC model agrees closely with the experimental data, as do those from the FEM model with the Robin boundary condition, although the MC data have poor statistics at large detection angles. Minor discrepancies in the FEM predictions are caused by the use of a two-dimensional circular mesh model for calculation, and it is expected that a proper model expansion to three dimensions will enable more accurate prediction.
