Abstract-The university student's dropout is a problem that affects the governments, institutions and students. It has negative effects on the high expenditure in the administrative and academic resources. Predicting dropout has become an advantage for university administrators because it allows discovering students that are at risk of dropout as well as develop actions that allow taking decisions in a timely manner. This research presents a neural network approach through the application of multilayer perceptrom algorithms and radial basis function. As input variables to the models, 11 factors were considered, which produce a negative influence in the desertion at the universities; the data was obtained from a survey of 2670 students of a Public University in Ecuador. The results showed that there is no significant difference in the accuracy rates of the proposed models which correspond to 96.3% for multilayer perceptrom and 96.8% for radial basis function. As a conclusion, the studied models could be considered as an optimal option in terms of accuracy and concordance to predict dropout at the universities.
I. INTRODUCTION
Students' desertion at the universities is considered as a problem that affects higher education institutions worldwide [1] . Nowadays, the high dropout rates are considered as possible deficiencies in the undergraduate education system [2] . This can be evidenced in the academic and administrative management reports presented by government agencies worldwide. In the United States, the dropout rate at first and second year reaches 44.8% [3] , 15 .9% corresponds to the dropout rate in India [4] , in countries such as Colombia, Ecuador and Brazil, the dropout rate at the universities exceeds 40% according to the United Nations (UN) in 2016.
As a result, the dropout is a consequence of a set of factors that interact with each other which have a negative influence in students to not finish their university studies successfully [5] . Dropout is considered as the voluntary or involuntary M. Alban, She is with the Faculty of Engineering and Applied Sciences of the Technical University, Cotopaxi (e-mail: mayra.alban@utc.edu.ec).
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early abandonment of a study program, in which the student discards the successful completion of their studies [6] . This phenomenon is still present in the higher education system and is related to negative effects such as the high economic and social cost that affects the student and the universities [7] . Although there is a large number of studies to try to solve the problem of dropout and determine its causes, there is a limited scientific production that incorporates machine learning algorithms such as neural networks that allows discovering the knowledge based on the nature of the variables obtained through the behavior of the students to know their condition of risk to dropout.
To design actions that allow to decrease the desertion rates at the universities, two models of neural networks, multilayer perceptrom and radial base function are proposed. The results of this research will help universities administrators to promote changes in their academic policies and strategies in order to reduce their dropout rates.
This article is organized in five sections. Section II presents the background, theory and literature review. The materials and methods are presented in Section III. Section IV presents the results and the discussion and in Section V there is the conclusions.
II. BACKGROUND THEORY AND LITERATURE REVIEW
Several studies to predict dropout have been identified in the literature review, developed for the early identification of vulnerable and prone students to leave university classrooms. Table I shows some jobs that use neural networks classifier to predict dropouts in universities. Early warning system to predict the dropout of students in Information Literacy and Information Ethics careers. [9] Prediction of desertion in Spain [10] Prediction of the desertion through characteristics of the academic, financial, demographic performance of the students. [11] Prediction of the desertion in Czech Republic, through data collected in students of the career of Applied Informatics [12] Methodology to connecting the analysis of learning and educational data mining and solve the problem of dropout at the university [13] Proposed a cluster set as a frame of data transformation to identify a prediction of dropout more precise [14] Prediction method of the dropout at the university in Mé xico [15] Prediction of the desertion in Europe through data collected in students of the Faculties of Economic Sciences [16] III. MATERIALS AND METHOD
A. Data Collection
The data set used corresponds to information obtained from 2670 students enrolled in undergraduate studies in the Administrative and Human Sciences Careers of the Public University of Ecuador. The data was collected through an online survey applied through Google Form. The survey was applied to university students from the first to the four academic year. The period of analysis includes the study cohorts from 2014 to 2017.
The information of the students used in the investigation includes demographic and student behavior data, information related to the university education methodologies, data corresponding to the academic processes and socioeconomic information of the students.
B. Result Analysis
For the development of the research, the stages were applied which are presented in Fig. 1 . As a first step, the integration and cleaning of the data obtained from the survey is established, this step was carried out to determine that there is no information redundancy and blank fields or data that may affect the prediction process. The process of the extraction of factors determines the importance of the variables and are considered as predictors in the input layer of the neural network models.
For the data modeling process, two machine learning techniques were selected based on radial function and multilayer perceptrom, used for being an automatic learning approach for discovering knowledge regarding the behavior of variables with dropout in universities.
The prediction process was used to determine the degree of causality existing between the factors of admission to the models and the desertion. An evaluation of the neural network models was carried out through metrics of precision prediction as sensibility.
IV. RESULT AND DISCUSSION

A. Data Preprocessing
The extraction of the most appropriate factors from the data set was carried out. Which were selected through the determination of weights that establish the importance of the factors based on their attributes, using the ranking method. The definition of the variables used is presented in Table II and the value corresponding to the weights of the variables is presented in Table III . 
B. Prediction of University Student Dropout
The objective of the experimental process is to demonstrate that neural networks can be used as high performance algorithms to predict college dropout. Therefore, a comparison was made between two perceptrom multilayer algorithms and the radial basis function.
Secondly, the performance of the applied methods is evaluated to determine the significant differences of the results obtained in terms of the accuracy of the prediction.
Para Montaño [17] neural networks are considered information processing systems based on connections through neurons. It works through the sum of the weights of the factors
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that are compared as threshold values to obtain an activation or output. Its objective is to select based on the internal parameters of the input layer, the relationships between the connections de las the neurons through the training of the network [18] . Neural networks being one of the most popular methods of machine learning, this has been widely used in education for its ability to recognize patterns in student behavior based on the identified factors.
The weighted sum of the input values for the neural network were considered based on the weights assigned to each of the input functions presented in equation (1), used to define the neurons of the network and considered as the Input parameters of the proposed model.
F=(a1x1+a2x2+a3x3……+b+anxn)
( 1) where: a = the weight of the variable x = neural network entry variable y = output function of the neuronal b = bias
For modeling the neural network, binary variables will be considered, that is, 0 to predict that students will drop out of college and 1 to predict that college students will not drop out of college.
On the other hand, for the construction of the first model, multilayer perceptrom was used. The values of the weights are determined from the training sample and the error function of the neural network considered as the mean square error [19] . The partition data set corresponds to 60% (1602 cases) of training and 30% (801 cases) for the testing, leaving an additional 10% (267 cases) for the reservation.
In the architecture of the model, it was considered as the minimum number of units of the hidden layer 1 and a maximum value of the hidden layer units 50. For the training process of the neural network, the sigmoid logarithmic function was used. In addition, crossed entropy was used as an error function. The summary of the model using is presented in Table V . The results obtained from the neural network using the SPSS software correspond to 11 factors used in the input layer and defined as independent variables and a dependent variable (DES). The number of occupied layers 1a is equal to 9 and the activation function of the hidden layer used was the hyperbolic tangent, while the activation function of the output layer was softmax. Fig. 2 presents the curve of elevation of the dependent variable (DES), for the prediction model using multilayer perceptron. The 11 factors are used as independent variables for the input layer. In the hidden layer, the number of units is equal to 7a through the softmax activation function.
The data partition set with 70% (2183 cases) of training and 40% (979 cases) for testing. As in the multilayer perceptrom neural network, the 11 factors are used as independent variables for the input layer. In the hidden layer, the number of units is equal to 7a through the softmax activation function.
For the output layer, the dependent variable (DES) was considered again, the number of units equals 2 using the Identity activation function and the sum-of-squares error function. The number of hidden units is determined by the test data criterion, the optimal number of hidden units is the one that produces the smallest error in the test data. The summary of the model used is presented in Table V . On the other hand, for evaluate the feasibility of the model the curve is analyzed Roc (receiver operating characteristics) and determine the predictive capacity of prediction models. This type of graphics are created based on pseudo probabilities that use the error of the quadratic sums and the activation function of the output layer. The Fig. 4 shows the visual representation the sensitivity determined in the column (Y) versus the specificity presented in column (X) in relation to the dependent variable DES.
The metric sensitivity is considered as the relation of positive truths while the specificity is the relation of true negatives of the cut points of the neural network [20] .
As can be seen, both techniques show an optimal performance in terms of prediction accuracy in universities. There are no significant differences in terms of accuracy between the two models, therefore it can be considered that these can be an option to accurately predict the students at risk of leaving the university classrooms. The results of the prediction process are presented in Fig. 5 and Table VI. V. CONCLUSION
The article presents an application of neural networks through the implementation of multilayer perceptrom algorithms and radial basis function as predictive methods of dropout of students at the universities. 11 factors were considered as variables of income to the prediction models, according to the process of variable selection Teacher's commitment to the student, Students acquired addictions, Limited knowledge about specialized software usage in the university major, were those that have higher index of importance in the proposed models
The results of the analysis showed that the multilayer perceptrom has a prediction rate of 96.3%, while the accuracy rate of the radial base function corresponds to 96.8%. This indicates that models of neural networks are reliable for the identification of students at risk of dropping out of the universities.
These results can help administrators of universities in order to take decision timely and in the implementation of strategies that allow reducing their dropout rates.
