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Summary
Thermodynamics of information processing
Information processing is ubiquitous in biological systems: Bacteria measure the
gradients of the concentration of external nutrients to determine their swimming
direction; cells pass faithful copies of their genetic information on to their progeny,
and large neural networks are capable of performing complex motor control tasks.
These systems are all surprisingly robust, despite the fact that they are operating
in noisy environments, and they can be very precise: kinetic proofreading, a mech-
anism for high-fidelity copying of the genetic code, achieves an error probability
of just 3× 10−8 per letter.
From a thermodynamic perspective, it is the efficiency of these processes which
stands out: E.coli, a bacterium, is near-perfect in exploiting a given energy budget
to adapt its sensory apparatus to changes in its environment, while the human
brain consumes less than 20 watts. These facts suggest that thermodynamics
played an important role in the evolutionary “design” of the chemical and neural
networks that underlie biological computation.
Non-equilibrium statistical physics has made great strides over the last twenty
years which have made it fit to study to study fluctuating systems far from equi-
librium. Stochastic thermodynamics has emerged from this effort as a mature
framework, based on the mathematical theory of Markov processes. It is partic-
ularly suited to study the interplay of dissipation and information processing in
small systems far from equilibrium. Encouraged by its successful application to
the problem of sensing, where cells continuously dissipate free energy to monitor
the external state of affairs, here we study a new problem: learning.
Information processing and learning in neural
networks
Learning is about extracting models from data and applying them to new problems.
In living systems, these processes are implemented in neural networks, where a
large number of nerve cells, the neurons, are connected to each other. These
neurons communicate with each other using action potentials, the brief electric
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pulses that are used universally as the basic token of communication in neural
systems. A single neuron can thus be understood as a logical gate within the
network: Its input is the activity of all its incoming connections to other neurons,
each of which can be firing or not. Its output is also binary: it can either fire
another action potential, or stay silent.
Action potentials are transmitted between neurons via synapses. The so-called
weight of a synapse connecting neurons A and B determines how much neuron B
is affected by the inputs it receives from A. The larger the weight, the more likely
B is to fire an action potential of its own if it receives an action potential from
A. More generally, the set of weights in a network determine how that network
processes information. The adaptation of synaptic weights is thought to be the
key mechanism for memory formation and learning.
Our approach in this work is to study simplified models of neurons, mostly the
famous perceptron, well known from machine learning and statistical physics and
inspired by neurobiology. It is the basic building block of neural networks. We
focus on the dynamics of the weights, which completely characterise the network,
as they evolve to fulfil a certain learning task. Changing these weights in finite
time in a noisy environment is a non-equilibrium process and hence incurs a finite
thermodynamic cost in the form of dissipated free energy. The key question is
this: how much energy must a neural network dissipate in order to learn?
Building a model
We first study a perceptron with N weights which has to build a model for a set
of data. Specifically, the network is given a fixed set of P inputs, each of which
has a true label which was drawn at random, independently of the input and of
the other labels. The goal of learning is to adjust the weights of the network such
that the perceptron is able to reconstruct the true labels for as many inputs as
possible.
We show that the thermodynamic cost of building such a model, measured by
the total entropy production of the weights, is an upper bound on the amount of
information that the network can extract from the data, measured by the mutual
information between the true labels of the fixed inputs and the labels that the
perceptron reconstructed. This is true for perceptrons with any number of weights
N learning any number of samples P .
Our bound is sharp, as it can be saturated by a neuron with a single weight
learning a single sample, for example. Since the number of connections a neuron
makes can be on the order of thousands, we also study learning in the thermody-
namic limit, where we let the number of weights and the number of samples both
go to infinity while keeping their ratio on the order of one.
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Generalising from examples
Perceptrons have the remarkable property that they can learn from examples and
generalise what they have learnt to new problems. This feature of perceptrons is
most conveniently analysed for a neural network learning a rule. The rules we want
to learn are Boolean functions: they take an input and map it to a binary output,
the input’s true label. The rule to be learned is implemented by another neural
network, called the teacher. The perceptron has to infer this rule from a number of
examples, i.e. from a number of input-label pairs supplied by the teacher, without
having direct access to the weights of the teacher network. We are interested in
the ability of the network to emulate the function after a training period. How
well do the outputs of the student match the correct output of the teacher for any
given input?
Generalising from examples is a different problem from building a model for a
number of fixed input-label mappings that we discussed in the previous section.
The true labels in the first problem were drawn at random for each input, and hence
uncorrelated to the inputs and to each other. Hence there is no generalisation error
for building a model – if the true label of every input is determined by pure chance,
the mappings carry no information about the label of a previously unseen input.
Here, the examples are all generated by the same teacher and hence allow the
student to generalise from the examples to previously unseen inputs if it can infer
the weights of the teacher.
We show that the accuracy with which the neuron is able to apply the rule to
previously unseen inputs, given by the mutual information between the true and
the predicted label for a randomly chosen input, is constrained by the total entropy
production of a single weight during the learning process.
We can refine this bound using concepts from steady state thermodynamics. To
that end, we split the total entropy production into two contributions. Applying
non-equilibrium constraints such as a fluctuating learning force during online learn-
ing leads to adiabatic entropy production to maintain the steady state. Driving the
system from one steady state to another will additionally lead to a non-adiabatic
entropy production. This rate goes to zero in the steady state. We show that
the non-adiabatic entropy production per weight, which is of order one, is also an
upper bound on the mutual information between the true and predicted label.
Our results apply to a wide variety of learning algorithms. For illustration pur-
poses, we analyse the dynamics and thermodynamics of three learning algorithms
in particular: Hebbian learning, which was inspired by the neurobiology of memory
formation; the celebrated Perceptron algorithm, whose discovery led to a surge in
interest in neural networks in the 1960s and which is still very influential; and fi-
nally AdaTron learning, a refinement of the Perceptron algorithm with surprising
dynamical features.
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Universal costs of learning and a general
time-energy-information trade-off
Our results for learning in neural networks immediately raise two questions. First,
one may of course ask whether the total entropy production is a universal bound
for learning for a reasonable class of learning problems and algorithms beyond
the perceptron and supervised learning. Second, it is intriguing to wonder about
the explicit role of time: although the inequalities derived in the previous chapters
hold at all times, time does not explicitly enter the results. This raises the question
whether there is a general trade-off between dissipation, information and learning
duration.
In the final chapter of this thesis, we answer both these questions in the affirm-
ative. We consider a very general inference problem, which encompasses the super-
vised learning problems of the previous sections, but also applies to unsupervised
learning problems and architectures beyond the perceptron, such as multi-layer
neural networks or Random Boltzmann machines, and allows for algorithms that
employ feedback. Our approach is based on modelling the dynamics of all these
systems using Bayesian networks. We prove an integral fluctuation theorem for a
very broad class of learning problems and algorithms, including those with feed-
back. The second law that follows from this fluctuation theorem shows that the
entropy production of the degrees of freedom of the learner is a universal bound
for the information acquired during learning.
Second, we use the newly discovered thermodynamic uncertainty relation to
derive a general relationship between energy, time and information that applies
to learning. In this inequality, an undesirable quantity, the average entropy pro-
duction of the whole system, bounds the product of two desirable quantities: the
speed and the reliability of learning, which is the inverted variance of the total
information acquired by the weights up to time t.
Concluding perspectives
The final analysis of the universal costs of learning completes the analysis of the
stochastic thermodynamics of learning, which was the goal we set for ourselves at
the outset.
Our work opens up numerous avenues for further research. Among them are the
design of optimal algorithms from a thermodynamic perspective and the analysis
of more complicated neural architectures. Looking towards quantum computation,
it will be intriguing to study the trade-off between increased computational power
and the inevitable dissipation increase that quantum coherence brings, at least in
the linear response regime.
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Summary
We have focused on the thermodynamic bounds on learning in this thesis, but
dissipation is of course not the only thing that constraints the ability of neural
networks and similar systems to compute. It has recently become clear that the
behaviour of computational systems with respect to other constraints like the
computation time and the amount of available data can be understood as phase
transitions using statistical physics. It would be intriguing to see whether our
thermodynamic bounds fit into this picture, and if so, where they can be found.
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Zusammenfassung
Thermodynamik der Informationsvorbereitung
Informationsverarbeitung ist entscheidend für Lebewesen: Bakterien messen den
externen Konzentrationsgradienten von Nahrungsmolekülen, um über ihre bevor-
zugte Schwimmrichtung zu entscheiden; Zellen geben präzise Kopien ihrer Erbin-
formation an ihre Nachfahren weiter, und neuronale Netzwerke sind in der Lage,
komplexe Bewegungen zu planen und auszuführen. All diese Systeme sind bemer-
kenswert robust, obwohl sie starken thermischen Fluktuationen ausgesetzt sind,
und sie können sie sehr präzise sein: kinetic proofreading, ein Mechanismus um
genetische Information akkurat zu kopieren, erzielt eine Fehlerwahrscheinlichkeit
von lediglich 3× 10−8 pro Buchstaben des genetischen Codes.
Aus der Sicht der Thermodynamik sticht die Effizienz dieser Systeme hervor.
E.coli, ein Bakterium, kann ein gegebenes Energie-Budget fast perfekt ausnutzen,
um sein sensorisches Netzwerk an die Umgebung anzupassen, und das menschli-
che Gehirn benötigt lediglich 20 Watt. Diese Beobachtungen legen nahe, dass die
Thermodynamik eine entscheidende Rolle bei der Evolution von informationsver-
arbeitenden Systemen in der Biologie gespielt hat.
Die statistische Physik fern vom Gleichgewicht hat in den letzten zwanzig Jah-
ren große Fortschritte gemacht. Mit der stochastischen Thermodynamik ist dabei
eine ausgereifte Rahmentheorie für das Studium von stark fluktuierenden Sys-
temen fern vom Gleichgewicht entstanden, die auf der mathematischen Theorie
der Markov-Prozesse basiert. Diese Theorie eignet sich insbesondere für die Ana-
lyse des Zusammenspiels zwischen Dissipation und Informationsverarbeitung. Im
Bereich der Chemotaxis hat die stochastische Thermodynamik bereits wichtige
Einblicke ermöglicht. Ermutigt von diesen Erfolgen wenden wir ihre Methoden in
dieser Arbeit auf ein neues Problem an: das Lernen.
Informationsverarbeitung und Lernen in neuronalen
Netzen
Das Ziel des Lernens ist es, aus bestehenden Datensätzen Modelle zu entwickeln
und diese Modelle dann auf neue Fälle anzuwenden. Diese Prozesse werden in
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Lebewesen von neuronalen Netzen geleistet, in denen eine große Anzahl von Ner-
venzellen, die sog. Neuronen, miteinander verbunden sind. Neuronen kommuni-
zieren miteinander durch den Austausch von Aktionspotentialen. Dies sind kurze
elektrische Signale, die über Synapsen von einem Neuron zum anderen übertragen
werden. Ein einzelnes Neuron kann dabei als Schaltelement interpretiert werden:
seine Eingabe ist die Aktivität aller Neuronen, mit denen es verbunden ist. Diese
Neuronen können entweder ein Aktionspotential senden oder nicht. Die Ausga-
be des Neurons ist wiederum binär: entweder versendet das Neuron ein weiteres
Aktionspotential, oder es schweigt.
Aktionspotentiale werden über Synapsen zwischen den Neuronen übertragen.
Die Gewichtung der Synapse, die Neuron A mit Neuron B verbindet, ist ein Maß
dafür, wie sehr Neuron B von einem Aktionspotential beeinflusst wird, das von
Neuron A gesendet wird. Je größer die Gewichtung, desto wahrscheinlicher ist es,
dass B seinerseits mit einem Aktionspotential wreagiert. Die Gesamtheit der Ge-
wichtungen in einem neuronalen Netzwerk regelt so, wie das Netzwerk Information
verarbeitet. Die Änderung der Gewichtung wird allgemein als die neurophysiolo-
gische Grundlage von Lernen und Gedächtnis angesehen.
Unser Ansatz in dieser Arbeit ist das Studium von einfachen Modellen von
Neuronen und insbesondere des bekannten Perzeptron-Modells, das von neurobio-
logischen Netzwerken inspiriert ist und eine große Rolle in der statistischen Physik
und im maschinellen Lernen spielt. Das Perzeptron ist der Baustein, aus dem
komplexere neuronale Netze gebaut werden können. Unser Fokus liegt auf der Dy-
namik der Gewichtungen des Perzeptrons. Die Änderung dieser Gewichtungen in
endlicher Zeit in Gegenwart eines Wärmebads ist ein Nichtgleichgewichtsprozess,
der thermodynamische Kosten in der Form von dissipierter freier Energie mit sich
bringt. Die entscheidende Frage ist also die folgende: Wie viel freie Energie muss
ein neuronales Netzwerk dissipieren, um zu lernen?
Modellfindung in neuronalen Netzen
Wir analysieren zunächst ein Perzeptron mit N Gewichtungen, welches ein Modell
für einen Datensatz finden soll. Genauer gesagt werden dem Netzwerk eine Reihe
von P Eingaben gegeben. Jede Eingabe hat ein wahres, binäres Label, das zufällig
ausgewählt wird. Ein einzelnes Label ist dabei weder mit der dazugehörigen Ein-
gabe noch mit den anderen Labels korreliert. Das Lernziel in diesem Problem ist,
einen Satz von Gewichtungen zu finden, mit denen das Netzwerk das Label für so
viele Eingaben wie möglich korrekt reproduzieren kann.
Wir zeigen in dieser Arbeit, dass die thermodynamischen Kosten bei der Modell-
findung, also die totale Entropieproduktion der Gewichtungen, eine obere Schranke
für die Information darstellen, die das Netzwerk aus dem Datensatz extrahieren
kann. Wir messen diese Informationsmenge mit der gegenseitigen Information zwi-
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Zusammenfassung
schen den wahren Labeln der Eingaben und den Labeln, die das Netzwerk repro-
duziert. Unsere Ungleichung gilt für Netzwerke mit beliebig vielen Gewichtungen
N und Datensätzen mit beliebig vielen Eingaben P .
Unsere Schranke ist scharf, da sie zum Beispiel saturiert wird von einem ein-
fachen Netzwerk mit einer einzelnen Gewichtung, das das Label einer einzigen
Eingabe lernt. Da die Zahl von Synapsen pro Neuron in realistischen Netzwerken
durchaus in die Tausende gehen kann, studieren wir als ein weiteres Beispiel das
Lernen im thermodynamischem Limes, wo wir die Zahl der Gewichtungen und
die Zahl der zu lernenden Eingaben gegen unendlich gehen lassen, während das
Verhältnis P/N von der Ordnung eins bleibt.
Verallgemeinerung zu unbekannten Eingaben
Das Perzeptron hat die bemerkenswerte Fähigkeit, von Beispielen lernen und das
Gelernte auf neue Probleme übertragen zu können. Dies kann am besten für ein
neuronales Netzwerk analysiert werden, das eine Regel lernt. Die Regeln, die wir
lernen wollen, sind Boolesche Funktionen: sie weisen einer Eingabe ein binäres La-
bel zu. Diese Regel wird von einem anderen neuronalen Netzwerk implementiert,
dem Lehrer. Der Student muss die Form der Regel, also die Gewichtungen des
Lehrers, aus einer Reihe von Beispielen für die Regel erschließen. Die Beispiele
bestehen aus Eingabe-Label Paaren. Die Gewichtungen des Lehrers hingegen sind
unzugänglich. Unser Interesse gilt der Fähigkeit des Studenten, nach einer Trai-
ningsphase den Lehrer zu simulieren und das Label von Eingaben vorherzusagen,
die das Netzwerk während der Trainingsphase nicht zu sehen bekam.
Dieses Problem ist insofern verschieden von der Modellfindung, die wir zunächst
besprachen, als dass es in dem vorigen Problem keine sinnvolle Verallgemeinerung
gibt: wenn alle Labels zufällig und unkorreliert zu den entsprechenden Eingaben
oder den anderen Labels gezogen werden, dann sagt ein Datensatz mit Eingabe-
Label Paaren nichts über das Label für eine weitere Eingabe aus. Bei einem Netz-
werk, dass von einem Lehrer lernt, ist die Lage eine andere: hier sind die Labels
alle vom Lehrer generiert und deswegen korreliert. Ein Datensatz mit einer gewis-
sen Größe erlaubt so die Verallgemeinerung, d.h. die Vorhersage des Labels für
Eingaben, die nicht Teil des Traningssatzes waren.
Wir messen die Fähigkeit des Studenten, die Regel von den Beispielen auf un-
bekannt Eingaben zu übertragen, mit der durchschnittlichen gegenseitigen Infor-
mation zwischen dem wahren Label, bestimmt durch den Lehrer, und dem vor-
ausgesagten Label des Studenten für eine beliebige Eingabe. Wir zeigen in dieser
Arbeit, dass diese Information durch die durchschnittliche Entropieproduktion ei-
ner einzelnen Gewichtung im Netzwerk während des Lernens beschränkt ist.
Wir können diese Schranke mithilfe von Konzepten aus der stochastischen Ther-
modynamik für stationäre Zustände verschärfen. Dazu teilen wir die totale Entro-
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pieproduktion in zwei Beiträge auf. Das Anlegen von äußeren Zwangsbedingungen,
wie z.B. einer fluktuierenden Kraft auf die Gewichtungen, führt zur sogenannten
adiabatischen Entropieproduktion. Das Treiben eines Systems von einem statio-
nären in einen anderen stationären Zustand liefert einen einmaligen Beitrag zur
totalen Entropieproduktion, die sog. nicht-adiabatische Entropieproduktion, de-
ren Rate im stationären Zustand identisch null wird. Wir zeigen, dass die nicht-
adiabatische Entropieproduktion ebenfalls eine obere Schranke für die gegenseitige
Information zwischen dem wahren und dem vorhergesagten Label für eine beliebige
Eingabe darstellt.
Unsere Ergebnisse gelten für eine große Klasse von Lernalgorithmen. Zur Illus-
tration unserer Ergebnisse analysieren wir die Dynamik und die thermodynamische
Effizienz dreier Algorithmen: Hebbsches Lernen, ein Algorithmus, der von neuro-
biologischen Studien in der Erinnerungsbildung inspiriert wurde; dem Perzeptron
Algorithmus, dessen Entdeckung eine große Welle des Interesses an neuronalen
Netzen in den 1960er Jahren auslöste und bis heute sehr einflussreich geblieben
ist; und schließlich noch dem AdaTron Algorithmus, der eine Verfeinerung des
Perzeptron Algorithmus darstellt und interessante dynamische Eigenschaften auf-
weist.
Die universelle Kosten des Lernens und die
Beziehung zwischen Zeit, Energie und Information
Unsere bisherigen Ergebnisse werfen zwei Fragen auf. Zunächst gilt es, den ganzen
Gültigkeitsbereich für thermodynamische Schranken an das Lernen zu bestimmen:
können wir universelle Schranken für Lernprobleme und -algorithmen finden, die
über das Perzeptron und das überwachte Lernen hinaus gehen? Weiterhin ist es
interessant, über die Rolle der Zeit beim Lernen zu spekulieren. Die Ungleichungen,
die wir bis jetzt besprachen, gelten zwar zu allen Zeiten, aber die Zeit taucht in
den Formeln nicht explizit auf. Gibt es einen allgemeinen Zusammenhang zwischen
Dissipation, Information und Lerndauer?
Im letzten Kapitel dieser Arbeit beantworten wir beide Fragen positiv. Wir ana-
lysieren das Lernproblem als allgemeines Inferenzproblem basierend auf kausalen
Bayesianischen Netzwerken. Unser Modell beschreibt überwachtes und unüber-
wachtes Lernen, deckt viele verschiedenen Architekturen ab, darunter z.B. mehr-
lagige neuronale Netze oder Boltzmann Maschinen, und erlaubt die Verwendung
von Lernalgorithmen, die auf Rückkopplung beruhen. Wir beweisen ein integrales
Fluktuationstheorem für dieses Modell. Die daraus resultierende Form des zweiten
Hauptsatzes zeigt, dass die Entropieproduktion in den Freiheitsgraden der Model-
le eine universelle Schranke an die Menge an Information ist, die gelernt werden
14
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kann.
Weiterhin nutzen wir die kürzlich entdeckte thermodynamische Unschärferela-
tion um eine allgemeine Beziehung zwischen Dissipation, Zeit und Information für
das Lernen herzuleiten. In der resultierenden Ungleichung beschränkt die Entropie-
produktion des gesamten Systems, eine unerwünschte Größe, das Produkt aus zwei
wünschenswerten Größen, nämlich dem Quadrat der Lerngeschwindigkeit sowie der
Verlässlichkeit des Lernens, welches das Inverse von der Varianz der akquirierten
Information ist.
Ausblick
Die abschließende Analyse der universellen thermodynamischen Kosten des Ler-
nens vervollständigt die stochastische Thermodynamik des Lernens, deren Formu-
lierung das Ziel dieser Arbeit war.
Unsere Arbeit wirft verschiedene Fragen zur weiteren Erforschung auf. Das Ent-
wickeln von thermodynamisch optimalen Lernalgorithmen ist eine interessante,
aber sicher auch sehr herausfordernde Aufgabe. Eine weiteres offenes Problem
ist die Analyse der verschiedenen Kriterien, die komplexe, mehrlagige neurona-
le thermodynamisch effizient machen und welche dieser Kriterien in biologischen
Netzwerken wiedergefunden werden.
Die Quantenphysik verspricht eine neue Generation von Computern, die un-
ter Ausnutzung von Kohärenzen zwischen den Qubits gewaltige Zugewinne bei
der Rechenleistung erreichen sollen. Kohärenzen zwischen Freiheitsgraden führen
allerdings auch unausweichlich zu einer verminderten Effizienz von quantenme-
chanischen Wärmekraftmaschinen, zumindest im linearen Regime. Das Ausloten
dieser gegensätzlichen Effekte – gesteigerte Rechenleistung bei gleichzeitig steigen-
der Dissipation – stellt ein faszinierendes Forschungsprojekt dar.
Wir haben uns in dieser Arbeit auf die thermodynamischen Schranken des Ler-
nens konzentriert, jedoch ist die Dissipation nicht die einzige Einschränkung für
neuronale Netzwerke – man denke nur an die endliche Zeit, die für jede Berech-
nung zur Verfügung steht, oder die Größe der Datenmenge, die nötig ist, um erfolg-
reich Inferenzprobleme zu lösen. Das Verhalten von neuronalen Netzen hinsichtlich
dieser Schranken kann mithilfe der statistischen Physik als Phasenübergang be-
schrieben werden. Es bleibt zu klären, ob unsere thermodynamischen Schranken
ebenfalls in diesen Rahmen passen, und welche Rolle sie dort spielen.
15

Publications
Parts of this thesis have been or will be published in:
• S. Goldt and U. Seifert
Universal costs of learning
in preparation
• S. Goldt and U. Seifert
Thermodynamic efficiency of learning a rule in neural networks
New J. Phys. 19 113001 (2017)
Copyright (2017) by IOP Publishing Ltd and Deutsche Physikalische Gesellschaft.
Published under the Creative Commons Attribution 3.0 Unported licence
(https://creativecommons.org/licenses/by/3.0/).
• S. Goldt and U. Seifert
Stochastic Thermodynamics of Learning
Phys. Rev. Lett. 11, 11601 (2017)
Reprinted excerpts and figures with permission.
Copyright (2017) by the American Physical Society.
• J. Fuchs, S. Goldt and U. Seifert
Stochastic thermodynamics of resetting
EPL 113 60009 (2016)
17

1 Introduction
1.1 A new realm for thermodynamics
Information processing is ubiquitous in biological systems: Bacteria measure the
gradients of the concentration of external nutrients to determine where to swim
next [1]; cells pass faithful copies of their genetic information on to their pro-
geny [2], and large neural networks are capable of performing complex motor con-
trol tasks [3]. These systems are all surprisingly robust, despite the fact that they
are operating in noisy environments [1, 4], and they can be very precise: kin-
etic proofreading [5–7], a mechanism for high-fidelity copying of the genetic code,
achieves an error probability of just 3× 10−8 per letter [8].
From the perspective of thermodynamics, it is the efficiency of these processes
which stands out: E.coli, a bacterium, is near-perfect in exploiting a given energy
budget to adapt its sensory apparatus to changes in its environment [9], while the
human brain consumes less than 20 watts [10]. These facts suggest thermodynam-
ics played an important role in the evolutionary “design” of the chemical and neural
networks that underlie biological computation. They motivate a detailed study of
the thermodynamics of these systems, not least with an eye towards building
nano-engines and improving the efficiency of current day super-computers, which
operate in the megawatt range [11]. However, classical thermodynamics seems
ill-suited for this endeavour on at least three levels: time, size, and driving.
Start with time. Classical thermodynamics is built around the notion of equi-
librium states and reversible transitions between them, which take place infinitely
slowly [12]. The brain, on the other hand, performs complex object recognition in
about 150 ms [13].
Driving a system far from equilibrium is key to the success of biological inform-
ation processing. The specificity of kinetic proofreading and other biochemical
processes is better than the differences in equilibrium free energies would sug-
gest [5]. This precision is possible because these systems operate far away from
equilibrium, at the expense of continuously dissipating free energy. This regime
is not covered by classical thermodynamics or non-equilibrium theories like linear
response theory [14, 15].
Finally, classical thermodynamics applies to large systems. This is most clearly
seen in statistical physics, which attempts to derive the thermodynamic laws for
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large systems from the microscopic dynamics of its constituents, e.g. the single
particles of gases [12, 16–18]. Key to this approach is the concept of a ther-
modynamic limit: as the system size increases (to infinity), a large assembly of
microscopic particles can be characterised completely by a only few, macroscopic
parameters like the temperature and pressure of a gas in a box. The evolution of
these parameters is then studied in thermodynamics. Biological systems on the
other hand are small: the reaction networks that underlie chemical sensing typic-
ally depend on the interplay of a number of molecules between 1 and 1000, to name
but one example [19]. On this level, the dynamics are irreducibly stochastic and
fluctuations, for example in the number of molecules, are important, but ignored
by classical thermodynamics.
These observations make it clear that a lot of conceptual work was required to
bring thermodynamics to the small, fluctuating systems far from equilibrium where
biological computations take place. To this date, the most complete formulation
of thermodynamics at this level is given by “stochastic thermodynamics” [20]. The
remainder of this introduction will highlight some of its features with a focus on
a number of model systems and experiments; a more technical discussion is given
in Chapter 2.
1.2 Scaling down
Figure 1.1 | A Watt steam engine built in
1859 in London. c© 2004 by Nicolás Pérez.
Reproduced with permission.
Classical thermodynamics started in
earnest with the quest for the ultimate
limits of power generation by steam en-
gines. This effort ultimately led to the
formulation of equilibrium thermody-
namics [23]. At the time, it was pos-
sible to ignore the role of thermal fluc-
tuations because the size of the engines
under consideration, such as the one
shown in Fig. 1.1, rendered them neg-
ligible.
This changed with the rapid im-
provements in the manufacturing and
controlling of mechanical devices down
to the micro- or even nanometre length
scale over the last three decades. They made it possible to design engines so
small that the thermal fluctuations in the system are comparable to the energies
of the system. The energy scale of these microscopic engines is typically on the
order of few kBT , more than 20 orders of magnitude below the typical energy
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a Schematic of a micrometre sized
stochastic heat engine. Reprinted
from [21].
b Cartoon of the enzyme ATP Syn-
thase from X-ray crystallography.
Reprinted from [2].
Figure 1.2 | Microscopic engines and the transformations they perform.
a Recent advances in the manipulation of mechanical devices down to the nanometre
length scale made it possible to build microscopic heat engines comprising just a single
colloidal particle [22]. It performs a Stirling cycle to convert thermal energy into mech-
anical work. b The ATP synthase is a membrane-bound enzyme that exploits a chemical
gradient to facilitate the synthesis of the energy storage molecule adenosine triphosphate
(ATP).
scale of classical engines (here T is the temperature of the surrounding medium
and kB is Boltzmann’s constant). This raises important conceptual questions for
thermodynamics: can concepts like work and heat be meaningfully applied to
small, fluctuating systems? Is there a consistent formulation of the second law of
thermodynamics at this level? The short answer is yes: thermodynamics can be
formulated consistently for small, fluctuating systems based on the mathematics
of Markov processes. We discuss this in detail in Chapter 2.
Stochastic thermodynamics came full circle with the theoretical proposal [21]
and experimental realisation [22] of a micro-metre sized heat engine. This engine
consists of just a single colloidal particle, immersed in a fluid bath and controlled
by an optical laser trap. It performs the equivalent of a classical Stirling cycle [12]
on a length scale roughly nine orders of magnitude below the steam engines of
Carnot’s time, see Fig. 1.2a. Since then, the size of the smallest heat engines has
shrunk even further, to machines using just a single atom [24, 25].
The appreciation of the molecular basis of life and the study of the molecu-
lar machinery that powers virtually all processes in cells opened up another av-
enue to use concepts of thermodynamics. A classic example is ATP synthase, a
membrane-bound enzyme that exploits a chemical gradient to facilitate the syn-
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thesis of adenosine triphosphate (ATP) [2]. This molecule has some particularly
high-energy phosphate bonds which are used in a plethora of other chemical pro-
cesses in the cell, making it the “energy currency” of molecular biology. ATP syn-
thase is highly efficient, in spite of the large fluctuations in its surroundings [26–
28]. Studying these molecules can give important insights for the design of artificial
nano-machines [29].
But it is not just fluctuations and far from equilibrium dynamics which play an
important role for the thermodynamics of small systems: so too does information,
which we consider in the next section.
1.3 Information is physical
The concept of information was given precise mathematical meaning in Claude
Shannon’s remarkable 1948 paper [30], which created the field of information the-
ory [31], see Sec. 2.3. Moreover, information is also physical [32]: it is stored and
processed using physical hardware, so information processing has to adhere to the
laws of physics. Thermodynamics in particular is closely intertwined with com-
putation. This insight goes back to a time before computers, when J.C. Maxwell
wondered whether the second law of thermodynamics would withstand the attack
of an intelligent being, Maxwell’s demon [17], who uses information to extract
work from thermal fluctuations∗.
A seminal observation was made by Landauer when he realised that the erasure
of one bit of information leads to at least kBT ln 2 of heat dissipation into the
surrounding bath and hence has an associated thermodynamic cost [42]. This
“Landauer principle” was recently experimentally verified [43, 44] using colloidal
particles. These systems are examples of engines for which information is either a
resource or the output. Figure 1.3a shows a concrete example of an engine that
uses information as a resource and converts it into potential energy. This “demon”
was realised in an ingenious experiment [41] involving a microscopic particle on a
staircase-like potential with step heights on the order of kBT (left of 1.3a). The
key idea is to rectify the thermal fluctuations, which occasionally push the particle
“up the staircase”, by applying feedback control: as an upward jump is observed,
a block is placed behind the particle to prevent downward jumps. Repeating this
cycle allows the particle to climb up the stairs without energy injection, thereby
converting the information gained by measurements into potential energy.
Information processing can easily be integrated into stochastic thermodynamics,
yielding a framework to study the interplay of dissipation and information pro-
∗ This idea spawned a debate that has produced an enormous amount of literature and confusion
and is still subject to active research and debate; for comprehensive reviews, see e.g. Refs.[33,
34], and for an analysis within stochastic thermodynamics Refs. [35–40].
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a Schematic of information-to-work
conversion using feedback. Reprin-
ted from [41].
b The biochemical network under-
lying chemotaxis in E.coli. Reprin-
ted from [9].
Figure 1.3 | Information can be a resource and an output of engines.
a Information can be used as a resource and be transformed into potential energy, for
example by using feedback to rectify the fluctuations in a colloidal particle to drive it
up a spiral-staircase like potential. b Schematic of the chemical network that underlies
chemotaxis in E.coli, a bacterium. In this network, chemical energy from ATP hydrolysis
is used to monitor the concentration of nutrients in the surrounding medium, effectively
converting potential into information.
cessing in small systems far from equilibrium. This integrated view paved the way
for a whole new area of research: biological information processing.
1.4 Three steps of biological information processing
The sensory system of E.coli that we mentioned in the introduction measures the
external concentration of nutrients to help the bacterium decide in which direction
to swim next. The chemical network that underlies this sensing mechanism, schem-
atically shown in Fig. 1.3b, can indeed be interpreted as an information engine. It
is maintained in a non-equilibrium steady state by the continuous dissipation of
free energy supplied by ATP molecules to precisely monitor the external concen-
tration of nutrients. By converting potential energy into information, this engine
performs the opposite operation of the demon in Fig. 1.3a.
Sensing has a history of interest from physicists going back at least to the sem-
inal work of Berg and Purcell [45] searching for the fundamental limits on sensing
imposed by physical laws. More recently, the application of stochastic thermo-
dynamics has provided some intriguing results with regards to the physical limits
on the speed, precision and thermodynamic cost of sensing [9, 46–58] and other
biomolecular processes [59–63].
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However, sensing is but the first of three steps of biological information pro-
cessing. After acquiring sensory information about the external state of affairs, an
organism has to build a model or a representation of the data is built to allow for
efficient processing. Such a model is then the basis for the third and final step:
processing previously unseen inputs by applying the model and making decisions
based on the model’s output, i.e. to “generalise” from past experience.
1.5 Aim and outline of this thesis
In this thesis, we study the last two steps of information processing, namely learn-
ing. In biological systems, learning and generalising is implemented in neural
networks, where vast numbers of neurons communicate with each other via action
potentials, the electric pulse used universally as the basic token of communica-
tion in neural systems [3]. We will interpret these neural networks as information
processing engines and use (stochastic) thermodynamics to answer the two funda-
mental questions of thermodynamics: (1) what are the limits on neural networks
imposed by thermodynamics and the Second Law in particular, and (2) how effi-
cient are neural networks at learning, i.e. how much free energy do they have to
dissipate in order to extract information from data or learn from examples?
This thesis is organised as follows. The next chapter gives a more technical
introduction into stochastic thermodynamics, with a focus on continuous degrees
of freedom and the thermodynamics of information processing. In chapter three,
we introduce a key model for a neural network, the famous perceptron, and focus
on the second step of information processing: building a model from data. In
Chapter 4, we study the ability of the perceptron to learn a rule from examples
provided by another neural network, called the teacher. We will derive thermo-
dynamic bounds on the ability of such a network to learn from examples and to
generalise its model to previously unseen problems. Finally, we derive an integ-
ral fluctuation theorem that imposes thermodynamic bounds on learning in neural
network that applies to a wide range of learning problems and neural architectures
in Chapter 5. We conclude this thesis by analysing the general trade-off between
dissipation, speed and reliability of learning in neural networks. Some promising
avenues for further research are outlined in Chapter 6.
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Two new ideas reinvigorated non-equilibrium thermodynamics in 1997. First,
K. Sekimoto realised that concepts from classical thermodynamics, in particu-
lar the first law, could be meaningfully applied to the stochastic trajectories of
small, fluctuating systems [64, 65]. Separately, C. Jarzynski derived his famous
non-equilibrium work equality [66, 67] which has the remarkable property of con-
necting the free energy differences between states, an equilibrium quantity, with a
non-equilibrium quantity, namely the work spent to drive the system from one state
to the other in finite time∗. These discoveries triggered an ambitious research pro-
gramme that has given rise to a framework called stochastic thermodynamics [72].
In this chapter, we will review some key concepts from stochastic thermodynam-
ics. Given the enormous amount of activity over the last 20 years, our selection
of topics here will necessarily be limited and guided by the requirements of the
following chapters. For example, we will focus on continuous degrees of freedom
with overdamped dynamics, although we stress that the concepts introduced in
this chapter apply to any form of Markovian dynamics, with discrete systems gov-
erned by master equations being another important class. An introduction to the
theory of (Markovian) stochastic processes from a physical point of view can be
found in the books by van Kampen [73], Gardiner [74] and Risken [75], while
a comprehensive review of stochastic thermodynamics was given by Seifert [20];
see also Refs. [40, 76–79] and for an overview over most recent developments, see
Ref. [80].
In the following, we will start with the dynamics and thermodynamics of a
colloidal particle on the level of single trajectories and on the ensemble level and
discuss their relation. We then analyse the interplay of dissipation and information
processing in N -particle systems and comment on the special features of non-
equilibrium steady states.
∗ The Jarzynski relation is indeed an example of what is now called a fluctuation theorem.
The first example of such a relation, which would now be called the steady-state fluctuation
theorem for entropy production, was discovered in numerical simulations of shear-driven flow
and justified heuristically by Evans, Cohen and Morriss [68]. It was later proven for different
dynamics and system classes [69–71].
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2.1 Thermodynamics on single trajectories
We consider the paradigmatic case of a colloidal particle immersed in a heat bath,
which is in equilibrium at temperature T . We will assume that the dynamics
of the particle are overdamped. It is then fully described by its position x(t),
which we interpret as the state of the random variable X(t). On the level of single
trajectories, the particle’s position obeys the Itô stochastic differential equation [74]
(SDE) for an infinitesimal time step dt,
dx(t) ≡ x(t+ dt)− x(t) = µF (x(t), λ) dt+ dW (t) (2.1)
where µ is the mobility of the particle and the Wiener process dW (t) is a random
process whose increments are normally distributed with mean 0 and variance 2D dt.
The diffusion constant D has to fulfil the fluctuation-dissipation relation
D = Tµ (2.2)
to ensure thermodynamic consistency of the Markovian dynamics [20]. In other
words, we assume that the degrees of freedom that make up the thermal bath
are always in equilibrium. Here and throughout this thesis, we set Boltzmann’s
constant kB = 1 to make entropy dimensionless without loss of generality∗.
Augmented with an initial condition x(0) = x0, this SDE generates individual
trajectories, depending on the realisation of the Wiener process, which models the
thermal fluctuations of the bath. The force acting on the particle can arise due to
a potential V (x, λ) or a non-conservative force† f(x, λ), so
F (x, λ) = −∂xV (x, λ) + f(x, λ) (2.3)
where ∂x ≡ ∂/∂x. Both contributions may vary in time via the control para-
meter λ(t). The Langevin equation for the position of the particle x(t), which is
more prevalent in the physical literature, reads
x˙(t) = µF (x, λ) + ζ(t) (2.4)
where the noise term ζ(t) is related to the Wiener process by dW (t) =
∫ t+dt
t dt′ζ(t′)
and obeys
〈ζ(t)〉 = 0, 〈ζ(t)ζ(t′)〉 = 2Dδ(t− t′) (2.5)
∗ For a system with discrete states and master equation dynamics, this is equivalent to imposing
a local-detailed balance condition on the ratio of transition rates between any two states.
† Although any force can always be written in terms of a potential in one dimension, we maintain
this separation because already in two dimensions, there are genuinely non-conservative forces
and the distinction will be useful from a conceptual point of view in the following.
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We will use angled brackets 〈·〉 to indicate averages over thermal noise throughout
this thesis, unless indicated otherwise. However, we note that only the SDE is
mathematically sound [73, 74] due to the irregularity of the noise term ζ(t) in the
Langevin equation. This will be important when we try to identify thermodynamic
quantities on the level of single trajectories.
2.1.1 Energetics and the first law
Sekimoto realised that the equation of motion (2.1) can be interpreted as a for-
mulation of the first law [64, 65, 78]. The most transparent way to see this is to
first consider the change in potential energy of a particle that is only subject to a
conservative force, i.e. f = 0. We then have
dV ≡ dλ ∂V
∂λ
∣∣∣∣∣
x(t),λ(t)
+ dx(t) ∂V
∂x
∣∣∣∣∣
x(t),λ(t)
+ dx2(t)12
∂2V
∂x2
∣∣∣∣∣
x(t),λ(t)
(2.6)
where we have to make sure that we expand the potential (or any function of x(t))
to second order in x(t) to obtain all the changes which are first order in time due
to the presence of the Wiener process. We can identify the first term in Eq. (2.6)
as the work done on the particle, which we will take to be positive,
d¯w ≡ dλ ∂V
∂λ
∣∣∣∣∣
x(t),λ(t)
. (2.7)
We will use small letters to denote quantities pertaining to individual trajectories
throughout. The heat dissipated into the environment due to friction [64, 81] is
the negative of the second term,
d¯q ≡ − dx(t) ∂V
∂x
∣∣∣∣∣
x(t),λ(t)
− dx2(t)12
∂2V
∂x2
∣∣∣∣∣
x(t),λ(t)
(2.8)
= − dx(t)12
 ∂V
∂x
∣∣∣∣∣
x(t),λ(t)
+ ∂
2V
∂x2
∣∣∣∣∣
x(t+dt),λ(t)
 (2.9)
≡ − dx(t) ◦ ∂V
∂x
∣∣∣∣∣
x(t),λ(t)
= dx(t) ◦ F (x(t), λ(t)) (2.10)
where we have defined the Stratonovich product ◦ which corresponds to the “mid-
point” rule for evaluating stochastic integrals and for which the ordinary rules of
calculus apply [74]. We note that the identification of the heat dissipated into the
reservoir as the Stratonovich product of total force on the particle and incremental
particle displacement is also valid with f 6= 0 and for underdamped dynamics.
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2.1.2 Entropy and the second law
Entropy can also be identified on the level of single trajectory. This quantity
has two contributions. First, the heat dissipated into the medium that we just
identified is associated with an increase of medium entropy
∆sm[x(t)] ≡ q[x(t)]/T (2.11)
where q[x(t)] is the total heat dissipated along the trajectory x(t). The second
contribution is identified as the stochastic entropy [82] or system entropy,
s(t) ≡ − ln p[x(t), t] (2.12)
which is evaluated by first solving the ensemble dynamics for p(x, t) and then
evaluating the distribution for the given time at the trajectory-dependent position.
The distribution p(x, t) for particle positions generated by the Langevin dynam-
ics (2.1) obeys the corresponding Fokker-Planck equation [75] (FPE)
∂tp(x, t) = −∂xj(x, t) (2.13)
≡ −∂x [µF (x, λ(t))p(x, t)−D∂xp(x, t)] (2.14)
where we have defined the probability current j(x, t). The FPE can be directly
derived from the SDE (2.1) using Itô’s rule [74]. It requires an initial condition
p(x, 0) and a specification of the boundary conditions; we will usually assume
natural boundary conditions, where p(x, t) → 0 as x → ±∞ and likewise for
j(x, t). The stochastic entropy of the particle at any time hence depends on the
ensemble from which the trajectory was taken.
The total entropy production of the particle along a trajectory thus reads
∆stot ≡ ∆sm[x(t)] + ∆s = ∆sm[x(t)]− ln p[x(t)] + ln p[x(0)] (2.15)
and obeys an integral fluctuation theorem for arbitrary time- dependent driving
λ(t), arbitrary length t of the process and arbitrary initial condition p(x, 0) [82]〈
e−∆s
tot〉 = 1 (2.16)
where the average is taken with respect to p(x, t). Applying Jensen’s inequality [31]
to (2.16) and introducing capital letters to denote ensemble quantities, we find that
∆Stot ≡
〈
∆stot
〉
≥ 0 (2.17)
which is reminiscent of another well-known inequality in thermodynamics. How-
ever, this result should not be considered a “proof” of the second law, just as much
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as negative values of ∆stot are no “violation” of the second law: both these res-
ults derive from the fact that we introduced a fundamental irreversibility from the
beginning by our choice of dynamics, and classical thermodynamics is of course
silent about issues which lie outside of its range of validity – e.g. small, strongly
fluctuating systems. Instead, the integral fluctuation theorem is a refinement of
the second law to arbitrary moments of the total entropy production.
2.2 Ensemble thermodynamics
The average 〈∆stot〉 that entered our statement of the second law in Eq. (2.17) is
an example of an ensemble average over trajectories. They should coincide with
the quantities that can be independently derived on the ensemble level from a
Fokker-Planck or master equation. We will indicate ensemble averages over noise
ensembles using angled brackets, 〈·〉, unless indicated otherwise, and denote all
quantities on the ensemble level with capital letters, e.g. ∆Stot = 〈∆stot〉.
The average energy of the overdamped system is given by
E(t) =
∫
dx p(x, t)V (x, t) (2.18)
The average of the stochastic entropy (2.12),
S(X) = −
∫
dx p(x) ln p(x) (2.19)
is readily identified as the Shannon entropy [30] of the system, which is a measure
of the average uncertainty an observer has about the current state of x. We will
come back to the subject of information theory in Section 2.3.
Using the Fokker-Planck equation (2.13) and integrating by parts, we find
∂tS(X) =
∫
dx ∂tp(x, t) ln p(x, t)
=
∫
dx j(x, t)∂xp(x, t)
p(x, t)
=
∫
dx j(x, t)
(
j(x, t)
Dp(x, t) − F (x, λ)/T
)
(2.20)
where we have used the definition of the probability current, Eq. (2.14) for the last
equality. We can identify the average rate of entropy production in the medium,
S˙m =
∫
dx j(x, t)F (x, t)/T (2.21)
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and the average rate of total entropy production
S˙tot = ∂tS + S˙m =
∫
dx j(x, t)
2
Dp(x, t) ≥ 0 (2.22)
which is evidently positive, with equality in equilibrium only. Here and throughout
this thesis, we will use the overdot notation to distinguish rates from the time
derivatives of state function, such as the Shannon entropy S(X).
2.2.1 Consistency of trajectory and ensemble quantities
The consistency of the framework that we have introduced in the last two sec-
tions requires that the quantities we introduced on the level of single trajectories
are equal to the quantities that were derived for Fokker-Planck dynamics on the
ensemble level. The most straightforward way to show this is by averaging the
trajectory-dependent quantities from Section 2.1. While the averages of quantities
that involve only the position x are easily done using the distribution p(x, t), for
example
〈s(t)〉 = 〈− ln p(x(t), t)〉 = −
∫
dx p(x, t) ln p(x, t) = S(X, t) (2.23)
as expected. Averages over functions of derivatives like x˙ are more delicate, how-
ever, due to the intricacies of stochastic calculus that we alluded to before. How-
ever, a short calculation [20, 82] shows that for any function f(x)
〈f(x)x˙〉 =
〈
f(x)j(x, t)
p(x, t)
〉
=
∫
dxf(x)j(x, t). (2.24)
2.3 A quick primer on information theory
We have briefly mentioned that the average of the stochastic entropy is given by
the Shannon entropy of the system, which is the quantity at the heart of inform-
ation theory. Let us briefly expand on this point and introduce a number of key
concepts from information theory which will prove indispensable for our analysis of
information processing in neural networks and beyond. We will be brief here and
only state a number of definitions and give some intuition on the most important
quantities. For modern expositions of the subject, consult the encyclopedic book
by Cover and Thomas [31] or the original exposition of MacKay [8].
Information theory was started in a very influential paper by C. Shannon in
1948 [30]. His aim was to quantify the information content s(x) of a signal x ∈ X ,
which he defined as
s(x) ≡ − ln p(x). (2.25)
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It is measured in bits and intuitively assigns the highest information content to
the event with the lowest probability. For a continuous random variable x ∈ X
with support X , the average of the surprise yields the Shannon entropy as seen
before, which we repeat here for completeness,∗
S(X) ≡ 〈s(x)〉 = −
∫
X
dx p(x) ln p(x) ≥ 0 (2.26)
where the integration runs over the support of X and will from now on be un-
derstood implicitly†. The Shannon entropy is hence the average uncertainty one
has about the value or a random variable X. Another interpretation that is par-
ticularly suitable for discrete random variables and computing entropies using the
logarithm with base 2 is that the Shannon entropy gives the average number of
yes-or-no questions about a system that need to be answered in order to correctly
identify x.
For two random variables X and Y with joint distribution, the definition (2.26)
also applies to their joint distribution: S(X, Y ) ≡ −〈ln p(x, y)〉, where the average
is taken over the joint distribution p(x, y). The conditional Shannon entropy,
which measures the average uncertainty an observer has about the value of X
given knowledge about the state of Y , is then defined as
S(X|Y ) ≡ −
∫
dx dy p(x, y) ln p(x|y) ≤ S(X) (2.27)
where the conditional probability p(x|y) ≡ p(x, y)/p(y). A natural measure for
the correlations between X and Y is then the amount by which knowledge about
Y reduces the uncertainty about X compared to the a priori uncertainty about
X, S(X). We hence define the mutual information as
I(X : Y ) ≡ S(X)− S(X|Y ) (2.28)
=
∫
dx dy p(x, y) ln p(x, y)
p(x)p(y) ≥ 0 (2.29)
where the last inequality follows from the log-sum inequality. From the last form,
we immediately see that the mutual information is symmetric in its arguments
I(X : Y ) = I(Y : X). We note that X and Y can be any number of variables.
∗ Legend has it that it was the formal equivalence of this expression to the Gibbs entropy that
led von Neumann to suggest the name “entropy” to Shannon as he was looking for a good name
for this quantity; that way, von Neumann quipped, Shannon would always have the upper hand
in any argument – because no one knows what entropy actually is [83].
† We note that for continuous random variables, the integral (2.26) might not exist. The Shannon
entropy of a continuous variable may also become negative; in any case, the mutual informa-
tion (2.28) is well defined.
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S(X,Y )
S(X)
S(Y )
S(X|Y ) I(X : Y ) S(Y |X)
Figure 2.1 | Relationship between Shannon entropies and mutual informa-
tion. The definitions of all quantities are given in the text.
The conditional mutual information of X and Y given another random variable Z
is defined as
I(X : Y |Z) ≡ S(X|Z)− S(X|Y, Z). (2.30)
We summarise the relationship between joint entropy, conditional entropy and
mutual information in Fig. 2.1 with a word of caution: this graphical approach
cannot be applied to Venn-like diagrams, which are sometimes used; see for ex-
ample Ref. [8] for a discussion.
Finally, we introduce the Kullback-Leibler divergence between to distributions
with the same support p(x) and q(x):
D [p(x) ‖ q(x)] ≡
∫
dx p(x) ln p(x)
q(x) ≥ 0. (2.31)
The Kullback-Leibler divergence is also sometimes referred to as a distance, but
we emphasise that is not symmetric in its arguments, D [p ‖ q] 6= D [q ‖ p], and
that it does not, in general, obey the triangle inequality. The mutual information
is an example of a Kullback-Leibler divergence: I(X : Y ) = D [p(x, y) ‖ p(x)p(y)].
2.4 Multipartite dynamics and information
processing
Let us now extend this discussion to a system with N interacting degrees of free-
dom, X = (X1, X2, . . . , XN) that are controlled by a number of possibly time-
dependent control parameters λ(t). The system has states x = (x1, x2, . . . , xN).
Every degree of freedom or subsystem Xn is connected individually to a distinct
heat bath at constant temperature Tn. This allows us to uniquely identify the heat
flows in and out of each system and makes the dynamics of the system multipart-
ite [38, 39, 84], meaning that the fluctuations in any subsystem are uncorrelated
from the fluctuations in all the others. For concreteness, we shall consider a num-
ber of colloidal particles, such that X ∈ RN and the dynamics are overdamped,
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but the ideas apply to any form of Markovian dynamics [73, 74]. Each particle
then obeys a Langevin equation
x˙n(t) = µnFn(x(t),λ(t)) + ζn(t). (2.32)
As before, the force Fn(·) on a particle can arise due to a potential V (x,λ) and/or
a non-conservative external force fn(x,λ). For thermodynamic consistency, the
Gaussian noise ζn(t) has correlations which obey the fluctuation-dissipation the-
orem and are uncorrelated across subsystems: 〈ζn(t)ζm(t′)〉 = 2Dnδnmδ(t−t′) with
Dn ≡ µnTn [20].
On the ensemble level, the system is fully described by its time-dependent prob-
ability distribution p(x, t), which obeys a multi-dimensional Fokker-Planck equa-
tion [74]. Since we are considering time-dependent dynamics, we note that all
the quantities that we introduce in the remainder of this chapter will be time-
dependent, even if we sometimes omit the time parameter t for clarity of notation.
Thanks to the multipartite assumption, the total probability current j(x; t) splits
into a distinct contribution due to each subsystem. We can thus write
∂tp(x, t) = −
N∑
n=1
∂njn(x, t) (2.33)
with ∂n ≡ ∂/∂xn and jn(x, t) is the probability current due to the fluctuations of
the nth subsystem,
jn(x, t) = µnFn(x,λ)p(x, t)− µnTn∂np(x, t) (2.34)
We can write down the second law for the entire system
S˙tot = ∂tS(X) + S˙m (2.35)
where S(X) is now the Shannon entropy of the full distribution p(x). Throughout
this section, we will use the overdot notation to distinguish rates from the change
of state functions, such as S(X). The total entropy production can be split into
a separate contribution due to the fluctuations of each subsystem Xn due to the
multipartite property of the dynamics (2.33):
∂tS(X) =
∑
n
S˙n(X) = −
∑
n
∫
dx jn(x, t)∂n ln p(x, t). (2.36)
The rate of increase of medium entropy S˙m due to the heat dissipated into each
environment can also be split into a contribution due to each subsystem,
S˙m =
∑
n
Q˙n
Tn
=
∑
n
∫
dx jn(x, t)Fn(x,λ(t))/Tn. (2.37)
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Following the lines of Eq. (2.20), we can write the total rate of entropy production
compactly as
S˙tot =
∑
n
S˙totn =
∑
n
[
S˙n(X) + S˙mn
]
=
∑
n
∫
dx jn(x, t)
2
Dnp(x)
(2.38)
from which it follows immediately that the second law also holds on the level of
each subsystem individually:
S˙totn = S˙n(X) + S˙mn =
∫
dx jn(x, t)
2
Dnp(x)
≥ 0. (2.39)
2.4.1 Disentangling the flow of information
We can gain insight into the information processing of this system by substituting
p(x, t) = p(xn, t)p(x, t|xn), with xn ≡ (x1, . . . , xn−1, xn+1, . . . , xN), in the expres-
sion for S˙n, Eq. (2.36). The expression thus separates it into two parts: first, the
change of Shannon entropy of the marginalised distribution p(xn),
S˙n(Xn) = −
∫
dx jn(x, t)∂n ln p(xn, t) = ∂tS(Xn), (2.40)
where the last equality follows from the fact that an entropy change of the mar-
ginalised distribution p(xn) can only come from the dynamics of xn. The second
part reads
ln(xn;x) =
∫
dx jn(x, t)∂n ln p(xn|xn) (2.41)
and is called the learning rate [38] or information flow [39, 85]. This thermody-
namic learning rate∗ is a thermodynamically consistent measure of how much the
dynamics of xn change the mutual information I(Xn : Xn). The second law (2.39)
for the nth subsystem hence becomes
S˙totn = ∂tS(Xn) + Q˙n/Tn − ln(Xn;X) ≥ 0 (2.42)
This form of the second law hints at the way that information can be a resource
for information-driven engines, cf. Sec. 1.3. The apparent entropy production of
the nth particle, which is the entropy production we would assign to it if it were
alone, is
σn = ∂tS(Xn) + Q˙n/Tn, (2.43)
∗ We emphasise that this learning rate ln arises from thermodynamic considerations and has
nothing to do with the learning rate ν that goes into the definition of learning algorithms, for
example in Eq. (3.12) or Eq. (4.8). To avoid confusion, we will refer to ln as the thermodynamic
learning rate whenever it isn’t clear from context which quantity we refer to.
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and we would require it to be positive by the second law. Instead, the presence of
the learning rate (2.41) allows that the entropy of the nth system and its envir-
onment decreases, σn < 0, by using the learning rate as a resource that maintains
the positivity of the total entropy production rate S˙totn .
We can further refine the second law (2.42) by exploiting the causal structure
of the dynamics, as was recently suggested by Horowitz [84]. The subsystem Xn
interacts directly only with its “neighbours”, i.e. those degrees of freedom XCn ⊆
Xn that enter the force acting on it, i.e.Fn = Fn (xn,xCn ,λ(t)). Keeping this in
mind, we use the chain rule for mutual information [31] to write
I(Xn : Xn) = I(Xn : XCn) + I(Xn : XCn |XCn), (2.44)
with XCn ∪XCn = Xn and the conditional mutual information
I(Xn : XCn |XCn) =S(Xn|XCn)− S(Xn|XCn ,XCn) (2.45)
=
∫
dx p(x, t) ln
(
p(x, t)p(xCn)
p(xn,xCn)p(xCn ,xCn)
)
. (2.46)
Accordingly, we split the thermodynamic learning rate (2.41) into a thermody-
namic learning rate of xn with the degrees of freedom that it directly interacts
with, i.e. the XCn ,
ln(Xn;XCn) =
∫
dx jn(x, t)∂n ln p(xCn |xn), (2.47)
and a thermodynamic learning rate with the other subsystems given its neighbours,
ln(xn;XCn|XCn) =
∫
dx jn(x, t)∂n ln (·) . (2.48)
By simple integration, one can derive the following second-law like inequality,
∂tS(xn) + Q˙n − ln(xn;xCn) ≥ 0, (2.49)
which now includes the refined thermodynamic learning rate (2.47). We finally
note for completeness that [84]
ln(xn;XCn|XCn) ≤ 0. (2.50)
We will make extensive use of this framework to analyse the information processing
in the neural networks that we study.
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2.5 Steady state thermodynamics
Finally, let us consider a particular class of states for which there exist particularly
strong results. A steady state is any state where for fixed values of the control
parameters λ, ∂t ps(x) = 0. Our definition hence includes both genuine equilibrium
states, where all currents vanish, jeqn (x) = 0, and non-equilibrium steady states
(NESS), where at least some of the currents are non-zero.
Of course, the second law still applies to steady states, but is not sharp anymore:
∆S(x) ∼ 1 while steady-states have a non-vanishing rate of entropy production
and hence ∆Q ∼ t. We will be interested not just in the cost of maintaining the
steady state for a given set of control parameters, but also in the thermodynamic
costs of driving the system from one steady state to another (one of which may be
equilibrium).
Steady-state thermodynamics [86–88] provides a framework to disentangle the
housekeeping heat, dissipated to maintain a given steady state, and the excess
heat, which arises from transitions between steady states. It builds on stochastic
thermodynamics and it has been experimentally verified [89]. In this section, we
briefly illustrate some of its key concepts for a particle on a ring and we discuss
the multipartite case.
2.5.1 A particle on a ring
We will introduce the different entropy production rates of steady-state thermody-
namics by considering the paradigmatic example of a single colloidal particle with
position x on a ring which is dragged by a constant force λ.
For every value of λ, there is a well-defined, unique [73] steady-state distribution
ps(x, λ) with probability current js(x, λ) 6= 0 and a particular rate of thermody-
namic entropy production S˙m ≥ 0. Let us drop the arguments from the currents
and distribution for the remainder of this section and rewrite the total entropy
production of the system using the shorthands
S˙tot =
∫
dx j
2
Dp
=
∫
dx p
D
(
j
p
− j
s
ps
+ j
s
ps
)2
(2.51)
where js is understood to be the probability current if the system were to relax
with λ fixed at λ(t). From this expression, we can identify two contributions to
the total entropy production [90], namely the non-adiabatic entropy production
S˙na ≡
∫
dx p
D
(
j
p
− j
s
ps
)2
≥ 0 (2.52)
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and the adiabatic entropy production
S˙a ≡
∫
dx p
D
(
js
ps
)2
≥ 0 (2.53)
which are both evidently positive. Once we have reached the steady state, S˙a =
S˙tot and S˙na = 0. The cross-term from the binomial in Eq. (2.51) cancels, which
is easily seen by partial integration and using that ∂xjs = 0, hence we have
S˙tot = S˙a + S˙na ≥ 0. (2.54)
By introducing the excess heat [86, 90],
S˙ex ≡
∫
dx j ∂x ln ps (2.55)
which has no definite sign, we can formulate the second law of steady-state ther-
modynamics [86, 87],
S˙na = S˙ + S˙ex ≥ 0. (2.56)
We have hence split the total entropy production into non-adiabatic and adia-
batic contributions, which each correspond to a possible mechanism that lead to
the breaking of time symmetry and hence to dissipation: the application of non-
equilibrium constraints (S˙a) and the presence of driving (S˙na), and formulated a
second law for the transition between steady states.
2.5.2 Multipartite systems
Our derivation from the previous system carries over to the case of two or more
degrees of freedom without problems. A more interesting question is whether we
can formulate inequalities like S˙na ≥ 0 on the level of individual subsystems, like
we did for the total entropy production in Eq. (2.42).
Splitting the total entropy production of a subsystem like we did before, Eq. (2.51),
we find
S˙tot = S˙na + S˙a =
N∑
n
S˙nan +
N∑
n
S˙an (2.57)
where we define the non-adiabatic entropy production and the adiabatic entropy
production due to the dynamics of Xn as
S˙nan ≡
∫
dx p
Dn
(
jn
p
− j
s
n
ps
)2
≥ 0 (2.58)
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and
S˙an ≡
∫
dx p
Dn
(
jsn
ps
)2
≥ 0. (2.59)
However, we note that on the level of a single subsystem,
S˙totn =S˙nan + S˙an + 2
∫
dx j
s
n
Dn
p
ps
(
jn
p
− j
s
n
ps
)
(2.60)
=S˙nan + S˙an − 2
∫
dx (−∂njsn)
p
ps
(2.61)
where we used
jn
p
− j
s
n
ps
= −Dn∂n ln p
ps
. (2.62)
Thus the splitting of the total entropy production into adiabatic and non-adiabatic
contribution does not hold on the level of single subsystems. However, by sum-
ming (2.61) over all subsystems and using ∑n ∂njsn = 0, we obtain (2.57).
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We are now in a position to analyse the first learning task considered in this thesis:
building a model for a set of data.
3.1 The learning problem
Imagine you are given the set of points
{
ξ1, ξ2, . . . , ξP
}
shown in Fig. 3.1a for
ξ ∈ R2, with components drawn independently from the same distribution; here,
a normal distribution with mean zero and standard deviation 1/2. These points
ξµ are then assigned a true label σµT = ±1 with equal probability. The labels are
not correlated to the points or to the other labels. One possible such labelling is
shown in Fig. 3.1b, where we are indicating points that have label σT = 1 with
blue triangles and those with label σT = −1 with red triangles, respectively. While
we are keeping the inputs fixed, different labellings are possible and another one
is shown in Fig. 3.1c.
The learning task is to find a model that can predict these true labels for all the
inputs ξ. This model will be a function σ(ξ) = ±1, parametrised by a number of
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1
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1.0
2
a
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c
Figure 3.1 | Building a model from data. a A number of randomly drawn points
in the R2 plane. b A possible assignment of true labels σT = ±1, which were drawn at
random and are not correlated to the points or to each other. c An alternative labelling
of the same points.
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parameters that we will call w. For a given input set, the goal of learning is to
find a functional form for σ and optimal parameters w such that the label given
by the model, σ(ξ), equals the true labels chosen at random σT(ξ) for as many
inputs as possible.
In the following, we will first discuss a biological motivation for the kind of
data that we will learn and for the neural network that we will use to learn the
labelling. We will then apply the machinery developed in Chapter 2 to analyse
the thermodynamic costs of building such a model for a set of input patterns with
a given, true label. Our central result is that the thermodynamic costs of learning
place a fundamental limit on the ability of the network to extract information from
the data, which is ultimately based on the second law.
The results of this chapter have been published in Ref. [91].
3.2 Biological neural networks
Learning is about extracting models from sensory data. In living systems, it is
implemented in neural networks, where a large number of nerve cells or neurons
are connected to each other. These neurons communicate with each other using
action potentials, the electric pulse used universally as the basic token of commu-
nication in neural systems [3]. Action potentials are transmitted between neurons
via synapses, and their strength determines whether an incoming signal will make
the receiving neuron trigger an action potential of its own that is then sent to
other neurons.
We show a schematic snapshot of a simple neural network in Fig. 3.2. We are
interested in the behaviour of one neuron in the network (red), which is connected
to three input neurons (blue). The potential across the membranes of these neurons
is shown in the inset graphs as a function of time. At one point in time, the input
neurons 1 and 3 are simultaneously firing an action potential, i.e. they are sending
an electrical signal to the red neuron. Input neuron 2 is silent. The neuron’s task is
to decide whether to fire an action potential or not given the input it receives from
the three neurons that it is connected to. Each of the connections or synapses
between the neurons has a weight, which indicates how strongly the receiving
neuron is affected by the incoming signal. The red neuron decides whether to fire
an action potential based on the weighted sum of the its inputs. Physiologically, the
adaptation of the weights or synaptic strengths is a main mechanism for memory
formation [3].
40
3.3 The perceptron and its dynamics
ξ1ξ2ξ3
In
p
u
t
n
eu
ro
n
1
In
p
u
t
n
eu
ro
n
2
In
p
u
t
n
eu
ro
n
3
w1
w2
w3
A
Neuron
. . .
σ
Figure 3.2 | Snapshot in time of a simple neural network. (a) A small neural
network where the neuron of interest (red) is connected to three input neurons (blue),
two of which are firing an action potential at that particular point in time while the
second input neuron is silent. Each of the connections has a weight wn. The neuron will
also fire an action potential, depending on its activation A, which is the weighted sum
of its inputs. (b) We model the behaviour of the input neurons at a particular point in
time by the input vectors ξ ∈ {±1}N , since the precise temporal dynamics of the action
potentials are not of interest for our purposes. Similarly, the response of the neuron is
denoted by σ = ±1. In this example, ξ = {1,−1, 1} and σ = 1.
3.3 The perceptron and its dynamics
We model a neuron as a single-layer neural network or perceptron [8, 92], well
known from machine learning and statistical physics∗. The neuron makes N con-
nections to other neurons and is fully characterised by the weights or synaptic
strengths w ∈ RN of these connections, see figure 3.3. The neuron must learn
whether it should fire an action potential or not for a set of P fixed input patterns
or samples ξµ = (ξµ1 , . . . , ξµN), µ = 1, 2, . . . , P . Each input describes the activity
of all the other connected neurons at a point in time. Since we are not interested
in the precise temporal dynamics of the action potentials, we model the input of
the neuron as vectors ξ = (ξ1, . . . , ξN) where ξn = 1 if the nth connected neuron
is firing an action potential in that input. For symmetry reasons, we set ξn = −1
if the nth neuron is silent. Every input has a fixed true label σµT = ±1, indicating
whether an action potential should be fired in response to that input or not. These
labels are independent of each other and equiprobable; once chosen, they remain
∗ Experimental justification for focusing on a single neuron comes from studies on psychophysical
judgements in monkeys, which have been shown to depend on very few neurons [93].
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Figure 3.3 | Model of a single neuron. Given a set of inputs ξµ ∈ {±1}N and their
true labels σµT = ±1 (left), the neuron learns the mappings ξµ → σµT by adjusting its
weights w ∈ RN . It processes an input by computing the activation Aµ = w · ξµ/√N
which determines the transition rates of a two-state random process σµ = ±1 indicating
the label predicted by the neuron for each sample, shown here for µ = 1.
fixed.
We model the label predicted by a neuron for each input ξµ with a stochastic
process σµ = ±1 (right panel in figure 3.3). Assuming a thermal environment at
fixed temperature T , the transition rates k±µ for these processes obey the detailed
balance condition
k+µ /k
−
µ = exp (Aµ/kBT ) (3.1)
where kB is Boltzmann’s constant and Aµ is the input-dependent activation
Aµ ≡ 1√
N
w · ξµ (3.2)
where the prefactor ensures the conventional normalisation. We interpret p(σµ =
1 |w) with fixed ξµ as the probability that the µth input would trigger an action
potential by the neuron. The goal of learning is to adjust the weights of the network
w such that the predicted labels at any one time σ =
(
σ1, . . . , σP
)
equal the true
labels σT =
(
σ1T, . . . , σ
P
T
)
for as many inputs as possible. A classic example for
neurons performing the kind of associative learning described in the introduction
are the Purkinje cells in the cerebellum [94, 95]. We have thus chosen the first half
of the model, namely how we compute the label for a given input, which in this
case is a stochastic function of the input and the weights w.
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Figure 3.4 | Causal structure of the learning dynamics for a perceptron. The
fixed labels σµT exert a force on the weight w, which in turn determines the transition
rates for the predicted labels σµ via the activations Aµ.
Let us describe the dynamics of learning by considering a network with a single
weight learning one sample ξ = ±1 with label σT, i.e. N = P = 1. Here
and throughout this chapter, we set kB = T = 1 to render energy and entropy
dimensionless. The weight w(t) obeys an overdamped Langevin equation [73]
w˙(t) = −w(t) + f(w(t), ξ, σT, t) + ζ(t). (3.3)
The total force on the weight arises from a harmonic potential V (w) = w2/2, re-
stricting the size of the weight∗, and an external force f(·) introducing correlations
between weight and input. The exact form of this “learning force” f(·) depends
on the learning algorithm we choose. The thermal noise ζ(t) is Gaussian with
correlations 〈ζ(t)ζ(t′)〉 = 2δ(t− t′). Here and throughout, we use angled brackets
to indicate averages over noise realisations, unless stated otherwise. We assume
that initially at t0 = 0, the weight is in thermal equilibrium, p(w) ∝ exp(−w2/2),
and the labels are equiprobable, p(σT) = p(σ) = 1/2. Choosing symmetric rates,
k± = γ exp(±A/2), (3.4)
the master equation [73] for the probability distribution p(σT, w, σ, t) with given ξ
reads
∂tp(σT, w, σ, t) = −∂wjw(t) + jσ(t), (3.5)
where ∂t ≡ ∂/∂t etc. and
jw(t) = [−w + f(w, ξ, σT, t)− ∂w] p(σT, w, σ, t), (3.6a)
jσ(t) =kσp(σT, w,−σ, t)− k−σp(σT, w, σ, t) (3.6b)
are the probability currents for the weight and the predicted label, respectively.
In splitting the total probability current for the system (σT, w, σ) into the cur-
rents (3.6), we have used the bipartite property of the system, i.e. that the thermal
noise in each subsystem (w and σ), is independent of the other [38, 84]. We choose
γ  1, i.e. introduce a time-scale separation between the weights and the pre-
dicted labels, since a neuron processes a single input much faster than it learns.
∗ Restricting the size of the weights reflects experimental evidence suggesting the existence of an
upper bound on synaptic strength in diverse nervous systems [96].
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3.4 Efficiency of learning
The starting point to consider both the information-processing capabilities of the
neuron and its non-equilibrium thermodynamics is the Shannon entropy of a ran-
dom variable X with probability distribution p(x),
S(X) ≡ −∑
x∈X
p(x) ln p(x), (3.7)
which is a measure of the uncertainty of X as discussed in Section 2.3. The natural
quantity to measure the information learnt is the mutual information
I(σT : σ) ≡ S(σT)− S(σT|σ) (3.8)
which measures by how much, on average, the uncertainty about σT is reduced
by knowing σ [31]. To discuss the efficiency of learning, we need to relate this
information to the thermodynamic costs of adjusting the weight during learning
from t0 = 0 up to a time t, which are given by the well-known total entropy
production [20] of the weight,
∆Stotw ≡ ∆S(w) + ∆Q. (3.9)
Here, ∆Q is the heat dissipated into the medium by the dynamics of the weight
and ∆S(w) is the difference in Shannon entropy (3.7) of the marginalised distri-
bution p(w, t) = ∑σT,σ p(σT, w, σ, t) at times t0 and t, respectively. We focus on
the weights because they are the physical substrate of memory formation [3], while
σ is just an auxiliary process without obvious physical equivalent in a biological
network. We will show that in feedforward neural networks with Markovian dy-
namics (3.5, 3.6), the information learnt is bounded by the thermodynamic costs
of learning,
I(σT : σ) ≤ ∆S(w) + ∆Q (3.10)
for arbitrary learning algorithm f(w, ξ, σT, t) at all times t > t0. This inequality
is our first result.
We emphasise that while relations between changes in mutual information and
total entropy production have appeared in the literature [36, 38, 39, 84, 85], they
usually concern a single degree of freedom, say X, in contact with some other
degree of freedom Y , and relate the change in mutual information I(X : Y ) due
to the dynamics of X to the total entropy production of X. Instead, our relation
connects the entropy production in the weights with the total change in mutual
information between σT and σ, which is key for neural networks. Our derivation,
see Sec. 3.A, builds on recent work by Horowitz [84] on information processing
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Figure 3.5 | Learning by a neuron with a single weight. b The final values for
the entropy S(w) of the weight (red), the mutual information I(σT : σ) (blue) are plotted
as a function of the learning rate. They are state functions and hence do not depend
on the learning process. On the other hand, the heat (green) is process dependent and
plotted as a function of the learning rate ν for different process durations τ = 10a where
a = −2,−1, 0, 1, 2 from top to bottom. b We plot the efficiency η (3.11) for a neuron
with a single weight learning a single sample as a function of the learning rate ν and
learning duration τ in the limit t→∞.
in multipartite systems that we reviewed in Section 2.4. It can be generalised to
N dimensions and P samples, see Eq. (3.16) below. Equation (3.10) suggests to
introduce an efficiency of learning
η ≡ I(σT : σ)∆S(w) + ∆Q ≤ 1. (3.11)
3.5 Toy model
As a first example, let us calculate the efficiency of Hebbian learning, a form
of coincidence learning well known from biology [3, 97], for N = P = 1 in the
limit t → ∞. If the neuron should fire an action potential when its input neuron
fires, or if they should both stay silent, i.e. ξ = σT = ±1, the weight of their
connection increases – “fire together, wire together”. For symmetry reasons, the
weight decreases if the input neuron is silent but the neuron should fire and vice
versa, ξ = −σT. This rule yields a final weight proportional to F ≡ σTξ, so to
minimise dissipation [98], we choose a learning force f linearly increasing with
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time,
f(w, ξ, σT, t) ≡
νFt/τ t ≤ τνF t > τ, (3.12)
where we have introduced the learning duration τ > 0 and the factor ν > 0
is conventionally referred to as the learning rate in the machine learning literat-
ure [92]. The total entropy production (3.9) can be computed from the distribution
p(σT, w, t), which is obtained by first integrating σ out of equations (3.5, 3.6) and
solving the resulting Fokker-Planck equation [75]. The total heat dissipated into
the medium ∆Q is given by [20]
∆Q =
∫ ∞
0
dt
∫ ∞
−∞
dw jw(t) [−w(t) + f(w(t), ξ, σT, t)]
= ν
2F2(e−τ + τ − 1)
τ 2
. (3.13)
As expected, no heat is dissipated in the limit of infinitely slow driving, limτ→∞∆Q =
0, while for a sudden potential switch τ → 0, limτ→0 ∆Q = ν2F2/2. The
change in Shannon entropy ∆S(w) is computed from the marginalised distribution
p(w, t) = ∑σT p(σT, w, t). Finally, the mutual information (3.8) can be computed
from the stationary solution of (3.5).
A plot of the efficiency (3.11), Fig. 3.5, highlights the two competing require-
ments for maximising η. First, all the information from the true label S(σT) = ln 2
needs to be stored in the weight by increasing the learning rate ν, which leads to
∆S(w)→ ln 2 and a strongly biased distribution p(σ|w) such that I(σT : σ)→ ln 2.
Second, we need to minimise the dissipated heat ∆Q, which increases with ν, by
driving the weight slowly, τ  1.
3.6 More samples, higher dimensions
Moving on to a neuron with N weights w learning P samples with true labels
σT ≡ (σ1T, . . . , σµT, . . . , σPT), we have a Langevin equation for each weight wn with
independent thermal noise sources ζn(t) such that 〈ζn(t)ζm(t′)〉 = 2δnmδ(t− t′) for
n,m = 1, . . . , N . Two learning scenarios are possible: batch learning, where the
learning force is a function of all samples and their labels,
w˙n(t) = −wn(t) + f(wn(t), {ξµn , σµT}, t) + ζn(t). (3.14)
A more realistic scenario from a biological perspective is online learning, where
the learning force is a function of only one sample and its label at a time,
w˙n(t) = −wn(t) + f(wn(t), ξµ(t)n , σµ(t)T , t) + ζn(t). (3.15)
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The sample and label which enter this force are given by µ(t) ∈ {1, . . . , P}, which
might be a deterministic function or a random process. Either way, the weights
w determine the transition rates of the P independent two-state processes for the
predicted labels σ ≡ (σ1, . . . , σµ, . . . , σP ) via (3.1) and (3.2). Again, we assume
that the thermal noise in each subsystem, wn or σµ, is independent of all the
others, and choose initial conditions at t0 = 0 to be p(w) ∝ exp(−w ·w/2) and
p(σµT) = p(σµ) = 1/2. The natural quantity to measure the amount of learning
after a time t in both scenarios is the sum of I(σµT : σµ) over all inputs. As we show
in the Appendix 3.A, this information is bounded by the total entropy production
of all the weights,
P∑
µ=1
I(σµT : σµ) ≤
N∑
n=1
[∆S(wn) + ∆Qn] =
N∑
n=1
∆Stotn (3.16)
where ∆Qn is the heat dissipated into the medium by the nth weight and ∆S(wn)
is the change from t0 to t in Shannon entropy (3.7) of the marginalised distribution
p(wn, t). This is our main result.
Let us now compute the efficiency of online Hebbian learning in the limit t →
∞. Since a typical neuron will connect to ∼ 1000 other neurons [3], we take
the thermodynamic limit by letting the number of samples P and the number of
dimensions N both go to infinity while simultaneously keeping the ratio
α ≡ P/N (3.17)
on the order of one. The samples ξµ are drawn at random from p(ξµn = 1) = p(ξµn =
−1) = 1/2 and remain fixed∗. We choose a learning force on the nth weight of the
form (3.12) with F → Fn and assume that the process µ(t) is a random walk over
the integers 1, . . . , P changing on a timescale much shorter than the relaxation
time of the weights. Since f 2 is finite, the learning force is effectively constant
with
Fn = 1√
N
P∑
µ=1
ξµnσ
µ
T, (3.18)
where the prefactor ensures the conventional normalisation [92]. Hence all the
weights wn are independent of each other and statistically equivalent. Averaging
first over the noise with fixed σT, we find that wn is normally distributed since the
Langevin equation (3.15) defines an Ornstein–Uhlenbeck process wn which for a
Gaussian initial condition as we have chosen remains normally distributed [73]. Its
∗ In the limit of large N , only the first two moments of the distribution will matter, making this
choice equivalent to sampling ξµ from the surface of a hypersphere in N dimensions in that
limit.
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Figure 3.6 | Hebbian learning in the thermodynamic limit. We plot the mutual
information between the true and predicted label of a randomly chosen sample (3.21) in
the limit t → ∞ with N,P → ∞ as a function of α ≡ P/N , computing pµC from (3.20)
(solid lines) and by Monte Carlo integration of p(σT,w,σ) (crosses, error bars indicate
one standard deviation). The inset shows the learning efficiency (3.30) in the limits
τ → 0 (solid) and τ →∞ (dashed). In both plots, ν increases from bottom to top.
mean is 〈wn〉 = νFn and its variance 1. The average with respect to the quenched
disorder σT, which we shall indicate by an overline, is taken second by noting
that Fn is normally distributed by the central limit theorem with Fn = 0 and
F2n = α, hence 〈wn〉 = 0 and 〈w2n〉 = 1 + αν2. The change in Shannon entropy of
the marginalised distribution p(wn) is hence ∆S(wn) = ln(1 + αν2). Likewise, the
heat dissipated by the nth weight ∆Qn is obtained by averaging Eq. (3.13) over
F → Fn.
The mutual information I(σµT : σµ) is a functional of the marginalised distri-
bution p(σµT, σµ) which can be obtained by direct integration of p(σT,w,σ), see
Appendix 3.B. Here we will take a simpler route starting from the stability of the
µth sample [99]
∆µ ≡ 1√
N
w · ξµσµT = AµσµT. (3.19)
Its role can be appreciated by considering the limit T → 0, where it is easily
verified using the detailed balance condition (3.1) that the neuron predicts the
48
3.6 More samples, higher dimensions
correct label if and only if ∆µ > 0. For T = 1, the neuron predicts the µth label
correctly with probability
pµC ≡ p(σµ = σµT) =
∫ ∞
−∞
d∆µ p(∆µ) e
∆µ
e∆µ + 1 (3.20)
where p(∆µ) is the distribution generated by thermal noise and quenched disorder,
yielding a Gaussian with mean ν and variance 1 + αν2, see Appendix 3.B. The
mutual information follows as
I(σµT : σµ) = ln 2− S(pµC) (3.21)
with the shorthand for the entropy of a binary random variable S(p) = −p ln p−
(1 − p) ln(1 − p) [31]. It is plotted in Fig. 3.6 together with the mutual informa-
tion obtained by Monte Carlo integration of p(σT,w,σ) with N = 10000. For a
vanishing learning rate ν → 0 or infinitely many samples α → ∞, pµC → 1/2 and
hence I(σµT : σµ) → 0. The maximum value I(σµT : σµ) = ln 2 is only reached for
small α and decreases rapidly with increasing α, even for values of α where it is
possible to construct a weight vector that classifies all the samples correctly [8].
This is a consequence of both the thermal noise in the system and the well-known
failure of Hebbian learning to use the information in the samples perfectly [92].
While the integral in Eq. (3.20) has to be evaluated numerically, pµC can be
closely approximated analytically by p(∆µ > 0) with the replacement ν → ν/2.
To that end, we first rewrite the sigmoid function in the integrand in terms of the
hyperbolic tangent and exploit the similarity of the latter to the error function:
pµC =
∫ ∞
−∞
d∆µ p(∆µ) e
∆µ/2
e∆µ/2 + e−∆µ/2 (3.22)
=12 +
1
2
∫ ∞
−∞
d∆µ p(∆µ) tanh(∆µ/2) (3.23)
'12 +
1
2
∫ ∞
−∞
d∆µ p(∆µ) erf(γ∆µ/2) (3.24)
where we choose γ = 4/5 by inspection of the graphs of the two functions. Now the
convolution of a normal distribution and an error function has an exact solution,
1√
2pid2
∫ ∞
−∞
dx erf(ax+ b) exp
(
−(x− c)
2
2d2
)
= erf
(
b+ ac√
1 + 2a2d2
)
. (3.25)
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Setting a = γ/2, b = 0, c = ν and d2 = 1 + αν2, we find that
pµC(α, ν) '
1
2 +
1
2 erf
γν/2√
1 + γ2(1 + αν2)/2
(3.26)
=12 +
1
2 erf
ν/2√
25/16 + 1/2 + αν2/2
(3.27)
'12 +
1
2 erf
ν/2√
2(1 + αν2/4)
(3.28)
=p(∆µ > 0|α, ν/2), (3.29)
where in the last line we recognise by inspection that our result is nothing but the
integral over the distribution of stabilities p(∆µ|α, ν/2) from 0 to ∞. The prob-
ability that the neuron predicts the correct label is hence given by the probability
that the neuron learned the label correctly, ∆µ > 0, with half the learning rate.
We plot this expression with dashed lines in Fig. 3.6.
These results allow us to define the efficiency η˜ of Hebbian learning as a function
of just α and ν,
η˜ ≡ α I(σ
µ
T : σµ)
∆S(wn) + ∆Qn
, (3.30)
where we have taken the mutual information per sample and the total entropy
production per weight, multiplied by the number of samples and weights, respect-
ively. Plotted in Fig. 3.6, this efficiency never reaches the optimal value 1, even in
the limit of vanishing dissipation τ →∞ (solid lines in Fig. 3.6).
3.7 Conclusion
We have introduced neural networks as models for studying the thermodynamic
efficiency of building a model. This model has two parts. First, a description of the
function that is used to compute the predicted label of a given input ξµ: compute
the activation Aµ, Eq. (3.2), then draw the predicted label from the marginal
distribution p(σµ|ξµ). For the paradigmatic case of learning arbitrary binary labels
for given inputs, we showed that the information acquired is bounded by the
thermodynamic cost of learning. This is true for learning an arbitrary number of
samples in an arbitrary number of dimensions for any learning algorithm without
feedback for both batch and online learning.
Our framework opens up numerous avenues for further work. It will be inter-
esting to analyse the efficiency of learning algorithms that employ feedback or use
50
3.7 Conclusion
an auxiliary memory [100]. Furthermore, we note that synaptic weight distribu-
tions are experimentally accessible [101, 102], offering the exciting possibility to
test predictions on learning algorithms by looking at neural weight distributions.
The inverse problem, i.e. deducing features of learning algorithms or the neural
hardware that implements them by optimising some functional like the efficiency,
looks like a formidable challenge, despite some encouraging progress in related
fields [103, 104].
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Appendices to chapter 3
The following appendices contain a detailed derivation of the main result of this
chapter, inequality (3.16), in Sec. 3.A as well as additional analytical calculations
for Hebbian learning in the thermodynamic limit in Sec. 3.B.
3.A Derivation of inequality (3.16)
We now give a detailed account of the dynamics of the neural networks and derive
inequality (3.16) of the main text. To this end, we will use a lot of the machinery
that we introduced in Sec. 2.4 to analyse the thermodynamics of the network.
For simplicity, here we will focus on batch learning; the generalisation to online
learning is straightforward. For a network with N weights wn ∈ R learning P
samples ξµ ∈ {±1}N with their labels σµT = ±1, µ = 1, 2, . . . , P , we have the N
Langevin equations (3.14), which we repeat here for convenience
w˙n(t) = −wn(t) + f(wn(t), {ξµn , σµT}, t) + ζn(t). (3.31)
The Gaussian noise ζn(t) has correlations 〈ζn(t)ζm(t′)〉 = 2Tδnmδ(t− t′) for n,m =
1, . . . , N where T is the temperature of the surrounding medium and we have set
Boltzmann’s constant to unity to render entropy dimensionless. The weights w
determine the transition rates of the P independent two-state processes for the
predicted labels σµ via
k+µ /k
−
µ = exp (Aµ/T ) (3.32)
where Aµ is the input-dependent activation
Aµ ≡ 1√
N
w · ξµ (3.33)
For the remainder of this section, we set T = 1, rendering energy dimensionless.
We assume that the thermal noise in each subsystem, like wn or σµ, is independ-
ent of all the others. This multipartite assumption [84] allows us to write the
master equation for the distribution p(σT,w,σ, t) with σT ≡ (σ1T, . . . , σPT) and
σ ≡ (σ1, . . . , σP ) as
∂tp(σT,w,σ, t) = −
N∑
n=1
∂njn(t) +
P∑
µ=1
jµ(t), (3.34)
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where ∂t ≡ ∂/∂t, ∂n ≡ ∂/∂ wn and the probability currents for the nth weight wn
and the µth predicted label σµ are given by
jn(t) =
[
−wn + f(wn, ξµ(t), σµ(t)T , t)− ∂n
]
p(σT,w,σ, t), (3.35a)
jµ(t) =k+p(σT,w, σ1, . . . ,−σµ, . . . , σP , t)− k−p(σT,w,σ, t). (3.35b)
We choose symmetric rates k±µ = γ exp(±Aµ/2) with γ  1. Initially, the true
labels σT, weights w and predicted labels are all uncorrelated with
p0(σµT) =1/2, (3.36)
p0(σµ) =1/2, and (3.37)
p0(w) =
1
(2pi)N/2 exp(−w ·w/2). (3.38)
Since the following discussion applies to the time-dependent dynamics (3.34), we
understand that all quantities that will be introduced in the remainder of this
section have an implicit time-dependence via the distribution p(σT,w,σ, t) or the
currents (3.35).
We start our derivation of the main inequality, equation (3.16) of the main
text, from the refined second law for the nth weight (see Sec. 2.4 for a detailed
discussion)
∂tS(wn) + Q˙n − ln(wn;σT) ≥ 0, (3.39)
with equality in equilibrium only. Here,
Q˙n =
∑
σT,σ
∫ ∞
−∞
dw jn(t)Fn(σT,w,σ) (3.40)
is the heat dissipated by the nth weight into its isothermal bath which experiences
a total force Fn = −wn(t) + f(wn(t), {ξµn , σµT}, t). We write the Shannon entropy
of the entire system as S(σT,w,σ) in a slight abuse of notation to emphasise that
we consider the Shannon entropy of the full distribution p(σT,w,σ). The change
of the Shannon entropy of the entire system contributes two terms to the second
law (3.39): First, we have the change of Shannon entropy of the marginalised
distribution p(wn),
S˙n(wn) = −
∑
σT,σ
∫ ∞
−∞
dw jn(t)∂n ln p(wn) = ∂tS(wn), (3.41)
The second contribution is the refined thermodynamic learning rate (2.47), which
is a thermodynamically consistent measure of how much the dynamics of wn change
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the mutual information I(wn : σT,w,σ), in particular for a system that continu-
ously rewrites a single memory [105]. We obtain it from the full thermodynamic
learning rate (2.41) by exploiting the causal structure of the dynamics, as we dis-
cussed in Sec. 2.4. Hence, the refined thermodynamic learning rate includes only
the interactions of the nth weight with the degrees of freedom that it directly
interacts with, i.e. the true labels σT,
ln(wn;σT) =
∑
σ,σT
∫ ∞
−∞
dw jn(t)∂n ln p(σT|wn). (3.42)
The refined second law of stochastic thermodynamics for neural networks yields
N inequalities of the form (3.39). Integrating over time and summing over all the
weights, we find
N∑
n=1
[∆S(wn) + ∆Qn] ≥
N∑
n=1
∫ ∞
0
dt ln(wn;σT) =
N∑
n=1
∆I(wn : σT) (3.43)
The precise definition of all the terms were discussed previously in Section 3.6.
The crucial point for the last equality is that the labels σT are static, so that the
mutual information I(wn : σT) changes only due to the dynamics of wn and hence
∂tI(wn : σT) = ln(wn;σT). If we restricted ourselves to online learning, where
the learning force is a local force with only one sample and its label acting on the
weights, we could consider this as an upper bound on the amount of information
that the weights can acquire during learning, yielding the same result for the
efficiency.
To make progress towards our main result, we need to show that
N∑
n=1
∆I(wn : σT) ≥
P∑
µ=1
∆I(σµT : σµ). (3.44)
First, we note that from the chain rule of mutual information [31], we have
∆I(w : σT) = ∆I(w1, . . . , wn : σT) =
N∑
n=1
∆I(wn : σT |wn−1, . . . , w1) (3.45)
with the conditional mutual information [31]
I(wn : σT |wn−1, . . . , w1) ≡ S(wn|wn−1, . . . , w1)−S(wn|σT, wn−1, . . . , w1). (3.46)
Due to the form of the Langevin equation for the single weight, Eq. (3.31), in-
dividual weights are uncorrelated, and hence the conditional mutual information
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simplifies to
∆I(wn : σT |wn−1, . . . , w1) = ∆S(wn|wn−1, . . . , w1)−∆S(wn|σT, wn−1, . . . , w1)
(3.47)
= ∆S(wn)−∆S(wn|σT) (3.48)
= ∆I(wn : σT) (3.49)
such that
N∑
n=1
∆I(wn : σT) = ∆I(w : σT). (3.50)
Next, we show that
∆I(w : σT) =
P∑
µ=1
∆I(w : σµT |σµ−1T , . . . , σ1T)
!≥
P∑
µ=1
∆I(w : σµT). (3.51)
using the independence of the given labels σT. We first note that
∆I(w : σµT |σµ−1T , . . . , σ1T) =∆S(σµT|σµ−1T , . . . , σ1T)−∆S(σµT|w, σµ−1T , . . . , σ1T)
(3.52)
=∆S(σµT)−∆S(σµT|w, σµ−1T , . . . , σ1T) (3.53)
while
∆I(w : σµT) = ∆S(σ
µ
T)−∆S(σµT|w) (3.54)
Hence for ∆I(w : σµT |σµ−1T , . . . , σ1T)
!≥ ∆I(w : σµT), we need
∆I(w : σµT |σµ−1T , . . . , σ1T)−∆I(w : σµT) (3.55)
= ∆S(σµT|w)−∆S(σµT|w, σµ−1T , . . . , σ1T)
(3.56)
= ∆I(σµT : σ
µ−1
T , . . . , σ
1
T |w) (3.57)
≥ 0 (3.58)
where we first used that the σµT are independent and identically distributed. The
last inequality follows since any mutual information, conditional or not, is al-
ways greater than or equal to zero [31]. We have thus shown that ∆I(w :
σµT |σµ−1T , . . . , σ1T) ≥ ∆I(w : σµT) and hence (3.51) is true.
Finally, to prove that ∆I(w : σµT) > ∆I(σ
µ
T : σµ), we consider the full probability
distribution p(σT,w,σ). From the master equation, Eq. (3.34), we can write this
distribution as
p(σT,w,σ) = p(σT)p(w|σT)
[
p(0)(σ|w) + 1
γ
p(1)(σ|w) +O(1/γ2)
]
(3.59)
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with γ  1 for physiological reasons as described in the text – it takes the neuron
longer to learn than to generate an action potential. Hence to first order, σT →
w → σ is by definition a Markov chain [31]. Integrating out all the labels, true and
predicted, except for the µth one, we have the Markov chain σµT → w → σµ. For
such a Markov chain, it is easy to show the following data processing inequality [31],
∆I(σµT : w) ≥ ∆I(σµT : σµ), (3.60)
which completes our derivation.
3.B Hebbian learning in the thermodynamic limit
In this section, we return to Hebbian learning in the thermodynamic limit for
long times t → ∞ and give detailed calculations for the distribution p(σT,w,σ)
and p(∆µ) and derive an analytical approximation for the mutual information
I(σT : σ).
3.B.1 Direct integration of the full distribution p(σT,w,σ)
To compute the mutual information between the true and predicted label of a given
sample, I(σµT : σµ), we need the distribution p(σ
µ
T, σ
µ) or, since both σµT and σµ are
symmetric binary random variables, the probability that σµT = σµ. Our aim in this
section is to obtain this probability for Hebbian learning in the thermodynamic
limit with t→∞ by direct integration of the full distribution over the true labels,
weights and predicted labels for a given set of samples {ξµ}, which will also give
additional motivation for introducing the stability ∆µ of a sample.
We start with the full probability distribution
p(σT,w,σ) =
(1
2
)P ( N∏
n=1
e−(wn−νFn)
2/2
√
2pi
) P∏
µ=1
eσ
µw·ξµ/2√N
e−w·ξµ/2
√
N + ew·ξµ/2
√
N
 , (3.61)
where ν is the learning rate and Fn is a suitably scaled average over the samples
and labels,
Fn = 1√
N
P∑
ρ=1
σρTξ
ρ
n (3.62)
While the sum over the predicted labels σρ 6=µ = ±1 is trivial, we can integrate
over the true labels by noting that we can rewrite the exponent as
p(σT,w, σµ) =
(1
2
)P  N∏
n=1
e−(wn−νσ
µ
Tξ
µ
n/
√
N−νFµn )2/2√
2pi
 eσµw·ξµ/2√N
e−w·ξµ/2
√
N + ew·ξµ/2
√
N
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(3.63)
where the only dependence of the weight distribution on the true labels σρ6=µT is
now confined to the sum
Fµn ≡
1√
N
P∑
ρ 6=µ
σρTξ
ρ
n. (3.64)
In the thermodynamic limit, this allows us to replace the sum over all σµ 6=ρT by
an integral over the stochastic variable Fµn , which is normally distributed by the
central limit theorem and has mean 0 and variance α. Carrying out the integral,
we find
p(σµT,w, σµ) =
 N∏
n=1
e−(wn−νσ
µ
Tξ
µ
n/
√
N)2/2(1+αν2)√
2pi(1 + αν2)
 eσµw·ξµ/2√N
e−w·ξµ/2
√
N + ew·ξµ/2
√
N
(3.65)
Since both σµT and σµ are binary random variables and σ
µ
T = ±1 with equal
probabilities, the mutual information between the true and predicted label can be
written as
I(σµT : σµ) = ln 2− S[p(σµT = σµ)] (3.66)
with the shorthand for the binary entropy S[p] = −p ln p − (1 − p) ln(1 − p) [31].
With σµ = σµT in the exponential term of Eq. (3.65) and noting that (σ
µ
Tξ
µ
n)2 = 1
for all σµT, ξµn , we then have
p(σµT = σµ,w) =
 N∏
n=1
e−(wnσ
µ
Tξ
µ
n−ν/
√
N)2/2(1+αν2)√
2pi(1 + αν2)
 eσµTw·ξµ/2√N
e−w·ξµ/2
√
N + ew·ξµ/2
√
N
(3.67)
It thus becomes clear that w · ξµσµT is the sum of N random variables with mean
ν/
√
N and variance 1 + αν2. We are then motivated to introduce the stability of
a sample,
∆µ ≡ 1√
N
w · ξµσµT = AµσµT. (3.68)
which, from Eq. (3.67), is normally distributed with mean ν and variance 1 +αν2.
Introducing the stability allows us to replace the integral over all the weights by
an integral over the stability,
p(σµT = σµ) =
∫ ∞
−∞
d∆µ e
−(∆µ−ν)2/2(1+αν2)√
2pi(1 + αν2)
e∆
µ
1 + e∆µ =
∫ ∞
−∞
d∆µp(∆µ) e
∆µ
1 + e∆µ (3.69)
which is the distribution obtained as Eq. (3.20) of the main text.
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3.B.2 Direct derivation of the distribution of stabilities
Let us quickly show how the distribution of stabilities
∆µ ≡ 1√
N
w · ξµσµT, (3.70)
µ = 1, . . . , P , is obtained directly from its definition. The weights are given by
w = 1√
N
ν
P∑
ρ=1
ξ[ρ]σρT + y (3.71)
with y = (y1, y2, . . . , yN) where yn are normally distributed random variables with
mean 0 and variance 1 arising from the thermal fluctuations in equilibrium. Sub-
stituting Eq. (3.71) into Eq. (3.70), we have
∆µ = 1
N
ν
P∑
ρ=1
σρTσ
µ
Tξ[ρ] · ξµ +
1√
N
σµTξ
µ · y (3.72)
=ν + 1
N
ν
P∑
ρ6=µ
σρTσ
µ
Tξ[ρ] · ξµ +
1√
N
σµTξ
µ · y (3.73)
where going to the last line we have used the fact that ξµ ·ξµ = N . By inspection,
we see that the second term is the sum of N(P −1) ≈ NP random numbers ±ν/N
and the last term is the sum of N random numbers yn/
√
N . By the central limit
theorem, ∆µ is hence normally distributed with mean 〈∆µ〉 = ν and variance
〈(∆µ)2〉 − 〈∆µ〉2 = ν2 +NP ν
2
N2
+N 1
N
− ν2 = 1 + αν2. (3.74)
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We continue to study the perceptron, parametrised by its set of weights w, which
assigns labels σµ = ±1 to inputs ξµ ∈ RN . In the previous chapter, the aim of
the perceptron was to reproduce as faithfully as possible the true labels, drawn
at random, for a fixed set of inputs, see Fig. 3.1. Here, we will study a different
learning problem where the true labels are generated according to some fixed
function σT(ξ) = ±1, which is parametrised by a set of parameters T . These
could for example be the weights of another neural network, which is often called
the teacher [8, 92].
The perceptron, called the student in this context, has to infer this rule from
a number of examples (ξ, σT) supplied by the teacher. Our focus in this chapter
is on the final step of information processing: how well can the network emulate
the function implemented by the teacher after a training period, i.e. how well do
the outputs of the student, σ, match the correct output of the teacher σT for the
any given input? We will show that the ability of the network to generalise such
a rule from the examples it has seen to previously unseen inputs is bound by the
dissipation of free energy by the components of the network as a consequence of
the second law of stochastic thermodynamics.
Our results apply to a wide variety of learning algorithms. For illustration
purposes, we analyse three learning algorithms in particular: Hebbian learning [97,
106], which was inspired by the neurobiology of memory formation; the celebrated
Perceptron algorithm [107], whose discovery led to a surge in interest in neural
networks in the 1960s and which is still very influential; and finally AdaTron
learning [108], a refinement of the Perceptron algorithm with surprising dynamical
features.
This chapter is organised as follows. We give a detailed description of our model
and its dynamics in Sec. 4.1 and 4.2. We derive a general bound in Sec. 4.3 and
discuss a number of simple examples with different learning algorithms in Sec. 4.4.
We then derive a second, sharper bound in Sec. 4.5 and analyse the efficiency of
learning in large networks in Sec. 4.6. We give some concluding perspectives in
Sec. 4.7. Detailed proofs and a number of technical points are discussed in the
appendices. The results from this chapter have been published in [109].
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4.1 Inputs and labels, Teacher and student
We consider a single neuron, modeled by a perceptron as discussed in Chapter 3.
The inputs are distributed according to
p(ξ) =
N∏
n=1
1
2 [δ(ξn − 1) + δ(ξn + 1)] . (4.1)
The neuron itself is fully characterised by the N weights w ∈ RN of its N af-
ferent connections. The weights obey noisy dynamics, to be specified in Sec. 4.2.
Presented with a given input ξ, the neuron computes an input-dependent activa-
tion
A ≡ 1√
N
w · ξ (4.2)
where the prefactor ensures normalisation. The activation determines whether
the neuron will fire an action potential or not, σ = 1 or −1, respectively. If the
prediction was noise-free, we would have σ = sgn(A), where sgn(x > 0) = 1 and
sgn(x ≤ 0) = −1; instead, the predicted label σ is stochastic with
p(σ|A) ∝ exp(βσA) (4.3)
where β is the inverse temperature of the surrounding heat bath. As we have done
previously, we set kB = β = 1 for the remainder of this chapter, rendering entropy
and energy dimensionless without loss of generality.
The rules we want to learn are Boolean functions of the inputs. More precisely,
we will focus on realisable rules which are linearly separable, i.e. we can write
σT = sgn(T · ξ) = ±1 (4.4)
where the teacher network T ∈ RN has the same architecture as the neural network
w. This function is shown schematically in Fig. 4.1 for two dimensions, where the
teacher vector separates the plane from which the inputs are drawn into two halves.
In N dimensions, the function (4.4) separates the N -dimensional hypersphere from
which the inputs ξ are drawn into two hemispheres, one with σT = 1 and one with
σT = −1, with the vector T pointing to the "northpole".
The components of the teacher are independent and drawn from a normal dis-
tribution with mean 0 and variance 1 and kept fixed. We draw the teacher at
random in order to make general statements about the ability of the network to
infer teachers of this form. By analogy, the neuron in such a setup is often called
the student. We can interpret the true label of an input as an indication of whether
the student should fire an action potential in response to that input or not. We
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Figure 4.1 | Learning from a teacher. For inputs ξ ∈ R2, we plot the functions
implemented by two neural networks with different weight vectors T ∈ R2 implementing
the rule σT = sgn(T · ξ). All the points in the regions shaded blue will be assigned
σT = 1, while points in the region shaded red will have a true label σT = −1. The
aim of the student is to infer the parameters T from a number of samples (σT, ξ) for
randomly drawn inputs ξ. N.B. inputs in this plot are drawn from a normal distribution
with mean 0 and variance 0.5 rather than the distribution (4.1) for illustration purposes.
emphasise that while the response of a neuron to an input is stochastic, as is the
case physiologically, we assume that the teacher does not make mistakes.
The goal of learning is to adjust the weights of the network w such that the
label predicted by the neuron equals the true label for any input ξ, σ = σT. The
adaptation of weights is thought to be a main mechanism of memory formation
in biological networks [3]. To this end, the neuron needs to infer the teacher T .
However, the neuron only has indirect access to the teacher via a number of samples
(ξµ, σµT), where we have now indexed the inputs and their labels with µ = 1, . . . ,
see Fig. 4.1. The exact form of the dynamics will be specified below in Section 4.2.
A classic example for neurons performing this kind of associative learning are the
Purkinje cells in the cerebellum [94, 95, 110, 111].
4.2 Dynamics
Let us now describe the dynamics of the weights learning a rule from a fixed teacher
T . Initially, all the weights are independent of each other and in equilibrium in
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Algorithm F(|w|,w · ξµ, σµT) Ref.
Hebbian 1 [97, 106]
Perceptron θ(−σµTw · ξµ) [107, 112]
AdaTron w · ξµ/√N θ(−σµTw · ξµ) [108]
Table 4.1 | Different learning algorithms for a neuron with weights w online-
learning a sample (σµT, ξµ) together with the colour code used throughout the thesis.
Here, θ(·) is the Heaviside step function. References are given to where the algorithm
first appeared in a discussion of (the statistical mechanics of) neural learning, to the
best of our knowledge. A detailed discussion of the form of these algorithms is given in
Sec. 4.4
the potential
V (w) = k2w ·w (4.5)
which restricts the weights from increasing indefinitely, as is also the case physiolo-
gically [96].
Starting at time t = 0, the weights wn obey overdamped Langevin equations [73]
w˙n(t) = Fn
(
w(t), σµ(t)T , ξµ(t), t
)
+ ζn(t) (4.6)
as in our previous chapter, cf. Eq. (3.31). The thermal white noise ζn(t) has
correlations 〈ζn(t)ζm(t′)〉 = 2Dδnmδ(t − t′), where D is the “diffusion” constant.
We set the mobility of the weights to unity and impose the fluctuation-dissipation
relation βD = 1 for thermodynamic consistency [20]. We still use angled brackets
〈·〉 to indicate averages over the thermal noise, unless indicated otherwise.
The total force F = (F1, . . . , FN) on the weights has a conservative contribution
from the harmonic potential, −∇V (w) = −kw, and a non-conservative contribu-
tion from the learning force f , which is a function of a single sample (σµ(t)T , ξµ(t)).
The learning force changes the weights in such a way that the neuron becomes more
likely to predict the true label for the input as discussed above. In this chapter,
we focus our discussion on online learning, where the learning force changes the
weights using just a single sample at a time∗. The succession of samples is de-
scribed by the function µ(t) = 1, 2, . . . . This function may be deterministic or
stochastic and we do not make any assumptions about the rate of change of the
inputs nor whether the same input may be shown more than once to the neuron.
∗ Our results also hold for batch learning, where the neuron has simultaneous access to a set of
samples at any point in time as discussed in detail in Appendix 4.D.
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Figure 4.1 | A single neuron learning a rule. The neuron, characterised by its
weights w ∈ RN , is presented with a succession of inputs ξµ ∈ {−1, 1}N and their true
labels σµT = sgn(T ·ξµ) = ±1 which are determined by a random, static teacher T ∈ RN .
The goal of learning is to infer the teacher T by using only the information provided by
the samples (ξµ, σµT), such that the neuron is eventually able to predict the true label of
a previously unseen input.
We will assume that the change to the weights in response to a sample is made
in the direction of that input, as is the case for most customary algorithms (see
Sec. 4.4 and [8, 92, 113]). We thus write f = (f1, . . . , fN) with
fn ≡ ν(t)ξµ(t)n σµ(t)T F(|w(t)|,w(t) · ξµ(t),T · ξµ(t)), (4.7)
where we have introduced a possibly time-dependent learning rate ν(t) ∗ and we
denote the Euclidean norm of a vector by |·|. Here, F is an as yet unspecified scalar
function of the length of the weight vector, |w(t)|, the student’s field w(t) · ξµ(t)
and the teacher’s field T · ξµ(t). The learning force may only depend on the sign
of the teacher’s field. Its precise form is specified by learning algorithms; some
popular forms are summarised in Tab. 4.1 and described in more detail in Sec. 4.4.
However, we stress that the bounds that we derive in this chapter do not depend
on the particular form of the learning force and hold for all learning dynamics of
the form (4.6). The full Langevin equation for a weight then reads
w˙n(t) = −kwn(t) + ν(t)ξµ(t)n σµ(t)T F(|w(t)|,w(t) · ξµ(t),T · ξµ(t)) + ζn(t). (4.8)
On the ensemble level, the system is fully described by the distribution p(T ,w, t).
Its equation of motion is given by a Fokker-Planck equation [73] whose form is sim-
plified by the fact that the noise ζn(t) of the different weights is uncorrelated. The
∗ We repeat that the learning rate that we denote ν(t) in this chapter is an established concept in
the analysis of neural networks and should not be confused with the thermodynamic learning
rate ln, see also Eq. (2.41) and comments thereafter.
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dynamics are hence multipartite [38, 84] and the Fokker-Planck equation corres-
ponding to the Langevin dynamics (4.8) separates into one probability current for
every weight wn,
∂tp(T ,w, t) = −
N∑
n
∂njn(T ,w, t), (4.9)
where ∂t ≡ ∂/∂t, ∂n ≡ ∂/∂wn and the probability currents are given by
jn(T ,w, t) =
[
−kwn + ν(t)ξµ(t)n σµ(t)T F(|w|,w · ξµ(t),T · ξµ(t))
]
p(T ,w, t)
− D∂np(T ,w, t). (4.10)
There are hence three sources of stochasticity in the system. On the one hand, the
fluctuating weights w(t) and the stochastic process of firing an action potential or
not, σ, for a given activation (4.2) affect the performance of the network. Fur-
thermore, there is randomness in the choice of samples during learning. Since the
neuron learns using just a single randomly drawn input and its label at a time, the
system performs stochastic gradient descent in the sense that the direction of the
learning force fluctuates from one input to the next and only yields the appropriate
direction for the weights on average.
4.3 A first thermodynamic bound on generalising
The aim of the neuron is to predict the label of a previously unseen input ξ
as well as possible. In the following discussion, we consider the generalisation
properties of the neuron, i.e. its performance on an input drawn at random from
the distribution (4.1), so we drop the superscript µ on inputs and labels. We
quantify the accuracy of the predictions using information theory [8, 31]. The
natural quantity to measure the information learnt by the neuron is the mutual
information
I(σT : σ) ≡ S(σT)− S(σT|σ) ≥ 0 (4.11)
which measures by how much, on average, the uncertainty about σT is reduced
by knowing σ for any input. If learning and predicting went perfectly, then by
knowing the neuron’s output σ one could predict the true label σT with perfect
accuracy, such that S(σT|σ) = 0 and hence I(σT : σ) = ln 2. On the other hand,
when the weights are in equilibrium in their potential V (w) before learning, there
is no correlation between the weights of the student and those of its teacher, such
that I(σT : σ) = 0.
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We can connect the mutual information I(σT : σ) to the well-established general-
isation error  of neural networks [92, 113]. It gives the probability that the neuron
predicts the wrong label for an arbitrary input ξ, assuming that the prediction of
the neuron is noise-free, i.e. σ = sgn(w · ξ), and is defined as
 = 〈θ(−w · T )〉 (4.12)
where θ is the Heaviside step function. If the neuron predicted a label based on
its activity reliably via σ = sgn(w · ξ) like the teacher, Eq. (4.4), the mutual
information between the true and predicted label for an arbitrarily drawn input
could be expressed as
I(σT : σ) = ln 2− S(), (4.13)
where S(p) = −p ln p− (1− p) ln(1− p) is the shorthand for the Shannon entropy
of a binary stochastic variable with probability p. For a realistic neuron, the
activity gives only the probability that the neuron will fire an action potential, see
Eq. (4.3), hence Eq. (4.13) constitutes an upper bound on its actual performance
with noisy predictions. In the following, we will focus on deriving thermodynamic
bounds on the amount of information that the neuron can learn from its teacher
for the ideal case of noise-free predictions.
Thermodynamics enters the picture by considering the free energy costs of the
non-equilibrium dynamics of the weights. Similarly to Chapter 3, they can be
quantified by the total entropy production ∆Stotn of a single weight in the network
which is guaranteed to be non-negative by the second law of stochastic thermody-
namics and has two contributions: the heat dissipated by the nth weight into the
connected heat bath, ∆Qn, and the change in Shannon entropy of the marginalised
distribution p(wn) [20].
For a neural network learning with the dynamics (4.8), we can show both for
N = 1 and in the thermodynamic limit that
I(σT : σ) ≤ ∆Stotn ≡ ∆S(wn) + ∆Qn (4.14)
from the second law for the network (see Appendices 4.A and 4.B for details). This
suggests the introduction of an efficiency
η ≡ I(σT : σ)∆S(wn) + ∆Qn ≤ 1. (4.15)
This inequality is our first main result and holds at all times t > 0 in Eq. (4.8)
and (4.9).
We note that while this result is superficially similar to the inequality we have
derived in Chapter 3, here we consider an entirely different scenario. In the previ-
ous chapter, there was no teacher; instead, we considered the learning of a number
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of fixed inputs with true labels drawn at random, such that the true labels were
uncorrelated to the inputs and to each other. Hence the concept of a generalisation
error did not apply and “the information” was always related to the labels of the
fixed set of inputs. Here, we are learning from a number of samples (σµT, ξµ) which
are examples of the function that the teacher performs, Eq. (4.4). The network
tries to infer this function in order to be able to correctly classify previously un-
seen inputs. What we show here is that the ability to learn from a teacher and
generalise accordingly is bound by the total entropy production per weight. We
will come back to the differences between the learning problems considered in this
and the previous chapter in Sec. 4.7.
4.4 Efficiency of different learning algorithms with
N = 1
Let us look at a toy model of a neuron with a single weight. The weight is
initially in equilibrium in the harmonic potential V (w) = kw2/2. Without loss
of generality, we can set k = β = D = 1, making energy, entropy, time and the
weights dimensionless. At time t = 0, the learning rate is suddenly increased from
0 to a constant value ν0.
The neuron learns using one of the three learning algorithms, each defined by
a particular choice of F and summarised in Tab. 4.1. The simplest non-trivial
choice is F = 1, which is Hebbian learning [97, 106]. For such an algorithm, each
incoming sample changes the weight by an amount ∼ σµTξµ. An obvious improve-
ment on this simple algorithm is to only change the weight if the network would
currently predict the wrong label for that input, which is achieved by choosing
F = θ(−σµTwξµ). This is the Perceptron algorithm [107]. A further refinement of
this rule is achieved by choosing F = |wξµ|θ(−σµTwξµ) such that the change in the
weights is proportional to the confidence of the neuron in its decision, measured
by |wξµ|.
The key insight to solve the dynamics in each case is that in one dimension,
σµTξ
µ = sgn(T ) for all ξµ, which is readily verified. This has the appealing con-
sequence that it is possible to rewrite the Langevin equations for all three learning
rules without any mention of the inputs ξµ. Instead, learning a rule is equival-
ent to a quench of the potential of the weight from the simple harmonic form
V (w) = w2/2 to a new T -dependent potential V q(T,w), the exact form of which
depends on the learning algorithm chosen. They read
V q(T,w) =

w2/2− ν0w sgn(T )
w2/2− ν0w sgn(T )θ(−wT )
w2/2(1− ν0 sgn(T ) sgn(w)θ(−w sgn(T )))
(4.16)
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Figure 4.1 | Efficiency of a toy model with N = 1. We plot the efficiency η,
Eq. (4.15) and in the inset the generalisation error , Eq. (4.12), as a function of the fixed
learning rate ν0 for a neuron with a single weight, N = 1, learning using the Hebbian
(solid), Perceptron (long dashed) and AdaTron (dashed) algorithms. Parameters:
k = β = D = 1 without loss of generality.
for Hebbian, Perceptron and AdaTron learning, respectively. The weight then
relaxes to the new equilibrium distribution, which is given by the Boltzmann dis-
tribution. The heat dissipated by the weight during this isothermal relaxation is
given by
∆Q = 〈V q(T,w)〉0 − 〈V q(T,w)〉eq (4.17)
where 〈·〉0 and 〈·〉eq indicate averages with respect to the distributions of teacher
and weight at t = 0 and after relaxation, respectively.
We plot the efficiency of learning (4.14) for t → ∞ in Fig. 4.1 as a function of
the learning rate. While the Hebbian algorithm yields the lowest generalisation
error, its efficiency is quickly dominated by the heat dissipated, ∆Q ∼ ν20 , resulting
in low efficiency. The perceptron algorithm is the most efficient for large ν and
yields a better generalisation performance than the AdaTron algorithm, too (see
the inset of Fig. 4.1).
We finally note that our inequality (4.14) is sharp for N = 1. Optimal efficiency
η → 1 can for example be reached for Hebbian learning with a time-dependent
learning rate ν(t) where we first linearly increase ν(t) from 0 to ν0 over a period
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of time τ and then keep it at the final value ν0:
ν(t) ≡
ν0t/τ t < τν0 t ≥ τ, (4.18)
which is similar to an example discussed in [91]. In the limit of slow driving
τ → ∞, the dissipated heat ∆Q → 0. If additionally the learning rate ν → ∞,
the efficiency η → 1.
4.5 Learning in large networks and a second bound
We just saw in Sec. 4.4 that for N = 1, ξµ sgn(Tξµ) = sgn(T ) which simplifies the
analysis because the inputs ξµ do not appear explicitly in the equation of motion
of the weight. In higher dimensions, we have instead a learning force on the nth
weight
fn ∼ ξµn sgn(T · ξµ) = ξµn sgn
Tnξµn + ∑
m 6=n
Tmξ
µ
m
 (4.19)
which will fluctuate between the desired value sgn(Tn) and − sgn(Tn) due to the
second term inside the sign function, which is effectively a noise term corrupting
the signal from the n-th component of the teacher. So instead of relaxing to a new
equilibrium as seen for N = 1, the weights relax to a steady state with a constant,
positive rate of thermodynamic entropy production [20]. Our inequality (4.14)
still applies to this process, but it is not very sharp anymore: I(σT : σ) ∼ 1 and
∆S(wn) ∼ 1, but a steady state comes with a non-zero rate of heat dissipation,
such that ∆Q ∼ t. This issue was not addressed in our previous work [91]. In
this section, we derive a sharper bound using concepts from steady state thermo-
dynamics [86].
We start with the explicit expression for the total entropy production of the
weights of the network [20],
S˙tot(t) =
∑
n
∫
dT dw p(T ,w, t)
D
(
jn(T ,w, t)
p(T ,w, t)
)2
≥ 0. (4.20)
In our problem, the learning rate ν(t) acts as a control parameter. For every value
of ν(t), there is a well-defined steady state ps(T ,w; ν(t)) where ∂tps(T ,w; ν(t)) = 0
as in equilibrium, but where at least some of currents jsn(T ,w; ν(t)) 6= 0, leading,
inter alia, to a constant rate of total entropy production S˙tot ≥ 0 in the steady
state. By writing ∂tps(T ,w; ν(t)) = 0, we are referring to the hypothetical scenario
where the system at time t is compared to a system that is allowed to relax to the
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steady state corresponding to the value of the learning rate ν at that time. For
the remainder of this section, we will use the shorthands
p =p(T ,w, t), ps =ps (T ,w; ν(t)) , (4.21)
jn =jn(T ,w, t), jsn = jsn (T ,w; ν(t)) , (4.22)
to keep our notation slim. We can rewrite the total entropy production using con-
cepts from steady state thermodynamics [86, 87, 90] as we discussed in Section 2.5
S˙tot(t) = S˙na(t) + S˙a(t) (4.23)
where we have introduced the non-adiabatic entropy production
S˙na(t) ≡∑
n
∫
dT dw p
D
(
jn
p
− j
s
n
ps
)2
≥ 0 (4.24)
and the adiabatic entropy production
S˙a(t) ≡∑
n
∫
dT dw p
D
(
jsn
ps
)2
≥ 0 (4.25)
Both entropy production rates are evidently positive. They each correspond to
a possible mechanism that leads to the breaking of time symmetry and hence to
dissipation: the application of non-equilibrium constraints (S˙a) and the presence
of driving (S˙na).
The non-adiabatic entropy production of the system can be written as [90]
S˙na(t) = −
∫
dT dw p˙(T ,w, t) ln p(T ,w, t)
ps(T ,w, ν(t)) . (4.26)
It becomes identically zero once the steady state is reached, as is easily seen from
its definition. By splitting the logarithm, we find the second law of steady state
thermodynamics [86, 87, 90]
S˙na(t) = S˙(T ,w, t) + Q˙ex(t) ≥ 0 (4.27)
where S˙(T ,w, t) is the rate of change of the Shannon entropy of the distribution
p(T ,w, t) and we have identified the excess heat [86, 87, 90]
Q˙ex(t) ≡
∫
dT dw p˙(T ,w, t) ln ps(T ,w, ν(t)) (4.28)
which has no definite sign.
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Starting from the second law of steady-state thermodynamics (4.27), we can
derive our second, sharper bound on the accuracy of learning:
I(σT : σ) ≤ ∆S(wn) + ∆Qexn (4.29)
which leads to the efficiency
η˜ ≡ I(σT : σ)∆S(wn) + ∆Qexn
≤ 1. (4.30)
This the second main result of this chapter. It also holds at all times and applies to
any learning algorithm that depends on the weights, w, and samples (σµ(t)T , ξµ(t)).
We give the details of its derivation in Appendix 4.C and show that our result
applies to batch learning in Appendix 4.D.
4.6 Online learning in large networks
The number of afferent connections to a single neuron in a realistic network may be
on the order of thousands [3], so it is sensible to analyse learning in the limit N →
∞. We will focus on online learning [112, 114] using the algorithms introduced in
Sec. 4.4 and summarised in Table 4.1. We will assume that the samples, indexed
by µ(t), change much faster than the weights relax. This assumption is central to
virtually all of the existing literature on the analysis of online learning algorithms.
4.6.1 Scaling of the learning rate
We have noted that for N > 2, the learning force on the nth weight will fluctuate
between two values proportional to ± sgn(Tn), leading to a steady state with con-
stant  and constant rate of heat dissipation. Let us try to make this statement
more quantitative by looking at the learning force averaged over the inputs ξ in
the limit N → ∞. Setting F = 1 for the moment for simplicity of notation, we
have
fn = ν(t)σµTξµn = ν(t)ξµn sgn(Tnξµn + ψ) (4.31)
where we have written µ = µ(t) to simplify our notation and we have introduced
the noise term inside the sgn(·) function,
ψ ≡ ∑
m 6=n
Tmξ
µ
m. (4.32)
ψ is uncorrelated with Tnξµn and normally distributed with zero mean and variance
N − 1 ≈ N due to the central limit theorem since the teacher and the inputs are
uncorrelated. We are interested in the probability p‖ that
sgn(Tnξµn + ψ) = sgn(Tnξµn), (4.33)
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i.e. the probability that the learning force points in the right direction despite the
noise term ψ. This probability is found by integrating the binormal distribution
p(Tn, ψ) = p(Tn)p(ψ) over the region where (4.33) holds for ξµn = 1 and ξµn = −1,
respectively. We find that
〈fn〉ξ = ν(t)(2p‖ − 1) sgn(Tn) ∼ ν(t)
sgn(Tn)√
N
(4.34)
where we have expanded p‖ for large N [115]. Hence the larger the network, the
smaller the information that σT = sgn(T · ξ) carries about a single component
of the teacher network. This analysis suggests we choose a learning rate ν(t) ≡
ν˜0
√
N with the normalised learning rate ν˜(t) ∼ 1. This choice corresponds to the
conventional scaling of time with the inverse of the network size in the machine
learning literature [92, 113], which amounts to nothing more but an increase in
samples shown to the network to compensate for the dilution of the signal.
4.6.2 Dynamics
First of all, we would like to compute the time-dependent generalisation error (t)
for online learning with the three algorithms from Tab. 4.1 in a large network
with dynamics given by (4.8). We keep the inverse temperature and the diffusion
constant at β = D = 1 and again consider the case where the learning rate is
quenched to a constant value ν˜ = ν˜0 at t = 0, leaving us with two free parameters:
ν˜0 and the stiffness of the harmonic potential k, see Eq. (4.5).
We thus introduce two new parameters, which go back to the original proof of
convergence of the perceptron algorithm [116] and play an important role in the
statistical mechanics of learning [92],
Q ≡ w ·w
N
and R ≡ T ·w
N
. (4.35)
These quantities have the appealing property of being self-averaging in the ther-
modynamic limit, where they become the second moment of wn and the covariance
of (Tn, wn), respectively. Using geometrical [92] or analytical [113] arguments, it
can be shown that the generalisation error (4.12) becomes
 = 1
pi
arccos
(
w · T
|w||T |
)
= 1
pi
arccos
( R√Q
)
. (4.36)
Hence it is sufficient to find and solve the equations of motion for Q and R to
solve the dynamics of the generalisation error.
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We can indeed derive such equations directly from the Langevin equation for
the weights w (4.8) (see Appendix 4.E). They read
Q˙ = 2(1− kQ) + 2ν˜0 〈sgn(x)yF(x, y)〉ξ
+ ν˜20
〈
F2(x, y)
〉
ξ
,
(4.37a)
R˙ = −kR+ ν˜0 〈sgn(x)xF(x, y)〉ξ , (4.37b)
where we have introduced the auxiliary random variables
x ≡ T · ξ/
√
N and y ≡ w · ξ/
√
N. (4.38)
Since we are assuming that the inputs change on a timescale much faster than
the relaxation time of the weights, we need to average Eqs. (4.37) over the inputs
ξ. This average is simplified by noting that the inputs only enter the equations
via x and y. Thus the average over the inputs can be replaced with an average
over x and y, which are binormally distributed by the central limit theorem, with
moments
〈x〉ξ = 〈y〉ξ = 0,〈
x2
〉
ξ
= 1,
〈
y2
〉
ξ
= Q, 〈xy〉ξ = R.
(4.39)
The averages 〈·〉ξ can be performed analytically for all three learning algorithms
and their particular choice of F , see Tab. 4.1. We give the results in Appendix 4.E.
This procedure eventually yields a set of closed equations for R and Q for each
learning algorithm, which can be solved numerically.
Fig. 4.1 shows the generalisation error as a function of (scaled) time as obtained
from numerical simulations of the Langevin equation (4.8) for a network with
N = 10000, ν˜0 = β = D = 1 in dashed lines. The result obtained by our analyt-
ical calculation that we just discussed is shown in the same plot using solid lines.
First, we note that  is a self-averaging quantity, i.e. each simulation run generates
the same  over time within small fluctuations which are scale inversely with N .
Furthermore, the dynamics of  are well described by our analytical result. While
the Hebbian learning takes the longest time to converge, it is perhaps surprisingly
the most robust algorithm in the presence of noise, consistently yielding the lowest
generalisation errors. Indeed, for online learning with k = 0 and no noise, it is well
established that  decays slower for the Perceptron than the Hebbian algorithm;
on the other hand, Hebbian learning fails miserably with non-uniform input dis-
tributions [92]. The performance of the Perceptron is significantly improved by a
choice of time-dependent learning rates in a process called annealing. This is bey-
ond the scope of this chapter, but see [117] for a detailed discussion of the impact
of time-dependent learning rates on the convergence of learning algorithms.
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Figure 4.1 | Dynamics of online learning in large networks. We computed 
analytically by solving the equations of motion for Q and R, Eq. (4.37) (solid), and
numerically from simulations of the dynamics (4.8) with N = 10000 (dashed) with
the normalised learning rate ν˜0 = 1 in both cases. The bottom three trajectories have
k = 0.1, while for the top three trajectories, k = 1. We compare online learning using
the Hebbian , Perceptron and AdaTron algorithms, plotting five trajectories for
each algorithm. Parameters: β = D = 1.
Catastrophic failure of AdaTron learning
A remarkable property of AdaTron learning is demonstrated in Fig. 4.2, where we
plot the final, steady-state generalisation error  against the normalised learning
rate ν˜0. While Hebbian and Perceptron learning (green and blue, resp.) show the
expected decrease of  with ν˜0, there is a sharp increase of  for AdaTron learning
at ν˜c = 3 (green). Indeed, for large learning rates, the AdaTron algorithm will fail
completely. This sensitivity of the algorithm to the value of the learning rate is
well-known in the noise-free case without potential V (w) [92] and persists in our
model with noise, most markedly for low potential stiffness k.
The critical dependence of the generalisation error  on the learning rate ν(t) =√
Nν˜0 for AdaTron learning in weak potentials (k  1) in the thermodynamic limit
N → ∞ is most clearly seen by transforming variables from (Q,R), Eq. (4.37),
to (Q,S) with
S ≡ R√Q . (4.40)
The variables (Q,S) obey another closed set of equations of motion. After aver-
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Figure 4.2 | Final generalisation error in large networks. We plot the final,
steady-state generalisation error  of online learning in the thermodynamic limit using
Hebbian , Perceptron and AdaTron algorithms. The behaviour of the algorithms
and AdaTron learning in particular is discussed in detail in Sec. 4.6.2. Parameters:
β = D = 1.
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Figure 4.3 | Critical learning rate for AdaTron learning. The first three plots
from left to right are vector plots in phase space for the first-order system (Q˙, S˙),
Eq. (4.41), for AdaTron learning in the thermodynamic limit N → ∞ with constant
normalised learning rate ν˜(t) = ν˜0 and k = 0.01. For ν˜0 ≤ 2, there is an attracting state
with S → 1. As we increase the learning rate ν˜0, another attracting state appears with
S → 1/2 and hence  = 1/2. In the limit k  1, this behaviour can be understood from
the bifurcation diagram of the closed, single equation for S, Eq. (4.41b), shown on the
far right, where stable (unstable) fixed points are indicated by straight (dashed) lines.
Parameters: β = D = 1.
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aging over the inputs using p(x, y) as described in Section 4.E, we find
Q˙(t) = 2 +Q(t)
−2k + (2ν˜0 − ν˜20)S(t)
√
1− S(t)2 − arccosS(t)
pi
 , (4.41a)
S˙(t) = −S(t)Q(t) +
ν˜20S(t)2
√
1− S(t)2
2pi +
ν˜0 (1− S(t)2)3/2
pi
− ν˜
2
0S(t) arccosS(t)
2pi .
(4.41b)
Three stream plots of this system for ν˜0 = 2, 3, 4, shown in Fig. 4.3, reveal a
qualitative change in behaviour of the system (Q,S) away from a solution with
S → 1 and hence  → 0. Indeed, as ν˜ increases, S → 0 and thus  → 1/2. This
observation calls for a more detailed analysis of the system (4.41). Unfortunately,
the fixed points of the system cannot be found explicitly. However, we can con-
sider the limit of small k where the transition is most pronounced, see Fig. 4.2.
Expanding the equation for Q˙(t) around k = 0 and S = 1 shows that Q ∼ 1/k in
the steady state. This suggests neglecting the first term in Eq. (4.41b), which has
the appealing consequence of yielding a closed, single equation for S(t). This equa-
tion has a fixed point S = 1, which is easily checked by substitution. Expanding
Eq. (4.41b) around S = 1 yields
S˙(t) = 2
√
2
pi
(
ν˜20
3 − ν˜0
)
(1− S)3/2 +O(1− S)5/2 (4.42)
from which we see that the derivative will change sign at the critical learning rate
ν˜c = 3, which is the same value where the well-known breakdown of AdaTron
learning occurs for a setup with k = 0 and no thermal noise [92]. A detailed
graphical analysis reveals that the solution S = 1 looses its stability at ν˜c = 3
while a second fixed point emerges, which is stable, leading to the collapse of the
generalisation error observed in Fig. 4.2, as shown in the bifurcation diagram for
S in the right-most plot of Fig. 4.3.
4.6.3 Efficiency of learning
We can also derive an ordinary differential equation for the ensemble average of
the excess heat (4.28) in terms of Q and R, with the details to be found in
Appendix 4.F. Since the components of the teacher and the weights are normally
distributed, the change in Shannon entropy of the marginalised distribution of a
weight ∆S(wn) can be expressed in terms of just Q, giving us all the information
necessary to compute the efficiency of learning η˜ (4.30). We plot the efficiency
η˜ in the thermodynamic limit in Fig. 4.4 against the normalised learning rate ν˜0
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Figure 4.4 | Efficiency of learning in large networks. The efficiency η˜, Eq. (4.30),
for neural networks performing online learning with fixed normalised learning rate ν˜0
using the Hebbian, Perceptron and AdaTron algorithms for online learning in the ther-
modynamic limit is shown from left to right as a function of the potential stiffness k
and ν˜0. Parameters: β = D = 1.
and the potential stiffness k, which are the only remaining free parameters in this
model.
The efficiency of Hebbian learning is roughly symmetric with respect to k around
k = 1, while Perceptron and AdaTron learning display highly asymmetric patterns.
However, we find that despite the different patterns, the maximum efficiency for
all three algorithms is η ' 0.2. We can dig a little deeper by first noting that since
p(Tn, wn) is normally distributed for the learning algorithms we have considered,
both the mutual information I(Tn : wn) and the mutual information between the
true and the predicted label for an arbitrary input I(σT : σ) can be written as
functions of only the correlation between Tn and wn, ρ ≡ R/
√Q. Expanding
around ρ = 0 yields
I(σT : σ)
I(Tn : wn)
= ln 2− S(arccos(ρ)/pi)−1/2 ln(1− ρ2) =
4
pi2
+O(ρ2) ' 0.4 (4.43)
which turns out to be a good approximation for ρ . 0.9. So at maximum efficiency,
I(wn : Tn)
∆S(wn) + ∆Qexn
' 12 (4.44)
for all three algorithms.
The plot in Fig. 4.5 shows that the bifurcation we discussed for the AdaTron
learning in Sec. 4.6.2 leads to a decaying efficiency η˜ → 0 since I(σT : σ) → 0.
This effect is smoothed out with increasing potential stiffness.
Let us finally note that, in this model, the rate of heat dissipation of a single
weight diverges in the thermodynamic limit, Q˙n →∞ as N →∞. This is readily
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Figure 4.5 | Catastrophic loss of efficiency for AdaTron learning. The effi-
ciency η˜, Eq. (4.30), for neural networks performing online learning with fixed normalised
learning rate ν˜0 using AdaTron learning versus the normalised learning rate ν˜0 for in-
creasing values of k from 0.01 (bottom) to 1 (top). We see that the efficiency goes to
zero beyond a critical normalised learning rate ν˜0. Parameters: β = D = 1.
understood from a physical point of view since the weights experience a large
force, f ∼ √N , which fluctuates very quickly. This observation reinforces the
importance of our second bound involving the excess heat (4.28), which does not
diverge even in the limit N →∞.
4.7 Discussion and perspectives
We have analysed the learning of linearly separable rules by neural networks as
a model for the thermodynamics of generalisation. Using stochastic thermody-
namics and information theory, we have shown that the accuracy with which the
neuron is able to apply the rule to previously unseen inputs is constrained by the
dissipation of free energy of a single weight during the learning process. Our res-
ults hold for all learning algorithms that have access to all the weights, w, and
either a set of or a succession of samples (σµ(t)T , ξµ(t)) in batch or online learning,
respectively. We have furthermore given a detailed analysis of both the dynamics
and the thermodynamics of online learning in large neural networks with noisy
dynamics and weights constrained by an external potential.
It is worthwhile to revisit the results of the previous chapter, where we analysed
the thermodynamic costs of building a model from data, in the light of these
results. In Chapter 3, we studied a different learning problem, namely learning P
mappings ξµ → σµT from fixed inputs ξµ, µ = 1, . . . , P to their true labels σµT. The
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Figure 4.1 | Realisable labellings of random points for a linear perceptron.
Random labellings of a fixed set of inputs can sometimes be implemented by a linear
perceptron with weights w, for which the predicted label σ is only a function of the inner
product w · ξ. For the fixed set of inputs shown in the three plots above, the random
labelling shown in Fig. a cannot be realised by a linear perceptron; the labelling in Fig. b
however can be implemented using the a linear perceptron with the weight vector shown
in Fig. c
true labels were drawn at random for each input, and hence uncorrelated to the
inputs and to each other. Hence there is no generalisation error for this problem
– if the true label of every input is determined by pure chance, the mappings
{ξµ → σµT}Pµ=1 carry no information about the label of a previously unseen input.
Instead, the challenge is to find a set of weights that reproduce the mappings
faithfully.
The two problems are however related in the following way. It is possible to
at least construct a teacher T that reproduces all the mappings ξµ → σµT using
σµT = sgn(T ·ξµ) if and only if the number of mappings P is less than the capacity
of the network. This capacity is usually defined in the thermodynamic limit, where
the number of weights N → ∞, and we are interested in the relative number of
inputs αc ≡ Pc/N ∼ 1 for which there exists a teacher T that reproduces all the
true labels via σT = sgn(T · ξ) with probability 1 [8]. Its numerical value can
be derived analytically from replica calculations [99], but it was first understood
using geometrical arguments [118, 119] (see also [8] for a detailed discussion and
Fig. 4.1).
If it is possible to construct a teacher T , the rule implicitly defined by the
mappings is realisable and can, at least in theory, be learned. Even in that case,
however, the issue remains for the scenario considered in [91] that the number of
samples from which the neuron learns is limited and might not be sufficient to
learn the underlying “rule” effectively. On the other hand, learning the mappings
80
4.7 Discussion and perspectives
{ξµ → σµT}Pµ is still a meaningful task even if it is not possible to even construct a
network that reproduces them all, if one is willing to accept a certain error in the
predictions of the network.
There is still plenty of room for further work along the lines of this chapter. It
would be intriguing to consider the generalisation of our model to multi-valued
teacher functions, e.g. for a network learning to classify digits. The teacher could
also be made subject to noise in its outputs σT, or its components, Tn, or both.
Another intriguing learning problem is that of a changing environment, modeled
by a drifting teacher [120, 121]. Designing a learning algorithm that optimises the
thermodynamic efficiency looks like a serious challenge. More broadly, studying
the thermodynamic costs of learning to generalise might form a suitable basis to
consider the thermodynamics of decision-making [122].
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Appendices to chapter 4
The following appendices give a detailed proof of our main results, inequalit-
ies (4.14) and (4.29), in Appendices 4.A to 4.C. Appendix 4.D discusses how our
results apply to batch learning. Detailed calculations for the learning dynamics in
the thermodynamic limit are given in Appendices 4.E to 4.F.
4.A Derivation of inequality (4.14)
Our first main result, Eq. (4.14), can be derived from the second law of stochastic
thermodynamics [20] which states that the rate of total entropy production of the
full system is positive
S˙tot(t) ≥ 0. (4.45)
We will drop the explicit time argument in the following discussion but emphasise
that since the distribution p(T ,w, t) is time-dependent, so are of course all the
quantities derived from it.
Using the results from Section 2.4, we can rewrite the second law for the nth
weight as
S˙totn = ∂tS(wn) + Q˙n − ln(wn : T ,wn) ≥ 0. (4.46)
which is the starting point of our derivation. We note that for the isothermal
environment that we assume in this chapter, the rate of thermodynamic entropy
production is the heat dissipated into the environment, S˙mn = Q˙n, where we remind
ourselves that we have set the temperature to unity.
Integrating the N second laws (4.46) with respect to time from t′ = 0 to t > 0
yields
N∑
n
[∆S(wn) + ∆Qn] ≥
N∑
n
∫ t
0
dt′ ln(wn : T ,wn) (4.47)
where we write ∆S(wn) and ∆Qn to denote the total change in Shannon entropy
of the distribution p(wn) and the total heat dissipated by the dynamics of the nth
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weight up to time t, respectively. We can interpret the right-hand side of (4.47)
by computing the time-derivative of the mutual information I(T : w),
∂tI(T : w) =
∫
dT dw [∂tp(T ,w, t)] ln
p(T ,w, t)
p(T , t)p(w, t) . (4.48)
Using the Fokker-Planck Eq. (4.9) and integrating by parts, we find
∂tI(T : w) =
N∑
n
∫
dT dw jn(T ,w, t)∂n ln
p(T ,w, t)
p(T , t)p(w, t) (4.49)
=
N∑
n
∫
dT dw jn(T ,w, t)∂n ln
p(T ,w, t)
p(wn, t)p(wn|wn, t) (4.50)
=
N∑
n
ln(wn : T ,wn)−
N∑
n
∫
dT dw jn(T ,w, t)∂n ln p(wn|wn, t)
(4.51)
=
N∑
n
ln(wn : T ,wn)−
(
−∂tS(w) +
N∑
n
∂tS(wn)
)
(4.52)
where in the penultimate line, we have recovered the integrand on the right-hand
side of (4.47). Integrating the term in brackets in Eq. (4.52) with respect to time
yields for all times t > 0
∫ t
0
dt′
(
N∑
n
∂t′S(wn)− ∂t′S(w)
)
=
N∑
n
S(wn)− S(w) ≥ 0 (4.53)
where we have used that at time t = 0, all the weights are independent of each
other and hence S(w) = ∑n S(wn). The inequality follows from the fact that for
any set of random variables, ∑n S(wn) ≥ S(w) [31]. Using this inequality, we can
deduce from (4.52) that
N∑
n
[∆S(wn) + ∆Qn] ≥
N∑
n
∫ t
0
dt′ ln(wn : T ,wn) ≥ I(T : w). (4.54)
Using the chain rule of mutual information [31] and the fact that the components
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T are independent of each other (Sec. 4.1), we have
I(T : w) =
N∑
n
I(Tn : w|Tn−1, . . . , T1) (4.55)
=
N∑
n
I(Tn : w, Tn−1, . . . , T1)−
N∑
n
I(Tn : Tn−1, . . . , T1)
(4.56)
≥
N∑
n
I(Tn : w) (4.57)
=
N∑
n
I(Tn : wn) + I(Tn : wn |wn) (4.58)
≥ NI(Tn : wn) (4.59)
where the inequalities follow again from the non-negativity of mutual information
and the fact that all the weights and all the components of the teacher are stat-
istically identical. Using the latter argument for the total entropy production and
inserting our last result into the integrated form of the second law (4.47), we find
that
∆S(wn) + ∆Qn ≥ I(wn : Tn) (4.60)
Finally, we need to show that the mutual information between the nth compon-
ent of the weight and teacher vectors are an upper bound on the mutual information
between the true and predicted labels of any sample ξ,
I(wn : Tn) ≥ I(σT : σ). (4.61)
Our strategy will be to show that the inequality (4.61) holds even if the neuron
predicts a label deterministically, σ = sgn(w · ξ). The generalisation error is then
the lowest for a given noise level in the weights and given by I(σT : σ) = ln 2−S().
Let us first consider a network with N = 1. We start by noting that for arbitrary
random variables X and Y and an arbitrary function F (Y ), we can always write
p(x, y, f(y)) = p(x)p(y|x)p (f(y)|y). We thus identify X → Y → F as a Markov
chain and find
I(X : Y ) ≥ I(X : F ) (4.62)
using the data processing inequality [31]. For N = 1, we can apply this result
twice to show that
I(w : T ) ≥ I(wξ : Tξ) ≥ I(σ : σT) (4.63)
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as required.
In the thermodynamic limit N → ∞, we use the auxiliary variables x ≡ w ·
ξ/
√
N and y ≡ T · ξ/√N . We then have from (4.62)
I(σT : σ) ≤ I(x : y) (4.64)
since σT and σ are functions of x and y, Eq. (4.4) and Eq. (4.3), respectively. We
can now average x and y over the inputs (4.1) using 〈ξn〉ξ = 0 and 〈ξnξm〉ξ = δnm.
By the central limit theorem, x and y are then distributed according to a bivariate
Gaussian distribution with correlation [31]
ρ ≡ cov(wn, Tn)sd(wn) sd(Tn) =
w · T
|w||T | (4.65)
This is a crucial step in our derivation since it allows us to connect the statistics
of teacher and weight in one dimension to the statistics of the true and predicted
labels, which are functions of the vectors T and w. The mutual information of two
variables with a bivariate Gaussian distribution is a function of their correlation
alone [31],
IG(wn : Tn) = −12
(
1− ln ρ2
)
= I(x : y) (4.66)
which would also be the mutual information I(wn : Tn) if wn and Tn were jointly
distributed normally, which they are not necessarily. However, we can show that
IG(wn : Tn) is a lower bound on I(wn : Tn) using the maximum entropy principle.
This is a prescription for finding the probability distribution that maximises the
Shannon entropy given a number of constraint on the distribution, usually in the
form of fixed moments. We briefly review this concept in Appendix 4.B. The crucial
point here is that a Gaussian distribution is the maximum entropy distribution for
a given covariance matrix. We will denote the maximum entropy notations with
an asterisk, e.g. p∗.
The mutual information I(wn : Tn) can be expressed as the relative entropy
or Kullback-Leibler divergence between the joint distribution p(wn, Tn) and the
factorised distribution p(Tn)p(wn) [31]:
I(wn : Tn) = D [p(Tn, wn) ‖ p(Tn)p(wn)] (4.67)
≡
∫
dT dw p(T ,w) ln p(T ,w)
p(T )p(w) (4.68)
where the inequality is true for arbitrary probability distributions. Introducing
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the shorthand p(wn) ≡ pw etc. to simplify notation, we hence are left to show that
I(wn : Tn)− IG(wn : Tn)
=
〈
ln pTw
pTpw
〉
p
−
〈
ln p
∗
Tw
p∗Tp∗w
〉
p∗
= 〈ln pTw〉p − 〈ln p∗Tw〉p∗
−
[
〈ln pT 〉p − 〈ln p∗T 〉p∗ + 〈ln pw〉p − 〈ln p∗w〉p∗
]
= 〈ln pTw〉p − 〈ln p∗Tw〉p
−
[
〈ln pT 〉p − 〈ln p∗T 〉p + 〈ln pw〉p − 〈ln p∗w〉p
]
= D [pTw ‖ p∗Tw]−D [pT ‖ p∗T ]−D [pw ‖ p∗w]
= D
[
pT |w ‖ p∗T |w
]
≥ 0
where we used that 〈ln p∗Tw〉p∗ = 〈ln p∗Tw〉p for the third equality, see Sec. 4.B, while
for the last equality we applied the chain rule for the Kullback-Leibler distance [31]
and remembered that p(Tn) is a Gaussian distribution and hence the maximum
entropy distribution for a given variance. This completes our derivation of the
bound (4.14).
4.B Surprise and maximum entropy distributions
We briefly review the concept of a maximum entropy distributions, which have
a long history in physics [123]. We will focus on the case of a single variable to
illustrate the concepts, but we note that the multi-dimensional case can be treated
using the same methods.
We are looking for a probability distribution p of a continuous variable X with
support S which is subject to M constraints, namely∫
S
dx p(x)ri(x) = αi. (4.69)
The maximum entropy prescription for finding the distribution p(x) is to find
the distribution that maximises the Shannon entropy S(X) (2.19) under the con-
straints (4.69). This is a standard calculation using variational calculus; here we
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simply quote the result [31],
p∗(x) ∼ exp
(
λ0 − 1 +
M∑
i
λiri(x)
)
(4.70)
where λi are the Lagrange multipliers chosen such that p(x) obeys the constraints.
Proving that (4.70) is a maximum is a rather involved calculation and is more
easily proven using information-theoretic methods [31].
The key point for our purposes is that for a distribution p(x), which is unknown
except for a number of its moments, averaging the surprise ln p∗(x) of the maximum
entropy distribution for the known moments over p∗ is equal to the average taken
with respect to the true distribution p,
〈ln p∗(x)〉p∗ = 〈ln p∗(x)〉p . (4.71)
This result is a direct consequence of the form of the maximum entropy distribution
and the fact that the moments that enter p∗ are by construction equal to the
corresponding moments of p.
4.C Derivation of inequality (4.29)
The non-adiabatic entropy production of the nth single weight is defined as
S˙nan (t) ≡
∫
dT dw p
(
jn
p
− j
s
n
ps
)2
≥ 0, (4.72)
see Sec. 4.5 for a detailed discussion. Summing S˙nan (t) over all subsystems, we find
∑
n
S˙nan (t) =
∑
n
S˙n(T ,w) +
∑
n
Q˙exn ≥ 0 (4.73)
where the rate of excess heat production Q˙exn was defined in Eq. (4.28). After
writing S˙n(T ,w) = ∂tS(wn) − ln(wn : T ,wn) and integrating over time, see the
discussion in Appendix 4.A, we find that
N∑
n
[∆S(wn) + ∆Qexn ] ≥
N∑
n
∫ t
0
dt′ ln(wn : T ,wn). (4.74)
and we can now proceed along the lines of Appendix 4.A.
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4.D Batch learning
Our discussion has focused on online learning, where, at any one point in time, the
network experiences a learning force f due to a single input and its label, Eq. (4.7).
Another approach is to average the learning force over a set D = {(σµT, ξµ)}Pµ=1 of
P inputs and their labels,
fn ≡ ν(t) 〈ξµnσµTF(|w(t)|,w(t) · ξµ,T · ξµ)〉D . (4.75)
This strategy is called batch learning and P is usually chosen to be on the order of
N . In the thermodynamic limit, as N → ∞ one thus lets P → ∞ while keeping
the ratio α ≡ P/N on the order of one.
Batch learning clearly comes with high requirements in terms of memory. It
is generally more efficient than online learning, although the latter can achieve
generalisation errors which at least asymptotically match the results from batch
learning [92].
Our two main results, inequalities (4.14) and (4.29) apply to batch learning as
well. This is because in our derivation, we only used the fact that the teacher
enters the force on the weights, albeit indirectly. We did not have to specify
the exact form of the learning force that introduces the correlations between the
weight and the teacher. Hence it does not make a difference in the derivation of
the inequalities whether the learning force is computed for just a single sample or
averaged over a set of samples.
4.E Solving the learning dynamics in the
thermodynamic limit
Here we give a detailed derivation of the equations of motion for the order paramet-
ers Q andR introduced in Sec. 4.6 in the thermodynamic limit N →∞. These are
most easily derived by rewriting the Langevin equations for the weights, Eq. (4.8),
as Itô stochastic differential equations [74] which we introduced in Sec. 2.1. Here,
it reads
dw(t) = −kw(t) dt+ν(t)ξµ(t)σµ(t)T F(|w(t)|,w(t)·ξµ(t),T ·ξµ(t)) dt+dW (t). (4.76)
The random Wiener process has components dWn(t) which are normally distrib-
uted with mean 0 and variance 2D dt = 2 dt in our choice of units. It is related
to the noise term of the Langevin equation via dWn(t) =
∫ t+dt
t dt′ζn(t′); see [74]
for more details. All other symbols take the same meaning as discussed before
Eq. (4.8). We assume that the inputs that enter the equation are changing on a
timescale much faster than the relaxation time of the weights. Hence it is only
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the statistical properties of the inputs that determine the dynamics of w in the
thermodynamic limit. We can thus average over the inputs, making the detailed
dynamics of µ(t) unimportant. We can derive the equations of motion for the
means of Q ≡ w · w/N and R ≡ T · w/N by expanding to second order in dw
and keeping terms on the order of dt:
dQ ≡Q(w + dw)−Q(w)
= 1
N
(2w · dw + dw · dw)
= 2(1− kQ) dt+ ν˜(t)2
〈
F(√Q,T · ξ,w · ξ)2
〉
dt
+ 2ν˜(t)
〈
sgn(T · ξ)w · ξ√
N
F(√Q,T · ξ,w · ξ)
〉
dt
(4.77)
where, contrary to ordinary calculus, the term dw ·dw has contributed two terms,
one from the Wiener process and one because ξ · ξ ≈ N ≈ 1/ dt. We have also
used the scaling ν(t) =
√
Nν˜(t) that we discussed in Sec. 4.6.1 of the main text.
In this section, we will denote by 〈·〉 the average with respect to the distribution
of inputs (4.1). Likewise, we have
dR = T · dw/N
= −kR dt+ ν˜(t) sgn(T · ξ)T · ξ√
N
F dt (4.78)
We can simplify the averages over the inputs and thus these equations by noting
that the inputs only enter as products
x ≡ T · ξ√
N
and y ≡ w · ξ√
N
, (4.79)
such that
dQ = 2(1− kQ) dt+ 2ν˜(t) 〈sgn(x)yF(x, y)〉 dt+ ν˜(t)2
〈
F(x, y)2
〉
dt (4.80)
dR = −kR dt+ ν˜(t) 〈sgn(x)xF(x, y)〉 dt (4.81)
The crucial point to compute the averages 〈·〉 is now to realise that p(x, y) is a
binormal Gaussian distribution due to the central limit theorem, with moments
〈x〉 = 〈y〉 = 0〈
x2
〉
= 1,
〈
y2
〉
= Q
〈xy〉 = 1
N
∑
n,m
Tmwn 〈ξnξm〉 = T ·w
N
= R
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where we have used 〈ξn〉 = 0 and 〈ξnξm〉 = δnm from Eq. (4.1). Here we only give
the results of these integrals for the different learning algorithms for completeness,
see e.g. [113] for details on how to perform these integrals∗.
For Hebbian learning, we have F = 1 and hence
〈sgn(x)y〉 = 2
pi
R, (4.82)
〈sgn(x)x〉 = 2
pi
. (4.83)
The perceptron algorithm has F(x, y) = θ(−xy) such that
〈sgn(x)yF〉 = R−
√Q√
2pi
, (4.84)
〈sgn(x)xF〉 = 1−R/
√Q√
2pi
, (4.85)
〈
F2
〉
= 12 −
1
pi
atan R√Q−R2 . (4.86)
Finally, for AdaTron learning with F(x, y) = |y|θ(−xy), we find
〈sgn(x)yF〉 = R
√Q−R2
pi
+Q
(
−12 +
1
pi
atan R√Q−R2
)
, (4.87)
〈sgn(x)xF〉 =
√Q−R2
pi
+R
(
−12 +
1
pi
atan R√Q−R2
)
, (4.88)
〈
F2
〉
= −R
√Q−R2
pi
+ Q2pi
(
pi − 2 atan R√Q−R2
)
. (4.89)
Substituting these results into the equations for Q˙ and R˙, Eq. (4.37), yields a
closed set of equations in Q and R, which can be solved numerically.
4.F Computing the excess heat
The most straightforward way to compute the excess heat for learning in the
thermodynamic limit N → ∞ after a quench of the learning rate to ν˜(t) = ν˜0 is
by relying on the machinery developed in Section 4.E, namely the Itô stochastic
differential equation for the weights, Eq. (4.76), which we rewrite slightly here as
dw = F (T ,w, ξ) dt+ dW(t) (4.90)
∗ N.B. they use a different normalisation procedure from us.
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with the total force on the weights F (T ,w, ξ). The key insight here is due to
K. Sekimoto, who realised that this equation is indeed a statement of the first law,
with the stochastic heat increment defined as [64, 78]
d¯q ≡ F (T ,w, ξ) ◦ dw = 12 (F (T ,w, ξ) + F (T ,w + dw, ξ)) dw (4.91)
where we have evaluated the stochastic product ◦ using the Stratonovich or mid-
point convention for every component [74]. For the excess heat, we replace the
total force on the weights with the gradient of the “non-equilibrium” potential [20]
φ(T ,w; ν˜0) ≡ − ln ps(T ,w; ν˜0) (4.92)
where ps(T ,w; ν˜0) is the steady-state distribution for ν˜0 with steady-state values
Qs(ν˜0) and Rs(ν˜0). Hence after averaging over the thermal noise, we find for the
average increment in excess heat of the system over N
d¯Qexn =
1
N
d¯Qex ≡− 1
N
dw ◦ ∇wφ(T ,w; ν˜0) (4.93)
= − 1
N
dw ◦ w −R
s(ν˜0)T
Qs(ν˜0)−Rs(ν˜0)2 (4.94)
= 1Qs(ν˜0)−Rs(ν˜0)2 [k(Q(t)−R
s(ν˜0)R(t))− ν˜0 〈sgn(x)yF(x, y)〉
+ ν˜0Rs(ν˜0) 〈sgn(x)xF(x, y)〉 − ν˜20
〈
F(x, y)2
〉
/2− 1] dt.
(4.95)
where 〈·〉 now indicates an average over the distribution p(x, y) as described in
Appendix 4.E and we remind ourselves that we chose units where D = 1.
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time-energy-information trade-off
We have analysed a number of different learning problems and different learning
algorithms in the previous chapters, i.e. we studied the learning of the labels of
a fixed set of inputs as well as the learning of a rule in Chapters 3 and 4, and
we analysed the Hebbian, Perceptron and AdaTron algorithms, respectively. We
generally found that the thermodynamic costs of learning were an upper bound on
the amount of information that a student could extract from data or learn from a
teacher and that these inequalities hold for all times. These observations naturally
lead to two questions.
The first question concerns time. Although our results hold at all times, it is
intriguing to wonder about the explicit role of time for learning. Consider for
example the fact that when learning a rule, the generalisation error saturates at a
constant value after a certain learning duration τ , see for example Fig. 4.1. How-
ever, as we have seen in Section 4.5, any non-trivial neural network will relax to a
non-equilibrium steady state with a constant rate of dissipation. This motivates
the search for a trade-off between dissipation, information and learning duration.
Such relationships have been found for for specific models of chemical sensing [9,
60] and for a general model of a physical sensor [11] in the limit where the sensor
is evolving much faster than the signal is changing, i.e. for a sensor whose ther-
modynamics are described using linear response theory [14, 15]. This raises the
question of whether such a trade-off can be derived for learning.
Second, one may of course ask whether the relationship between entropy pro-
duction and learnt information that we found is universal for a reasonable class
of learning problems and algorithms. What about unsupervised learning, where
the data do not carry a label and the task is instead to discover some structure in
the data, as for example in clustering? Another important extension of our work
concerns more complicated neural architectures. The single-layer perceptrons we
have studied so far are limited to the implementation of linearly separable Boolean
functions σT(ξ) = ±1, such as the one shown in Fig. 5.1b. A natural generalisa-
tion is to add intermediate layers, where the output of the neurons in one layer
is the input for the neurons in the next [8, 92]. An example of such a network,
a soft committee machine with a single hidden layer, is shown schematically in
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Fig. 5.1c and an example of a function that this network can implement in two
dimensions is plotted in 5.1d. Here, we will not discuss multilayer networks in
details and refer to the existing literature for a more systematic treatment [8, 92,
124] (but see Appendix 5.C for details about the neural network behind Fig. 5.1d).
Instead, we will consider a general class of inference problems as described below
that covers both deep networks, unsupervised learning etc. in a unified approach.
In this chapter, we answer both these questions in the affirmative. We prove
an integral fluctuation theorem (IFT) for a very broad class of learning problems
and algorithms using stochastic thermodynamics on Bayesian networks [125]. The
ξµ1 ξ
µ
2input ξ
weights w
σµ
w1 w2
output
Hello
a
1.0 0.5 0.0 0.5 1.0
1
1.0
0.5
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0.5
1.0
2
T
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= 1
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ξµ1 ξ
µ
2input ξ
weights w1, . . . ,wK
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σµoutput
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Figure 5.1 | Single- and two-layer neural networks and the functions they
can implement. The top row is a reminder of the architecture (a) and an example of
a function σµT = sgn(T · ξµ) that the single-layer linear perceptron can implement (b).
The function shown below (d) was implemented using the two-layer neural network (c),
where the output σµT = sgn(
∑K
k=1 [vk g(wk · ξµ + bk) + c]) is the weighted sum of the
state gk of the hidden units. We chose g(x) = tanh(x), K = 10 (see Appendix 5.C for
further details). Clearly, adding just a single layer of hidden units greatly increases the
complexity of the functions that can be implemented (see also our discussion in Sec. 4.7).
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second law that follows from this IFT shows that the entropy production of the
weights is a universal bound for the information acquired during learning. Second,
we will use a form of the thermodynamic uncertainty relation to derive a general
relationship between energy, time and information that applies to learning.
5.1 Setup
Consider the following learning problem: a student observes a stream or a set
of samples y, each a vector of arbitrary dimension drawn independently from a
probability distribution q(y|B). The parameters B may or may not change over
time, but the functional form of q remains fixed. Both the functional form of
the distribution q(y|B) and the values of the parameters B are unknown to the
student. To model the data, the student chooses a statistical model p(y|w) which
is parametrised by another set of real numbers w. The vectors B and w could
for example represent the weights of a multi-layer neural network [8, 92] and they
need not be of the same dimension. If p(·) and q(·) have the same functional
form, the problem is realisable. The student’s task is to reconstruct the unknown
distribution q by inferring the optimal parameters wˆ from the available data.
This setup naturally applies to unsupervised learning, where each y is typically
a vector in a space of features∗. Unsupervised learning is very important because
most of the data in the world, including our sensory inputs, is unlabelled, and it
plays a fundamental role in modern deep learning architectures [124, 127]. The
setup also applies to supervised learning, which is indeed a special case of unsu-
pervised learning†. In a supervised learning problem, the parameters B specify a
function for the true label λ = fB(ξ) of inputs ξ. λ may be discrete for classi-
fication or continuous in regression problems, respectively. The student aims to
infer the function ξ → λ from samples y = (λ, ξ), such that the student can later
predict the label λ for a previously unseen input ξ faithfully. In any realistic prob-
lem, the deterministic function fB(ξ) should be replaced with a data generating
distribution q(y|B) = q(λ|B, ξ)q(ξ) where q(λ|B, ξ) is the probabilistic rule to be
learned and the input distribution q(ξ) is given.
5.2 Learning dynamics and Bayesian networks
We assume that the weights are evolving in contact with a heat bath at in-
verse temperature β = 1. Starting from an a priori set of parameters w0 before
∗ A classic example is learning the symmetry-breaking direction B of the distribution of y [126]
† Consider for example the supervised learning of a rule ξ → σT that we discussed in Chapter 4.
Learning this rule can be understood as the unsupervised learning of the vectors y = (σT, ξ)
with a single symmetry-breaking direction, namely the first component of y.
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a Online learning from a static teacher B.
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b Batch learning from a static teacher B.
Figure 5.1 | Bayesian networks for online and batch learning. These networks
model the causal structure of the learning dynamics for the different learning problems.
Each node in a network represents a random variable in a time series of the degrees of
freedom. A directed edge of any kind (solid, dashed, etc.) indicates a causal relationship
between the connected nodes. The degrees of freedom in our model are the parameters
of the unknown distribution B, the samples y, the parameters of our model w and the
outputs of our model, y′. The dashed lines only apply to learning with feedback, while
the dotted lines only apply if the output process is a Markov chain itself.
any data is observed, the weights evolve as a discrete-time Markov process [74]
with time t = 1, 2, . . .∗. The resulting trajectory or time series of the weights
w0:τ ≡ {wt | t = 0, 1, . . . , τ} is sketched in the graphs of Fig. 5.1 for the – broadly
speaking – two different approaches to learning from examples that exist, batch
and online learning.
The learning dynamics are specified by transition probabilities, e.g. p(wt →
wt+1) for the weights or p(y′t → y′t+1) for the output. Their exact form depends
on the learning algorithm chosen and is not important for our results. What is
important is which variables contribute to the update of the weights at every time
step. During online learning, shown in Fig. 5.1a, a single sample yt is drawn from
the distribution q(y|B) at every time step, used to update the weights and then
discarded. Online learning hence requires little memory and is well suited for
learning problems with time-dependent parameters B, see below. Batch learning,
sketched in Fig. 5.1b, requires a data set Y = {y1, y2, . . . , yD} where each sample
yn is drawn independently from q(y|B) at t = 0. The set Y is available at every
∗ N.B. that the IFT (5.8) and hence Eq. (5.9) also apply to models with continuous time w(t)
which can be discretised by introducing an infinitesimal time interval ∆t and splitting the
trajectory into τ/∆t  1 intervals. Each interval is labelled by tn with wn = w(n∆t). The
resulting time series can be modelled as described in the main text. Care has to be taken in the
handling of noise and the Stratonovich convention should be used [20, 74]; see for example [128]
for a technical discussion
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Figure 5.2 | Bayesian network for online learning from a time-dependent teacher B.
update of the weights∗.
Some learning algorithms additionally apply feedback to the weights wt using the
current output of the model, indicated by the dashed lines in Fig. 5.1. For online
learning, this is just a single output of the model, y′, while for batch learning, this
can involve the output of the model corresponding to all the data points in the data
set Y , which we will denote by Y ′. Classic examples of learning algorithms with
feedback are backpropagation [129] for supervised learning in multi-layer neural
networks and contrastive divergence [130, 131] in restricted Boltzmann machines
for unsupervised learning. Some algorithms furthermore require that the outputs
of the model themselves are a Markov model and not independently drawn† (dotted
lines in Fig. 5.1).
Learning something once is usually not enough. Instead, a learner has to adapt
to a changing environment, which we model as a time-dependent set of parameters
B, for example for a student learning from a time-dependent teacher [120, 121,
133]. We model such a teacher as a Markov chain B1, B2, . . ., where yt is drawn
from the distribution q(yt|Bt), and so on. In such a scenario, online learning is
the most sensible approach. The resulting Bayesian network for the dynamics is
shown in Fig. 5.2.
The update rules for the weights are hence given by conditional probabilities,
for example p(wt|wt−1, yt, y′t) for an online algorithm (only one sample yt enters)
with feedback (the update depends on y′t). A batch algorithm without feedback
has p(wt|wt−1,Y), where the full data set Y enters, but not any outputs.
Learning involves three distinct sources of randomness: The heat bath causes
thermal fluctuations in the weights. There is randomness in the data, either due
to the random succession of samples yt for online learning or due to the finite size
of the data set Y for batch learning. Finally, there is either quenched disorder in
∗ There exist also intermediate forms between batch and online learning, where a large training
set is split into a number of smaller sets or mini-batches.
† An example is persistent contrastive divergence for restricted Boltzmann machines [132].
97
5 Universal costs of learning and the time-energy-information trade-off
the form of the parameters B in case these parameters remain fixed, or additional
noise if the dynamics of B are stochastic.
5.2.1 Bayesian networks
The graphs in Figs. 5.1 and 5.2 are not just illustrations of the learning dynam-
ics, but can instead be interpreted as Bayesian networks [125] which define the
stochastic learning dynamics in the following way. A Bayesian network consists
of a set of M nodes X = {x1, x2, . . . , xM} representing stochastic variables and
a set of edges connecting them. The state of every system at every time step
corresponds to one node, e.g. w1. An edge xi → xj between nodes indicates a
causal relationship between these nodes in the direction of the edge and we say
that xi is a parent of xj. The parents of a node are denoted by pa(xm), e.g.
pa(w2) = {w1, y′2, y2} in Fig. 5.1a. The key property of Bayesian networks is that
the nodes are in topological ordering, i.e. the order is determined by the causal
relationship between the nodes in the sense that xj cannot be the parent of xi if
i > j.
We get the full probability distribution of the time evolution of the whole system
by the chain rule of probability and the identity p(xn|xn−1, . . . , x0) = p (xn| pa(xn))
(see Appendix 5.A), such that p(X ) = ∏Mm=1 p(xm| pa(xm)). The ensemble average
of an arbitrary function f(X ) is given by 〈f〉 = ∑X p(X )f(X ).
5.2.2 Entropy production and information processing
Stochastic thermodynamics on Bayesian networks was first formulated by Ito and
Sagawa [134]. The key quantity of this approach is still the total entropy produc-
tion of the weights along a single trajectory σw [82]. The increase in entropy of
the surrounding heat bath due to the dissipation of heat [20] ∆qw is given by
∆qw ≡
τ−1∑
t=0
ln p(wt+1|wt,Pt+1)
p†(wt|wt+1,Pt+1) (5.1)
where p† is the probability distribution of the backward step and
Pt+1 ≡ pa(wt+1) \ wt, (5.2)
with \ indicating the relative complement of two sets. The resulting change in
the entropy of the medium is defined as ∆smw ≡ β∆qw. The change in stochastic
entropy of the system remains s(t) ≡ − ln p(wt), which is the logarithm of the
ensemble probability of the system evaluated with the weights of time τ [82], see
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also Section 2.1.2. The apparent entropy production of the weights along a single
trajectory thus reads
σw ≡ ln p(w0)− ln p(wτ ) + ∆smw (5.3)
We have introduced the mutual information as a key concept for the analysis of
information processing. Here, we will study it on a trajectory level, so we define for
the conditional mutual information [31], which measures the correlations between
the random variables A and B given knowledge of another random variable C:
I(A : B |C) ≡
〈
ln p(a, b|c)
p(a|c)p(b|c)
〉
≡ 〈i(A : B|C)〉 (5.4)
where the average is taken over p(a, b, c). Note that each of A, B and C can stand
for a number of random variables, for example a whole trajectory w0:t. For brevity,
we will write i(A : B|∅) = i(A : B) ≡ ln p(A,B)− ln p(A)− ln p(B).
Finally, we introduce the transfer entropy, an information theoretic measure of
correlations between two time series a0:τ and b0:τ [135]. It quantifies by how much
the uncertainty about the next state of the process y, given the history of y, is
reduced by knowing the history of the x process:
T a→bτ ≡ I(bτ : b0:τ−1, a0:τ−1)− I(bτ : b0:τ−1) (5.5)
= I(bτ : a0:τ−1 | b0:τ−1) ≥ 0. (5.6)
The last inequality follows from the positivity of mutual information. The transfer
entropy explicitly takes into account the direction of the information flow such
that T a→b 6= T b→a, contrary to the mutual information, which is symmetric in its
arguments: I(a : b) = I(b : a). The rate of transfer entropy is given by
T˙ a→bt = I(bt : at−1 | b0:t−1) (5.7)
5.3 Universal costs of learning
We are now in a position to formulate our main result. Let us denote by Y the
set of examples that the learner has seen up to a time τ and by Y ′ the set of all
the outputs of the neuron up to time τ , i.e. Y = {yn|n = 1, . . . N}, Y ′ = Y ′1:τ for
batch and Y = y1:τ , Y ′ = y′1:τ for online learning, respectively. Similarly, we define
B = B1:τ for time-dependent parameters B or just B = B for a static q(y|B).
We can then show that for any learning algorithm that gives rise to a Bayesian
network of the forms shown in Figs. 5.1 and 5.2, the following integral fluctuation
theorem (IFT) holds for all learning durations t∗:
〈exp (−σw + i(wτ : B,Y ,Y ′))〉 = 1, (5.8)
∗ The derivation is given in 5.B
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Using Jensen’s inequality for convex functions as 〈exp(x)〉 ≥ exp(〈x〉) [8], we have
〈σw〉 ≥ I(wτ : B,Y ,Y ′) ≥ I(wτ : B) ≥ 0, (5.9)
where we used the chain rule of mutual information for the second inequality [31].
This is the second law of thermodynamics for learning from examples. We em-
phasise that our result applies to regular and non-regular learning problems and
does not require the limits N →∞ or t→∞.
How sharp is the bound I(wτ : B,Y ,Y ′) ≥ I(wτ : B)? In the limit of large data
sets or long times, the posterior distribution of the weights will be strongly con-
centrated around its maximum wˆ. If we assume that p(y′|w) is a smooth function
of its parameters, we can approximate the asymptotic posterior distribution by a
Gaussian distribution of the form
p(w|Y) ∼ exp
(
−12(w − wˆ)J
−1(w − wˆ)
)
(5.10)
where the matrix Jij = −∂i∂j∑n ln p(y′n|wˆ) is the Fisher information [31] with
∂i ≡ ∂/∂wˆi. This expansion can be justified rigorously if the problem is realis-
able [136] and is determined by a set of just O(M2) quantities, where M is the
number of parameters in w. Hence all the information in the training set Y is
asymptotically compressed into a much smaller set of quantities which determine
the posterior distribution of w. We can therefore expect that the inequality is
increasingly sharp as the learning continues.
5.3.1 Feedback and transfer entropy
It is also instructive to apply the IFT by Ito and Sagawa for causal networks to
our setup [134]. Here, we will again focus on a static teacher; the generalisation
to a time-dependent teacher is straightforward and discussed below. Applying
the integral fluctuation theorem for Bayesian networks [134] to the dynamics of
learning, we find that for all learning durations τ
〈exp(−σw + Θx)〉 = 1, (5.11)
where Θ is a quantity that captures the information flows across the network and
x = o, b for online and batch learning, respectively. Specifically, we have for online
learning (Fig. 5.1 a)
Θo = i(wτ : B,Y ,Y ′)−
τ∑
t=1
i(y′t : wt−1|B1:t, y1:t, y′1:t−1) (5.12)
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where we can identify the last term as the sum over the transfer entropy rates
from the weights into the other systems B, y, and y′. Using Jensen’s inequality
for convex functions as 〈exp(x)〉 ≥ exp(〈x〉) [31], we can derive a second-law like
statement from Eq. (5.11),
〈σw〉+
τ∑
t=1
I(y′t : wt−1 |B, y1:t, y′1:t−1) ≥ I(wτ : B,Y ,Y ′) ≥ I(wτ : B), (5.13)
where we used the chain rule of mutual information for the last inequality [31].
We emphasise that while the second IFT (5.11) is not a straightforward extension
of our main result, Eq. (5.8), the second-law like inequality found by including
the transfer entropy (5.13) is of course weaker than our previous bound, Eq. (5.9),
since we can always add a positive quantity to the latter, for example a transfer
entropy.
For batch learning (Fig. 5.1 b), we define Y = {y1, y2, . . . , yN} and the output
of the model at step t, Y ′t ≡ {y′1, y′2 . . . , yN}, and find
Θb = i(wτ : B,Y , Y ′1:τ )−
τ∑
t=1
i(Y ′t : wt−1|B,Y , Y ′1:t−1), (5.14)
with the corresponding second-law.
5.3.2 Refining the IFT
In many learning problems, for example online learning, the weights relax to a
non-equilibrium steady state with a constant rate of heat dissipation due to the
driving from the fluctuating stream of changing samples y. While the IFT (5.8) still
holds, the second law (5.9) is not very sharp anymore: the total entropy production
increases with time at a constant rate, while the mutual information remains on
the order of one. This observation motivates the following refinement of the IFT
using concepts from steady state thermodynamics (SST) [86, 87, 137], which we
discussed in Sections 2.5 and 4.5, so here we just briefly remind ourselves that the
key idea of SST is to split the entropy production σw into two contributions
σw = σnaw + σaw. (5.15)
which each correspond to a mechanism that drives a system out of equilibrium:
applying non-equilibrium constraints such as a fluctuating force leads to adiabatic
entropy production σaw to maintain the steady state. Driving the system from one
steady state to another will additionally lead to non-adiabatic entropy production
σnaw , which enters our refined IFT (see Sec. 5.B for details)
〈exp (−σnaw + i(wτ : B,Y ,Y ′))〉 = 1. (5.16)
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The refined second law 〈σnaw 〉 ≥ I(wτ : B) is a much sharper inequality than
Eq. (5.9) since the average rate of non-adiabatic entropy production becomes
identically 0 in the steady state, such that σnaw is on the order of 1.
5.3.3 Generalising from the data
The mutual information I(wτ : B) is a thermodynamically consistent measure
of learning by virtue of Eq. (5.8). It measures the quality of the weights w as
estimators of the parameters B. However, we are often interested in the mutual
information of the output of the model y and that of the student y′, e.g. for super-
vised learning, where the quantity of interest is the mutual information between
the true label λ and the student’s prediction λ′. The connection between the two
can be made by using the data processing inequality I(X : Y ) ≥ I(X : Z) for the
Markov chain X → Y → Z [31] to obtain
〈σw〉 ≥ I(wτ : B) ≥ I(λ : λ′). (5.17)
The ability to generalise is hence also related to the total entropy production of
the weights during learning.
5.4 Time-energy-information trade-off for learning
The IFT (5.8) relates the dissipated free energy to the information that is ac-
quired during learning. While the IFT holds for all learning durations t, time does
not enter the expression explicitly. We now derive a general trade-off where the
learning duration t enters explicitly and which is based on the thermodynamic
uncertainty relation. This relation was discovered by Barato and Seifert, who
provided a proof in the linear response regime and for unicyclic networks arbitrar-
ily far from equilibrium [63]. It was conjectured as a universal bound on current
fluctuations based on arguments from large deviation theory and extensive numer-
ics [138] and proven shortly thereafter [139]. The finite time uncertainty relation
that we will use here was conjectured in Ref. [140] and proven in Ref. [141].
For our purposes, we consider the continuous-time Markovian dynamics of the
system (Bt, yt, wt, y′t). For concreteness, we will assume that the state space of
this system is discrete∗ and has N states {n} in total. Transitions from state n
to state m take place with rate knm ≥ 0. All rates are taken to be reversible, i.e.
knm ≥ 0⇔ kmn ≥ 0, for thermodynamic consistency [20]. We will further impose
∗ N.B. Since the thermodynamic uncertainty relation also holds for diffusive processes [142], the
results of this chapter also apply for continuous systems obeying Fokker-Planck type dynamics
in continuous time, such as the models of Chapter 3 and 4
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the restriction on the rates that the system is multipartite [38, 84]: hence, in
every allowed transition, only one of the degrees is changed, i.e. either B changes,
while y, w and y′ stay constant, etc. This equivalent to the assumption that we
have made throughout this thesis that the thermal noise sources in the individual
degrees of freedom of a system are uncorrelated to each other; see Sec. 2.4 or the
discussion on p. 65. The ensemble distribution p(n, t) of the total system then
obeys a master equation[73]
∂tp(n, t) =
∑
m
Lnm p(n, t) ≡
∑
m
[kmn − rnδnm] p(n, t) (5.18)
where we have introduced the exit rate rn ≡ ∑m knm. We will focus on the steady
state, where the system has settled into its steady state distribution ps(n) which
obeys ∑m Lnm ps(n) = 0.
We are interested in the learning current L(t) with L(0) = 0. This is a random
variable, and for every transition n → m that involves any one of the weights, it
is increased by a quantity
lnm = ln
p(m)
p(n) = ln
p(w(m)|B(n), y(n), y(n′))
p(w(n)|B(n), y(n), y(n′)) = −lmn (5.19)
where w(m) is the value of the weight in the state m and we have used the fact
that the multipartite nature of our dynamics implies that B(m) = B(n), etc., for
every transition that involves only a change of (any of) the weights.
It can thus be seen by inspection that the stochastic current L(t) will on average
increase with a rate that is given by the thermodynamic learning rate [54] of the
weights lw. However, being a stochastic variable, the variance of L(t) will also
increase with time. We thus define the reliability of learning as the inverse of the
variance of the learning current:
R−1 ≡ var[L(t)] (5.20)
Using the finite-time thermodynamic uncertainty relation [140, 141], we find a
general inequality involving the learning duration t, the average of total entropy
production of the system 〈σ〉, the reliability of learning that we just defined and
the thermodynamic learning rate of the weights which reads
〈σ〉 ≥ 2 tR l2w. (5.21)
This result implies a general trade-off where an undesirable quantity, the aver-
age entropy production of the whole system, bounds the product of two desirable
quantities: the thermodynamic learning rate lw, which measures the speed of learn-
ing, and the reliability of learning R. It is important to note that 〈σ〉 is the total
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entropy production of the entire system. It is often reasonable to assume that the
process that generates the examples is in equilibrium, so for a system that learns
without feedback, the total entropy production becomes the entropy production
of the degrees of freedom of the model. We will discuss some applications of the
trade-off (5.21) in a forthcoming publication.
Let us finally note that a naive application of (5.21) to the (finite-time) thermo-
dynamic uncertainty relation to discrete time processes is not possible [143]. How-
ever, a discrete-time formulation of the uncertainty relation was recently derived
in the limit of infinitely long trajectories [144], which applies to the discrete time
dynamics that underlie the Bayesian networks we discussed at the beginning of
this chapter. It does not include time explicitly, but also gives a universal trade-off
between dissipation and the speed and reliability of learning. This discrete-time
uncertainty relation is particularly suited for the investigation of small learning
systems, where there is no thermodynamic limit and it is hence not easily possible
to approximate the discrete-time process with a process in continuous-time [113].
5.5 Concluding perspectives
This chapter in a sense completes the analysis of the thermodynamic costs of
learning which was the goal we set for ourselves in the beginning. We have shown
that the total entropy production of the degrees of freedom of an arbitrary prob-
abilistic model is an upper bound on the information that a learner can extract
from data or learn from a teacher for a very broad class of learning problems
and algorithms. Our setup includes both supervised and unsupervised learning
problems, and applies to any learning algorithm that produces the same causal
structure for the learning dynamics as the ones shown in Figs. 5.1 and 5.2, which
includes the learning problems analysed in Chapters 3 and 4.
We have also found a general inequality for learning that is based on the ther-
modynamic uncertainty relation and achieves two things. First, it makes the role
of time explicit. Furthermore, the time-energy-information trade-off for learning
shows that for a constant rate of dissipation, one can only improve the speed of
learning at the expense of the reliability of learning, or vice versa.
The thermodynamic uncertainty relation is still a very young and promising
field. The (finite-time) uncertainty relations and its “cousins” [145, 146] mostly
involve the empirical currents and the exact probability densities. It would be
intriguing to look for uncertainty relations which involve the empirical densities
instead to obtain relations which are, in a sense, truly trajectory-based.
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Appendices to chapter 5
The appendices to this chapter start by summarising a number of basic properties
of Bayesian For a detailed treatment of Bayesian networks, see for example [125].
We then review the identification of heat and excess in stochastic thermodynamics
for causal networks and proceed to prove the integral fluctuation theorems (5.8).
5.A Two basic properties of Bayesian networks
Here, we briefly state two basic properties of Bayesian networks that we will use
in our derivation of the integral fluctuation theorem (5.8). We refer the interested
to any of a number of textbooks on the topic for the proofs and further details on
Bayesian networks, for example Ref. [125].
A Bayesian network consists of a set of random variables X = {x1, x2, . . . , xN},
each of which has a set of mutually exclusive states. The variables are connected
by directed edges and form an acyclic directed graph∗. The parents of node xi are
all variables xj which have a directed edge xj → xi and are denoted by pa(xi).
For a general set of random variables X , the chain rule of probability states that
p(X ) = p(x1)p(x2|x1)p(x3|x1, x2) · · · p(xN |x1, x2, . . . , xN−1) (5.22)
This is simplified in a Bayesian network by the following theorem:
Theorem 1. The full probability distribution p(X ) is uniquely specified by a Bayes-
ian network and can be written as
p(X ) =
N∏
i=1
p(xi| pa xi). (5.23)
A second useful property is the consistency of the specification of a Bayesian
network, provided by the following theorem:
Theorem 2. If X ′ is a subset of {x1, x2, . . . , xn−1} and pa(xn) is a subset of A′,
i.e. pa(xn) ⊂ A′ ⊂ {x1, x2, . . . , xn−1}, then
p(xn|A′) = p (xn| pa(xn)) (5.24)
Proof. See the supplemental material of Ref. [134].
∗ Hence there is no directed path x1 → · · · → xn such that x1 = xn.
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5.B Proof of the integral fluctuation theorems
The proof of the integral fluctuation theorem (5.8) proceeds in two steps. We
first rewrite the trajectory-level mutual information using properties of Bayesian
networks in Sec. 5.A,
i(wτ : B,Y ,Y ′) = ln
(
p(wτ ,B,Y ,Y ′)
p(wτ )p(B,Y ,Y ′)
)
(5.25)
= ln
(
p(wτ ,B,Y ,Y ′)
p(wτ )p(A)
τ∏
t=0
p(wt| pa(wt))
)
(5.26)
where all symbols take the meaning introduced in the main text and we have used
p(A) = p(B,Y ,Y ′)∏τt=0 p(wt| pa(wt)). From this, we have〈
exp(−∆stotw + i(wτ : B,Y ,Y ′))
〉
(5.27)
=
∑
A
p(A)p(wτ )
p(w0)
(
τ−1∏
t=0
p†(wt|wt+1,Pt+1)
p(wt+1|wt,Pt+1)
)
p(wτ ,B,Y ,Y ′)
p(wτ )p(A)
τ∏
t=0
p(wt| pa(wt))
(5.28)
=
∑
A
p(wτ ,B,Y ,Y ′)
τ−1∏
t=0
p†(wt|wt+1,Pt+1) (5.29)
= 1 (5.30)
where we have used pa(wt+1) ⊆ {wt,Pt+1}. Here, we have generically written p†(·)
for the probability of the backward dynamics, without specifying whether the
backwards dynamics are reversed or dual reversed[20]. The calculation remains
unchanged in both cases, since the key requirement is simply that p†(·) denotes
the probability of the backwards process. By using the reversed dynamics, we
recover the apparent entropy production of the weights involving the heat (5.1),
while using the dual reversed dynamics yields the non-adiabatic entropy production
involving the excess heat.
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ξµ1 ξ
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2input ξ
weights w1, . . . ,wK
hidden units g1 gKg2 . . .
weights v
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1
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2.5
5.0
2
= 1
= 1
Two-layer neural networks and the functions they can implement. Figure
reproduced from p. 94.
5.C Details on the neural network discussed in
Fig. 5.1
Here we briefly describe the multi-layer neural network discussed in the introduc-
tion. We repeat the plots of its architecture and of an example function that this
network can implement above for convenient reference.
This network has two layers of weights: the first (counting from the top) connects
all the components of the inputs, here ξ ∈ R2, to every hidden unit. At each of
the K hidden units, an activation g(wk · ξ) + bk is computed, where bk ∈ R is an
offset independent of the inputs. The sign of the sum of the activations of the K
hidden inputs, weighted by the second layer of weights v ∈ RK , plus an offset c,
is then the output, i.e.
σµT = sgn
(
K∑
k=1
[vk g(wk · ξµ) + bk] + c
)
(5.31)
We choseK = 10 and g(x) = tanh(x). This choice of a strongly non-linear function
is key for the expressivity of deep networks, i.e. the large number of functions that
can be implemented with these networks. The weights wk, v and the offsets bk, c
were drawn independently at random from a normal distribution with mean zero
and standard deviation 5, 2, 4, 3, respectively.
This particular type of neural network is also known as a soft committee machine
in the literature [92].
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6 Concluding Perspectives
Non-equilibrium statistical physics has made great strides over the last twenty
years. Stochastic thermodynamics now provides a mature framework to study
small systems far from equilibrium based on the mathematical theory of Markov
processes. We can use it to analyse the thermodynamic properties of systems that
process information and where fluctuations play an important role, arbitrarily far
from equilibrium. This framework serves as the theoretical basis for a systematic
study of the three steps of biological information processing: sensing, building a
model, and generalising from examples.
6.1 Thermodynamic bounds on learning
In this thesis, we have used concepts and tools from stochastic thermodynamics,
statistical physics and information theory to study learning in neural networks
with thermal fluctuations from a thermodynamic perspective. Focusing on the
last two steps of information processing, we obtained three key results. First, we
saw that the amount of information a neural network can extract from data to
build a model for that data is bounded by the thermodynamic costs of learning.
Second, we showed that the total entropy production of a network also constrains
its ability to infer a rule from examples. This further implies a trade-off between
the ability of such a network to generalise from examples to previously unseen
inputs and its total dissipation during learning.
However, learning a rule once is not enough in the ever-changing environment
that biological systems face. It is therefore plausible that biological systems are
also optimised with respect to the steady state that ensues when a learned model
is continuously updated to reflect patterns emerging in newly acquired data. We
have therefore studied the steady state behaviour of a neural network and found
a general trade-off where an undesirable quantity, the total entropy production of
the network, bounds the product of two desired quantities, namely the speed and
the reliability of learning. This is the third key result of this thesis.
Our results are based on the second law of thermodynamics and hold for both
supervised and unsupervised learning problems. They apply to batch and online
learning and we have illustrated them for a number of different learning algorithms.
They hold at all times and do not require taking the thermodynamic limit.
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6.2 Classical computation and beyond
Our work opens up a number of avenues for further research. An intriguing chal-
lenge is to design learning algorithms which optimise thermodynamic efficiency.
Learning rules which optimise information extraction during online learning have
been found previously [147, 148]. Finding an algorithm that optimises the effi-
ciency looks like a more serious challenge not least because the (excess) heat that
enters the efficiency is a function of the entire trajectory and not just the state,
making the problem non-local in time.
Another important extension of our work concerns more complicated neural ar-
chitectures. While our fluctuation theorem and the general bound of Chapter 5
impose thermodynamic constraints on the ability of multi-layer neural networks to
learn, it is tempting to speculate which types of architecture are the most efficient.
The capabilities of networks with just a single layer are already remarkable: a
network of binary neurons (σ = ±1) with just a single intermediate layer can im-
plement any Boolean function of its N inputs and requires at most 2N intermediate
units [149], while a network with continuous neurons (σ ∈ R, e.g. σ = tanh(A)) is
capable of approximating any continuous function of its inputs to any required ac-
curacy if the number of intermediate units is not constrained [150, 151]. However,
the number of hidden units grows very large in these networks, while multi-layer
networks can achieve similar results with far fewer hidden units in each layer [124,
152]. Biological networks, such as the human retina [3], seem to prefer several lay-
ers of neurons with discrete receptive fields, where each neuron in the intermediate
layers is only wired to a subset of neurons in the previous layer, rather than being
connected to all of the inputs of the network. Elucidating the extent to which
thermodynamic efficiency played a role in the evolution of these architectures is
an intriguing challenge for the future.
While we have focused on biologically motivated and thus classical models of
neural networks, the prospect of quantum computing [153] promises to upend
many of the existing paradigms of computing, with machine learning being no ex-
ception [154]. The thermodynamics of quantum few-particle systems are currently
also drawing a lot of interest [155]. Having this in mind, we note that the results
of stochastic thermodynamics are directly applicable to driven or open quantum
systems whenever coherences can be ignored [20] (but see Ref. [156] for a review
focused on open quantum systems). A fascinating question is hence whether co-
herences between the weights can improve not just the computational prowess of
quantum neural networks, but also their thermodynamic efficiency. In this context,
it is important to keep in mind that coherences universally reduce the efficiency of
quantum heat engines in the linear response regime [157]. Analysing the trade-off
between the additional computational capabilities that coherence offers and the
dissipative losses it inevitably incurs is an exciting topic for further research.
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6.3 Constraining computation: energy, time and
data
We have considered the limitations on computation in neural networks that are a
consequence of the second law of thermodynamics and account for the free energy
costs of computations. The resulting class of bounds is intriguing from a conceptual
point of view and particularly important for small, fluctuating systems far from
equilibrium.
However, there are further limiting factors on the ability to compute and to
perform inference. One is the availability of data: for a given inference problem,
such as inferring a teacher T from a number of samples (σT, ξ), there is a minimum
amount of data that is required to make any prediction that is better than simply
flipping a coin. A second limiting factor is time: ideally, we would like to have an
algorithm whose completion time scales polynomially with the system size, rather
than exponentially. It has recently become clear that these two constraints can be
understood using statistical mechanics in terms of phase transitions [158]. It will
be interesting to see whether the thermodynamic limits that we have derived in
this thesis fit into this picture, and if so, where they can be found.
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