In this paper two methods for automatic generation of connected chordal graphs are proposed: the first one is based on new results concerning the dynamic maintenance of chordality under edge insertions; the second is based on expansion/merging of maximal cliques. Theoretical and experimental results are presented. In both methods, chordality is preserved along the whole generation process.
In the solution of algorithmic problems, graphs can play different roles, being the very input for an algorithm or simply an auxiliary data structure handled by it. In the first case, the generation of suitable instances (i.e. input graphs satisfying given constraints) can be so complex that it constitutes a further problem, sometimes as hard to solve as the original one.
Chordal graphs are a broadly studied class, as their peculiar clique-based structure allows the solution of many algorithmic problems. See, for instance, Chandran et al. (2003 ), Gavril (1972 ), and Kumar and Madhavan (2002 . Since the generation of instances for testing these algorithms is often required, our goal in this paper is to develop procedures for automatically constructing large connected chordal graphs, with more than 10,000 vertices.
Rather than generating connected graphs at random and testing whether they are chordal or not, we focus here on generation procedures in which graphs are constructed while chordality is maintained during the whole generation process. Two methods are presented.
The incremental method is based on new results about the dynamic maintenance of chordality under edge insertions developed by Araujo (2004) . It allows the generation of a chordal graph with given number of vertices and exact number of edges, without using any supporting data structures. The accuracy in the final number of edges is reached by monotonously increasing it by 1, which turns out to be a very costly process. As it will be shown in the experimental results, this method is more suitable for generating sparse graphs, whose number of edges is a small multiple of the number of vertices, like those which model most of real-life problems.
The clique-based method takes as input the number of vertices and an upper bound for the number of edges, which may be not reached precisely. The algorithm works much faster than the previous one and relies on the expansion/merging of maximal cliques in a cliquetree, which is used as a supporting data structure. The output is the final clique-tree, what can be very useful for some applications which need the chordal graph represented this way (see Blair and Peyton 1993) . If necessary, a linear-time post-processing phase can easily convert the clique-tree into the traditional representation of the chordal graph through adjacency lists, as shown in Markenzon et al. (2004) . A perfect elimination ordering ( peo) for the generated graph is also issued by the algorithm, which may be equally helpful in some practical applications.
The complexities of both algorithms are analyzed and experimental tests, presented in Sect. 4, show that the first method is more suitable for generating sparse chordal graphs, whereas the second one can generate denser graphs very fast. Both are able to produce very large graphs and some of our test were performed on graphs with up to 10,000 vertices. • G is a chordal graph.
• G has a perfect elimination ordering. Moreover, any simplicial vertex can start a perfect elimination ordering.
• Every minimal vertex separator induces a complete subgraph of G.
In a connected graph G = (V , E), a spanning subgraph H = (V , E ) of G is a subgraph of G such that V = V . If H is a tree, it is called a spanning tree of G.
Given a connected chordal graph G = (V , E) the clique-intersection graph of G is the connected weighted graph whose vertices are the maximal cliques of G and whose edges connect vertices corresponding to non-disjoint cliques. Each edge is assigned an integer
