Sharp Poincaré inequalities on balls or chain type bounded domains have been extensively studied both in classical Euclidean space and Carnot-Carathéodory spaces associated with sub-elliptic vector fields (e.g., vector fields satisfying Hörmander's condition). In this paper, we investigate the validity of sharp global Poincaré inequalities of both first order and higher order on the entire nilpotent stratified Lie groups or on unbounded extension domains in such groups. We will show that simultaneous sharp global Poincaré inequalities also hold and weighted versions of such results remain to be true. More precisely, let G be a nilpotent stratified Lie group and f be in the localized non-isotropic Sobolev space W m,p loc (G), where 1 p < Q/m and Q is the homogeneous dimension of the Lie group G. Suppose that the mth sub-elliptic derivatives of f is globally L p integrable; i.e., G |X m f (x)| p dx is finite (but assume that lower order sub-elliptic derivatives are only locally L p integrable). We denote the space of such functions as B m,p (G). We prove a high order Poincaré inequality for f minus a polynomial of order m − 1 over the entire space G or unbounded extension domains. As applications, we will prove a density theorem stating that smooth functions with compact support are dense in B m,p (G) modulus a finite-dimensional subspace.
Introduction
We first recall some preliminaries concerning stratified Lie groups (or so-called Carnot groups). We refer the reader to the books [1, 6, 30] for analysis on stratified groups. Let G be a finite-dimensional, stratified, nilpotent Lie algebra. Assume that
with [V i , V j ] ⊂ V i+j for i + j s and [V i , V j ] = 0 for i + j > s. Let X 1 , . . . , X l be a basis for V 1 and suppose that X 1 , . . . , X l generate G as a Lie algebra. Then for 2 j s, we can choose a basis {X ij }, 1 i k j , for V j consisting of commutators of length j . We set X i1 = X i , i = 1, . . . , l and k 1 = l, and we call X i1 a commutator of length 1.
If G is the simply connected Lie group associated with G, then the exponential mapping is a global diffeomorphism from G to G. Thus, for each g ∈ G, there is x = (x ij ) ∈ R N for 1 i k j , 1 j s and N = where y −1 is the inverse of y and xy −1 denotes group multiplication of x by y −1 . It is known that for any left-invariant vector field X on G,
X(f * h) = f * (Xh).
We call a curve γ : [a, b] → G "a horizontal curve" connecting two points x, y ∈ G if γ (a) = x, γ (b) = y and γ (t) ∈ V 1 for all t. Then the Carnot-Caratheodory distance between x, y is defined as 
(t), γ (t)
where the infimum is taken over all horizontal curves γ connecting x and y. It is known that any two points x, y on G can be joined by a horizontal curve of finite length and then d cc is a leftinvariant metric on G. We can define the metric ball centered at x and with radius r associated with this metric by B cc (x, r) = y: d cc (x, y) < r .
We must notice that this metric d cc is equivalent to the pseudo-metric ρ(x, y) = |x −1 y| defined by the homogeneous norm | · | in the following sense (see [6] ):
Cρ(x, y) d cc (x, y) Cρ(x, y).
We denote the metric ball associated with ρ as D(x, r) = {y ∈ G: ρ(x, y) < r}. An important feature of both of these distance functions is that these distances and thus the associated metric balls are left-invariant, namely, 
ρ(zx, zy) = ρ(x, y), D(x, r) = xD(0, r).
From now on, we will always use the metric d cc and drop the subscript from d cc . Similarly, we will use B(x, r) to denote B cc (x, r). We now recall the definition of the class of polynomials on G given by Folland and Stein in [6] . Let X 1 , . . . , X l in V 1 be the generators of the Lie algebra G, and let X 1 , . . . , X l , . . . , X N be a basis of G. We denote d(X j ) = d j to be the length of X j as a commutator, and we arrange the order so that 1 d 1 · · · d N . Then it is easy to see that d j = 1 for j = 1, . . . , l. Let ξ 1 , . . . , ξ N be the dual basis for G * , and let η i = ξ i • exp −1 . Each η i is a real-valued function on G, and η 1 , . . . , η N gives a system of global coordinates on G. A function P on G is said to be a polynomial on G if P • exp is a polynomial on G. Every polynomial on G can be written uniquely as
where all but finitely many of the coefficients a I vanish. Clearly η I is homogeneous of degree
If P = I a I η I , then we define the homogeneous degree (or order) of P to be max{d(I ): a I = 0}.
Throughout this paper, we use P k to denote polynomials of homogeneous degree less than k for each positive integer k.
We also adopt the following multi-index notation for higher order derivatives. If we set
A u t h o r ' s p e r s o n a l c o p y
By the Poincaré-Birkhoff-Witt theorem (cf. Bourbaki [2, I.3.7] ), the differential operators X I form a basis for the algebra of left-invariant differential operators in G. Furthermore, we set
Thus, |I | is the order of the differential operator X I , and d(I ) is its degree of homogeneity; d(I ) is called the homogeneous degree of X I . We will also use the notation
for any positive integer m > 1 and
Let m be a positive integer, 1 p < ∞, and Ω be an open set in G. The Folland-Stein Sobolev space W m,p (Ω) associated with the vector fields X 1 , . . . , X l is defined to consist of all functions f ∈ L p (Ω) with distributional derivatives X I f ∈ L p (Ω) for every X I defined above with d(I ) m. Here, we say that the distributional derivative X I f exists and equals a locally integrable function We are now ready to state the main theorems of this paper.
Then there exists a unique polynomial P ∈ P m such that for any integer j with 0 j < m, (G) . Then there exists a unique polynomial P ∈ P m such that for any integer j with 0 j < i m,
To see the special case of Theorem 1.1 when m = 1 and j = 0, we now let f satisfy
We note that functions satisfying (1.1) are not necessarily in the Sobolev space
Then the following Poincaré inequality holds for functions satisfying (1.1):
Here C(p, Q) is a positive constant depending on p, Q only, and (f ) ∞ is the limit of (f ) R , the average value of f on the ball B R centered at the origin and with radius R, as R approaches infinity. This is proved in Theorem 2.1 in Section 2.
As an application of this case, we show that the linear space consisting of functions satisfying (1.1) is a complete Banach space under the norm
We refer the reader to Section 3 for more details. Moreover, in Section 3 we will show that for
In fact, we will show the following more general theorems for higher order Sobolev spaces consisting of functions satisfying 
where
Consequently, the codimension of this subspace equals the dimension of the linear space consisting of all polynomials of order less than m.
Using the global Poincaré inequalities proved on the entire group G together with Sobolev extension theorems, we may further derive Poincaré inequalities on unbounded ( , ∞) domains (see Section 6 for definitions and more details). We will prove in Section 6 the following theorem. 
Moreover, we have Weighted Poincaré inequalities on the entire group G or unbounded extension domains Ω ⊂ G can also be derived. However, we will not state them here, but refer the reader to Sections 5 and 6 for statements and proofs.
The following remarks are in order. First, in the classical Euclidean space, global high order Poincaré inequalities as in Theorems 1.1 and 1.3 were shown to hold in the recent paper of Lu and Ou [18] in the special case of j = 0 (see also the results in this line of the first order [9, [26] [27] [28] [29] and applications in incompressible flow given in [4, 18, 22] ). Such results were also extended to the case of Heisenberg group in [5] by showing the constant (f ) ∞ is actually the limit of the average integral of f over balls when the radius goes to infinity. In [5] , the derived inequality, together with a density theorem proved in [5] , was also used to prove that the sharp constant for the global Poincaré inequality is the same as the sharp constant for Sobolev inequality established by Jerison and Lee [10] [11] [12] . Simultaneous global Poincaré inequalities of high order are also proved in this paper (see Theorem 1.2) and they are new even in the Euclidean case. Moreover, our proof for Theorem 1.1 of high order is different from those given in [18] . Thus, our proofs also provide another approach even in the Euclidean case. Second, Theorem 1.1 was obtained in Saloff-Coste [23] for the special case of the first order m = 1 and j = 0 on groups of polynomial growth and on Riemannian manifolds of non-negative curvatures by using the Sobolev inequality for functions with compact support.
p e r s o n a l c o p y
The organization of the paper is as follows. The main theorems of this paper are the high order global Poincaré inequalities. However, we will begin with the simpler results of first order. Thus, in Sections 2 and 3, we present the proof of the special case of Theorems 1.1, 1.3, 1.4 when m = 1 and j = 0. We do this for the clarity of presentation and also for the convenience of the reader who is only interested in the first order Poincaré inequality on the entire group G. Moreover, the proof of this first order case is relatively simpler since it does not involve any polynomials and those complicated arguments for high order cases in later sections are not needed. However, proofs in these two sections are of their independent interest and seem to be new even in the Euclidean case. Section 4 contains the proofs of Theorems 1.1-1.4 in its full strength. In Section 5, we derive the weighted versions of higher order Poincaré inequalities on the entire group G under a balance condition of weights which was first introduced in [3] . Section 6 deals with higher order Poincaré inequalities on unbounded extension domains. Much of results given in Sections 2-5 can be carried over to unbounded extension domains in both weighted and nonweighted cases using the simultaneous extension theorem proved in [16, 17] . All these are carried out in Section 6.
The first order Poincaré inequalities on G G G
Let f (x) be a function satisfying (1.1). Let (f ) R denote the average value of f on the ball B R ; that is,
We first establish the following theorem for f (x). Theorem 2.1. As R approaches to infinity, (f ) R converges to a finite limit (f ) ∞ . Moreover,
Proof. We first consider any two balls B 1 and B 2 such that
A u t h o r ' s p e r s o n a l c o p y
We now take a sequence of concentric balls {B k = B 2 k (0)} centered at 0 for k 1. Then for j < l we have
f is a Cauchy sequence and thus it converges. We denote the limit as (f ) ∞ . Now we recall the standard Poincaré inequality for any metric ball B R = B(0, R) (see [7, 13, 14, 20] ):
for some constant C(p, Q) independent of B R and f . For any 0 < R 1 < R 2 , we have
Letting R 2 → ∞ in the inequality above, we obtain
We thus arrive at the global Poincaré inequality (2.1) after letting R 1 → ∞. 2

The complete Banach space B 1,p (G G G)
Let B 1,p (G) be the linear space consisting of functions satisfying
We first note that we do not require here f ∈ L p (G), but only require f ∈ L p loc (G). Thus, this space is essentially different from the standard non-isotropic Sobolev space
As the first application of the Poincaré inequality on the entire group G we have 
where (f ) ∞ is the limit of integral average of f over balls B whose existence is guaranteed by Theorem 2.1.
Thus it is a standard argument that the sequence of w i has a limit w such that w is in L Qp Q−p (G) and |Xw| is in L p (G), and moreover 
Notice that
A u t h o r ' s p e r s o n a l c o p y
Apparently, we can choose R so large that
Next, since wψ R has a bounded support, we can find a
Then this φ satisfies (3.4). The theorem is proved. 2
We now define B We will prove that the codimension of this subspace in B 1,p (G) is one. Indeed, it is sufficient to show that for every 
Proof. 
Global Poincaré inequalities of higher orders
Polynomials on homogeneous groups bear some resemblance to those in the Euclidean spaces. We refer the reader to Folland, Stein [6] for more details.
In what follows, C denotes various positive constants. They may differ even in a same string of estimates. Moreover, sometimes, we will use C(α, β, . . .) instead of C to emphasize that the constant is depending on α, β, . . . , and r(B) denote the radius of a metric ball B.
We start with the following lemma. [6, 17] .) For each nonnegative integer k there exists a positive constant C > 0 such that for any x 0 ∈ G, r > 0, and s 1 and P is a polynomial of degree k, p e r s o n a l c o p y
Lemma 4.1. (See
The following theorem was proved in [15, 17] . The existence of polynomials satisfying (4.1) was also proved in [21] . Using these theorems, we obtained the following results which were proved in [15, 17] concerning higher order Poincaré inequalities. In [15, 17] , a second class of polynomials associated with Sobolev functions is considered. Polynomials in this class are called "projection polynomials" and are described in the next definition. 
Theorem 4.3. Let m be a positive integer, p 1, B be a ball, and f ∈ W m,p (B). Then there exists a polynomial P = P m (B, f ) ∈ P m such that for any integer
with C independent of f and B and π m (B, P ) = P for all P ∈ P m . (4.3)
We will refer to π m (B, f ) as a projection polynomial of order m − 1 associated with B and f .
A u t h o r ' s p e r s o n a l c o p y
The polynomials constructed in Theorem 4.2 may not satisfy the formula (4.1). The existence of projection polynomials is proved in [17, Theorem 3.6] . A remarkable property of projection polynomials is the following theorem which is essentially in proving the particular extension theorem needed to show our global Poincaré inequalities on extension domains. In the inequality above, X m f p denotes the sum of the L p norm of all the mth sub-elliptic derivatives of f . Namely, X m f p < ∞ means
To see the simplest case of the global higher order Poincaré inequality (case j = 0 in Theorem 1.1), we first extend Theorem 2.1 to the following theorem of higher order Poincaré inequality.
Theorem 4.7. Suppose f satisfies (4.5). Then there exists a unique polynomial
Before we prove the Poincaré inequality, we need to prove the following proposition. 
A u t h o r '
We now take a sequence of balls
Next we take a sequence of balls {B k = B 2 k (0)} for k = 0, 1, . . . . Then for j < l we have
A u t h o r ' s p e r s o n a l c o p y
Since m < Q/p, we have
as k → ∞. Therefore, P m (B k , f ) converges uniformly on D and we denote the limit as P . Since R 0 can be any large number, thus lim k→∞ P m (B k , f )(x) = P (x) for all x ∈ G. However, it is not an immediate result that P (x) is actually a polynomial. We will show this fact below.
Using the Bernstein's inequality (see Lemma 4.1), we have for any x ∈ D = B(0, R 0 ) contained in B k for large k:
Again, as k → ∞, X I (P m (B k , f )) converges uniformly on D. We assume it converges to g(x)
. It is a standard argument that X I P (x) exists for every x ∈ D. Since D can be arbitrarily large, thus for all x ∈ G and g(x) = X I P (x).
Since X I P m (B k , f ) = 0 for all d(I ) m, we conclude that X I P (x) = 0 for all d(I ) m and all x ∈ G. This shows that P is a polynomial of degree no greater than m − 1, i.e., P ∈ P m . 2
We are now ready to prove Theorem 4.7. As a matter of fact, we will prove a more general theorem than that. What we will show below is a simultaneous Poincaré inequality which not only control f − P but also on its sub-elliptic derivatives simultaneously. 
Proof. Now we recall the standard higher order Poincaré inequality
A u t h o r ' s p e r s o n a l c o p y
For any 0 < R 1 < R 2 , we have
Letting R 2 → ∞ in the inequality above, we obtain by using Proposition 4.8 that there exists a polynomial P of degree less than m such that
We then conclude the higher order Poincaré inequalities on the entire group G after letting
If we choose the projection polynomial π m (B, f ) in the local Poincaré inequality over any ball B, then Theorem 4.9 can be improved as follows. (G) . Then there exists a unique polynomial P ∈ P m such that for any integers i, j with 0 j < i m,
Remark. We point out here that Theorems 4.9 and 4.10 are substantially different in the sense that we only 
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Thus for any 0 < R 1 < R 2 , we have
In the same way we proved Proposition 4.8, we can show for a sequence of balls B k such that for any given ball
Next we take a sequence of balls Since R 0 can be any large number, thus lim k→∞ P m (B k , f )(x) = P (x) for all x ∈ G. We argue in the same way as we did in the proof of Proposition 4.8, we conclude that P is also a polynomial.
The remaining proof is similar to that given in the proof of Theorem 4.9 and we shall not give the details. 2
Next we extend Theorem 3.1 to the case of higher order. 
where C is independent of f . Given any ball B = B(0, R), we thus have 
We now prove a density theorem similar to Theorem 3.3. We will first prove the following theorem. 
Proof. Let R > 0 and let
X j ψ R (x) C/R j for all x and j 1.
Then for any multi-index I, J, K with
0 j m and k > 0 we have 
as R → ∞. Therefore, as long as we choose R large enough we have that
Next, since f ψ R has a compact support, we can find a
As an application of Theorems 4.10-4.12, we get 
Weighted Poincaré inequalities of higher order
We first recall weighted simultaneous Poincaré inequalities for high order vector field gradients on metric balls in a stratified group G derived in [19] , assuming a balance condition similar to the one in [3] . Such results were obtained by using the simultaneous representation formulas given in [19] together with weighted results for integral operators of potential type derived in [24, 25] . We note here that the higher order simultaneous representation formulas given in [19] was motivated by the first order representation formula in [8] .
If w(x) ∈ L 1 loc (G) and w(x) 0, we say that w is a weight and use the notation w(E) = E w(x) dx for any measurable set E. If w is a weight, we say that w ∈ A p , 1 < p < ∞, if there is a constant C such that for all metric balls B, Clearly, Lebesgue measure is doubling of order Q. In case the measure dμ = w dx is a doubling measure, we will say that w is doubling. It is not hard to see that w is doubling if w ∈ A p for some p. We now recall the following weighted local Poincaré inequality proved in [19] . For the weighted higher order Poincaré inequalities on unbounded extension domains, we have the following theorem.
