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En la actualidad, la induccio´n del parto es una de las intervenciones mejor estudiadas dentro
del campo de la Obstetricia, pero todav´ıa no se han identificado buenos factores predictivos del
e´xito de este procedimiento. Este hecho obliga al me´dico experto a tomar la decisio´n de inducir
en base a ciertas caracter´ısticas de la madre y/o el feto, segu´n su criterio, pero que en el caso
de ser una decisio´n erro´nea puede desencadenar en la realizacio´n de una cesa´rea e, incluso,
otras complicaciones indeseadas. Es por ello que uno de los retos en Obstetricia consiste en la
mejora de la capacidad predictiva de e´xito de una induccio´n. En este campo resulta de vital
importancia la adquisicio´n de datos fiables y representativos, pues a pesar de que existe gran
cantidad de informacio´n procedente de diversas fuentes, estructurarla e inferir decisiones no
siempre es sencillo. En este punto es donde el Big Data y el aprendizaje automa´tico esta´n
adquiriendo cada vez ma´s importancia.
En este proyecto se ha propuesto un sistema robusto para explotar y modelar una fuente de
informacio´n cl´ınica, extrayendo valor de ella. Con el fin de satisfacer el principal reto del proyec-
to, se han disen˜ado diferentes modelos predictivos del e´xito de un procedimiento de induccio´n
del trabajo de parto. En primer lugar, se ha modelado el conocimiento experto mediante reglas
de decisio´n que conforman la base del sistema de referencia. En segundo lugar, se han utilizado
diferentes algoritmos de aprendizaje automa´tico y modelos de paciente para inferir esas mismas
decisiones, a fin de obtener un sistema con mayor riqueza. En esta misma l´ınea, se estudia un
me´todo general para explicar las predicciones emitidas por los clasificadores, dotando as´ı de
mayor transparencia a los algoritmos. Los resultados obtenidos tanto en el sistema de recupera-
cio´n de informacio´n como en las predicciones y explicaciones de la clasificacio´n son considerados
satisfactorios y muestran la efectividad y robustez de la herramienta.
Al finalizar este proyecto se ha presentado un sistema de utilidad para el experto en la ayuda
a la toma de decisiones, con capacidad de proporcionar una explicacio´n a las mismas y con ello
fomentar su uso en el a´mbito me´dico. Aparte de esto, se ha disen˜ado un sistema de validacio´n y
visualizacio´n de los datos cl´ınicos estructurados, el cual permite inferir resultados directamente
del sistema de referencia.
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Nowadays, induction of labour is one of the best studied procedures within the area of
Obstetrics. However, no positive prediction values of the success of this procedure have been
identified yet. This fact forces skilled specialists to make the decision to induce labour, based on
the characteristics of the mother and/or foetus and on their own criteria, but if this decision is
incorrect, it may lead to a caesarean section or even some unnecessary medical complications.
This fact leads to one of the main challenges in Obstetrics consisting of improving the predic-
tion of successful induction of labour. In this area, the importance of obtaining reliable and
representative data is vital. Although it is possible to find a large amount of information from
different sources, it is not always easy to structure it and infer knowledge from it. This is the
reason why Big Data and machine learning techniques are becoming more and more important
in this area.
For this project we proposed a robust method for exploring and modeling a source of clinical
information to obtain all the possible knowledge. In order to address the main challenge of this
project, different predictive models for induction success of labour were designed.
Firstly, skilled knowledge was adapted using decision-making rules, which are the basis for
the reference system.
Secondly, different machine learning algorithms and patient models were used in order to
obtain the same decisions, and to create a more enriched system.
Along this same line, a general method is being studied to explain the predictions emitted
by the classifiers, thus providing the algorithm with more transparency. The positive results
obtained from both the information recovery system and the predictions and explanations of
the classification, show the effectiveness and strength of this tool.
Finally, a utility system for the skilled specialist was presented in order to help making the
decision. This system has the capacity of proposing an explanation and therefore encouraging
its use in the medical field. Furthermore, a validation and visualization of the structured clinic
data system has been designed, allowing deductions of results to be made directly from the
reference system.
Key words
Machine learning, Big Data, Electronic Medical Records, induction of labor, predictive mo-
del, patient models, inference engine, decision-making rules.
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El embarazo es uno de los per´ıodos ma´s cr´ıticos en la vida de una mujer. A lo largo de
esta etapa pueden aparecer ciertos problemas y conlleven la necesidad de provocar el parto con
el fin de extraer el feto con e´xito y proteger a la madre o a ambos. Es en estos casos donde
la induccio´n del parto desempen˜a un papel tan importante, ya que las circunstancias obligan
al obstetra a actuar siendo imposible seguir el curso fisiolo´gico del mismo. El objetivo de la
induccio´n del trabajo de parto es el de estimular las contracciones uterinas antes de su inicio
esponta´neo para tener como resultado un parto vaginal con e´xito.
En las u´ltimas dos de´cadas la tasa de induccio´n del parto se ha duplicado convirtie´ndose
en un procedimiento bastante comu´n, empleado en ma´s de un 20 % de las gestaciones [1] [2].
A pesar de que la induccio´n sea una de las intervenciones mejor estudiadas dentro del campo
de la Obstetricia y existan numerosos estudios publicados acerca de ella, todav´ıa no se han
identificado buenos factores predictivos del e´xito de este procedimiento. Este hecho provoca que
hasta el momento no existan herramientas que apoyen al me´dico experto en su criterio a la hora
de tomar la decisio´n de realizar una induccio´n, vie´ndose obligado a decidir en base a ciertas
caracter´ısticas de la madre y el feto, pero que en el caso de ser una decisio´n no acertada podr´ıa
suponer un riesgo para ambos.
En la actualidad, existen ciertas variables maternas y fetales ligadas al e´xito del procedi-
miento de induccio´n del parto pero, sin embargo, su valor predictivo es inferior a lo deseado. Esto
puede llevar al experto a tomar una decisio´n inadecuada [2] [3] y, en muchos casos, desencade-
nar en la realizacio´n de una cesa´rea e, incluso, ocasionar otras complicaciones indeseadas. Bajo
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esta situacio´n resulta interesante conocer a priori la posibilidad de e´xito de la induccio´n para
desestimar aquellas inducciones con alta probabilidad de fracaso, evitando as´ı procedimientos
innecesarios o posponiendo la finalizacio´n del embarazo si fuese posible [4].
Por ello, mejorar la capacidad predictiva de e´xito de una induccio´n del parto constituye
uno de los retos actuales de la Obstetricia contribuyendo, a su vez, a mejorar los resultados en
salud, los costes tanto en medicacio´n, hospitalizacio´n o de personal y la calidad percibida del
procedimiento.
Por otra parte, el modelo sanitario y en general el sector de la salud, es hoy en d´ıa uno de
los sectores donde el Big Data esta´ teniendo un mayor impacto y donde sus aplicaciones esta´n
creciendo de un modo exponencial, tanto para el a´rea me´dica como tambie´n para las a´reas
de ana´lisis de datos. Los me´dicos mueven grandes volu´menes de datos cl´ınicos procedentes de
distintas fuentes como, por ejemplo, sus historias cl´ınicas electro´nicas, sus ana´lisis cl´ınicos o
los wearables que registran datos sobre constantes vitales de salud, los cuales pueden resultar
dif´ıciles de explotar eficaz y eficientemente. Es en este punto donde el aprendizaje automa´tico
y las te´cnicas de Big Data adquieren cada vez ma´s importancia para extraer, representar y
explotar el conocimiento real de estos datos, estructurados y no estructurados, con el fin de
ayudar al experto en su pra´ctica cl´ınica.
En este marco descrito, se encuadran la motivacio´n y los objetivos de este proyecto, desglo-
sados a continuacio´n.
1.2. Objetivos
El principal objetivo de este proyecto es desarrollar un modelo predictivo del e´xito de un
procedimiento de induccio´n del trabajo de parto y construir una herramienta de ayuda a la
toma de decisiones basada en dos enfoques. Por un lado, un sistema para inferir decisiones que
se apoya en reglas de decisio´n provenientes de un panel de expertos en Obstetricia y, por otro,
modelos de inferencia basados en algoritmos y te´cnicas de aprendizaje automa´tico y Big Data,
a la vez que se da continuidad a una v´ıa de investigacio´n consistente en la posible explicacio´n
de la clasificacio´n obtenida [5].
Ma´s concretamente, para alcanzar este objetivo y satisfacer las motivaciones de este proyecto
se han establecido los siguientes objetivos parciales:
1. Disen˜ar e implementar te´cnicas para la recuperacio´n de informacio´n as´ı como una interfaz
que permita visualizar de manera estructurada los datos extra´ıdos. De esta forma se
optimiza la gestio´n cl´ınica y, a su vez, sirve de herramienta para la validacio´n de datos e
inferir el e´xito de la induccio´n al parto mediante el primer enfoque descrito.
2. Modelar y acreditar la validez y confiabilidad de las reglas con las que el cl´ınico toma la
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decisio´n de inducir el proceso en funcio´n de unas variables y su relevancia o peso. Estas
reglas, variables y peso sera´n definidas como el modelo de referencia por un panel de
expertos en Obstetricia.
3. Aplicar te´cnicas de aprendizaje automa´tico para valorar la relevancia de las variables
y obtener modelos de inferencia basados en la informacio´n recopilada de los distintos
pacientes. Los diferentes modelos permitira´n medir la efectividad del modelo de referencia
y obtener una nueva clasificacio´n.
4. Analizar detalladamente algunas de las te´cnicas anteriores que facilitan su uso por par-
te de los especialistas me´dicos y con ello dotar de mayor transparencia a los modelos
considerados, especialmente aquellos conocidos tradicionalmente como de caja negra.
5. Disen˜ar un mo´dulo de evaluacio´n o test, que permita inferir la induccio´n de un nuevo
paciente segu´n los distintos modelos, y evaluar posteriormente la utilidad de cada uno de
ellos.
Cumpliendo todos estos objetivos se espera estar ma´s cerca de satisfacer la motivacio´n
principal del proyecto. Este trabajo apunta a contribuir, de forma inmediata o indirecta, en tres
direcciones de avance: por un lado, explotar una fuente de informacio´n cl´ınica y extraer valor
de ella; por otro, desarrollar una herramienta para la inferencia de la induccio´n al parto con
e´xito; y finalmente llevar a cabo un exhaustivo estudio sobre la utilidad de distintos modelos
de aprendizaje automa´tico que se aplican exitosamente al dominio me´dico as´ı como ofrecer,
de alguna forma comprensible para el especialista en salud, el conocimiento adquirido sobre el
problema.
1.3. Estructura del documento
La memoria de este trabajo consta de los siguientes apartados:
Cap´ıtulo 1. Introduccio´n: motivacio´n y objetivos del proyecto.
Cap´ıtulo 2. Estado del arte: estudio del procedimiento de induccio´n del trabajo de parto
y algunas variables predictoras, ana´lisis de la Historia Cl´ınica Digital y su aplicacio´n como
fuente de informacio´n, descripcio´n de los sistemas basados en conocimiento y de te´cnicas
para la explicacio´n de la clasificacio´n.
Cap´ıtulo 3. Sistema de recuperacio´n de informacio´n: ana´lisis de los atributos disponibles,
sistema de extraccio´n de la informacio´n utilizada en la inferencia y sistema de validacio´n.
Cap´ıtulo 4. Sistema basado en reglas: ana´lisis de prioridades, verificacio´n de las reglas
que componen el sistema experto y disen˜o del mismo.
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Cap´ıtulo 5. Big Data en medicina: ana´lisis de modelos de aprendizaje automa´tico apli-
cados en biomedicina y me´todos de seleccio´n de atributos.
Cap´ıtulo 6. Evaluacio´n y ana´lisis de resultados: preparacio´n de los datos para los expe-
rimentos, me´tricas de validacio´n y evaluacio´n, y resultados. Explicacio´n de la clasificacio´n
obtenida del conjunto de datos real sobre embarazos.
Cap´ıtulo 7. Conclusiones y trabajo futuro.
Referencias, glosario, acro´nimos y anexos.
2
Estado del arte
En esta seccio´n se van a introducir y a contextualizar una serie de conceptos que sera´n
recurrentes a lo largo de este proyecto. En concreto, se describira´ el procedimiento de induccio´n
del trabajo de parto introduciendo brevemente algunos conceptos fundamentales dentro de este
a´mbito y se dara´ una visio´n gene´rica de la Historia Cl´ınica Digital como fuente de informacio´n.
Por otra parte, se hara´ una breve resen˜a que se extendera´ en cap´ıtulos posteriores, sobre los
sistemas expertos y las herramientas necesarias para su desarrollo, se estudiara´n ciertas aproxi-
maciones propuestas para la explicacio´n de la clasificacio´n basada en los valores de los atributos
y as´ı hacer ma´s transparentes los modelos utilizados.
2.1. Induccio´n del trabajo de parto
El parto es el conjunto de feno´menos fisiolo´gicos y meca´nicos, que determina la expulsio´n
de un producto viable de los genitales maternos y sus anexos. Una mujer inicia el parto con la
aparicio´n de contracciones uterinas regulares, que aumentan en intensidad y frecuencia, acom-
pan˜adas de la intervencio´n de mecanismos fisiolo´gicos que favorecen el estado del cuello uterino.
Debido a que el inicio del trabajo de parto var´ıa entre una mujer y otra, si e´ste progresa
demasiado lento, o si no se ha desencadenado naturalmente por s´ı mismo, a veces es necesaria
su estimulacio´n mediante me´todos que se caracterizan por la iniciacio´n artificial de la actividad
uterina [3]. Dicha estimulacio´n es lo que se conoce como induccio´n del trabajo de parto o,
comu´nmente, induccio´n del parto, la cual se realiza con el objetivo de iniciar o acelerar el trabajo
de parto para tener como resultado un parto vaginal. Se debe diferenciar de la conduccio´n, que
significa mejorar la labor de parto cuando e´ste ya se ha iniciado esponta´neamente, es decir, ya
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existen contracciones y dilatacio´n a nivel del cuello uterino [6].
Aunque todav´ıa no se han identificado evidentes factores predictivos del e´xito del procedi-
miento de induccio´n del trabajo de parto, existen ciertas situaciones obste´tricas en las cuales
este procedimiento se considera ma´s conveniente para el desenlace favorable materno-fetal y,
e´stas sera´n la base para llevar a cabo el desarrollo del sistema basado en reglas.
En los trabajos [7] y [8] se presentan variables habituales relacionadas con situaciones en
las que se decide inducir el trabajo de parto y, por tanto, se consideran predictoras de la in-
duccio´n. Entre otras, complicaciones durante el embarazo (diabetes, preeclampsia o eclampsia),
crecimiento fetal deficiente o menor cantidad de l´ıquido amnio´tico. Sin embargo, existen otras
muchas que aparecen durante o despue´s del parto, las cuales no aportan ninguna informacio´n
en el proceso de la toma de decisiones y se podr´ıan eliminar del modelo de inferencia. Estas
variables son denominadas de resultado.
Puesto que la decisio´n de inducir proviene u´nicamente del conocimiento cl´ınico en base
a protocolos, gu´ıas y experiencia previas, las reglas de decisio´n que conforman el modelo de
referencia, se definen en funcio´n de esas variables asociadas a la evolucio´n cl´ınica. Por ello,
resulta de intere´s valorar la efectividad de las mismas y buscar otros modelos de inferencia que
determinen las variables relevantes predictoras.
En cuanto a los me´todos existentes para la induccio´n del trabajo de parto pueden ser de
dos tipos: meca´nicos o farmacolo´gicos. Pero en la pra´ctica obste´trica, el me´todo preferido, con
frecuencia, depende de la experiencia del experto y de la disposicio´n y los requisitos del me´todo.
Aunque hoy en d´ıa los ma´s empleados son los me´todos farmacolo´gicos y, por tanto, los tratados
en este proyecto, destacando la utilizacio´n de prostaglandinas como el ma´s frecuente [9]:
Relaxina. Esta hormona se usa de forma experimental. Inicialmente, se empleaba relaxina
de cerdo purificada, pero actualmente se emplea la forma recombinante humana.
Oxitocina. Es una hormona similar a la segregada por la hipo´fisis posterior. Se trata de
una de las formas ma´s frecuentes de induccio´n del parto.
Prostaglandinas. Es el me´todo farmacolo´gico ma´s utilizado. Se trata de sustancias de-
rivadas del a´cido araquido´nico. Existen dos tipos fundamentales de prostaglandinas:
(a) PGE2 (Dinoprostona). Son las u´nicas prostaglandinas aprobadas para su uso en la
maduracio´n cervical. Entre las dos maneras de presentacio´n que existen se encuentra el
Dispositivo vaginal de liberacio´n controlada (Propess).
(b) PGE1 (Misoprostol). Se comercializa para la prevencio´n y tratamiento de la u´lcera
pept´ıdica. En la actualidad, se esta´ desarrollando una amplia investigacio´n para su uso en
la maduracio´n cervical y el tratamiento de la hemorragia posparto.
En general, aunque la induccio´n es segura, tiene algunos riesgos potenciales que var´ıan de
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acuerdo con el me´todo utilizado y con la situacio´n del paciente. Destaca el aumento del riesgo
del parto por cesa´rea y del parto instrumental [1], ya sea por ventosas, fo´rceps o espa´tulas. El
procedimiento de induccio´n suele realizarse, en un entorno hospitalario vigilado y suele ser largo
(entre 12 y 24 horas) y, cuando no es exitoso, puede desencadenar en intervenciones quiru´rgicas
de manera inmediata. Esto es una fuente importante de quejas y reclamaciones que conviene
mejorar.
Asimismo la cesa´rea presenta menores complicaciones cuando se realiza de forma programada
que cuando se realiza con cara´cter urgente o emergente durante el parto. Por ello, el modelo
predictivo a desarrollar podr´ıa evitar procesos con alta probabilidad de fracaso, disminuir sus
complicaciones, mejorando resultados en salud y la calidad de la atencio´n percibida de los
pacientes.
2.2. Sistemas de informacio´n cl´ınica
Los sistemas de informacio´n cl´ınica esta´n teniendo un gran avance tecnolo´gico en los u´ltimos
an˜os, permitiendo la evolucio´n de la informacio´n sanitaria tradicional en papel hacia sistemas
electro´nicos. E´stos han de ser capaces de integrar todos los aspectos relevantes sobre el estado
de salud de los pacientes, adema´s de ser accesibles universalmente y garantizar su uso e´tico, la
confidencialidad de la informacio´n y la privacidad de las personas [10]. Por tanto, todo sistema
de informacio´n ha de presentar controles que protejan la privacidad de la informacio´n cl´ınica.
A pesar de este avance, la aplicacio´n de las Tecnolog´ıas de la Informacio´n y Comunicacio´n
(TIC) al sector sanitario esta´ ma´s atrasada que en otros campos, como el del comercio o la
banca. Esto es debido a que el escenario es demasiado grande para que el Sistema Nacional
de Salud pueda acometerla simulta´neamente en su totalidad, y a que las TIC han crecido ma´s
ra´pido de lo que los recursos econo´micos del sistema sanitario han podido asumir [11].
Pero adema´s para satisfacer los requerimientos necesarios para el manejo de tal volumen de
informacio´n sanitaria, se necesitan numerosas infraestructuras. Se podr´ıa decir que se trata de
un sistema de gestio´n del conocimiento a gran escala, por lo que las dificultades que plantea son
mu´ltiples [12].
Tal y como se ha comentado anteriormente, la situacio´n esta´ cambiando y la implantacio´n de
la Historia Cl´ınica Electro´nica es una de las prioridades de los servicios de salud en los u´ltimos
an˜os [13]. La Historia Cl´ınica Electro´nica se define en [14] como el conjunto de documentos
que contienen datos, valoraciones e informacio´n de cualquier ı´ndole sobre la situacio´n y la
evolucio´n cl´ınica de un paciente durante el proceso asistencial. Esta´ constituida por el conjunto
de documentos, tanto escritos como gra´ficos, que hacen referencia a los episodios de salud
y enfermedad de una persona, y a la actividad sanitaria que se genera con motivo de esos
episodios.
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Teniendo en cuenta la complejidad del proceso de automatizacio´n de esta informacio´n, las
TIC incluyen numerosas ventajas frente al sistema tradicional, incorporando nuevas formas de
obtener informacio´n de forma ra´pida y eficaz. Adema´s solucionan algunos problemas existentes
como son la falta de uniformidad entre los modelos utilizados en diferentes centros sanitarios,
la ilegibilidad de la informacio´n escrita a mano, la accesibilidad, la necesidad de espacio para
su almacenamiento, las dudosas garant´ıas de confidencialidad y, adema´s, la posibilidad de que
su contenido pueda alterarse, perderse o deteriorarse se reduce.
La informacio´n de la Historia Cl´ınica de los pacientes se registra y almacena principalmente
en texto libre en campos de informacio´n poco estructurada. Por lo que e´sta podr´ıa ser contra-
dictoria o ambigua, siendo necesario desarrollar te´cnicas y algoritmos que transformen los datos
en conocimiento estructurado y normalizado. Y con esto, dar soporte a los procesos de anal´ıtica
avanzada y a la toma de decisiones cl´ınicas. Este proceso sera´ explicado en mayor detalle en la
Seccio´n 3.
Entre los diferentes sistemas de informacio´n asistencial, se encuentra Selene [15], que es
una solucio´n cl´ınica integral que gestiona el proceso asistencial completo. Selene almacena la
informacio´n generada en forma de objetos cl´ınicos, independientemente de do´nde o quie´n la haya
generado. Se trata de un cambio conceptual de ((orientacio´n a proceso)), que permite la definicio´n
de un producto u´nico integrando funcionalidad cl´ınica y administrativa para completar los
diferentes trabajos de cada organizacio´n. Asimismo, el concepto de proceso asistencial permite
asentar las bases para la orientacio´n hacia un sistema potenciado con sistemas de ayuda a la
toma de decisiones.
Los objetos cl´ınicos, citados anteriormente, son visibles y explotables con independencia
del proceso en el que se han generado. Son la unidad de informacio´n que se vincula con el
proceso. Hay cuatro tipos generales: informes, notas, formularios y peticiones. A trave´s de
ellos el personal cl´ınico realiza su registro de actuacio´n sobre el paciente. Es decir, son los
componentes mı´nimos de la Historia Cl´ınica Electro´nica.
Siempre teniendo en cuenta la premisa de normalizacio´n, la introduccio´n de informacio´n en
la Historia Cl´ınica del paciente se realiza por tres v´ıas ba´sicas que son: Notas de progreso, Hojas
de Evolucio´n, Informes y Peticiones.
Notas de progreso: objetos de informacio´n en texto libre, categorizados en varios tipos
definibles por el usuario. Un ejemplo es la Nota de Observaciones de Enfermer´ıa, Evolucio´n
del paciente o Anamnesis, entre otros.
Hojas de evolucio´n: formularios de captura de datos estructurados que alimentan los
objetos cl´ınicos. Aqu´ı se incluyen los registros de Constantes vitales, balance h´ıdrico o
medidas antropome´tricas.
Informes y Peticiones: los informes son documentos construidos con un procesador de
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texto a partir de plantillas previamente definidas. Estos documentos pueden ser generados
de manera automa´tica a partir de formularios o de datos de paciente ya recogidos en
el sistema. En cuanto a las peticiones, se pueden realizar a departamentos diagno´sticos
internos o externos, tratamientos o solicitudes a otros usuarios del sistema. Adema´s de
visualizar el estado de la peticio´n.
2.3. Sistemas basados en conocimiento
Los sistemas expertos o sistemas basados en conocimiento son programas disen˜ados para
actuar como un especialista humano en un dominio particular o a´rea de conocimiento. En este
sentido, pueden considerarse como intermediarios entre el experto humano, que transmite su
conocimiento al sistema, y el usuario que lo utiliza para resolver un problema con la eficacia del
especialista.
Los sistemas basados en conocimiento se pueden considerar como el primer producto verda-
deramente operacional de la inteligencia artificial. En primer lugar, son generalmente programas
u´tiles y pra´cticos que colman una necesidad concreta en cualquier a´rea del conocimiento humano
y, en segundo lugar, factibles y viables econo´micamente para las organizaciones. El objetivo de
e´stos es ayudar en la toma de decisiones pero nunca sustituir al experto, pues es e´l quien debe
tener la u´ltima palabra.
Un sistema experto esta´ conformado por especialistas humanos e ingenieros del conocimien-
to. Adema´s consta de una base de conocimiento, que contiene conocimiento modelado extra´ıdo
del dia´logo con un experto, de una base de hechos o memoria de trabaj o, que son los hechos
sobre un problema que se ha descubierto durante el ana´lisis y el motor de inferencia, que modela
el proceso de razonamiento humano. Junto a esto, tambie´n existen mo´dulos de justificacio´n, que
explican el razonamiento utilizado por el sistema para llegar a una determinada conclusio´n, y la
interfaz de usuario, que es la interaccio´n entre el sistema y el usuario, y se realiza mediante el
lenguaje natural. El motor de inferencia es el encargado de determinar las reglas que se aplican
en cada momento y de ejecutarlas. En la Figura 2.1 se muestra un esquema de esta arquitectura
descrita.
Figura 2.1: Arquitectura de un sistema experto.
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Principalmente existen tres tipos de sistemas: basados en reglas previamente establecidas,
basados en casos y basados en redes bayesianas. En cada uno de ellos, la solucio´n a un problema
dado se obtiene, respectivamente: aplicando reglas heur´ısticas apoyadas generalmente en lo´gica
difusa para su evaluacio´n y aplicacio´n; aplicando el razonamiento basado en casos, donde la
solucio´n a un problema similar planteado con anterioridad se adapta al nuevo problema; y
aplicando redes bayesianas, basadas en estad´ıstica y el Teorema de Bayes.
Entre sus ventajas se puede destacar la mejora de la productividad al resolver problemas
ra´pidamente, ahorrando tiempo y dinero al que se necesitar´ıa si se tratase de un experto humano;
los valiosos conocimientos del especialista se guardan y se difunden, de forma que no se pierden
aunque e´ste desaparezca; se obtienen soluciones ma´s fiables gracias al tratamiento automa´tico
de los datos; tienen gran flexibilidad debido a la separacio´n entre la base de conocimiento
y el mecanismo de inferencia, lo que se traduce en una mejor modularidad y legibilidad del
conocimiento.
Pese a estas ventajas, tambie´n existen algunos inconvenientes, ya que el conocimiento hu-
mano es complejo de extraer y, a veces, dif´ıcil de representar. Adema´s, las estrategias de razona-
miento de los motores de inferencia suelen estar programadas procedimentalmente y se adaptan
mal a ciertas circunstancias. Tienen cierta limitacio´n para tratar problemas con informacio´n
incompleta, es por ello que, durante el desarrollo del sistema, se necesita una realimentacio´n
que haga posible rectificar, si es necesario, las reglas de acuerdo a la experiencia.
2.3.1. Sistemas expertos basados en reglas
Los sistemas expertos se aplican a diferentes campos, entre ellos, muy frecuentemente a la
medicina, a´mbito en el que se centra este trabajo. En e´stos, es habitual utilizar los sistemas
basados en reglas ya que tratan situaciones complejas gobernadas por decisiones deterministas.
Su base de conocimiento contiene las variables y el conjunto de reglas que definen el problema,
definidas por el experto, y el motor de inferencia obtiene las conclusiones aplicando lo´gica a
estas reglas.
Pueden utilizarse dos mecanismos ba´sicos de inferencia: encadenamiento hacia adelante (for-
ward chaining) que comienza con una evidencia inicial en una determinada situacio´n y se dirige
hacia la obtencio´n de una solucio´n, o encadenamiento hacia atra´s (backward chaining) que parte
de una hipo´tesis sobre las posibles soluciones y vuelve hacia atra´s para encontrar una evidencia
existente (o una deduccio´n de una evidencia existente) que apoye una hipo´tesis en particular.
En este trabajo se va a utilizar CLIPS (C Language Integrated Production System) como
herramienta para construir el sistema, ya que proporciona encadenamiento hacia adelante (for-
ward), lo cual permite simular el razonamiento deductivo habitual de un experto [16]. Algunas
de las caracter´ısticas que han favorecido a la eleccio´n de CLIPS son:
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Permite manejar una amplia variedad de conocimiento, soportando tres estilos de progra-
macio´n: procedural, orientado a objetos y basado en reglas.
Es portable y puede ser ejecutado en cualquier sistema con un compilador ANSI de C, o
un compilador de C++.
Puede ser embebido en co´digo imperativo, invocado como una sub-rutina, e integrado con
lenguajes como C, Java, FORTRAN y otros.
Es un software de dominio pu´blico.
El sistema experto MYCIN
Actualmente, el sistema MYCIN [17] es considerado uno de los sistemas expertos de ma´s
prestigio. Fue desarrollado en la Universidad de Stanford como sistema de consulta para el
diagno´stico y tratamiento de enfermedades infecciosas. Es, sin duda, el sistema experto ma´s
famoso, el que ha dado lugar a ma´s proyectos derivados y el que ha marcado el paradigma de
todos los sistemas expertos de la actualidad.
MYCIN representa el razonamiento experto como una serie de reglas condicio´n - conclusio´n,
que relacionan los datos del paciente con hipo´tesis de infeccio´n a la vez que estiman la certeza de
cada regla. Funciona con encadenamiento hacia atra´s a partir de un diagno´stico como hipo´tesis y,
con reglas que estiman los factores de certeza de las conclusiones propagados desde la evidencia,
comprueba si e´sta apoya el diagno´stico. Si no hay informacio´n suficiente para comprobar la
hipo´tesis, pedira´ al experto datos adicionales y evaluara´ de forma exhaustiva todas las hipo´tesis.
Cuando ha finalizado, MYCIN da los tratamientos para todas aquellos diagno´sticos que han
alcanzado un alto valor de certeza.
El factor de certeza o factor de certidumbre (CF ) de cada regla se define como el grado
de creencia en la hipo´tesis dada la evidencia. Ma´s concretamente, como la diferencia entre la




1− P(H) si P(H|E) ≥ P(H)
0 si P(H|E) < P(H)
(2.1)
MD(H,E) =
 0 si P(H|E) ≥ P(H)P(H)− P(H|E)P(H) si P(H|E) < P(H) (2.2)
CF (H,E) = MB(H,E)−MD(H,E) =

P(H|E)− P(H)
1− P(H) si P(H|E) ≥ P(H)
P(H|E)− P(H)
P(H)
si P(H|E) < P(H)
(2.3)
Siendo H la hipo´tesis y E la evidencia que conforman la regla. MB es una medida proporcio-
nal del aumento de la credibilidad (no de la credibilidad absoluta); exactamente, es una medida
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de la disminucio´n proporcional de la falta de credibilidad, 1− P(H). Del mismo modo, MD es
una medida proporcional del aumento de la creencia en contra de H; es decir, es una medida de
la disminucio´n proporcional de P(H). Adema´s, los factores de certeza cumplen: 0 ≤ MB ≤ 1,
0 ≤MD ≤ 1 y, por tanto, −1 ≤ CF ≤ 1.
Cuando se tiene una regla simple, la confirmacio´n de la evidencia E conlleva la confirmacio´n
deH. Sin embargo, cuando hay una red de reglas, esa evidencia se propaga mediante la aplicacio´n
repetida de combinaciones. Es el caso de los sistemas expertos, donde las reglas suelen ser una
combinacio´n de reglas cuyo antecedente esta´ formado por una cla´usula compleja. La forma en
que MYCIN [18] trata este tipo de reglas consiste en tomar el opuesto del factor de certeza
para la negacio´n, el mı´nimo de los factores de certeza para la conjuncio´n y el ma´ximo para la
disyuncio´n, como sigue:
CF (¬E) = −CF (E) (2.4)
CF (E1 ∧ E2) = min [CF (E1), CF (E2)] (2.5)
CF (E1 ∨ E2) = max [CF (E1), CF (E2)] (2.6)
2.3.2. Ontolog´ıas
Las ontolog´ıas informa´ticas son, en esencia, clasificaciones conceptuales utilizadas como me-
dio para categorizar y agrupar informacio´n en conceptos y reglas de correspondencia. Se trata
de una especificacio´n expl´ıcita y formal de una conceptualizacio´n compartida [19] que cumple
con las siguientes caracter´ısticas:
Expl´ıcita: compuesta de conceptos, propiedades, relaciones, funciones, axiomas y restric-
ciones.
Formal: puede ser interpretada por ma´quinas.
Conceptualizada: modelo abstracto del dominio a representar.
Compartida: acordada por grupos de expertos.
Esta estructura se ha utilizado durante an˜os en inteligencia artificial y sistemas expertos,
posteriormente en agentes inteligentes y web sema´ntica y actualmente en cualquier aplicacio´n
que requiera establecer un modelo de informacio´n, como es este caso. A efectos pra´cticos, estas
estructuras sema´nticas tienen las ventajas de trabajar con los conceptos y sus relaciones con
otros conceptos lo que da lugar a una mejor organizacio´n de la informacio´n y, por tanto, una
optimizacio´n de su definicio´n.
Para construir una ontolog´ıa es necesario seleccionar el lenguaje de especificacio´n. OWL
(Ontology Web Language) es el ma´s aceptado como esta´ndar para representar y compartir
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conocimiento en la web sema´ntica [20]. Este lenguaje esta´ basado en RDF (Resource Description
Framework) y codificado en el metalenguaje XML.
Adema´s, en la actualidad, se pueden aprovechar desarrollos realizados en el a´mbito de la
web sema´ntica como la edicio´n de ontolog´ıas donde se utiliza Prote´ge´ [21]. Precisamente es esta
herramienta la que se utilizara´ en este proyecto para verificar la coherencia del sistema experto,
la cual esta´ implementada en Java y dispone de una interfaz gra´fica que permite definir todos
los conceptos como clases y sus relaciones como conexiones entre clases, permitiendo almacenar
toda la definicio´n en lenguaje OWL.
2.4. Explicacio´n en clasificacio´n
El aprendizaje automa´tico esta´ adquiriendo cada vez ma´s importancia en diversas ramas de
la ciencia, la tecnolog´ıa o los negocios. En ciencias de la computacio´n el aprendizaje automa´tico
es una rama de la inteligencia artificial cuyo objetivo es desarrollar te´cnicas que permitan a las
computadoras aprender. De forma ma´s concreta, el objetivo principal del aprendizaje automa´ti-
co es la creacio´n de un modelo capaz de dar una respuesta satisfactoria cuando se introduce
informacio´n al mismo. En funcio´n de la realimentacio´n que reciba el modelo se distinguen varios
paradigmas. Este proyecto se enmarca en el a´mbito del aprendizaje supervisado, que se carac-
teriza por el conocimiento de cua´les son las salidas esperadas para cierto conjunto de datos de
entrada etiquetados.
Sin embargo, la salida que ofrece el modelo puede no ser satisfactoria o quiza´s resulte dif´ıcil
de interpretar. En ciertos campos de aplicacio´n, como la medicina, el profesional que emplea mo-
delos de aprendizaje automa´tico demanda sistemas con capacidad de explicar sus predicciones.
Esto es, si cuando el sistema emite una prediccio´n, la acompan˜a de informacio´n adicional que la
justifique, el experto podra´ valorar adecuadamente la decisio´n tomada, en lugar de solamente
aceptar o rechazar, a ciegas, el resultado. De este modo, puede valorar ma´s informacio´n que le
apoye en la decisio´n final y, quiza´s, adquirir nuevos conocimientos sobre el problema abordado.
Existen diversas te´cnicas que tratan de dotar de mayor transparencia a los modelos, es-
pecialmente aquellos considerados tradicionalmente como de caja negra, por ejemplo las redes
neuronales. En [5] se estudian diferentes aproximaciones propuestas en la literatura, pero con al-
gunas limitaciones que, finalmente, se solucionan con una propuesta de Strumbelj y Kononenko
en [22] basada en la teor´ıa de juegos cooperativos.
Un juego cooperativo es un juego en el cual dos o ma´s jugadores no compiten, sino que se
esfuerzan por conseguir el mismo objetivo y, por lo tanto, ganan o pierden en conjunto. La idea
ba´sica consiste en identificar los jugadores con atributos (o los valores que e´stos toman) y las
coaliciones con subconjuntos de atributos. De este modo se pueden emplear los resultados cono-
cidos de la teor´ıa de juegos cooperativos para determinar la influencia que tienen los atributos
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sobre las predicciones de un modelo. Formalmente, se define como sigue.
Definicio´n 1 (Juego Cooperativo)
Un juego cooperativo es una tupla 〈A, ν〉 donde A = {1, . . . , a} es un conjunto de a jugadores
(atributos) y ν : P(A)→ R (con ν(∅) = 0) es el valor de la recompensa asignada a cada posible
coalicio´n de jugadores (subconjunto de atributos). Donde P(A) denota el conjunto de todos los
subconjuntos de A.
En base a esta definicio´n, el objetivo es repartir la recompensa total (ν(A), gran coalicio´n)
de forma ((justa)) entre todos los jugadores, teniendo en cuenta la influencia de cada jugador
en todas las posibles sub-coaliciones en las que participe. El resultado de ello es un vector
φ(ν) = (φ1, . . . , φa) ∈ Ra donde φj es la recompensa asignada al jugador j. Dado un juego
cooperativo, existen muchas formas de asignar φ(ν) pero solamente se consideran ((justas)) las
que cumplan las condiciones de eficiencia, simetr´ıa, irrelevancia y aditividad, descritas en [5].
En [23], Shapley demuestra que solamente existe una manera de asignar φ(ν) que cumpla
las condiciones anteriores. Dicha solucio´n es lo que se denomina Valor de Shapley, que es un
concepto ba´sico de la teor´ıa de juegos cooperativos. El siguiente teorema recoge dicho resultado.
Teorema 1 (Valor de Shapley)
Dado el juego cooperativo 〈A, ν〉, existe una u´nica solucio´n que satisface las cuatro condiciones
citadas anteriormente:





(ν(S ∪ {j})− ν(S)) , (2.7)
con a = |A|, s = |S|, j = 1, . . . , a.
En la solucio´n propuesta por Strumbelj y Kononenko en [22] se asigna un peso nume´rico al
valor que toma cada atributo de una instancia, en funcio´n de la contribucio´n de dicho valor a la
prediccio´n de una clase determinada. As´ı, teniendo en cuenta las contribuciones de los valores
de cualquier subconjunto posible de atributos, tambie´n se puede valorar la influencia que tienen
dichos atributos en las predicciones. Para ello, lo u´nico que se requiere es un modelo capaz de
proporcionar probabilidades a posteriori de las clases. La idea descrita en la Definicio´n 2 consiste
en descomponer la prediccio´n para cualquier subconjunto posible de atributos S y analizar la
variacio´n de la prediccio´n de la instancia I cuando se conoce el valor de todo el subconjunto y
cuando se suponen desconocidos los valores de S (A\S).
Definicio´n 2 (Diferencia en la prediccio´n)
Sea S ⊆ A un subconjunto de atributos. Suponiendo conocidos los valores de los atributos de












2.4. EXPLICACIO´N EN CLASIFICACIO´N 15
AA representa el espacio completo de atributos.
AA\S es el subespacio de AA correspondiente a fijar los valores de los atributos de S y
explorar todas las combinaciones de valores de los atributos de A\S.
λ construye una nueva instancia, combinando la original (I) con otra tomada de AA\S(J).
Los atributos de S toman el valor que tienen en I, mientras que los que no esta´n en S
toman el valor que tienen en J.
λ(I, J, S) = (α1, α2, . . . , αa), αj =
{
ψ(Aj , I) j ∈ S
ψ(Aj , J) j /∈ S
fˆk(I) = P(Ck|I) representa la prediccio´n correspondiente a la clase Ck, ofrecida por el
modelo para la instancia I.
La definicio´n original del Valor de Shapley (Definicio´n 1) explora todos los subconjuntos
de atributos, haciendo que su ca´lculo tenga alto coste computacional. Por ello, se incluye una
formulacio´n alternativa (Proposicio´n 1), basada en permutaciones, las cuales son sencillas de
manejar por los algoritmos de computacio´n.






(∆(Prej(pi) ∪ {j})−∆(Prej(pi))), j = 1, . . . , a. (2.9)
Siendo
Π(A) el conjunto de las permutaciones del conjunto A = {1, . . . , a} .
P rej(pi) el conjunto de elementos (atributos) que preceden a j en la permutacio´n pi.






(fˆk(λ(I, J, S))− fˆk(J)),
donde fˆk(λ(I, J, S)) aparece |AS | veces.
Introduciendo este resultado en la Proposicio´n 1 se obtiene la contribucio´n teo´rica que el










j(pi) ∪ {j}))− fˆk(λ(I, J, Prej(pi)))
]
. (2.10)
Adema´s, si se define la variable aleatoria X : Π(A)×AA → R como:
Xpi∈Π(A),J∈AA = fˆk(λ(I, J, Pre
j(pi) ∪ {j}))− fˆk(λ(I, J, Prej(pi))).
Se observa que ϕj = E[Xpi,J ] y se define ϕˆj = 1m
∑m
l=1Xl, donde {Xl}ml=1 es un conjunto de
variables aleatorias independientes e ide´nticamente distribuidas (v.a.i.i.d) con distribucio´n igual
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a la variable aleatoria X y m es el cardinal de dicho conjunto. Entonces, por el Teorema del
L´ımite Central, ϕˆj tiende a una distribucio´n normal con media ϕj y varianza
σ2j
m . Por tanto, ϕˆj
es un estimador de ϕj no sesgado (E(ϕˆj) = ϕj) y consistente (
σ2j
m → 0).
Basa´ndose en todas las deducciones anteriores, en [5] se propone el Algoritmo 1 para estimar
las contribuciones de cada atributo.
Algoritmo 1 Estimacio´n de la contribucio´n de un atributo mediante teor´ıa de juegos coope-
rativos
Entrada: Modelo entrenado para la clase Ck(fˆk), instancia I.
Salida: Valor estimado de la contribucio´n del atributo Aj para clasificar I como perteneciente
a la clase Ck.
1: Fijar m.
2: ϕj ← 0.
3: for l = 1→ m do
4: Seleccionar aleatoriamente una permutacio´n pi ∈ Π(A).
5: Seleccionar aleatoriamente una instancia J ∈ AA.
6: ν1 ← fˆk(λ(I, J, Prej(pi) ∪ {j})).
7: ν2 ← fˆk(λ(I, J, Prej(pi))).
8: ϕj ← ϕj + (ν1 − ν2).
9: end for
10: ϕj ← ϕjm .
11: return ϕj
El valor de m se fija en funcio´n del error ma´ximo que se desee tolerar (). Al tratarse de
un muestreo aleatorio, no se puede garantizar que el 100 % de las contribuciones ϕˆj calculadas
mediante el algoritmo anterior tengan un error menor que . Pero, gracias al Teorema del
L´ımite Central, se puede escoger una probabilidad 1− α con la que se cumpla, como se detalla
a continuacio´n:








∣∣∣ < ) = 1− α
⇒ P





















A priori no se conoce el valor de σj pero se toma la cota superior: σj = 1, suponiendo que
X estuviese uniformemente distribuida entre sus dos extremos (-1 y 1). De esta forma, por
ejemplo, para que el 99 % de las contribuciones tengan un error menor que 0, 01, z es 2, 57 y
m ≈ 65.000 iteraciones.
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En la Seccio´n 6.5 se presentan algunos de los resultados obtenidos al implementar este




Sistema de recuperacio´n de informacio´n
Uno de los principales hitos del desarrollo del proyecto es obtener la informacio´n recogida en
campos de texto libre de la Historia Cl´ınica Electro´nica y transformarla en datos estructurados
y normalizados. Para ello, sera´ necesario disen˜ar una herramienta que permita llevar a cabo un
proceso de recuperacio´n de informacio´n (IR) dentro del a´mbito me´dico.
Concretamente, se van a extraer los datos haciendo un preprocesado con el objetivo de
eliminar la informacio´n redundante e irrelevante que pudiese existir. Despue´s de este proceso de
extraccio´n, es necesario realizar una validacio´n de la informacio´n recopilada. Para este fin, se
disen˜a un sistema de validacio´n que permita a los expertos acceder tanto a la Historia Cl´ınica
como a los datos extra´ıdos ya estructurados, y as´ı poder validar la implementacio´n de este
sistema, entre otras opciones.
En esta seccio´n se explica, en primer lugar, el conjunto de datos inicial y se analizan los
atributos que lo compondra´n, incluyendo la fase de preprocesamiento. Posteriormente, se pre-
senta el sistema desarrollado para extraer la informacio´n cl´ınica y, por u´ltimo, el sistema de
validacio´n implementado.
3.1. Conjunto de datos
Como se ha detallado en la introduccio´n de este proyecto, el principal objetivo es desarrollar
un modelo predictivo del e´xito de un procedimiento de induccio´n del trabajo de parto. El punto
de partida es, por tanto, la recopilacio´n de todos los datos que componen el conjunto, extra´ıdos
de los registros de la Historia Cl´ınica Electro´nica en la plataforma Selene [15] del Hospital
Universitario de Fuenlabrada [24].
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En concreto, se recogen todos los datos de episodios asistenciales de embarazadas en un
periodo de ma´s de 5 an˜os, cuyo informe de parto ha sido cerrado despue´s del 1 de Enero de 2010
hasta el 31 de Julio de 2015. Estos datos incluyen todos los objetos cl´ınicos registrados en la
Historia Cl´ınica Electro´nica ya enumerados en el estado del arte: informes, notas, formularios
y peticiones. Se tratan de datos, la mayor´ıa en formato de texto libre, categorizados por ciertas
variables (atributos) definidas por el experto, que debera´n ser extra´ıdas de manera automa´tica
por el sistema de recuperacio´n de informacio´n.
Este trabajo esta´ enmarcado en el proyecto INDUCCESS (INDUCtion y sucCESS), cuya
propuesta ha sido revisada y aprobada por el Comite´ E´tico de Investigacio´n Cl´ınica y por la
Agencia Espan˜ola del Medicamento, asegurando as´ı que se ajusta a la legislacio´n vigente y
contiene los principios e´ticos aplicables a la investigacio´n en seres humanos. En la realizacio´n
de e´ste participan como investigadores principales del hospital el responsable de Sistemas de
Informacio´n, Luis Lechuga, y la responsable del Servicio de Ginecolog´ıa y Obstetricia, doctora
Mar´ıa Teulo´n. El Instituto de Ingenier´ıa del Conocimiento (IIC) [25], entidad a la que pertenezco,
se incorpora como parte del proyecto y tiene acceso a los datos, totalmente anonimizados, en
cumplimiento de la L.O.P.D. (Ley Orga´nica de Proteccio´n de Datos de Cara´cter Personal).
3.1.1. Preproceso de datos
En el proceso de extraccio´n de datos se incluyen todos los embarazos atendidos en el Hos-
pital de Fuenlabrada que tienen asignado un proceso asistencial en Selene, siendo excluidos
aquellos con parto en otro centro y los que tienen un proceso de alta de parto con fetos con
edad gestacional inferior a 23 semanas (l´ımite actual establecido de la viabilidad fetal). Todos
esos datos incluidos en el estudio pueden estar incompletos, contener informacio´n innecesaria o
ambigua, sufrir perturbaciones a causa del ruido o presentar cualquier otra dificultad que afec-
te al rendimiento de los modelos. Por ello, es necesario preprocesarlos y as´ı solventar futuros
inconvenientes.
En primer lugar, se eliminan del conjunto aquellos objetos cl´ınicos en los que no aparezca
especificado el tipo (informes, notas, formularios o peticiones) al que pertenecen. Este trata-
miento es imprescindible en el proceso de extraccio´n, ya que cada atributo se trata de manera
particular y se extrae su informacio´n de un subconjunto de objetos cl´ınicos definido previamente.
En segundo lugar, existen ciertos atributos como son el ı´ndice de Bishop al ingreso, la
edad gestacional, el peso fetal estimado o el peso de los neonatos que requieren un tratamiento
especial. Concretamente, la informacio´n del ı´ndice de Bishop al ingreso no aparece especificada
en los datos, sino que es necesario inferir su valor a partir de otras cuatro variables (posicio´n,
consistencia, borramiento, dilatacio´n ce´rvix ) que lo componen. En el caso de la edad gestacional
o los pesos, en cambio, el tratamiento no es tan complejo, y solamente es necesario realizar una
conversio´n en sus unidades de medida.
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3.1.2. Disen˜o del modelo de datos
Como se ha mencionado en el subapartado anterior, el espacio de atributos que compone el
modelo predictivo es fijado previamente por el personal experto en este a´mbito. En la Figura 3.1
se presentan los nombres de los 46 atributos claramente separados en dos categor´ıas, relegando
al Anexo A la descripcio´n de cada uno. En azul aparecen aquellas variables que, en el estado
del arte, se denominan predictoras (participan en la decisio´n de inducir el trabajo de parto) y,
en negro, aquellas de resultado, es decir, no aportan nada en la decisio´n y de ellas se puede
deducir directamente la clase.
Figura 3.1: Grafo de atributos de un paciente. En azul aparecen los atributos que par-
ticipan en la decisio´n de inducir el trabajo de parto, en negro aquellos que no aportan
nada en la decisio´n y en rojo la variable objetivo (clase).
Entre estos atributos nume´ricos y nominales, se encuentra marcada en rojo la variable ob-
jetivo, resultado, la cual toma tres posibles valores: No induccio´n, Induccio´n o Cesa´rea. Sera´n,
precisamente, estos valores las posibles salidas (clases) que devuelvan los modelos predictivos.
Como se vera´ ma´s adelante, la proporcio´n de estas clases no esta´ balanceada, es decir, existen
ma´s instancias asignadas a una clase que al resto, lo que puede suponer un problema para cierto
tipo de clasificadores.
22 CAPI´TULO 3. SISTEMA DE RECUPERACIO´N DE INFORMACIO´N
3.2. Disen˜o del sistema IR
La recuperacio´n de informacio´n del conjunto de datos inicial unida al proceso de estructura-
cio´n y normalizacio´n son de las tareas esenciales y, a su vez, unas de las ma´s complejas de este
proyecto. Sin dicha informacio´n ya estructurada no ser´ıa posible generar los modelos predictivos
ni construir la herramienta de validacio´n.
Para dar soporte a ello, ha sido necesario disen˜ar un robusto sistema de extraccio´n de
informacio´n. Este sistema esta´ compuesto por una serie de mo´dulos y pasos a seguir, los cuales
se muestran en la Figura 3.2.
Figura 3.2: Proceso seguido en el sistema IR.
A continuacio´n se describen cada una de las partes de este diagrama.
Historia Cl´ınica
El conjunto de datos proporcionado por el hospital ha sido exportado en una serie de ficheros
de texto plano de Selene. Cada uno de ellos, adema´s de la informacio´n anonimizada de los
pacientes, incluye metadatos y el tipo de objeto cl´ınico, esto es, informe, nota, formulario o
peticio´n, lo que permite agruparlos por categor´ıas.
Lector y documentos
Una vez identificados los tipos de objeto de la Historia Cl´ınica de cada paciente, es nece-
sario el disen˜o e implementacio´n de una base de datos estructurada para que el sistema de
recuperacio´n pueda acceder a dicha informacio´n de una forma ra´pida y eficiente. Para ello, se
ha utilizado el sistema gestor de bases de datos relacionales (RDBMS) PostgreSQL1 generando
tres tablas: documentos, diccionario y pacientes.
Los metadatos de los ficheros exportados de Selene son tratados antes de ser introducidos
en la base de datos, mientras que el contenido del propio fichero se almacena ı´ntegramente.
Para este fin se ha disen˜ado un programa lector programado en Awk [26]. Algunos de los
1Se puede consultar ma´s informacio´n en http://www.postgresql.org.es/
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tratamientos efectuados son la homogeneidad de capitalizacio´n o la eliminacio´n de caracteres
especiales, adema´s de realizar un pequen˜o filtro de los metadadatos realmente relevantes en el
proyecto. Todos estos datos (metadatos y contenido) son almacenados junto al identificador del
paciente en la tabla documentos.
Al finalizar el proceso, tras eliminar aquellos datos descritos en el subapartado 3.1.1, esta
tabla consta de 1.403.040 objetos cl´ınicos, de los cuales 3.509 son informes, 399.646 notas no
estructuradas, 764.783 formularios y 235.102 peticiones de pruebas.
Extractor y diccionario
Una vez almacenada toda la informacio´n en la base de datos, se procede a realizar la ex-
traccio´n de atributos de los pacientes.
Para ello, se ha implementado, por un lado, una tabla diccionario, alimentada por un panel
de expertos en este a´mbito segu´n su experiencia y conocimiento y, por otro lado, un programa
extractor utilizando el lenguaje de programacio´n Ruby [27].
El diccionario se actualiza tras cada validacio´n del experto, ya que la extraccio´n debe ser un
proceso iterativo y no siempre se logran buenos resultados a la primera. El objetivo de esta tabla
es guiar al programa que realiza la extraccio´n de atributos y, para ello, contiene informacio´n
para cada variable de paciente y para cada nombre de objeto cl´ınico, el tipo de dato a extraer
(DATO o TEXTO) y su prioridad. Si se trata de un atributo DATO, el extractor guardar´ıa el
valor directamente; pero si, por el contrario, se trata de TEXTO, se indica adema´s la palabra o
cadena a buscar y el valor a insertar en la variable del paciente. De este modo los atributos de
la tabla son: nom column, nom document, nom variable, prioridad, tipo, clave y resultado.
En cuanto al programa implementado, e´ste se alimenta de los datos almacenados en la tabla
documentos y de dicho diccionario. Como ya se ha explicado previamente, el contenido de la
Historia Cl´ınica se almacena en la base de datos sin modificar, por ello ahora es necesario
realizar un tratamiento previo de la informacio´n. Este tratamiento consiste en una limpieza del
vocabulario con las siguientes tareas de procesamiento:
Extraccio´n de vocabulario
El primer paso a realizar es la extraccio´n de todos los te´rminos mediante la separacio´n
del texto de cada contenido en palabras, utilizando como separadores los espacios o los
signos de puntuacio´n. Tambie´n se realiza una conversio´n de los caracteres a mayu´sculas y
se sustituyen las letras acentuadas por su correspondiente letra sin acento. Este paso se
realiza a la par que el proceso de stemming, descrito a continuacio´n.
Stemming
El objetivo del stemming es reducir inflexiones y derivaciones a un lema comu´n. La idea
es quedarse con significados e ignorar diferencias irrelevantes. De esta forma el programa
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solamente debe buscar el lexema de las palabras y se evitan problemas con el ge´nero y
nu´mero de las palabras.
Eliminacio´n de stopwords
Se eliminan las part´ıculas funcionales con poco significado propio como art´ıculos, preposi-
ciones o conjunciones, adema´s de palabras muy frecuentes. El objetivo de este tratamiento
es eliminar ruido y as´ı reducir el taman˜o del contenido a parsear.
Una vez llevado a cabo el preprocesado del texto se procede a buscar cada uno de los
atributos de los pacientes. Para ello el programa implementado basa su funcionamiento en el
Algoritmo 2.
Algoritmo 2 Proceso de extraccio´n de atributos
Entrada: Tabla documentos y diccionario de la BD.
Salida: Tabla pacientes de la BD.
1: for pacientei in documentos do
2: for Aj in diccionario do
3: Extraer todos los nom document ordenados por prioridad para pacientei y Aj .
4: for doc in nom document do
5: if doc.tipo == DATO then
6: Buscar nom variable en doc.
7: Aji ← valor.
8: else, if doc.tipo == TEXTO then
9: Buscar nom variable y clave en doc.
10: Aji ← resultado.
11: end if
12: end for
13: if Aji! = null then
14: An˜adir Aji al pacientei.
15: else
16: Dejar vac´ıo Aji en pacientei.
17: end if
18: end for
19: Tratamiento especial de variables.




Para finalizar el proceso de recuperacio´n de informacio´n expuesto, se insertan los datos de
cada paciente ya estructurados por atributos en la base de datos. Para ello se ha creado la tabla
pacientes, en la que se estructuran todos los atributos relativos a cada paciente. Estos atributos,
tanto predictores como de resultado, se incluyen en la Tabla 3.1. Como resultado del proceso
de extraccio´n llevado a cabo, esta tabla contiene 10.487 pacientes con los que trabajar.
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Tabla 3.1: Atributos de la tabla pacientes de la base de datos.
id dbp hipertonias
edad gestacional motivo induccion epidural
edad materna peso fetal estimado tipo parto
raza bishop ingreso motivo parto instrumental
imc inicio numero fetos motivo cesarea
tabaquismo induccio´n parto ph cordon arterial
talla materna tipo induccion apgar1
tratamiento fertilidad oxitocina maxima apgar5
partos vaginales previos oxitocina horas peso neonatos
cesareas previas propess horas tipo reanimacion
cervicometria misofar dosis traslado neonato
liquido amniotico tiempo inicio parto dia parto
rpm ingreso tiempo fin parto hora parto
motivo cesarea previa horas induccion fecha entrada
complicaciones embarazo alteraciones fcf resultado
crecimiento fetal
Por u´ltimo, se debe destacar que todo el proceso descrito previamente ha sido un trabajo
muy costoso computacionalmente.
En una primera versio´n, el tiempo de ejecucio´n fue de aproximadamente 15 d´ıas, tiempo
inaceptable, teniendo en cuenta que este proceso debe ser repetido tras cada validacio´n del ex-
perto. Como solucio´n a esto, se implemento´ una nueva versio´n del Algoritmo 2 paraleliza´ndolo
mediante hilos. Su funcionamiento es el mismo con la u´nica diferencia de que se lanzan de ma-
nera paralela 35 hilos y cada uno se encarga de la extraccio´n de un subconjunto de pacientes.
En esta segunda versio´n, se redujo 3 veces el tiempo y, ahora se necesitan 5 d´ıas para completar
el proceso. Puesto que sigue siendo un tiempo demasiado elevado, se buscaron otras soluciones
posibles y, la que finalmente se an˜adio´, es la optimizacio´n del ı´ndice creado en la tabla documen-
tos, ya que se pudo observar que el coste computacional reca´ıa en la lectura de la base de datos.
Con este nuevo ı´ndice mejora la velocidad de las operaciones, por medio de un identificador
u´nico de cada fila de la tabla, permitiendo un ra´pido acceso a los registros. As´ı, el tiempo se vio
reducido considerablemente a 3 horas aproximadamente.
3.3. Sistema de validacio´n
El proceso de extraccio´n de atributos es un proceso largo y tedioso, que necesita la colabora-
cio´n del experto para validar que la extraccio´n es correcta. Tras cada validacio´n, el diccionario
se actualiza con el objetivo de lograr los mejores resultados. Por ello, es necesario disponer de
un sistema de validacio´n donde varios expertos puedan acceder de manera paralela tanto a la
Historia Cl´ınica como a los datos estructurados de los pacientes. Se ha disen˜ado, por tanto, una
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aplicacio´n web con el objetivo de facilitar a los expertos dicha validacio´n y la visualizacio´n de la
informacio´n cl´ınica. El acceso a la aplicacio´n esta´ controlado mediante una lista blanca (white
list) de IPs, garantizando as´ı el u´nico acceso por parte de las personas colaboradoras dentro del
hospital.
En esta subseccio´n se detalla la funcionalidad ba´sica de la aplicacio´n web desarrollada,
incluyendo el resto de pantallas en el Anexo B.
3.3.1. Disen˜o de la interfaz web
Pantalla inicial
La pantalla inicial contiene una breve descripcio´n del proyecto y el boto´n ‘Entrar’ para acce-
der al sistema de validacio´n. Adema´s incluye la descripcio´n de las personas que han colaborado
en el proyecto, pero puesto que es una pantalla grande en la que es necesario hacer scroll, sola-
mente se muestra en la Figura 3.3 una parte de e´sta. El resto se incluye en el Anexo B (Figura
B.1).
Figura 3.3: Pantalla inicial del sistema de validacio´n.
Pantalla para validacio´n
Para proceder a visualizar los datos para revisar, el experto tiene la posibilidad de introducir
el identificador de un paciente concreto o, por el contrario, el sistema muestra uno aleatoriamente
que no haya sido revisado. Tambie´n se incluyen unas flechas para poder navegar por los distintos
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pacientes de la base de datos pendientes de revisar, y se ofrece la posibilidad de modificar un
paciente ya validado o rechazado.
En esta pantalla (Figura 3.4) el experto debe revisar que los datos extra´ıdos de la Historia
Cl´ınica, mostrada en la parte izquierda, se corresponden con los datos de los 46 atributos,
mostrados a la derecha. Adema´s, dispone de un campo para comentarios e introducir cualquier
aspecto a mejorar del sistema en cada caso.
Por u´ltimo, contiene un boto´n para ‘Validar’ o ‘Rechazar’ el contenido del paciente. En caso
de validarlo, la aplicacio´n se conecta directamente al sistema basado en reglas (descrito en la
Seccio´n 4) y emite el resultado propuesto por este modelo (vea´se Figura B.3).
Figura 3.4: Pantalla para validacio´n del sistema.
Entre otras opciones disponibles en la aplicacio´n se pueden consultar algunos datos es-
tad´ısticos, informacio´n detallada del proyecto as´ı como de las entidades colaboradoras o enviar
un correo electro´nico de consulta.

4
Sistema basado en reglas
En la actualidad no existen herramientas que apoyen al me´dico experto en la toma de
decisiones dentro del campo de la Obstetricia. A fin de mejorar esta situacio´n se tiene como
objetivo construir un sistema de ayuda a la toma de decisiones basada en reglas de decisio´n
provenientes de un panel de expertos en el campo. De manera que, partiendo de la informacio´n
cl´ınica de los pacientes previamente categorizada en variables, se elaborara´ un sistema que
contenga el conocimiento representado mediante variables y reglas que definen el problema,
todo ello obtenido u´nicamente del propio conocimiento cl´ınico y experiencias.
En este cap´ıtulo se describen ciertos componentes que conforman el sistema experto basado
en reglas. En primer lugar, se recopilan y analizan las reglas proporcionadas por los expertos
y se transforman a un lenguaje entendible por el sistema. Adema´s se describe el me´todo utili-
zado para el tratamiento de prioridades y el proceso de validacio´n y verificacio´n de las reglas.
Finalmente, se disen˜a y se describe la arquitectura del sistema construido.
4.1. Ana´lisis y disen˜o de reglas
Uno de los puntos ma´s importantes y cr´ıticos en la implementacio´n de la herramienta es
transformar el conocimiento del experto en un lenguaje entendible por el sistema, ya que el
conocimiento introducido es el que realmente se maneja y a partir del cual se emite el diagno´sti-
co. Por este motivo antes de construir el sistema experto es necesario comprender el dominio y
familiarizarse con el tema que se va a tratar. Para ello, no so´lo se cuenta con bibliograf´ıa espe-
cializada en el campo, sino que se extrae conocimiento mediante conversaciones con el experto,
donde se formulan reglas en base a su criterio en la pra´ctica cl´ınica y su propia experiencia.
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El conocimiento humano no es sencillo de abstraer y mucho menos de representar. Este hecho
unido a que en ocasiones la informacio´n esta´ incompleta, puede llevar al sistema a no ser capaz
de tratar estas circunstancias, ya que sigue una estrategia procedimental. Por ello es necesario
realimentar las reglas de acuerdo a la experiencia y comprobar que la base de conocimiento es
completa. Para este fin se realizan reuniones iterativas con los expertos donde se verifica que
el conjunto de reglas elaborado para ser introducido en el sistema es correcto y coincide con lo
expresado por ellos.
Para la implementacio´n de este sistema se ha utilizado la herramienta CLIPS, ya que entre
sus caracter´ısticas destaca por proporcionar una estrategia de inferencia de encadenamiento
hacia adelante, es decir, comienza con una evidencia inicial y se dirige hacia la obtencio´n de
la solucio´n, lo cual permite simular el razonamiento deductivo habitual del experto. Para ello,
se utilizan reglas de inferencia del tipo Modus Ponens (‘Si evidencia E entonces hipo´tesis H’ ),
que permiten obtener conclusiones simples. En este tipo de reglas se examina la evidencia y, si
es cierta, la hipo´tesis pasa a formar parte del conocimiento.
La base de conocimiento que define el problema, inicialmente, se compone de un total de 41
reglas definidas en funcio´n de las variables descritas en el apartado 3.1.2 y fueron proporcionadas
en lenguaje natural por el experto en Obstetricia. El proceso a seguir por tanto es la introduccio´n
de estas reglas en la herramienta manteniendo un feedback constante por parte del experto.
4.1.1. Tratamiento de prioridades
El conocimiento que manejan los expertos en el problema del diagno´stico puede ser impreciso
e, incluso, presentar conflictos, ya que dependiendo de cada paciente la regla de inferencia
empleada para el diagno´stico puede ser diferente. Unido a esto, en el espacio de atributos
propuesto no todos son igual de relevantes a la hora de tomar la decisio´n de iniciar la induccio´n
al parto.
Por ese motivo, por un lado, adema´s de distinguir dos categor´ıas tal y como se ha explicado
en 3.1.2, es necesario establecer pesos que indiquen la relevancia de cada atributo predictor.
Estos pesos tambie´n son proporcionados por el personal experto en el campo y se muestran en
la Tabla 4.1.
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Tabla 4.1: Distribucio´n por pesos de los atributos predictores del modelo. Los atributos


























Por otro lado, el motor de inferencia del sistema experto sigue un mecanismo de razonamiento
espec´ıfico y, dependiendo del orden de aplicacio´n de las reglas, el diagno´stico puede ser diferente.
Es por ello necesario utilizar una estrategia de resolucio´n de conflictos basada en prioridades.
De esta forma el motor de inferencia ordena las reglas segu´n esas prioridades y selecciona una
de ellas como la primera, que sera´ la que se ejecute en el siguiente ciclo de control.
Para la asignacio´n de dicha prioridad, puesto que se dispone de los pesos de cada una de las
variables que conforman las reglas, se utiliza la misma idea de los factores de certeza utilizada
en el sistema MYCIN, explicado en detalle en la Seccio´n 2.3.1.
En este caso el factor de certeza de la evidencia E se tomara´ como el peso (weight) del
atributo A que compone la evidencia de la regla. Gracias a la propagacio´n, en este caso, de los
pesos de los atributos se determina la prioridad o factor de certeza de la conclusio´n de cada
regla, del siguiente modo: se toma el opuesto del peso del atributo en caso de que e´ste aparezca
negado, el mı´nimo de los pesos normalizados para la conjuncio´n y el ma´ximo para la disyuncio´n.
Se debe recordar que en el sistema MYCIN el factor de certeza CF tomaba valores entre
-1 y 1. En este proyecto se tienen pesos entre 0 y 6, por lo que es necesario normalizarlos entre
esos valores, del siguiente modo:
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CF (¬A) = −weight(A)−max [weights] /2
max [weights] /2
(4.1)
CF (A1 ∧A2) = min [weight(A1), weight(A2)]−max [weights] /2
max [weights] /2
(4.2)
CF (A1 ∨A2) = max [weight(A1), weight(A2)]−max [weights] /2
max [weights] /2
(4.3)
Gracias a la asignacio´n de prioridades a las conclusiones y, por consiguiente, prioridades de
las reglas, es ma´s fa´cil asemejar la inferencia que realiza el sistema con el experto, teniendo en
cuenta que nunca lo podra´ sustituir.
4.1.2. Verificacio´n de reglas
En ciertas situaciones complejas, incluso el personal experto puede dar informacio´n incon-
sistente. Por ello, es muy importante controlar la coherencia del conocimiento tanto durante la
construccio´n de la base de conocimiento como durante los procesos de adquisicio´n de datos y
razonamiento. Si la base de conocimiento contiene informacio´n inconsistente, es muy probable
que el sistema experto se comporte de forma poco satisfactoria y obtenga conclusiones absurdas.
El principal objetivo de la verificacio´n es asegurar que el sistema proporcione la respuesta
correcta cuando se resuelve un problema dado, lo que involucra habilidad, seguridad y usabi-
lidad a la hora de utilizar dicha herramienta. Para este fin, se deben detectar y, por tanto,
eliminar ciertos errores o insuficiencias del sistema como son errores en la sema´ntica durante la
implementacio´n de la base de conocimiento, redundancia de reglas, conflicto entre ellas o incluso
aquellas inncecesarias. De esta forma se asegura un sistema consistente y completo.
Para verificar la coherencia del sistema se ha construido una ontolog´ıa OWL utilizando




A continuacio´n se procede a describir en detalle cada uno de los puntos anteriores.
Redundancia de reglas
Dos reglas se consideran sinta´cticamente redundantes si tienen evidencias E y concluyen con
hipo´tesis H ide´nticas o, su sintaxis no es exactamente igual pero su significado es el mismo.
En el conjunto de reglas se detectaron dos que eran redundantes, pues ya exist´ıan otras
reglas que se formulaban de diferente manera pero su significado era exactamente el mismo.
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Conflicto de reglas
Un conflicto entre reglas ocurre cuando las evidencias E de las reglas son equivalentes pero
conducen a conclusiones H distintas.
Gracias a la ontolog´ıa generada se han podido detectar dos parejas de reglas que produc´ıan
conclusiones contradictorias. El problema en este caso es que ambas reglas tienen la misma
prioridad asignada y una de ellas engloba a la otra, de manera que, el motor de inferencia no
tiene ningu´n criterio para decidir cua´l es la que produce el resultado correcto. Para solucionar
estos dos casos, y tras confirmar con el experto, se ha modificado la prioridad de la regla ma´s
general con un valor ma´s bajo, dentro del rango en que se mueve el factor de certeza, es decir,
se ha an˜adido −1.
Reglas innecesarias
En las revisiones del conjunto de reglas con el experto en el campo, adema´s se detectaron
cuatro reglas que eran inncesarias en la base de conocimiento, bien porque nunca se iban a
alcanzar o bien porque no eran correctas. E´stas se han eliminado del conjunto.
Tras el proceso de verificacio´n expuesto, se ha reducido el nu´mero de reglas con las que el
sistema infiere diagno´sticos, pero de esta forma es posible construir un sistema ma´s consistente
y completo.
4.2. Disen˜o del sistema experto
Para desarrollar la herramienta de ayuda a la toma de decisiones en Obstetricia ha sido
necesario disen˜ar un sistema experto, donde la informacio´n de los pacientes forme parte de la
base de hechos o memoria de trabajo y, el motor de inferencia la utilice para consultar en la
base de conocimiento y mostrar el resultado del diagno´stico mediante una interfaz. El esquema
del sistema final se puede resumir en la Figura 4.1.
Figura 4.1: Estructura general del sistema experto disen˜ado.
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El programa principal que gestiona el sistema experto ha sido disen˜ado en el lenguaje de
programacio´n Ruby, el cual se conecta a la base de datos para la extraccio´n de informacio´n de
los pacientes y a la herramienta CLIPS para inferir los resultados.
El funcionamiento de este sistema es el siguiente. El experto, o cualquier otro usuario, desde
la interfaz web desarrollada, explicada en la Seccio´n 3.3.1, selecciona el paciente que desee revisar
y, en caso de que lo valide, la propia aplicacio´n se encarga de conectar con el sistema experto,
el cual emite un resultado y se muestra por pantalla (ve´ase Figura B.3).
Cada uno de los componentes que forman el sistema experto se describe a continuacio´n.
Base de conocimiento
La base de conocimiento contiene, como su propio nombre indica, el conocimiento propor-
cionado por el experto, codificado mediante las reglas de decisio´n descritas anteriormente.
Esta base de conocimiento finalmente se compone de 35 reglas simples, las cuales se presentan
en el Anexo C y esta´n categorizadas de acuerdo a las variables ya detalladas.
Memoria de trabajo
En la memoria de trabajo, tambie´n denominada base de hechos, se almacenan los hechos
sobre el problema. Es decir, se modela toda la informacio´n extra´ıda de la Historia Cl´ınica
Electro´nica mediante variables que actu´an de entrada al motor de inferencia, e´ste realiza el
respectivo ana´lisis devolviendo otra variable, donde se almacena el resultado del proceso de
inferencia.
Motor de inferencia
El motor de inferencia permite controlar el proceso de razonamiento, utiliza datos de la
memoria de trabajo y recorre la base de conocimiento haciendo inferencias que le permitan
decidir las reglas que satisfacen los hechos. Para ello, prioriza las reglas en funcio´n de las
prioridades que les han sido asignadas y ejecuta primero aquella con la ma´s alta.
Este motor ha sido configurado con la estrategia de inferencia de encadenamiento hacia
adelante, de modo que las variables de entrada determinan el resultado sugerido por el sistema
experto.
Adema´s, el motor de inferencia utiliza la informacio´n almacenada tanto en la memoria de
trabajo como en la base de conocimiento para obtener nuevas conclusiones o hechos y, con ello,
incrementar los datos iniciales, ya que incorpora a e´stos las nuevas conclusiones obtenidas.
La Figura 4.2 detalla el proceso que realiza el mecanismo de inferencia. Partiendo del pro-
grama que gestiona la interfaz web de la aplicacio´n, donde el usuario (bien el me´dico experto o
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cualquier otra persona) indica el paciente del que desea obtener la recomendacio´n y se env´ıa su
identificador al programa que gestiona el sistema experto (main.rb). Desde e´ste se invoca a los
archivos patient.clp y rules.clp, los cuales, respectivamente, contienen la plantilla del paciente
para almacenar en la memoria de trabajo, y las reglas de inferencia que se almacenan en la
base de conocimiento. Este programa se comunica directamente con CLIPS para procesar y
emitir una respuesta. Finalmente, la respuesta se env´ıa a la aplicacio´n web, la cual se encarga
de mostrar el resultado al usuario en forma de recomendacio´n.
Figura 4.2: Mecanismo de inferencia del sistema experto.
Para finalizar con el disen˜o del sistema experto, se lleva a cabo un proceso de verificacio´n
de su eficacia, considerando los siguientes a´mbitos:
Verificacio´n de la adecuacio´n de la base de conocimiento, comprobando que las reglas que
la componen funcionan adecuadamente. Adema´s se comprueba que el sistema experto
funciona con razonamiento exacto, es decir, que las variables de entrada son precisas y no
existen variables difusas que puedan generar un conflicto.
Verificacio´n del correcto funcionamiento de la interfaz con el usuario, de modo que exista
fluidez en la interaccio´n entre el sistema experto y la base de datos.
Verificacio´n del funcionamiento del mecanismo de inferencia. Para ello se han creado un
total de 35 pacientes ficticios, cada uno de ellos representando una de las posibles combi-
naciones que es capaz de evaluar el sistema experto. De este modo se asegura la evaluacio´n
de todos los casos posibles, comprobando que el sistema genera recomendaciones de forma
correcta para esos pacientes.
Por otro lado, la validacio´n del sistema experto se llevara´ a cabo ma´s adelante, en el apartado
de experimentos (Seccio´n 6), donde se mide el acierto entre el sistema y el experto humano,
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adema´s de comparar este sistema con los modelos de inferencia basados en algoritmos y te´cnicas
de aprendizaje automa´tico y Big Data.
5
Big Data en medicina
La medicina es uno de los campos del conocimiento que ma´s podr´ıan beneficiarse de una
interaccio´n con la computacio´n, mediante la cual se optimizar´ıan ciertos procesos complejos
como el diagno´stico cl´ınico. De esto se ocupa el aprendizaje automa´tico junto con el Big Data,
que construyen y estudian sistemas capaces de aprender a partir de grandes conjuntos de datos
y de mejorar procesos de clasificacio´n y prediccio´n. Para que esos datos se conviertan en cono-
cimiento, necesitan ser procesados y analizados a trave´s de los modelos, pero cada uno de ellos
tiene sus propias caracter´ısticas, por lo que no todos son adecuados para resolver cualquier tipo
de problema.
Concretamente, en el a´mbito me´dico la toma de decisiones es un punto cr´ıtico, ya que una
decisio´n erro´nea influye directamente en la salud de las personas. Por ello, a la hora de utilizar
un modelo automa´tico para apoyar los diagno´sticos me´dicos deben estudiarse las ventajas e
inconvenientes, as´ı como los riesgos que pueden conllevar. Sin embargo, ningu´n modelo es mejor
que el resto en todas las circunstancias posibles, sino que cada uno tiene sus propias ventajas e
inconvenientes dependiendo del problema al que se aplica. No obstante, es muy dif´ıcil conocer
a priori el modelo ma´s adecuado para un caso determinado. Por ello, se recomienda y, en
los experimentos realizados se tendra´ en cuenta, probar siempre varios modelos de diferentes
paradigmas y as´ı comparar resultados.
En esta seccio´n se presentan algunos modelos de gran difusio´n en el aprendizaje automa´tico
y que se aplican exitosamente al dominio me´dico, explicando brevemente su funcionamiento y
sus caracter´ısticas principales. Adema´s se describen las medidas utilizadas en los algoritmos
de seleccio´n de atributos elegidos para determinar aquellas variables de mayor relevancia en el
modelo y, con ello, obtener los mejores resultados posibles.
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5.1. Modelos utilizados
Los me´todos que se utilicen en el proyecto deben ofrecer ciertas ventajas a la pra´ctica
me´dica que favorezca su uso por parte de expertos. En [28] se revisan las te´cnicas y modelos
de aprendizaje automa´tico que se han aplicado tradicionalmente en medicina y se recogen los
requerimientos que deben cumplir para tener e´xito en este campo. En la medida de lo posible,
se pretende ofrecer una explicacio´n o informacio´n adicional que justifique una decisio´n, ya que
puede ayudar de alguna forma comprensible para el especialista en salud a adquirir conocimiento
sobre el problema dado.
La mayor´ıa de los modelos utilizados pertenecen al paradigma de aprendizaje supervisado,
es decir, necesitan una etapa de aprendizaje para construir un modelo a partir de los datos de
entrenamiento etiquetados y despue´s utilizarlo en la prediccio´n sobre instancias desconocidas.
Sin embargo, tambie´n se estudian otros me´todos no supervisados como modelos de clustering.
A continuacio´n se describen brevemente los siete modelos utilizados, donde los cinco primeros
pertenecen al aprendizaje supervisado.
5.1.1. Naive Bayes
Naive Bayes [29] (ingenuo) es un modelo probabil´ıstico fundamentado en el Teorema de
Bayes para extraer la regla de clasificacio´n y se basa en la suposicio´n de que todos los atributos
son condicionalemnete independientes dada la clase. Pero esa suposicio´n se aleja demasiado
de la realidad en la mayor´ıa de los problemas, aunque su rendimiento es sorprendentemente
bueno debido a que no hay que estimar distribuciones de probabilidad conjuntas. As´ı, cuando
se introduce una nueva instancia en el modelo, la probabilidad asociada a cada clase es la
multiplicacio´n de la probabilidad para la correspondiente clase de cada uno de los atributos que
conforman la instancia. La clase final asignada es la que ma´s alta probabilidad asociada tiene.
Los clasificadores Bayesianos son uno de los modelos preferidos en el a´mbito me´dico ya que
ofrecen gran capacidad para explicar sus predicciones. Determinan en que´ medida los valores
de cada atributo contribuyen positiva o negativamente a la decisio´n tomada. Adema´s presentan
un rendimiento bastante bueno, manejan los valores perdidos como si fuesen aleatorios, toleran
niveles aceptables de ruido y tienen un buen nivel de transparencia (aunque no tanto como los
a´rboles de decisio´n).
5.1.2. A´rboles de decisio´n
Los a´rboles de decisio´n se ubican dentro de una rama del aprendizaje automa´tico deno-
minada aprendizaje simbo´lico. Esto es, dado un conjunto de datos se elaboran diagramas de
construcciones lo´gicas, muy similares a los sistemas de prediccio´n basados en reglas, que sirven
para representar y categorizar una serie de condiciones que ocurren de forma sucesiva, para la
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resolucio´n de un problema. Un a´rbol de decisio´n consta de nodos, ramas y hojas, que son como
los nodos pero no surge ninguna rama de ellas. De cada nodo nacen dos o ma´s ramas en las
que se formulan proposiciones lo´gicas excluyentes y particionan el espacio de atributos. Esto
quiere decir que cada instancia, dependiendo de los valores de los atributos implicados en la
proposicio´n lo´gica de un nodo, cumple la condicio´n correspondiente a una de las ramas. De este
modo, comenzando en el nodo ra´ız, cada instancia se dirige hasta una de las hojas. A todas las
instancias pertenecientes a la misma hoja se les asigna una etiqueta comu´n.
Previamente a construir dicho a´rbol, debe existir una fase de entrenamiento en la que se
deciden las preguntas que se van a formular en cada nodo. Para ello, existen diversos algoritmos,
entre ellos, C4.5 que sera´ el utilizado en los experimentos de este proyecto.
El algoritmo C4.5 es una extensio´n de ID3 que permite el uso de atributos nume´ricos
continuos, tiene en cuenta los valores desconocidos y realiza un proceso de poda inteligente del
a´rbol, es decir, limita o recorta la profundidad del a´rbol para reducir su taman˜o y permitir
mayor capacidad de generalizacio´n.
En general, los a´rboles de decisio´n presentan un rendimiento apropiado, as´ı como un manejo
aceptable de valores perdidos y ruido. Tambie´n reducen la cantidad de datos necesaria para
evaluar a un paciente, ya que no suelen aparecer todos los atributos de entrenamiento en el a´rbol
construido. Sin embargo, las claves del e´xito de los a´rboles de decisio´n son su gran transparencia
(se puede observar toda la estructura del conocimiento extra´ıdo de los datos) y su capacidad
de explicar cada una de las predicciones (registrando co´mo la instancia recorre el a´rbol hasta
llegar a la hoja correspondiente). Adicionalmente, en produccio´n no es necesario realizar ningu´n
ca´lculo y se pueden utilizar sin el ordenador, lo que es muy bien recibido por los profesionales
me´dicos no familiarizados con la informa´tica.
5.1.3. Redes neuronales
Las redes neuronales se han vuelto populares en medicina debido a su flexibilidad y dina-
mismo. Inicialmente, surgieron por la motivacio´n de tratar de reproducir el funcionamiento del
cerebro.
El modelo de red neuronal Perceptro´n Multicapa (Multilayer Perceptron) incluye varias
capas de neuronas artificiales interconectadas entre s´ı. La etapa de entrenamiento consiste en,
dado un conjunto de pesos iniciales, introducir cada uno de las instancias de entrenamiento en
el modelo y comparar el valor de salida con la clase real esperada. Dependiendo del error de
la clase inferida, el algoritmo Backpropagation ajusta los pesos de la red propagando el error,
desde la capa de salida a la de entrada, para hacer que la salida inferida sea igual a la esperada.
Esto es conocido como descenso por gradiente del error de prediccio´n.
Aunque el Multilayer Perceptron no ha alcanzado una precisio´n perfecta ofrece un rendi-
miento razonablemente bueno. Los principales inconvenientes para su aplicacio´n en el a´mbito
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me´dico son su falta de transparencia y su escasa capacidad de explicar las predicciones emitidas.
En la Seccio´n 2.4 del estado del arte se han expuesto algunas te´cnicas que permiten explicar las
predicciones, incluso considerando el modelo como una caja negra. De esta manera, se puede
mitigar el impacto negativo de los puntos de´biles de las redes neuronales y con ello aprovechar
mejor su excelente rendimiento.
5.1.4. Ma´quinas de vectores soporte
Las Ma´quinas de Vectores Soporte (SVM ) tienen como objetivo ajustar un conjunto de
para´metros, que permiten establecer fronteras en el espacio de n dimensiones y aproximar
funciones o separar patrones en diferentes regiones del espacio de atributos. En este caso, el
me´todo de entrenamiento para ajustar los para´metros es la maximizacio´n del margen existente
entre el hiperplano separador y las instancias de las dos clases (inicialmente, este modelo se
disen˜o´ para resolver problemas de clasificacio´n de dos clases pero hay extensiones para problemas
multiclase).
De manera similar a las redes neuronales, las SVM presentan un buen rendimiento pero
el hecho de que el entrenamiento consiste en el ajuste de para´metros ocultos y la prediccio´n
u´nicamente en un resultado nume´rico, hace que la transparencia y la capacidad de explicacio´n
sean pobres. Este aspecto se mejora mediante la aplicacio´n de las te´cnicas ya explicadas en la
Seccio´n 2.4 del estado del arte.
5.1.5. Random Forest
Se trata de una combinacio´n de a´rboles de decisio´n aleatorios en la que cada a´rbol utiliza un
subconjunto de datos diferentes de entrenamiento en cada iteracio´n. El Random Forest se basa
en la idea esencial del bagging de promediar muchos modelos ruidosos pero aproximadamente
imparciales y, por tanto, reducir la posible variacio´n.
El funcionamiento de este modelo es el siguiente. En cada nodo de los a´rboles de decisio´n
construidos, se elige la mejor subdivisio´n hecha por un subconjunto de variables explicativas
seleccionadas aleatoriamente. Los a´rboles que se obtienen son maximales, es decir, que en este
caso no se podan. De manera que, la prediccio´n de una observacio´n emitida con este modelo es
la clase ma´s votada entre las predicciones hechas por los a´rboles.
Random Forest se considera uno de los algoritmos con mejor rendimiento especialmente
en problemas que cuentan con una cantidad importante de variables explicativas [30]. Tiene un
me´todo eficaz de valores perdidos y ruido que le permite mantener la exactitud cuando una gran
proporcio´n de datos son desconocidos. Adema´s aunque es capaz de proporcionar las variables
ma´s importantes en la clasificacio´n, a diferencia de los a´rboles de decisio´n, su salida es dif´ıcil de
interpretar.
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5.1.6. Vecinos ma´s cercanos
Es un modelo perteneciente al paradigma de aprendizaje perezoso, que se caracteriza por la
ausencia de una fase de extraccio´n de conocimiento de los datos. El funcionamiento esta´ dirigido
por la demanda de clasificacio´n de una nueva instancia. En ese momento se analiza el entorno de
dicha instancia y se emite una prediccio´n basada, como el propio nombre del algoritmo indica,
en las instancias vecinas ma´s cercanas a la demandada.
El algoritmo de prediccio´n para un nuevo paciente, desconocido hasta el momento, es muy
sencillo. En primer lugar, se fija un natural k que determina el nu´mero de vecinos que se tendra´n
en cuenta y se hallan las k instancias ma´s cercanas a la dada, empleando alguna distancia (ya
sea Eucl´ıdea, Mahalanobis, etc.). A continuacio´n, la clase mayoritaria de entre las k instancias
ma´s similares a la de entrada es la clase inferida para la misma.
En general, k-vecinos ma´s cercanos (conocido como kNN ) maneja aceptablemente los valores
perdidos y el ruido pero no presenta un rendimiento claramente mejor que ninguno de los
modelos anteriores. Su transparencia es pobre ya que, por ser un algoritmo de aprendizaje
perezoso, se limita u´nicamente a emitir una prediccio´n como respuesta a una demanda. El factor
diferenciador que hace interesante el uso de este modelo es la forma de explicar las predicciones.
Una nueva instancia se etiqueta en funcio´n de co´mo esta´n etiquetadas sus vecinas. Haciendo
una analog´ıa, se puede identificar esta aproximacio´n con el me´todo actual de diagno´stico cl´ınico
basado en la experiencia adquirida al tratar casos similares (vecinos ma´s cercanos).
5.1.7. Maximizacio´n de la esperanza
El algoritmo de maximizacio´n de la esperanza (Expectation-Maximization, EM ) pertenece
a una familia de modelos que se conocen como Finite Mixture Models, los cuales se pueden
utilizar para segmentar conjuntos de datos. Dentro de la clasificacio´n destaca frecuentemente
en algoritmos de clustering.
EM es una te´cnica utilizada para encontrar el estimador de ma´xima verosimilitud de una
distribucio´n de un conjunto de datos incompletos. Para ello, alterna pasos de esperanza (paso E ),
donde se obtiene la esperanza de la verosimilitud mediante la inclusio´n de variables latentes como
si fuesen observables, y un paso de maximizacio´n (paso M ), donde se calculan los estimadores de
ma´xima verosimilitud de los para´metros mediante la maximizacio´n de la verosimilitud esperada
del paso E anterior. Los para´metros que se obtienen de este u´ltimo paso M son utilizados para
el paso E siguiente, y as´ı el proceso se repite hasta converger. Finalmente se obtiene un conjunto
de clusters que agrupan el conjunto de datos original.
El e´xito de este algoritmo depende en gran medida de los valores iniciales del conjunto de
para´metros, aunque tiene gran capacidad para manejar informacio´n desconocida y determinar
variables ocultas.
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5.2. Seleccio´n de atributos
Entre los objetivos de este proyecto destacaba valorar la efectividad de las variables y de-
terminar aquellas de mayor relevancia en el modelo. En general, suele ocurrir que existan datos
irrelevantes o redundantes. Si no se detecta y se elimina esa informacio´n con menor valor pre-
dictivo antes de entrenar un modelo de aprendizaje automa´tico, su rendimiento puede verse
mermado; bien reduciendo la precisio´n de la prediccio´n o, bien aumentando el coste compu-
tacional (operar con ma´s informacio´n de la necesaria puede conllevar a obtener un modelo
demasiado complejo y se produzca sobreajuste). Es por ello que antes de utilizar los modelos
predictivos se reduce la dimensionalidad del problema, a fin de seleccionar las variables ma´s
importantes adema´s de facilitar el ajuste de un modelo y aportar con ello un valor an˜adido a la
investigacio´n biome´dica. De este modo se pueden descubrir factores asociados a determinadas
enfermedades o dependencias desconocidas entre diversos atributos.
En este subapartado se describen, en primer lugar, las medidas de evaluacio´n de atributos
empleadas en el proyecto y, a continuacio´n, los algoritmos de seleccio´n de acuerdo a esa medida.
5.2.1. Medidas de evaluacio´n
Se debe tener en cuenta que el conjunto o´ptimo de atributos es siempre relativo a un cri-
terio de evaluacio´n, es decir, un subconjunto o´ptimo elegido segu´n una medida de evaluacio´n
puede cambiar al utilizar otra medida distinta. Sin embargo, en la pra´ctica se comprueba con
cierta frecuencia, que si un atributo es relevante aparece en varios subconjuntos escogidos segu´n
distintas funciones de evaluacio´n.
Medidas de distancia
Estas medidas, tambie´n conocidas como medidas de separabilidad, divergencia o discri-
minacio´n, estiman la capacidad que posee un subconjunto de atributos para separar las
clases. El conjunto de atributos que seleccionan es aquel que minimiza la distancia intra-
clase y maximizan la inter-clase. Existen muchas medidas de distancia, e´stas pueden ser
Eucl´ıdea, Mahalanobis o Kolmogorov, entre otras.
Medidas de informacio´n
Este tipo de medidas esta´n basadas en la ganancia de informacio´n de un atributo, esto
es, la entrop´ıa de la teor´ıa de la informacio´n, que es una medida de la incertidumbre de
una variable aleatoria. Entre las medidas de informacio´n ma´s frecuentes se encuentran la
entrop´ıa de Shannon, de Renyi, cuadra´tica o informacio´n mutua.
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Medidas de dependencia
Las medidas de dependencia o correlacio´n evalu´an la capacidad de predecir el valor de
una determinada variable en funcio´n de otra. El coeficiente de correlacio´n es una medida
de dependencia cla´sica utilizada para calcular la correlacio´n entre un atributo y la clase,
seleccionando aquellos atributos con mayor correlacio´n.
5.2.2. Algoritmos de seleccio´n
En funcio´n de las medidas de evaluacio´n descritas anteriormente, se presentan en este apar-
tado los cinco algoritmos utilizados para la seleccio´n de atributos. Todos ellos son de tipo filter,
es decir, no requieren el entrenamiento de ningu´n modelo para decidir cua´les son los atributos
ma´s importantes. Muchos de estos algoritmos no tienen un nombre especial por el que se les
reconoce sino que lo toman de la bu´squeda realizada, en estos casos, se hara´ referencia a ellos
por el nombre utilizado en la herramienta Weka [31], empleada en los experimentos.
ReliefF
Relief es un algoritmo inspirado en el aprendizaje basado en casos que obtiene los atributos
estad´ısticamente ma´s relevantes. Su funcionamiento se basa en asignar un peso a cada
atributo y seleccionar aquellos que superen un umbral prefijado, esos sera´n los atributos
que mejor permitan discernir entre las clases a las que pertenece cada instancia.
Para este propo´sito, en cada instancia aleatoria, analiza el espacio de atributos localmente
y busca dos vecinos ma´s cercanos (de la misma clase y de distinta clase). El peso asociado
a un atributo se modifica a partir de la distancia eucl´ıdea entre el valor del atributo de la
instancia y el valor del mismo atributo de los vecinos encontrados.
Pero este algoritmo presenta ciertas limitaciones que, posteriormente, se superan mediante
varias extensiones propuestas por Kononenko [32]. En sus experimentos comprueba que la
que mejor funciona es ReliefF, en la que se seleccionan las k instancias ma´s parecidas (de
la misma y de diferente clase, respectivamente) y se toma su media. Seleccionar k vecinos
en lugar de uno, aporta mayor robustez al me´todo. Sin embargo, no funciona mejor cuanto
mayor sea k, ya que si se consideran demasiados vecinos, se pierde la perspectiva local del
me´todo y dejan de detectarse ciertas dependencias entre atributos.
mRMR
mRMR (Minimum Redundancy Maximum Relevance) [33] trata de obtener un subconjun-
to de atributos de tal manera que sean lo ma´s diferente posible entre s´ı (mı´nima redun-
dancia) y que aporten la ma´xima informacio´n posible sobre la variable objetivo (ma´xima
relevancia).
Es un algoritmo iterativo que determina la relevancia de un atributo a partir de la en-
trop´ıa con su clase y la redundancia del mismo, calculando la entrop´ıa entre las variables
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seleccionadas y las que todav´ıa no se han escogido. Como criterio de seleccio´n se utiliza la
diferencia de estos dos valores, escogiendo aquellos que tengan valores positivos ma´s altos
(ya que interesa que el valor de relevancia sea mayor que el de redundancia).
Razo´n de ganancia
El algoritmo GainRatioAttributeEval [34] evalu´a el peso de cada atributo midiendo su
razo´n de beneficio (gain ratio) con respecto a la clase. Esta medida tiene en cuenta tanto la
ganancia de informacio´n como las probabilidades de los distintos valores de cada atributo,
recogidas como la entrop´ıa del conjunto de datos respecto a los valores del atributo.
En base a ese criterio, este algoritmo premia a aquellos atributos que, teniendo una ga-
nancia de informacio´n menor disponen tambie´n de un nu´mero menor de valores.
Ganancia de informacio´n
El algoritmo InfoGainAttributeEval [34] consiste en la evaluacio´n de los atributos mediante
la ganancia de informacio´n de cada uno con respecto a la clase, discretizando antes aquellos
atributos que son nume´ricos.
Correlacio´n
El algoritmo CorrelationAttributeEval [34] evalu´a el valor de un atributo mediante la
medida de correlacio´n de Pearson entre el mismo y la clase.
6
Evaluacio´n y ana´lisis de resultados
Con el objetivo de evaluar los sistemas desarrollados y determinar aquellas variables rele-
vantes en el proceso de induccio´n, se ha llevado a cabo una etapa experimental con su corres-
pondiente ana´lisis de resultados.
En primer lugar, se presentan los resultados del proceso de validacio´n llevado a cabo por
los expertos del Hospital de Fuenlabrada sobre el sistema de recuperacio´n de informacio´n im-
plementado. En segundo lugar, se presentan diferentes conjuntos de datos construidos tras la
seleccio´n de atributos, los cuales son utilizados para evaluar los modelos de aprendizaje au-
toma´tico. Para ello, se describen las me´tricas empleadas as´ı como los experimentos realizados,
incluyendo una comparativa entre los dos sistemas propuestos. A continuacio´n, se analizan de-
talladamente algunas de las te´cnicas de aprendizaje automa´tico utilizadas y se muestran los
resultados obtenidos en forma de gra´ficas o tablas. Por u´ltimo, se realiza un ana´lisis de dichos
resultados, a fin de mostrar las ventajas que pueden ofrecer tanto a expertos en modelos como
a cualquier usuario que utilice un sistema de aprendizaje automa´tico como apoyo a su labor.
Para realizar las diferentes pruebas se ha empleado el sistema operativo Linux. Todo el co´digo
utilizado se lanza mediante scripts de Bash, Ruby y Python [35], que en algunas ocasiones actu´an
como meros intermediarios para invocar a otros programas pero, en otras, ejecutan parte de los
algoritmos y te´cnicas desarrolladas. Tambie´n se utilizan otras herramientas como Awk y R [36]
para la generacio´n de explicaciones y visualizacio´n de resultados.
45
46 CAPI´TULO 6. EVALUACIO´N Y ANA´LISIS DE RESULTADOS
6.1. Preparacio´n de datos
Como ya se introdujo en la Seccio´n 3.1.2, el espacio de atributos se puede separar en dos
categor´ıas en funcio´n de si los atributos son predictores o, por el contrario, de resultado en
la decisio´n de induccio´n. En base a esta separacio´n surge la posibilidad de disen˜ar diferentes
modelos de datos para representar un paciente, esto es, escoger distintos atributos que permitan
evaluar el conjunto que mejor representa el problema estudiado.
Para ello se han disen˜ado tres modelos diferentes de paciente, los cuales se detallan a conti-
nuacio´n.
Modelo 1 (Falsos predictores)
Objetivo: Representar la informacio´n completa recopilada de la Historia Cl´ınica Electro´ni-
ca, teniendo en cuenta que entre sus atributos se encuentran los denominados de resultado.
Es decir, contiene tanto atributos predictores como aquellos que aparecen durante o des-
pue´s del parto y son falsos predictores, los cuales no aportan ninguna informacio´n de
clasificacio´n. Ma´s bien, contiene atributos altamente correlacionados con la clase, por lo
que se espera que el error de prediccio´n sea muy cercano a cero. Este modelo no es repre-
sentativo para un problema real pues se predice sabiendo lo que ha pasado.
Atributos: Se incluyen en la Tabla 6.1.
Tabla 6.1: Atributos que componen el Modelo 1 (Falsos predictores).
id dbp hipertonias
edad gestacional motivo induccion epidural
edad materna peso fetal estimado tipo parto
raza bishop ingreso motivo parto instrumental
imc inicio numero fetos motivo cesarea
tabaquismo induccion parto ph cordon arterial
talla materna tipo induccion apgar1
tratamiento fertilidad oxitocina maxima apgar5
partos vaginales previos oxitocina horas peso neonatos
cesareas previas propess horas tipo reanimacion
cervicometria misofar dosis traslado neonato
liquido amniotico tiempo inicio parto dia parto
rpm ingreso tiempo fin parto hora parto
motivo cesarea previa horas induccion fecha entrada
complicaciones embarazo alteraciones fcf crecimiento fetal
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Modelo 2 (Atributos predictores)
Objetivo: Generar un modelo que aporte la ma´xima informacio´n simulando un comporta-
miento real del sistema, ya que a la hora de tomar la decisio´n de induccio´n no se conocen
las variables de resultado que el modelo anterior consideraba. De este modelo se eliminan
ciertas variables como el id o las fechas, entre otras.
Atributos: Se incluyen en la Tabla 6.2.
Tabla 6.2: Atributos que componen el Modelo 2 (Atributos predictores).
edad gestacional partos vaginales previos crecimiento fetal
edad materna cesareas previas dbp
raza cervicometria motivo induccion
imc inicio liquido amniotico bishop ingreso
tabaquismo rpm ingreso peso fetal estimado
talla materna motivo cesarea previa numero fetos
tratamiento fertilidad complicaciones embarazo
6.1.1. Seleccio´n de atributos
Con el fin de eliminar la informacio´n irrelevante que existe en el conjunto de datos y, con
ello, reducir la dimensionalidad del problema, se lleva a cabo una seleccio´n de atributos. Puesto
que se ha visto que el Modelo 1 no es representativo para un problema real, solamente se realiza
dicha seleccio´n y se eliminan algunas variables del Modelo 2. Las variables resultantes de la
ejecucio´n de los algoritmos descritos en la Seccio´n 5.2.2 sera´n las que conformen otro nuevo
modelo (Modelo 3) utilizado en los experimentos.
Los cinco algoritmos de seleccio´n de atributos se ejecutan a trave´s de la herramienta Weka
con los siguientes para´metros:
ReliefF: 10 vecinos ma´s cercanos.
mRMR: Configuracio´n por defecto de Weka. Ca´lculo de los pesos por diferencia de infor-
macio´n mutua.
GainRatioAttributeEval : Configuracio´n por defecto de Weka.
InfoGainAttributeEval : Configuracio´n por defecto de Weka.
CorrelationAttributeEval : Configuracio´n por defecto de Weka.
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Modelo 3 (Atributos predictores tras seleccio´n)
Objetivo: Eliminar las variables irrelevantes y construir un modelo u´nicamente con aque-
llas ma´s influyentes a la hora de tomar la decisio´n de realizar una induccio´n. Este modelo
se construye seleccionando las seis variables resultantes de la seleccio´n de atributos sobre
el Modelo 2. Puesto que se han utilizado cinco algoritmos diferentes, se obtienen cinco
submodelos de paciente.
Atributos: En la Tabla 6.3 se muestran los seis atributos ma´s relevantes que se han escogido
en funcio´n de los resultados de la seleccio´n de atributos.
Tabla 6.3: Atributos que componen el Modelo 3 (Atributos predictores tras seleccio´n),
obtenido seleccionando las variables resultantes de los algoritmos ReliefF, mRMR, Gain-
RatioAttributeEval, InfoGainAttributeEval y CorrelationAttributeEval de seleccio´n de
atributos sobre el Modelo 2.
ReliefF mRMR GainRatioAttributeEval
motivo induccion raza rpm ingreso
bishop ingreso partos vaginales previos motivo induccion
partos vaginales previos motivo cesarea previa cesareas previas
raza motivo induccion motivo cesarea previa
edad materna bishop ingreso partos vaginales previos
complicaciones embarazo numero fetos numero fetos
InfoGainAttributeEval CorrelationAttributeEval
motivo induccion motivo induccion
rpm ingreso rpm ingreso
bishop ingreso bishop ingreso
edad gestacional motivo cesarea previa
partos vaginales previos cesareas previas
motivo cesarea previa partos vaginales previos
Con la evaluacio´n de los modelos de paciente propuestos se pretende determinar el conjunto
de atributos que mejor predice el e´xito de la induccio´n al parto y, en funcio´n de e´ste, encontrar
el algoritmo de aprendizaje automa´tico ma´s preciso, siendo capaz de explicar la clasificacio´n
obtenida con el mismo. A partir de esos resultados se realiza una comparacio´n con el modelo
de referencia basado en reglas provenientes del experto.
Para llevar a cabo los diferentes experimentos se dispone de la informacio´n recopilada me-
diante el sistema de recuperacio´n de informacio´n. Es decir, como ya se ha comentado, 10.487
pacientes, los cuales esta´n categorizados por diferentes variables dependiendo del modelo de
paciente utilizado. A modo de resumen, en la Tabla 6.4 se muestran los modelos de paciente
utilizados para evaluar los algoritmos. Todos ellos esta´n compuestos por las 10.487 instancias
con atributos tanto nume´ricos como nominales.
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Tabla 6.4: Modelos de paciente sobre los que se aplican te´cnicas de aprendizaje automa´ti-
co. a indica el nu´mero de atributos (nu´mericos y nominales). En todos ellos hay un total
de 10.487 instancias.
Nombre a
Modelo 1 (Falsos predictores) 45
Modelo 2 (Atributos predictores) 20
Modelo 3 (Atributos predictores tras seleccio´n) 6
6.2. Me´tricas de evaluacio´n
Para realizar una evaluacio´n exhaustiva se ha disen˜ado una metodolog´ıa de evaluacio´n, la
cual se detalla en esta seccio´n. Los objetivos que se van a evaluar son: el correcto funcionamiento
del sistema de recuperacio´n de informacio´n disen˜ado, los resultados de la inferencia llevada a
cabo por los dos sistemas descritos y la explicacio´n de la clasificacio´n obtenida con algunos de
los modelos que mejores resultados proporcionan.
Resultados de validacio´n del sistema IR
El correcto funcionamiento del proceso de extraccio´n se ha comprobado con varias pruebas
de concepto de manera incremental e iterativa, comenzando de manera oﬄine hasta llegar a ser
online. Para ello, se utiliza la medida de error de validacio´n, es decir, el porcentaje de instancias
rechazadas con respecto el total de revisadas.
En una primera revisio´n oﬄine y antes de contar con la presencia del profesional me´dico, se
han validado de manera unitaria cada una de las funcionalidades de la aplicacio´n as´ı como una
muestra reducida de pacientes, en torno a 10 instancias. En estas revisiones se detectaron errores
y mejoras que se incluyen al diccionario y a los algoritmos de recuperacio´n de informacio´n.
En la segunda revisio´n (Fase 1) se cuenta con la ayuda de tres profesionales en el campo.
En esta prueba se ha seleccionado un subconjunto de datos pequen˜o de 25 pacientes y se ha
realizado un proceso de validacio´n por parte de los expertos desde el propio hospital de manera
online. Tras dicha revisio´n se realimenta de nuevo el diccionario y algoritmos del sistema de
recuperacio´n de informacio´n.
Finalmente, una vez an˜adidas las mejoras al sistema de extraccio´n de informacio´n, se repite
la prueba de concepto anterior (Fase 2) y se revisan en torno a 100 pacientes. De igual modo,
se realimenta el sistema con el objetivo de obtener una solucio´n lo ma´s exhaustiva posible.
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Resultados de inferencia
El objetivo de la herramienta de ayuda a la toma de decisiones es resolver un problema de
clasificacio´n real. Consiste en predecir el e´xito de un parto mediante Induccio´n, No induccio´n
o Cesa´rea. Las clases (variable resultado) dentro del conjunto de datos no esta´n balanceadas
ya que las proporciones son 55, 32 % No induccio´n, 26, 31 % Induccio´n y 18, 38 % Cesa´rea, y a
pesar de no ser una diferencia grande, dificulta la generacio´n de un buen modelo de clasificacio´n
como se explicara´ en el apartado de resultados.
El proceso seguido en la ejecucio´n del sistema basado en te´cnicas de aprendizaje automa´tico
y Big Data se resume a continuacio´n:
Entrenamiento de los modelos de paciente y te´cnicas: El conjunto de datos disponible se
divide en dos subconjuntos, train y test. Con los datos de train se entrenan diferentes
algoritmos que permiten generar el modelo de inferencia.
Test de los modelos de paciente y te´cnicas: Utilizando el subconjunto de test y los distintos
modelos generados en la fase de entrenamiento, se han realizado predicciones del e´xito de
induccio´n.
Evaluacio´n: Para evaluar la calidad de esas predicciones y compararlas con las obtenidas
a partir del modelo de referencia (sistema experto basado en reglas), se emplean cinco
medidas de error.
Entre estas medidas esta´ el error de clasificacio´n, que compara el valor real conocido de
la clase de cada instancia Ii y puede tomar tres valores, es decir, compara {Ω(Ii)}ni=1 ∈
{C1, C2, C3}, ∀i, con la clasificacio´n ofrecida por el modelo {f(Ii)}ni=1 ∈ {C1, C2, C3}, ∀i.
Se trata de una medida global y no considera resultados por clase. En problemas con clases
desbalanceadas, se utilizan tambie´n otras medidas de evaluacio´n basadas en la informacio´n
suministrada por la matriz de confusio´n, las cuales se incluyen en el Anexo D. Estos errores
son calculados para cada una de las clases y despue´s promediados equitativamente para
presentar un u´nico valor en cada caso. Aunque la mayor´ıa de estas medidas se utilizan
en problemas de dos clases, en este caso, se utiliza el enfoque multiclase one vs all, se
crean tantos modelos de clasificacio´n binaria como clases existan en el problema que se
esta´ tratando. Dicho enfoque se muestra en las Tablas 6.5 y 6.6.
Tabla 6.5: Esquema de los C problemas de clasificacio´n binaria a realizar.
Espacio 1 2 3
Positiva C1 C2 C3
Negativa C2 ∪ C3 C1 ∪ C3 C1 ∪ C2
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Tabla 6.6: Representacio´n de la matriz de confusio´n para cada problema de clasificacio´n
binaria.
Positiva Predicha Negativa Predicha
Positiva Real Verdaderos Positivos (TP) Falsos Negativos (FN)
Negativa Real Falsos Positivos (FP) Verdaderos Negativos (TN)
De manera que las me´tricas utilizadas son:





• Precisio´n (Valor predictivo positivo): Prec = TP
TP + FP
, donde TP es el nu´mero de
instancias bien clasificadas para la clase positiva y TP +FP , el nu´mero de instancias
clasificadas como clase positiva.
• Recall (Ratio de verdaderos positivos): Recall = TP
TP + FN
, donde TP + FN es el
nu´mero de instancias de clase positiva.
• Efectividad de la clasificacio´n: F −measure = 2 ·Recall · Prec
Recall + Prec
.
• A´rea bajo la curva ROC: AUC = 1 +Recall − FPR
2




fraccio´n de datos mal clasificados en la clase positiva.
La evaluacio´n de los errores se realiza con la te´cnica de cross-validation de 10 folds con el
fin de garantizar la independencia entre los conjuntos de train y test escogidos, y as´ı obtener
resultados ma´s estables.
6.3. Resultados de validacio´n del sistema IR
Los resultados de las evaluaciones realizadas por los expertos del hospital se analizan en
detalle a continuacio´n.
La validacio´n del sistema se ha llevado a cabo de manera online, donde los expertos acceden
desde su propio ordenador a la aplicacio´n a trave´s de la web, con el fin de revisar un subconjunto
de pacientes seleccionado de manera aleatoria. Como se ha explicado al inicio de esta seccio´n,
se realizan dos fases de validaciones, cuyos resultados se presentan en la Tabla 6.7.
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Tabla 6.7: Porcentajes de error en el sistema de recuperacio´n de informacio´n de cada
fase. En la columna etiquetada con n se indica el nu´mero de instancias aleatorias del
subconjunto a revisar; la siguiente columna corresponde al porcentaje de error en cada
fase.
n Error de validacio´n ( %)
Fase 1 26 34, 62
Fase 2 101 29, 70
Como se puede observar en la Tabla 6.7 se logra mejorar el proceso de recuperacio´n de
informacio´n en la segunda fase con respecto al error inicial. Sin embargo, aunque la mejora entre
las dos fases no parece muy significativa, repercute directamente en los resultados obtenidos de
las reglas de inferencia y los modelos de aprendizaje automa´tico, ya que en cada iteracio´n de la
validacio´n se elimina ruido e informacio´n irrelevante.
Tras completar la Fase 2, es necesario an˜adir al diccionario los comentarios de los casos
rechazados por los expertos. Antes de ello, se han analizado detenidamente cada uno de esos
comentarios. Se ha podido observar que un 43 % de los pacientes que fueron rechazados se deben
a ciertas variables (de resultado) comunes, las cuales no intervienen en la toma de decisiones o
no se han seleccionado como relevantes tras la seleccio´n de atributos y, por tanto, no influira´n
en los resultados de los sistemas implementados. Las variables que destacan en el proceso de
validacio´n se incluyen en la Tabla 6.8.
Tabla 6.8: Errores ma´s comunes en las variables extra´ıdas por las que se rechazan pa-
cientes. En la primera columna se indica el atributo y en la segunda el tipo de error a
corregir.
Atributo Tipo de error detectado
tabaquismo
Campo de texto libre. Se escribe de numerosas formas distintas si el
paciente fuma, por ejemplo, c/d´ıa, cig/d´ıa, cigarros/d´ıa...
cervicometria No se encuentra en los formularios de su Historia Cl´ınica ese valor.
tipo induccion
No se especifica el tipo de induccio´n o no contiene el formulario
correspondiente en su Historia Cl´ınica.
alteraciones fcf
Campo de texto libre. Se escribe de muchas formas distintas como son:
decelariones, desaceleraciones, bradicardias, no reactivo...
hipertonias
Campo de texto libre. Aparece de varias formas escrito (hiperton´ıas,
taquisistolias, polisistolias...).
peso neonatos No aparece el dato o aparece en otro campo de texto libre.
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Teniendo en cuenta que el 43 % de los rechazos se podr´ıan considerar como va´lidos, bien
porque se ampl´ıe el diccionario o bien porque no se tiene en cuenta esa variable a la hora
de predecir, el sistema podr´ıa llegar a mejorar notablemente pasando incluso a un 16, 83 % de
error. Este hecho supone una gran motivacio´n para continuar con el proceso de validacio´n alguna
fase ma´s. Sin embargo, por limitaciones de tiempo en este trabajo no se han considerado ma´s
iteraciones, pero se sugiere como trabajo futuro.
Gracias a esta prueba de validacio´n se ha podido comprobar co´mo el funcionamiento del
sistema es el correcto y el esperado por parte del experto, por lo que se puede concluir que la
prueba de concepto final resulto´ satisfactoria.
6.4. Resultados de inferencia
Tras llevar a cabo un ana´lisis del sistema de recuperacio´n de informacio´n y enriquecer los
modelos, se presentan en esta subseccio´n los resultados de los experimentos realizados.
En primer lugar, se analizan los resultados obtenidos del sistema experto basado en reglas. A
continuacio´n, los obtenidos mediante el sistema basado en algoritmos de aprendizaje automa´tico
para, finalmente, realizar una comparativa entre ambos sistemas.
6.4.1. Resultados del sistema experto
Se pretende modelar el error del sistema experto, el cual se basa en reglas de decisio´n
que infieren sobre las variables de los datos recopilados mediante el sistema IR anteriormente
validado. Los errores medidos para este modelo considerado de referencia se incluyen en la Tabla
6.9.
Tabla 6.9: Resultados del sistema experto (Modelo de referencia). Las distintas columnas
indican las medidas de error del modelo.
Modelo de referencia
ErrClassif ( %) Prec Recall F-measure AUC
41, 89 0, 567 0, 581 0, 571 0, 646
Cabe destacar que los errores obtenidos con el sistema basado en reglas pueden estar in-
fluenciados por la propia experiencia y conocimientos del experto que las formula, a lo que
se suma la dificultad ya explicada de traducir ese conocimiento en lenguaje entendible por el
propio sistema. Por ello, tomando como referencia el 41, 89 % de error, se pretende encontrar
otros modelos que mejoren este resultado y, adema´s, ofrezcan una explicacio´n consistente de la
clasificacio´n obtenida, favoreciendo su utilizacio´n en el a´mbito me´dico.
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6.4.2. Resultados de los modelos de aprendizaje automa´tico
Como se ha explicado al inicio de la seccio´n, los algoritmos empleados, tanto clasificadores
como te´cnicas de clustering, se aplican sobre los tres modelos de paciente y los correspondientes
submodelos descritos en la subseccio´n 6.1 para predecir la clase. Dichos algoritmos utilizados
son los descritos en la Seccio´n 5.1 mediante la herramienta Weka con la siguiente configuracio´n:
Naive Bayes: Configuracio´n por defecto de Weka.
C4.5: Configuracio´n por defecto de Weka del clasificador J48 (confidence factor=0,25,
minNumObj=2, unpruned=false).
Multilayer Perceptron: Configuracio´n por defecto de Weka (learning rate=0,3, momen-
tum=0,2, hidden layers=(atributos (a)+clases (3))/2, training time=500, validation thes-
hold=20).
SVM: clasificador LibSVM (SVM type=C−SVC, degree=3, kernel type=radial basis fun-
ction: exp(−γ · |u − v|2), tol=0,001, normalize=false, not replace missing values=false).
En algunos casos, γ y C se obtienen mediante cross-validation de 10 folds para encontrar
la mejor combinacio´n de para´metros. Por defecto, se toma γ =1/atributos (a) y C = 1.
Random Forest: numTrees=100, seed=1. En algunos casos, se realiza una bu´squeda de
los para´metros maxDepth y numFeatures. Por defecto, se tiene maxDepth=unlimited,
numFeatures=atributos (a),
kNN: distance function=Euclidean distance, maxIterations=5.000, numClusters=3, seed=10.
EM: maxIterations=1.000, minStdDev=1.0E-6, numClusters=3, seed=100.
En la Tabla 6.10 y 6.11 se recogen los errores de clasificacio´n con el conjunto de datos del Modelo
1 y 2, respectivamente; en la Tabla 6.13 los errores correspondientes a algoritmos de clustering
para esos dos modelos. En la Tabla 6.12 se muestran los errores obtenidos con algoritmos de
clasificacio´n para cada submodelo de la seleccio´n de atributos; y en la Tabla 6.14, los errores
generados mediante te´cnicas de clustering. Dentro de cada una de estas tablas existe una fila
para cada algoritmo utilizado en cada caso.
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Tabla 6.10: Resultados de los algoritmos de clasificacio´n del Modelo 1 (Falsos predicto-
res). La primera columna indica el clasificador utilizado; las siguientes corresponden a
las medidas de error.
Modelo 1
Clasificador ErrClassif ( %) Prec Recall F-measure AUC
Naive Bayes 2, 57 0, 975 0, 974 0, 974 0, 994
J48 0, 00 1, 000 1, 000 1, 000 1, 000
Multilayer Perceptron 0, 00 1, 000 1, 000 1, 000 1, 000
SVM 3, 06 0, 970 0, 969 0, 970 0, 993
Random Forest 7, 89 0, 921 0, 921 0, 920 0, 978
Tabla 6.11: Resultados de los algoritmos de clasificacio´n del Modelo 2 (Atributos predic-
tores). La primera columna indica el clasificador utilizado; las siguientes corresponden a
las medidas de error.
Modelo 2
Clasificador ErrClassif ( %) Prec Recall F-measure AUC
Naive Bayes 34, 96 0, 683 0, 650 0, 659 0, 808
J48 27, 99 0, 693 0, 720 0, 698 0, 799
Multilayer Perceptron 26, 90 0, 721 0, 731 0, 725 0, 844
SVM 31, 17 0, 658 0, 688 0, 657 0, 718
Random Forest 27, 13 0, 709 0, 729 0, 714 0, 848
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Tabla 6.12: Resultados de los algoritmos de clasificacio´n del Modelo 3 (Atributos pre-
dictores tras seleccio´n) para cada submodelo. La primera columna indica el clasificador
utilizado y las siguientes corresponden a las medidas de error de cada algoritmo de se-
leccio´n de atributos. Aparece en rojo el mejor resultado y en negrita los dos siguientes
mejores para el submodelo seleccionado.
Modelo 3 - ReliefF
Clasificador ErrClassif ( %) Prec Recall F-measure AUC
Naive Bayes 32, 61 0, 633 0, 674 0, 635 0, 821
J48 32, 26 0, 640 0, 677 0, 631 0, 782
Multilayer Perceptron 30, 27 0, 688 0, 697 0, 686 0, 842
SVM 32, 47 0, 673 0, 675 0, 615 0, 716
Random Forest 36, 14 0, 605 0, 639 0, 615 0, 770
Modelo 3 - mRMR
Clasificador ErrClassif ( %) Prec Recall F-measure AUC
Naive Bayes 32, 85 0, 637 0, 671 0, 624 0, 826
J48 31, 28 0, 674 0, 687 0, 664 0, 775
Multilayer Perceptron 29, 57 0, 699 0, 704 0, 697 0, 846
SVM 31, 57 0, 680 0, 684 0, 662 0, 734
Random Forest 32, 47 0, 658 0, 675 0, 657 0, 812
Modelo 3 - GainRatioAttributeEval
Clasificador ErrClassif ( %) Prec Recall F-measure AUC
Naive Bayes 27, 54 0, 700 0, 725 0, 703 0, 806
J48 27, 41 0, 695 0, 726 0, 687 0, 781
Multilayer Perceptron 27, 50 0, 694 0, 725 0, 694 0, 815
SVM 27, 79 0, 674 0, 722 0, 665 0, 745
Random Forest 27, 01 0, 704 0, 730 0, 700 0, 812
Modelo 3 - InfoGainAttributeEval
Clasificador ErrClassif ( %) Prec Recall F-measure AUC
Naive Bayes 32, 93 0, 700 0, 671 0, 678 0, 817
J48 26, 84 0, 705 0, 732 0, 699 0, 790
Multilayer Perceptron 25, 19 0, 735 0, 748 0, 738 0, 866
SVM 26, 11 0, 722 0, 739 0, 710 0, 765
Random Forest 30, 65 0, 676 0, 694 0, 683 0, 815
Modelo 3 - CorrelationAttributeEval
Clasificador ErrClassif ( %) Prec Recall F-measure AUC
Naive Bayes 29, 09 0, 696 0, 709 0, 700 0, 832
J48 27,38 0, 692 0, 726 0, 683 0, 789
Multilayer Perceptron 25,16 0, 736 0, 748 0, 738 0, 867
SVM 26,59 0, 712 0, 734 0, 702 0, 762
Random Forest 27, 79 0, 693 0, 722 0, 694 0, 836
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Tabla 6.13: Resultados de los algoritmos de clustering del Modelo 1 (Falsos predictores)
y Modelo 2 (Atributos predictores). La primera columna indica el cluster utilizado; las
siguientes corresponden al error de clasificacio´n de cada modelo de paciente.
ErrClassif ( %)
Cluster Modelo 1 Modelo 2
kNN 28, 16 44, 72
EM 47, 73 49, 58
Tabla 6.14: Resultados de los algoritmos de clustering del Modelo 3 (Atributos predicto-
res tras seleccio´n) para cada submodelo. La primera columna indica el cluster utilizado;
las siguientes corresponden al error de clasificacio´n de cada algoritmo de seleccio´n de
atributos: ReliefF, mRMR, GainRatioAttributeEval, InfoGainAttributeEval y Correla-
tionAttributeEval, respectivamente.
Modelo 3 - ErrClassif ( %)
Cluster ReliefF mRMR GainRatioAttr InfoGainAttr CorrelationAttr
kNN 39, 91 46, 95 44, 65 46, 94 47, 35
EM 60, 35 42, 63 37, 40 42, 67 37, 46
En la Tabla 6.10 se incluye el error de clasificacio´n obtenido de los diferentes clasificadores
con el modelo de paciente 1 (se recuerda que este conjunto no es representativo para un problema
real, ya que incluye variables que son falsos predictores). Se puede observar que en la mayor´ıa de
los algoritmos utilizados el error es bajo (cercano a cero), debido a que el modelo aprende con
ciertas variables que se han denominado de resultado en el estado del arte, las cuales aparecen
tras el parto y tienen ya informacio´n inherente sobre la clase. Es importante destacar que los
errores obtenidos con SVM y Random Forest no son tan favorables como se esperaba debido
a que por limitaciones de tiempo no se ha llegado a obtener una combinacio´n de para´metros
o´ptima.
Sin embargo, no ocurre lo mismo cuando se eliminan las variables de resultado del conjunto,
y se entrena el modelo sin dicha informacio´n. En la Tabla 6.11 se pueden observar que los
resultados mejoran el error inicial del modelo de referencia. En este caso, se obtienen los mejores
resultados (26, 90 % de error) con Multilayer Perceptron.
El objetivo de este proyecto es determinar un subconjunto de variables relevantes que per-
mitan mejorar los resultados de los modelos anteriores. Por ello, en la Tabla 6.12 se recogen
las medidas de error resultantes de aplicar los cinco clasificadores a cada submodelo obtenido
de la seleccio´n de atributos. En ella, se muestran los resultados del Modelo 3, el cual contiene
un subconjunto de variables predictoras, presentando una notable mejora frente a los modelos
anteriores. Los errores en este caso son similares en casi todos los algoritmos y submodelos de
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paciente, llegando a alcanzar el mejor error, un 25, 16 % (marcado en rojo), con el clasificador
Multilayer Perceptron y el submodelo de variables obtenido con CorrelationAttributeEval. Junto
a este clasificador tambie´n se marcan en negrita los dos algoritmos (J48 y SVM) que mejores
resultados proporcionan dentro de este submodelo en te´rminos de error de clasificacio´n. Los
peores resultados en esta ocasio´n coinciden con el clasificador Naive Bayes, lo cual conduce a
pensar que los atributos que componen cada submodelo no son independientes y, es por ello,
que este clasificador presente peores resultados.
Tambie´n se han analizado los errores obtenidos mediante te´cnicas de clustering. En las
Tablas 6.13 y 6.14 se observa el mismo feno´meno que ocurre en las te´cnicas de clasificacio´n, que
el Modelo 1 proporciona mejores resultados debido a que contienen variables correlacionadas con
la clase y, por tanto, no se pueden utilizar para un problema real. Los resultados de clustering
de los Modelos 2 y 3 son peores que los obtenidos en clasificacio´n.
6.4.3. Evaluacio´n comparativa
A partir de estos resultados se ha observado que es posible seleccionar un modelo de paciente
que permita obtener mejores resultados del modelo de referencia, pasando de un 41, 89 % a un
25, 16 % de error.
Para concluir, la solucio´n que se empleara´ en la herramienta en un funcionamiento real
corresponde al Modelo 3 con los seis atributos motivo induccion, rpm ingreso, bishop ingreso,
motivo cesarea previa, cesareas previas y partos vaginales previos y el clasificador Multilayer
Perceptron. Se observa tambie´n que cuatro de esas variables el experto las consideraba con peso
ma´ximo (ve´ase Tabla 4.1), es decir, las ma´s importantes para determinar si hay induccio´n; y
las dos restantes con el segundo peso ma´s alto.
Adema´s, se puede apreciar cierta relacio´n entre la complejidad del modelo de paciente y los
algoritmos que mejor funcionan. Esto es, para los submodelos ma´s simples obtenidos del Modelo
2 tras la seleccio´n de atributos, en media, funcionan mejor los clasificadores (en concreto, la red
neuronal) frente a modelos algo ma´s complejos como son el propio Modelo 2, como se muestra
en la Figura 6.1. Sin embargo, se descarta el Modelo 1 del sistema, ya que no es representativo
del problema real estudiado, lo cual se ve apoyado por los errores medidos.
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Figura 6.1: Comparativa del error de clasificacio´n entre los Modelos 2 y cada submodelo
del Modelo 3 para los distintos algoritmos utilizados.
En las matrices de confusio´n de los clasificadores probados (Anexo D) se observa que trabajar
con clases desbalanceadas puede implicar un sesgo en los clasificadores, priorizando la clase
mayoritaria y realizando una mala clasificacio´n de las instancias de las clases minoritarias. Para
solventar este problema se proponen diferentes estrategias en la literatura [37] agrupadas en las
siguientes categor´ıas:
Nivel de datos: re-muestreo de la base de datos para balancear las clases. Consiste en
alcanzar un balance entre las clases mediante la eliminacion de instancias de la clase ma-
yoritaria (sub-muestreo) o la inclusio´n de objetos en la clase minoritaria (sobre-muestreo).
El sub-muestreo puede excluir algunos objetos representativos o valiosos para entrenar el
clasificador. En cambio, el sobre-muestreo incluye objetos artificiales que pueden llevar a
overfitting.
Modificacio´n de algoritmos: los clasificadores existentes son modificados para fortalecer
su prediccio´n con respecto a la clase minoritaria. Depende mucho de la naturaleza del
clasificador y la mayor´ıa son modificados para resolver un problema espec´ıfico.
Aprendizaje sensitivo al coste: considera los costes asociados a las instancias mal clasifi-
cadas. Si el conjunto de datos no esta´ balanceado, se asigna un mayor peso a los errores
sobre la clase minoritaria y se desarrolla una hipo´tesis que minimice el coste total sobre
el conjunto de entrenamiento.
Como l´ınea futura de investigacio´n se propone estudiar las estrategias anteriores para mitigar
las dificultades que aparecen en la clasificacion supervisada al trabajar con datos con clases
desbalanceadas. Adema´s de probar varios clasificadores con sus respectivos para´metros o´ptimos
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y reasignar los pesos asociados a cada una de las variables del conjunto de datos en base a los
resultados obtenidos.
6.5. Explicacio´n en clasificacio´n
El objetivo fundamental de esta subseccio´n es proporcionar una explicacio´n de la clasificacio´n
obtenida a partir del sistema de aprendizaje automa´tico. Para ello, se ha implementado el
Algoritmo 1, explicado en el estado del arte, el cual se caracteriza por dotar de transparencia a
los modelos ofreciendo as´ı ventajas tanto a expertos en modelos como a cualquier usuario que
utilice el sistema.
Los algoritmos entrenados son la red neuronal (Multilayer Perceptron), la ma´quina de vec-
tores soporte (SVM) y el a´rbol de decisio´n (J48), ya que son los tres, en ese orden, con mejor
error de clasificacio´n en el submodelo de paciente obtenido con CorrelationAttributeEval del
Modelo 3. El u´ltimo de estos algoritmos entrenados muestra las explicaciones ofrecidas y, gra-
cias a su transparencia, es posible contrastar con el propio a´rbol. Por el contrario, los otros dos
muestran el verdadero potencial del me´todo implementado, ya que proporciona explicaciones
de las predicciones de modelos considerados de caja negra.
Este experimento se lleva a cabo sobre el submodelo de paciente antes mencionado, del que se
seleccionan u´nicamente cuatro de sus seis atributos, para simplificar el ana´lisis y la visualizacio´n
de los resultados. De manera que el conjunto de datos empleado se compone de 10.487 instan-
cias con los atributos de tipo nume´rico y nominal siguientes: motivo induccion, rpm ingreso,
bishop ingreso y motivo cesarea previa. La variable objetivo (resultado) es la decisio´n elegida
antes del inicio del parto y, como se ha explicado en el documento, toma los tres posibles valores
No induccio´n, Induccio´n y Cesa´rea, los cuales sera´n referenciados en las gra´ficas como clase 1,
2 y 3, respectivamente. En la Figura 6.2 se representa la proyeccio´n del conjunto de datos sobre
los subespacios definidos por cada par de atributos considerado en el estudio. En ella se puede
apreciar la complejidad del mismo, pues no resulta tan fa´cil separar las tres clases.
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Figura 6.2: Representacio´n bidimensional del conjunto de datos INDUCCESS. En cada
cuadrado se situ´an las instancias del conjunto en funcio´n de los valores que toman los dos
atributos representados. Se muestran de diferente color las clases a las que pertenecen
las instancias.
En la implementacio´n del Algoritmo 1, al igual que en los experimentos anteriores, se realiza
cross-validation de 10 folds para la obtencio´n de las predicciones de todas las instancias. Adema´s,
las explicaciones de las predicciones individuales se promedian para obtener las contribuciones
de un valor (o rango de valores) de un atributo determinado y, a su vez, promediando e´stas se
generan las contribuciones globales del atributo hacia la prediccio´n de la clase. A la hora de
promediar, se consideran por separado las contribuciones positivas y las negativas, ya que, de
lo contrario, la contribucio´n de un valor o de un atributo puede resultar casi nula cuando en
realidad es muy influyente en ambos sentidos.
A continuacio´n, se presentan varias gra´ficas sobre explicaciones generadas en diversas situa-
ciones. En primer lugar las obtenidas con la red neuronal, puesto que fue el algoritmo ganador
en el estudio anterior, seguidas de las obtenidas con los dos siguientes mejores algoritmos, esto
es, SVM y a´rbol. En cada una de esas gra´ficas se especifica si las explicaciones corresponden
a las contribuciones de los valores de un atributo o a las contribuciones globales de todos los
atributos.
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(a) Contribuciones a la prediccio´n de la clase No
induccio´n.
(b) Contribuciones a la prediccio´n de la clase In-
duccio´n.
(c) Contribuciones a la prediccio´n de la clase
Cesa´rea.
Figura 6.3: Contribuciones globales de los atributos motivo cesarea previa, bis-
hop ingreso, rpm ingreso y motivo induccion a la prediccio´n de cada clase para una
red neuronal.
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En la Figura 6.3 se incluyen las contribuciones globales de los cuatro atributos que se con-
sideran en el conjunto de datos en la prediccio´n de una red neuronal. Se puede observar en los
resultados que, dependiendo de la clase a predecir, ciertos atributos tienen ma´s influencia que
otros. Concretamente, para predecir la clase No induccio´n y clase Induccio´n el atributo ma´s
influyente en la decisio´n del modelo es motivo induccion, aunque en el primer caso de manera
positiva y en el segundo negativamente. Dicho atributo corresponde a un indicador en el que
el experto se apoya para determinar si se realiza una induccio´n al parto. En la informacio´n
extra´ıda de la experiencia de los profesionales, ya se hab´ıa visto que esta variable es de las ma´s
importantes en la decisio´n y, por ello, en la Tabla 4.1 aparece con peso 5-6. Sin embargo, este
atributo presenta contribuciones fuertemente positivas para determinar los casos de No induc-
cio´n (clase 1). Si se observa el histograma de valores que toma el atributo (Figura 6.4) existe
un alto nu´mero de instancias que pertenecen a la clase No induccio´n (clase 1, representada en
rojo) con valor NA, lo que indica que el hecho de no existir ningu´n motivo de induccio´n en la
Historia Cl´ınica del paciente conduce a la decisio´n de no inducir. Este razonamiento es apo-
yado por lo que refleja la imagen superior derecha que recoge las contribuciones para predecir
la clase 2 (Induccio´n), donde el atributo motivo induccion influye negativamente y, por tanto,
descarta la pertenencia a esta clase. Para la clase 2, aunque no con tanta claridad como en la
clase 1, destaca como atributo influyente motivo cesarea previa. Finalmente, para predecir la
clase 3 (Cesa´rea) con esta red neuronal, se puede observar que todos los atributos tienen cierta
influencia aunque las contribuciones son bajas, destacando con valores positivos bishop ingreso.
Figura 6.4: Histograma de motivo induccion en el conjunto de datos INDUCCESS. Apa-
rece el valor que toma el atributo en el eje x, en color rojo la clase 1 (No induccio´n), en
verde la clase 2 (Induccio´n) y en azul la clase 3 (Cesa´rea).
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(a) Contribuciones de motivo induccion a la pre-
diccio´n de la clase No induccio´n. El eje y muestra
los valores 1:GCP, 2:RPM, 3:RCIU, 4:PEG, 5:Oli-
goamnios, 6:Alteracio´n bienestar fetal, 7:HTA /
preeclampsia / eclampsia / EHE, 8:Diabetes, 9:Pa-
tolog´ıa me´dica materna, 10:Otras, 11:NA.
(b) Contribuciones de motivo induccion a la pre-
diccio´n de la clase Induccio´n. El eje y muestra
los valores 1:GCP, 2:RPM, 3:RCIU, 4:PEG, 5:Oli-
goamnios, 6:Alteracio´n bienestar fetal, 7:HTA /
preeclampsia / eclampsia / EHE, 8:Diabetes, 9:Pa-
tolog´ıa me´dica materna, 10:Otras, 11:NA.
(c) Contribuciones de bishop ingreso a la predic-
cio´n de la clase Cesa´rea. El eje y muestra un rango
nume´rico.
Figura 6.5: Contribuciones de diferentes valores de un atributo a la prediccio´n de las
clases para una red neuronal. La primera barra (Promedio) representa el promedio de
las contribuciones de todos los rangos de valores.
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En la Figura 6.5 se recogen las contribuciones de diferentes rangos de valores de atributos
representativos en la prediccio´n de cada clase, as´ı como el promedio de las positivas y negativas
para todos ellos. En cada caso, se ha establecido una distribucio´n en rangos distintos depen-
diendo de los valores que tome, ya que el programa implementado permite especificar cualquier
nu´mero de rangos en los que dividir el intervalo de posibles valores de cada atributo. Las dos
primeras ima´genes muestran las contribuciones del atributo motivo induccion para las clases No
induccio´n e Induccio´n, respectivamente. Ambas reflejan que para instancias con valores muy
elevados de este atributo son asignadas a la clase No induccio´n (10:Otras y 11:NA e, incluso,
8:Diabetes), mientras que en valores intermedios es ma´s probable que la red neuronal asigne la
clase Induccio´n. Sin embargo, en la imagen inferior se observa que para determinar las intancias
de la clase Cesa´rea la zona de valores pequen˜os del atributo bishop ingreso son los ma´s influ-
yentes, coincidiendo justamente con una de las reglas de decisio´n proporcionadas por el experto
en el campo (‘Si bishop ingreso≤ 6 entonces Cesa´rea’ ).
Por otro lado, las contribuciones globales de los atributos hacia la prediccio´n de las tres
clases mediante ma´quinas de vectores soporte se incluyen ma´s abajo en la Figura 6.6. En este
caso, aunque con contribuciones algo ma´s bajas que en la red neuronal, se observa que para
las clases No induccio´n y Cesa´rea el atributo influyente coincide, es decir, de nuevo destacan
motivo induccion en la clase No induccio´n y bishop ingreso en la clase Cesa´rea. Por el contrario,
para predecir la clase Induccio´n no se obtiene lo que sucede con la red neuronal y, en este caso, es
rpm ingreso el atributo ma´s influyente, a pesar de que motivo cesarea previa tambie´n presenta
valores positivos.
Con el objetivo de determinar cua´l de los dos atributos es ma´s relevante en la prediccio´n
de la clase 2 (Induccio´n), en la Figura 6.7 se muestran las explicaciones por rangos de valores
tanto para la SVM, en las ima´genes de la izquierda, como para la red neuronal, en las de la
derecha. En el caso de rpm ingreso, las ima´genes superiores reflejan que la mayor´ıa (todas en
la SVM) de las instancias de la clase Induccio´n esta´n confinadas en valores altos del atributo,
que coincide con la opcio´n S´ı del mismo. Sin embargo, las bajas contribuciones en el caso de
la red neuronal pueden indicar que este atributo no sea realmente influyente para determinar
esta clase o, por el contrario, sea el modelo el que no haya capturado bien el dominio del
problema, ya que como se ha visto, anteriormente se obtuvo motivo cesarea previa. No obstante,
la existencia de contribuciones tanto positivas como negativas para los dos rangos de valores,
pone de manifiesto la extrema complejidad del problema debido a la influencia de muchos
otros factores en la decisio´n. En las ima´genes inferiores se muestra que motivo cesarea previa
tambie´n es un atributo influyente y en ambos algoritmos es ma´s probable que se asigne la clase
2 (Induccio´n) a una instancia para valores altos de este atributo (5:Poda´lica, nalgas, 6:Otras,
7:NA). La mayor´ıa de las instancias de la clase 2 toman un valor de NA en este atributo, lo
que conlleva a pensar que, aunque del conocimiento extra´ıdo del experto se ha visto que esta
variable se utilice para determinar una cesa´rea, el hecho de no aparecer informacio´n de la misma
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en una instancia (valor NA) descarta predecir la clase 3 (Cesa´rea), pudiendo ser cualquiera de
las restantes y, en este caso, la 2.
(a) Contribuciones a la prediccio´n de la clase No
induccio´n.
(b) Contribuciones a la prediccio´n de la clase In-
duccio´n.
(c) Contribuciones a la prediccio´n de la clase
Cesa´rea.
Figura 6.6: Contribuciones globales de los atributos motivo cesarea previa, bis-
hop ingreso, rpm ingreso y motivo induccion a la prediccio´n de cada clase para una
SVM.
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(a) Contribuciones de rpm ingreso a la prediccio´n
de la clase Induccio´n para una SVM. El eje y mues-
tra los valores 1:No, 2:S´ı.
(b) Contribuciones de rpm ingreso a la prediccio´n
de la clase Induccio´n para una red neuronal. El eje
y muestra los valores 1:No, 2:S´ı.
(c) Contribuciones de motivo cesarea previa a la
prediccio´n de la clase Induccio´n para una SVM.
El eje y muestra los valores 1:RPBF (riesgo
pe´rdida bienestar fetal), 2:FI (fracaso induccio´n),
3:NPP (no progresio´n parto), 4:DPC, (despropor-
cio´n pe´lvico-cefa´lica), 5:Poda´lica, nalgas, 6:Otras,
7:NA.
(d) Contribuciones de motivo cesarea previa a la
prediccio´n de la clase Induccio´n para una red neu-
ronal. El eje y muestra los valores 1:RPBF (riesgo
pe´rdida bienestar fetal), 2:FI (fracaso induccio´n),
3:NPP (no progresio´n parto), 4:DPC, (despropor-
cio´n pe´lvico-cefa´lica), 5:Poda´lica, nalgas, 6:Otras,
7:NA.
Figura 6.7: Contribuciones de diferentes valores de un atributo a la prediccio´n de la clase
Induccio´n. La primera barra (Promedio) representa el promedio de las contribuciones de
todos los rangos de valores.
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(a) Contribuciones a la prediccio´n de la clase No
induccio´n.
(b) Contribuciones a la prediccio´n de la clase In-
duccio´n.
(c) Contribuciones a la prediccio´n de la clase
Cesa´rea.
Figura 6.8: Contribuciones globales de los atributos motivo cesarea previa, bis-
hop ingreso, rpm ingreso y motivo induccion a la prediccio´n de cada clase para un a´rbol.
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(a) Contribuciones de bishop ingreso a la prediccio´n
de la clase No induccio´n. El eje y muestra un rango
nume´rico.
(b) Contribuciones de bishop ingreso a la predic-
cio´n de la clase Induccio´n. El eje y muestra un ran-
go nume´rico.
(c) Contribuciones de bishop ingreso a la predic-
cio´n de la clase Cesa´rea. El eje y muestra un rango
nume´rico.
Figura 6.9: Contribuciones de diferentes valores de un atributo a la prediccio´n de las
clases para un a´rbol. La primera barra (Promedio) representa el promedio de las contri-
buciones de todos los rangos de valores.
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En la Figura 6.8 se puede ver que las contribuciones globales obtenidas con un a´rbol de
decisio´n son similares a las obtenidas con una SVM, aunque en este caso los valores positivos
esta´n ma´s pronunciados, concretamente en la prediccio´n de la clase Cesa´rea, como ocurre en la
red neuronal. Pero, en todos los casos, coincide que el atributo ma´s influyente es bishop ingreso.
Si se comparan las contribuciones por rangos de valores del atributo citado hacia la predic-
cio´n de cada clase, se observa claramente (Figura 6.9) que para valores pequen˜os del atributo
las contribuciones son positivas para la clase Cesa´rea y negativas en el resto, descartando la
pertenencia a las clases No induccio´n e Induccio´n. Adema´s, la gra´fica superior derecha refle-
ja, de manera no tan clara, que para valores ma´s altos del atributo se podr´ıa asignar la clase
Induccio´n, aunque la clase No induccio´n tampoco se descarta. Como ya se ha comentado ante-
riormente, estas explicaciones coinciden con la pra´ctica cl´ınica, pues entre las reglas de decisio´n
del sistema experto se encuentran las dos siguientes: ‘Si bishop ingreso≤ 6 entonces Cesa´rea’ y
‘Si bishop ingreso> 6 entonces Induccio´n’.
Es importante remarcar que las contribuciones anteriores reflejan lo que ha aprendido el
modelo entrenado. No hacen referencia directa a la verdadera distribucio´n de las instancias en
el espacio de atributos. Lo que sucede en algunos de las situaciones descritas es que los modelos
entrenados han capturado bien el dominio real del problema y las contribuciones, adema´s de
explicar el funcionamiento del modelo, reflejan con bastante fidelidad dicho a´mbito.
Tras observar los resultados obtenidos y el ana´lisis realizado, se considera que se ha cumplido
con una de las motivaciones principales del proyecto, de valorar la relevancia de las variables del
modelo de referencia y encontrar otros modelos que determinen aquellas realmente relevantes y
mejoren los resultados a la hora de predecir el e´xito de una induccio´n del parto. A la vez que
se incorporan te´cnicas de visualizacio´n e interpretacio´n de resultados ma´s sencillas e intuitivas
para cualquier usuario experto o no en el campo del aprendizaje automa´tico.
7
Conclusiones y trabajo futuro
7.1. Conclusiones
El trabajo presentado se puede dividir en tres bloques: una primera parte, en la que se
ha logrado disen˜ar un sistema complejo que permite explotar la informacio´n sobre embarazos
recogidos en el Hospital Universitario de Fuenlabrada y, con ello, extraer valor de los datos; una
segunda parte, en la que se desarrolla un sistema que permite inferir el e´xito de la induccio´n al
parto. Se construye adema´s una herramienta de ayuda a la toma de decisiones basada en reglas
de decisio´n provenientes de un panel de expertos en Obstetricia y se evalu´an diferentes te´cnicas
y algoritmos de aprendizaje automa´tico y Big Data; y una u´ltima parte, donde se lleva a cabo
el ana´lisis de una te´cnica que permite dotar de transparencia los modelos considerados.
En primer lugar, el disen˜o del sistema comienza describiendo el modelado de los datos,
as´ı como las fases necesarias para abordarlo. Se han disen˜ado con e´xito herramientas para la
recopilacio´n masiva de informacio´n cl´ınica as´ı como un sistema de validacio´n y visualizacio´n de
los datos. Habida cuenta de los resultados obtenidos tras la validacio´n, au´n queda trabajo por
realizar a fin de minimizar la posible discrepancia entre el modelo de paciente y la informacio´n
real y consolidar una base de datos robusta.
En segundo lugar, la decisio´n sobre iniciar un mecanismo para finalizar exitosamente un par-
to no es un tema sencillo de abordar y de resolver. Por ello, hasta ahora, no existen herramientas
que ayuden al experto en Obstetricia en la decisio´n. Se ha logrado desarrollar un sistema de
ayuda a la toma de decisiones basado en reglas, despue´s de pasar por varias etapas intermedias
de revisio´n y reformulacio´n de reglas, las cuales logran recoger y manejar gran parte del cono-
cimiento y experiencia del experto. El sistema disen˜ado integra todos los datos recopilados de
71
72 CAPI´TULO 7. CONCLUSIONES Y TRABAJO FUTURO
los pacientes para obtener la decisio´n final, y, por tanto, se considera una aproximacio´n real al
diagno´stico que elabora el experto.
Por otra parte, se han revisado los principales modelos de aprendizaje automa´tico, valorando
cualitativamente su adecuacio´n para ser aplicados a problemas del a´mbito me´dico. A fin de
obtener modelos de mayor riqueza de informacio´n y evitar variables que lastren los resultados,
se han estudiado te´cnicas de seleccio´n de atributos, de las cuales se obtienen otros modelos de
datos de paciente sobre los que realizar las pruebas. La comparativa de todos estos modelos
ha resultado ser muy positiva y permite concluir que existe cierta informacio´n que introduce
ruido en los modelos y, sin ella, los resultados mejoran notablemente. Cabe destacar que para
obtener estas conclusiones se ha realizado un exhaustivo ana´lisis de los modelos y clasificadores
candidatos y, por ello, se tiene un alto nivel de confianza en la validez de las conclusiones
presentadas.
En u´ltimo lugar, tras seleccionar el modelo de paciente y clasificadores adecuados, se da
continuidad y se ampl´ıa una v´ıa de investigacio´n para explicar la clasificacio´n obtenida. Se ha
estudiado la te´cnica que permite conocer co´mo contribuye el valor de cada atributo y el propio
atributo en s´ı a la prediccio´n. Para ello, se ha implementado el algoritmo y un correspondiente
sistema apropiado para visualizar los resultados.
Tratando los diferentes aspectos del proyecto ma´s en detalle, se pueden extraer algunas
conclusiones ma´s.
En primer lugar, se ha observado que la extraccio´n y el modelado de informacio´n es una
etapa clave a la hora de desarrollar un sistema de inferencia del e´xito de induccio´n del parto. De
hecho, se han encontrado ciertos atributos cuya informacio´n no resultaba u´til o eran realmente
redundantes en el modelo sesgando los resultados.
En segundo lugar, se han estudiado y propuesto otros modelos de paciente y algoritmos de
aprendizaje automa´tico con mayor riqueza que el modelo de referencia, con el fin de medir la
efectividad del mismo. Todo este trabajo de ana´lisis de atributos concluira´ en la creacio´n de un
modelo de paciente ma´s apropiado, y por ende, que mejore los resultados. Finalmente, a pesar
del desbalanceo de clases, que limita cualquier me´todo de clasificacio´n, el error del modelo de
referencia se ha visto reducido a un 25, 16 % considerando u´nicamente seis atributos relevantes
con una red neuronal. A consecuencia de esto, se puede concluir que resulta de vital importancia
realizar un estudio de atributos antes de pasar a generar los modelos de paciente.
Adicionalmente, los resultados obtenidos tras la implementacio´n y aplicacio´n del algoritmo
de explicacio´n de las predicciones han sido muy satisfactorios, coincidiendo con la pra´ctica cl´ınica
real. Las contribuciones calculadas explican co´mo emite un modelo las predicciones a partir de
los valores de los atributos. En el conjunto de datos INDUCCESS se ve reflejado que, en general,
para determinar No induccio´n basta con que no exista un motivo por el cual el experto podr´ıa
recomendar induccio´n; para Induccio´n puede ser o, bien que no exista un motivo de cesa´rea
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previa, es decir, no tenga ninguna cesa´rea previa, o bien que presente ruptura prematura de
membranas (rpm) al ingreso; y para determinar una Cesa´rea suele ocurrir que el ı´ndice de
Bishop al ingreso sea menor que 6. Estas explicaciones permiten hacer ma´s transparentes los
modelos considerados y quiza´s ayudar a complementar los conocimientos o descubir relaciones
entre los datos que han pasado desapercibidas hasta el momento. Todo ello supone una enorme
ventaja para que sea utilizado por cualquier usuario.
El sistema completo implementado ha resultado ser de gran intere´s y de utilidad en la
ayuda en la toma de decisiones para el experto, pudiendo ser aplicado a cualquier otra rama de
la medicina. Mediante esta herramienta, se ha podido extraer y visualizar la riqueza que contiene
la informacio´n cl´ınica as´ı como diferentes aspectos a tener en cuenta para modelar los pacientes.
Pero sus posibilidades no se limitan a dichos aspectos, sino que permitira´ probar y evaluar
otros puntos del sistema como reglas de decisio´n, otras prioridades o diversos clasificadores.
Finalmente, con este proyecto se abre una nueva l´ınea de trabajo donde se va a llevar a cabo
el desarrollo de la herramienta para ser utilizada en la pra´ctica cl´ınica en tiempo real por el
personal me´dico experto.
7.2. Trabajo futuro
Existen mu´ltiples l´ıneas de continuacio´n del trabajo realizado hasta este punto. En parti-
cular, se puede destacar una serie de cuestiones que han ido surgiendo en el desarrollo de este
trabajo, que, bien por quedar fuera de los objetivos iniciales o bien por falta de tiempo, no han
sido abordadas.
En primer lugar, se ha resaltado en el proyecto la importancia de la calidad de la informacio´n
que se utilice en los modelos. Aunque el sistema de recuperacio´n de informacio´n se ha realizado
de manera bastante rigurosa, los resultados de validacio´n han sido satisfactorios y se considera
adecuado, se deber´ıa realizar alguna iteracio´n ma´s y revisar muestras ma´s grandes de pacientes
en el proceso, para as´ı conseguir refinar el sistema lo ma´ximo posible.
En segundo lugar, se considera un punto cr´ıtico la manera de abstraer conocimiento del
experto y representarlo con un lenguaje entendible por el sistema. Por ello, se propone un
cambio en el sistema experto, que consiste en desarrollarlo partiendo de las reglas provenientes
de expertos con diferentes prioridades y, que a su vez, sea capaz de aprender con cada utilizacio´n
y, con ello, realimentar continuamente su base de conocimiento. Otra opcio´n ser´ıa aplicar un
algoritmo gene´tico para generar reglas automa´ticamente y as´ı hacer ma´s robusto el sistema
experto.
Otra l´ınea posible, ser´ıa mitigar las dificultades que aparecen en la clasificacio´n cuando se
trabaja con clases desbalanceadas. De modo que, una muestra balanceada permitir´ıa refinar la
clasificacio´n y eliminar el sesgo que afectaba negativamente a la capacidad de extraer patrones
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de la clase minoritaria.
Por otra parte, el principal objetivo de este proyecto era desarrollar un modelo predictivo
del e´xito de un procedimiento de induccio´n del trabajo de parto y la herramienta desarrollada es
adecuada para ello. Se propone extenderla para que sea realmente operativa y ayude al me´dico
experto en la toma de decisiones en su pra´ctica diaria. Por tanto, sera´ necesario ampliar la
aplicacio´n, y entrenar y probar con otras te´cnicas y algoritmos de aprendizaje automa´tico. Para
conseguir este nuevo objetivo no so´lo ser´ıa conveniente disponer de conexio´n directa con la
plataforma Selene sino que se deber´ıa automatizar todo el proceso descrito en el proyecto. De
este modo y, gracias al e´xito dentro del a´mbito me´dico, el sistema podr´ıa ser utilizado en otras
a´reas como ayuda en la validacio´n de informes redactados por profesionales.
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Glosario
Bishop: Escala cuantitativa desarrollada en 1964 para establecer el grado de maduracio´n
cervical (ce´rvix), principal factor determinante del desenlace de la induccio´n.
Borramiento: Adelgazamiento del cuello uterino.
Bradicardia: Descenso de la frecuencia card´ıaca.
Corioamnionitis: Inflamacio´n o infeccio´n en la membrana que rodea al feto.
Cuello uterino: Abertura del u´tero que se encuentra encima de la vagina.
Dilatacio´n: Ampliacio´n de la abertura del cuello uterino.
Eclampsia: Convulsiones que ocurren en el embarazo y esta´n asociadas con niveles elevados
de presio´n arterial.
Edad gestacional : Nu´mero de semanas transcurridas desde el primer d´ıa del u´ltimo periodo
menstrual normal y la fecha del parto.
Episodio asistencial : Intervalo de tiempo en el que se realizan actividades sanitarias por
un me´dico para tratar un tema relativo a la salud. En este proyecto, un embarazo.
Feto: Embrio´n que se desarrolla en el u´tero desde la semana 9 de embarazo hasta el final.
Hiperton´ıa: Aumento del tono uterino.
L´ıquido amnio´tico: Agua en saco amnio´tico que rodea al feto dentro del u´tero de la madre.
Parto por cesa´rea: Parto de un bebe´ mediante una incisio´n en el abdomen y u´tero de la
madre.
Polisistolia: Actividad uterina que reporta ma´s de 5 contracciones en 10 minutos.
Preeclampsia: Afeccio´n durante el embarazo en la que ocurren niveles elevados de presio´n
arterial y prote´ına en la orina.
Taquisitolia: Aumento de la frecuencia card´ıaca.
U´tero: O´rgano muscular ubicado en la pelvis de la mujer que contiene al feto en desarrollo




CLIPS C Language Integrated Production System
IR Information Retrieval
OWL Ontology Web Language
RDBMS Relational Database Management System
RDF Resource Description Framework
TIC Tecnolog´ıas de Informacio´n y Comunicacio´n
UUID Universally Unique IDentifier





En este anexo se describen los atributos que componen el modelo de paciente, incluyendo
los histogramas de las variables relevantes (predictoras) para la clasificacio´n y la clase con el
fin de conocer la distribucio´n de los datos. Cabe destacar que en caso de que no sea posible
extraer el valor de la Historia Cl´ınica Electro´nica del paciente, se toma un valor por defecto: si
es nume´rica, un valor nulo o, si es nominal, valor NA.
Atributos predictores:
edad gestacional : Edad gestacional en semanas del feto, extra´ıda del objeto cl´ınico ma´s
reciente.
edad materna: Edad en an˜os, extra´ıda del objeto cl´ınico ma´s reciente.
raza: Raza. Los valores que puede tomar son Cauca´sica, Afroamericana, Asia´tica, Lati-
noamericana, Magreb´ı, Otro.
imc inicio: I´ndice de masa corporal al inicio de la gestacio´n.
tabaquismo: Indica si ha sido o es fumadora. Los valores que puede tomar son S´ı, No.
talla materna: Talla en cm, extra´ıda del objeto cl´ınico ma´s reciente.
tratamiento fertilidad : Indica si ha tomado algu´n tratamiento de fertilidad. Los valores
que puede tomar son S´ı, No.
partos vaginales previos: Nu´mero de partos vaginales previos.
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cesareas previas: Indica si ha tenido alguna cesa´rea previa. Los valores que puede tomar
son S´ı, No.
cervicometria: Longitud cervical en mm.
liquido amniotico: Cantidad de l´ıquido amnio´tico. Los valores que puede tomar son Nor-
mal, Oligoamnios, Polihidramnios.
rpm ingreso: Indica si ha tenido ruptura prematura de membranas al ingreso. Los valores
que puede tomar son S´ı, No.
motivo cesarea previa: En caso de tener cesa´reas previas, motivo de la misma. Los valores
que puede tomar son RPBF (riesgo pe´rdida bienestar fetal), FI (fracaso induccio´n), NPP
(no progresio´n parto), DPC (desproporcio´n pe´lvico-cefe´lica), Poda´lica, nalgas, Otras.
complicaciones embarazo: Complicaciones que han surgido durante el embarazo. Los va-
lores que puede tomar son Diabetes gestacional con dieta, Diabetes gestacional insulino-
dependiente, HTA/preeclampsia/eclampsia/EHE, Patolog´ıa me´dica, Otras (fiebre, sangra-
do...), Ninguna.
crecimiento fetal : Tipo de crecimiento del feto. Los valores que puede tomar son Nor-
mal/PEG, RCIU Doppler tipo I-II, RCIU Doppler tipo III-IV, Macrosomı´a fetal.
dbp: Dia´metro biparietal.
motivo induccion: Motivo principal por el cual un experto podr´ıa recomendar una induc-
cio´n al parto. Los valores que puede tomar son GCP, RPM, RCIU, PEG, Oligoamnios,
Alteracio´n bienestar fetal, Diabetes, HTA/preeclampsia/eclampsia/EHE, Patolog´ıa me´dica
materna, Otras.
peso fetal estimado: Peso estimado en gr del feto.
bishop ingreso: I´ndice de Bishop al ingreso.
numero fetos: Nu´mero de fetos en la gestacio´n.
Atributos de resultado:
id : Nu´mero identificador del paciente del tipo UUID (Universally Unique IDentifier).
induccion parto: Indica si se ha inducido el parto o no. Los valores que puede tomar son
S´ı, No.
tipo induccion: En caso de tener induccio´n, el medicamento utilizado. Los valores que
puede tomar son Oxitocina, Propess, Misofar, Otros.
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oxitocina maxima: Nu´mero de dosis ma´xima de oxitocina.
oxitocina horas: Nu´mero de horas con oxitocina.
propess horas: Nu´mero de horas con propess.
misofar dosis: Nu´mero de dosis de misofar.
tiempo inicio parto: Minutos hasta inicio de parto.
tiempo fin parto: Minutos desde inicio de parto a expulsivo.
horas induccion: Minutos totales de induccio´n.
alteraciones fcf : Indica si ha tenido alteraciones de la frecuencia cardiaca fetal. Los valores
que puede tomar son S´ı, No.
hipertonias: Indica si ha tenido hiperton´ıas o taquisistolias. Los valores que puede tomar
son S´ı, No.
epidural : Indica si se le ha puesto epidural durante el parto. Los valores que puede tomar
son S´ı, No.
tipo parto: Tipo de parto. Los valores que puede tomar son PE (parto euto´cico), Ventosa,
Fo´rceps, Espa´tulas, Cesa´rea.
motivo parto instrumental : Motivo de indicacio´n de parto instrumental. Los valores que
puede tomar son RPBF (riesgo pe´rdida bienestar fetal), Alivio Expulsivo, Otras.
motivo cesarea: Motivo de indicacio´n de cesa´rea. Los valores que puede tomar son RPBF
(riesgo pe´rdida bienestar fetal), FI (fracaso induccio´n), NPP (no progresio´n parto), DPC
(desproporcio´n pe´lvico-cefa´lica), Poda´lica, nalgas, Otras.
ph cordon arterial : Valor del pH del cordo´n arterial.
apgar1 : Valor del test de Apgar al minuto 1 de nacer.
apgar5 : Valor del test de Apgar a los 5 minutos de nacer.
peso neonatos: Peso en gr del feto.
tipo reanimacion: Tipo de reanimacio´n. Los valores que puede tomar son 0, I-II, ≥III.
traslado neonato: Lugar donde trasladan al recie´n nacido.
dia parto: Fecha del parto.
hora parto: Hora del parto.
fecha entrada: Fecha de entrada al registro en el hospital.
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Variable objetivo:
resultado: Clase predicha por el clasificador. Los valores que puede tomar son No induccio´n,
Induccio´n, Cesa´rea.
Figura A.1: Histogramas de variables predictoras del conjunto de datos INDUCCESS
(Parte 1). Aparece el nu´mero de instancias que toman cada valor del atributo del eje x,
en color rojo la clase No induccio´n, en verde la clase Induccio´n y en azul la clase Cesa´rea.
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Figura A.2: Histogramas de variables predictoras del conjunto de datos INDUCCESS
(Parte 2). Aparece el nu´mero de instancias que toman cada valor del atributo del eje x,
en color rojo la clase No induccio´n, en verde la clase Induccio´n y en azul la clase Cesa´rea.
Figura A.3: Histogramas de variables predictoras y clase del conjunto de datos INDUC-
CESS (Parte 3). Aparece el nu´mero de instancias que toman cada valor del atributo del





A continuacio´n, se van a presentar las ima´genes correspondientes a la aplicacio´n web im-
plementada. En la Figura B.1 se muestra la pa´gina principal completa, desde la que se puede
acceder a todas las pantallas de la aplicacio´n.
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Figura B.1: Pantalla inicial completa del sistema de validacio´n.
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En la Figura B.2 describe muy brevemente el objetivo del sistema. Aparece un buscador
desde el cual se puede introducir el identificador de un paciente concreto para revisar o, por el
contrario, el sistema muestra uno aleatoriamente. Seleccionando el boto´n ‘Continuar’ se accede
a la pantalla desde la que se puede visualizar la Historia Cl´ınica y los atributos del paciente
dado (Figura 3.4).
Figura B.2: Pantalla de acceso al del sistema de validacio´n.
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Como se ha explicado en el apartado correspondiente, en caso de que el paciente sea validado,
la aplicacio´n muestra el resultado propuesto por el sistema experto basado en reglas.
Figura B.3: Pantalla de resultado de INDUCCESS.
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En la Figura B.4 se muestran datos relativos al conjunto de datos: nu´mero de pacientes,
nu´mero de informes, nu´mero de notas no estructuradas, nu´mero de formularios y nu´mero de
peticiones de pruebas registradas en la base de datos; y datos del proceso de validacio´n: pacientes
validados, rechazados y pendientes de revisar. Estos u´ltimos datos adema´s se muestran mediante
un gra´fico circular animado, de manera que con un vistazo se pueda saber la proporcio´n de datos
revisados.
Figura B.4: Pantalla de estad´ısticas del sistema de validacio´n.
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Finalmente, en la Figura B.5 se describe el proyecto y el equipo de trabajo que compone
este proyecto.
Figura B.5: Pantalla de descripcio´n del equipo del proyecto.
C
Reglas de decisio´n
Las reglas de decisio´n que conforman la base de conocimiento del sistema experto se detallan
a continuacio´n.
1. IF motivo induccion! =NA and cesareas previas==S´ı
THEN Cesa´rea
2. IF crecimiento fetal==RCIU Doppler tipo III-IV
THEN Cesa´rea
3. IF crecimiento fetal==RCIU Doppler tipo I-II
THEN Induccio´n




motivo induccion== RPM or rpm ingreso==S´ı
)
and edad gestacional> 34 and(





motivo induccion== RPM or rpm ingreso==S´ı
)
and edad gestacional< 34 and
complicaciones embarazo==Otras (fiebre, sangrado...)
THEN Induccio´n
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7. IF
(
motivo induccion== RPM or rpm ingreso==S´ı
)
and edad gestacional< 34 and
complicaciones embarazo==Ninguna
THEN No induccio´n
8. IF oxitocina horas≥ 16 and misofar dosis≥ 4 and bishop ingreso< 6 and(




9. IF bishop ingreso> 6 and tipo parto==PE (parto euto´cico)
THEN No induccio´n
10. IF bishop ingreso> 6 and tipo induccion==Oxitocina
THEN Induccio´n
11. IF bishop ingreso< 6 and
(
edad gestacional< 34 or complicaciones embarazo== EHE
or motivo induccion== EHE or motivo induccion== RCIU or cesareas previas==S´ı




12. IF bishop ingreso< 6 and edad gestacional> 34 and not
(
complicaciones embarazo==
EHE or motivo induccion== EHE or motivo induccion== RCIU or cesareas previas==S´ı






complicaciones embarazo==Diabetes gestacional con dieta or
complicaciones embarazo==Diabetes gestacional insulinodependiente
)
and




complicaciones embarazo==Diabetes gestacional con dieta or
complicaciones embarazo==Diabetes gestacional insulinodependiente
)
and




complicaciones embarazo==Diabetes gestacional con dieta or
complicaciones embarazo==Diabetes gestacional insulinodependiente
)
and





complicaciones embarazo==Diabetes gestacional con dieta or
complicaciones embarazo==Diabetes gestacional insulinodependiente
)
and




complicaciones embarazo==Diabetes gestacional con dieta or
complicaciones embarazo==Diabetes gestacional insulinodependiente
)
and




motivo induccion== GCP or edad gestacional> 41
)





motivo induccion== GCP or edad gestacional> 41
)





motivo induccion== GCP or edad gestacional> 41
)





motivo induccion== GCP or rpm ingreso==S´ı
)
and numero fetos== 2 and cesa-




motivo induccion== GCP or rpm ingreso==S´ı
)
and numero fetos== 2 and cesa-
reas previas==No
THEN Induccio´n
23. IF bishop ingreso≤ 6 and partos vaginales previos== 0 and talla materna< 155
THEN Cesa´rea
24. IF bishop ingreso≤ 2 and partos vaginales previos≥ 1 and (talla≤ 161 or peso> 3500)
THEN Cesa´rea
25. IF bishop ingreso≤ 6 and cesareas previas==S´ı and (talla≤ 161 or peso> 3500)
THEN Cesa´rea
26. IF bishop ingreso≤ 6
THEN Cesa´rea
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27. IF bishop ingreso> 6
THEN Induccio´n
28. IF peso fetal estimado> 4000
THEN Cesa´rea
29. IF imc inicio≤ 18
THEN Cesa´rea
30. IF imc inicio≥ 36
THEN Cesa´rea
31. IF talla materna≤ 160
THEN Cesa´rea
32. IF edad gestacional< 34
THEN Cesa´rea
33. IF cesareas previas==S´ı and
(
motivo cesarea previa==FI (fracaso induccio´n) or moti-









A lo largo de este anexo se presentan las matrices de confusio´n resultantes de cada ejecucio´n
de los algoritmos utilizados en la Seccio´n 6.
Tabla D.1: Matrices de confusio´n del Modelo 1 (Falsos predictores).
Real/Predicha No induccio´n Induccio´n Cesa´rea
Naive Bayes
No induccio´n 5.600 82 119
Induccio´n 13 2.724 22
Cesa´rea 18 15 1.894
J48
No induccio´n 5.801 0 0
Induccio´n 0 2.759 0
Cesa´rea 0 0 1.927
Multilayer Perceptron
No induccio´n 5.801 0 0
Induccio´n 0 2.759 0
Cesa´rea 0 0 1.927
SVM
No induccio´n 5.603 77 121
Induccio´n 14 2.710 35
Cesa´rea 34 40 1.853
Random Forest
No induccio´n 5.620 26 155
Induccio´n 219 2.459 81
Cesa´rea 267 79 1.581
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Tabla D.2: Matrices de confusio´n del Modelo 2 (Atributos predictores).
Real/Predicha No induccio´n Induccio´n Cesa´rea
Naive Bayes
No induccio´n 3.932 933 936
Induccio´n 283 2.050 426
Cesa´rea 490 598 839
J48
No induccio´n 5.192 385 224
Induccio´n 552 1.899 308
Cesa´rea 934 532 461
Multilayer Perceptron
No induccio´n 4.975 404 422
Induccio´n 499 1.912 348
Cesa´rea 609 539 779
SVM
No induccio´n 5.048 566 187
Induccio´n 725 1.861 173
Cesa´rea 1.014 604 309
Random Forest
No induccio´n 5.080 377 344
Induccio´n 497 1.973 289
Cesa´rea 818 520 589
Tabla D.3: Matrices de confusio´n del Modelo 3 - Atributos predictores tras ReliefF.
Real/Predicha No induccio´n Induccio´n Cesa´rea
Naive Bayes
No induccio´n 5.092 569 140
Induccio´n 816 1.761 182
Cesa´rea 1.036 677 214
J48
No induccio´n 4.991 760 50
Induccio´n 646 1.981 132
Cesa´rea 1.048 747 132
Multilayer Perceptron
No induccio´n 4.942 644 215
Induccio´n 844 1.666 249
Cesa´rea 630 592 705
SVM
No induccio´n 4.787 1.012 2
Induccio´n 473 2.272 14
Cesa´rea 1.048 856 23
Random Forest
No induccio´n 4.852 662 287
Induccio´n 826 1.506 427
Cesa´rea 1.032 556 339
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Tabla D.4: Matrices de confusio´n del Modelo 3 - Atributos predictores tras mRMR.
Real/Predicha No induccio´n Induccio´n Cesa´rea
Naive Bayes
No induccio´n 5.228 480 93
Induccio´n 1.024 1.636 99
Cesa´rea 1.115 634 178
J48
No induccio´n 4.798 807 196
Induccio´n 581 2.028 150
Cesa´rea 841 705 381
Multilayer Perceptron
No induccio´n 4.843 696 262
Induccio´n 728 1.765 266
Cesa´rea 556 593 778
SVM
No induccio´n 4.634 991 176
Induccio´n 456 2.169 134
Cesa´rea 831 723 373
Random Forest
No induccio´n 4.784 770 247
Induccio´n 678 1.851 230
Cesa´rea 855 625 447
Tabla D.5: Matrices de confusio´n del Modelo 3 - Atributos predictores tras GainRatioAt-
tributeEval.
Real/Predicha No induccio´n Induccio´n Cesa´rea
Naive Bayes
No induccio´n 5.056 413 332
Induccio´n 512 2.087 160
Cesa´rea 848 623 456
J48
No induccio´n 5.168 439 194
Induccio´n 507 2.189 63
Cesa´rea 940 732 255
Multilayer Perceptron
No induccio´n 5.188 409 204
Induccio´n 509 2.070 180
Cesa´rea 966 616 345
SVM
No induccio´n 5.261 439 101
Induccio´n 516 2.218 25
Cesa´rea 1.082 751 94
Random Forest
No induccio´n 5.142 423 236
Induccio´n 510 2.151 98
Cesa´rea 902 664 361
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Tabla D.6: Matrices de confusio´n del Modelo 3 - Atributos predictores tras InfoGainAt-
tributeEval.
Real/Predicha No induccio´n Induccio´n Cesa´rea
Naive Bayes
No induccio´n 4.083 949 769
Induccio´n 273 2.098 388
Cesa´rea 413 661 853
J48
No induccio´n 5.308 358 135
Induccio´n 578 2.003 178
Cesa´rea 975 591 361
Multilayer Perceptron
No induccio´n 5.180 370 251
Induccio´n 561 1.896 302
Cesa´rea 617 541 769
SVM
No induccio´n 5.227 431 143
Induccio´n 519 2.117 123
Cesa´rea 905 617 405
Random Forest
No induccio´n 4.913 416 472
Induccio´n 557 1.780 422
Cesa´rea 865 482 580
Tabla D.7: Matrices de confusio´n del Modelo 3 - Atributos predictores tras Correlatio-
nAttributeEval.
Real/Predicha No induccio´n Induccio´n Cesa´rea
Naive Bayes
No induccio´n 4.810 515 476
Induccio´n 406 2.016 337
Cesa´rea 766 551 610
J48
No induccio´n 5.317 400 84
Induccio´n 547 2.077 135
Cesa´rea 1.045 660 222
Multilayer Perceptron
No induccio´n 5.181 357 263
Induccio´n 574 1.890 295
Cesa´rea 631 518 778
SVM
No induccio´n 5.197 436 168
Induccio´n 505 2.143 111
Cesa´rea 916 653 358
Random Forest
No induccio´n 5.201 382 218
Induccio´n 575 1.988 196
Cesa´rea 937 606 384
