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Abstract
In this paper we introduce the notion of semigroups of locally Lipschitz operators which provide us with
mild solutions to the Cauchy problem for semilinear evolution equations, and characterize such semigroups
of locally Lipschitz operators. This notion of the semigroups is derived from the well-posedness concept
of the initial-boundary value problem for differential equations whose solution operators are not quasi-
contractive even in a local sense but locally Lipschitz continuous with respect to their initial data. The result
obtained is applied to the initial-boundary value problem for the complex Ginzburg–Landau equation.
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The notion of well-posedness of the abstract Cauchy problem for A0, u′(t) = A0u(t) for t  0,
is closely related with the theory of semigroups of operators. In the linear case, it is known [6,21]
that the abstract Cauchy problem for A0 is well-posed in the sense that it has a unique solution
depending continuously on initial data if and only if A0 is the infinitesimal generator of a (C0)
semigroup, and the characterization of infinitesimal generators of (C0) semigroups is known as
the Hille–Yosida theorem [9,24]. In the nonlinear case, the generation theorem of contractive
semigroups [1–3,11,16] plays an important role in showing that a given initial-boundary value
problem has a unique solution in some sense and the solution operator is contractive. Unlike the
linear case, the above-mentioned results cannot be applied to the initial-boundary value prob-
lem for certain differential equations whose solution operators are not quasi-contractive even in
a local sense but locally Lipschitz continuous with respect to their initial data. This leads us to
the notion of semigroups of locally Lipschitz operators. As a special case, the continuous in-
finitesimal generator of a semigroup of Lipschitz operators was characterized in [12] and the
characterization was applied to the initial-boundary value problem for a quasilinear wave equa-
tion with dissipation. For wider class of applications, it is strongly desired to extend their results
to the case where infinitesimal generators are not always continuous. This paper is devoted to the
well-posedness of the Cauchy problem for the semilinear evolution equation
u′(t) = (A+B)u(t) for t  0 (SP)
in a general Banach space X. Here A is the infinitesimal generator of a (C0) semigroup on X
and B is a nonlinear operator from a subset D of X into X.
Semilinear problems of the form (SP) arise in various fields of mathematical science. Studying
such problems from the theoretic point of view is recognized to be important and a nonlinear
continuous perturbation problem has been discussed by many authors [5,7,10,14,15,17,19,20,
23]. In those papers, the nonlinear semigroups generated by A + B are quasi-contractive. We
are interested in discussing a characterization of semigroups of locally Lipschitz operators on
D which provide us with mild solutions to the Cauchy problem for (SP). The main theorem
(Theorem 2.3) states roughly that such a semigroup is generated by A + B if and only if a
subtangential condition, a growth condition and a semilinear stability condition in terms of a
family of metric-like functionals on X ×X are satisfied. In Section 2, the main theorem is stated
and the proof of the necessity part is given. In Section 3, we show the so-called local uniformity of
the subtangential condition and apply the result to construct a sequence of approximate solutions
to the Cauchy problem for (SP). Section 4 is devoted to the sufficiency part of the main theorem,
namely, the generation of semigroups of locally Lipschitz operators associated with semilinear
evolution equations. In the final Section 5, an application of the main theorem to the complex
Ginzburg–Landau equation is discussed.
2. Assumptions and main theorem
Let X be a general Banach space with norm ‖ · ‖ and D a subset of X. We begin by listing up
basic assumptions on A and B appearing in (SP).
(A) The operator A is the infinitesimal generator of a (C0) semigroup {T (t); t  0} on X.
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[0,∞) and R+ := [0,∞].
In order to impose the local continuity for the nonlinear operator B from D into X, we employ
a vector-valued functional ϕ = (ϕi)ni=1 on X to Rn+ such that D ⊂ D(ϕ) := {x ∈ X; ϕi(x) <∞ for all i = 1,2, . . . , n}, and the order ‘’ in Rn defined in the way that α = (αi)ni=1  β =
(βi)
n
i=1 if and only if αi  βi for all i = 1,2, . . . , n.
(ϕ) For each α ∈ Rn+, the level set Dα := {v ∈ D; ϕ(v) α} is closed in X.
(B) For each α ∈ Rn+, the operator B is continuous on Dα in X.
The Cauchy problem for semilinear evolution equation (SP) with initial condition u(0) = u0
is denoted by (SP;u0). The Cauchy problem (SP;u0) may not admit strong solutions. In this
paper we employ the following notion of generalized solutions.
Definition 2.1. Let u0 ∈ D and τ > 0. A continuous function u(·) : [0, τ ] → X is called a mild
solution to (SP;u0) on [0, τ ], if u(t) ∈ D for t ∈ [0, τ ], Bu(·) ∈ C([0, τ ];X) and u(·) satisfies
the equation
u(t) = T (t)u0 +
t∫
0
T (t − s)Bu(s) ds for t ∈ [0, τ ].
A mild solution on [0,∞) is said to be global.
In order to introduce a class of semigroups of locally Lipschitz operators on D, we employ a
comparison function g ∈ C(Rn+;Rn) satisfying the following conditions:
(g-i) For each i = 1,2, . . . , n, gi(0) 0.
(g-ii) For each i = 1,2, . . . , n, gi(r) is nondecreasing in rj with j = i.
(g-iii) For each α ∈ Rn+, the Cauchy problem
p′(t) = g(p(t)) for t  0, and p(0) = α
has a global maximal solution m(t;α) on [0,∞).
Definition 2.2. A one-parameter family {S(t); t  0} of locally Lipschitz operators from D into
itself is called a semigroup of locally Lipschitz operators on D with respect to the functional ϕ,
if it satisfies the following conditions:
(S1) S(0)x = x for x ∈ D, and S(t + s)x = S(t)S(s)x for s, t  0 and x ∈ D.
(S2) For each x ∈ D, S(·)x : [0,∞) → X is continuous.
(S3) For each τ  0 and α ∈ Rn+ there exists Lτ,α > 0 such that∥∥S(t)x − S(t)y∥∥ Lτ,α‖x − y‖ for x, y ∈ Dα and t ∈ [0, τ ].
(S4) ϕ(S(t)x)m(t;ϕ(x)) for x ∈ D and t  0.
The following is the main theorem which is an extension of the main results in [5,12].
Theorem 2.3. Assume that (A), (ϕ), (B), (g) hold. Then, the following two statements are equiv-
alent:
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such that
S(t)x = T (t)x +
t∫
0
T (t − s)BS(s)x ds for x ∈ D and t  0.
(ii) The following three conditions are satisfied:
(ii-1) There exist τ > 0 and a family {Vα(·, ·, ·); α ∈ Rn+} of nonnegative functionals on
[0, τ ] ×X ×X such that
(V1) for each α ∈ Rn+ and x, y ∈ Dα , Vα(·, x, y) : [0, τ ] → R+ is continuous,
(V2) for each α ∈ Rn+ there exists L(α) 0 such that∣∣Vα(t, x, y)− Vα(t, xˆ, yˆ)∣∣ L(α)(‖x − xˆ‖ + ‖y − yˆ‖)
for (t, x, y), (t, xˆ, yˆ) ∈ [0, τ ] ×X ×X,
(V3) for each α ∈ Rn+ there exist M(α)m(α) > 0 such that
m(α)‖x − y‖ Vα(t, x, y)M(α)‖x − y‖
for (t, x, y) ∈ [0, τ ] ×Dα ×Dα .
(ii-2) For each α ∈ Rn+ there exist β = β(α) ∈ Rn+ with β  α and ω = ω(α) 0 such that
lim inf
h↓0
(
Vβ
(
t + h,T (h)x + hBx,T (h)y + hBy)− Vβ(t, x, y))/h
 ωVβ(t, x, y)
for (t, x, y) ∈ [0, τ )×Dα ×Dα .
(ii-3) For each x ∈ D and ε > 0 there exist δ ∈ (0, ε] and xδ ∈ D such that∥∥T (δ)x + δBx − xδ∥∥ εδ and (ϕ(xδ)− ϕ(x))/δ  gε(ϕ(x)),
where gε = (gεi )ni=1 and gεi (p) = gi(p)+ ε for i = 1,2, . . . , n.
Proof of Theorem 2.3 (i) ⇒ (ii). Let τ > 0 and consider the functional
V (t, x, y) := sup{∥∥S(σ )x − S(σ )y∥∥; 0 σ  τ − t}
for (t, x, y) ∈ [0, τ ] × D × D. Then, we see by condition (S2) that the definition of V makes
sense and
(a) for each x, y ∈ D, V (·, x, y) : [0, τ ] → X is continuous.
The following conditions (b) and (c) are deduced from condition (S1):
(b) For each (t, x, y) ∈ [0, τ ] ×D ×D, ‖x − y‖ V (t, x, y).
(c) For each (t, x, y) ∈ [0, τ )×D ×D and h 0 with t + h τ ,
V
(
t + h,S(h)x,S(h)y) V (t, x, y). (2.1)
Set M(α) = sup{V (t, ξ, η)/‖ξ − η‖; (t, ξ, η) ∈ [0, τ ] × Dα × Dα, ξ = η} for each α ∈ Rn+.
Then for each α ∈ Rn+, we have M(α) < ∞ by condition (S3), and
V (t, ξ, η)M(α)‖ξ − η‖ for (t, ξ, η) ∈ [0, τ ] ×Dα ×Dα. (2.2)
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[0, τ ] ×X ×X and ξ , η ∈ Dα (by (2.2)), a functional Vα on [0, τ ] ×X ×X can be defined by
Vα(t, x, y) = sup
{
V (t, ξ, η)−M(α)(‖x − ξ‖ + ‖y − η‖); ξ, η ∈ Dα}∨ 0.
We begin by showing that the family {Vα(·, ·, ·); α ∈ Rn+} satisfies condition (ii-1). Since
V (t, ·, ·) is a metric on D and satisfies (2.2), we have
V (t, ξ, η) V (t, x, y)+ V (t, ξ, x)+ V (t, y, η)
 V (t, x, y)+M(α)(‖x − ξ‖ + ‖y − η‖)
for (t, x, y) ∈ [0, τ ] × Dα × Dα and ξ , η ∈ Dα . This implies that Vα(t, x, y)  V (t, x, y) for
(t, x, y) ∈ [0, τ ] × Dα × Dα . Since the converse inequality follows from the definition of Vα
with (ξ, η) = (x, y) ∈ Dα ×Dα , we have
Vα(t, x, y) = V (t, x, y) for (t, x, y) ∈ [0, τ ] ×Dα ×Dα. (2.3)
It follows from (a), (b) and (2.2) that (V1) and (V3) are satisfied. Since
V (t, ξ, η)−M(α)(‖x − ξ‖ + ‖y − η‖)− (V (t, ξ, η)−M(α)(‖xˆ − ξ‖ + ‖yˆ − η‖))
M(α)
(‖x − xˆ‖ + ‖y − yˆ‖)
for (t, x, y), (t, xˆ, yˆ) ∈ [0, τ ]×X×X and ξ , η ∈ Dα , condition (V2) is satisfied. Condition (ii-1)
is thus shown to be satisfied.
To check condition (ii-2), let α ∈ Rn+ and (t, x, y) ∈ [0, τ ) × Dα × Dα , and set β = (βi)ni=1
where βi = αi + 1 for i = 1,2, . . . , n. Then, there exists h0 > 0 such that t + h0  τ and
m(h;α)  β for h ∈ [0, h0]. Since ϕ(S(h)x)  m(h;ϕ(x))  β for h ∈ [0, h0] (by condition
(S4)), the inequality (2.1) combined with (2.3) implies that Vβ(t+h,S(h)x,S(h)y) Vβ(t, x, y)
for h ∈ [0, h0]. It follows that(
Vβ
(
t + h,T (h)x + hBx,T (h)y + hBy)− Vβ(t, x, y))/h

(
Vβ
(
t + h,T (h)x + hBx,T (h)y + hBy)− Vβ(t + h,S(h)x,S(h)y))/h
 L(β)
(∥∥T (h)x + hBx − S(h)x∥∥+ ∥∥T (h)y + hBy − S(h)y∥∥)/h,
and the right-hand side vanishes as h ↓ 0 because S(·)x is a mild solution to (SP;x) and
limh↓0 h−1
∫ h
0 T (h − s)BS(s)x ds = Bx. This shows that condition (ii-2) is satisfied with
ω = 0. Let x ∈ D. Since S(h)x ∈ D for all h > 0, limh↓0(T (h)x + hBx − S(h)x)/h = 0 and
lim suph↓0(ϕ(S(h)x) − ϕ(x))/h  lim suph↓0(m(h;ϕ(x)) − m(0;ϕ(x)))/h = g(ϕ(x)), condi-
tion (ii-3) is satisfied. 
Remark 2.4. As is shown in the proof of the implication (i) ⇒ (ii), the constructed family
{Vα(·, ·, ·); α ∈ Rn+} of nonnegative functionals on [0, τ ] ×X ×X has an additional property
Vα(t, x, y) = V (t, x, y) for (t, x, y) ∈ [0, τ ] ×Dα ×Dα,
where V (t, ·, ·) is a metric on D satisfying the following three conditions:
(v1) For each x, y ∈ D, V (·, x, y) : [0, τ ] → X is continuous.
(v2) For each (t, x, y) ∈ [0, τ ] ×D ×D, ‖x − y‖ V (t, x, y).
(v3) For each α ∈ Rn+ there exists M(α) > 0 such that
V (t, x, y)M(α)‖x − y‖ for (t, x, y) ∈ [0, τ ] ×Dα ×Dα.
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tions (ii-1) and (ii-2) is considered so that the result can be applied to concrete problems as easily
as possible, although the above-mentioned property is necessary for the existence of a semigroup
of locally Lipschitz operators associated with semilinear evolution equations.
The following asserts that conditions (ii-1) and (ii-2) together ensure the uniqueness of mild
solutions to the Cauchy problem for (SP).
Proposition 2.5. Let τ¯ > 0, α ∈ Rn+ and x, xˆ ∈ D. Let u, uˆ : [0, τ¯ ] → X be mild solutions to
(SP;x) and (SP; xˆ) on [0, τ¯ ], respectively, satisfying u(t), uˆ(t) ∈ Dα for t ∈ [0, τ¯ ]. Suppose that
(ii-1) and (ii-2) in Theorem 2.3 are satisfied. Then there exist Mα > 0 and ω¯α > 0 such that∥∥u(t)− uˆ(t)∥∥Mα exp(ω¯αt)‖x − xˆ‖ for t ∈ [0, τ¯ ].
Proof. Let β and ω be a vector in Rn+ and a nonnegative number in condition (ii-2) respectively
depending only on the given vector α ∈ Rn+. Let σ ∈ [0, τ ], where τ > 0 is a number satisfying
condition (ii-1). Let l be a nonnegative integer such that σ + lτ  τ¯ . Then, we observe by (V2)
that the mapping t → Vβ(t, u(t + lτ ), uˆ(t + lτ )) is continuous on [0, σ ). Since
u(t + h+ lτ ) = T (h)u(t + lτ )+
t+lτ+h∫
t+lτ
T (t + h+ lτ − s)Bu(s) ds
for sufficiently small h > 0 (which follows from the definition of mild solutions to (SP;x) and
the semigroup property of {T (t); t  0}) and since
lim
h↓0 h
−1
t+lτ+h∫
t+lτ
∥∥T (t + h+ lτ − s)Bu(s) −Bu(t + lτ )∥∥ds = 0,
we find, by (ii-2),
D+Vβ
(
t, u(t + lτ ), uˆ(t + lτ )) ωVβ(t, u(t + lτ ), uˆ(t + lτ ))
for t ∈ [0, σ ), where D+ denotes the lower right Dini derivative. It follows that
Vβ
(
t, u(t + lτ ), uˆ(t + lτ )) eωtVβ(0, u(lτ ), uˆ(lτ )) (2.4)
for t ∈ [0, σ ], l  0 with σ + lτ  τ¯ and σ ∈ [0, τ ].
Now, let t ∈ [0, τ¯ ]. By [t/τ ] we denote the integer part of t/τ . Since t = [t/τ ]τ + σ for some
σ ∈ [0, τ ), an application of (2.4) and (V3) gives∥∥u(t)− uˆ(t)∥∥ (M(β)/m(β))[t/τ ]+1 exp(ω(σ + [t/τ ]τ))∥∥u(0)− uˆ(0)∥∥.
The desired result is thus obtained by setting Mα = M(β)/m(β) and ω¯α = ω +
τ−1 log(M(β)/m(β)). 
Proposition 2.6. Suppose that (ii-1) and (ii-2) in Theorem 2.3 are satisfied. Suppose that for each
x ∈ D there exist τ¯ > 0 and a mild solution u to (SP;x) on [0, τ¯ ] satisfying ϕ(u(t))m(t;ϕ(x))
for t ∈ [0, τ¯ ]. Then for every x ∈ D there exists a global mild solution u to (SP;x) satisfying
ϕ
(
u(t)
)
m
(
t;ϕ(x)) for t  0.
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admits a mild solution u on [0, τ¯ ] satisfying ϕ(u(t))  m(t;ϕ(x)) for t ∈ [0, τ¯ ]. Then, by as-
sumption we see that τmax > 0. By the uniqueness of mild solutions (Proposition 2.5), there exists
u ∈ C([0, τmax);X) such that u(t) = T (t)x +
∫ t
0 T (t − s)Bu(s) ds and ϕ(u(t))m(t;ϕ(x)) for
t ∈ [0, τmax). Once the fact τmax = ∞ is proved, the proposition is true. Now, assume to the con-
trary that τmax < ∞, and set α = (αi)ni=1, where αi = sup{mi(t;ϕ(x)); t ∈ [0, τmax]}. Then, by
Proposition 2.5 we have∥∥u(t + h)− u(t)∥∥Mα exp(ω¯αt)∥∥u(h)− u(0)∥∥
for t , t + h ∈ [0, τmax). Since X is a complete metric space and Dα is closed in X, this implies
that u(t) is convergent to some y ∈ Dα as t ↑ τmax. By assumption, there exist δ > 0 and a
mild solution w to (SP;y) on [0, δ] satisfying ϕ(w(t))m(t;ϕ(y)) for t ∈ [0, δ]. The function
u¯ : [0, τmax + δ] → X, defined by u¯(t) = u(t) for t ∈ [0, τmax), and u¯(t) = w(t − τmax) for t ∈
[τmax, τmax + δ], is a mild solution to (SP;x) on [0, τmax + δ] satisfying the growth condition
ϕ(u¯(t))m(t;ϕ(x)) for t ∈ [0, τmax + δ]. This contradicts the definition of τmax. 
By [17, Proposition 2.5] and the Feller renorming technique [4], we may assume, without
loss of generality, that the (C0) semigroup {T (t); t  0} on X is contractive, in showing the
implication (ii) ⇒ (i) of Theorem 2.3. The proof is divided into two parts. One is the construction
of approximate solutions and the other is the convergence of a sequence of approximate solutions
to a mild solution to the Cauchy problem for (SP) which forms a semigroups of locally Lipschitz
operators. They will be discussed in Sections 3 and 4, respectively.
3. Construction of approximate solutions
To discuss the construction of approximate solutions, we need the local uniformity of condi-
tion (ii-3) (Proposition 3.4) which is proved by a sequence of lemmas.
Lemma 3.1. Let α ∈ Rn+ and v0 ∈ Dα . Let h¯, r¯ , M and ε¯ be positive numbers such that
‖Bx‖M for x ∈ U [v0, r¯] ∩Dα,
h¯(M + ε¯)+ sup
s∈[0,h¯]
∥∥T (s)v0 − v0∥∥ r¯ ,
where U [v0, r¯] denotes the closed ball with center v0 and radius r¯ . Let δ ∈ [0, h¯], w0 ∈ Dα and
σ > 0 be such that
σ + δ  h¯ and ∥∥w0 − T (δ)v0∥∥ δ(M + ε¯).
Assume that there exists a sequence {(si ,wi)}Ni=0 in [0, σ ] ×Dα such that
0 = s0 < s1 < · · · < sN  σ, (3.1)∥∥T (si − si−1)wi−1 + (si − si−1)Bwi−1 −wi∥∥ ε¯(si − si−1) for i = 1,2, . . . ,N . (3.2)
Then the following assertions hold:
(i) ‖T (sj − sk)wk −wj‖ (sj − sk)(M + ε¯) for 0 k  j N .
(ii) ‖wj − T (sj + δ)v0‖ (sj + δ)(M + ε¯) for 0 j N .
(iii) wj ∈ U [v0, r¯] and ‖Bwj‖M for 0 j N .
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assertion (ii) follows by assumption. Since δ  h¯ we have
‖w0 − v0‖
∥∥w0 − T (δ)v0∥∥+ ∥∥T (δ)v0 − v0∥∥ δ(M + ε¯)+ ∥∥T (δ)v0 − v0∥∥ r¯ ,
so that assertion (iii) holds for j = 0. Now, let 1 i N and suppose that assertions (i) through
(iii) hold for j = i − 1. To prove assertion (i) with j = i we have only to consider the case where
0 k  i − 1. Since
T (si − sk)wk −wi = T (si − si−1)
(
T (si−1 − sk)wk −wi−1
)
+ (T (si − si−1)wi−1 + (si − si−1)Bwi−1 −wi)
− (si − si−1)Bwi−1,
it follows from the hypotheses (i) and (iii) with j = i − 1, and condition (3.2) that assertion (i) is
valid for j = i. Since
wi − T (si + δ)v0 = wi − T (si − si−1)wi−1 + T (si − si−1)
(
wi−1 − T (si−1 + δ)v0
)
,
we deduce from (i) with (j, k) = (i, i − 1) and (ii) with j = i − 1 that assertion (ii) holds for
j = i. Since ‖wi − v0‖ (si + δ)(M + ε¯) + ‖T (si + δ)v0 − v0‖ (by (ii) with j = i) and since
si + δ  h¯, assertion (iii) is true for j = i. 
Lemma 3.2. Let α ∈ Rn+ and v0 ∈ Dα . Let h¯, r¯ , M , ε¯ and η¯ be positive numbers such that
‖Bx‖M and ‖Bx −Bv0‖ η¯ for x ∈ U [v0, r¯] ∩Dα, (3.3)
sup
s∈[0,h¯]
∥∥T (s)Bv0 −Bv0∥∥ η¯, (3.4)
h¯(M + ε¯)+ sup
s∈[0,h¯]
∥∥T (s)v0 − v0∥∥ r¯ . (3.5)
Let δ ∈ [0, h¯], w0 ∈ Dα and σ > 0 be such that
σ + δ  h¯ and ∥∥w0 − T (δ)v0∥∥ δ(M + ε¯).
Then the following assertions are true:
(i) If a sequence {(si ,wi)}Ni=0 in [0, σ ] ×Dα satisfies (3.1) and (3.2), then∥∥T (sN)w0 + sNBw0 −wN∥∥ sN(ε¯ + 3η¯). (3.6)
(ii) If a sequence {(si ,wi)}∞i=0 in [0, σ )×Dα satisfies
0 = s0 < s1 < · · · < si < · · · < σ and lim
i→∞ si = σ, (3.7)∥∥T (si − si−1)wi−1 + (si − si−1)Bwi−1 −wi∥∥ ε¯(si − si−1) for i = 1,2, . . . (3.8)
then there exists w¯ ∈ Dα such that w¯ = limi→∞ wi and∥∥T (σ )w0 + σBw0 − w¯∥∥ σ(ε¯ + 3η¯).
Proof. To prove assertion (i), we use (3.2), the inequality (3.3) together with (iii) of Lemma 3.1,
and (3.4) to estimate
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(
T (si − si−1)wi−1 + (si − si−1)Bwi−1 −wi
)
+ (si − si−1)T (sN − si)(Bv0 −Bwi−1)
+ (si − si−1)
(
Bv0 − T (sN − si)Bv0
)+ (si − si−1)(Bw0 −Bv0)
for 1 i N . This yields that∥∥T (sN − si−1)wi−1 + (si − si−1)Bw0 − T (sN − si)wi∥∥ (si − si−1)(ε¯ + 3η¯)
for 1 i N . Adding the inequality above from i = 1 up to N , we obtain the desired inequal-
ity (3.6). To prove (ii), let {(si ,wi)}∞i=1 be a sequence in [0, σ ) × Dα satisfying (3.7) and (3.8).
Since
wi −wj =
(
wi − T (si − sk)wk
)+ (T (si − sk)wk − T (sj − sk)wk)
+ (T (sj − sk)wk −wj )
for i, j  k  0, we deduce from (i) of Lemma 3.1 and the strong continuity of T (·) in X on
[0,∞) that lim supi,j→∞ ‖wi − wj‖  2(σ − sk)(M + ε¯) for all k  0. Since limk→∞ sk = σ
and Dα is closed in X, we find w¯ ∈ Dα such that w¯ = limi→∞ wi . The desired result is obtained
by letting N → ∞ in (3.6). 
To specify the growth of approximate solutions, we use the nonextensible maximal solution
mε(t;α) to the Cauchy problem for the finite system
q ′(t) = gε(q(t)) for t  0,
with initial condition q(0) = α, where ε > 0 and α ∈ Rn+. Let τ ε(α) denote the maximal exis-
tence time of the maximal solution mε(t;α), for each α ∈ Rn+. Then it is known [13, Section 1.5]
that the following assertions hold:
(m1) If β  α  0 then τ ε(β) τ ε(α) and mε(t;α)mε(t;β) for t ∈ [0, τ ε(β)).
(m2) If s ∈ [0, τ ε(α)) then τ ε(mε(s;α)) = τ ε(α) − s and mε(t + s;α) = mε(t;mε(s;α)) for
t ∈ [0, τ ε(α)− s).
(m3) limε↓0 τ ε(α) = ∞ and limε↓0 mε(t;α) = m(t;α) uniformly on every compact subinterval
of [0,∞).
Lemma 3.3. Suppose that condition (ii-3) in Theorem 2.3 is satisfied. Then, for each x ∈ D and
ε > 0 there exist δ ∈ (0, ε] and xδ ∈ D such that∥∥xδ − T (δ)x − δBx∥∥ εδ and ϕ(xδ)mε(δ;ϕ(x)).
Proof. Let x ∈ D and ε > 0. Then the vector-valued function p = (pi)ni=1 ∈ C([0,∞);Rn),
defined by
pi(t) = ϕi(x)+ t
(
gi
(
ϕ(x)
)+ ε/2)
for 1  i  n, satisfies p(0) = ϕ(x) = mε(0;ϕ(x)) and p′i (t) = gi(ϕ(x)) + ε/2 for t  0 and
1  i  n. Since p′i (0) < gi(mε(0;ϕ(x))) + ε = (d/dt)mεi (0;ϕ(x)) for 1  i  n, there exists
τ ∈ (0, τ ε(ϕ(x))) such that
p(t)mε
(
t;ϕ(x))
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gi(ϕ(x)) + 1/k for 1  i  n. If k is chosen so that 1/k  ε/2 and δk  (τ ∧ ε), then we ob-
serve that (xk, δk) is the desired element, since ϕi(xk) ϕi(x)+ δk(gi(ϕ(x))+ ε/2) = pi(δk)
mεi (δk;ϕ(x)). 
The next proposition shows that the subtangential condition (ii-3) holds uniformly in a neigh-
borhood of each element of D.
Proposition 3.4. Suppose that (ii-3) in Theorem 2.3 holds. Let α ∈ Rn+ and v0 ∈ Dα . Let h¯, r¯ ,
M , η¯ and ε¯ be positive numbers satisfying
‖Bx‖M and ‖Bx −Bv0‖ η¯ for x ∈ U [v0, r¯] ∩Dα,
sup
s∈[0,h¯]
∥∥T (s)Bv0 −Bv0∥∥ η¯,
h¯ < τ ε¯
(
ϕ(v0)
)
and mε¯
(
s;ϕ(v0)
)
 α for s ∈ [0, h¯],
h¯(M + ε¯)+ sup
s∈[0,h¯]
∥∥T (s)v0 − v0∥∥ r¯ .
Let δ ∈ [0, h¯], w0 ∈ Dα and assume that∥∥w0 − T (δ)v0∥∥ δ(M + ε¯) and ϕ(w0)mε¯(δ;ϕ(v0)).
Then, for each σ > 0 with σ + δ  h¯ there exists z0 ∈ Dα such that∥∥T (σ )w0 + σBw0 − z0∥∥ σ(ε¯ + 3η¯) and ϕ(z0)mε¯(σ ;ϕ(w0)).
Proof. Let σ > 0 satisfy σ + δ  h¯. We begin by constructing a sequence {(si ,wi)}∞i=0 in[0, σ )×Dα satisfying the following conditions:
(a) 0 = s0 < s1 < · · · < si < · · · < σ .
(b) ‖T (si − si−1)wi−1 + (si − si−1)Bwi−1 −wi‖ ε¯(si − si−1) for i = 1,2, . . . .
(c) ϕ(wi)mε¯(si − si−1;ϕ(wi−1)) for i = 1,2, . . . .
(d) limi→∞ si = σ .
To this end, assume that a sequence {(si ,wi)}k−1i=0 in [0, σ )×Dα satisfying (a) through (c) can be
chosen for some k  1. Then we define h¯k by the supremum of numbers h ∈ [0, σ − sk−1) such
that there exists xh ∈ D satisfying∥∥xh − T (h)wk−1 − hBwk−1∥∥ ε¯h and ϕ(xh)mε¯(h;ϕ(wk−1)).
Since h¯k > 0 by Lemma 3.3, there exist hk > 0 and wk ∈ D such that h¯k/2 < hk < σ − sk−1 and
such that if we define sk = sk−1 + hk , then the pair (sk,wk) satisfies (a) through (c) with i = k.
Since sk + δ  h¯ we apply (m1) and (m2) to condition (c) with 1 i  k, so that
ϕ(wk)mε¯
(
sk;ϕ(w0)
)
mε¯
(
sk + δ;ϕ(v0)
); (3.9)
hence wk ∈ Dα by assumption. Thus, we can inductively construct a sequence {(si ,wi)}∞i=0 in[0, σ ) × Dα satisfying (a) through (c). To show that condition (d) is satisfied, assume to the
contrary that s¯ := limi→∞ si < σ . Lemma 3.2(ii) then asserts that the sequence {wi}∞ in Dα isi=0
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that ∥∥xh − T (h)w¯ − hBw¯∥∥ h(ε¯/2) and ϕ(xh)mε¯/2(h;ϕ(w¯)).
Set γi = s¯ + h− si−1 for i  1. Then, there exits an integer i0  1 such that i  i0 implies that
h¯i < γi < σ − si−1, (3.10)∥∥xh − T (γi)wi−1 − γiBwi−1∥∥ γi ε¯, (3.11)
since h¯i < 2hi → 0, wi → w¯ and γi → h as i → ∞. By an application of (m1) and (m2) we
deduce from condition (c) that ϕ(wi)  mε¯(si − sj ;ϕ(wj )) for 0  j  i. By condition (ϕ),
a passage to the limit in the above inequality yields that ϕ(w¯)  mε¯(s¯ − sj ;ϕ(wj )) for j  0;
hence
ϕ(xh)mε¯
(
h;ϕ(w¯))mε¯(γi;ϕ(wi−1)) (3.12)
for i  i0. These facts (3.10) through (3.12) contradict the definition of h¯i . It is thus concluded
that (d) is satisfied. Applying Lemma 3.2 to the sequence {(si ,wi)}∞i=0 constructed above and
letting k → ∞ in (3.9), we see that the limit z0 := limi→∞ wi is the desired one. 
The following proposition establishes the existence of approximate solutions to the Cauchy
problem for (SP).
Proposition 3.5. Suppose that condition (ii-3) in Theorem 2.3 is satisfied. Let α ∈ Rn+ and
x0 ∈ Dα . Let τ¯ > 0, R > 0, MB > 0, ε ∈ (0,1] and assume that
‖Bx‖MB for x ∈ U [x0,R] ∩Dα,
τ¯ (MB + 1)+ sup
s∈[0,τ¯ ]
∥∥T (s)x0 − x0∥∥R,
τ¯ < τε
(
ϕ(x0)
)
and mε
(
s;ϕ(x0)
)
 α for s ∈ [0, τ¯ ].
Then there exists a sequence {(tj , xj )}∞j=0 in [0, τ¯ )×Dα satisfying the following conditions:
(i) 0 = t0 < t1 < · · · < tj < · · · < τ¯ .
(ii) tj − tj−1  ε for j = 1,2, . . . .
(iii) ‖T (tj − tj−1)xj−1 + (tj − tj−1)Bxj−1 − xj‖ (ε/2)(tj − tj−1) for j = 1,2, . . . .
(iv) If x ∈ Dα satisfies
‖x − xj−1‖ (tj − tj−1)(MB + 1)+ sup
s∈[0,tj−tj−1]
∥∥T (s)xj−1 − xj−1∥∥,
then ‖Bx −Bxj−1‖ ε/8 for j = 1,2, . . . .
(v) (tj − tj−1)(MB + 1)+ sups∈[0,tj−tj−1] ‖T (s)xj−1 − xj−1‖ ε for j = 1,2, . . . .
(vi) If s ∈ [0, tj − tj−1], then ‖T (s)Bxj−1 −Bxj−1‖ ε/8 for j = 1,2, . . . .
(vii) ϕ(xj )mε(tj − tj−1;ϕ(xj−1)) for j = 1,2, . . . .
(viii) limj→∞ tj = τ¯ .
Proof. To construct inductively the desired sequence, let i  1 and assume that a se-
quence {(tj , xj )}i−1j=0 in [0, τ¯ ) × Dα can be chosen so that it satisfies (i) through (vii).
Then we define h¯i by the supremum of numbers h ∈ [0, ε] such that h < τ¯ − ti−1, r :=
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and ‖T (s)Bxi−1 − Bxi−1‖  ε/8 for s ∈ [0, h]. Since h¯i > 0 by condition (B) and the strong
continuity of T (·) in X on [0,∞), there exists hi ∈ (0, ε] such that h¯i/2 < hi < τ¯ − ti−1, ri  ε,
‖Bx −Bxi−1‖ ε/8 for x ∈ U [xi−1, ri] ∩Dα, (3.13)∥∥T (s)Bxi−1 −Bxi−1∥∥ ε/8 for s ∈ [0, hi], (3.14)
where
ri = hi(MB + 1)+ sup
s∈[0,hi ]
∥∥T (s)xi−1 − xi−1∥∥. (3.15)
If we set ti = ti−1 +hi , then conditions (i), (ii), and (iv) through (vi) are satisfied. We shall apply
Proposition 3.4 to show the existence of an element xi ∈ Dα satisfying conditions (iii) and (vii).
By an application of (iii) of Lemma 3.1 with v0 = w0 = x0, δ = 0, σ = h¯ = τ¯ , M = MB , r¯ = R
and ε¯ = ε/2 to the sequence {(tj , xj )}i−1j=0, we have ‖Bxi−1‖ MB . This inequality combined
with (3.13) implies that
‖Bx‖MB + ε/8 for x ∈ U [xi−1, ri] ∩Dα. (3.16)
By (3.13) through (3.16), and the inequalities
τ ε/8
(
ϕ(xi−1)
)
 τ ε
(
mε
(
ti−1;ϕ(x0)
))= τ ε(ϕ(x0))− ti−1 > ti − ti−1 = hi,
mε/8
(
s;ϕ(xi−1)
)
mε
(
s;mε(ti−1;ϕ(x0)))
= mε(ti−1 + s;ϕ(x0)) α for s ∈ [0, hi],
we apply Proposition 3.4 with M = MB + ε/8, η¯ = ε/8, v0 = w0 = xi−1, δ = 0, h¯ = σ = hi ,
r¯ = ri and ε¯ = ε/8 to obtain xi ∈ Dα satisfying conditions (iii) and (vii) with j = i. Thus, we
obtain a sequence {(tj , xj )}∞j=1 in [0, τ¯ )×Dα satisfying conditions (i) through (vii).
It remains to show that condition (viii) is satisfied. To this end, we assume to the contrary that
t¯ := limj→∞ tj < τ¯ . Applying (i) of Lemma 3.1 with v0 = w0 = x0, δ = 0, σ = h¯ = τ¯ , M = MB ,
r¯ = R and ε¯ = ε/2, we have
‖xi − xj‖
(
(ti − tk)+ (tj − tk)
)
(MB + ε/2)+
∥∥T (tj − tk)xk − T (ti − tk)xk∥∥
for i, j  k  0. This together with the strong continuity of T (·) in X on [0,∞) implies that
lim supi,j→∞ ‖xi − xj‖ 2(t¯ − tk)(MB + ε/2) for all k  0. Since limk→∞ tk = t¯ , the inequal-
ity above shows that the sequence {xj } in Dα is convergent to some x¯ ∈ Dα . Take h ∈ (0, ε]
such that h < τ¯ − t¯ , r¯ := h(MB + 1) + sups∈[0,h] ‖T (s)x¯ − x¯‖  ε/2, ‖Bx − Bx¯‖  ε/16
for x ∈ U [x¯,2r¯] ∩ Dα and sups∈[0,h] ‖T (s)Bx¯ − Bx¯‖  ε/16. Then, since limi→∞ xi = x¯,
limi→∞ Bxi = Bx¯ (by condition (B)) and T (t) is contractive for all t  0, there exists an
integer i0  1 such that h  h¯i for every i  i0. Here we have used the fact that r¯i :=
h(MB + 1)+ sups∈[0,h] ‖T (s)xi−1 − xi−1‖ converges to r¯ as i → ∞ and U [xi−1, r¯i] ⊂ U [x¯,2r¯]
for sufficiently large i  1. This contradicts the fact h > 0, since h¯i < 2hi = 2(ti − ti−1) → 0 as
i → ∞. 
4. Generation of semigroups of locally Lipschitz operators
In this section we give the proof of the implication (ii) ⇒ (i) of Theorem 2.3, namely, the
generation of semigroups of locally Lipschitz operators associated with semilinear evolution
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an argument similar to that used in [12] and apply the result to the convergence of the sequence
of approximate solutions constructed in the previous section to a mild solution to the Cauchy
problem for (SP).
Proposition 4.1. Let α ∈ Rn+ and v¯0, vˆ0 ∈ Dα . Let h¯ > 0, r¯ > 0, M > 0, η¯ > 0, ε¯ > 0, hˆ > 0,
rˆ > 0, M̂ > 0, ηˆ > 0 and εˆ > 0. Assume that
‖Bx‖M and ‖Bx −Bv¯0‖ η¯/8 for x ∈ U [v¯0, r¯] ∩Dα,
‖Bx‖ M̂ and ‖Bx −Bvˆ0‖ ηˆ/8 for x ∈ U [vˆ0, rˆ] ∩Dα, (4.1)
sup
s∈[0,h¯]
∥∥T (s)Bv¯0 −Bv¯0∥∥ η¯/8,
sup
s∈[0,hˆ]
∥∥T (s)Bvˆ0 −Bvˆ0∥∥ ηˆ/8, (4.2)
h¯ < τ ε¯
(
ϕ(v¯0)
)
and mε¯
(
s;ϕ(v¯0)
)
 α for s ∈ [0, h¯],
hˆ < τ εˆ
(
ϕ(vˆ0)
)
and mεˆ
(
s;ϕ(vˆ0)
)
 α for s ∈ [0, hˆ], (4.3)
h¯(M + ε¯ + η¯)+ sup
s∈[0,h¯]
∥∥T (s)v¯0 − v¯0∥∥ r¯ ,
hˆ(M̂ + εˆ + ηˆ)+ sup
s∈[0,hˆ]
∥∥T (s)vˆ0 − vˆ0∥∥ rˆ . (4.4)
Let δ¯ ∈ [0, h¯], δˆ ∈ [0, hˆ], w¯0, wˆ0 ∈ Dα and assume that∥∥w¯0 − T (δ¯)v¯0∥∥ δ¯(M + ε¯) and ϕ(w¯0)mε¯(δ¯;ϕ(v¯0)),∥∥wˆ0 − T (δˆ)vˆ0∥∥ δˆ(M̂ + εˆ) and ϕ(wˆ0)mεˆ(δˆ;ϕ(vˆ0)). (4.5)
Let τ0 ∈ [0, τ ). Then, for each σ > 0 with σ + δ¯  h¯, σ + δˆ  hˆ and σ + τ0  τ there exist
z¯0, zˆ0 ∈ Dα such that∥∥T (σ )w¯0 + σBw¯0 − z¯0∥∥ σ(ε¯ + η¯) and ϕ(z¯0)mε¯(σ ;ϕ(w¯0)),∥∥T (σ )wˆ0 + σBwˆ0 − zˆ0∥∥ σ(εˆ + ηˆ) and ϕ(zˆ0)mεˆ(σ ;ϕ(wˆ0)),
Vβ(τ0 + σ, z¯0, zˆ0) exp(ωσ)
(
Vβ(τ0, w¯0, wˆ0)+ σL(β)(η¯ + ηˆ + ε¯ + εˆ)
)
.
Here β and ω are constants appearing in condition (ii-2) of Theorem 2.3.
Proof. We begin by constructing a sequence {(sj , w¯j , wˆj )}∞j=0 in [0, σ ) × Dα × Dα satisfying
0 = s0 < s1 < · · · < sj < · · · < σ , limj→∞ sj = σ and the following conditions:
(i) For each j = 1,2, . . . ,∥∥T (sj − sj−1)w¯j−1 + (sj − sj−1)Bw¯j−1 − w¯j∥∥ (η¯/2 + ε¯)(sj − sj−1) and∥∥T (sj − sj−1)wˆj−1 + (sj − sj−1)Bwˆj−1 − wˆj∥∥ (ηˆ/2 + εˆ)(sj − sj−1).
(ii) For each j = 1,2, . . . ,
ϕ(w¯j )mε¯
(
sj − sj−1;ϕ(w¯j−1)
)
and ϕ(wˆj )mεˆ
(
sj − sj−1;ϕ(wˆj−1)
)
.
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Vβ(sj + τ0, w¯j , wˆj )− Vβ(sj−1 + τ0, w¯j−1, wˆj−1)
)
/(sj − sj−1)
 ωVβ(sj−1 + τ0, w¯j−1, wˆj−1)+L(β)(η¯ + ηˆ + ε¯ + εˆ).
To do this, let i  1 and suppose that we may choose a sequence {(sj , w¯j , wˆj )}i−1j=0 in [0, σ ) ×
Dα × Dα such that 0 = s0 < s1 < · · · < sj < · · · < si−1 < σ and conditions (i) through (iii) are
satisfied for 1  j  i − 1. By h¯i we denote the supremum of numbers h ∈ [0, σ − si−1) such
that
Vβ
(
si−1 + h+ τ0, T (h)w¯i−1 + hBw¯i−1, T (h)wˆi−1 + hBwˆi−1
)
− Vβ(si−1 + τ0, w¯i−1, wˆi−1)

(
ωVβ(si−1 + τ0, w¯i−1, wˆi−1)+
(
L(β)/4
)
(η¯ + ηˆ))h.
Since h¯i > 0 by condition (ii-2) of Theorem 2.3, there exists hi > 0 such that h¯i/2 < hi <
σ − si−1 and(
Vβ
(
si−1 + hi + τ0, T (hi)w¯i−1 + hiBw¯i−1, T (hi)wˆi−1 + hiBwˆi−1
)
− Vβ(si−1 + τ0, w¯i−1, wˆi−1)
)
/hi
 ωVβ(si−1 + τ0, w¯i−1, wˆi−1)+
(
L(β)/4
)
(η¯ + ηˆ). (4.6)
We set si = si−1 + hi . We shall apply Proposition 3.4 to show the existence of w¯i, wˆi ∈ Dα
satisfying conditions (i) and (ii) for j = i. To this end, we employ Lemma 3.1 with v0 = v¯0,
w0 = w¯0, δ = δ¯ and with ε¯ replaced by η¯/2 + ε¯, so that∥∥w¯i−1 − T (si−1 + δ¯)v¯0∥∥ (si−1 + δ¯)(M + η¯/2 + ε¯).
Since ϕ(w¯i−1)mε¯(si−1;ϕ(w¯0))mε¯(si−1 + δ¯;ϕ(v¯0)) and hi + (si−1 + δ¯) < σ + δ¯  h¯, we
can apply Proposition 3.4 with v0 = v¯0, δ = si−1 + δ¯, w0 = w¯i−1, σ = hi and with η¯ and M
replaced by η¯/8 and M + η¯/2, respectively. Thus, we find w¯i ∈ Dα such that∥∥T (hi)w¯i−1 + hiBw¯i−1 − w¯i∥∥ hi(ε¯ + η¯/2),
ϕ(w¯i)mε¯
(
hi;ϕ(w¯i−1)
)
. (4.7)
In the same way we find wˆi ∈ Dα satisfying the desired estimates. Condition (iii) follows from
(V2), (4.6) and (4.7). To show that limj→∞ sj = σ , assume to the contrary that limj→∞ sj =
s¯ < σ . Then, applying (ii) of Lemma 3.2 with v0 = v¯0, w0 = w¯0, δ = δ¯ and with ε¯ and η¯ replaced
by η¯/2 + ε¯ and η¯/8, we observe that the sequence {w¯j } in Dα converges in X to some w¯ ∈ Dα .
The convergence in X of the sequence {wˆj } to some wˆ ∈ Dα is proved similarly. Since s¯ < σ 
τ − τ0, there exists h ∈ (0, σ − s¯) such that(
Vβ
(
s¯ + h+ τ0, T (h)w¯ + hBw¯,T (h)wˆ + hBwˆ
)− Vβ(s¯ + τ0, w¯, wˆ))/h
 ωVβ(s¯ + τ0, w¯, wˆ)+
(
L(β)/8
)
(η¯ + ηˆ).
Set γi = s¯+h−si−1 for i  1. Then, since si−1 +γi +τ0 = s¯+h+τ0 for i  1 and limi→∞ γi =
h we use condition (V2) to deduce that
Vβ
(
si−1 + γi + τ0, T (γi)w¯i−1 + γiBw¯i−1, T (γi)wˆi−1 + γiBwˆi−1
)
→ Vβ
(
s¯ + h+ τ0, T (h)w¯ + hBw¯,T (h)wˆ + hBwˆ
)
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Vβ(si−1 + τ0, w¯i−1, wˆi−1) → Vβ(s¯ + τ0, w¯, wˆ)
as i → ∞. Therefore, we find a positive integer i0  1 such that γi  h¯i for i  i0. This contra-
dicts the fact that γi → h (> 0) and h¯i → 0 as i → ∞. Thus, we obtain the desired sequence
{(sj , w¯j , wˆj )}∞j=0 in [0, σ )×Dα ×Dα .
Applying Lemma 3.2 to the sequence {(sj , w¯j , wˆj )}∞j=0 with v0 = v¯0, w0 = w¯0, δ = δ¯ and
with ε¯ and η¯ replaced by ε¯ + η¯/2 and η¯/8, respectively, we find z¯0, zˆ0 ∈ Dα such that z¯0 =
limj→∞ w¯j , zˆ0 = limj→∞ wˆj ,∥∥T (σ )w¯0 + σBw¯0 − z¯0∥∥ σ(ε¯ + η¯),∥∥T (σ )wˆ0 + σBwˆ0 − zˆ0∥∥ σ(εˆ + ηˆ).
From (ii) and (iii) we deduce that ϕ(w¯j )mε¯(sj ;ϕ(w¯0)) and
Vβ(sj + τ0, w¯j , wˆj ) exp(ωsj )
(
Vβ(τ0, w¯0, wˆ0)+ sjL(β)(η¯ + ηˆ + ε¯ + εˆ)
)
for j  1, respectively. Letting i → ∞ in the inequalities above, we have ϕ(z¯0)mε¯(σ ;ϕ(w¯0))
and
Vβ(σ + τ0, z¯0, zˆ0) exp(ωσ)
(
Vβ(τ0, w¯0, wˆ0)+ σL(β)(η¯ + ηˆ + ε¯ + εˆ)
)
,
by conditions (ϕ) and (V1). The proof of Proposition 4.1 is thus complete. 
Proposition 4.2. Let α ∈ Rn+ and x0 ∈ Dα . Let τ  τ¯ > 0, R > 0, MB > 0 and λ,μ ∈ (0,1/4)
and suppose that
‖Bx‖MB for x ∈ U [x0,R] ∩Dα,
τ¯ (MB + 1)+ sup
s∈[0,τ¯ ]
∥∥T (s)x0 − x0∥∥R,
for each ε = λ,μ, τ¯ < τε(ϕ(x0)) and mε(s;ϕ(x0)) α for s ∈ [0, τ¯ ].
For each ε = λ,μ, suppose that there exists a sequence {(tεj , xεj )}∞j=0 in [0, τ¯ ) × Dα satisfying
xε0 = x0 and the following conditions:
(i) 0 = tε0 < tε1 < · · · < tεj < · · · < τ¯ .
(ii) tεj − tεj−1  ε for j  1.
(iii) ‖T (tεj − tεj−1)xεj−1 + (tεj − tεj−1)Bxεj−1 − xεj‖ (ε/2)(tεj − tεj−1) for j  1.
(iv) If x ∈ Dα satisfies∥∥x − xεj−1∥∥ (tεj − tεj−1)(MB + 1)+ sup
s∈[0,tεj −tεj−1]
∥∥T (s)xεj−1 − xεj−1∥∥,
then ‖Bx −Bxεj−1‖ ε/8, for j  1.
(v) sups∈[0,tεj −tεj−1] ‖T (s)Bxεj−1 −Bxεj−1‖ ε/8 for j  1.
(vi) ϕ(xεj )mε(tεj − tεj−1;ϕ(xεj−1)) for j  1.
(vii) limj→∞ tεj = τ¯ .
Set P = {tλi ; i = 0,1, . . .} ∪ {tμj ; j = 0,1, . . .}, and define s0 = 0 and sk = inf(P \ {s0, s1, . . . ,
sk−1}) for k  1. Then there exists a sequence {(zλk , zμk )}∞k=0 in Dα ×Dα satisfying the following
conditions:
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(b) For each ε = λ,μ,
k∑
j=q
∥∥T (sj − sj−1)zεj−1 + (sj − sj−1)Bzεj−1 − zεj∥∥
 2ε(sk − sq−1)+ 3ε
∑
tεi ∈{sq ,...,sk}
(
tεi − tεi−1
) (4.8)
for k  1 and 1 q  k.
(c) For each ε = λ,μ,
ϕ
(
zεk
)
mε
(
sk − tεi−1;ϕ
(
xεi−1
))
for k  1 and i  1 with tεi−1 < sk  tεi .
(d) Vβ(sk, zλk , zμk ) exp(ωsk)(2L(β)(λ +μ)sk + ηk(λ,μ)) for k  0, where
ηk(λ,μ) = 3L(β)
(
λ
∑
tλi ∈{s1,...,sk}
(
tλi − tλi−1
)+μ ∑
t
μ
j ∈{s1,...,sk}
(
t
μ
j − tμj−1
))
.
Here β and ω are constants depending only on the given vector α.
Proof. We inductively construct the desired sequence. Set zε0 = x0 for ε = λ,μ. Let l  1 and as-
sume that a sequence {(zλk , zμk )}l−1k=0 in Dα ×Dα can be chosen so that conditions (a) through (d)
are satisfied. Then we want to find the desired pair (zλl , z
μ
l ) ∈ Dα × Dα by applying Proposi-
tion 4.1. To this end, let i and j be the integers such that tλi−1 < sl  tλi and t
μ
j−1 < sl  t
μ
j . Then
we observe by the definition of {sk} that tλi−1  sl−1 < sl  tλi and tμj−1  sl−1 < sl  tμj , and
hence there exists an integer p such that 0 p  l − 1 and tλi−1 = sp . This fact together with (a)
implies xλi−1 = zλp . By (iii) of Lemma 3.1 with h¯ = σ = τ¯ , r¯ = R, M = MB , v0 = w0 = x0, δ = 0
and ε¯ = λ/2, we have ‖Bxλi−1‖MB . By this fact and condition (iv) we see that
‖Bx‖MB + λ/8 for x ∈ U
[
xλi−1, r¯λi
]∩Dα, (4.9)
where
r¯λi :=
(
tλi − tλi−1
)
(MB + 1)+ sup
s∈[0,tλi −tλi−1]
∥∥T (s)xλi−1 − xλi−1∥∥.
Since ϕ(xλi−1)mλ(tλi−1;ϕ(x0)) by condition (vi) with j = 1, . . . , i −1, we have, by (m1), (m2)
and the assumption on τ¯ ,
tλi − tλi−1 < τλ
(
ϕ
(
xλi−1
))
and mλ
(
s;ϕ(xλi−1)) α for s ∈ [0, tλi − tλi−1]. (4.10)
We need to show that∥∥zλl−1 − T (sl−1 − sp)xλi−1∥∥ (sl−1 − sp)(MB + λ/8 + 2λ), (4.11)
ϕ
(
zλl−1
)
mλ
(
sl−1 − tλi−1;ϕ
(
xλi−1
))
. (4.12)
We have only to consider the case where p < l − 1. Since the set {sp+1, . . . , sl−1} has no ele-
ments tλi , we infer from (b) that∥∥T (sj − sj−1)zλj−1 + (sj − sj−1)Bzλj−1 − zλj∥∥ 2λ(sj − sj−1) (4.13)
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by noting that sp = tλi−1 and zλp = xλi−1 and applying Lemma 3.1 with r¯ = r¯λi , h¯ = σ = tλi − tλi−1,
v0 = w0 = xλi−1, ε¯ = 2λ, δ = 0 and M = MB + λ/8 to the sequence {(sj+p − tλi−1, zλj+p)}l−1−pj=0
satisfying (4.13). Since tλi−1 = sp < sl−1 < sl  tλi , the desired inequality (4.12) is nothing but
the assumption (c) of induction argument.
By (4.9) through (4.12) (iv), (v) and the fact that MB + λ/8 + 3λ  1, assumptions (4.1)
through (4.5) of Proposition 4.1 are satisfied with v¯0 = xλi−1, r¯ = r¯λi , M = MB +λ/8 +λ, η¯ = λ,
h¯ = tλi − tλi−1, ε¯ = λ, δ¯ = sl−1 − sp = sl−1 − tλi−1 and w¯0 = zλl−1. In a way similar to the above
argument, we see that all the other assumptions of Proposition 4.1 are satisfied with vˆ0 = xμj−1,
M̂ = MB + μ/8 + μ, ηˆ = μ, rˆ = (tμj − tμj−1)(MB + 1) + sups∈[0,tμj −tμj−1] ‖T (s)x
μ
j−1 − xμj−1‖,
hˆ = tμj − tμj−1, εˆ = μ, δˆ = sl−1 − tμj−1 and wˆ0 = zμl−1. We therefore apply Proposition 4.1 with
σ = sl − sl−1 and τ0 = sl−1 to find (yλl , yμl ) ∈ Dα ×Dα such that∥∥T (sl − sl−1)zλl−1 + (sl − sl−1)Bzλl−1 − yλl ∥∥ 2λ(sl − sl−1), (4.14)∥∥T (sl − sl−1)zμl−1 + (sl − sl−1)Bzμl−1 − yμl ∥∥ 2μ(sl − sl−1),
Vβ
(
sl, y
λ
l , y
μ
l
)
 exp
(
ω(sl − sl−1)
)(
Vβ
(
sl−1, zλl−1, z
μ
l−1
))
+ 2(sl − sl−1)L(β)(λ +μ)
)
, (4.15)
ϕ
(
yλl
)
mλ
(
sl − sl−1;ϕ
(
zλl−1
))
, (4.16)
ϕ
(
y
μ
l
)
mμ
(
sl − sl−1;ϕ
(
z
μ
l−1
))
.
Now, we define a pair (zλl , z
μ
l ) ∈ Dα ×Dα by
zλl =
{
yλl if sl < t
λ
i ,
xλi if sl = tλi
and zμl =
{
y
μ
l if sl < t
μ
j ,
x
μ
j if sl = tμj .
By (4.9), (iv) and (v) we apply (i) of Lemma 3.2 with v0 = w0 = xλi−1 = zλp , δ = 0, h¯ = tλi − tλi−1,
r¯ = r¯λi , M = MB +λ/8, η¯ = λ/8 and ε¯ = 2λ to the sequence satisfying (4.13) and (4.14), so that∥∥T (sl − sp)zλp + (sl − sp)Bzλp − yλl ∥∥ (sl − sp)(2λ+ (3/8)λ).
If sl = tλi , then condition (iii) and the inequality above together imply that∥∥xλi − yλl ∥∥ 3λ(tλi − tλi−1);
hence∥∥zλl − yλl ∥∥ 3λ ∑
tλi =sl
(
tλi − tλi−1
)
. (4.17)
By using (4.14) and (4.17) it can be shown that condition (b) with k = l holds. In the case
where tλi−1 < sl−1 and sl < tλi , the assumption of induction argument that ϕ(zλl−1)mλ(sl−1 −
tλi−1;ϕ(xλi−1)) combined with (4.16) implies that condition (c) holds for k = l. The desired claim
in the other cases follows from condition (vi) and (4.16). Similarly to the derivation of (4.17) we
have ‖zμl − yμl ‖ 3μ
∑
t
μ
j =sl (t
μ
j − tμj−1). From this inequality, (4.15) and (4.17) we deduce that
Vβ
(
sl, z
λ
l , z
μ
l
)
 3L(β)λ
∑
tλ=sl
(
tλi − tλi−1
)+ 3L(β)μ ∑
t
μ=sl
(
t
μ
j − tμj−1
)
i j
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Combining the inequality above and (d) with k = l − 1, we observe that condition (d) is valid for
k = l. The desired sequence {(zλk , zμk )}∞k=0 in Dα ×Dα is thus obtained by induction. 
We are now in a position to give the proof of implication (ii) ⇒ (i) of Theorem 2.3.
Proof of Theorem 2.3 (ii) ⇒ (i). If the (SP;x) has a global mild solution u(t;x) for every
x ∈ D, then the desired semigroup {S(t); t  0} on D is obtained by setting S(t)x = u(t;x)
for x ∈ D and t  0. By Propositions 2.5 and 2.6 we have only to prove the existence of a mild
solution on certain interval for every x ∈ D. To do this, let x0 ∈ D. Set αi = ϕi(x0) + 1 for
i = 1,2, . . . , n and α = (αi)ni=1. Notice that x0 ∈ Dα . By condition (B), there exist R > 0 and
MB > 0 satisfying ‖Bx‖MB for x ∈ U [x0,R] ∩ Dα , and then we find a > 0 and b > 0 such
that mi(s;ϕ(x0))  ϕi(x0) + 1/2 for s ∈ [0, a] and i = 1,2, . . . , n and such that b(MB + 1) +
sups∈[0,b] ‖T (s)x0 − x0‖R. Set τ¯ = a ∧ b ∧ τ . Then we have
τ¯ (MB + 1)+ sup
s∈[0,τ¯ ]
∥∥T (s)x0 − x0∥∥R,
mi
(
s;ϕ(x0)
)
 ϕi(x0)+ 1/2 for s ∈ [0, τ¯ ] and i = 1,2, . . . , n.
We use condition (m3) to choose ε0 ∈ (0,1/4) so that ε ∈ (0, ε0] implies that
mε
(
s;ϕ(x0)
)
 α for s ∈ [0, τ¯ ], and τ¯ < τε(ϕ(x0)).
Then, Proposition 3.5 asserts that for each ε ∈ (0, ε0] there exists a sequence {(tεj , xεj )}∞j=0
in [0, τ¯ ) × Dα satisfying (i) through (viii) in Proposition 3.5. For each ε ∈ (0, ε0], we de-
fine a sequence {uε} of step functions by uε(t) = xεi for t ∈ [tεi , tεi+1) and i = 0,1,2, . . . . Let
λ,μ ∈ (0, ε0], and let {sk}∞k=0 be the sequence constructed in Proposition 4.2. Then, applying
Proposition 4.2, we find a sequence {(zλk , zμk )}∞k=0 in Dα × Dα satisfying (a) through (d) of
Proposition 4.2. In the following, let β and ω are constants appearing in condition (d) of Propo-
sition 4.2.
Let t ∈ [0, τ¯ ). We want to estimate ‖uλ(t) − uμ(t)‖. Let i, j , k be positive integers such that
t ∈ [sk−1, sk), tλi−1  sk−1 < sk  tλi and tμj−1  sk−1 < sk  tμj . Then we have uλ(t) = xλi−1 and
uμ(t) = xμj−1. In a way similar to the proof of (4.11) we have∥∥zλk−1 − T (sk−1 − tλi−1)xλi−1∥∥ (sk−1 − tλi−1)(MB + λ/8 + 2λ).
Since this inequality and (v) of Proposition 3.5 imply that ‖zλk−1 − xλi−1‖  λ, we have
|Vβ(sk−1, xλi−1, xμj−1) − Vβ(sk−1, zλk−1, zμk−1)|  L(β)(λ + μ) by condition (V2). Since
m(β)‖xλi−1 − xμj−1‖ Vβ(sk−1, xλi−1, xμj−1) by condition (V3), we deduce from (d) of Proposi-
tion 4.2 that
m(β)
∥∥uλ(t)− uμ(t)∥∥ 5 exp(ωτ¯ )L(β)(λ +μ)τ¯ +L(β)(λ+μ).
This implies the existence of a measurable function u : [0, τ¯ ) → X such that limλ↓0 uλ(t) =
u(t) uniformly for t ∈ [0, τ¯ ). From condition (vii) of Proposition 3.5 we deduce that ϕ(u(t))
m(t;ϕ(x0)) α for t ∈ [0, τ¯ ). By (iii) of Proposition 3.5 we have∥∥T (tλi − tλj−1)xλj−1 + (tλj − tλj−1)T (tλi − tλj )Bxλj−1 − T (tλi − tλj )xλj ∥∥ (ε/2)(tλj − tλj−1)
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i∑
j=1
tλj∫
tλj−1
T
(
tλi − tλj
)
Bxλj−1 ds − xλi
∥∥∥∥∥ (ε/2)tλi
for i  0. Since ‖Buλ(t)‖MB for t ∈ [0, τ¯ ) and limλ↓0 Buλ(t) = Bu(t) for t ∈ [0, τ¯ ), we have
Bu ∈ L∞(0, τ¯ ;X). We therefore apply the dominated convergence theorem to obtain
T (t)x0 +
t∫
0
T (t − s)Bu(s) ds = u(t)
for t ∈ [0, τ¯ ). The continuity of u on [0, τ¯ ) in X follows from the equality above. The proof of
Theorem 2.3 is thus complete. 
5. An application to the complex Ginzburg–Landau equation
Let Ω be a general domain in RN with smooth boundary ∂Ω , where 1  N  4. Let us
consider the existence and uniqueness of global solutions to the mixed problem for the complex
Ginzburg–Landau equation⎧⎨⎩
∂u
∂t
− (λ+ iμ)u+ (κ + iν)|u|q−2u− γ u = 0 in Ω × (0,∞),
u = 0 on ∂Ω × (0,∞),
u(x,0) = u0(x),
(CGL)
where λ > 0, κ > 0, μ,ν, γ ∈ R and q is assumed to satisfy the condition
2 q  2 + 4/N. (5.1)
In the case where Ω is bounded, Okazawa and Yokota [18] recently have studied the same prob-
lem without the restriction 1  N  4, using their abstract result formulated by subdifferential
operators.
Let X = L2(Ω) and denote the norm and the inner product in X by ‖ ·‖ and 〈·,·〉, respectively.
Then, the linear operator A in X defined by
Au = (λ+ iμ)u for u ∈ D(A) := H 10 (Ω)∩H 2(Ω)
is the infinitesimal generator of a contractive (C0) semigroup {T (t); t  0} on X. Since 1 
N  4 and 2 q  2 + 4/N , we see that H 1(Ω) ⊂ L2(q−1)(Ω) and the inclusion is continuous.
Define a nonlinear operator B0 in X by
B0u = −(κ + iν)|u|q−2u+ γ u for u ∈ D(B0) := H 1(Ω).
Then, we are in a position to state the following result.
Theorem 5.1. There exists a semigroup {S(t); t  0} of locally Lipschitz operators on L2(Ω)
satisfying the following conditions:
(i) For each τ, r > 0 there exists M(τ, r) > 0 such that ‖S(t)u0 −S(t)v0‖M(τ, r)‖u0 −v0‖
for t ∈ [0, τ ] and u0, v0 ∈ L2(Ω) with ‖u0‖ r , ‖v0‖ r .
(ii) ‖S(t)u0‖ exp(γ t)‖u0‖ for t  0 and u0 ∈ L2(Ω).
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u0 ∈ H 10 (Ω), and S(t)u0 = T (t)u0 +
∫ t
0 T (t − s)B0S(s)u0 ds for t  0 and u0 ∈ H 10 (Ω).
(iv) For each u0 ∈ H 10 (Ω), the (CGL) has a solution S(t)u0 in the class C([0,∞);H 10 (Ω)) ∩
C1((0,∞);L2(Ω)).
To prove Theorem 5.1, we define D = H 10 (Ω) ∩ H 2(Ω) and apply Theorem 2.3 with A and
the nonlinear operator B in X defined by Bu = B0u for u ∈ D. To prove condition (B), we
employ the three functionals defined by
ϕ0(u) = ‖u‖2 for u ∈ L2(Ω),
ϕ1(u) =
{
exp((b/2κ)‖u‖2)‖∇u‖2 if u ∈ H 10 (Ω),
∞ otherwise,
ϕ2(u) =
{
exp((b/2κ)‖u‖2)‖Au+Bu‖2 if u ∈ H 10 (Ω)∩H 2(Ω),
∞ otherwise,
where b > 0 is yet to be determined. Let ϕ(u) = (ϕ0(u),ϕ1(u),ϕ2(u)) for u ∈ L2(Ω). Since
∣∣|ξ |q−2ξ − |η|q−2η∣∣ (q − 1) 1∫
0
∣∣θξ + (1 − θ)η∣∣q−2|ξ − η|dθ (5.2)
for ξ, η ∈ C, we have
‖Bu−Bv‖LB
(‖u‖L2(q−1) ∨ ‖v‖L2(q−1))q−2‖u− v‖L2(q−1) + |γ |‖u− v‖ (5.3)
for u,v ∈ D. By the Gagliardo–Nirenberg inequality
‖u‖Lr  C‖u‖1−σ‖u‖σH 1 for u ∈ H 1(Ω), (5.4)
where 1 r < ∞ and σ = N(1/2−1/r), we see by (5.1) that the topology of L2(Ω) is stronger
than that of L2(q−1)(Ω) on each bounded set in H 1(Ω). This fact combined with the inequality
(5.3) shows that condition (B) is satisfied. Since each revel set of ϕ is bounded in H 1(Ω), the
closedness of the revel set of ϕ in X follows from the lower semicontinuity of the norm ‖ · ‖,
the graph of A is weakly closed in X × X and the continuity of B in X on each bounded set in
H 1(Ω).
We begin by showing that to each u0 ∈ H 10 (Ω) ∩ H 2(Ω) there corresponds h0 > 0 such that
for each h ∈ (0, h0], the equation
(uh − u0)/h− (λ+ iμ)uh + (κ + iν)|uh|q−2uh − γ uh = 0 (5.5)
has a solution uh ∈ H 10 (Ω)∩H 2(Ω). To prove the above fact we need the following lemma.
Lemma 5.2.
(i) The operator A satisfies the following conditions:
(i-1) ‖(I − hA)−1v‖H 1  (1 +Ch−1/2)‖v‖ for h > 0 and v ∈ L2(Ω).
(i-2) limh↓0 ‖(I − hA)−1v − v‖H 1 = 0 for any v ∈ H 10 (Ω).
(ii) For each r > 0 there exists LB(r) > 0 such that
‖B0u−B0v‖ LB(r)‖u− v‖H 1 (5.6)
for u,v ∈ H 1(Ω) with ‖u‖H 1  r , ‖v‖H 1  r .
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for u ∈ D. Then it is known [22] that ‖(−A1)1/2T1(t)‖Ct−1/2 for t > 0. The operator A2u :=
iμu for u ∈ D is the infinitesimal generator of a unitary group {T2(t); t ∈ R} on X. Since
T (t) = T1(λt)T2(t) for t  0 (by the Trotter–Kato product formula) and ‖(−A1)1/2v‖ = ‖∇v‖
for v ∈ D((−A1)1/2) = H 10 (Ω) we have∥∥T (t)v∥∥
H 1 
(
1 +Ct−1/2)‖v‖ (5.7)
for all t > 0 and v ∈ L2(Ω). Hence assertion (i-1) follows by the Laplace transform. Since
(−A1)1/2(I −hA)−1v = (I −hA)−1(−A1)1/2v for v ∈ H 10 (Ω) and h > 0, the desired assertion
(i-2) is true. Assertion (ii) is a direct consequence of the inequality (5.2). 
To show the above-mentioned claim concerning range condition, let u0 ∈ D and h > 0. Here
it should be noticed that h > 0 will be chosen sufficiently small in the later argument. Let E =
{v ∈ H 1(Ω); ‖v − u0‖H 1  1} and consider the mapping Φ from E into D defined by
Φv = (I − hA)−1(u0 + hB0v) for v ∈ E.
Then we want to show that Φ is a strictly contractive mapping from E into itself. To do this, let
r = ‖u0‖H 1 + 1 and v ∈ E. Since
Φv − u0 =
(
(I − hA)−1u0 − u0
)+ h(I − hA)−1((B0v −B0u0)+B0u0),
we have ‖Φv−u0‖H 1  ‖(I −hA)−1u0 −u0‖H 1 + (h+Ch1/2)(LB(r)+‖B0u0‖) by assertions
(i-1) and (ii) of Lemma 5.2. Assertion (i-2) asserts that the right-hand side vanishes as h ↓ 0;
hence there exists h0 > 0 depending only on u0 such that h ∈ (0, h0] implies that Φ(E) ⊂ E. We
employ assertions (i-1) and (ii) of Lemma 5.2 again to obtain
‖Φu−Φv‖H 1 
(
h+Ch1/2)‖B0u−B0v‖ LB(r)(h+Ch1/2)‖u− v‖H 1
for any u,v ∈ E. This implies that Φ is strictly contractive on E, for every h ∈ (0, h0] such
that LB(r)(h+Ch1/2) < 1. We apply the Banach–Picard fixed point theorem to find an element
uh ∈ D such that uh = (I − hA)−1(u0 + hB0uh), for sufficiently small h > 0 depending only
on u0. Thus, the desired claim is proved.
To check condition (ii-3) in Theorem 2.3, let h ∈ (0, h0] be such that 1 − 2γ h > 0. By (5.5)
we have
2 Re
〈
uh, (uh − u0)/h
〉+ 2λ‖∇uh‖2 + 2κ‖uh‖qLq − 2γ ‖uh‖2 = 0. (5.8)
Since 2 Re〈u,u− v〉 ‖u‖2 − ‖v‖2 for u,v ∈ L2(Ω), we find that(‖uh‖2 − ‖u0‖2)/h+ 2λ‖∇uh‖2 + 2κ‖uh‖qLq − 2γ ‖uh‖2  0, (5.9)
which implies that the sequence {uh} is bounded in L2(Ω) and
‖uh‖2  (1 − 2hγ )−1‖u0‖2. (5.10)
By (5.9) and (5.10) we have lim suph↓0(ϕ0(uh)− ϕ0(u0))/h 2γ ϕ0(u0).
By (5.9) we have h‖uh‖qLq  (2κ)−1(‖u0‖2 + 2γ h‖uh‖2); hence
lim sup
h↓0
h
∣∣〈|uh|q−2uh,φ〉∣∣ lim sup
h↓0
(
h‖uh‖qLq
)(q−1)/q
h1/q‖φ‖Lq = 0
for any φ ∈ C∞0 (Ω). It follows from (5.5) that the sequence {uh} converges weakly to u0 in
L2(Ω) as h ↓ 0. Since lim suph↓0 ‖uh‖2  ‖u0‖2 by (5.10), we have limh↓0 uh = u0 in L2(Ω).
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(q − 1)‖uh‖q−2Lq ‖∇uh‖2Lq . By (5.4) with r = q , the right-hand side is bounded by
Cq‖uh‖q−2Lq ‖∇uh‖2(1−σ)‖uh‖2σH 2 . Since ‖u‖2H 2  C(‖u‖2 + ‖u‖2) for u ∈ H 10 (Ω) ∩ H 2(Ω),
we find that∣∣〈−uh, |uh|q−2uh〉∣∣Cq‖uh‖q−2Lq ‖∇uh‖2(1−σ)(‖uh‖2σ + ‖uh‖2σ ),
where σ = N(1/2 − 1/q). We take the inner product of (5.5) and −uh, and use the inequality
above. This yields that(‖∇uh‖2 − ‖∇u0‖2)/h+ 2λ‖uh‖2
 Cq‖uh‖q−2Lq ‖∇uh‖2(1−σ)
(‖uh‖2σ + ‖uh‖2σ )+ 2γ ‖∇uh‖2.
Since ξη Cλ,σ ξ1/(1−σ) + λη1/σ for ξ, η 0 and (q − 2)/(1 − σ) q by (5.1), we find that(‖∇uh‖2 − ‖∇u0‖2)/h (a + b‖uh‖qLq )‖∇uh‖2 + λ‖uh‖2 (5.11)
for some nonnegative constants a, b. Since limh↓0 uh = u0 in L2(Ω), we have
lim suph↓0 h‖uh‖qLq  lim suph↓0(2κ)−1(‖u0‖2 − (1 − 2hγ )‖uh‖2) = 0 by (5.9). This fact
together with (5.11) implies that lim suph↓0 ‖∇uh‖2  ‖∇u0‖2. Since the sequence {∇uh}
converges weakly to ∇u0 in L2(Ω)N as h ↓ 0, we see that the sequence {∇uh} converges
to ∇u0 in L2(Ω)N as h ↓ 0. It follows that limh↓0 uh = u0 in H 1(Ω). Since the functional
u → exp((b/2κ)‖u‖2) is convex, we have
h−1
(
exp
(
(b/2κ)‖uh‖2
)− exp((b/2κ)‖u0‖2))
 (b/2κ) exp
(
(b/2κ)‖uh‖2
)
2 Re
〈
uh, (uh − u0)/h
〉
. (5.12)
By (5.8), (5.11) and the above inequality we find that
lim sup
h↓0
(
ϕ1(uh)− ϕ1(u0)
)
/h
(
a + (b/κ)γ ϕ0(u0)
)
ϕ1(u0)
+ λ exp((b/2κ)φ0(u0))φ0(u0). (5.13)
Here we have used the fact that limh↓0 uh = u0 in Lq(Ω) (by the Sobolev imbedding theorem
H 1(Ω) ⊂ Lq(Ω)).
Let vh = Auh +Buh and v0 = Au0 +Bu0. Then we have vh = (uh − u0)/h and
(vh − v0)/h− (λ+ iμ)vh + (κ + iν)
(|uh|q−2uh − |u0|q−2u0)/h− γ vh = 0. (5.14)
Taking the inner product of (5.14) and vh, and using (5.2) we find that(‖vh‖2 − ‖v0‖2)/h+ 2λ‖∇vh‖2  Cq(‖uh‖Lq ∨ ‖u0‖Lq )q−2‖vh‖2Lq + 2γ ‖vh‖2.
By (5.4) with r = q we have, similarly to the derivation of (5.11),(‖vh‖2 − ‖v0‖2)/h (a + b(‖uh‖Lq ∨ ‖u0‖Lq )q)‖vh‖2, (5.15)
or ‖vh‖2  (1 − (a + b(‖uh‖Lq ∨ ‖u0‖Lq )q)h)−1‖v0‖2. By this inequality, (5.8) and (5.12) we
have (
ϕ2(uh)− ϕ2(u0)
)
/h
(
exp
(
(b/2κ)‖uh‖2
)
(b/2κ)
(−2κ‖uh‖qLq + 2γ ‖uh‖2)
+ exp((b/2κ)‖u0‖2)(a + b(‖uh‖Lq ∨ ‖u0‖Lq )q))+‖vh‖2,
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by exp((b/2κ)‖u0‖2)(a + (b/κ)γ ‖u0‖2)‖v0‖2 as h ↓ 0. Since uh = (I − hA)−1(u0 + hBuh),
we have(
T (h)u0 + hBu0 − uh
)
/h = ((T (h)u0 − u0)/h− ((I − hA)−1u0 − u0)/h)
+ (Bu0 − (I − hA)−1Buh),
and the right-hand side vanishes as h ↓ 0 because u0 ∈ D(A) and limh↓0 Buh = Bu0 by con-
dition (B). We therefore conclude that condition (ii-3) is satisfied with the comparison function
g(r) = (g0(r), g1(r), g2(r)) defined by
g0(r) = 2γ r0,
g1(r) = λ exp
(
(b/2κ)r0
)
r0 +
(
a + (b/κ)γ r0
)
r1,
g2(r) =
(
a + (b/κ)γ r0
)
r2
for r = (r0, r1, r2) ∈ R3+.
To check condition (ii-1) in Theorem 2.3, let τ > 0. For each t ∈ [0, τ ] and α = (α0, α1, α2) ∈
R
3+, we define a functional Vα on [0, τ ] ×L2(Ω)×L2(Ω) by
Vα(t, u, v) = exp
(
(b/2κ)
((‖u‖ ∧ √α0 )2 + (‖v‖ ∧ √α0 )2))(‖u− v‖ ∧ (2√α0 ))
for u,v ∈ L2(Ω). Notice that u ∈ H 10 (Ω)∩H 2(Ω) and ‖u‖
√
α0 for u ∈ Dα . We then see that
condition (V3) is satisfied with m(α) = 1 and M(α) = exp((b/κ)α0). Since |ξ ∧ η − (ξ¯ ∧ η¯)|
|ξ − ξ¯ | + |η − η¯| for ξ, ξ¯ , η, η¯ ∈ R+ and∣∣(d/dθ) exp((b/2κ)(θ |ξ |2 + (1 − θ)|η|2))∣∣
 exp
(
(b/2κ)
(|ξ |2 ∨ |η|2))(b/2κ)(|ξ | + |η|)|ξ − η|
for ξ, η ∈ R+ and θ ∈ (0,1), we see that condition (V2) is satisfied with L(α) =
exp((b/κ)α0)((b/κ)
√
2α0 + 1).
To check condition (ii-2) of Theorem 2.3, let u0, v0 ∈ Dα and set
β = (e2γ τ α0 + 1, α1, α2). (5.16)
Then, we see that ‖u0‖  √β0, where β0 is the first component of β , and the solution uh to
Eq. (5.5) satisfies ‖uh‖√β0, since limh↓0 uh = u0 in L2(Ω). Let wh be the difference between
uh and the corresponding one vh with v0 in place of u0, and let w0 = u0 − v0. In a way similar
to the derivation of (5.15), we have(‖wh‖2 − ‖w0‖2)/h (a + b(‖uh‖qLq + ‖vh‖qLq ))‖wh‖2.
This inequality together with (5.8) implies that
lim sup
h↓0
(
Vβ(t + h,uh, vh)2 − Vβ(t, u0, v0)2
)
/h

(
a + 2(b/κ)γ (‖u0‖2 + ‖v0‖2))Vβ(t, u0, v0)2 (5.17)
for t ∈ [0, τ ). This means that condition (ii-2) is satisfied, since Vβ satisfies condition (V2) and
limh↓0 ‖T (h)u0 + hBu0 − uh‖/h = 0.
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with respect to the functional ϕ such that S(t)u0 = T (t)u0 +
∫ t
0 T (t − s)BS(s)u0 ds for u0 ∈ D
and t  0. By (5.17), we see that for each α = (α0, α1, α2) ∈ R3+ there exists ω(α0) 0 such that
Vβ
(
t, S(t)u0, S(t)v0
)
 eω(α0)tVβ(0, u0, v0)
for t ∈ [0, τ ] and u0, v0 ∈ Dα , where β is the vector defined by (5.16). By the growth condition
we have ϕ0(S(t)u0)  e2γ tϕ0(u0) for t  0 and u0 ∈ D. By the definition of Vβ and ϕ0, the
above facts imply that ‖S(t)u0 − S(t)v0‖ exp(ω(α0)τ + (b/κ)α0)‖u0 − v0‖ for t ∈ [0, τ ] and
u0, v0 ∈ H 10 (Ω) ∩ H 2(Ω) with ‖u0‖2  α0 and ‖v0‖2  α0 and that ‖S(t)u0‖  exp(γ t)‖u0‖
for t  0 and u0 ∈ H 10 (Ω)∩H 2(Ω). The unique extension of S(t) to L2(Ω) is the desired one.
To prove (iii), let r0, τ0 > 0 and u0, uˆ0 ∈ D be such that ‖u0‖H 1  r0 and ‖uˆ0‖H 1  r0. By
the growth condition, there exists r > 0 such that ‖S(t)v‖H 1  r for t ∈ [0, τ0] and v ∈ D with
‖v‖H 1  r0. Since S(t)v is a mild solution for each v ∈ D, we find by (5.6) and (5.7)∥∥S(t)u0 − S(t)uˆ0∥∥H 1
 ‖u0 − uˆ0‖H 1 +
t∫
0
(
1 +C(t − s)−1/2)LB(r)∥∥S(s)u0 − S(s)uˆ0∥∥H 1 ds
for t ∈ [0, τ0]. An application of [8, Lemma 7.1.1] yields that ‖S(t)u0 − S(t)uˆ0‖H 1 
L(τ0, r0)‖u0 − uˆ0‖H 1 for t ∈ [0, τ0]. Since D is dense in H 10 (Ω), assertion (iii) follows from the
inequality above.
Once it is shown that for each u0 ∈ H 10 (Ω), the function B0S(·)u0 is locally Hölder continu-
ous on (0,∞) in L2(Ω), assertion (iv) is a direct consequence of [21, Corollary 4.3.3]. Now, let
0 < ε < τ0 and u0 ∈ H 10 (Ω), and write
(−A1)1/2
(
S(t)u0 − S(tˆ)u0
)
= (T (t − tˆ )− I)T (tˆ)(−A1)1/2u0 + t∫
tˆ
(−A1)1/2T (t − s)B0S(s)u0 ds
+
tˆ∫
0
(
T (t − tˆ )− I)(−A1)1/2T (tˆ − s)B0S(s)u0 ds (5.18)
for t, tˆ ∈ [ε, τ0] with tˆ < t . Let η ∈ (0,1). Since ‖(−A1)1−ηT1(s)‖  Csη−1 for s > 0 and
T (s)v − v = −(λ + iμ) ∫ s0 (−A1)1−ηT1(λσ )T2(σ )(−A1)ηv dσ for s  0 and v ∈ D((−A1)η),
we have∥∥T (s)v − v∥∥ Csη∥∥(−A1)ηv∥∥ (5.19)
for s  0 and v ∈ D((−A1)η). Here we have used the fact that {T2(t); t  0} is a unitary group
on L2(Ω). Let δ ∈ (0,1/2). By using (5.19) we estimate (5.18) to find∥∥(−A1)1/2(S(t)u0 − S(tˆ)u0)∥∥
 C(t − tˆ )1/2ε−1/2‖u0‖H 1 +C
t∫
(t − s)−1/2 ds∥∥B0S(·)u0∥∥C([0,τ0])tˆ
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tˆ∫
0
(tˆ − s)δ−1 ds∥∥B0S(·)u0∥∥C([0,τ0])
 C(t − tˆ )1/2−δ (5.20)
for t, tˆ ∈ [ε, τ0] with tˆ < t . In a way similar to the derivation of (5.20) we have ‖S(t)u0 −
S(tˆ)u0‖  C(t − tˆ )1/2 for ε  tˆ < t  τ0. This inequality combined with (5.20) implies that
S(·)u0 ∈ C1/2−δ([ε, τ0];H 10 (Ω)). By (5.6) we see that BS(·)u0 ∈ C1/2−δ([ε, τ0];L2(Ω)). We
conclude that S(·)u0 ∈ C1((0,∞);L2(Ω)) and S(t)u0 satisfies the (CGL).
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