Let k be a commutative ring and let A be a flat k-algebra. The Hochschild complex HH(A) of A with coefficients in itself is defined as the normalization of a simplicial k-module A with
Cyclic homology of enriched ∞-categories
Let E be a presentably symmetric monoidal ∞-category, for instance the ∞-category Mod k for k an E ∞ -ring. We denote by Cat(E) the ∞-category of E-enriched ∞-categories with a set of objects. We will associate to every C ∈ Cat(E) a cyclic object C in E.
Given a finite directed graph I, with vertices I 0 and edges I 1 , define
C(f e 0 , f e 1 ) ∈ E.
We think of Dia(I, C) as an "object of I-diagrams in C". Its functoriality in I is described by the following category Υ:
• An object of Υ is a finite directed graph.
• A morphism I → J in Υ is a morphism of directed graphs from I to the free category on J, such that every edge in J is passed through exactly once.
Given a morphism I → J in Υ, we can use composition in C to define a "restriction" map Dia(J, C) → Dia(I, C), and we can upgrade this construction to a functor Dia : Υ op × Cat(E) → E.
A cyclic graph is a directed graph which is homeomorphic to an oriented circle. The cyclic category Λ [Con83] is equivalent to the full subcategory of Υ on the cyclic graphs (see Figure 1 ). The cyclic object C is by definition the restriction of Dia(−, C) : Υ op → E to cyclic graphs. Remark 1.1. We can define an extension of Dia to graphs in which edges are labeled by bimodules. Given C ∈ Cat(E) and a C-bimodule M, the cyclic graphs with one edge labeled by M and all other edges labeled by C form a subcategory equivalent to ∆. The restriction of Dia to this subcategory is the usual simplicial object in E whose colimit is the Hochschild homology of C with coefficients in M.
Let Λ →Λ denote the ∞-groupoid completion of Λ, and let T be the automorphism ∞-group of [0] inΛ. Since Λ is connected, there is a canonical equivalence BT Λ .
Let PSh(Λ, E) be the ∞-category of E-valued presheaves on Λ, and let PSh (Λ, E) ⊂ PSh(Λ, E) be the full subcategory of presheaves sending all morphisms of Λ to equivalences. We have an obvious equivalence
Since E is presentable and Λ is small, PSh (Λ, E) is a reflective subcategory of PSh(Λ, E). We denote by
the left adjoint to the inclusion. The morphisms
each induce three functors between the categories of presheaves. We will write
for the forgetful functor, the T-orbit functor, and the T-fixed points functor, respectively. Lemma 1.2. Let F ∈ PSh(Λ, E) be a cyclic object. There is a natural equivalence
Proof. Let j : ∆ → Λ be the inclusion. Let F ∈ PSh (∆, E) and let j * F ∈ PSh(Λ, E) be the right Kan extension of F . Since every morphism in Λ is a composition of isomorphisms and morphisms in ∆, j * F sends all morphisms in Λ to equivalences. Thus, we have a commuting square
is an equivalence PSh (∆, E) E. The left adjoint square, followed by evaluation at [0], says that u T |F | colim j * F , as desired.
It follows from Lemma 1.2 that u T |C | HH(C), the Hochschild homology of C with coefficients in itself. As another corollary, we recover the following computation of Connes [Con83, Théorème 10]:
In other words, the canonical map Λ 0 →Λ 0 induces an equivalence |Λ 0 | Λ 0 , and hence u T |Λ 0 | T. On the other hand, the underlying simplicial set of Λ 0 is ∆ 1 /∂∆ 1 , so u T |Λ 0 | K(Z, 1) by Lemma 1.2. Thus, T is a K(Z, 1), and hence BT Λ is a K(Z, 2).
In particular, T is equivalent to the circle as an ∞-group, which justifies the notation. Definition 1.4. Let E be a presentably symmetric monoidal ∞-category and let C ∈ Cat(E).
(1) The cyclic homology of C is
(2) The negative cyclic homology of C is
Note that HC(C) is simply the colimit of C : Λ op → E.
Remark 1.5. There are several interesting refinements and generalizations of the above definitions. Note that the invariants HH, HC, and HN depend only on |C |. The topological cyclic homology of C is a refinement of negative cyclic homology, defined when E is the ∞-category of modules over an E ∞ -ring, which uses some additional structure on C . In another direction, additional structure on C can lead to |C | being acted on by more complicated ∞-groups. For example, if C has a duality †, then C extends to the dihedral category whose classifying space is BO(2). The coinvariants |C | hO(2) are called the dihedral homology of (C, †).
The previous definitions apply in particular when C has a unique object, in which case we may identify it with an A ∞ -algebra in E. If A is an E ∞ -algebra in E, there is a more direct description of |A |. In this case, A is the underlying cyclic object of the cyclic E ∞ -algebra Λ 0 ⊗ A ∈ PSh(Λ, CAlg(E)), where Λ 0 is the cyclic set represented by [0] ∈ Λ and ⊗ is the canonical action of the ∞-category S of spaces on the presentable ∞-category CAlg(E). For any cyclic space K ∈ PSh(Λ), we clearly have |K ⊗ A| |K| ⊗ A. It follows that |A | ∈ PSh(BT, E) is the underlying object of the E ∞ -algebra
In particular, HH(A) and HN(A) inherit E ∞ -algebra structures from A. Their geometric interpretation is the following: if X = Spec A, then Spec HH(A) is the free loop space of X and Spec HN(A) is the space of circles in X. The cyclic homology HC(A) is a quasi-coherent sheaf on the free loop space of X.
Comparison with the classical definitions
Let k be a discrete commutative ring and let A be an A ∞ -algebra over k. The cyclic and negative cyclic homology of A over k are classically defined via explicit bicomplexes. Let us start by recalling these definitions, following [Lod92, §5.1].
Let M • be a cyclic object in an additive category A. The usual presentation of Λ provides the face and degeneracy operators d i : M n → M n−1 and s i : M n → M n+1 (0 ≤ i ≤ n), as well as the cyclic operator c : M n → M n of order n + 1. We define the additional operators
We easily verify that b 2 = 0, B 2 = 0, and bB +Bb = 0. In particular, (M, b) is a chain complex in A. We now take A to be the category Ch k of chain complexes of k-modules. Then (M, b) is a (commuting) bicomplex and we denote by (C * (M ), b) the total chain complex with
We then form the (anticommuting) bicomplex
where the C 0 (M )'s are on the main diagonal. Removing all negatively graded columns, we obtain the cyclic bicomplex BC(M ); removing all the positively graded columns, we obtain the negative cyclic bicomplex BN(M ). Finally, we form the total complexes
where
These functors clearly preserve quasi-isomorphisms and hence induce functors
Theorem 2.1. Let k be a discrete commutative ring and M a cyclic k-module. Then there are natural equivalences |M | hT CC(M ) and |M | hT
CN(M ).
In particular, if C is a k-linear ∞-category, then
HC(C) CC(C ) and HN(C) CN(C ).
We first rephrase the classical definitions in terms of mixed complexes, following Kassel [Kas87] . We let k[ ] be the differential graded k-algebra
which is nonzero in degrees 1 and 0. The ∞-category Mod k[ ] is the localization of the category of differential graded k[ ]-modules, also called mixed complexes, at the quasi-isomorphisms. We denote by
the functor induced by sending a cyclic chain complex M to the mixed complex (C * (M ), b, B).
Proof. We work at the level of complexes. Let Qk be the nonnegatively graded mixed complex
There is an obvious morphism Qk → k which is a cofibrant resolution of k for the projective model structure on mixed complexes. By inspection, we have isomorphisms of chain complexes
This proves the claim.
There is an obvious equivalence of ∞-categories
that makes the following squares commute:
hT Let γ ∈ H 1 (T, Z) be a generator. Sending to γ defines an equivalence of augmented A ∞ -k-algebras
, whence an equivalence of ∞-categories
The main result of this note is then that K(M ) is a model for |M |. More precisely:
Theorem 2.4. There exists a generator γ ∈ H 1 (T, Z) such that the following triangle commutes:
|−| To prove Theorem 2.4, we consider the "universal case", namely the cocyclic cyclic k-module
since both |−| and K commute with tensoring with constant k-modules and with colimits (for K, note that colimits in Mod k[ ] are detected by the forgetful functor to Mod k ). Thus, it will suffice to produce an equivalence of cocyclic k[ ]-modules
To prove (2.6), it will therefore suffice to produce an equivalence of cocyclic k[u]-comodules
Note that both cocyclic objects send all morphisms in Λ to equivalences and hence can be viewed as functors
Let us first compute the left-hand side of (2.7). The generator γ induces an equivalence of coaugmented
, whence an equivalence of ∞-categorieš
We clearly have
is the functor π * X = X × BT, then a BT-comodule structure on π * X is simply a map π * X → π * BT, i.e., a map X × BT → BT in S. Here, |Λ
• | hT is π * ( * ) ∈ S /BT and its BT-comodule structure σ : π * ( * ) → π * (BT) is given by the identity BT → BT. Applyingγ * k[−], we deduce that the left-hand side of (2.7) is the constant cocyclic k-module k with k[u]-comodule structure given by the composition
Note that equivalence classes of k[u]-comodule structures on k are in bijection with
Under this classification, (2.8) comes from an integral cohomology class, namely the image of the identity BT → BT under the isomorphism
In particular, it comes from a generator of the infinite cyclic group H 2 (BT, Z), determined by γ. We must therefore show that the right-hand side of (2.7) is also equivalent to the constant cocyclic k-module k with k[u]-comodule structure classified by a generator of H 2 (BT, Z).
is the following mixed complex of cocyclic k-modules:
Consider the mixed complex Qk from the proof of Lemma 2.2, which can be used to compute k ⊗ k[ ] − at the level of complexes. It comes with an obvious self-map Qk → Qk[2] which induces the k[u]-comodule structure on k ⊗ k[ ] M for every mixed complex M . Let us write down explicitly the resulting chain complex
It is the total complex of the first-quadrant bicomplex (2.9)
with k[u]-comodule structure induced by the obvious degree (−1, −1) endomorphism δ.
Lemma 2.10. The bicomplex (2.9) is a resolution of the constant cocyclic k-module k. Moreover, the endomorphism δ represents a generator of the invertible k-module
Proof. Let K * * be the bicomplex (2.9), with the obvious augmentation K * * → k. For M a cyclic object in an additive category, we define the operator b : M n → M n−1 by
Let L * * be the (2, 0)-periodic first-quadrant bicomplex
with the obvious augmentation L * * → k, and let M * * be the bicomplex obtained from L * * by annihilating the even-numbered columns. Let φ : Tot K * * → Tot L * * be the map induced by (id,
, and let ψ : Tot L * * → Tot M * * be the map induced by −s −1 N + id :
]. A straightforward computation shows that φ and ψ are chain maps and that we have a commutative diagram with exact rows (2.11)
From the identity s −1 b + b s −1 = id, we deduce that each column of M * * has zero homology, and hence that that Tot M * * 0. Next we show that each row of L * * has zero positive homology, so that the homology of Tot L * * can be computed as the homology of the zeroth column of horizontal homology of L * * . This can be proved pointwise, so consider a part of the nth row evaluated at [m]:
By the structure theorem for Λ, we have Λ(n, m) = C n+1 × ∆(n, m), where C n+1 is the set of automorphisms of [n] in Λ. Thus, (2.12) is obtained from the complex
by tensoring with the free k-module k[∆(n, m)], and we need only prove that (2.13) is exact. Let
Suppose first that x(id − t) = 0; then x i = (−1) ni x 0 and hence x = x 0 N . Suppose next that xN = 0, i.e., that n i=0 (−1) ni x n−i = 0; putting y 0 = x 0 and y i = x i + (−1) n y i−1 for i > 0, we find x = y(id − t). This proves the exactness of (2.13), and also that the image of id − t : . This proves that Tot L * * → k is a resolution of k. From (2.11) we deduce that Tot K * * → k is a quasi-isomorphism.
To prove the second statement, we contemplate the complex Hom(Tot K * * , k): it is the total complex of the bicomplex k is a cocycle generating the second cohomology module.
It follows from Lemma 2.10 that the right-hand side of (2.7) is the constant cocyclic k-module k with k[u]-comodule structure classified by δ : k → k[2]. Comparing with (2.8) and noting that δ is natural in k, we deduce that Theorem 2.4 holds by choosing γ ∈ H 1 (T, Z) to be the generator corresponding to δ ∈ H 2 (BT, Z).
