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Resume
Nous presentons dans cet article des algorithmes de reconnaissances
pour dierentes classes de graphes (co-triangule, intervalles, convexes . . . )
tous bases sur Lex-BFS. Ces algorithmes sont optimaux, lineaires en la
taille du graphe, et simples : ils evitent l'utilisation des PQ-arbres et de
la decomposition modulaire.
1 Introduction
L'algorithme Lex-BFS a ete le premier algorithme lineaire de reconnaissance
des graphes triangules [RTL76]. Ces dernieres annees, il a ete utilise dans
plusieurs applications. Il permet par exemple de calculer une paire dominante
d'un graphe sans triplet asterode [COS95]. Il est aussi a la base de la simpli-
cation [KM89] du premier algorithme lineaire de reconnaissance des graphes
d'intervalles [BL76]. Ces deux algorithmes utilisent les PQ-arbres, une structure
de donnees assez compliquee. Dans [HM91], un troisieme algorithme algorithme
pour ce probleme est presente. Il evite l'utilisation des PQ-arbres gra^ce a la
decomposition modulaire. Nous montrerons comment Lex-BFS permet aussi
d'eviter la decomposition modulaire.
Un graphe est communement decrit par des listes d'adjacence. On peut aussi
le denir par sa matrice sommet-clique maximale, ou une entree prend la valeur
1 si le sommet correspondant appartient a la clique maximale correspondante.
On explique comment Lex-BFS peut e^tre modie pour s'executer a partir de
la matrice sommet-clique maximale d'un graphe. En utilisant, l'algorithme de
reconnaissance des graphes des graphes d'intervalle, on peut avec cette nouvelle
version de Lex-BFS reconna^tre un graphe convexe et tester si une matrice
possede la propriete des 1 consecutifs (sans utiliser les PQ-arbres [BL76, Hil93]).
Nous montrerons auparavant comment adapter Lex-BFS pour reconna^tre
les graphes co-triangules. Commencons par quelques rappels.
2 Preliminaires
Un graphe est triangule si tout cycle de longueur strictement superieure a 3 pos-
sede une corde [Gol80]. Les graphes triangules sont caracterise par l'existence
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d'un schema d'elimination simplicial [FG65]. On dit qu'un sommet est sim-
plicial si son voisinage induit un sous-graphe complet, une clique. Les graphes
triangules peuvent donc e^tre construit (ou reduit) en ajoutant (ou supprimant)
un a un des sommets simpliciaux. Lex-BFS [RTL76] est le premier algortihme
lineaire de reconnaissance des graphes triangules. Il procede en deux etapes :
construction d'un ordre d'elimination simplicial si et seulement si le graphe est
triangule puis verication. Nous nous interesserons au premier algorithme cite,
en voici un schema :
Algorithme 1 : Lex-BFS [RTL76]
Donnees : Un graphe G = (V; E)
Resultat : Un ordre d'elimination simplicial  si et seulement si G est triangule
debut
pour chaque sommet x 2 V faire
etiquette(x) = ;
pour i = n jusqu'a 1 faire
Choisir un sommet non numerote x 2 V d'etiquette maximum
(i) x
pour chaque voisin non numerote y de x faire
Ajouter i a etiquette(y)
n
En 1974, Gavril [Gav74] a propose une autre caracterisation tres utile du
point de vue algorithmique. Un graphe est triangule si et seulement si c'est
le graphe d'intersection des sous-arbres d'un arbre. Cela signie en fait que
les cliques maximales peuvent e^tre arrangees sous forme d'un arbre tel que les
cliques contenant un sommet donne induisent un sous-arbre. Un tel arbre est
appele un arbre de cliques. Dans [GHP95], un algorithme lineaire, O(m + n),
simple base sur Lex-BFS pour construire un arbre de cliques a ete presente. Le
calcul d'un arbre de cliques simplie grandement la procedure de verication.
Nous presentons ici cet algorithme, mais nous ne donnerons que les grandes
lignes de sa preuve.
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Figure 1: (i) Un graphe triangule numerote suivant un ordre Lex-BFS (ii) Le
diagramme correspondant des etiquettes des sommets
Pour avoir une idee du fonctionnement de l'algorithme, considerons le dia-
gramme compose des etiquettes des sommets lorsqu'ils sont numerotes. Lorsque
le graphe est triangule chaque sequence strictement croissante pour l'ordre
2
d'inclusion correspond a une clique maximale (cf. gure 1). On obtient donc
facilement l'ensemble des cliques maximales, il reste a les connecter entre elles.
Pour cela, on retient pour chaque sommet, la clique qui l'a decouvert ainsi que
le dernier sommet qui l'a marque. Lorsqu'une nouvelle clique est visite, on la
relie a la clique qui a decouvert le dernier sommet ayant marque l'ensemble de
la sequence croissante. On assure ainsi que si une clique C contient un sommet
x, alors toutes les cliques sur le chemin de l'arbre entre C et la clique C(x) qui
a decouvert x, contiennent egalement x.
Algorithme 2 : Lex-BFS et arbre de cliques [GHP95]
Donnees : Un graphe G = (V; E).
Resultat : Si G est triangule : un ordre d'elimination simplicial et un arbre de
cliques T = (I;F).
debut
pour chaque sommet x 2 V faire
etiquette(x) = ;
etiquette precedente = ;
j = 0
pour i = n jusqu'a 1 faire
Choisir un sommet non numerote x 2 V d'etiquette maximum
si etiquette precedente 6 etiquette(x) alors
j = j + 1
Creer la clique maximale C
j
= etiquette(x) [ fxg
C(dernier(x)) est le pere de C
j
dans T
L'arc de l'arbre C
j
C(dernier(x)) est etiquete par le separateur minimal
S
j
= C
j
\ C(dernier(x)) = etiquette(x)
sinon C
j
= C
j
[ fxg
pour chaque voisin non numerote y de x faire
Ajouter i a etiquette(y)
dernier(y) = x
etiquette precedente = etiquette(x)
(i) x
C(x) = j
n
La procedure de verication n'est pas decrite dans l'algorithme 2. Presentons
la brievement. Il y a deux types de tests a faire. Premierement, il faut verier
que dans une sequence croissante tous les sommets se sont marques les uns les
autres. Ensuite, il faut tester les liens entre les cliques voisines : on s'assure que
tous les sommets qui ont marques une sequence croissante sont contenu dans la
clique \pere".
3 Reconnaissance des graphes co-triangules
Un grapheG = (V;E) est dit co-triangule si son complementaireG est un graphe
triangule. A chaque etape, Lex-BFS choisit un sommet maximum dans l'ordre
lexicographique. On denit l'etiquette complementaire d'un sommet x comme
l'ensemble ordonne lexicographiquement des sommets numerotes non voisins de
x. Si x est le sommet d'etiquette minimum, alors son etiquette complementaire
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est maximum. Ainsi si a chaque etape on choisit un sommet d'etiquette min-
imum, cela revient a choisir un sommet d'etiquette maximum dans le graphe
complementaire. On obtient l'algorithme suivant :
Algorithme 3 : co-Lex-BFS
Donnees : Un graphe G = (V; E)
Resultat : Un ordre d'elimination simplicial  de G si et seulement si G est tri-
angule
debut
pour chaque sommet x 2 V faire
etiquette(x) = ;
pour i = n jusqu'a 1 faire
Choisir un sommet non numerote x 2 V d'etiquette minimum
(i) x
pour chaque voisin non numerote y de x faire
Ajouter i a etiquette(y)
n
Nous sommes donc capables gra^ce a l'algorithme 3 de produire un ordre
d'elimination simplicial de G en O(n+m) lorsque G est un graphe co-triangule.
Cependant, il faut tester si on a produit un tel ordre. Cela pourrait e^tre accompli
avec l'algorithme 2 en construisant un arbre de cliques de G. Mais la complexite
serait alors O(n +m
0
) ou m
0
est le nombre de non-are^tes de G. En fait, nous
pouvons nous passer de l'arbre de cliques en calculant une structure arborescente
isomorphe dont la taille est O(n+m).
Dans le diagramme des etiquettes d'un ordre Lex-BFS d'un graphe trian-
gule, chaque sequence croissante correspond a une clique maximale. En eet les
sommets d'une clique se marquent successivement. Or une clique maximale d'un
graphe triangule est un stable maximal de son complementaire. Dans ce cas,
les sommets ne se marquent pas puisqu'ils sont independants. L'algorithme 3
numerote systematiquement le sommet d'etiquette minimum. Lorsqu'un som-
met x a ete numerote, les prochains sommets numerotes seront les non-voisins
de x, ceux qui appartiennent a unstable contenant x. Ainsi le diagramme de eti-
quettes obtenu par l'algorithme 3 sur un graphe co-triangule, peut e^tre decoupe
en sequences constantes, chacune correspondant a un stable maximum.
Pour construire la structure arborescente, on procede de mainere comple-
mentement similaire a la construction de l'arbre de clique (cf algorithme 2). La
sequence constante courante S doit e^tre connectee a la premiere sequence con-
stante contenant le dernier non-voisin numerote commun a aux sommets de S.
Cette operation peut e^tre faite en parcourant la liste des etiquettes d'un sommet
de S (cf ligne 1). Ainsi l'ensemble des connections cou^te O(m). L'arbre con-
struit est en fait un arbre de cliques de G dans lequel les sommets n'apparaissent
que dans la premiere clique les contenant.
Il faut ensuite verier si l'ordre obtenu est un ordre d'elimination simplicial
de G. Pour cela il sut de tester si l'etiquette d'une sequence constante (celle
de chacun de ses sommets) est contenu dans chacune des etiquettes de ses ls (cf
ligne 2). Si ce test est fait simultanement sur l'ensemble des ls d'une sequence
constante, alors on ne parcourt qu'une fois l'ensemble des etiquettes. Ce qui
donne une complexite en O(n +m).
4
Algorithme 4 : Reconnaissance des graphes co-triangule
Donnees : Un graphe G = (V; E).
Resultat : Retourne oui si et seulement si G est un graphe co-triangule
debut
co ordre d'elimination simplicial et arbre fco
pour chaque sommet x 2 V faire
etiquette(x) ;
etiquette precedente = ;
j  0
pour i = n jusqu'a 1 faire
Choisir un sommet non-numerote x d'etiquette minimum
si etiquette precedente 6= etiquette(x) alors
j  j + 1
Creer le noeud Node
j
 fxg
1 Connecter Node
j
au noeud Node
k
contenant le dernier non-voisin
numerote de x
sinon Node
j
 Node
j
[ fxg
pour chaque voisin y de x faire
etiquette(y) etiquette(y) [ fxg
etiquette precedente  etiquette(x)
(i) x
Node(x) j
co Test si  est un ordre d'elimination simplicial de G fco
pour chaque Node de T faire
pour chaque ls Node
j
de Node faire
2 Tester si etiquette(Node)  etiquette(Node
j
)
retourner oui si et seulement si tous les tests sont positifs
n
Theoreme 1 On peut tester en O(n+min(m+m
0
)) si un graphe G est triangule
ou/et co-triangule ou m
0
est le nombre d'are^tes de G.
La reconnaissance d'un graphe triangule en O(n +m) est un resultat bien
connu. En utilisant l'algorithme 4, on sait maintenant reconna^tre en O(n+m)
si un graphe est co-triangule. Pour se faire, l'algorithme construit un ordre
d'elimination du graphe complementaire et teste s'il est simplicial. Si le graphe
est susamment dense (ie. il a de nombreuses are^tes), il peut e^tre interessant
de travailler sur son complementaire pour obtenir une complexite en fonction
de m
0
et non de m.
4 Reconnaissance des graphes d'intervalle
Un graphe d'intervalle est le graphe d'intersection d'une famille de segments
sur la droite reelle. C'est un graphe triangule admettant un arbre de cliques
qui est une cha^ne. Autrement dit, il existe un ordonnancement des cliques
maximales tel que les cliques contenant un sommet soient consecutives. On
appelle un tel arrangement, une cha^ne de cliques. Un graphe d'intervalle peut
posseder plusieurs cha^nes de cliques. Trouver une cha^ne de cliques permet de
reconna^tre un graphe d'intervalle.
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Le premier algorithme lineaire de reconnaissance des graphes d'intervalles,
du^ a Booth et Leuker [BL76] est incremental mais utilise une structure de don-
nees tres compliquee, les PQ-arbres. Le ro^le des PQ-arbres est de memoriser
a chaque etape toutes les cha^nes de cliques possibles pour prendre en compte
le prochain sommet. Korte et Mohring [KM89] ont modie une premiere fois
l'aglorithme en simpliant la structure de donnees.
Un graphe d'intervalle est aussi un graphe de co-comparabilite. Et trouver
un cha^ne de cliques revient a calculer une orientation transitive du graphe
complementaire. Le probleme de l'orientation transitive d'un graphe est relie
au probleme de la decomposition modulaire. Dans un graphe, un module est
un ensemble de sommets tel que tout sommet exterieur est soit voisin de tous
les sommets le module soit d'aucun. Calculer la decomposition modulaire d'un
graphe revient a substituer un sommet a chaque module jusqu'a obtenir un
graphe premier (ie. sans module). Il est connu qu'un graphe de comparabilite
premier ne possede qu'un orientation transitive (voir [MS94] par exemple). Ainsi
un graphe d'intervalle premier ne possede qu'une cha^ne de cliques. Hsu et Ma
ont propose [HM91] un algorithme de reconnaissance qui n'utilise pas les PQ-
arbres : il calcule d'abord la decomposition modulaire du graphe. L'algorithme
que nous presentons ici se passe de ce pre-traitement. Nous ne decrirons que les
idees directrices de la preuve, la gure 2 illustre son execution.
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Figure 2: (i) Un graphe d'intervalle dont les sommets sont numerotes suivant
un ordre Lex-BFS . (ii) Un arbre de cliques associe a l'ordre lex-BFS. (iii) Un
partitionnement de l'ensemble des cliques. Noter que f4; 5g est un module. (iv)
Une representation en intervalle associee a la cha^ne de cliques calculee.
Tout d'abord, Korte et Mohring ont montre [KM89] qu'il existe toujours
une cha^ne de cliques ayant comme extremite la derniere clique visitee par une
execution de Lex-BFS. Lex-BFS a aussi une propriete d'heredite par rapport
aux modules. Le sous-ordre induit par les sommets d'un module est aussi un
ordre calculable par Lex-BFS sur le module. Donc la derniere clique visitee du
module est aussi une clique extremale de la cha^ne de cliques induite. Cette
propriete nous permet d'eviter la decomposition modulaire.
L'algorithme de reconnaissance partionne l'ensemble des cliques en s'appuyant
sur un arbre de cliques. La partition de depart est constituee de la derniere
clique visitee par Lex-BFS et des autres cliques. Dans une cha^ne de cliques, les
cliques contenant un sommet sont consecutives : chaque ranemment du par-
tionnement separe la clique courante des cliques ne contenant pas un sommet
pivot par les cliques qui le contiennent. Il ne faut utiliser un pivot que lorsqu'il
peut separer des cliques (ie. il appartient a certaines cliques d'une classe mais
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pas a toutes). A partir des are^tes de l'arbre de cliques, on conna^t pour une
clique donnee, l'ensemble de ses sommets appartenant a d'autres cliques. On
peut ainsi en parcourant l'arbre de cliques obtenir ecacement les pivots et
surtout de ne pivoter qu'une fois par sommet.
Algorithme 5 : Partionnement des cliques maximales
Donnees : Un graphe G = (V; E).
Resultat : Si G est un graphe d'intervalle : une cha^ne de cliques L.
debut
1 Calculer les cliques maximales et un arbre de cliques T = (I;F) en utilisant
l'algorithme 2
si G n'est pas triangule alors retourner \G n'est pas un graphe d'intervalle"
SoitI l'ensemble des cliques maximales I = fC
1
; : : : ; C
k
g
Soit L la liste ordonnee (I)
pivots = ; est un pile vide
tant que il existe une classe I
c
qui n'est pas un singleton dans L = (I
1
; : : : ; I
l
)
faire
si pivots = ; alors
Soit C
l
la derniere clique de I
c
decouverte par Lex-BFS
Remplacer I
c
par I
c
n fC
l
g; fC
l
g dans L
C = fC
l
g
sinon Choisir un sommet x non utilise de pivots (supprimer ceux qui ont
ete utilise)
Soit C l'ensemble de toutes les cliques contenant x
2 si toutes les cliques de C apparaissent dans des classes consecutives alors
3 Soit I
a
la premiere classe contenant une telle clique
4 Soit I
b
la derniere classe contenant une telle clique
sinon retourner \G n'est pas un graphe d'intervalle"
5 si Une classe strictement entre I
a
et I
b
contient une clique n'appartenant
pas a C alors retourner \G n'est pas un graphe d'intervalle"
Remplacer I
a
par I
a
n C; I
a
\ C et I
b
par I
b
\ C; I
b
n C
pour chaque arc C
i
C
j
de l'arbre de cliques connectant une clique C
i
2 C
a une clique C
j
62 C faire
pivots = pivots; C
i
\ C
j
Supprimer C
i
C
j
de l'arbre de cliques
n
Theoreme 2 L'algorithme 5 calcule une cha^ne de cliques si et seulement si le
graphe est un graphe d'intervalle. Sa complexite est en O(n+m).
5 Applications aux matrices et aux graphes bi-
partis
Un grapheG est entierement deni par l'ensemble des ses sommets V et l'ensemble
de ses cliques maximales C. Cette donnee peut prendre la forme d'une ma-
trice dont les lignes sont les sommets et les colonnes les cliques maximales.
L'algorithme 6 calcule un ordre lexicographique des sommets d'un graphe lorsqu'il
est donne par sa matrice sommet-clique maximale. Il peut e^tre implemente en
O(l+ c+m) ou l est le nombre de lignes (de sommets), c le nombre de colonnes
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(de cliques maximales) et m le nombre d'entrees positives, en ne fournissant que
la liste des entrees positives.
Algorithme 6 : Lex-BFS sur les matrices
Donnees : M une matrice 0  1 avec l lignes, c colonnes et m entrees positives
Resultat : Deux ordonnancements lexicographiques :  de lignes et  des colonnes
debut
pour chaque colonne C faire
label(C) = ;
i n
pour j = 1 jusqu'a c faire
Choisir une colonne C non-numerotee ayant une etiquette maximum
(j) C
tant que C possede des entrees positives non-numerotees faire
Choisir une entree (ie. ligne) non-numerotee k de C
(i) k
pour chaque colonne C
0
ayant une entree positive sur la ligne k faire
Ajouter i a label(C
0
)
i i  1
n
Comme on l'a fait pour Lex-BFS, l'algorithme 6 peut e^tre adapte pour cal-
culer aussi un arbre de cliques. Notons qu'une matrice, on peut associer un
graphe biparti B = (X;Y;E) ou les sommets de X sont les lignes, les sommets
de Y les colonnes et il y a une are^te entre x 2 X et y 2 Y si l'entree cor-
respondante de la matrice est positive. Des lors, en utilisant les algorithmes
presentes dans les sections precedentes, on peut reconna^tre si un graphe biparti
est le biparti d'incidence sommet-clique maximale d'un graphe triangule ou d'un
graphe d'intervalle. Dans le cas des graphes triangules, cette classe de graphe
est connue sous le nom de Y -semi-triangules.
Theoreme 3 On peut reconna^tre en O(l + c + m) si un graphe biparti est
Y -semi-triangule.
Pour ce qui est des graphes d'intervalles, la classe des bipartis d'incidence
sommet-clique maximale est une sous-classe des graphes convexes. Un graphe
biparti B = (X;Y;E) est convexe (par rapport a Y ) si il existe une permutation
 des sommets de Y tel que pour tout sommet x 2 X , son voisinage est un
facteur de . La reconnaissance des graphes convexes se faisant deja lineairement
en utilisant les PQ-arbres [Hil93].
Un graphe convexe n'est pas le graphe biparti d'indicence sommet-clique
maximale d'un graphe d'intervalle lorsqu'il existe un sommet y 2 Y tel que son
voisinage n'est pas maximal pour l'inclusion. Cela ne correspondrait pas a une
clique maximale du graphe. Mais tout graphe convexe peut e^tre transforme en
temps lineaire en un biparti d'incidence sommet-clique maximale d'un graphe
d'intervalle. Il sut de rajouter pour chaque sommet y de Y un voisin propre.
Theoreme 4 On peut reconna^tre en O(l + c + m) si un graphe biparti est
convexe.
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Une matrice 0-1 possede la propriete de consecutivite des 1 s'il existe une
permutation de ses colonnes telle que les entrees positives de chacune des lignes
sont consecutives. Il faut noter que reconna^tre un graphe convexe a partir de
sa matrice revient a tester si la matrice possede la propriete de consecutivite
pour ses entrees positives. Ce probleme n'etait aussi resolu qu'en utilisant les
PQ-arbres.
Theoreme 5 On peut tester en O(l+ c+m) si une matrice verie la propriete
de consecutivite des 1 avec les algorithmes 6 et 5.
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