Abstract-We consider the fixed-delay synthesis problem for continuous-time Markov chains extended with fixed-delay transitions (fdCTMC). The goal is to synthesize concrete values of the fixed-delays (timeouts) that minimize the expected total cost incurred before reaching a given set of target states. The same problem has been considered and solved in previous works by computing an optimal policy in a certain discrete-time Markov decision process (MDP) with a huge number of actions that correspond to suitably discretized values of the timeouts.
I. Introduction
Continuous-time Markov chains (CTMC) are a fundamental formalism widely used in performance and dependability analysis. CTMC can model exponentially distributed events, but not fixed-delay events that occur after a fixed amount of time with probability one 1 . Since fixed-delay events are indispensable when modeling systems with timeouts (i.e., communication protocols [28] , time-driven real-time schedulers [31] , etc.), a lot of research effort has been devoted to developing formalisms that generalize CTMC with fixed-delay transitions. Examples include deterministic and stochastic Petri nets [24] , delayed CTMC [14] , or fixed-delay CTMC (fdCTMC) [20] , [5] , [21] .
In practice, the duration of fixed-delay events (timeouts) is usually determined ad-hoc, which requires a considerable amount of effort and expertise. Hence, a natural question is whether the (sub)optimal timeouts can be synthesized algorithmically. For fdCTMC, an algorithm synthesizing suboptimal timeouts was given in [5] . This algorithm is based on explicitly constructing and solving a discrete-time Markov decision process (MDP) whose actions correspond to suitably discretized admissible timeout values. Since the number of these actions is always large, the applicability of this algorithm is limited only to small instances for fundamental reasons.
Our contribution. In this paper, we design a new symbolic algorithm for synthesizing suboptimal timeouts in fdCTMC up to an arbitrary small error. Although we build on the results of [5] , the functionality of our algorithm is different. First, the explicit construction of the aforementioned discretetime Markov decision process is completely avoided, which drastically reduces memory requirements. Second, the search space of the underlying policy improvement procedure is restricted to a small subset of "promising candidates" obtained by identifying the local minima of certain analytical functions constructed "on-the-fly". This allows to safely ignore most of the discretized timeout values, and leads to speedup by three orders of magnitude compared to the algorithm of [5] . Consequently, our algorithm can synthesize suboptimal timeouts for non-trivial models of large size (with more than 20000 states) which would be hard to obtain manually. Now we explain our results and their relationship to the previous works in greater detail. This requires a more precise understanding of the notions mentioned earlier, and therefore we switch to a semi-formal level of presentation. The rest of this introduction is structured as follows:
• In Section I-A, we introduce the fdCTMC formalism, explain its semantics, and formalize the objective of fixeddelay synthesis.
• In Section I-B, we describe the key ingredients of our algorithm in more detail.
• In Section I-C, we explain the relationship to previous works. In Sections I-A and I-B, some technical details unnecessary for basic understanding of the presented results are omitted. These can be found in Section II, where we assume familiarity with the notions introduced in Sections I-A and I-B. The experimental outcomes are presented in Section III.
A. Fixed-delay CTMC and the objective of fixed-delay synthesis
A fdCTMC is a tuple (S , λ, P, S fd , F), where S is a finite set of states, λ ∈ R ≥0 is a common exit rate for the states, P ∈ R
S ×S ≥0
is a stochastic matrix specifying the probabilities of "ordinary" exp-delay transitions between the states, S fd ⊆ S is a subset of states where a fixed-delay transition is enabled, and F ∈ R
is a stochastic matrix such that F(s, s) = 1 for all s ∈ S S fd . For the states of S fd , the matrix F specifies the probabilities of fixed-delay transitions. The states of S S fd are declared as absorbing by F, which becomes convenient in Section II-B. In addition, we specify a delay function d : S fd → R >0 which assigns a concrete delay (timeout) to each state of S fd . Note that (S , λ, P) is an "ordinary" CTMC where the time spent in the states of S is determined by the exponential distribution with the same 2 parameter λ. The fdCTMC semantics can be intuitively described as follows. Imagine that the underlying CTMC (S , λ, P) is now equipped with an alarm clock. When the alarm clock is turned off, our fdCTMC behaves exactly as the underlying CTMC. Whenever a state s of S fd is visited and the alarm clock is off at the time, it is turned on and set to ring after d(s) time units. Subsequently, the process keeps behaving as the underlying CTMC until either a state of S S fd is visited (in which case the alarm clock is turned off), or the accumulated time from the moment of turning the alarm clock on reaches the value when the alarm clock rings in some state s ′ of S fd . In the latter case, an outgoing fixed-delay transition of s ′ takes place, which means that the process changes the state randomly according to the distribution F(s ′ , ·), and the alarm clock is either newly set or turned off (depending on whether a state of S fd or S S fd is entered, respectively).
Example 1: Consider a simple communication protocol where Alice tries to establish a connection with Bob via an unreliable communication channel. Alice starts by sending an Invite message to Bob, and then she waits for Bob's Ack message. Since each of these messages can be lost, Alice sets a timeout after which she restarts the protocol and sends another Invite (the Ack messages confirming a successful receipt of a "previous" Invite are recognized and ignored). The protocol terminates when a connection is established, i.e., both messages are delivered successfully before the timeout. The behaviour of the unreliable channel is stochastic; a message is successfully delivered with a (known) probability p, and the delivery time has a (known) distribution Dtime. A simplified fdCTMC model of the protocol is given in Fig. 1 . The "ordinary" (i.e., exp-delay) and fixed-delay transitions are indicated by solid and dashed arrows, respectively, together with the associated probabilities. A faithful modeling of the Dtime distribution using the phase-type approximation requires extra auxiliary states which are omitted 3 in Fig. 1 for the sake of simplicity (the main point is to illustrate the use of fixeddelay transitions). Note that the alarm clock is set in the initial state A, and it is switched off in the terminal state C. If the alarm clock rings in any state except for C, the protocol is restarted and the alarm clock is reset. Now, the question is how to set the timeout so that the expected time needed to complete the protocol (i.e., to reach the state C from the state A) is minimized. If the timeout is too large, a lot of time is wasted by waiting in the failure state F. If it is too small, 2 We can assume without restrictions that the parameter λ is the same for all states of S , because every CTMC can be effectively transformed into an equivalent CTMC satisfying this property by the standard uniformization method; see, e.g., [27] . Note that the transformation causes zero error. 3 Hence, the simplified model corresponds to the situation when Dtime is the exponential distribution with parameter λ. there is not enough time to complete the communication and the protocol is restarted many times before it succeeds. In this particular case, one may still argue that an optimal timeout can be computed by hand and no synthesis algorithm is needed. Now consider a more complicated scenario where Alice tries to establish a simultaneous connection with Bob 1 , . . . , Bob n via different unreliable channels which are also unstable (i.e., an already established link with Bob i gets broken after a random time whose distribution is known). This scenario can still be modeled by a fdCTMC, and Alice needs to determine a suitable timeout which achieves the optimal expected time of completing the protocol. Since the properties of the individual channels can be different and the probability of breaking an already established connection increases as more and more Bobs get connected, the timeout chosen by Alice should actually depend on the subset of connections that remain to be established. The corresponding tuple of optimal timeouts is hard to compute manually. However, as we shall see in Section III, a solution can be synthesized by our algorithm. Now we explain the objective of fixed-delay synthesis. Intuitively, given a fdCTMC, the goal is to compute a delay function which minimizes the expected total cost incurred before reaching a given set of target states G starting in a given initial state s in . For the fdCTMC of Example 1, the set of target states is {C}, the initial state is A, and the costs correspond to the elapsed time. Our aim is to model general performance measures (not just the elapsed time), and therefore we use the standard cost structures that assign numerical costs to both states and transitions (see, e.g., [29] ). More precisely, we consider the following three cost functions: R : S → R >0 , which assigns a cost rate R(s) to every state s so that the cost R(s) is paid for every time unit spent in the state s, and functions I P , I F : S × S → R ≥0 that assign to each exp-delay and fixed-delay transition the associated execution cost.
For every delay function d, let E d be the expected total cost incurred before reaching a target state of G starting in the initial state s in (note that when d is fixed, the behaviour of the considered fdCTMC is fully probabilistic). For a given ε > 0, we say that a delay function d is ε-optimal if
Here, d
′ ranges over all delay functions. The fixed-delay synthesis problem for fdCTMC is to compute an ε-optimal delay function (for a given ε > 0). 
B. Our algorithm for the fixed-delay synthesis problem
For purposes of this subsection, we fix a fdCTMC (S , λ, P, S fd , F), cost functions R, I P , I F , an initial state s in , and a set of target states G.
As we already mentioned, our fixed-delay synthesis algorithm for fdCTMC is symbolic in the sense that it avoids explicit constructions of large action spaces and allows to safely disregard a large subsets of actions that correspond to discretized timeout values. To explain what all this means, we need to introduce some extra notions. Let S off = S S fd be the set of all states where fixed-delay transitions are disabled. Further, let S set ⊆ S fd be the set of all states where a timeout can be (re)set, i.e., S set consists of all s ∈ S fd such that s has an incoming exp-delay transition from a state of S off , or an incoming fixed-delay transition (from any state). For the fdCTMC of Fig. 1 , we have that S off = {C} and S set = {A} (note the timeout is never set in the states B and F, although the "alarm clock" is turned on in these states). Without restrictions, we assume that the initial state s in and the each target state of G belong to S off ∪ S set (otherwise, we can trivially adjust the structure of our fdCTMC). Now, let us fix a delay function d. If the execution of our fdCTMC is initiated in a state s ∈ S off ∪ S set (for s ∈ S set , the timeout is set to d(s)), then a state s ′ such that either s ′ ∈ S off , or s ′ ∈ S set and the timeout is (re)set in s ′ , is visited with probability one. Note that the timeout is (re)set in s ′ ∈ S set if the transition used to enter s ′ is either fixed-delay (i.e., the alarm clock just rang and needs to be set again), or exp-delay and the previous state belongs to S off (i.e., the alarm clock was off and needs to set on now). Hence, for every s ∈ S off ∪ S set , we can define the probability distribution T (s, d) over S off ∪S set , where T (s, d)(s ′ ) is the probability that the first visited state satisfying the above condition is s ′ . At the moment, it is not yet clear how to compute/approximate the distribution T (s, d), but it is correctly defined. Further, for every s ∈ S off ∪ S set , let e(s, d) be the expected total cost incurred before reaching a state s ′ satisfying the above condition (and starting in s). Thus, we obtain a discrete-time Markov chain M d with the set of states S off ∪ S set where each state s is assigned the cost e(s, d). It is not hard to show that the Markov chain M d faithfully mimics the behaviour of the considered fdCTMC for the delay function d. More precisely, E d (i.e., the expected total cost incurred in our fdCTMC before reaching a target state of G starting in s in ) is equal to the expected total cost incurred in M d before reaching a state of G starting in s in . Since we do 
-optimal d is guaranteed to exist even if d(s) is restricted to Dval(s). For technical reasons, we also put
Note that for every s ∈ S set , the distribution T (s, d) and the cost e(s, d) depends just of d(s). To simplify our notation, we often write T (s, τ) and e(s, τ) to denote T (s, d) and e(s, d) where d(s) = τ. For s ∈ S off , the distribution T (s, d) and the cost e(s, d) are independent of d. To unify our notation for all elements of S off ∪ S set , we write T (s, τ) and e(s, τ) also when s ∈ S off , even if the τ is irrelevant.
The MDP M is constructed as follows. For every state s ∈ S off ∪ S set and every τ ∈ Dval(s), we add a special action s, τ enabled in s. The outgoing transitions of s, τ are now "copied" from M d , i.e., the probability of entering a state s ′ ∈ S off ∪ S set after selecting the action s, τ is T (s, τ)(s ′ ). Further, the action s, τ is assigned the cost e(s, τ). For the fdCTMC of Fig. 1 , the structure of M is shown in Fig. 3 .
An ε-optimal delay function d can now be obtained by computing an optimal stationary policy minimizing the expected total cost incurred in M before reaching a target state of G starting in s in (this can be achieved by a standard policy improvement algorithm; see, e.g., [29] ). For every s ∈ S set , we put d(s) = τ j , where s, τ j is the action selected by the optimal stationary policy. For the remaining s ∈ S fd S set , we set d(s) arbitrarily.
The fixed-delay synthesis algorithm of [5] constructs the MDP M explicitly, where all T (s, τ) and all e(s, τ) are approximated up to a sufficiently small error before computing an optimal policy. Note that for the fdCTMC of Fig. 1 , this essentially means to try out all possibilities in the discretized candidate set Dval(A). Since the candidate sets Dval(s) are large, this approach cannot be applied to larger instances.
The algorithm presented in this paper avoids the explicit construction of M. The key idea is to express T (s, τ) and e(s, τ) analytically as functions of τ. More precisely, for each s ∈ S off ∪ S set , we consider the following two functions:
, where D(S off ∪S set ) is the set of all probability distributions over S off ∪ S set . The function is defined by T s (τ) = T (s, τ).
• e s : R ≥0 → R ≥0 defined by e s (τ) = e(s, τ). Further, for every s, s ′ ∈ S off ∪ S set , let 
Instead of trying out all τ ∈ Dval(s) one by one, we compute the symbolic derivative of K s , which is possible due to the analytical form of T s and e s . Further, it turns out that the derivative takes zero value iff a certain effectively constructable univariate polynomial takes zero value. Hence, we only need to deal with those τ ∈ Dval(s) which are "close" to the roots of this polynomial, and we may safely ignore the others. Since the roots of univariate polynomials are easy to approximate using modern mathematical software (such as Maple), this approach is rather efficient and the set of relevant τ's obtained in this way is much smaller than Dval(s). This is why our algorithm outperforms the one of [5] so significantly.
C. Related work
The relationship to the work of [5] was already explained in Section I-B. In particular, we use the discretization constants developed in [5] to define the sets Dval(s) (see Section I-B).
Our fdCTMC formalism can be seen as a subclass of deterministic and stochastic Petri nets [24] . The main restriction is that in fdCTMC, at most one fixed-delay event can be enabled at a time (i.e., we cannot have two different "alarm clocks" turned on simultaneously). fdCTMC can also be seen as a special variant of Markov regenerative processes [2] . Another related formalism are delayed CTMC introduced in [14] . Fixed-day events were used to model, e.g., deterministic durations in train control systems [34] , time of server rejuvenation [13] , timeouts in power management systems [30] . Some of these models contain specific impulse or rate costs.
To the best of our knowledge, no generic framework for fixed-delay synthesis in stochastic continuous-time systems has been developed so far. In previous works, some special cases were considered, e.g., timeout synthesis in finite models [9] , [32] , history dependent timeouts [23] , [18] , or timeout synthesis for a specific concrete model [33] .
There is a number of papers on synthesizing other parameters of continuous-time models, such as parametric timed automata [1] , parametric one-counter automata [15] , parametric Markov models [16] , etc. In the context of continuous-time stochastic systems, the synthesis of appropriate rates in CTMC was studied in [17] , [19] , [10] . In [17] , a symbolic technique similar to ours is used to synthesize optimal rates in CTMC, but the results are not directly applicable in our setting due to the difference in objectives and possible cycles in the structure of fdCTMC. In [25] , [8] , [7] , [4] the optimal controller synthesis for continuous-time (Semi)-Markov decision processes is studied, which can be also seen as a synthesis problem for discrete parameters in continuous-time systems (contrary to our result, the schedulers are only allowed to choose actions from a priori discrete and finite domains).
II. The Algorithm
In this section, we present our fixed-delay synthesis algorithm. In Section II-A, we give the technical details that were omitted in Sections I-A and I-B. Then, we continue with presenting the algorithm in Section II-B. We assume familiarity with basic notions of probability theory (such as probability space, random variable, expected value, Markov chain, Markov decision process) and with the notions introduced in Sections I-A and I-B.
A. Preliminaries
We use N, N 0 , R ≥0 , and R >0 to denote the set of all positive integers, non-negative integers, non-negative real numbers, and positive real numbers, respectively. For a finite or countably infinite set A, we denote by D(A) the set of all discrete probability distributions over A, i.e., functions µ : A → R ≥0 such that a∈A µ(a) = 1.
Recall (see Section I-A) that a fdCTMC is a tuple C = (S , λ, P, S fd , F), and that we use three cost functions R : S → R >0 , I P , I F : S × S → R ≥0 to model performance measures. Also recall that S off denotes the set S S fd , and S set denotes the set of all s ∈ S fd such that P(s ′ , s) > 0 for some s ′ ∈ S off , or F(s ′ , s) > 0 for some s ′ ∈ S . A delay function is a function d : S fd → R >0 . Further, we fix an initial state s in ∈ S off ∪ S set and a non-empty set of target states G ⊆ S off ∪ S set .
Now we formally define the semantics of fdCTMC. A configuration is a pair (s, d) where s ∈ S is the current state and d ∈ R >0 ∪ {∞} is the remaining time to perform a fixed-delay transition (i.e., the remaining time before the "alarm clock" rings). As we shall see, d = ∞ iff s S fd .
To 
B. A description of the algorithm
For the rest of this section, we fix a fdCTMC C = (S , λ, P, S fd , F), cost functions R, I P , I F , an initial state s in ∈ S off ∪ S set , a non-empty set of target states G ⊆ S off ∪ S set , and ε > 0. We assume that inf d ′ E C(d ′ ) < ∞, because the opposite case can be easily detected (see [5] ).
Due to [5] , there effectively exist two positive rational numbers δ, τ max such that if we put
for all s ∈ S fd , then there exists an ε-optimal delay function d which is Dval-compatible, i.e., d(s) ∈ Dval(s) for all s ∈ S fd . For technical reasons, we also stipulate Dval(s) = {∞} for all s ∈ S off . Now recall the MDP M introduced in Section I-B. We assume that all states of S off ∪ S set are reachable from s in , i.e., for every s ∈ S off ∪ S set , there is a finite sequence s 0 , s 0 , τ 0 , s 1 , s 1 , τ 1 , . . . , s n such that s 0 = s in , s n = s, and T (s i , τ i )(s i+1 ) > 0 for all i < n. Clearly, all states that are not reachable from s in can be safely erased.
A policy for M is a function σ which to every s ∈ S off ∪S set assigns an action s, τ enabled in s. Every policy σ determines a unique probability space over all runs in M, i.e., infinite sequences of the form s 0 , s 0 , τ 0 , s 1 , s 1 , τ 1 , . . . where s 0 = s in . We use Pr M(σ) to denote the associated probability measure. For each such run we also define the total cost incurred before reaching G as n−1 i=0 e(s i , s i , τ i ), where n > 0 is the least index such that s n ∈ G; if there is no such n, the total cost is set to ∞. The expected value of this cost with respect to Pr M(σ) is denoted by E M(σ) . We say that a policy σ is optimal if E M(σ) = min σ ′ E M(σ ′ ) , where σ ′ ranges over all policies for M. We use E M[s](σ) to denote E M(σ) where the initial state is changed to s.
Every policy σ for M determines a Dval-compatible delay function d σ given by d σ (s) = τ, where σ(s) = s, τ and s ∈ S off ∪ S set (for s ∈ S fd S set , the value of d σ (s) is irrelevant and it can be set to an arbitrary element of Dval(s)). Conversely, every Dval-compatible delay function d determines a policy σ d in the natural way. Therefore, we do not formally distinguish between policies for M and Dvalcompatible delay functions (see, e.g., Algorithm 1).
Recall the distribution T (s, τ) and the cost e(s, τ) given in Section I-B. Now we give analytical definitions of the two crucial functions T s : R ≥0 → D(S off ∪S set ) and e s : R ≥0 → R ≥0 that have been introduced in Section I-B. For s ∈ S off , we simply put
Observe that both functions are constant, and one can easily verify that both formulas agree with their definition, i.e., T s (τ) = T (s, τ) and e s (τ) = e(s, τ). Now let s ∈ S set . Then T s (τ) and e s (τ) need to "summarize" the behaviour of our fdCTMC C starting in the configuration (s, τ) until a state s ′ is reached such that either s ′ ∈ S off , or s ′ ∈ S set and the timeout is reset in s ′ . Such a state can be reached after performing i exp-delay transition, where i ranges from zero to infinity. For each such i, we evaluate the probability of performing precisely i exp-delay transitions before the timeout τ (using Poisson distribution), and then analyze the i-step behaviour in exp-delay transitions. To achieve that, we define the stochastic matrix P ∈ R
S ×S ≥0
where P(s, ·) = P(s, ·) for all s ∈ S fd , and P(s, s) = 1 for all s ∈ S off . In other words, P is the same as P but all states of S off are now absorbing. Further, we use 1 s to denote a row vector such that 1 s (s) = 1 and 1 s (s ′ ) = 0 for all s ′ s. Thus, we obtain
The function e s (τ) is slightly more complicated, because we also need to evaluate the total costs incurred before reaching a state s ′ satisfying the condition stated above. Here we also employ a function R which is the same as R but returns 0 for all states of S off , and functions J Q , J F : S → R ≥0 that assign 
Again, one can verify that T s (τ) = T (s, τ) and e s (τ) = e(s, τ). For more detailed explanation and proof please refer to [6] . Since the series T s (τ) and e s (τ) are defined by infinite sums, the next step is to compute a large enough I ∈ N such that the first I summands of T s (τ) and e s (τ) approximate T (s, τ) and e(s, τ) with a sufficient accuracy. Here we borrow another result of [5] , where a sufficiently small approximation error κ for evaluating T (s, τ) and e(s, τ) when constructing the MDP M was given. Hence, it suffices to find a sufficiently large I ∈ N such that the reminder of the constructed series is bounded by κ (for all s ∈ S off ∪ S set and τ ∈ Dval(s)). Since we have an upper bound τ max on the size of τ, an appropriate I can be computed easily. From now on, we use T I s (τ) and e I s (τ) as T s (τ) and e s (τ), respectively, where the infinite sums are truncated to the first I summands only.
As we already mentioned, our fixed-delay synthesis algorithm is essentially a "symbolic" variant of the standard policy iteration algorithm [29] applied to the MDP M where the actions of M are not constructed explicitly but generated "on demand". We start by recalling the standard policy iteration which assumes that M is given explicitly (see Algorithm 1). This algorithm starts with some (arbitrary) Dval-consistent delay function d ′ (recall that we do not distinguish between Dval-consistent delay functions and policies) and gradually improves this function until reaching a fixed point. Each iteration consists of two phases: policy evaluation and policy improvement. In the policy evaluation phase, the vector x is computed, such that x(s) is the expected total cost until reaching a target state when starting from s and using the policy d. This can be done in polynomial time by solving a set of linear equations. In the policy improvement phase, a new delay function is obtained by choosing a new action separately for each state of S set 4 . First, the set of actions argmin τ∈Dval(s) T I s (τ) · x + e I s (τ) is computed and then some of them is picked, but the old action d(s) must be chosen whenever possible. Policy iteration terminates in a finite number of steps and returns an optimal policy [12] .
Our symbolic algorithm is obtained by modifying Algorithm 1. The policy evaluation step is efficient and here we do not need to implement any changes. In the policy improvement, we proceed differently. Due to our analytical representation of T 
where e −λτ > 0 for all τ ∈ R ≥0 . Thus, we can restrict ourselves to root isolation of a univariate polynomial
with a finite degree bounded by I. Note that if the polynomial has no real roots, the minimum of There are many tools and libraries that can efficiently isolate real roots for large degree univariate polynomials to high precision. In our experiments, we used Maple [3] . The real roots for the largest generated polynomial (of degree 226) were isolated with precision 20 decimal digits in 0.14 seconds; see Section III for more details.
The pseudo-code of the resulting algorithm is given as Algorithm 2. First, we compute the constants δ, τ max , I, and Isolate all real roots R of q s,x for accuracy δ/2
Compute the set
Then we apply the policy iteration algorithm initiated to a delay vector of minimal delays α s . We use the observations above to reduce the number of evaluations of T I s and e I s in the policy improvement step. At line 9 we know that f s,x is constant, thus we assign the whole Dval(s) to the set L of all minimizing arguments. Otherwise we isolate the roots of q s,x and generate a set D ′ (s) of all candidates for evaluation. Observe that if we would isolate the roots of q s,x exactly, we need to evaluate both closest points from Dval(s), i.e., add into D ′ (s) all points of Dval(s) in distance at most δ from each of the roots. Since we isolate the roots of q s,x with accuracy δ/2, we need to add all numbers from Dval(s) in distance 3 · δ/2. Thus in each policy improvement step we evaluate T I s and e I s for at most I · 4 + 2 numbers from Dval(s) instead of the whole Dval(s). Now we can state and prove the correctness of our algorithm.
Theorem 3: Algorithm 2 returns an ε-optimal delay function. Proof: Algorithm 1 terminates and returns an optimal policy d for an arbitrary initial policy [12] , and d is an ε-optimal delay function for C [5] . Assume that Algorithm 1 is given the initial policy d ′ of Algorithm 2, where d ′ (s) := α s for all s ∈ S set , and d ′ (s) := ∞ for all s ∈ S off . We show that then Algorithm 2 closely mimics Algorithm 1, i.e., after each policy improvement step, both algorithms compute the same delay functions. Thus, we obtain that Algorithm 2 returns an ε-optimal delay function for C.
For the sake of contradiction, assume that there is some i ∈ N such that the delay functions d ′ produced by Algorithms 1 and 2 after i iterations of the policy improvement loop are different, and let us further suppose that i is the least index with this property. Hence, both algorithms start the i-th iteration of the strategy improvement loop with the same value stored in d ′ . Observe that both algorithms work with the same action spaces Dval(s), and also the policy evaluation steps are the same. Hence, both algorithms produce the same vector x. The only difference is in the policy improvement step, where Algorithm 2 and Algorithm 1 may choose different policies. Let s ∈ S off ∪ S set be the first state where the d ′ produced by the two algorithms differ, and let τ 2 and τ 1 be the d ′ (s) of Algorithm 2 and Algorithm 1, respectively. Then there are four possibilities. In the latter case, either the polynomial has zero degree and Algorithm 2 selects α s (which is a contradiction since α s ≤ τ 1 ), or m = τ 1 and this contradicts the minimality of τ 2 according to Algorithm 2.
III. Experimental Evaluation
In this section we present the results achieved by our "symbolic" Algorithm 2, and compare its efficiency against the "explicit" algorithm of [5] and its outcomes that have been reported in [21] .
We start with some notes on implementation, and then compare the two algorithms on selected models.
a) The "explicit" algorithm of [5] : The implementation details of the algorithm are explained in [21] . It is an extension of PRISM model checker [22] employing the explicit computation engine. First, a finite discretized MDP is built using the optimizations reported in [21] , and then this MDP is solved by the standard algorithms of PRISM. Currently there are three solution methods available for computing an optimal policy for total reachability cost in a finite MDP: policy iteration, value iteration, and Gauss-Seidl value iteration. The policy iteration has been identified as the fastest one.
b) The "symbolic" Algorithm 2: We have a prototype implementation of Algorithm 2 that is also implemented as an extension of PRISM and uses the "symbolic" policy iteration method. We tested several libraries and tools for isolating real roots of polynomials (Apache Commons, Matlab, Maple, and Sage). The best performance was achieved by Maple [3] , and we decided to use this software in our proof-of-concept implementation. Currently, we call Maple directly from Java, providing the polynomial and the required precision for the roots. We measure the CPU time for all Maple calls and add it to the final result.
All the computations were run on platform HP DL980 G7 with 8 64-bit processors Intel Xeon X7560 2.26GHz (together 64 cores) and 448 GiB DDR3 RAM. The time and space was measured by the Linux command time. The N/A result stands for out of memory exception.
A. Model I., Communication protocol
We start with the model discussed in Example 1 where Alice is communicating with Bob 1 , . . . , Bob n . The communication with Bob i is modeled as the fdCTMC of Fig. 4 . So, the only difference from the fdCTMC of Fig. 1 is that now we also model the possibility of "breaking" an already established connection. We set p = q = 0.9, the rate costs are equal to 1, all fixed-delay transition incur the impulse cost 1, and the exp-delay transitions incur zero cost.
The whole protocol is modeled as a fdCTMC obtained by constructing the "parallel composition" of n identical copies of the fdCTMC of Fig. 4 (i. e., we assume that all Bobs use the same type of communication channel). The current state of this parallel composition is given by the n-tuple of current states of all components. In particular, the initial state is (A, . . . , A), and the only target state is (C, . . . , C). Obviously, the number of states grows exponentially with n. Table II shows the outcomes achieved by the "explicit" and the "symbolic" algorithm. The first column gives the number of Bobs involved in the protocol, the second column is the error ε, the third columns specifies the total number of states of the resulting fdCTMC model, the fourth and the fifth column specify the maximal number of roots and the maximal degree of the constructed polynomials in the "symbolic" algorithm, and the last two columns give the time needed to compute the results. Note that the "explicit" algorithm cannot analyze a protocol with more that three Bobs, and tends to be significantly worse especially for smaller ε.
Let us note that the "symbolic" algorithm could handle even larger instances, but we cannot provide such results with our current experimental implementation because of the limitation of the double precision in floating types (we would need a higher precision). Table I shows the timeouts synthesized for the models. As we already mentioned in Example 1, the timeout should depend on the number of connections that are yet to be established, so there are n timeouts for a protocol involving n Bobs.
B. Model II., Dynamic power management of a Fujitsu disk drive
In this section, we consider the same simplified model of dynamic power management of a Fujitsu disk drive that was previously analyzed 5 by the "explicit" algorithm in [21] . The model is shown in Fig. 5 . The disk has three modes idle, busy, and sleep. In the idle and sleep modes the disk receives requests, in the busy mode it also serves them. The disk is equipped with a bounded buffer, where it stores requests when they arrive. The requests arrive with an exponential interarrival time of rate 1.39 and increase the current size of the buffer. The requests are served in an exponential time of rate 12.5, what decreases the buffer size. Note that restricting the model to the idle and busy modes only, we obtain a CTMC model of an M/M/1/n queue.
Moreover, the disk can move from the idle mode to the sleep mode where it saves energy. Switching of the disk to the sleep mode is driven by timeout. This is modeled by a fixeddelay transition that moves the state from (idle, 0) to (sleep, 0) when the disk is steadily idle for d((idle, 0) ) seconds. The disk is woken up by another timeout which is enabled in all sleep states. After staying in the sleep mode for d((sleep, 0)) seconds it changes the state according to the dashed arrows. 5 Since the implementation of the "explicit" algorithm was improved since the time of publishing [21] , we used this new improved version in our comparisons, and hence the outcomes reported in our tables are somewhat better than the ones given in [21] . Note that in this example, the rates are assigned to exponential transitions, and hence the underlying CTMC is specified by a transition matrix of rates rather than by a common exit rate λ and a the stochastic matrix P. Also note that the exit rates (i.e., sums of rates on outgoing transitions) differ between busy states and the other states. This is solved by uniformization that adds to every idle and sleep state a self loop with rate 12.5 and zero impulse cost. Observe that the introduction of exponential self loops with zero impulse cost has no effect on the behaviour of fdCTMC including the expected cost. Now the common exit rate λ is 13.89 and the stochastic matrix P is the transition matrix of rates multiplied by 1/λ, which is the model we actually analyze.
Additionally, every state is given a rate cost that specifies an amount of energy consumed per each second spent there. We are interested in synthesizing optimal timeouts for d((idle, 0)) and d((sleep, ·)) so that the average energy consumption before emptying the buffer is minimized. Table III and IV show the time needed to compute an ε-optimal delay function for the model of Fig. 5 where n = 2, 4, 6, 8 and ε is progressively smaller. Again, the "symbolic" algorithm performs significantly better, especially for smaller ε where the action space of the associated MDP M is already quite large.
IV. Conclusions
In this paper, we designed a symbolic algorithm for fixeddelay synthesis in fdCTMC. Since the preliminary experimental results seem rather optimistic, we plan to improve our implementation and analyze the real limits of the method. To achieve that, we need to integrate larger precision data structures and a more suitable library for root isolation.
