Abstract. In the threshold of the appearance of global warming from theory to reality, extensive research has focused on predicting the impact of potential climate change on water resources using results from Global Circulation Models (GCMs). This research carries this further by statistical analyses of long term meteorological and hydrological data. Seventy years of historical trends in precipitation, temperature, and streamflows in the Great Lakes of North America are developed using long term regression analyses and Mann-Kendall statistics. The results generated by the two statistical procedures are in agreement and demonstrate that many of these variables are experiencing statistically significant increases over a seven-decade period. The trend lines of streamflows in the three rivers of St. Clair, Niagara and St. Lawrence, and precipitation levels over four of the five Great Lakes, show statistically significant increases in flows and precipitation. Further, precipitation rates as predicted using fitted regression lines are compared with scenarios from GCMs and demonstrate similar forecast predictions for Lake Superior. Trend projections from historical data are higher than GCM predictions for Lakes Michigan/Huron. Significant variability in predictions, as developed from alternative GCMs, is noted.
Introduction
The Great Lakes of North America, namely Lake Superior, Huron, Michigan, Erie and Ontario, represent one of the most important water resources in the world, and provide water for multipurpose for more than fifty million people in eastern North America. Combined, the Great Lakes and their connecting channels comprise the largest fresh surface water system on earth (Fig. 1a) , holding approximately 20 percent of the world's fresh surface water supply (De Loë, 2000; GLIN, 2005) .
As an indication of the enormous size of the lakes, the estimated cumulative volume of the five lakes is 6×10 15 (six quadrillion) gallons which is sufficient water to flood North America to an average depth of 1 m. Of the Lakes, the most upstream, largest, and deepest is Lake Superior (Hunter, 1993) .
The diversity of uses and the magnitude of the Great Lakes system interactions are testimony to the enormous importance of this freshwater system. However, the Great Lakes basin represents a drainage area of 770 000 km 2 in the United States and Canada (Croley, 1990) . Since the water surface area is 244 000 km 2 (US EPA, 2005) ; it follows that the Great Lakes drain land areas only twice that of their surface area. It should be noted that there are no major storage reservoirs impounding water beyond the Lakes themselves and the detention times of the lakes (as per Table 1 ) are enormous. According to Allan and Hinz (2004) , "components of stream flow may have changed over the course of the 20th Century due to natural events, including a wetter or drier climate, and to human influences, including dams and changing land use".
As a consequence of the above, the lengthy record of historical data allows assessment whether there are stresses acting on the Lakes, indicating long term change. Specifically, global climate changes may be occurring, resulting in 1962-1990. changes in precipitation, temperature, and flows, in terms of the water budget for the Great Lakes.
As a result of the size of the Lakes, there is continuing potential for water diversions to be constructed to divert flow from the Great Lakes, to export water to dry areas of North America such as the mid-western states of the USA (e.g. Dulmer et al., 2003) .
As a result of the above, while there are enormous volumes of water in the Great Lakes, the relatively modest contributing drainage areas translate to enormous detention times for the Great Lakes, as summarized in Table 1 . Hence, while the dimensions of the Great Lakes imply at first "glance" that they might support diversion of large quantities of water out of the watershed, any changes arising from climate change or water diversions may create long-term repercussions on water levels and water budgets. The result is an enormous need to understand the extent to which climate change is oc- curring. To address this issue, investigation procedures described herein include assessment of possible climate change impacts on the Great Lakes by:
(i) a review of historical trends of precipitation, temperatures and flows, and extrapolation of these historical trends to assess potential future scenarios; and,
(ii) estimation of the hydrologic impacts of climate change using global climate models (GCMs). This paper utilizes both (i) and (ii) items, to provide insights into projected future possibilities for the Great Lakes.
Global climate change and climate change models
Trace constituents within the atmosphere, particularly water vapour, carbon dioxide, methane and ozone, function much like a "thermal blanket" around the earth. These constituents, commonly referred to as greenhouse gases, collectively total less than one percent of the atmosphere, but are extremely important in retarding the release of heat energy from the earth back into space. This natural "greenhouse effect" keeps the earth's average surface temperatures approximately 30 • C warmer than simple radiation physics would suggest for a transparent atmosphere.
IPCC (1996 and 2002) reported that the current scientific estimate of the chemical composition of the atmosphere clearly indicates that concentrations of principal greenhouse gases are increasing rapidly, and appear already to exceed significantly, peak concentrations of the past 160 000 years. Hengeveld (2000) stated that although the paleoclimatological and historical record trends are helpful to understand the cause and effect relationships within the climate system, climatologists still turn to computer simulations or Global Climate Models (GCMs) to assess the global scale response of the system to changes in radiative forcing functions. These models are based on fundamental principles of physics and are being tested against climate observations, to assess their ability to simulate adequately, the global climate change system. A number of these models have been developed and used for predicting climate changes.
The most frequently employed GCMs include the Goddard Institute for Space Studies (GISS) after Hansen et al. (1983) , Geophysical Fluid Dynamics Laboratory (GFDL) after Manabe and Weatherald (1980) and Canadian Climate Centre (CCC) after Boer et al. (1992 Boer et al. ( , 2000 . Gleick (1986 Gleick ( , 1987 has indicated that the regional hydrologic impacts arising from the GCMs are not reliable at a regional scale for hydrologic variables and suggests that it is necessary to couple the climate models' scenarios with an hydrologic model to approximate the impact of climate change on regional water resources.
As an example, one of the future climate model scenarios that have been developed is a doubling of atmospheric carbon dioxide which has been predicted to occur in the mid 21st century. The concern is that the increasing carbon dioxide concentrations in the atmosphere in the last thirty years (which have been documented), will result in increased warming of the earth's surface. This paper is not focused on the GCMs but instead focuses on measurements and statistical trend characterizations over time, for the precipitation, temperatures, and flows. For more details about the GCMs, interested readers are referred to the reference materials identified herein.
Assessment of historical trends
Analysing the long-term series data for predicting the influence of potential climate changes is an important application of statistics in recent researches. Dettinger (2005) has analysed an historical record of fifty years data to obtain a perspective on flood-generating winter storms in the American River basin. He concluded that the risks for flood generation in the American River are considerable. Hanson et al. (2004) presented a methodology to assess the relationships between climate variability and variations in hydrologic time series in the southwest United States. To demonstrate the application of their method, they analyzed six hydrologic time-series from the Mojave River Basin, California. Their results indicated that climate variability exists in all of the data types and are partially coincident with known climate cycles such as the Pacific Decadal Oscillation and the El Nino-Southern Oscillation. Montanari et al. (1996) analysed six temporal meteorological series data observations to detect the presence of long memory and linear trends to predict the effects of potential climate change in the cities of Rome and Parma in Italy. Their results indicated that a decreasing trend, although not statistically significant, is present in all six records and that long-term memories are significant in only two series.
Recently Wang et al. (2007) have evaluated Lo's R/S tests, GPH test and the maximum likelihood estimation method implementing in S-Plus (S-MLE), through intensive Monte Carlo simulations for detecting the existence of long-term memory. The subject of long memory (or long-range dependence) has been described widely by Baren (1994) . In this research, the long-term memory has been investigated using autocorrelation function coefficient (AFC) as described later.
Specifically, in the Great Lakes Basin, both empirical and aerodynamic techniques have been used to estimate evaporation, and studies conducted by Cohen (1986 Cohen ( , 1990 , Sanderson (1987) , and Croley (1990 Croley ( , 2004 have found that evaporation would be significantly increased under climate change scenarios. Sanderson and Smith (1990, 1993 ) used the Thornthwaite model and Smith and McBean (1993) used the HELP model and predicted twenty to thirty percent increases in potential evaporation and approximately a 15% increase in actual evaporation to occur. Chao (1999) conducted an assessment of the Great Lakes water resources impacts under transient climate change scenarios by an integrated model linking empirical regional climate downscaling, hydrologic and hydraulic models, and GCMs. The transient scenarios show that in the near-term (approximately 20 years) significant changes could occur. Ferris (2005) showed that increased winter and summer air temperatures appear to have the greatest influence on ice formation. The twenty year trend line of the ice duration on the Great Lakes demonstrated ice formation on the Great Lakes will continue to decrease in total cover if the predictions of global atmospheric warming are correct.
In addition to the above, the latest IPCC assessments (1996 and 2001) indicate there will be an increase of 1.5 to 4.5 • C in global mean temperature, and a 3 to 15 percent increase in precipitation in response to climate change. Also, the first phase of the IPCC (2007), written by more than 600 scientists and reviewed by another 600 experts and bureaucrats from 154 countries, predicts hotter weather and higher sea level increases in the future. Predictions for the future of global warming in the report are based on 19 computer models, about twice as many as in the past (IPCC, 2007) .
In 2001, the panel said the world's average temperature would increase somewhere between 2.5 and 10.4 degrees Fahrenheit (1.4 and 5.7 degrees Centigrade) and the sea level would rise between 4 and 35 inches (10-90 cm) by the year 2100. The 2007 report will likely have a smaller range of numbers for both predictions (IPCC, 2007) .
Historical data assembles and data quality
For this research, mean monthly and mean annual data series for overlake air temperature, overlake precipitation data for the individual Great Lakes and the flow data for their connecting channels (St. Mary's River, St. Clair River, Niagara River, and St. Lawrence River as indicated in Fig. 1 According to Quinn (1983) and Hunter (1993) , these data were quality controlled for data reduction errors and original data input errors (such as typographical errors but not for observer errors) combining with existing National Climatic Data Center (NCDC) digital monthly precipitation data from 1948 to 1990 for the stations in Minnesota, Wisconsin, Illinois, Indiana, Michigan, Ohio, Pennsylvania, and New York, and are periodically updated to reflect additional data and to extend the period of record (now until year 2000) .
A report prepared by Assel et al. (1995) describes the procedures, equipment, and software used to abstract, reduce, and quality control the data. Overlake precipitation and temperature data are estimated from the records of 3447 stations (Assel et al., 1995) , among them 1971 stations were developed between 1962 to 1995 (Fig. 1b) . According to Allan and Hinz (2004) , "The characterization of flow regimes of rivers of the Great Lakes basin employed a total of 425 gages (259 in U.S., 166 in Ontario)".
Mean monthly precipitation was computed from 1948-2000 from all available daily data from stations in the Basin or within approximately 0-30 km of the basin, depending upon the station density near the edge of the Basin. This distance was chosen to assure that the same non-zero Thiessen weights are obtained as if no stations were eliminated. Station data for the U.S. were obtained from the National Climatic Data Center and station data for Canada were obtained from the Atmospheric Environment Service (Assel et al., 1995) .
These data have been spatially-weighted using the modified Theissen weighting approach (Croley et al., 2004) . As cited in Croley et al. (2004) , Quinn and Norton (1982 ) computed 1930 -1947 monthly precipitation using 5-km grid while Croley et al. (2004) used 1-km grid. For the current study, the precipitation data were extracted for the period of 1930-2000. For the Great Lakes, mean monthly and mean annual overlake air temperature data are available for the period 1948 (NOAA, 2004 . For the streamflows, according to Croley et al. (2004) , Lake outflows are determined by direct measurement (for Lakes Superior and Ontario), stage-discharge relationships (for Lakes Michigan, Huron, and St. Clair), or a combination (Lake Erie) and are considered accurate within 5%. For this research, the mean annual flow data were extracted for the period of 1930-2000 to coincide with the precipitation records.
It is noted that a seasonal analysis might also be informative. However, as a preliminary study the mean annual data have been chosen, to avoid of the problem of seasonality, avoiding production of errors due to the values of zero or negative in the data series particularly in the temperatures. As well, the advantage of the annual hydrologic time series is that they present more normality (Sales, 1993) . As a result, the mean annual magnitudes are appropriate to give an estimation of the hydrologic parameters for the future.
Trend characterization methodology

Mann-Kendall test
There exist a number of parametric and nonparametric methods commonly used for detection of trend (McBean and Rovers, 1998) . The non-parametric Mann-Kendall test, which is commonly used for hydrologic data analysis, can be used to detect trends that are monotonic but not necessarily linear. The null hypothesis in the Mann-Kendall test is that the data are independent and randomly ordered. The Mann-Kendall test does not require the assumption of normality, and only indicates the direction but not the magnitude of significant trends (USGS, 2005; Helsel and Hirsch, 1992) .
The Mann-Kendall procedure was applied to the time series of annual precipitation, annual mean temperature, and the average annual flows. The computational procedure for the Mann-Kendall test is described below (e.g. also see Adamowski and Bougadis, 2003) . Let the time series consist of n data points and T i and T j are two sub-sets of data where i=1, 2, 3, . . . , n−1 and j =i+1, i+2, i+3, . . . , n. Each data point T i is used as a reference point and is compared with all the T j data points such that:
The Kendall's S-statistic is computed as:
The variance for the S-statistic is defined by:
in which t i denotes the number of ties to extent i. The summation term in Eq. (5) is only used if data series contains "tied" values. The test statistic, Z s , can be calculated as:
Z s follows a standard normal distribution. Equation (6) is useful for record lengths greater than 10 and if the number of "tied" data is low (Kendall, 1962) . The test statistic, Z s is used as a measure of significance of trend. In fact, this test statistic is used to test the null hypothesis, H 0 : There is no monotonic trend in the data. If |Z s | is greater than Z α/2 , where α represents the chosen significance level (usually 5%, with Z 0.025 =1.96), then the null hypothesis is invalid, meaning that the trend is significant.
For use herein, we have used two programs, MINITAB software for calculation of the autocorrelation function coefficient (AFC) between the series with a lag one autocorrelation coefficient (k), and the second, Trend software to calculate the Mann-Kendall magnitudes of S and Z (after Chiew and Siriwardena, 2005) .
In this research, first the Mann-Kendall trend test procedure was used to detect the probability of the positive trends between the hydrologic variables. In the next step, the simple regression analysis technique is used to test the slopes of the trend lines, estimation of the prediction value in future, and confidence intervals for precipitation, temperature and streamflows.
Regression model test
One of the most useful parametric models to detect the trend is the "Simple Linear Regression" model. The model for Y (e.g. precipitation) can be described by an equation of the form:
where, X=time (year) a=slope coefficients; and b=least-square estimates of the intercept. The slope coefficient indicates the annual average rate of change in the hydrologic characteristic. If the slope is statistically significantly different from zero, the interpretation is that it is entirely reasonable to interpret there is a real change occurring over time, as inferred from the data. The sign of the slope defines the direction of the trend of the variable: increasing if the sign is positive, and decreasing if the sign is negative.
The method of linear regression requires the assumptions of normality of residuals, constant variance, and true linearity of relationship (Helsel and Hirsch, 1992) .In this regard, checking the normality of the data has been done by a special test for normality by using the Ryan-Joiner method (Devore, 2004) . The test of Ryan-Joiner can be carry out by MINITAB software by calculation of the Ryan-Joiner (RJ) coefficient. This coefficient will be compared by another coefficient named Ca. If R-J's coefficient is greater than Ca then the null hypothesis of normality cannot be rejected. The coefficient of Ca depends on the number of the data and the significance levels of α. The values of Ca can be find in the reference of Devore (2004) .
Evaluation of the Results
There are different ways to evaluate the significance of the results such as confidence limits at 95% levels, sample correlation, R-square and P-value. All these values were calculated in the trend line of this research.
-The 95% confidence interval of the slope is a range of values, as is the 95% confidence interval of the intercept. Linear regression can also combine these uncertainties to graph a 95% confidence interval of the regression line. The best-fit line is solid, and the 95% confidence interval is shown by two curves surrounding the best-fit line in the figures which follow.
For a population with a sample size of n , the confidence interval was calculated by the procedure outlined in Devore (2004) : Y , and t (α/2,n−2) a critical value for a 95% confidence level.
The plotting of the confidence interval for the regression line shows that the CI is centered at the mean of X, namely X mean , and extends out to each side by an amount that depends on the confidence level with a hyperbolic form. This means that the confidence interval depends on the value of X. The farther the value of X departs from X mean , the larger is the confidence interval (Devore, 2004) . It should be noted that in the presence of autocorrelation, the confidence intervals of the slope of the regression line may widen significantly. Therefore, a slope that is statistically significant under the hypothesis of uncorrelated data may become not significantly different from zero if correlation is properly taken into account.
In addition, in many applications one wishes to predict the value of a variable to be observed at some future time, and obtain an interval of plausible values for the value of Y associated with a future value of X. This is possible with calculation of a Prediction Intervals rather than a confidence interval. In this research the prediction intervals refers to the estimation of the hydrologic values of precipitation, temperatures and inflows in 2050, demonstrate the uncertainty or range associated with these values.
The formula for estimation of prediction intervals is (after Devore, 2004) :
-The P value is a probability, with a value ranging from zero to one; when P is less than 0.01, for example, it shows that the trend is significant, so the smaller the P, the more significant the trend (Helsel and Hirsch, 1992 ).
-The sample correlation coefficient R, is a coefficient ranging between −1 and 1 and measures the strength 
-R-square (R 2 ), or the square of the correlation coefficient, is a fraction between 0.0 and 1.0 (unitless). An R 2 value of 0.0 means that there is not any correlation between X and Y and no linear relationship between X and Y . On the other hand, when R 2 approaches to 1.0, the correlation becomes strong and with a value of 1.0 all points lie on a straight line.
At this time, there exist a number programs that can calculate these values easily and quickly, including STATIS-TICA (Statsoft, 2006) , STATLETS (NWP, 1997), MINITAB (Devor, 2004) and Excel. For this research the MINITAB and Excel were used to calculate the trend lines, statistical values and plot the figures.
Autocorrelation and long memory in the data
According to Salas et al. (1993) , hydrologic time series are generally autocorrelated. Autocorrelation in some series such as streamflows usually arise from the effects of surface, soil, and groundwater storage. Conversely, annual precipitation is usually uncorrelated.
Autocorrelation, or as sometimes called "serial correlation", refers to the correlation of a time series with its own past and future values separated by "k" lag time units, whereas the simple correlation is the mutual relationship between two or more random variables. Hurst (1951) presented a relationship to show the existence of long memory between tha data by defining a coefficient of H between the (0.5-1) . As presented by (Montanari, 1998 ):
That ρ k is the autocorrelation coefficient of the process at lag k, C H is a constant and H is called the "Hurst exponent" or the "intensity of long memory" between (0.5-1.0). A value equal to 0.5 means absence of long memory. This relationship shows that the higher the H , the higher autocorrelation R e g r e s s io n 9 5 % C I 9 5 % P I Precipitation(mm/year)
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between the data. According to the Montanari "if long memory or autocorrelation is present, it may be more reasonable to suppose that climatological variations are due to a local cycle". Also the value of H or autocorrelation has an influence in the width of the confidence intervals. The greater the autocorrelation, the greater the confidence limits, and as a result the long memory or high autocorrelation provides more uncertainty on the results obtained by trends procedures (Montanari, 1998).
As well the autocorrelation coefficient can have an influence in the results obtained by the Mann-Kendall test. Khaled and Ramachandra (1998) state that "The null hypothesis for the Mann-Kendall test is that the data are independent and randomly ordered, i.e. there is no trend or serial correlation structure among the observations. However, in many real situations such as hydrology and climatology the observed data are autocorrelated. Cox and Stuart (1955) described that "positive autocorrelation among the observations would increase the chance of significant answer, even in the absence of a trend". Khaled and Ramachandra (1998) indicated that the existence of positive autocorrelation in the data increases the probability of detecting statistically significant trends when actually none exist, and vice versa.
Precipitation, temperature and flow trends
Historical precipitation trends
The results of precipitation data series by two statistical methods are as follows:
-The Mann-Kendall test: demonstrates an existence of the positive trends for four Lakes of five, Michigan, Huron, Erie and Ontario. For these four lakes there are a small positive autocorrelation respectively 0.02, 0.09, 0.05 and 0.1 and for all of them the value of Z s is greater than Z 0.025 . Meanwhile for Lake of Superior the value of Z s is less than Z 0.025 with a negative autocorrelation of −0.04, meaning a positive trend is not demonstrated for Lake Superior (Table 2a ).
-The regression test: The Ryan-Joiner method carrying out by MINITAB showed that the data series are normal with the values of coefficient equal to 0.996, 0.994, 0.996, 0.994, 0.991 for Superior, Michigan, Huron, Erie and Ontario Lakes, respectively. The coefficient of Ca for a data of 70 years and a significance level of 5% is equal 0.97 (Devore, 2004) . As a result, all data are normal because Ryan-Joiner coefficient for all series is greater than Ca, and hence the null hypothesis of normality cannot be rejected.
The long-term precipitation data for the individual Great Lakes are plotted as annual precipitation versus time in Fig. 2a through e. The slopes of the trend lines are highly significant from both the regression modeling and using the Mann-Kendall statistic and low significance for Lake Superior, as summarized in Table 2b . These results demonstrate there is sufficient evidence to indicate (on the basis of 1930-2000 period) an increasing trend in precipitation for four of the five Great Lakes. Interpretation of the statistical coefficients shows that: -Lake Superior: Since the P-value for the slope is greater or equal to 0.05, there is not a statistically significant relationship between Precipitation and Year at the 95% confidence level. The 95% confidence limits of slope (0.173±1.02) include a value of zero for slope. The Rsquare statistic indicates that the model, as fitted, explains 0.83% of the variability in precipitation. The correlation coefficient equals 0.09, indicating a relatively weak relationship between the variables.
-Lakes of Michigan, Huron, Erie, and Ontario: Since the P-value for the slope is less than 0.01, there is a statistically significant relationship between "Precipitation" and "Year" at the 95% confidence level for all of these Lakes. There is no value of zero for the slopes in the 95% of confidence limits. The R-Square statistic indicates that the model as fitted explains respectively 12.7%, 9.5%, 18.5% and 23% of the variability in precipitation for these four lakes, all representing statistically significant relationships.
The regression tests show the same results as those obtained by the Mann-Kendall test.
Trends in temperature
-The Mann-Kendall test: results from application to the temperature series are presented in Table 3a . All demonstrate small positive autocorrelations and for all five lakes the value of Z s is less than 1.96, meaning the probability of positive trend is very low.
-The regression test: The Ryan-Joiner method showed that the data series are normally distributed with the values of coefficient equal to 0.97, 0.98, 0.97, 0.97, 0.97 for Superior, Michigan, Huron, Erie and Ontario Lakes, respectively. The coefficients of Ca for 53 years of record and a significance level of 5% are equal 0.96 (Devore, 2004) . As a result, because the Ryan-Joiner coefficient for all series is greater than Ca, the null hypothesis of normality cannot be rejected.
Average annual trends of overlake temperature versus time , are illustrated in (Fig. 3a through e) . The significance of the long-term temperature data for the individual Great Lakes were tested with the results as summarized in the  Table 3b .
None of the trends for temperature were identified as statistically significant at the 5% level although the best estimates of the slopes of the regression lines were all positive. The R-Square statistic indicates that the model as fitted explains 8%, 0.05%, 0.2%, 3% and 1.5% of the variability in Temperature (Table 3b ). The simple correlation coefficient for all five Lakes respectively equals 0.28, 0.024, 0.04, 0.17, 0.12, indicating there is no statistically significant relationship between temperature and time. The regression tests confirm the results obtained by the Mann-Kendall test.
Trends in measured flows
Flow data were analyzed for four locations at various points along the Great Lakes system namely (I) St. Mary's River, (II) St. Clair River, (III) Niagara River, and (IV) St. Lawrence River, as identified in Fig. 1a . These locations represent the sequential locations within the Great Lakes Watershed. -The regression results test: The Ryan-Joiner method showed that the data series are normal with the values of coefficient equal to 0.99, 0.993, 0.991, 0.995 for St. Mary's River, St. Clair River, Niagara River, and St. Lawrence River, respectively. The coefficient of Ca for a number data of 70 ears and a significance level of 5% is equal 0.97. As a result, all data are normal because Ryan-Joiner coefficient for all series is greater than Ca, as the null hypothesis of normality cannot be rejected.
The flow magnitudes over time are plotted in Fig. 4 (4a: St. Mary's River, 4b: St. Clair River, 4c: Niagara River, and 4d: St. Lawrence River). In order to verify whether there is a significant linear trend in the data, the resulting slopes with relative confidence limits for 1930-2000 are given in Table 4b and demonstrate the following results: -St. Clair (Outlet of Lake Huron), Niagara (Outlet of Lake Erie), St. Lawrence (Outlet of Lake Ontario): Since the P-value for the slope is less than 0.01, there is a statistically significant relationship between Flow and Year at the 95% confidence level for all these sets of flow. There is no value of zero for the slopes in the 95% confidence limits. The R-Square statistic indicates that the model as fitted explains respectively 31%, 35% and 36% of the variability in flow.
The regression tests of flows versus time are adjusted with the result with those obtained by the Mann-Kendall test.
Comparison of historical trend projections and GCM predictions
If the historical trends continue, the magnitudes of precipitation and flow can be assessed for future years, and hence provide a comparison with the projections using the GCMs. It is noted that scenarios of climate change have typically been structured as percent change from the 1960-2000 period, as a means of establishing a baseline relative to, for example, the year 2050, the projected year in which there is considered the potential for a doubling of CO 2 in the atmosphere (e.g. after Lofgren et al., 2002) . In this context, trend extrapolation of the historical data using the regression equations for each of precipitation, temperatures, and flows, are summarized in Tables 5 through 7 , respectively.
Prediction of precipitation changes to year 2050
Based on the observed historical records, precipitation rates are significantly increasing over the Great Lakes. The rate of increase in precipitation over the 70 years period is alarming. From Table 5 of Superior, Michigan, Huron, Erie, and Ontario till 2050 are 4.1%±4.9%, 12.50%±4.5%, 10.9%±4.8%, 21.8%±8% and 19%±5 %, respectively. GCMs are being used to develop future scenarios under changed climate conditions (Mortsch et al., 2000) . For illustration purposes, the GCM predictions for future changes in precipitation for Lake Superior, Lake Michigan and Lake Huron (the latter two combined to Michigan/Huron) from Lofgren (2002) are plotted in Fig. 5a and b. Lofgren et al. (2002) results show that different GCMs produce significantly different predictions; they used outputs from two different types of GCMs namely the equilibrium models (GISS, GFDL, OSU, and CCC1) and the transient models (CGCM1, HadCM2, GFTR2, HCTR2, MOTR2, and CCTR2).
In addition to the GCM predictions, also plotted on Fig. 5a and b are extrapolations from the observed, historical trends. Note: values within parentheses represent the change in projected temperature compared to the Base Case mean . a Values extracted from Croley (1990) Superior Fig. 5a . Comparison of results of GCMs models by Lofgren et al. (2002) with predicted model in Lake of Superior. Lofgren et al. (2002) with predicted model in Lake Michigan and Lake Huron. Table 8a . Magnitude of increasing percentages of precipitation by GCMs models (Lofgren-2002) and trend line for Lake Superior (related to Fig. 5a ).
GISS GFDL OSU CCC1 CGCM1 HadCM2 GFTR2 HCTR2 MOTR2 CCTR2 PredReg. Tables 8a and b show the magnitudes of increasing percentages of precipitation for GCMs by Lofgren (2002) and calculated trend lines. As illustrated in Fig. 5a , for Lake Superior, compared to the prediction by regression, some GCMs overestimate the change in precipitation while some underestimate. For Fig. 5b , for Michigan/Huron Lakes, trend predictions by the regression lines exceed GCM model predictions.
It is interesting to note that others have also reported significant differences in precipitation differentials where Lenters (2000) reported, "It is not clear why Lakes Superior and Michigan-Huron are behaving differently, but it may be related to differences in regional climate." In addition, there is substantial uncertainty with the GCM predictions; for instance, Mortsch et al. (2005) emphasize that "there is no way of determining which climate change scenario is the "best" prediction of the future climate, the "worst case scenario", or the "average" potential change in climate. Ideally, a range of possible future climates and their implications should be explored through the use of a number of climate change scenarios". However, precipitation trend characterization is challenging since precipitation varies substantially across space and time, and hence it is difficult to predict a significant long-term change (Mortsch et al., 2000) . Nevertheless, the technical literature reveals there is evidence of increasing trend of precipitation; Mortsch et al. (2000) reported annual precipitation trends for regions of Canada near the Great Lakes region are significantly increasing. As well, Filion (2000) cited that Coulson's (1997) results indicate a precipitation increase of 7-18% in northern British Columbia.
Prediction of temperature changes to year 2050
According to IPCC (2001) , global temperatures are expected to increase by 1.5 • C to 4.5 • C, as opposed to the trend extrapolation of historical data of 0.63 • C in the Great Lakes (from Table 6 ). Upon analyzing the data for the period 1895-1999, Mortsch et al. (2000) suggested that the annual average temperature for Canada has increased by a statistically significant 1.3 • C, although the increase is not consistent throughout the time span.
The continuation of change in temperature from the observed records can be compared with GCMs prediction of future temperature. The GCMs predictions are consistently higher than those extrapolated from the historical data as listed in Table 6 . Even different GCM predictions are demonstrated as varying amongst themselves by substantial amounts, indicating there are substantial levels of uncertainty associated with temperature predictions.
Prediction of flows to year 2050
Based on the observed historical records, annual precipitation rates are significantly increasing over the Great Lakes. This increase in precipitation can lead to increased streamflows in the Great Lakes system (as apparent from Table 5 ). The increase in streamflows over the 70 years period is substantial. From Table 7 , if the trends apparent over the 1930-2000 time period continue, the rate of predicted increases in streamflows with their uncertainties at the outlet of Lake of Superior, Lake Huron, Lake Erie, and Lake Ontario till 2050 is 7.0%±8.24%, 17.0%±4%, 25.5%±5%, and 25.5%±5 %, respectively.
Discussion: uncertainty of the results
Statistical and mathematical models can be always an approximate description of reality, and the treatment of uncertainty is a basic issue in all hydrologic modeling and climate change research.
It should be mentioned here the detection and estimation of autocorrelation (presence of long memory) has become an important tool in time series analysis.
The presence of the autocorrelation influences the confidence limits of the slope of the regression line. It means a slope that is statistically significant under the hypothesis of uncorrelated data may become not significantly different from zero if autocorrelation is properly taken into account (Montanari, 1996 and Baren, 1994) .
In this regard, the uncertainty of the results was estimated by 95% confidence intervals and prediction intervals in 2050. As a result, the results of precipitation and temperatures data series in Great Lakes with a low autocorrelation might be due to impact of global warming and climate change but on the other hand, the results of streamflows with high values of autocorrelation in four river cases have more uncertainty in the confidence intervals, and demonstrate that they might be due to a local cycle and physical changes in the basins.
Studies demonstrate that there is a considerable ongoing impact of climate change on water resources, but the intensity of this impact depends on conditions of climate change in the future. Increases in precipitation and temperature could result in dire consequences on water quantity and quality. Precipitation directly translates into runoff, and the regions that experience significant increases in precipitation are likely to have increases in runoff and streamflows although land use changes may also influence runoff peaks. One of the major impacts of climate change would be the changes in frequency and magnitude of extreme hydrologic events (e.g. more intensive rainfall events). Incidence of heavier rainfall events could result in more rapid runoff and greater flooding. As well, heavier rainfall may cause deterioration of water quality. Increased rainfall intensity and high magnitude of floods may result in increased erosion of the land surface and the stream channels, higher sediment loads, and increased loadings of nutrient and contaminants.
Conclusions
Long-term historical data series of precipitation, temperature, and streamflows in the Great Lakes system using simple linear regression analysis and non-parametric Mann-Kendall trend test, demonstrate statistically significant increases in some precipitation and streamflows over the period 1930-2000. It can be seen, in all series, increasing trends are positive. In some modeling, particularly for the temperatures, the regression line does not show statistical significance.
Temperature trends were not found to be statistically significant (at 5% level) for any of the five Great Lakes, although the best fit line shows a gentle increasing slope, an average increase of 0.63 • C in the basin and less in magnitude than the GCM predictions.
Flows in the St. Mary's River (outlet of the Lake Superior) show a gentle increasing trend, whereas flows in the connecting channels at St. Clair River, Niagara River, and St. Lawrence River illustrate statistically significant increases (at 95% confidence limits) trends. Because of the high autocorrelation coefficients in the streamflow data, the uncertainties of the prediction of flows to 2050 are considerable.
The presence of significant positive trends in historical precipitation, and comparable levels as predicted by the GCMs, indicate that the hydrologic changes being incurred in the some Lakes of the Great Lakes system may be attributable to climate change. The prediction results of research demonstrate that until 2050, the increasing trends of the historical data may sustain their changes at the same rate. Accordingly, it might be said that until 2050, the slope of the changes may behave according to the suggested equations and slopes.
