Abstract. We prove some Hardy-Dirac inequalities with two different weights including measure valued and Coulombic ones. Those inequalities are used to construct distinguished self-adjoint extensions of Dirac operators for a class of diagonal potentials related to the weights in the above mentioned inequalities.
Introduction
In this work we deal with the problem of self-adjointness of Dirac operators. Many authors have studied this problem for Dirac operators H 0 coupled to an electrostatic potential V . Denoting H 0 = −iα · ∇ + β where α = (α 1 , α 2 , α 3 ), If V is a bounded function which tends to 0 at infinity, the operator H 0 + V with domain H 1 (R 3 , C 4 ) is self-adjoint, see for instance [19] . However, if V has singularities, one is interested in constructing self-adjoint extensions of H 0 + V originally defined on the domain C ∞ c (R 3 , C 4 ). The papers [15, 14, 16, 17, 18, 13, 12, 10] treated this problem by using a different method depending on the singularity of the potential. Those works dealt exclusively with electrostatic potentials, while in [2, 3, 4, 20] , Arai and Yamada consider more general matrix-valued potentials. Results on the essential self-adjointness of Dirac operators with relativistic δ-sphere interactions can be found in [5, 6, 8] and similar results for the Schrödinger operator with point interactions in [1] . See notes in [19] for the complete bibliography.
We will restrict our attention to [10] , the most recent work among the above mentioned ones, in which Esteban and Loss use a method based on Hardy-like inequalities. Let us explain this result in more detail. Let V : R 3 → R be a potential such that for some constant c(V ) ∈ (−1, 1), Γ := sup R 3 V < 1 + c(V ) and for every ϕ ∈ C ∞ c (R 3 , C 2 ), ( Then Esteban and Loss can construct a distinguished self-adjoint extension of the operator H 0 + V defined on C ∞ c (R 3 , C 4 ). One of the components of the operator is extended by using the Friedrichs extension and inequality (1.1), and the remaining one by choosing the right domain for the whole operator. In [11] , the same authors point out that an extra condition on the potential is needed for the construction of the self-adjoint extensions mentioned in [10] . The natural condition to get the desired symmetry on the operator H 0 + V is that each component of
is square integrable, where γ is any number in (Γ, 1 + c(V )).
In this paper we generalize, in some sense, the above mentioned result. Consider H 0 = −iα·∇+mβ, using similar techniques as in [10] , we construct distinguished self-adjoint extensions of Dirac operators defined as H V = H 0 − V with potentials of the type
where w 1 is a real function or a singular measure and w 2 is a function.
Assuming that w 2 is positive, for w 1 negative the proof runs quite straightforward. However, for the positive sign of w 1 we need to prove Hardy-Dirac inequalities such as
for some λ ∈ (−m, m).
Estimates of the type (1.3) are proved in Section 2 and we use them in Section 3 to prove the self-adjointness of the Dirac operator H V . In particular, they are used to define a Hilbert space H with the inner product
By using the Riesz Representation Theorem we are able to extend one component of the operator. The remaining component is extended by choosing the right domain D. Moreover, we avoid the extra condition on the gradient of the potential equivalent to (1.2) thanks to the particular structure of the inner product, which is itself symmetric. Therefore, if we take w 1 = w 2 = V such that sup x =0 V (x) ≤ ν |x| , we improve the result of [10] in the sense that we can construct a distinguished self-adjoint extensions without using the condition (1.2).
Some examples of Dirac operators and Hardy-Dirac inequalities are given in the last section of the paper.
Hardy-Dirac estimate
Definition 2.1. Let A be the class of potentials that contains all pairs of positive radial measurable functions, V 1 , V 2 : R 3 → R + , that satisfy
We can now state the main result of this section.
and any γ ≥ 0,
The inequality holds whenever the right hand side is finite. We follow the approach of [7] for the proof. For the convenience of the reader we state the relevant results on the spectrum of σ · L and the projections associated to the spectral space, X k , without proofs, thus making our exposition selfcontained.
Lemma 2.3. The spectrum of σ · L is the discrete set {k ∈ Z : k = −1} and σ · L applied to a radial function is zero. Moreover, if φ is a continuous function, then P k φ(0) = 0 for any k ∈ Z/{0, −1}.
The key points are that L commutes with all radial functions and that -1 is not in the spectrum of σ · L.
Definition 2.6. For V 1 , V 2 ∈ A, A k is given by
We can see at once that A k ≤ A 0 for all k ∈ Z, k ≥ 0 and A k ≤ A −2 for all k ∈ Z, k ≤ −2, because V 1 and V 2 are nonnegative.
Proof of Theorem 2.2. Let φ ∈ C ∞ c (R 3 , C 2 ). From the fundamental theorem of calculus we write
Suppose that W is a radial and real function, then
By abuse of notation, we use the same letter W for W (x) and W (r). Now using the identity
for any δ > 0 and γ > 0, we obtain
Take the nonnegative spectrum of σ · L, i.e., k ∈ Z, k ≥ 0. We want to solve
where
The equation is solved by
We now apply the same argument for the negative spectrum of σ · L. Let φ ∈ C ∞ c (R 3 , C 2 ) and write
Using the same notation as before and assuming that φ(0) = 0,
By (2.1) and for any δ > 0 and γ > 0, we obtain
For the negative spectrum of σ · L, i.e., k ∈ Z, k ≤ −2 we solve
Equation (2.5) can be solved by taking
By Lemma (2.3), φ k (0) = 0. Now using (2.4) and the above estimates we obtain
By (2.3) , (2.6) and using a density argument we conclude that (2.7) 
(ii) Notice also that we could put two different scalings by taking
In this case, since A + ≤ A + and A − ≤ A − , the constant in the inequality of Theorem 2.2 is worst, however, we gain on freedom.
Corollary 2.8. Let V 1 , V 2 ∈ A, c 1 and c 2 positive constants such that
, and m ∈ R + . Then there exists a λ ∈ (0, m) such that
Proof.
By assumption,
the corollary follows. Note that we can choose λ ∈ (0, m) close enough to m such that (2.8) holds.
Remark 2.9. The same results hold for V 1 nonnegative radial Radon measure which, in what follows, we will denote by µ. In this case, we have to redefine A as the class of pairs µ, V 2 such that µ is a singular positive radial measure supported in R 3 \{0} and V 2 is a positive radial measurable function bounded in a neighborhood of the support of µ that satisfy
The proof of Theorem 2.2 for V 1 a measure can be handled in much the same way, the only difference being in the definition of R 3 |φ| 2 dµ, i.e., we have to assure that the expression makes sense.
From [9] we know that if µ is a positive radial measure, then
holds for some C if and only if µ(B(0, r)) ≤ Br 2 for some constant B and all r > 0. Since µ ∈ A, it satisfies the inequality. Let Ω be the support of µ and Ω ǫ := {x : d(x, Ω) < ǫ}. It suffices to show that φ, ∇φ ∈ L 2 Ωǫ .
Define a smooth cut-off function η as
Assume that
On the other hand,
The first term on the right side is finite, because ∇η is bounded and φ ∈ L 2 (R 3 , C 2 ). Let us show that so is the second one. Since w 2 is bounded in Ω ǫ , then
Therefore, if (2.9) holds R 3 |φ| 2 dµ is well-defined.
Corollary 2.8 and Remark 2.9 will be very useful in the next section.
Self-adjointness and Essential Self-adjointness
Let V be a potential such that
where w 1 is a real function or a measure, w 2 is a real function and I 2 is the identity operator on C 2 . The Dirac operator coupled to the potential V takes the form
Proposition 3.1. Let w 1 , w 2 real functions such that w 1 (x) ≤ 0 and w 2 (x) ≥ 0 and locally integrable. Then, the space
is a Hilbert space with the norm
Moreover, for any a, b > 0 the H-norm is equivalent to
In particular, a = m + λ, b = m − λ if λ ∈ (−m, m).
Proof. It is easy to check that
is an inner product.
We have to see that H is complete. Let φ n be a Cauchy sequence in H, then so is in L 2 (1 − w 1 ) and σ · ∇φ n in L
We claim that ψ = σ · ∇φ. Since
Notice that since w 2 is locally integrable the second term on the right side is bounded. Moreover, the first term on the right tends to zero, thus, σ · ∇φ n tends to ψ in the sense of distributions. Now recalling that if φ n tends to φ in L 2 (R 3 , C 2 ) when n tends to ∞, then 
For any a, b > 0 the H-norm is equivalent to
In particular, we can take a = m + λ, b = m − λ if λ ∈ (−m, m). Moreover, if we take λ such that the condition (2.8) holds,
also defines an equivalent norm.
Proof. The fact that H is Hilbert is the particular case w 1 = 0 in Proposition 3.1. To complete the proof we only need to see the equivalence between the H and H w 1 norms. However, before doing that we need a previous result.
, then there exists ǫ > 0 such that
Hence, (1+ǫ)c 1 , c 2 , V 1 and V 2 satisfy the hypotheses in Corollary 2.8. Therefore, for λ satisfying
we have
By (3.1) we get
Hence,
We will use inequality (3.2) to prove the first part of the equivalence. We have
The reverse inequality is immediate.
Proposition 3.3. Let V 1 be a singular, radial and positive measure supported in R 3 \{0} and V 2 a function that satisfy the conditions in Remark 2.9. Let w 1 = c 1 V 1 , which we denote by µ, w 2 ≥ 0 such that
. If we take λ such that the condition (2.8) holds and w 2 is bounded in a neighborhood of the support of µ,
defines an equivalent norm in the Hilbert space H given in Proposition 3.2.
The proof runs as in Proposition 3.2, the only difference being in the definition of R 3 |φ| 2 dµ. However, since V 2 satisfies the conditions in Remark 2.9, it is well-defined. We fix a value λ satisfying the condition (2.8) . In what follows we use the notation of this inner product
Define D the domain of the Dirac operator containing all pairs
We understand the last two expressions in the following sense; the linear functional (η, (−m − w 2 + λ)χ) + (−iσ · ∇η, φ), which is defined for all test functions, extends uniquely to a bounded linear functional on L 2 (R 3 , C 2 ). Likewise for (η, (m − w 1 + λ)φ) + (−iσ · ∇η, χ).
We can now state our main result.
Theorem 3.5. Under the hypotheses of Proposition 3.1, 3.2 or 3.3, the Dirac operator H V defined on D is self-adjoint. Furthermore, it is the unique self-adjoint extension of
Proof. Here we follow the approach of [10] . The self-adjointness is proved by showing that H V is symmetric and that H V + λ is a bijection. We start by showing that H V + λ is a bijection from D to L 2 (R 3 , C 4 ). To prove that the operator is onto pick (F 1 , F 2 ) ∈ L 2 (R 3 , C 4 ) and define the linear functional T : H → C such that
, η ∈ H.
Let us see that T is bounded. By Cauchy-Schwarz,
Since F 1 ∈ L 2 (R 3 , C 2 ) and η ∈ H, the first term on the right side is well defined and bounded. Since F 2 ∈ L 2 (R 3 , C 2 ) and
the second term is also bounded.
We use the Riesz Representation Theorem to conclude that there exists a unique φ ∈ H such that
Equivalently,
This holds for all test function η, but since
extends uniquely to a continuous functional on L 2 (R 3 , C 2 ) which implies
, from its definition we have
The injection is trivial, because the Riesz Representation Theorem tells that for each (F 1 , F 2 ) there exists a unique φ such that (φ, η) H = T (η) for all η ∈ H. For (F 1 , F 2 ) = (0, 0), φ = 0 satisfies the equation, thus, φ must be zero. And, in consequence, χ = 0.
To prove the symmetry let (φ, χ), ( φ, χ) ∈ D and
for φ ∈ C ∞ c (R 3 , C 2 ). Note also that the first term of (3.4) makes sense because φ, φ ∈ H and the second one because, since (φ, χ) ∈ D,
and since φ ∈ H,
as we proved in (3.3). (3.5) makes sense by definition of the domain. We next show that (3.4) and (3.5) are continuous in φ with respect to the H-norm. By definition of the domain,
where c is a constant. In short, for φ chosen to be in C ∞ c (R 3 , C 2 ), we have two expressions that are continuous in φ with respect to H-norm that coincide in C ∞ c (R 3 , C 2 ). Then, by the Hahn-Banach Theorem, each one has a unique extension to a bounded linear transformation defined on H. Hence, they coincide on the domain. Therefore, we get that
which is symmetric in (φ, χ) and ( φ, χ).
The proof is completed by showing the uniqueness part of the theorem. Assume that there exists another self-adjoint extension such that for any Observe that we gain freedom on the constants ν 1 , ν 2 with respect to [10] . While they obtain essentially self-adjointness for sup V (x) ≤ ν |x| , ν < 1, we have ν 1 , ν 2 < 1. Therefore, we can take one of the constants large as long as we decrease the other one. If ǫ tends to zero we do not recover the Dirac delta function, thus we cannot consider the case that w 2 is a measure.
