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Abstract 
Many problems in applied mathematics require the evaluation of matrix functionals of the form F(A):= uTf(A)u, where 
A is a large symmetric matrix and u is a vector. Golub and collaborators have described how approximations of such 
functionals can be computed inexpensively by using the Lanczos algorithm. The present note shows that error bounds for 
these approximations can be computed essentially for free when bounds for derivatives of f on an interval containing the 
spectrum of A are available. (~) 1999 Elsevier Science B.V. All rights reserved. 
1. Introduction 
The evaluation of matrix functionals of the form 
F(A):=uT f(A)u, AE~ n×n, uER n, (1.1) 
where A is a large, possibly sparse, symmetric matrix, and u is a vector, arises in many applications. 
The matrix f(A) is defined in terms of the spectral factorization of A, i.e., 
f (A )  :=  Sf (A)S  T, (1.2)  
* Corresponding author. E-mail: na.reichel@na.net.oml.gov. 
1 Research supported in part by NSF grant DMS-9896073. 
2 Research supported in part by NSF grant CCR-9505393. 
3 Research supported in part by NSF grant DMS-9404706. 
0377-0427/99/S-see front matter (~) 1999 Elsevier Science B.V. All rights reserved. 
PII: S0377-0427(98)00267-2  
302 D. Calvetti et al./Journal of Computational nd Applied Mathematics 103 (1999) 301-306 
where 
A = SAS T, A = diag[21,22,..., 2n], STS = In. 
Here and elsewhere in this paper Ik denotes the k x k identity matrix. For notational simplicity, we 
will assume that the eigenvalues are ordered so that 
21 ~< 22 ~< ..- ~< J,n, 
and that the vector u in (1.1) satisfies ]lull = 1, where II" ]l denotes the Euclidean vector norm. 
Golub and collaborators have, in a sequence of papers, described how approximations of F(A) 
can be evaluated inexpensively by exploiting the connection between matrix functionals of the form 
(1.1), Stieltjes integrals, Gauss-type quadrature rules and the Lanczos algorithm; see, e.g., [1-3, 5] 
and references therein. 
For definiteness, introduce the vector [#1,#2,...,#n] :=uTS and, using (1.2), write the functional 
(1.1) as 
n 
F(A ) = uTSf(A)SVu = ~/ (2 j  )#2. ( 1.3 ) 
j= l  
The right-hand side of (1.3) is a Stieltjes integral 
F J f  := f ( t )  d#(t) 
with a nonnegative measure d#(t), such that/f it)  is a nondecreasing step function defined on ~ with 
jumps of height #2 at t=2 j .  It follows from ]lull = 1 that the measure d#(t) is of total mass one. 
The m-point Gauss quadrature rule associated with the measure d#(t) is of the form 
m 
~mf : = y~f(Oj)7 } (1.4) 
j= l  
and is characterized by the fact that 
J f  =f#mf, V f  cP2m-~, 
where P2m-I denotes the set of polynomials of degree at most 2m-  1. The nodes 0j of the quadrature 
rule are known to be the zeros of an mth degree orthogonal polynomial with respect o the inner 
product 
( f ,  g ) :=  o¢(fg). (1.5) 
Assume that the nodes are ordered according to 01 < 02 <- . .  < Ore. It is well known that for a 2m 
times continuously differentiable function f ,  the error in the quadrature rule (1.4) can be expressed 
as 
f(2m)(O~ ) f = m 
emf := ( J  - fgm)f = (2m)! " 1-I(t -- 0j)2d#(t) (1.6) 
~°j= 1 
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for some 0, E [21, ~,n]. If the derivative f(2m) does not change sign in [21,2,], then the sign of the 
error g , , f  can be determined from (1.6). For instance, if f{2")(t)>0 for 21 ~< t ~ 2,, then 8m f>0 
and therefore fqmf<J f .  When in addition f{Zm+O(t) does not change sign in the interval [21,2,], 
an upper bound for J f  can be determined analogously by using an (m + 1)-point Gauss-Radau 
quadrature rule (see [3]). However, when f(Zm) or f(Zm+l) change sign in [21,2,], then Gauss and 
Gauss-Radau rules might not yield lower and upper bounds for i f .  
The present note shows that the quantities required to evaluate the approximation ~mf allow the 
computation of a bound for the right-hand side of (1.6) essentially for free when a bound for [f{2m)] 
on the interval [21,2,] is available. This bound does not require f(2m) to be of one sign. Details are 
described in Section 2. A numerical example is presented in Section 3. 
2. An error bound 
We first discuss the computation of ffmf, and then show how a bound for the error 8mf  can be 
determined with very little additional work. The computation of Gauss quadrature rules is discussed 
in [1-3, 5]. Our review of these results allows us to introduce notation necessary to discuss the 
evaluation of the error bound. 
Gauss quadrature rules with respect o the measure dkt(t) can conveniently be determined by the 
Lanczos algorithm. Application of m steps of the Lanczos algorithm to the matrix A with initial 
vector vl := u yields the decomposition 
AVm : Vmrm -[- flmt)m+l eT, (2.1) 
where Vm = [Vl, V2,. --, l)m] ~_. []~n×m and Um+ 1 E [~n satisfy VlmVm-Im,T __ i) mT+l l)m+l : 1, VlmVm+lT :0 ,  ~mE[~, 
and eJ denotes the jth axis vector. Moreover, 
/32 
r2 ~3 
0 
" " " " " " t~m - 1 
0 13m1 
0~ mXm 
is a symmetric tridiagonal matrix. We refer to [4, Ch. 9] for a detailed iscussion of the Lanczos 
algorithm. 
The relation (2.1) between the columns vj of Vm shows that 
vj = pj_~(A)vl,  1 <<. j <~ m + l, (2.2) 
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for certain polynomials /~_1 of degree j - 1. It follows from the orthonormality of the vectors vj 
that 
F (Pj-1, Pk-I ) = Pj- l(t)pk-l(t) d#(t) = uTsI~_I(A)pk_I(A)STu oo 
= uTpj_l(A)pk_l(A)u = 1)Tpj_ I (A)pk_ I (A)V l  
=vfvk= {0, jCk ,  (2.3) 
1, j=k .  
Thus, the polynomials /~ are orthogonal with respect o the inner product (1.5). Combining (2.1) 
and (2.2) yields a recurrence relation for the polynomials /~: 
fl, p , ( t )=( t -  ~,)po(t), p0(t)= 1, 
f l f l~(t)=(t - cg)pj_l(t ) - flj-1/~.-2(t), 2 ~<j ~< m, (2.4) 
which can be expressed as 
[p0(t), p l ( t ) , . . . ,  pm-l(t)]Zm = t[po(t), pl(t) . . . . .  pm--~(t)] -- fin[0,... ,0, pm(t)]. (2.5) 
In particular, Eq. (2.5) shows that the zeros of Pm are the eigenvalues of Tm. 
Introduce the spectral decomposition 
Tm = QmDmQ T, Dm= diag[0t, 0=,..., Orn], QTQm = Ira. 
It is well known that the weights of the Gauss rule (1.4) are given by 7}=(e~Qmej) 2, 1 <<.j <~ m. 
It follows that the Gauss rule can be written in the form 
~mf= T T e 1Qmf(Dm)Qmel = e~f(Tm)e,. (2.6) 
Hence, ffmf can be determined by first computing the Lanczos decomposition (2.1) and then eval- 
uating one of the expressions (2.6). 
We turn to the evaluation of a bound for the error (1.6). Introduce the monic orthogonal polyno- 
mials qj c Pj with respect o the inner product (1.5). It follows from (2.4) that 
qo(t) := 1, 
(2.7) 
qj(t) := fljfl j_,.., fll/~(t), j ~> 1. 
Note that the integral on the right-hand side of (1.6) can be written as 
fSo~ ~1 ( t -  Oj)2 (2.8) 
Proposition 2.1. Assume that there is a constant Cm, such that 
If(Zm)(t)l ~ Gin, 21 <. t <. 2,. 
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Table 3.1 
F(A) = u T sin(A)u, A symmetric indefinite 
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n=300 m=3 m=4 
F(A) 1.208409205 x 10 - l  1.208409205 x I0 -1 
ffmf 1.208418800 x 10 - l  1.208409177 x 10 - l  
• ~mf 3.1 X 10 -5 1.3 × 10 -7 
~mf --9.6 X 10 -7 2.8 × 10 -9 
Then 
[emf[ ~ ~C~, fl2 fl2_ 1 ... fl~. 
/_,ml 
(2.9) 
Proof. The result follows by substituting (2.8) into (1.6), and the observation that 
2 2 . 
(qm,qm) :  flmflm-1 " " fl~. 
Eq. (2.10) is a consequence of (2.7) and (2.3). [] 
(2.10) 
In order to evaluate the Gauss rule ffmf by (2.6), we first applied m steps of the Lanczos algorithm 
to determine the decomposition (2.1). This gives the coefficients ill, f12,..., tim required in the error 
bound (2.9). Thus, the error bound (2.9) can be computed with very little arithmetic work in addition 
to the computations ecessary to evaluate the Gauss rule ffmf. 
3. A computed example 
The numerical example of this section illustrates the bound (2.9). The computations were carried 
out in MATLAB 5.01 on a MICRON personal computer, i.e., with approximately 15 significant 
digits. 
Example 3.1. We would like to determine an approximation of
F(A) := u T sin(A)u, 
where A is a 300 x 300 real symmetric matrix with randomly generated uniformly distributed eigen- 
values in the interval [-1, 1], and u is a random vector of unit length. Thus, f ( t )=  sin(t) and 
the derivatives of f of even order change sign in any interval containing the spectrum of A. This 
implies that the evaluation of pairs of Gauss and Gauss-Radau quadrature rules as described in [3] 
is not guaranteed to yield upper and lower bounds for the er ror  ~mf. Table 1 shows the exact 
value of F(A), and the approximations Gmf for m = 3 and 4 computed as described in Section 2. 
The derivatives of f are bounded by one in magnitude, and therefore, by (2.9), 
[emf l  ~< ,~mf  :=  ~---~. fl2mfl2m_l " " fl~. 
Table 1 displays the error bound ~mf  as well as gmf. 
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We remark that the bound (2.9) is primarily of interest for matrix functionals F(A) defined by 
integrands f with derivatives that change sign on an interval containing the spectrum of A. When 
the derivatives of f do not change sign, then pairs of Gauss and Gauss-Radau quadrature rules can 
be applied to determine upper and lower bounds for ~,~f as described in [3], and in our experience 
these bounds are often sharper than the bound (2.9). 
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