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1 Introduction
Liquid and gas phases circulate horizontally through the same channel in many industrial
processes. They can do it following different patterns of so-called two-phase flow. Depending
on the superficial velocity of each one of the phases, the flow can vary. The different types of
flows observed in horizontal pipes are bubbly flow, stratified flow, wavy flow, slug flow and an-
nular flow. The first formal classification of flow patterns was carried out by Taitel and Dukler
during the 1970s [TNA78].
Slug flow is a phenomenon that has gained importance during the last decades in differ-
ent technology fields. The two best-known areas where its analysis is of great importance are
nuclear power plants and oil and gas extraction and distribution. In nuclear power plants that
operate with boiling water (mainly PWR and BWR), vapor and liquid water circulate chaoti-
cally mixed till they arrive to an elbow or a U-tube where centrifugal forces lead to the separa-
tion of gas and liquid. From there, if the superficial velocities of the two phases belong to slug
flow, whose water hammers could damage or eventually break the pipe, an undesired effect
called LOCA (Loss Of Coolant Accident) could take place. Regarding oil and gas extraction and
distribution, it is important to consider that from natural oilfields any extraction of hydrocar-
bons will consist on a mixture of components with different volatility; therefore, it will usually
consist on liquids and gases flowing together, sometimes in slug flow and consequently pro-
voking pressure peaks throughout the pipelines, which means lower pumping efficiency and
potential damage for the distribution materials.
The study of slug onset is especially interesting because if it were avoided or controlled by
artificial means, all the dangers described in the paragraph above would automatically disap-
pear. Rafi Ahmed and Sanjoy Banerjee developed a theoretical method to predict the onset of
slugs based on instabilities in the amplitude of waves in 1985, the so-called Kelvin-Helmholtz
instabilities [AB85]. This slug onset mechanism was accepted by most authors, but its wave-
length dependence contradicted the experimental data. Therefore, a theoretical model using
the concept of energy balance and taking into account the shear stresses was developed by
Chun and Lee in 1996 [CL96]. Hurlburt and Hanratty investigated the transition from slug to
plug flow, which differs from slug in its lack of air within the liquid body, using slug stability in
2001 [HH02] and so helping to define the boundary conditions of slug flow. Regarding mea-
surement techniques for the analysis of slugs, 2D PIV (Particle Image Velocimetry) started
being used in the late 1970s and is the most common technique nowadays since it allows
highlighting the right number of particles for the study of the flow dynamics. It consists on
the introduction in the fluid of tracer particles that can be identified due to their lumines-
cence when a laser plane intersects the flow. In addition, a recording system consisting of one
or more cameras with a high shooting frequency provides accurate sequences of pictures that
can be processed by suitable software to determine velocity fields based on the path followed
by the tracer particles.
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Another technique based on the same principle and used in the investigations of flow
dynamics is Stereo PIV. In this case, two cameras are needed and the target of the laser is a
plane perpendicular set to the axis of the tube. Although in this way more information about
the secondary flows can be determined, this method requires a very accurate and difficult
calibration of the recording system and at least two cameras with a perfect synchronization
in time. Besides, the processing of the images obtained with Stereo PIV needs to be treated and
correlated through a more time-demanding process than 2D PIV. Though Stereo PIV has been
used in the analysis of pipe flow since 2003 with the work of Van Doornel [vDHL+03], it has
been applied for the first time in the Chair of Thermodynamics of the Technische Universität
München for the investigation of two-phase flow [CUS11].
The scope of this work is the further investigation of slug onset and its description in-
cluding secondary effects such as turbulences, a characteristic that has never been illustrated
about slug flow. For this purpose, images obtained with 2D PIV and Stereo PIV will be used. To
enhance the quality of the results, the first task will be the development of suitable software
to avoid false velocity vectors produced by reflection and refraction, to overlap several pairs
of images obtained by different cameras simultaneously and to treat the data gained after PIV
computerized analysis. Moreover, a new kind of graphical representations that reveal a deep
insight in the velocity fields of slug flow will be shown.
2
2 Fundamentals of slug flow
This chapter will give the reader an overview of the many possible two-phase flows that can
be possible in a horizontal pipe, and specially the transition from stratified to slug flow will be
treated, emphasizing the thermodynamic laws that take part in the process.
2.1 Two-phase flow patterns
Flow patterns of two-phase flows are usually divided in vertical and horizontal pipe flow, but
vertical pipes are going to be neglected in this work because the scope of the thesis is the
investigation on slug flow in a horizontal pipe, and vertical pipe patterns are more strongly
influenced by factors such as gravity.
The visual difference between patterns is the geometry of the boundary interface between
both phases. The factor on which the flow pattern depends is the superficial velocity of each
phase, which is a virtual velocity calculated as if the correspondent phase was the only one
flowing through the pipe. Therefore, to calculate the superficial velocity the volumetric flow
of the phase must be divided by the total area of the cross-section of the pipe:
jl =
Ql
A
(2.1)
jg =
Qg
A
(2.2)
Many flow regime maps have been published during the last decades, though the most
useful for the purpose of this work is the one designed by Mandhane in 1974 [Man74] shown
in Fig. 2.1. It is based on the results of experiments carried out with water and air in different
circular pipes with diameters ranging from 13 mm to 50 mm. The corresponding two-phase
flows regimes can be seen in Fig. 2.2.
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Figure 2.1: Regime map of two-phase flows in horizontal pipes [Man74].
Stratified flow occurs when both liquid and gas flow at low velocities. It is the most regular
two-phase flow regime and the only one where the interface is a continuous boundary and
liquid and gas flow completely separated. In this flow pattern the strongest visible force is
gravity, which makes the liquid flow at the bottom of the pipe.
When gas superficial velocity increases, so-called capillary waves of a few millimeters long
start to appear in the liquid surface and eventually bigger waves will be formed if gas contin-
ues accelerating. The length (wavenumber) and amplitude of the waves depend strongly on
the relative velocity of one phase over the other. Due basically to surface tension and to the
turbulence in the boundary layer where perturbations could take place, waves are able to
climb some height and leave a thin liquid film at the walls of the pipe.
4
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Figure 2.2: Two-phase flow regimes in a horizontal pipe [Man74].
Eventually, due to processes described in the next section, waves can reach the top of the
pipe leading to the onset of an intermittent flow, which can be plug flow or slug flow. There
are mainly two differences between plug flow (also known as elongated bubble flow) and slug
flow. Although both comprise the alternation of waves that sweep the top of the pipe and
waves at a much lower level of the pipe, they differ in the amount of bubbles within the water
and the bubbles that separate the higher waves. Since slug flow is present at higher superficial
gas velocities, it is more aerated, which means that more air enters the body of the slug and
so many more bubbles can be found within the slug. Moreover, slug and plug flow differ on
the shape of the Taylor bubble, which is the space of gas compressed between slugs or plugs.
As Fig. 2.3 obtained from the work of Carpintero [CRKS06] shows, plug flow presents a better
defined bubble and is less chaotic than slug flow and it can be noticed how the tail of the bub-
ble is composed by an hydraulic jump where the level of the water rises and finally by a thin
layer because the wave does not reach the top of the pipe yet. In , boundaries of bubbles are
difficult to define in slug flow, where aeration is much stronger and chaotic, and the transition
between slug and Taylor bubble is a cloud of bubbles chaotically mixed within the body of the
slug.
When the superficial gas velocity is at least one order of magnitude higher than the super-
ficial liquid velocity, the most common pattern is annular flow, where the water forms a ring
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Figure 2.3: Characteristic parts of plug flow (top) and slug flow (bottom) [CRKS06].
that wets the whole perimeter of the pipe. This ring is thicker in the lower part than at the top
because of the gravity force, and it usually contains waves and droplets in its boundary with
the gas phase. If the superficial gas velocity increases too much, the upper part of the ring
breaks and it does not cover the whole perimeter, so it turns into wavy flow.
At high superficial liquid velocities (around 1 m/s) and low superficial gas velocities (less
than 1 m/s), bubbly flow is to be found. It is similar to pipe flow but it contains bubbles with
different sizes depending on the void fraction and they are normally distributed according to
their diameter, so that bigger bubbles travel at a higher height of the pipe due to their higher
buoyancy.
For superficial liquid velocities higher than 4 m/s, the flow is dispersed. Due to the high
degree of turbulence, the buoyancy of air in water loses importance and bubbles are not to
be found just in the top of the flow anymore, but in the whole region, being very similar to
dispersed flow in vertical pipes.
6
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2.2 Slug onset
As it was explained in the last section, slug flow can arise from different patterns, but usually
it is the outcome of perturbations in stratified flow. There are different mechanism of onset of
slug flow from stratified and wavy flow:
1. Operationally induced slugs: This situation can take place when the conditions of the sys-
tem are forced towards slug flow regime for example during the start-up of operations.
2. Terrain induced slugs: Especially in oil and gas pipes, the position of the pipe is not con-
stantly horizontal but includes dips and elbows where some liquid can accumulate and even-
tually block the whole passage of gas. If this happens, the gas will accumulate upstream the
liquid and the pressure will increase, so the mass of liquid will be accelerated creating an slug.
3. Hydrodynamic slugs: This kind of slugs are formed by a process which combines Kelvin-
Helmholtz instabilities and Bernoulli effect. Both phases will be described with detail in this
section.
2.2.1 Kelvin-Helmholtz instabilities
Kelvin-Helmholtz instabilities is a phenomena that takes place when two immiscible fluids of
different densities flow parallel with each other and shear stress draws energy from the main
flow to produce small scale perturbations. The temporal and spatial dispersion of this pertur-
bations are described by the Kelvin-Helmholtz theory. It is based in the fact that when a cur-
vature appears in the boundary between the two phases, centrifugal forces lead to a change
in the pressure, which amplifies the curvature even more and produces the instabilities. In
Fig 2.4 a hypothetical flow with two parallel phases at different velocities is depicted. The ab-
solute velocity of the lighter phase is U1 and the one of the heavier is U2. The propagation
velocity of the instability isUm , where
Um = U1+U2
2
(2.3)
This means that in the case ofU2 having the same magnitude asU1 but opposite direction,
the instability would remain in the same point.
7
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Figure 2.4: Perturbation in the sheer layer between two fluids at different velocities [oG12].
As mentioned above, once the first curvature has taken place, a serie of centrifugal forces
develop the characteristical shape of a Kelvin-Helmholtz instability. In Fig 2.5 obtained from
[oG12] the detailed process of instability formation is depicted.
Figure 2.5: Development of a Kelvin-Helmholtz instability between two phases [oG12].
2.2.2 Surface tension
The effect that offsets Kelvin-Helmholtz instabilities is the surface tension. In the bulk of a
fluid, each molecule is pulled with the same strength in all directions, so it remains in equi-
librium. In the interface with other substances, the molecules are not equally surrounded by
other molecule, and this creates an internal pressure that increases the energetic content of
the system. Since all the thermodynamic systems tend spontaneously to their minimal ener-
getic state, two phases will always try to share the minimal interface surface possible. This is
why, for example, water drops are spherical. In the case of two-phase flow, this tension is a
force that tips the patterns toward stratified flow.
The surface energy is defined by the equation 2.4
Es =σA (2.4)
Where Es is the surface energy, A is the interface surface and σ is the surface tension, which
depends exclusively on the temperature and the concentration of surfactant substances. There-
fore, the smaller the surface, the lower the energetic content of the system. For low velocitites,
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the surface tension will be able to compensate the centrifugal forces responsible for insta-
bilities, but from a certain velocity the latter forces will prevail over the surface tension. This
limit velocity from which instabilities appear is defined by the next equation as a simplified
expression from [ES98]
(U1−U2)2 =
2
(
ρ1+ρ2
)
ρ1ρ2
[
Tg
(
ρ2−ρ1
)] 1
2 (2.5)
In Eq. 2.5 Tg refers to the restoring force of the surface tension.
2.2.3 Bernoulli effect
On the other side, the effect that promotes the formation of slug flow departing from initial
Kelvin-Helmholtz instabilities is the Bernoulli effect. The Bernoulli equation consists on the
conservation of energy of a fluid circulating along a flow line. This energy is made up of three
components:
(1) Kinetik energy: is the energy responsible for the velocity at which the fluid flows
(2) Gravitational potential: depends on the relative height of the fluid
(3) Flow energy: is the energy of the fluid due to its internal pressure
When these three components are added, the sum must be always constant if shear losses
are not taken into account. As the Bernoulli equation states:
u2ρ
2
+P +ρgh = const (2.6)
In Eq. 2.6 P is the internal pressure of the fluid and z is the height of the fluid respect to a
reference height.
Going back to the effect of this energy conservation on slug onset, it starts to act when
the first Kelvin-Helmholtz instability builds a local peak of water upon the fluid level. At this
point, the cross-section through which the air flows gets slightly reduced, causing a positive
acceleration in the gas phase and a negative acceleration in the liquid phase. Thus, the local
pressure is reduced in the air and increased in the liquid leading to a further displacement of
the interface upwards. Then, the cross-section for the air is even smaller and the effect acts
again till the liquid blocks the whole cross-section of the pipe.
In Fig. 2.6 from [DH75] the whole process of slug onset is described. In the first three
pictures, the liquid that initially flows following an stratified pattern with the air starts to ac-
cumulate due to the friction with the walls of the pipe. At some point, a wave that runs over
the liquid surface reaches the top of the pipe completely blocking the cross-section and the
slug formation starts. Between pictures C and D, the air upstream the slug has pushed the
block of water accelerating it to that the water level drops and the system returns to position
A where the new slug will form.
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Figure 2.6: The process of slug formation [DH75].
2.2.4 Slug frequency
Since the first experimentations with slug flow in the early 70s, different models have been
developed for the prediction of slug frequency. However, all of them have some points in com-
mon. For instance, all authors agree that slug frequency increases when the liquid flow rate
increases regardless of the experimental conditions. Many different results were observed in
upward and downward flow when it comes to influence of gas velocity on slug frequency, but
in this work only horizontal flow will be regarded. In this case, the common results are that
for moderate liquid flow rate, slug frequency is almost independent of superficial gas veloc-
ity. Nevertheless, at high superficial liquid velocities, slug frequency increases with increasing
superficial gas velocity. To summarize this, table 2.1 shows the described effects.
Table 2.1: Effects of variations of liquid and gas rates on slug frequency for horizontal pipes
described in [CWHJ99].
Variation High liquid rate Moderate liquid rate
Liquid rate increasing Frequency increases Frequency increases
Liquid rate decreasing Frequency decreases Frequency decreases
Gas rate increasing Frequency increases Almost no effect
Gas rate decreasing Frequency decreases Almost no effect
The first investigations for the prediction of slug frequency in horizontal pipes were per-
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formed by Martin G. Hubbard in the late 60s and led him to the conclusion that higher super-
ficial liquid velocities always mean higher slug frequencies. This conclusion was confirmed
by the experiments of Gregory and Scott, that formulated the next equation based on the ob-
tained results in 1969 [GS69]:
f = 0.0226
[
ul
gd
(
19.75
um
+um
)]1.2
(2.7)
In Eq. 2.7 f is the slug frequency, g is the gravity acceleration, D is the inner diameter of the
pipe,ul is the superficial liquid velocity andum is the mixture velocity, which can be expressed
as
um = ul +ug (2.8)
being ug the superficial gas velocity.
Another equation was proposed by Tronconi in 1990 [Tro90] to predict slug frequency. It is a
simplified version based on his experimental results and on the work made by Mishima and
Ishii. His assumption was that slugs are built because of Kevin-Helmholtz instabilities but
only a portion of them survive after some instants. This is the correlation of Tronconi:
f = 0.305C−1w
ρgug
ρlhg
(2.9)
where ρg is the density of the gas phase, ρl the density of the liquid phase, Vg the velocity of
the gas within the the gas layer cross section of the pipe, hg the height of the gas column in
stratified flow and Cw a coefficient that represents the quantity of slug onsets necessary for a
slug to become stable. Usually this coefficient is chosen to be 2. Despite of the popularity of
this expression, it does not take into account the effect of the diameter of the pipe.
Finally, in 1990 Hill and Wood [HW90] developed their own model for the prediction of
slug frequency as a consequence of a balance of equilibrium in the liquid height. This is their
expression:
f = 0.275um
d
10(2.68
h
d ) (2.10)
where h is here the height of the liquid film.
Further in this thesis some of the correlations above will be compared with the experi-
mental data obtained in the experimental laboratory of the Chair of Thermodynamics of the
Technische Universität München.
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2.3 Regions of a slug
A slug is composed of different regions with their respective characteristics. A schematic dia-
gram in Fig. 2.7 obtained from the work of Woods and Hanratty [WH96] separates slug flow in
five areas: stratified flow, front, body, tail and Taylor bubble (which corresponds to stratified
flow in the next slug upstream).
Figure 2.7: Definition of variables of a slug [WH96].
2.3.1 Slug front
The front is usually the fastest region of the slug in the axial direction. It is also called slug nose
because of its shape. Since the slug front travels at a higher velocity than the liquid phase of
the stratified area, the pick-up of liquid takes place here. As this pick-up is a turbulent process
and it is in the boundary between the water and the air, an important aeration takes place and
many bubbles enter the slug through the front. Most of these bubbles move slower than the
front, so they get displaced to the middle region of the slug where the velocity is the average
velocity of the slug.
Besides, due to the highest velocity in the front of the slug and the mixture of water and
air, this region is extremely turbulent and the formation of eddies can be found. In the results
section, some of these effects will be deeper described.
2.3.2 Slug tail
The tail of the slug is a highly aerated region of the slug, so it has the highest void fraction in
the body of the slug. The shedding of liquid occurs in the slug tail, and it is caused because
the water in the boundary layer between the wall and the flow has a velocity very close to
zero and therefore cannot travel as fast as the slug. Consequently, in a relative system moving
at the velocity of the slug, some water is shooted backwards near the walls to the stratified
region under the Taylor bubble.
When the velocity of the tail is lower than the one of the front of the slug, the slug is in its
growing phase; when both velocities are equal, then the slug is stable, and if the velocity in the
tail were higher than in the front, the length of the slug would be reduced, but this last case is
very rare to find.
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Coherent structures are an important concept in Thermo-Fluid Dynamics, and they refer to
the superposition of large-scale three-dimensional components of the turbulent field of a ve-
locity vortex. Their main characteristic is that they have long lifetimes. Therefore, in compar-
ison with respect to perturbations occurring in turbulent flow, they present higher stability.
Though the scope of this work is the investigation in slug flow, to understand the coher-
ent structures present in slug flow is necessary to be familiar with the coherent structures of
turbulent pipe flow because most of the slug-related structures can be derived from those of
pipe flow. Besides, there is nowadays very little data about slug flow and some advantage can
be taken of the available results on turbulent pipe flow.
Although the first publication about turbulent flow was released by Reynolds in 1883, its
behaviour has not been yet completely understood due to its non-linear dynamics and its
chaotic nature. Since the 1950s to the present, a new approach to turbulence study based on
the characterization of coherent structures that cause turbulent stress, momentum and en-
ergy transport has gained importance constantly. Especially since the early 1990s, with the
progress of computational analysis able to process big amounts of data, the study of tur-
bulent flow has become more feasible and attractive. In 2008, Duggleby, Ball and Schwae-
nen [DBS09] used a statistical analysis method known as Proper Orthogonal Decomposition
(POD) or Karnuhen-Loève decomposition to analyze data obtained through Direct Numerical
Simulations (DNS) about turbulent structures.
In this section, a brief introduction to DNS and POD will follow before the most common
coherent structures for turbulent pipe flow are presented.
2.4.1 Direct Numerical Simulation (DNS)
Direct Numerical Simulation offers the opportunity to simulate in computational dynamics
without need for any turbulence model because it just solves numerically the Navier-Stokes
equations in a temporal and spacial grid, which will be finer or simpler depending on the
required accuracy of the results. These equations describe the conservation of mass and mo-
mentum for an incompressible fluid as in Eq. 2.11 and Eq. 2.12.
∂u
∂t
+ (u ·∇)u=− 1
ρ
∇p+γ∇2u+F (2.11)
∇·u= 0 (2.12)
The right side of Eq. 2.11 can be rearranged to include the Reynolds number:
∂u
∂t
+ (u ·∇)u=−∇p+ Re−1τ ∇2u (2.13)
In the equations above, u is the velocity field, t is time, p is pressure and F represents the
shear forces acting in the walls of the pipe. Data for the turbulent pipe flow is created by using
a high-order algorithm. The domain length has to be long enough to use periodic boundary
conditions to achieve realistic turbulent inlet and outlet conditions.
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2.4.2 Proper Orthogonal Decomposition (POD)
Proper Orthogonal Decomposition is a mathematical method which aims to convert a data set
of possibly correlated variables into a group of non-correlated variables (also called principal
components). The first variable of this new set is the one with strongest variability, the second
is the one with second most variability and so on, so that the last principal component is the
last variable that can independently affect the system.
Despite of its high usefulness, this method requires to solve three-dimensional integrals
and the computational cost is so high that it is always used together with another technique
to reduce the size of the computation. The two best known methods are translational invari-
ance and the method of snapshots. The former technique uses Fourier series to transform the
velocities of the three directions into velocities in one direction by applying the knowledge of
translational invariance, that is, two of the three directions (axial and azimuthal) are homo-
geneous. The other technique uses temporal correlations as long as the number of functions
required to describe the system is smaller than the number of time intervals in which the se-
quence was recorded. Depending on the goal of the POD, one technique or the other is used.
2.4.3 Coherent structures in turbulent pipe flow
Before regarding coherent structures deeper, the concept of wavenumber must be presented.
It refers to the distance over which the shape of a wave repeats. In waves in pipe flow there are
two wavenumbers, spanwise and streamwise. In this way, a coherent structure can be seen as
a wave that propagates in the direction of the main flow and in the azimuthal direction. De-
pending on the combination of both wavenumbers, different kinds of vorticity can be found
as classified in Fig 2.8.
Figure 2.8: Classification of turbulent pipe flow according to streamwise (m) and azimuthal
(n) wavenumbers [DBS09].
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Most coherent structures exist due to the effect of the shear forces in the walls of the pipe
to the fluid. Vorticity generates as the fluid adheres to the walls and as a result, friction plays
the role of an external force acting on a thin layer of fluid attached to the inner surface of the
pipe. An extremely thin layer of fluid close to the wall has velocity zero and the liquid starts to
move as it flows further from the solid boundaries.
Vorticities with streamwise wavenumber equal to zero are also called non-propagating or
rolls since they do not propagate in the axial direction and just rotate around the axis, but
they are unusual in pipe flow although more important in channel flow. They transport fluid
from the walls to the center and from the center to the walls.
In the other extreme, vorticities with spanwise wavenumber equal to zero are called rings
and present eddies perpendicular to the wall of the pipe like the ones shown in Fig 2.9.
Figure 2.9: Coherent structures in turbulent flow belonging to ring mode, where no propaga-
tion through the cross-section of the pipe takes place [oA12] modified.
In ring structures, their configuration allows a secondary phenomena to happen. Since
these vorticities are totally aligned with the main stream and they repeat like a mosaic every
certain distance, if a contour plot of only vertical velocities were built, it would be perceived
instantaneously as a courtain of columns of water ascending and descending respectively.
Assymetric structures are very similar to rings but they propagate slightly in spanwise di-
rection. Finally, most coherent structures belong to lifts, that propagate in all directions but in
streamwise direction they have a larger wavenumber, or walls, whose spanwise wavenumber
is bigger than the one in streamwise direction.
In the next page in Fig 2.10, two examples of every coherent mode were extracted from the
work of Duggleby, Ball and Schwaenen [DBS09].
a),b) wall mode
c),d) lift mode
e),f) asymmetric mode
g),h) roll mode
i),j) ring mode
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Figure 2.10: Sample modes of coherent structures in turbulent pipe flow [DBS09]. Colors in-
dicate the degree of swirl, defined as the ratio of swirl momentum over axial momentum.
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Two techniques are being applied in the Chair of Thermodynamics of the Technische Uni-
versität München for the investigation of two-phase flow, 2D Particle Image Velocimetry and
Stereo Particle Image Velocimetry. Although the results of this thesis have been mostly ob-
tained by using 2D PIV, both methods will be presented due to their immanent importance
in the investigation of two-phase flows. The application of these techniques consists on three
steps:
- Seeding of the flow
- Lighting
- Recording and cross-correlation
Since the seeding of the flow is a common step for the two methods it will be described next
and the rest of the process will be individually clarified for 2D PIV and Stereo PIV respectively.
The seeding of the fluid is the first action to carry out in Particle Image Velocimetry and
it consists on the addition of solid particles to the water that will flow through the pipe in
order to be able to track them and identify the instantaneous velocity fields. For a successful
performance, the seeding particles have to meet some requirements regarding buoyancy, size,
concentration and material.
It is crucial that particles move within the fluid only because of the liquid velocities and
not because of a density difference between the liquid and the particles, which would cause a
vertical velocity unrelated to the dynamics and the flow and contaminate the results.
Besides, the diameter of particles is important because it will have an influence in the
scattering properties and in the resistance shown in front of the forces of the fluid. On the one
hand, particles should be as small as possible in order to track instantaneous velocity fields
precisely and to avoid particles to resist the forced applied by the flows of liquid that can
influence the actual velocity. The following equation defines the drag force of an spherical
particle in a fluid:
Fd = 0.5ρlCdSu2r (2.14)
Fd stands for drag force, ρl for liquid density, Cd for drag coefficient (that is almost con-
stant in the scope of this work), ur for the relative velocity between particle and liquid and
S for the section surface of the particle, which is proportional to the square of its diameter.
On the other hand, the diameter should be bigger than the wavelength of the laser beam for
a proper reflection of the light and besides, particles should occupy a few pixels so that they
can be correctly recognized later in the cross-correlation. Because of this, a compromise has
to be found in the particle size. In this work, particles had an approximate diameter of 1 to 20
µm.
Concentration of particles in the fluid has to be optimized too, since the best concentra-
tion is the maximal one that allows particles to flow without changing their trajectories due to
crashes between them.
Finally, the material that particles are made of (at least the coating material) has to allow
the above mentioned conditions (buoyancy and dimensions) and be reflectant at the same
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time so that cameras can record them. Some of the most used materials are nylon, glass and
titanium dioxide.
2.5.1 2D PIV
The next component to be described will be the laser system. The task of the laser system is
to provide the particles with Laser Induced Fluorescence. This technique has a lot of advan-
tages in comparison to other techniques because it allows an accurate visualization of all the
targeted particles in the fluid.
The laser beam has the property of being monochromatic, which means that waves are
sent with one single frequency. Then, the laser beam has to be expanded and diverted by an
optical system in order to achieve the desired illuminated geometry. In the case of 2D PIV,
the targeted geometry is a vertical plane parallel to the pipe axis, so the set-up of the optical
system should be similar to the one shown in Fig. 2.11
Figure 2.11: Optical set-up for a 2D PIV investigation in a channel flow [MRK07].
The material with which particles are coated have an absorption peak and an emission
peak. The absorption peak is the frequency at which light is best absorbed by the coating
material, and it should coincide with the frequency of the emitted laser beam. If it does, the
emission peak will be the frequency at which particles re-emit light back and will make them
visible. Appart from the frequency of the laser beam, it has to be taken into account that the
intensity of the light will unfortunately not be homogeneous along the illuminated plane. The
emitted light will lose intensity as it travels deeper in the water because a part of it is absorbed,
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therefore light intensity must be high enough to overcome this effect. Besides, due to the dis-
tribution of the laser beam in the projected plane, light will be more intense in the center than
in the sides, so a cilindrical lens with big radius will be useful to minimize this effect.
Once the laser system is properly set, the cameras can record PIV images. Since the fre-
quency of the recording is very high (in the order of 1 kHz), a mode called multiframe/single-
exposure has been used, where the laser emits light pulses and the cameras record one image
for each pulse. Two of these images form a frame, which will have a certain time span between
both images. Frames are saved in the memory of the camera till the capacity is full, and from
there they are copied to the computer where frames will be treated by PIVlab to draw instant
velocity fields.
Pictures belonging to the same frame are cross-correlated to obtain velocity fields. The
first step of this process consists on dividing each picture in many squared sub-areas of several
pixels that will be individually considered to build one velocity vector. These areas are called
interrogation areas. After the software compares the brightness of the pixels of each interro-
gation area following an algorithm, the corresponding vector represents the most repeated
displacement of particles. This algorithm is repeated over the whole bitmap to elaborate the
velocity field.
During its elaboration, a lot of particles where lost out of the boundaries of interrogation
areas (so-called drop-out), and to highly avoid this effect, an overlapping distance is recom-
mended between contiguous interrogation areas. Besides, an interesting option called adap-
tive correlation has been used to generate more accurate instant velocity fields without the
disadvantages of using smaller interrogation areas that lead to a higher drop-out. This mode
analyses initially the bitmap using bigger interrogation areas to determine an approximate
field. Later, an iteration with smaller interrogation areas allows the identification of smaller
structures such as secondary flows and vorticities.
2.5.2 Stereo PIV
Stereo PIV has the goal to extract three-dimensional velocity fields by using thick enough laser
layer. For the application of this technique, two cameras are needed, and they must be placed
with a determined angle close to ninety degrees.
The working principle of this technique relies in the fact that a camera will capture more
or less sharp images depending on the relative position of the object plane to the focus plane.
Therefore, a constant sharpness in an image will represent particles in the same plane.
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Figure 2.12: Two-dimensional image calibration of the optical focus for the 3D reconstruction
[Mul12].
Furthermore, a calibration is needed in order to geometrically reconstruct the images in
three dimensions. Due to this calibration, perspective projection can be realized from the
image plane to the object plane as shown in Fig. 2.12.
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In this chapter will be described very breafly the experimental facility that was used for the
recording of the raw images. The facility is schematically depicted in Fig. 3.1.
Figure 3.1: Experimental test facility for the experimentation on two-phase flow in a horizon-
tal pipe [Mul12].
The water is supplied from a centrifugal pump that is electrically actionated. Because the
pump needs a minimal rotation speed to start working, a bypass can be used if it is neces-
sary a lower water flow than the resulting from this minimal rotation. On the other hand, the
maximal achievable liquid superficial velocity in the current facility is 2.5 m/s.
The air is provided by a roots blower which is actionated electronically as well. The max-
imal achievable gas superficial velocity is 10.5 m/s. The air is compressed in the blower and
consequently heated up, but since the desired flow should be isothermal, a heat exchanger is
used to cool down the air before entering the pipe.
Before entering the pipe, both phases flow into the mixing section where a thin horizontal
plate divides the cross section of the entrance of the pipe into two equally big areas. From
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there, both phases circulate through a pipe made of transparent glass, which is 9.60 m long
and has an inner diameter of 54 mm. It does not consist of a single piece but of six pieces
connected by flanges that in previous experiments were used to insert testing material.At the
end of the pipe a phase separator lets the air out to the atmosphere while leads the water back
to the water deposit through a closed cycle. This tank has a capacity of 1100 liters.
In the section of the pipe where the images are to be recorded (this positions are listed in
3.2), an additional element is needed in order to avoid refraction of the light when the laser
beam enters enters in a different medium when crossing the walls of the pipe. Therefore, an
aquarium full of water has to be installed with walls parallel to the lens of the camera(s). This
means that depending on the PIV camera set-up being 2D or Stereo, the aquarium will be
rectangular or trapezoid shaped respectively.
Regarding the camera set-up in 2D recording, there were two different possibilities de-
pending on the required resolution of the images. Although the cameras are able to record
images with a resolution of 1,024 x 1,024 pixels, to obtain a wider field of view two cameras
with overlapping fields of view are needed, and this requires the cameras to be set at a cer-
tain distance from the pipe.. Consequently, the height of the resulting images covered by the
pipe is only one half, which means PIV images with a resolution of 512 pixels in the verti-
cal axis. Since some sequences with a higher resolution were seeked, an alternative set-up
shown in Fig. 3.2 was used in which cameras were set at opposite sides of the pipe to achieve
overlapping without losing resolution. As it will be mentioned, this configuration will lead to
difficulties later when pairs of images have to be cut.
Figure 3.2: 2D camera set-up for series with a height resolution of 512 pixels (left) and 1,024
pixels (right) [Mul12].
In the figures above, distances z1, z2 and z3 refer to the distance between the beginning of
the test section of the pipe and the beginning of the recorded length. All these distances are
shown in the next table.
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Table 3.1: Flows analyzed within this work.
Set-up Left border of Name Wavy Pipe Slug Established Set-up
recorded plane [mm] flow flow onset slug
z1 1,879 Wavy 1 X Front-Front
Pipe 7 X
Pipe 3 X
Pipe 8 X
Slug 18 (2011) X
Slug 14 X
Slug 19 X
z2 1,500 Slug 61 X Front-Back
Slug 52 X
z3 7,226 Slug 30 X Front-Front
Slug 37 X
Slug 27 X
Slug 57 X
Slug 64 X
Slug 18 (2012) X
Table 3.2: Superficial velocities of the flows included in this work.
Name Superficial gas velocity jg [m/s] Superficial liquid velocity jl [m/s]
Wavy 1 0.58 0.22
Pipe 7 - 0.22
Pipe 3 - 0.68
Pipe 8 - 1.37
Slug 18 (2011) 0.89 0.64
Slug 14 1.20 0.66
Slug 19 1.11 0.64
Slug 61 1.41 0.92
Slug 52 1.41 0.92
Slug 30 0.87 0.22
Slug 37 2.09 0.22
Slug 27 1.66 0.22
Slug 57 0.78 0.22
Slug 64 0.78 0.22
Slug 18 (2012) 0.87 0.22
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In this chapter, the whole process that has been applied from the obtainment of raw images
by the cameras to the creation of files containing valuable information about the flow will be
explained. The process consists of three parts: pre-processing, which is an image treatment
for the enhancement of the quality of the results provided by PIVlab, PIV analysis, where a
FFT (Fast Fourier Transform) routine is used to track the tracer particles and so create velocity
maps, and post processing or graphical representations to better understand the structures
and velocity fields that occur during the slug onset and growth. The chart flow below depicts
in a simplified way the data processing.
Figure 4.1: Raw pictures from sequence Slug 19 recorded by left camera (top left) and right
camera (top right) and the final resulting contour plot with axial velocity field (bottom).
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4.1 Image pre-processing
Image pre-processing has been done with Matlab and consists of several steps which include
mirroring pictures (if necessary), overlapping of pictures and masking. Due to the need of
using two cameras to record a wider section of the pipe where the whole developed slug fits
without renouncing to high resolution, the series of raw images are split in right camera and
left camera. If the cameras were set in the same side of the pipe, the images can be overlapped
directly, but if they were set in opposite sides a mirroring of one image should be carried out
first. After the overlapping of the pictures and before PIVlab is run, an intensive process of
masking is responsible for the elimination of undesired reflections and stains caused by drops
or bubbles that may lead to false velocity vectors during the PIV analysis.
4.1.1 Mirroring and overlapping
As it was explained in the chapter of experimental equipment, a vertical resolution of 1024
pixels requires the cameras to be too close to the pipe to stand in the same side of the pipe and
cover overlapping fields of view. Therefore, some slug series were recorded with the cameras
set in opposite sides of the pipe, and so requiring one of the images (in our case the left image)
to be mirrored with a simple Matlab m-file that reverses the order of the pixel columns. This
necessity is illustrated in Fig 4.2.
Figure 4.2: One of the raw pictures from Slug 61 must be mirrored before the overlapping if
they were recorded with cameras in different sides of the pipe.
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Once both pictures are oriented in the same direction, they must be overlapped before the
masking process starts. Since the fields of view of the cameras overlap, the key of this step is
to find the optimal relative position of the left image over the right one in the length axis and
in the height axis.
A cross-correlation search was carried out to find the best overlapping position. The process
consists on assigning the value 1 or 0 to each pixel of each picture according to the brightness
of the corresponding pixel. In this way, a pixel whose brightness is equal or higher than a
certain threshold (for instance 130 in a scale of 8 bits, that is from 0 to 255 corresponding to
black and white respectively) will be assigned 1 whereas if it is lower, it will become 0. Then,
one of the images is displaced over the other pixel by pixel in the two axis and the values
of the pixels in the overlapping area are added so that in some pixels the final value will be
2. Finally, the number of "2"s divided by the overlapping area gives the correlation factor. If
the overlapping position with highest correlation factor remains constant during several time
steps, this position prevails for the whole sequence. A simplified example is shown in Fig 4.4.
Figure 4.3: Example of 1D cross-correlation. The combination of the two matrices above leads
to four possible configurations.
After calculating the number of 2s per pixel for each configuration, the table 4.1 below was
obtained.
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Table 4.1: Results of the different 1D overlapping configurations.
Axial overlap [pixel] 1 2 3 4
Number of values "2" [-] 1 0 4 2
Number of overlapping pixels [-] 5 10 15 20
Number of values "2" per overlapping pixel [1/pixel] 0.20 0.00 0.27 0.10
Since the highest number of values "2" per overlapping pixel is found in the third con-
figuration, this will be the chosen overlapping position. In a 2D cross correlation search, the
number of possible configurations is much higher than in 1D and therefore a surface is a
useful graphical representation of the quality of overlapping positions. In Fig 4.4 there is an
example of cross correlation evaluation where the optimal overkapping position is 1 pixel in
the height and 49 pixels in the length.
Figure 4.4: Cross-correlation for the optimization of the 2D overlapping position for two pic-
tures recorded from the same side of the pipe.
In the last figure it was easy to establish the coordinates for the overlapping process due to
the obvious validity of the peak over the rest of positions. Nevertheless, this occurs only when
the pictures were recorded by cameras installed in the same side of the pipe. The overlapping
of pictures recorded by cameras set in opposite sides of the pipe is not that easy because the
cross correlation method does not provide a clear evidende of the right position. Fig 4.5 shows
the surface of a cross correlation of this kind where the overlapping cannot be carried out as
automatically as in the last case.
This difficulty when looking for the right overlapping configuration in pictures taken with
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Figure 4.5: Cross-correlation for the optimization of the 2D overlapping position for two pic-
tures recorded from different sides of the pipe.
cameras at oposite sides of the pipe could be due to different reasons. First, it is possible that
particles do not appear with the same size from both sides of the pipe since the sections in
the intersections of the particles with the illuminated plane may differ slightly depending on
the thickness of the plane. Besides, the reflection in the pictures is different at both sides too
regarding the interface and the particles themselves.
4.1.2 Image masking process
One of the crucial moments in the processing of pictures is the masking. If images were di-
rectly analyzed by PIVlab after the overlapping, the fake vectors caused by reflection stains,
bubbles and other effects of the light in the interface of the mixture would perturbate the fi-
nal results. Below can be found an example of image where no masking was performed and
consequently the velocity vector field contains many false vectors in the limit between air and
water. In contrast, the same image after the masking process is shown and its corresponding
velocity vector field with very few flaws.
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Figure 4.6: Not masked raw image from sequence Slug 52 and its corresponding velocity vector
field with many false vectors.
Figure 4.7: Masked raw image from sequence Slug 52 and its corresponding velocity vector
field with few false vectors.
The masking process consists of many small functions, each one with specific goals. This
functions are, in sequential order: brightness compensation, high-pass filter, digitalization,
air stains cleaner, water stains cleaner, moving average filter and margins adjustment. The
next figure shows schematically the effect of each step.
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Figure 4.8: Algorithm of masking process of a raw image.
The first step consists in homogenizing the brightness of the pixels throughout the whole
picture. Due to the fact that the field of view of both cameras overlap in the right margin of the
left picture and the left margin of the right picture, this areas are more intensively illuminated
and the further from this region, the darker the rest of the image gets. To compensate this
effect, each column of pixels is assigned a factor that multiplies the value of the pixel. This
factor usually grows from the brightest column to the darkest one with values starting at 1
and following a linear or quadratic growth depending on the brightness distribution, so the
m-file has to be adapted individually for each serie. The importance of this step lays in the
fact that a darker area will be treated as an area with more air than water in the next steps,
so having images with inhomogeneous brightness will result in masked pictures with either
missing water regions or false vectors in the air region.
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Secondly, a high-pass filter is used to differentiate the water and the air regions. This part
is the core of the masking process because all the other functions aim to refine the output of
the high-pass filter. The high-pass filter reads the pixel map and returns another map where
the brightness of the pixels corresponds with the maximal difference of brightness between a
pixel and the pixels surrounding it. The areas where tracing particles are present have a high
contrast because every 4 or 5 pixels there is a change in the brightness intensity of 100 points
or more, whereas in the air and in the interface the picture shows the same grey or black color
with very small changes. Consequently, the undesired stains in the interface will be blanked
while the areas with particles will be brighted.
The digitalization converts the whole matrix of values between 0 and 255 into a matrix of
0s and 1s. With this goal, a threshold (for instance 130) is given and all the values beyond it will
be converted to 1 while the rest will be set 0. This step is necessary before the stain cleaners
are applied because to define a stain in a black area it will be defined as a group of white pixels
and a stain in a white area ill be defined as a group of black pixels. These stains exist because
the high-pass filter also identifies bubbles and scattered drops as regions with high brightness
variability instead of erasing them.
Next, two cleaners are used. The first one, called air stains cleaner, was programmed us-
ing an algorithm with the goal of eliminating any white stain in the background. The working
principle of this method is a searching loop that starts in the top left corner of the image and
moves down the column of pixels till it finds a white pixel. Once it has been found, a sequence
of 24 different movements are combined to move around the white figure in clockwise di-
rection and surround it till the coordinates where the surrounding path started are reached.
Then, if the number of moves that were necessary to surround the whole white figure is bigger
than a certain limit (for example 1000 moves) it means that the surrounded figure is just the
main water body and the searcher is placed at the top of the next column. Nevertheless, if the
number of moves was lower, the surrounded figure was a stain and the next action will be its
deletion by converting into black all the white pixels.
The second cleaner starts as soon as the first cleaner has run through the whole picture.
This time it is called water stains cleaner and the operation mode is different from the previ-
ous because the other method is more time-consuming and the existence of small stains in
the body of the water is not as problematic as the stains in the air since the moving average
filters will repair them in the next steps. In this case, two frames with different sizes are placed
in every position of the water region and any black pixel inside the window will be blanked if
the whole frame is occupied by white pixels. Two different sizes are needed because the big
one is more suitable for wider stains while the smaller is more effective for narrow areas and
corners.
After the cleaners, three moving average filters are used to smoothen the profiles of the
water body: one for the top profile, one for the right profile and one for the left profile (the
bottom profile is not necessary because it is always a horizontal line). The sample size has
to be big enough to avoid peaks and valleys in the surface of water but not as much as to
extremely flatten the profile, especially in regions where the water level rises because of a
slug.
Finally, a margins adjustment is carried out to adapt the shape of the body of water to the
edges of the pipe and the lateral limits of the picture. After all this steps, the masking process
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is finished and the result is an image where the amount of stains and reflections is minimal,
so it is ready to be processed by PIVlab.
4.2 PIV analysis
PIVlab is a free software defined as a time-resolved particle image velocimetry (PIV) tool. It
was programmed with MATLAB and consists of a graphical user interface (GUI) highly suit-
able for the analysis of series of PIV images since it provides velocity vector fields as well as
other parameters such as vorticity, acceleration and mean velocity components. Once the cor-
responding pictures have been loaded, the settings of the analysis must be chosen, which can
be separated into exclusions, image pre-processing, and PIV settings.
The option "exclusions" offers the opportunity to limit the analysis to a certain region of
the image, what means a potential reduction of the analysis time required, specially for whole
series with thousands of pictures where the required time can vary from several days to a few
hours.
The image pre-processing includes four parameters: constrast limited adaptive histogram
equalization (CLAHE), highpass filter, clipping and intensity capping. CLAHE is a technique
that improves the local contrast in the image and so a deeper degree of detail can be achieved.
It is called "limited" because it prevents the amplification of noise in homogeneous areas.
The highpass filter works like the one included in the masking m-file allowing the deletion
of homogeneous stains caused by reflection. Clipping converts the value of all pixels below a
certain threshold into zero, so that only the brightest pixels remain. Finally, intensity capping
is a way to improve the PIV cross-correlation by limiting the brightness to avoid the intense
scattering from seed particles.
In PIV settings, there are two options for the PIV algorithm: direct cross-correlation (DCC)
or Fast-Fourier-Transform (FFT). Although the former method is known to be more accurate
in the results, no qualitative difference has been found between its results and those of FFT.
Moreover, FFT is faster and more flexible in the number of passes, so two or three passes with
different interrogation areas can be carried out. The passes with wider interrogation windows
are appropriate for the identification of bigger structures while the passes with smaller inter-
rogation windows are used to obtain more accurate velocity vectors.
Afterwards, the PIV analysis can be done. This can need between 4 hours and several days
for a whole serie depending on the region of interest, the number of pictures in the serie and
the size of the interrogation windows and number of required passes.
As soon as the analysis is finished, a calibration needs to be done where the distance be-
tween the top and the bottom of the pipe is the reference distance and a length of 54mm is
given. Besides, the time step between pairs of pictures is needed for the computation of ve-
locities. In the tab "Post-processing" there are several options to validate the resulting vectors
and eliminate those that don’t meet certain requirements. One option is to select velocity lim-
its within a range of values for w and v. Another possibility is to select a standard deviation
filter and give a threshold in terms of multiples of standard deviations. Finally, invalid vectors
can be removed manually.
After the calibration, the text files with the resulting fields of velocities can be saved, yet
the processing of this data will not be possible since many NaN and complex numbers will be
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found in the files due to errors in the interpolations. Therefore, another m-file was created for
the edition of .dat files. After NaN values and complex numbers have been replaced by zeros,
the processing of the files can be done for the obtaining of graphical representations.
4.3 Graphical representations of PIV data
Since the results of PIV analysis are first delivered in form of matrices with thousands of
numbers, the best way to analyze them is producing graphical representations. Depending
on whether the focus of the interest is the axial velocities distribution throughout the height
of the pipe, the growth and characteristics of slugs or the search of secondary structures in
the flow, the graphical representation will be a velocity profile, a space-time diagram or slug
tracking respectively.
4.3.1 Velocity profiles
Velocity profiles are the fastest way to draw axial velocities and their dependence with the
distance to the walls of the pipe. To get a deeper insight in the field of velocities and find any
turbulence within the body of the slug, these profiles are complemented with vertical velocity
profiles as it can be seen in Fig 4.9. In the vertical velocity profiles, the front and the back of
the slug are characterized by ascending and descending flows respectively. In order to identify
secondary structures in the body of the slug, the vertical velocities can be averaged over the
uppest region of the flow where eddies are easier to find. Then, the profile of velocities is more
heterogeneous than when the average is done over the full height of the pipe because small
turbulences that were compensated by the rest of the column of water can now be clearly
noticed.
Figure 4.9: Raw image of a slug onset from sequence Slug 14 with corresponding vertical ve-
locity profile (bottom) and axial velocity profile (right).
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4.3.2 Space-time diagram
Maybe the most original contribution of this thesis to the analysis of slug flow is the represen-
tation of slug onsets in space-time diagrams. They are 2D graphics where the horizontal axis
represents the length corresponding to one picture and the vertical axis represents the time
span of a serie of pictures.
First, a certain height must be chosen, which ranges from the bottom of the pipe to the
top. Then, the vector of vertical velocities in the selected height is saved in the lowest row of
the diagram. The same vector of vertical velocities for the next time step will be saved upon
the last one and the process will be repeated till the uppest row represents the last time step.
This matrix is then plotted using a colorbar that matches the vertical velocities.
As it has been seen in the last subsection, the front of a slug is formed by water that moves
upwards to the top of the pipe whereas in the back of the slug water descends from the top
of the pipe to a lower level. Because of this, in space-time diagrams slug fronts can be easily
identified since they consist on red straight lines inclined towards right (in later time steps
the front of the slug moves to the right side of the picture). In the same way, slug backs can
be distinguished as blue straight lines. If the serie contains a slug formation, both red and
blue lines will intersect in the point representing the instant and location of slug onset. From
there, the two lines will separate as they spread to the right building a triangle. If the slope of
these lines is measured, the result will be the velocity of the part of the flow related to the line
since the horizontal coordinate represents the distance and the verical coordinate, the time.
Therefore, space-time diagrams are a very practical tool to analyze characteristics of slugs
such as velocity of the front, velocity of the back, slug growth rate (difference between slug
front velocity and slug back velocity) and slug length (horizontal distance between blue and
red line).
Another phenomena that was noticed using this graphical tool is the existance of ascend-
ing and descending columns of water that extend through the whole series. This is a typical
flow structure that will be described and compared with some models in this work.
To make this process faster and as accurate as possible, a graphical user interface (GUI)
has been programmed to load space-time diagrams and analyze them. The user just has to
draw a line in the area of interest where the slope has to be measured. Next, the coordinates
of the line are copied and pasted in a text field and the process is to be repeated with all the
lines that are part of the analysis. After clicking a button, the slopes (velocities) are calculated
and saved in a text file. To perform this calculations the GUI will detect the number of pixels
in the height and width of the image and the user needs to give the length and time span that
the picture represents. The GUI can be seen in Fig 4.10 containing a space-time diagram with
three slug onsets.
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Figure 4.10: Space-time diagram of the serie Slug 27. Three slug onsets can be identified.
4.3.3 Vorticity detection through tracking
Vortical structures, which definition is contained in Eq. 4.1, are one of the most important
characteristics of slug flow:
ωx = ∂w
∂r
− ∂v
∂z
. (4.1)
Some structures in the flow cannot be clearly seen with velocity profiles nor with space-
time diagrams, but are visible to the naked eye. Therefore, another method has been applied
for the recognition of eddies when they can be noticed without the help of diagrams. This
"tracking" process consists on cutting long pictures taking as reference the back or the front
of the slug as the beginning or the end of the cut.
Since the velocity of the front or back of a slug is not constant during the formation process
of the slug but gets accelerated as the air stucked behind the slug is compressed, the deter-
mination of the positions for the cutting are not obvious and have to be properly calculated.
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This implies an iterative process where the first step is a linear displacement of the cutting
postitons from the first picture to the last one. Then, the whole sequence is carefully observed
to find the subsets of pictures where the slug moves faster or slower than the tracking cuts
and some corrections are accordingly made till the tracking coincides with the slug in every
image.
When the whole serie is cut following to the process described above, images can be ana-
lyzed with PIVlab to get as a result the field of velocities relative to the front or back of the slug.
If the sequence is just played as a video file, some eddies can be seen as well as their rotation
and their displacement relative to the slug.
To clarify how the tracking process works, Fig 4.11 shows an example of tracking process
where the reference is the front of the slug. The sequence is formed by 4 time steps with 15 ms
between each one and the next one, so 60 ms in the whole sequence. In the first time step the
peak in the interface is close to the top of the pipe, and in the next three time steps the length
of the slug grows.
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Figure 4.11: Sequence of raw images with tracer particles of a tracked slug onset from Slug 14.
The slug is contained between red vertical lines, whose reference for the cutting is the front of
the slug.
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Slug flow is a so-called intermittent flow because it could be seen as a combination of wavy
flow and pipe flow. Therefore, the analysis of this work has been done separately in pipe flow
and wavy flow, and finally in slug flow. The results are presented in their three correspond-
ing sections, where turbulence and vorticity have been investigated in order to understand
coherent structures present in the flows.
5.1 Pipe flow
Three experiments in pipe flow with different velocities and consequently different Reynolds
numbers were done in this work. Regarding the definition:
Re= ρuD
µ
, (5.1)
the table below was created.
Table 5.1: Initial conditions of the pipe flow cases.
Pipe case w [m/s] Re [-]
Pipe 7 0.22 11,880
Pipe 3 0.68 36,785
Pipe 8 1.37 73,991
These turbulent flows were analyzed with PIVlab and afterwards contour plots were drawn
with Tecplot. Each pipe flow was analyzed during a span time of 200 ms and the vorticities
were averaged over the time (200 pairs of images with a span of 1 ms between them) and
over the width of the pictures, which was 1,984 pixels, corresponding to ∆ z = 203 mm. and
248 interrogation areas in the axial direction. The resulting profiles were obtained over the
diameter of the pipe as can be seen in Fig. 5.1. To understand the plots it must be recorded
into account that a positive vorticity represents a vortex that spins in the clockwise direction
and a negative vorticity represents a vortex that spins in the anticlockwise direction.
Only the contours of Pipe 3 have been plotted in the next page. Contours of Pipe 7 and Pipe
8 can be found in the end of this work in Annex I. The profiles of axial and vertical velocity and
vorticity have been plotted together for the three cases to compare them more clearly.
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Figure 5.1: Axial and vertical velocities and vorticity in Pipe 3 (left). Vertical profiles in Pipe 7
(blue), Pipe 3 (black) and Pipe 8 (red) along the pipe diameter (right).
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The distribution of the axial velocity is coherent with those found in the literature for a
pipe flow with friction. The contour plot starts with very low velocities of about 0.3 m/s in the
layer in contact with the wall and gradually increases towards the center of the pipe. This is
due to shear forces that prevent the liquid close to the walls of the pipe from following the
bulk at its average speed. Although axial velocity profiles appear flatter the slowest they are,
specially in the case of Pipe 7, this visual effect is due to the plots not being normalized to the
liquid flow. If all the profiles were normalized to their maximal velocities, their shapes would
be more similar to one another. The asymmetry of the profiles around the axis of the pipe,
evidenced for instance in the peak of the curve in the lowest half of Pipe 8, has its reason in
the short span of time over which the data was averaged.
In the vertical velocity contour plot there are regions with diameters ranging from 1 mm
to 10 mm of ascending and descending liquid due to the turbulent nature of the flow (a pipe
flow with Reynolds number higher than 2,300 is already considered turbulent). In the contour
plot some regions reach ascending velocities higher than 0.03 m/s and descending velocities
higher than -0.03 m/s. Nevertheless, in the vertical profiles the maximal achieved velocities
are 0.01 m/s and -0.01 m/s. This is because the mass conservation equation requires that in a
horizontal pipe, for each ascending volume unit of water another must be descending, so the
average vertical velocity in a control volume must be zero.
Regarding vorticity, contour plots show two thin but almost continuous layers near the
walls of the pipe and some vortices randomly distributed in the rest of the pipe. In the lowest
layer vortices spin in the clockwise direction and in the uppest in the anti-clockwise direc-
tion. The origin of these vorticities are the lower velocities in the boundary layer that lead to
liquid from the pipe center flowing towards the walls and originating the rotation of the fluid.
Although there are positive and negative vorticities spread over the whole diameter, positive
vortices predominate in the lower half of the pipe and negative vortices in the upper half.
Besides, in the vertical profiles can be noticed that when axial velocity increases, vorticity is
more and more polarized. In the uppest and lowest ends of the vertical profiles there is an
abrupt change to zero that has been caused due to the presence of the interface in the edge
of the analyzed region by PIVlab, that assigns value zero to the vorticity within the walls of the
pipe.
40
5.2 Wavy flow
5.2 Wavy flow
This section discusses the fluid-dynamic behaviour of wavy flow. In contrast to pipe flow, the
whole axial distance could not be averaged because the flow consists on different flow regions
with defined characteristic and the average over the length of the pipe would not provide a
deep insight of the wavy flow. To make a distinction between regions, three sections were de-
limited in a group of 10 pairs of images with a span of 1 ms between them: the valley between
two peaks (blue rectangles in Fig. 5.2), the part of the wave crest right before the peak (black)
and the one right after the peak (red). The number of pairs averaged is a commitment between
the necessity of a number as large as possible to compensate instantaneous singularities and
a small number of pairs to stick to the same region of the flow.
The resulting axial velocity plot in the next page shows from left to right velocities in the
bulk of the fluid of about 0.3 m/s before the wave crest of the wave, 0.5 m/s in the wave crest
and 0.4 m/s after the wave crest. This distribution is consistent with the events taking place
in the pipe. The air had at a certain velocity wg over the liquid phase before the onset of wavy
flow. Then, as cross section left for the air became bigger in the valleys and smaller in the
waves crests, the velocity is higher in the latter. Besides, the air retained before the wave crest
gets pressed because it is trapped by the liquid and pushes the wave crest in the axial direction
even faster. The explanation for the slightly higher velocity in the second valley in comparison
with the first one can be the liquid level of the second valley that leads to a higher air velocity
and consequently to an increase in liquid velocity. Furthermore, the wave crest right after the
second valley, which can be partially seen in the plot, does not reach the height of the pre-
ceding wave crest, so the air does not decelerate as suddenly as in the first case. The lowest
layer of the flow is, like in the case of pipe flow, affected by the friction of the walls so that
the boundary condition is velocity w = 0 at the wall. Regarding velocity in the uppest region
of the liquid it decreases with height in the valleys and increases in the wave crest, what in-
dicates again that air flows faster than the fluid in the latter region and slower in the former.
Some green and blue stains in the region close to the interface in the wave crest of the wave
show axial velocities much lower than those in the bulk or in the front of the wave because
the wave is shadding water by the back of the wave crest that flows slower than the rest. The
corresponding vertical profile at the bottom (left) shows in the lowest part of the pipe a profile
very similar to pipe flow but in the region close to the interface the velocity decrease is more
sudden. During the evaluation of the graphics it must be taken into account that this sudden
change to zero is not realistic (the boundary condition is that gas and liquid velocity are equal,
but not zero) but the result from misleading vectors produced by reflection in the interface.
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Figure 5.2: Wavy flow (sequence Wavy 1) with three defined regions: pre-onset (blue), onset
(black) and post-onset (red). Axial and vertical velocities and vorticity contours (top) and ver-
tical profiles (bottom).
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The second plot shows the distribution of vertical velocity. Here the dominating force is
not the randomness of turbulence anymore like in pipe flow but the ascending and descend-
ing forces of the wave crests. Downstream the wave, water must ascend so that the wave crest
propagates and the upstream side must descend. In the bulk of the fluid vertical velocities are
nearly zero. Regarding valleys, the center of them are free from vertical velocities and just the
ends of the region are affected by the closest vertical forces of the wave crest. Vertical profiles
(bottom center) agree with the description above and show velocities in the range of -0.15 m/s
for the back of the wave crest and 0.5 m/s for the front. When this is compared in the contour
plot, the explanation for this difference can be found in the fact that the ascending velocities
are some millimeters further from the peak of the wave than the descending ones(z1peak = 120
mm, z1descending = 110 mm, z1ascending = 170 mm). This is logical because as the wave travels,
the liquid that ascends to become part of the wave is the liquid still in the valley level (far from
the peak) and the one that descends is precisely the liquid right behind the peak.
Finally, to explain the vorticity distribution it is necessary to make a distinction between
three regions: bottom of the pipe, bulk and interface. Close to the wall of the pipe, both con-
tour plots and profiles indicate the existance of a layer with clockwise-spinning vorticities due
to the fast decrease in axial velocity as in pipe flow happens. In the bulk, small vortices with di-
ameters of approximately five millimeters can be found and most of them are grouped under
the valleys. The reason for this polarized distribution is that in a certain valley there is a rela-
tive flow of liquid from the peak of the following wave to the valley and from the peak of the
preceding wave to the valley too, and these two flows are chaotically mixed in the valley. Be-
sides, the smaller distance between the upper and lower interface in the valley in comparison
with the distance between the upper and lower interface in the peak makes it harder for the
energy of the turbulence to disipate in the bulk. All vertical vorticity profiles (bottom right in
Fig. 5.2) show the positive peak of the wall-liquid interface and the corresponding peak of the
gas-liquid interface as described above, but due to false vectors produced by reflection in the
interface a negative peak appears in the front of the wave crest. Fig. 5.3 depicts an schematic
view of the fluid dynamics in wavy flow.
Figure 5.3: Schematic representation of two-phase wavy flow.
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5.3 Slug flow
After pipe flow and wavy flow have been described in detail, slug flow will be analyzed. This
section has been divided into two parts: slug onset and established slugs. In the former, the
whole process of slug formation will be treated including a special case of slug onset with high
aeration. In the latter, already developed slugs will be analyzed too.
5.3.1 Slug onset
Slug onset process
In Fig. 5.4, a sequence of a slug onset from the serie Slug 14 is shown. Each time step is rep-
resented by the processed raw images after overlapping and masking, a vertical profile of the
axial velocity and a horizontal profile of the vertical velocity. These profiles result from the
average over the whole diameter and length of the picture respectively (δh = 54 mm and δz =
222 mm). The frequency of the serie is 1 kHz, and the time delay is 0.5 ms between each pic-
ture. Consequently, there is a delay of 1 ms between each field of instant velocities. The time
steps selected in the figure below cover a span of 96 ms and illustrate the slug onset. In verti-
cal velocity profiles, positive values of average velocities have been plotted red and negative
values blue so that axial positions where the majority of the fluid is ascending or descending
can be visually distinguished.
In the first step t0, the flow is starting to become wavy, since the difference between wave
crests and valleys is not clearly noticeable and only a slight undulation in the interface can
be perceived. Axial velocities follow the same pattern as the wavy flow analyzed in the last
section: moderate increase of velocities as radius decreases in the region of the lower wall of
the pipe and faster decrease of them in the gas-liquid interface. Vertical velocities are very low
(peaks are at 0.05 m/s) and positive and negative velocities are randomly distributed along
the axis.
In the second step t1, the shape of the wave is more stressed and a peak is formed in the
crest of the wave that stands out from the surface. In the horizontal velocity profile, a peak
similar to the one seen in Fig. 5.2 appears in the gas-liquid interface as a consequence of the
air pushing the top of the wave in the axial direction. In the vertical velocity profile though,
the aspect is the same as in the last step: velocities stay at relatively low values and they are
not grouped.
In step t2 water touches the top of the pipe for the first time. It happens around axial po-
sition z1 = 90 mm, but the zone of the fluid ascending towards the upper wall because of the
Bernoulli effect extends 25 mm approximately before and after the blocking position. Axial ve-
locities are present in the whole diameter and the maximal velocity is found some millimeters
under the top the pipe due to the wall boundary layer. At this point of the sequence, vertical
velocities can be found in groups. Positive velocities are present from a couple of millimeters
upstream the blocking position till the front of the outstanding region while negative veloc-
ities occupy the rear third of the outstanding region and a short distance upstream. Besides,
both positive and negative grouped velocities have grown and the peaks are about 0.1 m/s in
both directions.
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Figure 5.4: PIV raw images from sequence Slug 14 and corresponding vertical and axial veloc-
ity profiles during slug onset.
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In step t3 the contact surface has grown approximately 10 mm and a slight depression of
the gas-liquid interface is noticeable behind this section. This depression is the result of two
facts. First, the water behind the blocking section (from now on it will be called slug) is being
pulled by the body of the slug, that is travelling faster than the rest of the liquid upstream.
Second, the air that is being blocked behind the slug is pushing stronger the liquid surface.
The axial velocity profile is very similar to the one of t2 but acceleration of the water in the
blocking region has been transmitted downwards by viscosity. Vertical velocities have almost
duplicated their magnitude up to 0.2 m/s in the positions of the slug and the polarity of ris-
ing/sinking velocities has grown because the extension of the ascending region extends till 50
mm downstream the front of the slug and the descending one is approximately 80 mm long.
In step t4 the slug is already 40 mm long and the depression behind the back is longer and
deeper. Axial velocities show a profile in the upper wall-water interface similar to that of pipe
flow with friction because the increase of velocity as the radius decreases is gradual. The zone
with fastest axial velocities has grown to a stable height of 12 mm under the top of the pipe
and the separation between bulk velocity and slug velocity has become very clear. Vertical
velocities have achieved their maximal values in both directions and they have developed in
different ways. Ascending velocities are still present in 70 mm of the axis as in the last step,
but they have duplicated their intensity in almost the totality of the region growing over 0.2
m/s. Meanwhile, descending velocities have extended along more than 100 mm upstream the
back of the slug but their intensity has not grown as much as that of ascending velocities and
their peaks are to be found at -0.15 m/s approximately.
In step t5 the slug is about 60 mm long and the depression is even more evident. Axial
velocities remain very similar to those of the step before. A new characteristic of the vertical
velocity profile is the existance of a region in the middle of the slug that is not being affected
by the vertical forces of the front or the back of the slug, therefore this two components are
separated now by a vertically neutral zone. During the next two steps the only substantial
change is the elongation of the axial distance containing descending velocities, which is 150
mm long in t7 (96 ms). Further development of the slug front cannot be described because it
is not in the recorded plane anymore.
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Bridging of the pipe
In the next figures (Fig. 7.1, Fig. 5.6 and Fig. 5.15) three slug onsets belonging to different
recorded series have been analyzed during the 10 ms following the blocking of the pipe. The
vertical profiles have been plotted after averaging 10 fields of instant velocities separated by a
time span of 1 ms. In order to gain a deeper insight into the effects of slug onset on the flow,
three different regions have been individually analyzed and later compared with one another:
upstream the bridging point, right in the bridging point and downstream from it (blue, black
and red rectangles respectively in the contour plots).
Axial velocities do not have the same aspect in the three contour plots but some similari-
ties can be found amongst them. The common trend starts from the bottom of the pipe with
an intermediate velocity because the flow is so turbulent in all the cases that the wall bound-
ary layer is thinner than 1 mm and almost inappreciable in the contour plots. At a height of
approximately 17 mm (radius r = -10 mm), axial velocities jump from this intermediate value
to a higher one. These sudden changes are approximately from 0.7 m/s to almost 1.0 m/s in
Slug 18, from 0.8 m/s to 1.0 m/s in Slug 14 and from 1.2 m/s to 1.4 m/s in Slug 61. Although
changes are sharper in the axial position of the contact surface, specially for Slug 61 and Slug
14 due to their higher velocities, upstream and downstream from it the difference is never big-
ger than 0.15 m/s and the vertical profiles are practically parallel up to this height. In the next
10 mm till the center of the pipe (r = 0 mm), there is a horizontal band that extends over the
whole analyzed length of the pipe. This height is the fastest because of two reasons. First, as
it has been explained in the section of wavy flow, the interaction of the lower wall-liquid and
gas-liquid interfaces are responsible for this velocity distribution. Second, due to the bridging
taking place at the upper wall, the contact surface is accelerating and there is a vertical viscous
transmission of this acceleration. From the center of the pipe upwards, axial velocity profiles
are different for the three axial positions and will be described separately.
Axial velocities upstream the contact surface decrease as the radius increases from the
center of the pipe to the gas-liquid interface in the three slug onsets, but there is an important
difference in the shape of the vertical profile depending on the velocity of the slug. In Slug 18,
where the superficial air velocity is jg = 0.89 m/s, axial velocity rapidly descends from 1.0 m/s
to 0.7 m/s in the 20 mm of height between the center of the pipe and the gas-liquid interface.
In Slug 14, where jg = 1.2 m/s, axial velocity descends from 1.0 m/s to 0.9 m/s and in Slug 61
with jg = 1.4 m/s , it is kept constant at 1.4 m/s.
In the axial position of the contact surface the trends of the axial velocity are in all cases
very similar. From the center of the pipe upwards, the velocity is kept around the same value
and at the height of the gas-liquid interface a peak is formed where the maximal velocity is
also affected according to the superficial air velocity. Peaks are 1.0 m/s in Slug 18, slightly over
1.5 m/s in Slug 14 and 1.7 m/s in Slug 61. The last few millimeters till the top of the pipe are as
in all flows affected by the wall boundary layer. Some singularities can be found in the profiles
such as a second peak in Slug 18 or a stressed decrease of the axial velocity at r = 8 mm in Slug
14, but they can be a consequence of the shortness of the analyzed sequences (only 10 ms).
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Figure 5.5: Slug onset from sequence Slug 18 (2011) with three defined regions: pre-onset
(blue), onset (black) and post-onset (red). Axial and vertical velocities and vorticity contours
(left) and vertical profiles (right).
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Figure 5.6: Slug onset from sequence Slug 14 with three defined regions: pre-onset (blue),
onset (black) and post-onset (red). Axial and vertical velocities and vorticity contours (left)
and vertical profiles (right).
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Figure 5.7: Slug onset from sequence Slug 61 with three defined regions: pre-onset (blue),
onset (black) and post-onset (red). Axial and vertical velocities and vorticity contours (left)
and vertical profiles (right).
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In the last region downstream the bridging position, axial velocities follow a course very
similar to those upstream the contact point as a consequence of the slightly symmetric distri-
bution of axial velocities around the bridging position. The decrease of the velocity over the
increase of the radius also depends on the superficial velocities. In this case the decrease is
from 0.9 m/s to 0.6 m/s in Slug 18, from 1.0 m/s to 0.9 m/s in Slug 14 and from 1.4 m/s to 1.0
m/s in Slug 61. Although the decrease in Slug 61 is sharper than the others despite the high
gas superficial velocity, it has to be taken into account that the relative axial position of the
analysis downstream the bridging point may not be exactly the same for all the sequences
and the axial velocities in this region is highly sensitive to very short distances.
Vertical velocities follow the same pattern in all three sequences and they show fewer ab-
normalities than axial velocity profiles, partly because their distribution is less complex. All
the velocities are lower in Slug 18 than in Slug 14 and lower in Slug 14 than in Slug 61 with
one exception in the bridging point and downstream where the peaks of Slug 61 are slightly
lower than the peaks of Slug 14. These positions were also an exception for the comparison of
axial velocities between Slug 14 and Slug 61 and the contour plots for vertical velocity clearly
demonstrate that the rectangle downstream the bridging point is closer to the slug in Slug 14.
There is a zone for all sequences near the gas-liquid interface from the back of the slug
to approximately 25 mm upstream the slug where water descends. This is the region where
the depression of the interface was noticed in the description of slug onset process in the
last subsection, so it is coherent that water flows downwards in this section. This region with
negative vertical velocity is thin in the ends and thick in the middle, where an irregular column
of descending liquid extends down to approximately the center of the pipe (r = 0 mm). From
the center to the lower wall only very few positions show vertical flows due to the vortices
in the water. The magnitude of the peak of vertical velocities upstream the blocking point is
around - 0.2 m/s.
Under the frontal two thirds of the contact surface and in the following 20 mm approxi-
mately there is in all cases near the wall-liquid and gas-liquid interfaces ascending liquid. It
has the shape of an elongated cloud and as in the case of descending velocities, a diffused col-
umn of ascending liquid grows under the middle section although in Slug 18 it is almost no
noticeable. Also in these axial positions some small random vertical flows can be found. The
peaks under the contact surface are around 0.25 m/s, 0.35 m/s and 0.3 m/s in Slug 18, Slug 14
and Slug 61 respectively and downstream from the blocking point they are 0.1 m/s, 0.2 m/s
and 0.25 m/s respectively.
Finally, vorticity distribution shows also some patterns in all cases although not in the
whole diameter of the pipe. For a comprehensive explanation the diameter should be divided
in region close to the lower wall, liquid bulk and upper interfaces. The low wall boundary
layer provokes vortices in the clockwise direction in all cases, although the intensity varies
amongst sequences (100, 300 and 200 revolutions per second in Slug 18, Slug 14 and Slug 61
respectively). This region is almost homogeneous over the axial direction. In the liquid bulk
vorticity shows a logical distribution too. Yet not completely separated, clockwise vorticity is
more usual in the lower half of the pipe and anti-clockwise vorticity in the upper half. This
can be visually noticed because of the colors in the contour plots or the slight deviation of
the curves towards negative values as radius increases in the vertical profiles. There are no
dramatic differences in the intensity since all are quite small and the magnitudes are under
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100 revolutions per second, but vortices are more frequent and consequently closer in Slug 61
than in the rest. Finally, the upper region of the pipe close to the wall-liquid and gas-liquid
interfaces does not show any common pattern. Although positive and negative values are
chaotically mixed under the contact surface demonstrating high disorder in the secondary
flows, the presence of false velocity vectors on the gas-liquid interface is so intense that in
some cases vorticity is completely negative and in others completely positive.
In Fig. 5.8 a schematic picture of the observed velocities and vorticities during slug onset
can be found.
Figure 5.8: Schematic representation of a slug onset with corresponding vortices, axial veloc-
ities and vertical velocities.
Slugs interaction
Space-time graphics like the ones shown in Fig. 5.9 have been plotted in order to faster gain
information about a recorded sequence. Besides, in contrast to analysis in PIVlab from series
of whole frames that can require from 1 to 2 days depending on the size of the sequence and
the area analyzed, this kind of graphical representation only requires a couple of hours of
computing time because the region of interest in the frame is just a narrow band containing
a row of interrogation areas. Since all vertical velocities at a certain height are represented
over the time span of the serie, position and time of all slug onsets can be compared with one
another.
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Figure 5.9: Space-time graphics of sequence Slug 19 (left) and Slug 27 (right) with three slug
onsets each one. Red lines indicate ascending flow while blue lines indicate descending flow.
Although a deeper analysis of these representations are taking place within another thesis,
some information could be already extracted from them. Ascending velocities are represented
by a red color and descending by a blue one, while green represents neutral velocities. Slug on-
sets can be clearly identified by an intense red and almost horizontal line and an intense blue
line joining the red one in the left end and separating from it towards right due to its higher
slope. Uniform green areas surrounding these lines represent positions above the gas-liquid
interface, therefore there is no variability on them. The rest of the area has a green (neutral)
background but it is filled by oblique stripes with ascending and descending velocities. The
fact that the diagramm of Slug 19 has descending lines represented with yellow instead of red
is just a matter of the colorbar, which has been adjusted individually for each slug to optimize
the visualization of the structures.
The positions and times of slug onsets (the rest of the figures have been included in Annex
II) do not allow the description of a certain pattern due basically to the small number of onsets
in a single recorded sequence. Anyway, in many sequences such as Slug 19 and Slug 27 shown
in Fig. 5.9 slug onsets take place in axial positions upstream from the preceding slug onset. A
possible explanation fot his phenomena is that the perturbations originated in the gas-liquid
interface after an slug onset with the liquid level dropping and rising in a few milliseconds
leave the flow biased towards a second slug onset and a shorter axial distance from the pipe
entrance section is enough for it to take place. Of course, after some displacements backwards
of the bridging point the liquid phase needs again a longer distance to accumulate enough
water and recover the initial level, starting the described cycle again. Regarding the time delay
between slug onsets, all series show irregular spaces between them. For instance, in Slug 19
the first slug onset takes place at t = 800 ms, the second at t = 1,200 ms and the third at t =
1,500 ms approximately, so time delays are 400 ms and 300 ms respectively. In Slug 27 the first
slug onset takes place at t = 600 ms, the second at t = 1,350 ms and the third at t = 1,800 ms
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approximately, so time delays are 750 ms and 450 ms respectively.
Finally, oblique lines filling the plots continuously indicate the existance of ascending and
descending pattern structures a few millimeters wide and depending on the width of the
stripes range from 2 mm to 10 mm approximately. Their slope is an indicator of their axial
velocity and their color an indicator of their vertical velocity. Since they are more vertical than
the intense lines of the front and the back of slugs they correspond to structures that travel
slower than the slug, since they need a longer time (vertical axis) to travel along a certain dis-
tance (horizontal axis). Moreover, since most of these lines spread from the left edge of the plot
to the right one, they are structures with a relative long lifetime, at least the approximate 300
ms they need to travel across the width of the recording raw images, so they are considered
coherent structures. After a careful observation of the serie of raw images played as a video
file, some of these structures can be identified as vortices (therefore ascending/descending
lines are coupled) and others as columns of descending and ascending liquid that are usually
thicker than vortices.
Slug front aeration
In this subsection, part of the serie Slug 19 that contains a slug formation will be analyzed.
The singularity of this case is a high aeration in the front of the slug that leads to the forma-
tion of a bubble that will have an important influence in the development of the flow. The
sequence is shown in Fig. 5.10 and covers a time span of 115 ms between the first and last
frame. Time steps have not been selected equidistant but due to their importance as phase of
the process of slug onset. In order to gain a complete understanding of the influence of aera-
tion in the flow, the figure consists of 4 columns: raw images in the first (left), axial velocities
in the second, vertical velocities in the third and vorticity in the fourth.
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Figure 5.10: Sinking bubble behind the front of a growing slug.
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The first three time steps t0, t1 and t2 do not differ much from the slug onsets described
in the previous sections. In t0 a small peak stands out of the surface from the left edge of
the frame very close to the upper wall of the pipe. Axial velocities are almost homogeneous
around 0.8 m/s and vertical velocities are only present in certain locations and their mag-
nitude does not exceed 0.1 m/s in both directions. Vorticity is clockwise-oriented between r
= -17 mm and r = -27 mm and smaller vortices in the higher half of the liquid bulk chaoti-
cally distributed but mainly anti-clockwise-oriented because the layer close to the gas-liquid
interface is slightly slower than in the center of the pipe.
In t1 the water blocks the cross-section of the pipe. High axial velocities over 1.5 m/s are
provoked close to the upper wall-liquid interface and vertical velocities in both sides of the
slug develop as in all slug onsets previously seen while vorticity increases in intensity and
extension. In t2 the depression in the gas-liquid interface upstream the slug is formed and the
dynamic of the flow keeps on developing: axial velocities accelerating in the region under the
contact surface and in the trapezoidal area described in other subsections, vertical velocities
spreading around the ends of the body of the slug and vorticity increasing around the slug.
In t3 the dynamics of the flow still grow in the same direction as in t2, but some air is enter-
ing the front of the slug due to the high vorticity and chaos in the frontal gas-liquid interface
of the slug. In t4, as the red rectangle marked in the first column of the figure points out, the air
entering the slug in the previous time step has formed a bubble which is contained some mil-
limeters upstream the frontal interface of the slug. In the contour plots some new phenomena
can be noticed. In the axial velocitiy plot the accelerated area has grown but the intensity of
axial velocities around the slug have decreased and only a very small region around the bub-
ble exceeds 1.5 m/s. Vertical velocities are very similar to those of t3, but vorticity under the
contact surface has decreased. One option could be that the energy that was accelerating the
slug and the one contained in the vortices have been absorbed by the water surrounding the
bubble.
In t5 the bubble has started to separate from the top of the pipe downwards and is left
some millimeters back further from the slug front. Axial velocities have grown in the region
around the bubble and in the rear of the slug. Vertical descending velocties in the back of the
slug have been concentrated in the rear part of the body of the slug but have dissipated in the
interface upstream the slug because the depression of the interface is totally developed and
does not descend anymore. In the front of the slug vertical velocities still pull liquid to the top
of the pipe, but a small round area with a diameter of approximately 10 mm surrounded by the
ascending velocities of the front presents descending velocities over -0.2 m/s. In the column
of the vorticity plots, the explanation for this exceptional dynamic configuration is found: the
bubble has been rotating since the entrainment of air into the slug and two regions around
the bubble as big as the descending area surround the air. The eddy in the right side of the
bubble spins in anti-clockwise direction and the one in the left does it in clockwise direction,
so the air in the middle is pushed from both sides downwards.
In t6 the energy transfer is even more evident than in the last time step. As the air descends,
axial velocities of the liquid under the slug still slow down under 1.2 m/s and the only regions
where velocity exceeds 1.5 m/s are the surroundings of the bubble and very small areas near
the gas-liquid interface in the front and back of the slug. Axial velocities have regrouped fur-
ther in regions smaller than those found in t5 in the front and back of the slug, but they still
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to allow the propagation of the slug. However, vertical velocities have expanded in a column
from the top of the pipe towards the bubble forming a descending column. According to these
velocities, two big vortices with diameters twice as long as in t5 and in the same relative posi-
tions respect to the bubble have absorbed most of the turbulent energy in the slug region, so
the rest of the slug is almost free from vorticity.
In t7 the bubble has descended so much that it is just 4 mm upon the axial center of the
pipe. Axial velocities start to accelerate again across the body of the slug, but the energy trans-
fer to the region surrounding the air inside the slug might have affected the growth of the slug
in such a way that the elongation of the slug between t1 = 8 ms and t5 = 58 ms has been 100
mm and between t5 = 58 ms and t7 = 115 ms has not grown at all in 57 ms. Vertical velocities
and vorticity in t7 are very similar to those of t6 with growing vorticities around the bubble.
The position of the bubble was tracked along the sequence and plotted in Fig. 5.11:
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Figure 5.11: Vertical displacement of the bubble (top left), axial position of the bubble and the
slug front (top right), descending velocity of the bubble (bottom left) and relative axial velocity
of the bubble compared with the slug front (bottom right).
Top left in the figure the vertical path followed by the bubble from the top of the pipe was
plotted. In the duration of the plotted sequence the bubble descends approximately 18 mm
in 105 mm, so the average velocity is near -0.17 m/s, which is the mean value of the graphic
in the left bottom of the figure, that shows every 5 ms the mean velocity of the bubble during
the previous 5 ms. Except for three exceptions at t = 50 ms, t = 55 ms and t = 80 ms the velocity
is always negative and oscillates between 0 m/s and - 0.5 m/s.
In the top right side of the figure, the axial positions z1 of the front of the slug and the
bubble are represented by circles and asterisks respectively. At the beginning (t = 0 ms) the
bubble is in the same position as the front of the slug because there is where it is formed.
The next 50 ms they separate some millimeters because the axial velocity of the slug front in
comparison to the bubble (plotted in the right bottom) is positive. Then they stop separating
and even get closer at t = 50 ms, t = 75 ms and t = 80 ms. The fact that the exceptions in this
trend coincide with the exceptions in the vertical velocity graphic is not casualty. In those
steps the front of the slug decelerates as described previously, therefore it gets closer to the
bubble, whose vorticity grows and oscillates up and down.
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5.3.2 Established slugs
In this last subsection already established slugs will be analyzed. To observe developed slugs,
one of the set-ups was made with cameras recording at an axial distance from the pipe en-
trance of 7.226 m.
Stability of slugs
First, some of the series of established slugs have been represented through space-time graph-
ics since, as it was explained in the last subsections, they provide in a single plot an overview
of the whole sequence. In Fig. 5.15 three series were plotted: Slug 57 (top left), Slug 64 (top
right) and Slug 18 (bottom).
Figure 5.12: Space-time graphics of established slugs from series Slug 57 (top left), Slug 64
(top right) and Slug 18 (bottom). Red lines represent ascending flow while blue lines represent
descending flow.
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In Slug 57, the traces of 5 stable slugs can be identified. The length of each slug is difficult
to estimate because the front and back are not in the same time step for any slug, but the
parallelism of the lines corresponding to back and front allows an estimation of the length
between 400 (first slug in the bottom) and 600 mm (third slug). Therefore is the length of
the slugs quite irregular. All the lines are parallel, what means that front and slug travel at
the same velocity, so the length of each slug is constant over the time, and since the lines
contained between the red one (front) and the blue one (back) are parallel too, the coherent
structures inside the body of the slug travel at the same velocity also and keep their relative
position inside the slug.
In Slug 64 can be observed 3 slugs with the same characteristics as those in Slug 57 (con-
stant length in time but irregular amongst slugs) but their frequency is lower than in Slug 57
because the distance between them in the vertical axis is longer and their length is approx-
imately twice bigger than in Slug 57. It is coherent that the longer slugs are, the more liquid
they bring and therefore the longer will be the time that the water level needs to rise before
another slug onset takes place.
Finally, in Slug 18 a single slug can be found whose front appears much thicker than the
others in Slug 57 and Slug 64, but it must be considered that the scale is different, since the
axis correspond to one half of the distance and time represented in the other plots. Here is
the velocity of the front faster than the velocity of the inner secondary flows, what can be
conclude from the inclination of the lines. Besides, close to the front there are some strongly
descending flows that remind to the descending flow surrounding a bubble in Slug 19 (Fig.
5.10). This two facts point out the possibility that the slug is still in its development phase and
it is not stable yet.
Angles of the slug front
After careful observation of established slugs, it was noticed that the silhouette of many fronts
could be very accurately approximated by two straight lines with different angles respect to
the pipe axis if the gas-liquid interface was not too diffused by aeration. This lines are depicted
in Fig. 5.13.
Figure 5.13: Angles α1 and α2 delimited by the profile of a slug front.
In the left half of Fig. 5.15 three raw images from the sequences Slug 37, Slug 27 and Slug
30 from top to down respectively are shown with two lines each one defining the angles of the
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slug fronts. This sequences were chosen because of the sharpness of their raw images since
most sequences present reflection and chaotically mixed fronts (especially at high slug front
velocities) that are not suitable for this comparison. Besides, the slug front velocity of the slugs
in the sequences are well distributed so that a dependence of the angles with the slug front
velocity can be found. Slug front velocities are 0.8 m/s in Slug 37, 1.4 m/s in Slug 27 and 2.0
m/s in Slug 30.
It can be noticed that the upper angle α1 delimited by the horizontal plane and the up-
per red traced line in the slug front as well as the lower angle α2 delimited by the horizontal
plane and the lower red line tend to increase as the slug front velocity increases. This trend is
confirmed by the results of table 5.2.
Table 5.2: Measured angles of slug fronts in Slug 37, Slug 27 and Slug 30.
Sequence Front velocity Mean Stdandard Mean Standard
name wF [m/s] α1[◦] deviation α1[◦] α2[◦] deviation α2[◦]
Slug 37 0.8 31 8.1 11 4.3
Slug 27 1.4 62 5.7 19 2.0
Slug 30 2.0 85 2.1 31 6.7
In the graphics plotted in Fig. 5.14 the mean values of the upper angles (left) and lower
angles (right) were represented. For each one of the testing conditions the standard deviation
was represented as an error bar. However, due to the small number of measurements that
could be taken the reliability of the standard deviation is low.
Figure 5.14: Upper and lower angles in the front of slugs 37, 27 and 30.
In the plot of upper angles the trend of the mean angles is almost linear with slug front
velocity. A possible explanation for this behaviour could be the increase of the vorticity inten-
sity in the region close to the slug front as front velocity increases. Since the wall boundary
effect affects the velocity profile of the slug as well as of the air pushing the slug from behind,
when front velocity increases and consequently vorticity too, this distribution determined by
the wall boundary effect looses importance in the determination of the silhouette of the front
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and it becomes more vertical due to the disordered trajectories of the water involved in the
vortices. As the angle tends to 90◦ the variability decreases because precisely 90◦ is the limit
towards which α1 can tend.
Regarding α2, it seems to be directly related to α1 and increases when the other angle in-
creases. From the top of the pipe to the radius at which the gas-liquid boundary is horizontal
the form of the slug front turns many degrees and the lower angle α2 may adapt to α1 making
the curve as smooth as possible to minimize the energy of the system (as explained in chapter
2, surface tension tends to be minimized by the fluids). In contrast toα1,α2 does not tend to a
certain limit and therefore the standard deviation might not clearly decrease as slug front ve-
locity wF increases. Again, this explanation is a possibility and should not be taken as certain
till a study with a larger number of measurements is carried out.
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Figure 5.15: Established slugs from sequences Slug 37 (top), Slug 27 (middle) and Slug 30 (bot-
tom). Raw images with straight lines defining the angles of the fronts (left) and vorticity con-
tour plots (right).
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6 Conclusion
The scope of this work is to analyze the secondary flow structures in horizontal slug flows for a
better understanding of the slug onset process. This thesis contributes to the comprehension
of this process in two ways. First, optimization software for the 2D PIV analysis process such
as a phase masking program has been written and the improvement in the results of such
analysis regarding the elimination of false velocity vectors at the interface has been proved.
Second, pipe flow, wavy flow, slug flow and specially the process of slug formation have been
measured and investigated in detail.
Regarding the pre-processing of 2D PIV raw images with two cameras, there are two pos-
sible camera set-ups: "Front-Front" with both cameras parallel aligned at the same side of the
pipe and "Front-Back" with the cameras set at different sides of the pipe. Although "Front-
Back" set-up allows the recording of images with higher vertical resolution, "Front-Front"
set-up has proved to provide more accurate results in the images overlapping position due
to the higher accuracy in the cross-correlation overlapping process. Besides, the developed
masking process has contributed to the elimination of most false vectors due to reflection at
the interface. Nevertheless, its application requires long computing time and should only be
used in cases where the accuracy of the velocity vector fields is more important than the com-
puting time. Further data representation tools such as space-time diagrams have been created
to provide an insight of the fluid dynamics of full measured sequences in single diagrams and
will be used in further theses for the deeper analysis of coherent structures.
With the use of software such as Tecplot and Matlab, it has been concluded that slug on-
sets follow common dynamic trends even with different water and air velocities. The fastest
velocities in water in axial direction appear near the contact surface with the top of the pipe
and propagate downwards in a near-triangular shape. Also the aeration of slugs during their
development has shown important effects on the dynamics of the flow temporarily reducing
the velocities and vorticity within the slug body. Moreover, a trend in the shape of slug fronts
in relation to the slug front velocity has been found although it should be validated with more
measurement samples. Angles formed by the slug front and the horizontal plane tend to grow
when slug front velocities grow. All these fluid-dynamical behaviours might contribute to the
understanding of slug onset process.
In conclusion, a deeper insight in the fluid dynamics of slug formation has been provided.
This is of crucial importance due to the current challenges that industries, working with two-
phase flows, are facing, which range from overdimensioned pipelines to avoid breakages in
case of slug onset and consequently higher design costs, to efficiency problems due to the
strong pressure variations caused by slugs and safety issues related to the possible damage of
industrial facilities, especially in the oil industry and nuclear power plants.
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Figure 7.1: Axial and vertical velocities and vorticity in Pipe 7 (left) and Pipe 8 (right).
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Figure 8.1: Graphics of the characteristics of the descending bubbles in slug onsets of Slug 20,
Slug 21, Slug 22 and Slug 26 (from top to down).
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