Living cells proliferate by completing and coordinating two essential cycles, a division 9 cycle that controls cell size, and a DNA replication cycle that controls the number of chromosomal 10 copies in the cell. Despite lacking dedicated cell cycle control regulators such as cyclins in 11 eukaryotes, bacteria such as E. coli manage to tightly coordinate those two cycles across a wide 12 range of growth conditions, including situations where multiple nested rounds of replication 13 progress simultaneously. Various cell cycle models have been proposed to explain this feat, but it 14 has been impossible to validate them so far due to a lack of experimental tools for systematically 15 testing their different predictions. Recently new insights have been gained on the division cycle 16 through the study of the structure of fluctuations in growth, size, and division in individual cells. In 17 particular, it was found that cell size appears to be controlled by an adder mechanism, i.e. the 18 added volume between divisions is held approximately constant and fluctuates independently of 19 growth rate and cell size at birth. However, how replication initiation is regulated and coupled to 20 cell size control remains unclear, mainly due to scarcity of experimental measurements on 21 replication initiation at the single-cell level. Here, we used time-lapse microscopy in combination 22 with microfluidics to directly measure growth, division and replication in thousands of single E. coli 23 cells growing in both slow and fast growth conditions. In order to compare different 24 phenomenological models of the cell cycle, we introduce a statistical framework which assess their 25 ability to capture the correlation structure observed in the experimental data. Using this in 26 combination with stochastic simulations, our data indicate that, instead of thinking of the cell cycle 27 as running from birth to division, the cell cycle is controlled by two adder mechanisms starting at 28 the initiation of replication: the added volume since the last initiation event controls the timing of 29 both the next division event and the next replication initiation event. Interestingly the double-adder 30 mechanism identified in this study has recently been found to explain the more complex cell cycle 31 of mycobacteria, suggesting shared control strategies across species. 32 33 34 Across all domains of life, cell proliferation requires that the chromosome replication and cell 35 division cycles are coordinated to ensure that every new cell receives one copy of the genetic 36 material. While in eukaryotes this coordination is implemented by a dedicated regulatory system in 37
Single-cell measurements of E. coli cell cycles can be described using either a division-centric or a replication-centric framework. Figure 1 . A. Time-lapse of E. coli cells growing in microfluidic channels. Fluorescence signal from FROS labeling is visible as red spots in each cell. The green dotted line is an aid to the eye, illustrating the replication of a single origin. B. Consistent with an adder behavior, the added length between birth and division is uncorrelated with length at birth. C. The classical cell cycle is defined between consecutive division events, shown here with replication and division for slow growth conditions (i.e. without overlapping rounds of replication). D. We introduce an alternative description framework where the cell cycle is defined between consecutive replication initiation events. The observables that are relevant to characterize the cell cycle in these two frameworks are indicated (see also 
division-centric replication-centric measured variables
Size at birth* Λ Size per origin at initial replication initiation* Size at division* Λ Size per origin at final replication initiation* Duration between birth and division Duration between consecutive replication initiations Size at replication initiation* Λ Size per origin at birth* Duration between birth and replication initiation Duration between replication initiation and birth derived variables = 1 log Cell growth rate* (between birth and division) = 1 log Λ Λ Cell growth rate* (between consecutive replication initiations) = − Division "adder" Λ = Λ − Λ Replication "adder" = − Birth-to-initiation "adder" Λ = Λ − Λ Initiation-to-birth "adder" = ∕ Growth ratio between birth and division = Λ ∕Λ Growth ratio between consecutive initiations = ∕ Growth ratio between birth and initiation = Λ ∕Λ Growth ratio between initiation and birth * variables indicated by a star are measured from a linear fit of exponential elongation. 138 A popular idea dating back to the 1960's and still often used today to explain the coupling of 139 division and replication cycles is the initiation mass model. The observations that cell volume grows 140 exponentially with growth rate (Schaechter et al., 1958) and that, across a range of conditions, the 141 time between replication initiation and division is roughly constant (Helmstetter et al., 1968) led 142 Donachie to propose that the volume per origin of replication is held constant (Donachie, 1968) . In 143 particular, the model proposes that initiation occurs when a cell reaches a critical volume. A simple 144 prediction of this model is that, for a given cell, the cell length at which initiation occurs should 145 be independent of other cell cycle variables such as the length at birth . However, as can be 146 seen in Figure 2A , we observe that the initiation length and birth length are clearly correlated 147 in all conditions, rejecting the initiation mass model. The absence of an initiation mass has been 148 noted recently elsewhere (Micali et al., 2018a) . It Figure 2 . Models for initiation control. A. The initiation mass model predicts that the length at initiation should be independent of the length at birth . However, we observe clear positive correlations between and in all growth conditions. B. In contrast, the length accumulated between two rounds of replication Λ is independent of the initiation size Λ , suggesting that replication initiation may be controlled by an adder mechanism. However, within each growth condition, that period is clearly dependent on fluctuations in growth rate. B. The length accumulated from initiation to division is constant for each growth condition, suggesting an adder behavior for that period. In A and B, the Pearson correlation coefficient R and p values are indicated for each condition.
Replication initiation mass
at each origin until it reaches a critical amount, triggering replication, after which it is degraded and 160 starts a new accumulation cycle. Given that, for a molecule at constant concentration, the added 161 volume over some time period is proportional to the amount produced of the molecule, the result 162 of this process is that the cell adds a constant volume per origin Λ between initiation events 163 (with Λ = Λ − Λ where indexes stand for "initial" and "final" respectively, see Figure 1D and 164 Table 1 for more details). If replication is indeed triggered by such an adder mechanism, then one 165 would expect the observed added lengths Λ to be independent of the length Λ at the previous 166 initiation. As shown in Figure 2B , our data support this prediction.
167

Connecting replication and division cycles 168
Having validated the multiple origins accumulation model for replication control, we now investigate 169 its relation to the division cycle. A common assumption is that the period from initiation to 170 division (classically split into C (replication) and D (end of replication to division) periods) is constant 171 and independent of growth rate (Cooper and Helmstetter, 1968; Ho and Amir, 2015) . As visible in The double-adder model postulates that E. coli cell cycle is orchestrated by two independent "adders", one for replication and one for division, reset at replication initiation. Both adders (shown as coloured bars) start one copy per origin at replication initiation and accumulate in parallel for some time. After the division adder (green) has reached its threshold, the cell divides, and the initiation adder (orange) splits between the daughters. It keeps accumulating until it reaches its own threshold and initiates a new round of division and replication adders. Note that the double-adder model is illustrated here for the simpler case of slow growth. The double-adder model 180 These observations motivated us to formulate a model in which the cell cycle does not run from 181 one division to the next, but rather starts at initiation of replication, and that both the next initiation 182 of replication and the intervening division event, are controlled by two distinct adder mechanisms. 183 In this replication-centric view, the cell cycles are controlled in a given condition by three variables: 184 an average growth rate , an average added length per origin Λ , and an average added length 185 Λ between replication initiation and division. In particular, we assume that these three variables 186 fluctuate independently around these averages for each individual cell cycle, and that all other 187 parameters such as the sizes at birth, initiation, and the times between birth and division or between 188 initiation and division, are all a function of these three fundamental variables. This double-adder 189 model is sketched in Figure 4 for the case of slow growth conditions: a cell growing at a rate and 190 of length initiates replication and thereby starts two adder processes. First, the cell will divide 191 when reaching a size Λ = + Λ = (Λ + Λ ) where = 2 is the number of replication origins. 192 Second, the next replication round will be initiated at a given origin after the corresponding Λ has 193 increased by Λ . in the model to reproduce simulation conditions of of previous studies. 207 As can be seen in Figure 5 , the double-adder model accurately reproduces measured distri-208 butions and correlations at all growth rates. In particular, the global adder behavior for cell size 209 regulation naturally emerges from it (Figure 5A) . Similarly, the specific relation between length 210 at initiation and length at birth , which prompted us to reject the initiation mass model, is 211 reproduced by the model as well (Figure 5B) . Finally, the distribution of the number of origins at 212 birth, which reflects the presence of overlapping replication cycles is reproduced as well ( Figure 5D) . 213 An exhaustive comparisons between experiments and simulations can be found in the smaller the ratio ( )∕ max , the stronger are the correlations of the variables. We call this 243 ratio independence and denote it as = ( )∕ max . In Appendix 3, we illustrate this approach for 244 the simpler case of the sole division cycle that is defined by only three variables. We show that 245 the variables of the adder model constitute the set for which fluctuations are most independent; 246 remarkably ≈ 1 indicates almost full independence in this case. 247 We can now systematically explore which set of variables best explains the correlation structure 248 in the data, by searching for the set of variables that maximizes independence . For example, 249 while a model that assumes a timer between initiation and division would treat the time as 
Replication-centric
Division-centric 256 show the five best models ranked by decreasing independence (all decompositions can be found in 257 Figure 6-Figure Supplement 3) . Note that these variable sets include all the previously proposed 258 sizer and timer models as special cases, for example the inter-initiation model combined with 259 an initiation to division timer is highlighted in red in Figure 6-Figure Supplement 3 . We find that 260 none of the division-centric models accomplishes high independence, which strongly suggests that 261 the cell cycle control is better described from a replication-centric point of view. Of all replication-262 centric models, our double-adder model clearly reaches the highest independence, followed by 263 various derivative models in which one of the adders is replaced by another variable. We note that proposed more complex mechanisms including for example competition between different events 291 to set the timing of division (Micali et al., 2018a) , our results show that these are not required to 292 explain the data under the growth conditions tested here. That is, although it is known that E. 293 coli contains a system, maintained by seqA, for avoiding premature initiation, and that nucleoid 294 occlusion can ensure that division only occurs after chromosome replication is completed, our 295 double-adder model includes neither of these mechanisms, and still accurately reproduces the 296 observations. This suggests that, at least under relatively normal growth conditions, cell cycle 297 events are regulated in such a way that such clashes between cellular processes rarely happen, 298 and that these control mechanisms are unlikely to be an integral part of normal cell cycle control, 299 but rather fail-safe mechanisms for situations where cells are stressed, e.g. in case of DNA breaks 300 needing repair.
During the course of this research, we discovered that a double-adder mechanism similar to the 302 one that we propose here has been proposed to explain cell-cycle control in mycobacteria ( , 2015) , an adder for the regulation of replication initiation can be easily implemented at 313 the molecular level by having a "sensor" protein that builds up at each origin, and that triggers 314 replication initiation whenever a critical mass is reached at a given origin. If this sensor protein 315 is additionally homeostatically controlled such that its production relative to the overall protein 316 production is kept constant, than the average volume per origin will also be kept constant across 317 conditions.
318
It is more challenging to define a molecular system that can implement the second adder that 319 controls division. The main challenge is that this adder does not run throughout the entire cell 320 cycle, but only between replication initiation and division. It is well know that division is driven by 321 the polymerization of the FtsZ ring, which includes a host of other FtsZ-ring associated proteins, 322 and its progressive constriction. It might seem simplest to assume that the division adder could 323 be implemented directly through FtsZ production. However, such a model would require that FtsZ 324 is only produced during the period between replication initiation and division, and kept off in the 325 period during birth and replication initiation. Although this is conceivable, i.e. it is known that 326 FtsZ and other division proteins are heavily regulated at several levels (Dewar and Dorazi, 2000) , 327 it is hard to imagine how this model could work under fast growth conditions in which there are 328 overlapping rounds of replication such that replication is constantly running. 329 One remarkable observation that is well known within the field (Lau et al., 2004; Nielsen et al. , 330 2006) and that we also observe in our data (see Figure Supplement 1) , is that origins always occupy 331 the position of future division sites (mid-cell, 1/4 and 3/4 positions etc.) when replication is initiated. 332 This observation not only suggests that, at replication initiation some local molecular event occurs 333 that will eventually trigger division at the same position, but it is also remarkably consistent with 334 the idea of an adder running only between replication initiation and division. One long-standing 335 idea that is consistent with these observations is that some molecular event that occurs during 336 replication initiation triggers the start of FtsZ ring formation, and that the timing from initiation to 337 division is controlled by the polymerization dynamics of the FtsZ ring (Weart and Levin, 2003) . 338 Moreover, it has been shown that the constriction rate of the ring is strongly correlated with the 339 cell elongation rate (Coltharp et al., 2016) . Therefore fast growing cells tend to divide faster than 340 slow growing ones, a compensation mechanism which might at least partially explain the adder 341 nature of the regulation. crofluidic design which has been described elsewhere (Kaiser et al., 2018) and is freely available 364 online (https://metafluidics.org/devices/dual-input-mother-machine/); since no change of condi-365 tions was intended during experiments, the same media was flown at both inputs. 366 Several microfluidics masters were produced using soft lithography techniques by micro-resist 367 Gmbh; two masters with regular growth channels of suitable size (0.8 µm width × 0.9 µm height 368 for growth in glycerol, and 1 µm width x 1.2 µm height for growth in glucose) were used for all 369 experiments. 370 For each experiment, a new chip was produced by pouring PDMS (Sylgard 184 with 1:9w/w 371 ratio of curing agent) on the master and baking it for 4 h or more at 80ºC. After cutting the chip 372 and punching inlets, the chip was bonded to a #1.5 glass coverslip as follows: the coverlsip was 373 manually washed in water and soap, rinsed in isopropanol then water; the chip cleaned from dust 374 using MagicTape, rinsed in isopropanol then water; surfaces were activated with air plasma (40 sec 375 at 1500 µm of Hg) before being put in contact; the assembled chip was cooked 1 h or more at 80ºC. 376 Before running the experiment, the chip was primed and incubated 1 h at 37ºC using passivation 377 buffer (2.5 mg/mL salmon sperm DNA, 7.5 mg/mL bovine serum albumin) for the mother machine 378 part and water for the overflow channels.
379
Experiment setup and conditions 380 Bacteria were stored as frozen glycerol stocks at − • and streaked onto LB agar plates to obtain 381 clonal colonies. Overnight precultures were grown from single colonies in the same growth media 382 as the experiment. The next day, cells were diluted 100-fold into fresh medium and harvested after 383 4-6 h. 384 The experimental apparatus was initialized, pre-warmed and equilibrated. Media flow was 385 controlled using a pressure controller and monitored with flow-meters, set to run a total flow of 386 ≈ . µ ∕ min (corresponding to a pressure of ≈ ).
387
The primed microfluidic chip was mounted, connected to media supply and flushed with running 388 media for 30 min or more to rinse passivation buffer. The grown cell culture was centrifuged at 389 4000×g for 5 min, and the pellet re-suspended in a few µ supernatant and injected into the device 390 from the outlet using the pressure controller. To facilitate the filling of growth channels by swimming 391 and diffusing cells, the pressure was adjusted in order to maintain minimal flow in the main channel 392 (loading time 40min).
393
After loading, bacteria were incubated during 2 h before starting image acquisition. Every 3 min, 394 phase contrast and fluorescence images were acquired for several well-separated positions in 395 parallel.
396
Microscopy and image analysis 397 An inverted Nikon Ti-E microscope, equipped with a motorized xy-stage and enclosed in a tempera-398 ture incubator (TheCube, Life Imaging Systems), was used to perform all experiments. The sample 399 was fixed on the stage using metal clamps and focus was maintained using hardware autofocus 400 (Perfect Focus System, Nikon). Images were recorded using a CFI Plan Apochromat Lambda DM 401 ×100 objective (NA 1.45, WD 0.13 mm) and a CMOS camera (Hamamatsu Orca-Flash 4.0). The 402 setup was controlled using µManager (Edelstein et al., 2014) 
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• The growth rate correlation from mother to daughters. 435 • The length distributions of the two adder processes ( Λ ) and ( Λ ).
436
• The distributions of length ratios between sister cells to account for imprecision in division 437 placement ( ).
438
For the simulation, a series of 500 cells is initialized with all required parameters: initial length 439 Other models 525 In this article we have shown that models relying on the concept of initiation mass, as well as those involving a constant timer from initiation to division are incompatible with measurements. Still, those models are able to reproduce a wide range of experimental measurements, and we wanted to understand where they would break. We give here two examples of such an analysis. In the first case we tried to reproduce the model proposed in Wallden et al. (2016) . This model assumes that cells initiate replication around a specific initiation mass length and then grow for an amount of time depending on growth rate ( ) before dividing (1A). In panels B and C of 1 we show that we are successfully reproducing the model used e.g. in Figure 6 of Wallden et al. (2016) . The histogram of the number of origins at birth shown in 1D shows a clear failure of the model where cells in slow growth conditions are all born with an ongoing round of replication in contradiction with experimental data (see e.g. Figure 3 of Wallden et al. (2016) ). The second model we are investigating here has been recently proposed by Micali et al. (2018b) . It uses an inter-initiation adder for replication regulation, and combines it with a classical adder (birth to division) without coupling those two regulation systems together explicitly. We simulated such a model with the added constraint that division can only occur if at least two origins are present in the cell. The results are shown in Fig.2 . The model surprisingly reproduces most of the features of the experimental data with one exception: the initiation to division variable Λ is clearly not anymore an adder. This can be trivially explained: as the two mechanisms are uncoupled, an initiation at a large size automatically leads to a small Λ on average while an early initiation at small size leads to a large Λ on average. Decomposition: the classic adder model. 559 In order to illustrate the functioning of the our decomposition approach, we apply it to the familiar case of the classic division adder model. By considering all possible combinations of standard cell cycle variables and estimating their independence, we find that the decomposition offering the most independent set of variables corresponds to the classic adder model defined by , and , as can be seen in 1. Glycerol (auto) Figure 5-Figure supplement 5 . Focusing on the large dataset (with automated origin tracking) for which we have the most accurate measures, we note that shows a slight deviation from adder behavior. As shown here, we found that this could be corrected by slightly reducing the variance level of the division adder distribution (to 70% of its original value). As the initiation measurement is made imprecise for experimental (e.g. acquisition rate) and biological (variable cohesion of origins, it is reasonable to assume that we overestimate the variance of that parameter.
