Abstract. We give a brief survey of recent results concerning almost diagonalization of pseudodifferential operators via Gabor frames. Moreover, we show new connections between symbols with Gevrey, analytic or ultra-analityc regularity and time-frequency analysis of the corresponding pseudodifferential operators.
Introduction
The objective of this paper is to report on recent progress concerning time-frequency analysis of pseudodifferential operators with smooth symbols. We discuss in particular connections between, on one side, symbols in the classical Gevrey or (ultra-)analytic spaces, and, on the other, (ultra-)modulation spaces, Gabor frames, which are the framework of time-frequency analysis.
Modulation spaces having moderate weights were introduced by Feichtinger in 1983, and since then have been extensively studied by Feichtinger and many other authors, cf. in particular the textbook [17] , to which we address for further references. We recall their definition and main properties in the subsequent Section 2.3, but the main insight to understand their introduction being to consider the decay property of a function with respect to the space variable and the variable of its Fourier transform simultaneously. The time-frequency representation employed for their definition is the so-called short-time Fourier transform (STFT), whose building blocks are the linear operators of translation and modulation (so-called time-frequency shifts) given by T x f (·) = f (· − x) and M ξ f (·) = e 2πiξ· f (·), x, ξ ∈ R d .
For z = (x, ξ) we shall also write π(z)f = M ξ T x f . Indeed, if g is a non-zero window function in the Schwartz class S(R d ), then the short-time Fourier transform (STFT) of a a function/tempered distribution f with respect to the window g is given by
f (t) g(t − x) e −2πiξt dt .
In short: we say that f is in the modulation space M p,q m (R d ), 1 ≤ p, q ≤ ∞, where m is a moderate weight function (hence with at most exponential growth at infinity) if V g f ∈ L p,q m (R 2d ). So it is clear that the bigger the growth of m the faster the decay of V g f is at infinity.
Starting from signal analysis and quantum mechanics, these spaces have then been proved to be the right spaces for symbols of pseudodifferential operators (see [19, 25, 31, 10, 32] and references therein), in particular localization operators (cf. e.g. [9] ), Fourier multipliers ( [1, 27] ) and recently Fourier integral operators of Schrödinger type [5, 6, 7, 8, 11] , providing a good framework for the study of PDE's [12] .
If we limit the use of time-frequency shifts on a lattice Λ = αZ d × βZ d ⊂ R 2d and fix a window function g ∈ L 2 (R d ), then the sequence G(g, Λ) = {g m,n = M n T m g, (m, n) ∈ Λ} forms a so-called Gabor system. The set G(g, Λ) is a Gabor frame, if there exist constants A, B > 0 such that
For details see the next Section 2, where beside modulation spaces and Gabor frames, we treat classes of symbols and Gelfand-Shilov functions, which represent the natural window functions in our context. The first paper which uses Gabor frames to approximately diagonalize pseudodifferential operators is [29] . Later, motivated by the study of Sjöstrand [31] , Gröchenig proved an almost diagonalization for symbols in the Sjöstrand class, that is the modulation space M ∞,1 , whose further generalization in [21] is recalled in Theorem 3.1 below. What is remarkable in Theorem 3.1 is that the rate of decay in the almost diagonalization, expressed in terms of Wiener amalgam spaces, characterizes the symbol class, which reveals to be a class of modulation spaces. The discrete representation of a pseudodifferential operator via Gabor matrix is one of the key ingredient for numerical applications, as shown in [12] for the Gabor matrix of Schrödinger propagators.
Motivated by these characterizations and by numerical applications, in the recent work [13] we study diagonalization of pseudodifferential operators with symbols of Gevrey, analytic and ultra-analytic type, and show that Gabor frames surprisingly reveal to be an efficient tool for representing solutions to hyperbolic and parabolictype differential equations with constant coefficients.
Here we are mainly focused on the theoretical aspects of the almost diagonalization: as a preliminary step we establish the equivalence between Gevrey, analytic and ultra-analytic regularity of symbols, and their membership to modulation spaces with sub-exponential, exponential and super-exponential weights, respectively. For these aspects, our results are strictly related to those of [34] . The main result of the paper, Theorem 3.4, characterizes the corresponding classes of pseudodifferential operators in terms of exponential decay of the almost diagonalization. In the last Section 4, we report on the sparsity result obtained in [13] , which motivates this study for numerical applications.
Notations. The Schwartz class is denoted by S(R d ), the space of tempered distributions by S ′ (R d ). We use the brackets f, g to denote the extension to
, and x = (1 + |x| 2 ) 1/2 . We write xy = x · y for the scalar product on
The letter C denotes a positive constant, not necessarily the same at every appearance.
The operator of partial differentiation ∂ is given by
for all multiindices α ∈ N d and all x = (x 1 , . . . , x d ) ∈ R d . If f and g are smooth enough, then the Leibnitz formula holds
and
The Fourier transform is normalized to bef (ξ) = Ff (ξ) = f (t)e −2πitξ dt. We shall use the notation A B to express the inequality A ≤ cB for a suitable constant c > 0, and A ≍ B for the equivalence c −1 B ≤ A ≤ cB.
2.
Time-frequency analysis and Gelfand-Shilov spaces 2.1. Gelfand-Shilov Spaces. The Schwartz class S(R d ) does not give enough information about how fast a function f ∈ S(R d ) and its derivatives decay at infinity. This is the main motivation to use subspaces of the Schwartz class, so-called Gelfand-Shilov type spaces, introduced in [16] and now available also in a textbook [28] . Let us recall their definition and some of their properties.
The space S s r (R d ) is nontrivial if and only if r + s > 1, or r + s = 1 and r, s > 0 [16] . So the smallest nontrivial space with r = s is provided by S 1/2 1/2 (R d ). Every function of the type P (x)e −a|x| 2 , with a > 0 and 
(ii) There exists a constant C > 0 such that
Remark 2.5. To be precise, the relation between the constants ǫ and C is as follows.
is satisfied with C = rd ǫ r . Viceversa, (7) implies (6) for any ǫ < r(dC)
r . Also, it follows from the proof that the constant implicit in the notation in (6) depends only on the corresponding one in (7) and viceversa.
The strong dual spaces of S s r (R d ) and
respectively. Notice that they contain the space of tempered distributions S ′ (R d ). Moreover the spaces S s r (R d ) are nuclear spaces [26] . This provides a kernel theorem for Gelfand-Shilov spaces, cf. [35] .
Theorem 2.6. There exists an isomorphism between the space of linear continuous maps
, which associates to every T a kernel
2.2.
Gabor frames and time-frequency representations. We recall the basic concepts of time-frequency analysis and refer the reader to [17] for the full details.
The short-time Fourier transform (STFT) of f with respect to g is defined in (1). The short-time Fourier transform is well-defined whenever the bracket ·, · makes sense for dual pairs of function or (ultra-)distribution spaces, in particular for
If we setg(t) = g(−t), then the relation between cross-Wigner distribution and shorttime Fourier transform is provided by
For the discrete description of function spaces and operators we use Gabor frames. Let Λ = AZ 2d with A ∈ GL(2d, R) be a lattice of the time-frequency plane. The set of time-frequency shifts G(g, Λ) = {π(λ)g : λ ∈ Λ} for a non-zero g ∈ L 2 (R d ) is called a Gabor system. The set G(g, Λ) is a Gabor frame, if there exist constants A, B > 0 such that
If (10) is satisfied, then there exists a dual window γ ∈ L 2 (R d ), such that G(γ, Λ) is a frame, and every f ∈ L 2 (R d ) has the frame expansions
Eventually, we list some results about time-frequency analysis of Gelfand-Shilov functions, cf. [14, 22, 33] :
Since we have not found a precise reference in the literature, we also recall and present the proof of the following properties concerning the Wigner distribution.
Proposition 2.7. We have:
Proof. We prove (13) , formula (14) follows by similar techniques. The assumption g ∈ S s s (R d ) trivially impliesg ∈ S s s (R d ) and (11) proves that the short-time Fourier transform Vgg is in S s s (R 2d ). To prove that Φ = W (g, g) ∈ S s s (R 2d ), we use the equivalence a) ⇔ c) in Theorem 2.3 and the connection between Vgg and the Wigner distribution in (9) . First, let us prove the first inequality in Theorem 2.3 c). For z = (x, ξ) ∈ R 2d , we have
The second inequality in Theorem 2.3 c) requires more computations but the techniques are the same as before. Using Leibniz formula for the x-derivatives and the ξ-derivatives separately,
). Now, we have
where we used δ 2 + δ 3 = α − δ 1 . Since from (2)
together with γ≤β β γ = 2 |β| and δ 1 +δ 2 +δ 3 =α α! δ 1 !δ 2 !δ 3 ! = 3 |α| , we obtain the desired estimate
2.3. Modulation Spaces. Modulation spaces measure the decay of the STFT on the time-frequency (phase space) plane and were introduced by Feichtinger in the 80's [15] , for weight of sub-exponential growth at infinity. The study of weights of exponential growth at infinity was developed in [14, 33] . Weight Functions. In the sequel v will always be a continuous, positive, even, submultiplicative function (submultiplicative weight), i.e., v(0) = 1, v(z) = v(−z),
For instance, weights of the form
where a, r, s ≥ 0, 0 ≤ b ≤ 1, satisfy the above conditions. We denote by M v (R 2d ) the space of v-moderate weights on R 2d ; these are positive and measurable functions m satisfying m(z + ζ) ≤ Cv(z)m(ζ) for every z, ζ ∈ R 2d .
For f, g ∈ Σ 1 1 (R d ) the above integral is convergent and thus [14] , with dense inclusion when p, q < ∞, cf. [3] . When p = q, we simply write M v (R d ). We observe that these properties of modulation spaces do depend on the fact that the weight functions involved have at most exponential growth at infinity. Indeed, as well known, if we consider super exponential weights at infinity, say, e.g. m(z) = e k|z| b , with k > 0 and 1 < b ≤ 2, then the related modulation spaces M p,q m (R d ) can still be defined by taking Gelfand-Shilov windows, but their definition depends on the choice of the window g, because of the loss of sub-multiplicativity of the weight.
Ultra-Modulation Spaces.
In this section we present a new definition of modulation spaces, which considers also weights of super-exponential growth at infinity (of a very particular form). For related constructions, we refer to [3, 22] and more recently to [34] . Let us first introduce the weights:
and the weight class N (R 2d ) = {m s,ǫ (x, ξ) = (1 ⊗ w s,ǫ )(x, ξ) = w s,ǫ (ξ), x, ξ ∈ R d , ǫ > 0, s ≥ 1/2}, which we may identify with the set (0, +∞)×[1/2, +∞) of the corresponding ǫ, s parameters. Thus, a weight m s,ǫ ∈ N (R 2d ) grows faster than exponentially at infinity in the frequency variable whenever 1/2 ≤ s < 1. Notice that the bound s = 1/2 is admitted. We use the class N (R 2d ) as weight class for modulation spaces. We limit our study to weights in the frequency variable for simplicity. On the other hand, observe that a limit in enlarging the definition to the space variables is imposed by Hardy's theorem: if m(z) ≥ Ce c|z| 2 , for z = (x, ξ) ∈ R 2d and some c > π/2, then the corresponding modulation spaces are trivial [22] .
that the integrals in (17) are finite (with obvious changes if either p = ∞ or q = ∞).
Notice that: (17) is convergent thanks to (11) and Theorem 2.3, item d). Indeed, we can find h > 0 such that V g f e h|·| 2 L ∞ < ∞ and 
2.5.
Time-frequency analysis of Gevrey-analytic and ultra-analytic symbols.
Here we present the results obtained in [13, Section 3] , where the smoothness and the growth of a function f on R d is characterized in terms of the decay of its STFT V g f , for a suitable window g.
For f ∈ C ∞ (R d ) the following conditions are equivalent: (i) There exists a constant C f > 0 such that
(ii) There exists a constant C f,g > 0 such that
(iii) There exists a constant ǫ > 0 such that
We say that the function f is Gevrey if s > 1, analytic if s = 1, and ultra-analytic when s < 1.
Remark 2.11. We observe that the assumption m ∈ M v (R d ) in the previous theorem is essential to obtain the equivalence: indeed in the proof we exploit the v-moderateness of m.
For simplicity, from now on we shall assume m = v = 1. A natural question is whether we may find window functions satisfying (19) . To find the answer, we recall the following characterization of Gelfand-Shilov spaces. 
and only if, for every
Hence every g ∈ S s r (R d ) with s > 0, 0 < r < 1, s + r ≥ 1, satisfies (19) for every submultiplicative weight v (see (15) ). The same holds true if g ∈ Σ 1 1 (R d ) and s ≥ 1.
Almost Diagonalization for Pseudodifferential operators
In this section we first present the almost diagonalization for pseudodifferential operators having (ultra-)analytic symbols obtained in [13, Section 4] . This result can be seen as an extension of the almost diagonalization for pseudodifferential operators obtained in [21] , where only the Gevrey-analytic case was discussed.
Secondly, we exhibit a new characterization involving ultra-modulation spaces.
Recall the Weyl form σ w of a pseudodifferential operator (so-called Weyl operator or Weyl transform) with symbol σ(x, ξ) on R 2d , formally defined by
Using the Kernel Theorem for Gelfand-Shilov spaces (Theorem 2.6), we have a characterization of linear continuous operators T :
In particular, any such operator T can be represented as a pseudodifferential operator in the Weyl form, with σ ∈ (S r s ) ′ (R 2d ). Thus we shall exhibit our results for Weyl operators.
It was proved in [18, 21] that Gabor frames allow to discretize a continuous operator from S(R d ) to S ′ (R d ) into an infinite matrix that captures the properties of the original operator. In particular, the authors consider symbols in the modulation spaces M ∞,q 1⊗v•j −1 , where v is a continuous and submultiplicative weight function on R 2d and j is the rotation on R 2d :
Fix a Banach algebra of sequences ℓ [18, 21] can be extended easily to modulation spaces with exponential weights v(z) = e c|z| [14] . Indeed one can use the same pattern of [21, Theorem 4.1], provided that the symbol space of distributions S ′ (R 2d ) is replaced by the space of ultradistributions (Σ 1 1 ) ′ (R 2d ). Thus we rephrase [21, Theorem 4.1] in our context as follows.
Then the following statements are equivalent for
The Gabor kernel of σ w : σ w π(z)g, π(w)g is referred as continuous Gabor matrix, whereas σ w π(λ)g, π(µ)g is the Gabor matrix of σ w .
Our concern is in the case of a continuous Gabor matrix dominated by a function H ∈ W (ℓ ∞ v )(R 2d ). In this special case, Theorem 3.1 can be simplified as follows.
ii)The continuous Gabor matrix satisfies
(iii) The Gabor matrix satisfies
Our main aim here is to give a counterpart of Theorem 3.2 for weights of superexponential growth. First, let us survey the new results of [13, Section 4] which provide the arguments for the characterization of Theorem 3.4 below.
The crucial relation between the action of the Weyl operator σ w on time-frequency shifts and the short-time Fourier transform of its symbol, contained in [18, Lemma 3.1] can now be extended to Gelfand-Shilov spaces and their dual spaces as follows.
is well-defined so that the short-time Fourier transform V Φ σ(u, v) makes sense. The rest of the proof is analogous to [18, Lemma 3.1] .
Given a pseudodifferential operator σ w , with smooth symbol σ ∈ C ∞ (R 2d ), we exhibit the connection between the Gevrey, analytic or ultra-analytic regularity of σ (as considered in Theorem 2.10, the dimension being now 2d), the (ultra-)modulation space σ belongs to (cf. Definition 2.9), and the decay of the continuous Gabor matrix of σ w .
Recall the weights w s,ǫ defined in (18) and here used as functions over R 2d .
Theorem 3.4. Let s ≥ 1/2 and consider a window function
. Then the following properties are equivalent for σ ∈ C ∞ (R 2d ):
(iii) There exists ǫ > 0 such that
and using (29), we obtain the claim:
(iii) ⇒ (i). Relation (29) and the decay assumption (31) give
The equivalences (ii) ⇔ (iii) are proved in Theorem [13, Theorem 4.2] . For sake of clarity, we give a brief sketch of this result. The techniques are similar to [18, Theorem 3.2] .
(ii) ⇒ (iii). The window Φ = W (g, g) ∈ S s s (R 2d ), for g ∈ S s s (R d ) by (13) , and satisfies the assumptions of Theorem 2.10. Hence, using the equivalence (20) ⇔ (22), the assumption (30) is equivalent to the following decay estimate of the corresponding short-time Fourier transform
for a suitable ǫ > 0, hence
which combined with (28) yields (iii).
(iii) ⇒ (ii). We use relation (29) and the decay assumption (31) again, which give (32) and using the equivalence (20) ⇔ (22) we obtain the claim. Of course the estimate (31) implies the discrete analog (34) below. The vice versa is not obvious and requires the existence of a Gabor frame G(g, Λ) having g ∈ S 1/2 1/2 (R d ) and a dual window γ ∈ S 1/2 1/2 (R d ) as well. We call such a Gabor frame a Gabor superframe. The existence of Gabor super-frames is due to a result obtained by Gröchenig and Lyubarskii in [20] . They find sufficient conditions on the lattice Λ = AZ 2 , A ∈ GL(2, R), such that g = n k=0 c k H k , with H k Hermite function, forms a Gabor frame G(g, Λ). Besides they prove the existence of dual windows γ that belong to the space S (ii) There exists ǫ > 0 such that
Proof. Let us sketch (ii) ⇒ (i). The pattern of [18, Theorem 3.2] can be adapted to this proof by using a Gabor super-frame G(g, Λ), with a dual window γ ∈ S Let Q be a symmetric relatively compact fundamental domain of the lattice Λ ⊂ R 2d . Given w, z ∈ R 2d , we can write them uniquely as w = λ + u, z = µ + u ′ , for λ, µ ∈ Λ and u, u ′ ∈ Q. Using the Gabor reproducing formula for the time-frequency shift π(u)g ∈ S 1/2 (R 2d ), due to (11) . Thus there exists h > 0 such that |V γ g(z)| e −h|z| 2 , for every z ∈ R 2d . Inserting this estimate in the previous majorization and using (35) repeatedly, If w, z ∈ R 2d and w = λ+u, z = µ+u ′ , λ, µ ∈ Λ, u, u ′ ∈ Q, then λ−µ = w−z+u ′ −u and u ′ − u ∈ Q − Q, which is a relatively compact set, thus This gives the desired implication.
Sparsity of the Gabor matrix
The operators σ w in Theorem 3.4 enjoy a fundamental sparsity property. Indeed, let G(g, Λ) be a Gabor super-frame for L 2 (R d ). Then, as we saw, with suitable constants C > 0, ǫ > 0. This gives at once an exponential-type sparsity, which is proved in [13, Proposition 4.5] (we refer to [2, 23] for the more standard notion of super-polynomial sparsity) and recalled below. Proof. By a discrete analog of Proposition 2.4 it suffices to prove that n α |a| n ≤ C α+1 (α!) 2ds , α ∈ N.
On the other hand we have n Let Q be a fundamental domain of the lattice Λ. Then if x ∈ λ + Q, λ ∈ Λ, we have |x| ≤ |λ| + C 0 , therefore |x| 1/s ≤ C 1 (|λ| 1/s + 1). Hence (α!) 2ds .
