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Abstract
Adopting Linacre’s (1999, 2002) guidelines for evaluating rating scale effectiveness,
we examined whether and how a six-point rating scale functioned differently across raters,
speech acts, and second language (L2) proficiency levels. We developed a 12-item
Computerized Oral Discourse Completion Task (CODCT) for assessing the production of
requests, refusals, and compliment responses among 109 examinees of L2 Chinese. Their oral
productions were evaluated by two L1 Chinese raters based on a holistic rating scale
simultaneously tapping communicative function, situational appropriateness, and
grammaticality. Rating scale functioning differed across raters, speech acts, and proficiency
levels. Such variations were caused by multiple factors: (1) the two raters interpreted the
rating scale differently, (2) the generic rating scale was unable to represent the nuances in
different speech acts, (3) the two proficiency groups drew on different portions of the rating
scale, and (4) redundancy in rating scale categories due to an excessive focus on the
descriptive rather than the interpretive function during rating scale development.

Keywords: L2 pragmatics, Chinese, rating scale functioning, pragmatics assessment, speech
acts
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Introduction
Since the early 1990s, L2 pragmatics assessment has become an area of inquiry that
attracts considerable interest in L2 assessment research (Purpura, 2016). While developing
and validating instruments for measuring different aspects of pragmatic competence has been
a major focus in the field (Taguchi & Roever, 2017), researchers have begun to investigate
the role of various factors involved in assessing L2 pragmatics, including rater behaviors (e.g.,
Liu & Xie, 2014; Sydorenko, Maynard & Guntly, 2014; Taguchi, 2011; Walters, 2007), rating
scale development and validation (e.g., Chen & Liu, 2016; Youn, 2015), differential item
functioning (e.g., Roever, 2007), and effects of examinee characteristics on test functioning
(Youn & Brown, 2013; Roever, 2013). This study contributes to this recent pluralistic
development in L2 pragmatics assessment by investigating whether and how rating scale
functioning varies across raters, pragmatic features, and examinees’ proficiency levels. It
aims to inform methodological development for research on interlanguage pragmatics and L2
performance assessment.
Rating scales used for assessing L2 pragmatics are typically self-developed by
researchers or are adapted from previous studies. The functioning of such rating scales has
rarely been discussed, indicating that researchers generally assume that their scales function
as intended. However, there is evidence suggesting that rating scales may function differently
depending on the contingent factors involved in the process of evaluating pragmatic
performance, including raters, pragmatic features, and L2 proficiency levels (e.g., Grabowski,
2013; Liu, 2006; Liu & Xie, 2014; Sydorenko, et al., 2014; Taguchi, 2011; Walters, 2007).
Building upon this emerging body of research, we adopted Linacre’s (1999, 2002) guidelines
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to examine rating scale functioning in the context of assessing speech acts in L2 Chinese, a
language that is under-represented in research on pragmatics assessment and performance
assessment in general.
Background
Rating scale functioning in L2 performance assessment
Rating scales are widely used in performance assessment, of which L2 pragmatics
assessment is a subfield of inquiry. The functioning of rating scales can be affected by factors
such as raters and characteristics of rating scales (e.g., Barkaoui, 2010; Yan, 2014). For
example, Yan (2014) found that, in evaluating the responses to an oral English proficiency
test with a six-category (i.e., six score levels) holistic rating scale, raters agreed more on the
higher score categories than on the lower score categories, indicating that rating scale
functioning tends to vary among raters particularly in the case of lower levels of performance.
Barkaoui (2010) examined whether and how rating scale type (i.e., holistic vs. analytic)
affected rating processes involved in evaluating ESL essays. Raters’ think-aloud protocols
revealed that they attended more to the evaluation criteria per se with an analytic scale than
with a holistic scale; in contrast, the raters focused more on the target of evaluation (i.e.,
essays) with the holistic scale than with the analytic scale. Moreover, rating scale type more
strongly influenced novice raters than experienced raters. These findings suggest that rating
scale functioning can be jointly influenced by the characteristics of raters and rating scales.
Commenting on rating scale functioning, Smith, Wakely, and Swartz (2003) noted three
issues: (1) a rating scale may not be used as originally intended (e.g., ratings may concentrate
on a few categories), (2) a rating scale may be interpreted differently among users due to
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ambiguity in scale description and/or respondents’ individual differences (e.g., backgrounds
and experiences), and (3) a rating scale may contain an excessive number of categories.
Presumably, the aforementioned issues may also exist in assessing L2 pragmatics.
This study focuses on a type of rating scales used by raters to evaluate L2 pragmatic
performance. Such rating scales have been used to assess pragmatic production/interaction,
including speech acts (e.g., Chen & Liu, 2016; Li, 2014), routines (e.g., Taguchi, Li & Xiao,
2013), and more recently pragmatic performance in interaction (Walters, 2007; Youn, 2015).
Rating scales of this kind often include relatively detailed descriptions for each rating
category. Moreover, such rating scales often encompass multiple dimensions of pragmatic
performance, and the same (set of) rating scales sometimes are applied to multiple pragmatic
features. For example, Youn (2015) developed a set of five-point rating scales to assess
performance of requests, refusals, and negotiations according to five dimensions: content
delivery, language use, sensitivity to situation, engaging with interaction, and turn
organization.
In L2 pragmatics assessment, pragmatic competence is regarded as a latent construct
because it is derived from observed performance. When pragmatic competence is inferred
based on pragmatic performance evaluated by rating scales, the proper functioning of the
scales is critical to ensuring the validity of research findings. To this end, Linacre (1999, 2002)
proposed eight guidelines within the Rasch framework that can evaluate the measurement
quality of rating scales. This study adopted these guidelines because of their wide adoption
across disciplines (e.g., psychology, health sciences, and business), and also because some of
the guidelines have been applied to L2 pragmatics assessment (e.g., Chen & Liu, 2016; Liu,

6
2006).
Linacre’s guidelines for evaluating rating scale effectiveness
Guideline #1 in Linacre’s (1999, 2002) proposal states that each rating scale
category (i.e., a score level, hereafter category) should have minimally 10 observations to
ensure stable and precise calibration of step thresholds under the Rasch Model. Step
thresholds (i.e., Rasch-Andrich thresholds) are intersections at which two adjacent categories
have the same probability of being observed. To understand this, imagine a level of pragmatic
competence as demonstrated in a particular response for which the score of 4 or 5 is equally
likely to be awarded. The location that this particular response stands along a unidimensional
scale of pragmatic competence is the step threshold separating the two scoring categories.
Guideline #2 concerns the regularity of the distributional patterns of category use
frequency. Acceptable patterns include even, unimodal, and bimodal distributions across
categories. Irregular distributional patterns (e.g., a roller-coaster pattern) indicate aberrant
category usage.
Guideline #3 states that the average (observed) measures increase monotonically
with rating scale categories. The average measure statistic shows the average ability of
examinees who receive a particular rating. Because a higher rating category is supposed to
reflect a higher level of ability than a lower rating category, the average (observed) measures
should show a unidirectional increase with ascending rating categories.
Guideline #4 states that the value of the outfit mean-square (MnSq) statistic should
be below 2.0 for each category. An outfit MnSq statistic exceeding 2.0 indicates more
unexpected than expected randomness in the observations of a particular category, which
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lowers measurement quality.
Guideline #5 states that step thresholds (i.e., Rasch-Andrich thresholds) should
advance monotonically with rating scale categories. When a rating scale functions properly,
higher categories reflect higher levels of competence. Hence, each category should in turn
become the most probable category (or modal category) as competence level increases. Step
thresholds, the intersections where two adjacent categories are equally likely to be observed,
should thus also advance monotonically with increasing categories. Step disordering (i.e.,
step thresholds do not increase along with categories) means low probability of observing a
certain category (i.e., a category is never modal), suggesting that the category is either poorly
defined or too narrowly defined in that it cannot be differentiated from a neighboring
category.
Guideline #6 states that the observed measures of the rating scale categories should
approximate their expected values predicted by the Rasch Model. Because the FACETS
software (Linacre, 2013) does not provide output for the two coherence statistics (i.e.,
measure implies category, and category implies measure) as discussed by Linacre (2002), we
qualitatively examined conformity to this guideline (Engelhard, 2013).
The last two guidelines focus on the appropriate number of categories in relation to
measurement precision. Guideline #7 states that one should avoid having too many rating
categories (i.e., excessive measurement precision) so that each category can represent distinct
substantive meaning that is separable from adjacent categories. Guideline #8 states that one
should have enough categories to prevent each category from covering too broad a segment
of the latent construct (i.e., limited measurement precision). The distance (measured in logits)
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between step thresholds is a measure that can help determine the appropriate number of
categories. Linacre recommended that step thresholds between adjacent categories should
advance by less than 5.00 logits (Guideline #8). Meanwhile, step thresholds should increase
by at least 1.40 logits for a three-category scale, and by at least 1.00 logit for a five-category
scale (Guideline #7). Linacre did not recommend logit values of minimum step threshold
increment for scales other than those with three and five categories; he merely suggested that
the minimum increment in step thresholds between adjacent categories would decrease with
an increasing number of categories. Because this study used a six-category scale, we adopted
the criterion of 1.00 logit as the minimum increment in step thresholds in order to be
conservative.
Sources of variation in rating scale functioning in assessing L2 pragmatics
Variations across raters. Researchers have reported that raters exhibited different
degrees of leniency (Liu & Xie, 2014; Youn, 2015), that L1 and L2 speaker raters relied on
overlapping yet different criteria/norms in rating (Alemi & Tajeddin, 2013; Liu & Xie, 2014;
Walters, 2007), and that raters resorted to personal experiences and preferences in evaluating
speech samples (Taguchi, 2011; Liu & Xie, 2014). Two studies specifically showed how
rating scales functioned differently among raters with varied linguistic and cultural
backgrounds.
In Walters’s (2007) study, L1 and L2 English speaker raters interpreted the same
rating scales according to different norms in the process of evaluating role play performances.
Although the L1 rater interpreted the meaning of each rating category strictly based on the
norms of American English and tended to be harsher in scoring, the L2 rater was more lenient
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because she interpreted the categories as encompassing certain L2-based norms.
Taguchi (2011) examined variations among L1 speaker raters in assessing L2
English speech acts. Her four L1 speaker raters had mixed cultural backgrounds: one
Australian white male and female, one African-American male, and one Japanese-American
female. The raters used a five-category rating scale that holistically tapped levels of
politeness, directness, and formality. Interview data showed that the raters often prioritized
certain criteria and relied on their personal experiences. Even though they assigned identical
scores, the underlying rationales differed considerably.
These studies indicate that the functioning of a rating scale is likely to vary across
raters due to different linguistic and cultural backgrounds. Given that L1 speaker raters with
different cultural backgrounds differed in their interpretations of the same rating scale (see
Taguchi’s study), it is questionable whether L1 raters with shared cultural and professional
backgrounds would still demonstrate such differences, and whether those differences would
lead to variations in rating scale functioning. Because L2 pragmatics research often involves
L1 speaker raters, if notable variations remain in scale functioning among L1 raters with
shared cultural and professional backgrounds, it means that factors other than cultural
difference may influence rater behaviors.
Variations across proficiency levels. L2 proficiency is found to affect rating scale
functioning. Grabowski (2013) developed a test and five rating scales to evaluate five
dimensions of communicative language ability (i.e., grammatical accuracy, grammatical
meaningfulness, and sociolinguistic, sociocultural, and psychological appropriateness). Each
scale included five rating categories. The test was administered to 102 examinees at
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intermediate, advanced, and expert levels. Two L1 English speaker raters evaluated all speech
samples. Grabowski found that the rating scales functioned effectively. However, when the
three proficiency groups were examined separately, variations in rating scale functioning with
regard to Linacre’s Guideline #5 were observed. For the intermediate group, the functioning
of all five rating scales conformed to this guideline. However, for the advanced group, step
disordering was found in the grammatical meaningfulness scale and the psychological
appropriateness scale. For the expert group, the sociolinguistic appropriateness scale also
revealed step disordering. According to Grabowski, this was because the lower categories
were not used frequently on the three scales, indicating that combining the lower categories
may be needed to improve rating scale functioning. Grabowski’s (2013) is probably the only
study that investigated differential scale functioning across proficiency levels. More studies
are needed to investigate the stability of her findings in different research contexts. In
addition, because Grabowski did not refer to Linacre’s guidelines, some important issues
remain unanswered, such as the appropriate number of rating categories for achieving
optimal measurement quality (Guidelines #7 and #8).
Variations across pragmatic features. The last source of variation in rating scale
functioning comes from different pragmatic features. Liu (2006) is probably the only
researcher that explored this issue. He developed a written DCT for assessing apologies and
requests for 200 Chinese learners of English. Liu utilized a five-category holistic rating scale
tapping four dimensions: ability to produce the targeted speech act, use of formulaic
expressions, amount of speech/information, and level of formality, directness, and politeness.
Rating scale functioning was examined separately for the two speech acts. While Liu did not
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refer to Linacre’s guidelines, his results showed that the rating scale functioned properly for
both speech acts, conforming to all guidelines except for Guideline #7. Specifically, although
the step thresholds advanced by roughly 1.00 logit between adjacent categories for apology,
the step threshold increments for request were mostly below 1.00 logit (i.e., 0.51 logits, 0.65
logits, and 1.25 logits, respectively). This means that most rating categories for requests were
too narrowly defined, and there may have been too many categories. Thus, researchers should
be cautious in applying the same rating scale to assessing different pragmatic features,
because the substantive meanings underlying the same numerical value may be different
across pragmatic features.
This Study
To date, our understanding of scale functioning in L2 pragmatics assessment remains
rather limited. There are three reasons: (1) No study has investigated the effects of multiple
contingent factors on scale functioning in one research design, which prevents researchers
from fully examining the conditions that may lead to differential scale functioning; (2) No
study has explicitly adopted all of Linacre’s (1999, 2002) guidelines as the basis for
evaluating scale functioning. This, again, has restricted our understanding of how rating
scales work in specific research contexts; (3) The field has exclusively focused on English as
the target L2. This raises questions about the generalizability of the existing findings because
the substantive meaning that a rating scale category represents may differ across languages.
To fill these gaps, this study examines the functioning of a six-category rating scale
developed for evaluating three speech acts produced by American examinees of L2 Chinese
across two proficiency levels. The research questions are:
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RQ1. Is there any variation in rating scale functioning across raters?
RQ2. Is there any variation in rating scale functioning across speech acts?
RQ3. Is there any variation in rating scale functioning across proficiency levels?
Method
Examinees
Examinees were 109 American learners of L2 Chinese recruited from a study abroad
program in Beijing, China (49 females, 60 males, age range: 19-23 years). Before going
abroad, they had formally studied Chinese between one and seven years (Mean = 2.1 years).
Upon arrival in Beijing, they took the HSK, or Hanyu Shuiping Kaoshi 汉语水平考试, for
the purpose of class placement. The HSK is a standardized general proficiency test in L2
Chinese that includes six levels for the written section and three levels for the speaking
section (i.e., Elementary, Intermediate, and Advanced) (Zhang, et al., 2010). Our examinees
took the Level 4 written test (including listening, reading, and writing sections; score range:
0–300) and the Intermediate level speaking test (score range: 0–100). The mean test score
combining the written and spoken sections was 228.7 (SD = 51.2, range: 122.5 – 337.5).
Hence, the examinees’ proficiency was approximately at the intermediate to lower advanced
range. Based on total HSK scores, the examinees were divided into two groups differing in
general Chinese proficiency: 54 in the lower proficiency group (mean HSK score = 186.27,
range: 122.5 – 221.5, SD = 25.24), and the other 55 in the higher proficiency group (mean
HSK score = 270.44, range: 223.0 – 337.5, SD = 32.32). The two groups differed
significantly in their HSK scores, t (102.02) = -15.20, p <.001.
Instrument
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We developed a Computerized Oral Discourse Completion Test (CODCT) to elicit
speech act productions. The CODCT contained 12 items evenly divided into three speech acts:
requests, refusals, and compliment responses. The items were adapted from existing studies
(e.g., Hong, 2011; Li, 2012; Winke & Teng, 2010). Each speech act included two
equal-power (between friends) and two unequal-power scenarios (between students and
professors). Responses of 20 L1 Chinese speakers confirmed that all scenarios elicited the
intended speech acts.
In responding to each CODCT item, the examinees first saw a picture depicting the
scene. They listened to a scenario in English while reading it on the computer. After the audio
ended, the examinees recorded their oral productions. They completed their recordings before
moving on to the next item. Examinees were allowed to opt out in case of limited
linguistic/cultural knowledge.
Raters
Because variations in rater behaviors have been attributed to factors including
cultural backgrounds, L1 status, and relevant experience, we intentionally included L1
speaker raters with shared cultural, academic, and professional background to examine
whether there remains any rater-induced variations in scale functioning. The two raters were
both male L1 Chinese speakers with similar academic backgrounds. Coming from different
coastal cities in eastern China, they were both enrolled in identical undergraduate and M.A.
programs in Beijing during the same time period. They also studied in the same doctoral
program in applied linguistics in the U.S. Both raters have taught Chinese at universities in
China and in the U.S. for 10 years. Rater training consisted of two stages, including joint
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rating scale development (detailed below), and a subsequent norming procedure (see
Procedure section).
Rating scale
We developed a rating scale after consulting with studies on speech acts. While
situational appropriateness is a shared dimension of assessment in the literature, other
dimensions have also been assessed, including clarity of communicative intention (Liu, 2006;
Roever, et al., 2014), grammaticality (Chen & Liu, 2016; Li, 2014; Taguchi, 2007), turn
organization (Roever, et al., 2014; Youn, 2015), fluency (House, 1996), and use of
pragmalinguistic forms (Youn, 2015).
Because this study targeted three different speech acts, it was critical to ensure that
the three different communicative functions were realized. Moreover, like in other studies,
we included situational appropriateness as another dimension. Finally, our data included
responses where limited syntactic and/or lexical knowledge interfered with situational
appropriateness and meaning conveyance. Given the interaction between grammar and
pragmatics, as discussed in both theoretical (Bardovi-Harlig, 2003; Timpe Laughlin, Wain &
Schmidgall, 2015) and practical terms (Chen & Liu, 2016; Ishihara, 2010), we included
grammaticality pertaining to communicative function and appropriateness as a third
dimension of evaluation. In short, our rating scale holistically tapped three dimensions:
communicative function, contextual appropriateness, and grammaticality.
In developing the rating scale, we started with five rating categories and tried to
identify representative samples from our data. During this process, we felt a need to add
another category to capture the nuances between some of the speech samples, particularly
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with respect to situational appropriateness. Therefore, we revised our scale and re-identified
10 to 15 benchmark examples for each category. In so doing, we strived to develop rating
categories that can capture as many nuances as possible in our data set. In other words, our
priority was on describing the data in as much detail as possible. The final product was a
six-category scale (Appendix One).
Procedures
The examinees completed the CODCT individually in a quiet room on campus
during the first week of class, which was approximately one week after they took the
placement HSK test. Their speech samples were transcribed and the written transcripts were
used for rating. The two raters independently evaluated a small subset of the data (about 3%)
followed by discussions. Afterwards, they independently evaluated the remaining samples.
Out of the 1,308 possible responses (12 responses per examinee x 109 examinees), the final
data set included 1,303 responses for each rater, after excluding five invalid responses caused
by equipment failure (e.g., inaudible responses). Among the 1,303 rated responses, there were
569 exact ratings (43.67%), 722 ratings (55.41%) that differed by one point, and 12 ratings
(0.92%) that differed by either two or three points. The inter-rater correlation was .91
(Pearson’s r). The raters discussed the ratings with large discrepancies (i.e., a difference of
two or three points) to reach final agreement.
Statistical models
To answer RQs 1–3, we performed three separate three-facet Rasch Partial Credit
Model analyses. Because the Partial Credit Model does not impose a uniform rating scale
structure, it is appropriate for investigating variations in scale functioning across raters,
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speech acts, and proficiency groups. The three Partial Credit Model analyses all included the
entire data set with three facets (i.e., rater, examinee, and item); however, the data set was
organized according to the two raters, the three speech acts, and the two proficiency groups,
respectively. Invalid responses (10 responses) due to equipment failure were coded as
missing data. We used FACETS 3.71.3 (Linacre, 2013) for the analyses.
Results
Results for RQ1
RQ 1 examines scale functioning across raters. We checked the overall model fit by
reviewing the percentages of unexpected responses. According to Linacre (2013, p. 162),
satisfactory global data-model fit means less than 5% of unexpected responses with absolute
standardized residuals ≥ 2 and less than 1% of unexpected responses with absolute
standardized residuals ≥ 3. Altogether, the two raters independently rated 1,303 responses,
resulting in 2,606 standardized residuals. We found 118 (4.50%) residuals ≥ 2, and 12 (0.46%)
residuals ≥ 3, suggesting satisfactory overall data-model fit.
Figure 1 presents the Rasch calibrations. The second column shows that Rater 1
(measure = -0.28 logits) was more lenient than Rater 2 (measure = 0.28 logits). The infit
MnSq statistics for both raters (1.01 for Rater 1, and 0.97 for Rater 2) were within the M ±(2
x SD) range (i.e., 0.99 ± 2 x 0.03) (McNamara, 1996, p. 181) and the 0.5–1.5 range (Bond &
Fox, 2007; Eckes, 2015), meaning that the rating behaviors of both raters fit the Rasch model.
The last two columns of Figure 1 show the rating scale structures for Rater 1 (column S.1)
and Rater 2 (column S.2). These two columns show how the two raters applied the rating
scale in relation to each other. Overall, there is a lack of alignment between the two raters, as
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indicated by the jagged lines between adjacent score categories across the last two columns.
We found similarities and differences in scale functioning between the two raters
against Linacre’s guidelines (Tables 1 and 2). Concerning similarities, the frequency counts
range between 60 and 344 for Rater 1, and between 41 and 434 for Rater 2 (conforming to
Guideline #1). The distribution of category use frequency follows a unimodal pattern that
peaks at Category 4 (26%) for Rater 1 and at Category 3 for Rater 2 (33%), and gradually
tapers off in both directions (conforming to Guideline #2). The average category measures for
both raters (see the avge. meas. column in Table 1) follow an ascending order (conforming to
Guideline #3). The differences between the average measures (see the avge. meas. column in
Table 1) and the expected measures (see the exp. meas. column) appear to be small, ranging
between 0.03 (i.e., Category 3: 0.16 - 0.13 = 0.03) and 0.09 (i.e., Category 6: 1.38 - 1.29 =
0.09) for Rater 1, and between 0 and 0.26 for Rater 2 (conforming to Guideline #6). The
outfit MnSq values range between 0.9 and 1.1 for Rater 1, and 0.8 to 1.2 for Rater 2,
suggesting good model fit across the rating categories (conforming to Guideline #4).
Meanwhile, we found notable differences in scale functioning between the two raters
with respect to two guidelines: Regarding Guideline #5, as Table 1 shows, while the step
thresholds for Rater 1 increase monotonically (conforming to Guideline #5), the step
thresholds from Category 2 to Category 3 are disordered for Rater 2. These observations are
corroborated by Figures 2 and 3, which display the probability curves of the different rating
categories for Rater 1 and Rater 2. The horizontal axis in both figures shows the difference
(in logits) between examinee ability and item difficulty (examinee measure minus item
measure). The vertical axis shows the probability (0–1.00) of awarding a particular rating.
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Hence, these two figures indicate which rating category is the most likely to be awarded by
the two raters given a specific combination of examinee/item measures. For Rater 2 (Figure
3), the disordered step threshold between Category 2 and Category 3 is located to the left of
the step threshold between Category 1 and Category 2; hence, Category 2 is never the most
probable category to be awarded (Category 2 is never modal). In contrast, all probability
curves are modal for Rater 1 (Figure 2).
Regarding Guideline #7, Tables 1 and 2 show that step threshold increments (the
distance between adjacent steps) for Rater 1 are 0.94 logits (between Categories 2 and 3),
0.37 logits (between Categories 3 and 4), 1.17 logits (between Categories 4 and 5), and 0.04
logits (between Categories 5 and 6). Correspondingly, for example, Figure 2 shows a very
narrow window (on the horizontal axis) during which Category 5 is the most probable; in
contrast, the window for Category 4 is much wider. Turning to Rater 2, step threshold
increments are 0.25 logits, 2.06 logits, 0.58 logits, and 2.16 logits between the adjacent
categories. These results suggest that scale functioning for both raters fully conformed to
Guideline #8, and partially conformed to Guideline #7. In view of Guideline #7 (minimally
1.00 logits in step threshold increment), Categories 2 and 4 are distinct categories for Rater 1,
and for Rater 2 the distinct categories are Categories 3 and 5.
** Insert Figures 1, 2 & 3 about here **
** Insert Tables 1 & 2 about here **
Results for RQ2
RQ2 examines scale functioning across speech acts. We found satisfactory global
data-model fit: out of the 2,606 standardized residuals, there were 100 (3.83%) residuals ≥ 2
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and 13 (0.50%) residuals ≥ 3.
Figure 4 presents the Rasch calibrations. The item facet is shown in the fourth
column. More difficult items are placed higher on the scale, and vice versa. Item difficulty is
spread over 1.74 logits (from -1.10 to 0.74 logits). Item infit MnSq statistics indicate that all
items fit the Rasch model based on the range of M ±(2 x SD) (1.00 ±2 x 0.24) and the
0.5–1.5 range. The compliment response items were the least difficult (range: -1.10 to 0.11
logits; mean: -0.52 logits), followed by the refusal items (range: -0.26 to 0.64 logits; mean:
-0.08 logits) and the request items (range: 0.23 to 0.74 logits; mean: 0.44 logits). The last
three columns of Figure 2 show the rating scale structures for the three speech acts:
compliment responses (column S.1), refusals (column S.2), and requests (column S.3). The
rating scale structures are different across the three speech acts, particularly toward the lower
end of the rating scale.
In examining scale functioning against Linacre’s guidelines, Table 3 shows the data
according to the three speech acts, and Table 4 summarizes the results. The first noticeable
difference concerns Guideline #5: the step thresholds increase monotonically for requests;
however, the step thresholds from Category 2 to Category 3 are disordered for both
compliment responses and refusals. Figures 5 and 6 further indicate that, for both compliment
responses and refusals, the probability curves for Category 2 are never modal. This means
that this category may not be defined appropriately for assessing compliment responses and
refusals.
The second noticeable difference is about Guideline #7. The step threshold statistics
(Table 3) and probability curves (Figures 5 to 7) show which categories have distinct
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substantive meanings (a category that is practically separable from others) for the three
speech acts: for compliment responses, they are Categories 3 and 4; for refusals, it is
Category 3; and for requests, it is Category 3 (and likely Category 2 too).
** Insert Figures 4, 5, 6 & 7about here **
** Insert Tables 3 & 4 about here **
Results for RQ3
RQ3 investigates variations in scale functioning across proficiency levels. The
global data-model fit was satisfactory, as there were 100 (3.83%) residuals ≥ 2, and 12
(0.46%) residuals ≥ 3.
Figure 8 presents the Rasch calibrations. The examinee facet is shown in the third
column. A higher position on the logit scale denotes a higher level of competence, and vice
versa. Examinee ability spread over 3.75 logits (-1.90 to 1.85 logits) with an average of 0.39
logits. Individual examinee’s infit MnSq statistics show that all but three (2.75%) fit the
Rasch model based on the range of M ±(2 x SD) (1.00 ± 2 x 0.49). These examinees’ infit
MnSq statistics are all above the upper limit of the range, indicating more variability in
performance than the model predicts. Regarding the two proficiency groups, the ability
measures of the lower proficiency group (n = 54) spread from -1.90 to 1.40 logits with an
average of 0.08 logits (SD = 0.74); the ability measures of the higher proficiency group (n =
55) range between -0.43 and 1.85 logits with a mean of 0.70 logits (SD = 0.62). The last two
columns of Figure 8 are the rating scale structures for the lower proficiency (column S.1) and
higher proficiency (column S.2) groups, respectively.
In comparing rating scale functioning between the two proficiency groups against
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Linacre’s guidelines, Tables 5 and 6 reveal two notable differences. Concerning Guideline #5,
the step thresholds increase monotonically for the lower proficiency group, yet the step
threshold separating Categories 2 and 3 is disordered for the higher proficiency group,
suggesting that Category 2 may be defined too narrowly for the higher proficiency examinees.
Figure 9 further shows that the probability curve for Category 2 never forms a distinct “hill”
as other categories do. Regarding Guideline #7, the step threshold statistics (Table 6) and
probability curves (Figures 9 and 10) together show that Category 3 is a distinct category for
the lower proficiency group; however, for the higher proficiency, Categories 3 and 4 are both
distinct categories.
** Insert Figures 8, 9 &10 about here **
** Insert Tables 5 & 6 about here **
Discussion
We discuss the findings in two areas: those showing inconformity to Linacre’s
guidelines and those indicating variations in scale functioning. RQ1 investigates variations in
scale functioning across raters. In terms of Guideline #5 (monotonic advance in step
thresholds), Rater 1’s performance adhered to the guideline but Rater 2 showed step
disordering between Categories 2 and 3. This means that, although Rater 2 did award ratings
of 2, the substantive meaning of Category 2 might not be well defined in his mind to the
extent that it could be reliably separated from neighboring categories. Turning to the
difference under Guideline #7 (minimally 1.00 logits increase between step thresholds), the
two raters operated on different categories, suggesting variations in their respective
interpretations of the same categories. Taking Category 4 as an example, to Rater 1, this
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category covered a segment of oral speech act competence ranging from a point where
examinee ability was 0.14 logits below item difficulty to a point where examinee ability was
1.03 logits above item difficulty (hence a length of 1.17 logits); in contrast, to Rater 2,
Category 4 corresponded to a segment of speech act competence ranging from a point where
examinee ability was 0.11 logits above item difficulty to a point where examinee ability was
0.69 logits above item difficulty (hence a length of 0.58 logits). Clearly, the substantive
meaning of Category 4 covers a wider range of the latent construct for Rater 1 than for Rater
2. Furthermore, in terms of Guideline #7, this difference indicates that, to Rater 1, Category 4
represented a level of the underlying construct that was sufficiently distinct from the
neighboring ones; however, to Rater 2, the level of the latent construct represented by
Category 4 might not be fully independent from the adjacent ones.
These quantitative results complement existing qualitative findings on rater
behaviors in L2 pragmatics research. In those studies (Taguchi, 2011; Walters, 2007), raters
differed in linguistic, cultural, and professional backgrounds. However, the two raters in this
study shared the same L1, came from the same country, attended identical educational
programs, and worked in the same profession. They also developed the rating scale together
and followed norming procedures typical in L2 pragmatics research. Yet, they still showed
considerable variations interpreting the same rating scale. While this study is unable to show
what caused the differential interpretations between the raters because no data about the raters’
thinking processes was available, our findings challenge the assumed homogeneity among L1
speaker raters with comparable backgrounds.
Meanwhile, the rater-induced variations in scale functioning may also be attributable
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to the redundancy of rating categories. Other than the two extreme categories (Categories 1
and 6), each rater operated mainly on two distinct categories (Categories 2 and 4 for Rater 1,
Categories 3 and 5 for Rater 2), and the remaining categories appeared to be quite narrowly
defined in their minds based on the criterion adopted in this study. This means that each rater
may only be able to differentiate two distinct levels (in addition to the two extreme levels) of
the targeted latent construct. Although the rating scale includes six categories on the surface,
in reality there may only be four categories (including the two extreme categories) that are
substantively distinct from each other.
Turning to RQ2 that investigates scale functioning across speech acts, the results are
reminiscent of those discussed under RQ1. Regarding Guideline #5, step disordering was
found between Categories 2 and 3 for both refusals and compliment responses but not for
requests. Compliment responses and refusals are relatively easy while requests are more
difficult, as indicated by their mean measure statistics and by their category use frequencies
(Table 3). Because low frequency of category use could cause step disordering (Grabowski,
2013), the observed step disordering of refusals and compliment responses is likely due to
their relative ease. In other words, in assessing compliment responses and refusals, the
substantive meaning of Category 2 may be too narrowly or even poorly defined to make it
distinguishable from the neighboring categories.
Moving onto Guideline #7, the only category that meets the requirement of this
guideline for all speech acts is Category 3. Other than Category 3, Category 2 is likely
another distinct category for requests, and Category 4 is another independent category for
compliment responses. The remaining categories fail to show the minimum step threshold
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increment of 1.00 logits. These results suggest possible redundancy in the number of
categories: aside from the two extreme categories (Categories 1 and 6), there are only one or
two categories that have sufficiently distinct substantive meanings. Meanwhile, the same
rating scale is used differently for the three speech acts: a category (e.g., Category 4) that has
distinct substantive meaning for one speech act (compliment responses) does not necessarily
hold distinct substantive meaning for another speech act (requests). To a certain extent, this
finding reflects the relative ease/difficulty of the three speech acts. For example, because
compliment responses are the easiest, more responses concentrate on the higher categories
than on the lower categories. This allows better differentiation among higher categories than
among lower categories. In contrast, because requests are the most difficult with ratings
concentrating on 2, 3 and 4, there is a need to discriminate among lower categories than
among higher categories.
Although the relative ease/difficulty of speech acts could be a plausible explanation
for the observed variations in scale functioning against Guideline #7, the crux of the issue is
probably the difficulty of having one generic rating scale for evaluating different speech acts.
For example, what it means to be “clearly inappropriate for a given scenario” for Category 3
may entail very different things for the three speech acts, as illustrated by the following
examples (all received a rating of three from both raters).

Scenario #1 (Compliment response):
You wrote an essay about your travel experience and submitted to Professor Xiao’s
class. Today, you meet him in the hallway and you start to talk to each other. During
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your conversation, Professor Xiao says: “Oh, by the way, I read your essay and it is
really interesting.” What would you say to him? (Essay)
Sample Response 1: “谢谢，没关系。” (“Thanks, it doesn’t matter.”)

Scenario #2 (Refusal):
You come to Professor Sun’s office to discuss a few questions with him. Before you
leave, he invites you to a dinner party on New Year’s Eve, but you cannot go. What
would you say to Professor Sun? (New Year)
Sample Response 2: “对不起，我不去。” (“Sorry, I am not going.”)

Scenario #3 (Request):
You cannot attend a chapter exam tomorrow in Professor Li’s course because you
have got something really important to do. You want to ask her for rescheduling your
exam. You come into Professor Li’s office. What would you say to her? (Exam)
Sample Response 3: “你好，李老师。我不能带 the exam，我能不能带 exam 下星

期吗？” (“Hello, Professor Li. I cannot bring the exam. Can I bring the exam next
week?”)

In Sample Response 1, although the use of 谢谢 (Thanks) is appropriate in
responding to a praise from one’s professor, the formula 没关系 (It doesn’t matter) that
comes immediately afterwards sounds either highly inappropriate (in that the student does not
care about the professor’s praise) or entirely irrelevant (because this expression is typically
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used in response to an apology such as “I am sorry”). The examinee also does not even
attempt to politely deflect the compliment (e.g., saying 哪里哪里 Not at all), which is a
semantic formula that is typically expected in this situation. In Sample Response 2, although
the entire response does convey the speaker’s intention to turn down the professor’s invitation,
it sounds overly direct. Moreover, some key semantic formulae typically expected in this
scenario, such as giving thanks for the invitation and explaining the reason for the refusal, are
entirely missing. Finally, the lack of an appropriate address term also makes the entire
response abrupt and inappropriate. In Sample Response 3, the issue is mainly twofold. The
first concerns the erroneous use of the verb 带 (meaning “to bring/take something with
somebody”) and the code-switching to English for the key word “exam”, which makes the
response quite confusing. The second problem is a lack of elaborated justification for
rescheduling a chapter exam - a necessary semantic formula given the nature of the request.
Although the examples discussed above were all judged to be “clearly inappropriate”
(Category 3), each response has specific issues that render the inappropriateness. One may
argue that a recurring issue among these examples is a lack of semantic formulae, but exactly
which semantic formula is missing is specific to each speech act. For example, suggesting an
alternative is a semantic formula often used in Chinese refusals (Chen, Ye & Zhang, 1995),
while offering a justification is often associated with (high-imposition) requests (Zhang,
1995). Hence, a generic rating scale such as the one used in this study may actually entail
very different substantive meanings according to different speech acts, leading to variations
in scale functioning. In this regard, a generic rating scale containing sub-descriptors for
specific pragmatic features, such as the one developed by Youn (2015), represents a viable
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solution to this issue. Youn developed five rating criteria, including content delivery,
language use, and sensitivity to situation, to assess L2 pragmatic competence as demonstrated
in two role play tasks (one for interactions with professors and one for interactions with
peers). Because several different speech acts were involved in each role play task, Youn
included sub-descriptors specific to different speech acts, in addition to generic descriptors.
For example, the highest level of Youn’s sensitivity to situation criteria includes a generic
descriptor (“consistent evidence of awareness and sensitivity to situations exists in contents
or tone”, p. 25) and three sub-descriptors (e.g., “explanation for a meeting request” for a
request). The CODCT tasks in this study were more controlled than Youn’s role play tasks.
Hence, our findings highlight the importance of developing rating criteria specific to the
targeted pragmatic features even for evaluating responses elicited by relatively controlled
tasks.
Finally, RQ3 focuses on scale functioning across proficiency levels. Regarding
Guideline #5, while step thresholds increase monotonically for the lower proficiency group,
step disordering between Categories 2 and 3 is evident for the higher proficiency group. This
step disordering is likely a result of the relatively infrequent use of Category 2 (57
observations, or 4%) for the higher proficiency group, a phenomenon also reported by
Grabowski (2013). This finding indicates that Category 2 may be defined too narrowly for
assessing the higher proficiency group’s pragmatic competence. Moreover, concerning
Guideline #7, aside from the two extreme categories in our study, Category 3 was the only
distinct category for the lower proficiency group, whereas both Categories 3 and 4 were the
distinct categories for the higher proficiency group. Because the higher proficiency group is
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pragmatically more competent than the lower proficiency group (see the mean group measure
statistics), one may expect Category 4 to be a distinct category for that group because it
represents a relatively higher level of the latent construct. Nevertheless, for both groups, the
results indicate that there are more categories than necessary in order for each category to
exhibit distinct substantive meanings. Certain categories (e.g., Categories 2 and 5) may be too
narrowly defined in the context of this study.
Overall, our findings have two implications for research on L2 performance
assessment. The first implication is that proper functioning of rating scales in specific
research contexts cannot be assumed because considerable variations may exist between
raters, targeted features, and examinee proficiency levels. Concerning the rater factor,
previous studies mainly focused on the effects of L1 status (Walters, 2007; Xi & Mollaun,
2011; Yan, 2014), amount of prior rating experience (Barkaoui, 2010), and intracultural
backgrounds (Taguchi, 2011). We demonstrated that L1 speaker raters with shared
backgrounds still exhibited varied interpretations of the same rating scale categories.
Moreover, the same generic rating scale categories may entail different substantive meanings
according to the characteristics of specific targeted (pragmatic) features. Hence, developing
scales containing sub-descriptors for specific features can be particularly useful for
pragmatics assessment (Youn, 2015). Finally, examinees at different proficiency levels likely
fall in different ranges of (pragmatic) competence, and therefore may be best evaluated by
certain categories on a rating scale. Developing rating scales according to examinee
characteristics of interest (e.g., proficiency) would likely enable proper scale functioning and
enhance measurement quality for L2 performance assessment.
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The second implication is that researchers should focus on the interpretive, rather
than the descriptive, value in rating scale development. Our rating scale tends towards
maximizing the descriptive value. This is best illustrated by Category 2, which describes
three different types of responses (expressions that are incomprehensible, irrelevant, or too
short). The results, however, suggest that Category 2 is defined too narrowly or even poorly
in that its substantive meaning is not sufficiently distinct from the neighboring categories. In
other words, Category 2 may not be interpreted as constituting a distinct level of the
underlying construct that can be reliably separated from the neighboring levels. In hindsight,
prioritizing the descriptive function of the rating scale over its interpretive function is an issue.
For example, although from a descriptive perspective it is appealing to set Category 2
(different types of failed attempts to respond to a scenario) apart from Category 1 (no attempt
to respond to a scenario), for the purpose of interpreting the underlying pragmatic
competence, Category 2 may not necessarily represent a level that is distinctly higher than the
level represented by Category 1, because the level of pragmatic competence underlying a
poor response (as defined by Category 2) is likely the same as the level of pragmatic
competence underlying an opt out response (i.e., Category 1). In this sense, these two
categories should be merged together for better results. The observed redundancy in
categories in this study, therefore, essentially reflects the excessive focus on the descriptive
function of the rating scale. Future researchers of L2 performance assessment should focus on
the interpretive functions of rating scales in relation to the targeted theoretical constructs in
specific research contexts – after all, assessment scores based on observations of performance
can only be meaningfully interpreted based on the targeted latent constructs.
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Limitations and Future Research
In this study, variations in rating scale functioning can be said to be a result of two
factors: (a) characteristics of the raters, the pragmatic targets, and the examinees, and (b)
redundancy in rating scale categories.
There are several unresolved issues that warrant future research. One issue is the
small number of raters. As one reviewer pointed out, to a certain extent the results of this
study were contingent upon the quality of ratings provided by the two raters. Although the
two raters’ behaviors were consistent with the predictions of the Rasch model, involving
more raters in future research can test the generalizability of our findings. Moreover, although
we intentionally involved raters with homogeneous cultural, academic, and professional
background, future research should recruit more raters with varied background and
experience to obtain a fuller picture of rater-induced variations in scale functioning.
Related to the above, rater training is another issue. We found notable variations in
scoring between the raters after joint scale development and after going through typical
norming procedures in L2 pragmatics research. Hence, future research should explore what
kind of rater training can help alleviate rater-induced variations in scale functioning.
Researchers in L2 pragmatics assessment can be informed by the literature on performance
assessment and explore the effectiveness of individualized feedback to raters embedded
throughout the entire rating process (Knoch, 2010) and/or specialized rater training programs
designed according to the characteristics of specific rater and/or examinee populations (Xi &
Mollaun, 2011). Meanwhile, researchers should also examine the decision-making processes
among raters via various verbal reporting techniques (Barkaoui, 2010) in order to develop
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optimal rater training strategies. Because a notable limitation of this study is the lack of data
showing the two raters’ cognitive mechanisms involved in evaluating speech act productions,
future researchers should investigate such internal mechanisms and the findings may inform
the design of effective rater training programs.
A third issue is about the design of rating scales. If redundancy in rating scale
categories is partially responsible for variations in scale functioning, would reducing and
redefining categories by broadening the substantive meaning of each remaining category help
resolve the problem? This approach has been applied to improving rating scale effectiveness
in other branches of social sciences (Iramaneerat, et al., 2009; Smith, et al., 2003). In L2
pragmatics assessment, Chen and Liu’s (2016) is probably the only study that touched upon
this issue, so additional research is needed.
Another issue concerning rating scale design is the holistic vs. analytic distinction.
This study used a holistic rating scale tapping three dimensions of speech acts, but whether
and to what extent our findings (particularly those concerning rater-induced variations in
scale functioning) resulted from the use of the holistic rating scale remains to be empirically
examined. It would be interesting to adopt a set of analytic scales tapping the same three
dimensions and compare the results. Researchers in performance assessment have examined
the effects of these two scale types on both rating processes and rating outcomes (Bakaoui,
2010; Harsch & Martin, 2013, Wiseman, 2012), but no study has been conducted in L2
pragmatics. Clearly, we are just beginning to understand rating scale functioning for assessing
L2 pragmatics, and this topic merits future empirical attention given the widespread use of
rating scales in interlanguage pragmatics research.
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Appendix One
Rating Scale for Requests, Refusals, Compliment Responses
Scores
Descriptions
6
 Target communicative function fully realized
Excellent  Expression fully appropriate for a given scenario as judged by native
speaker raters
 No or almost no syntactic/lexical errors
5
Very
good

 Target communicative function mostly realized
 Expression mostly appropriate for a given scenario as judged by
native speaker raters AND/OR
 Limited syntactic/lexical errors (i.e., errors in peripheral lexical
items, minor syntactic errors) that do not interfere with meaning
and/or appropriateness

4
Good

 Target communicative function somewhat realized
 Expression somewhat appropriate for a given scenario (e.g.,
verbosity, somewhat more direct and/or indirect than needed, use of
uncommon semantic formula) as judged by native speaker raters
AND/OR
 Syntactic and/or lexical errors tend to interfere with meaning and/or
appropriateness

3
Fair

 Target communicative function somewhat realized
 Expression clearly inappropriate (in terms of directness, formality, or
semantic formula) for a given scenario as judged by native speaker
raters AND/OR
 Notable syntactic and/or lexical errors (i.e., code switching, key
lexical items) that clearly interfere with meaning and/or
appropriateness

2
Poor

 Target communicative function not realized
 Expression incomprehensible (due to serious phonological,
syntactic/lexical error) OR
 Expression totally irrelevant to a given scenario (expression in this
case may contain no, almost no, or some syntactic/lexical error) OR
 Expression is too limited for making judgment

1
Cannot

 No response (opt out)

38
evaluate

39

Table 1. Rating scale statistics across the two raters
Data

Rater 1

Rater 2

Fit

Category
score
1
2
3
4
5
6

Counts
used
60
141
214
344
259
285

1
2
3
4
5
6

60
107
434
373
288
41

Step thresholds

5%
11%
16%
26%
20%
22%

Avge.
meas.
-.94
-.40
.16
.61
.99
1.29

Exp.
meas.
-.88
-.33
.13
.54
.95
1.38

Outfit
MnSq
1.0
.9
1.0
1.1
.9
1.1

5%
8%
33%
29%
22%
3%

-1.51
-0.95
-0.29
.30
.65
.87

-1.44
-0.82
-0.29
.19
.67
1.13

1.0
.8
1.0
.8
1.0
1.2

%

Measure

Expectation
measure at

S.E.

Category

-1.45
-.51
-.14
1.03
1.07

.15
.09
.07
.07
.08

(-2.76)
-1.26
-.34
.42
1.29
(2.59)

-1.70
-1.95
0.11
0.69
2.85

.15
.10
.07
.07
.17

(-3.27)
-1.95
-.81
.42
1.92
(4.01)
(Mean)

Most
probable
from

Cat.
peak
prob.

-0.5
-2.04
-.76
.05
.82
1.97

low
-1.45
-.51
-.14
1.03
1.07

100%
41%
31%
38%
31%
100%

Low
-2.66
-1.39
-.20
1.08
3.10

-1.82
.11
.69
2.85
(Modal)

100%
29%
51%
38%
58%
100%
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Table 2. Rating scale functionality across Rater 1 and Rater 2
Guidelines
Rater 1
#1. Category frequency counts
60 – 344
#2. Category distribution
Peaks at Category 4
#3. Average measures
Ascend monotonically
#4. Outfit MnSq
0.9 – 1.1
#5. Step thresholds
Ascend monotonically
#6. Approximation between average measures 0.03 – 0.09
and expected measures (in logits)
#7 & 8. Step difficulty (in logits)
0.94 (Cat. 2 and 3)
0.65 (Cat. 3 and 4)
1.17 (Cat. 4 and 5)
0.04 (Cat. 5 and 6)

Rater 2
41 – 434
Peaks at Category 3
Ascend monotonically
0.8 – 1.2
Disorder from Category 2 to Category 3
0.00 – 0.26
0.25 (Cat. 2 and 3)
2.05 (Cat. 3 and 4)
0.58 (Cat. 4 and 5)
2.16 (Cat. 5 and 6)
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Table 3. Rating scale statistics across the three speech acts
Data

Compliment
response

Refusal

Request

Fit

Category
score
1
2
3
4
5
6

Counts
used
12
27
153
305
243
132

1
2
3
4
5
6
1
2
3
4
5
6

Step thresholds

1%
3%
18%
35%
28%
15%

Avge.
meas.
-.89
-.14
.32
.85
1.32
1.81

Exp.
meas.
-1.18
-.45
.28
.87
1.36
1.80

Outfit
MnSq
1.5
1.4
1.2
1.0
1.1
1.0

44
68
232
237
171
116

5%
8%
27%
27%
20%
13%

-1.02
-.64
.02
.57
.85
1.20

-1.22
-.50
.07
.50
.87
1.20

1.4
.8
.9
.9
1.0
1.0

64
153
263
175
133
78

7%
18%
30%
20%
15%
9%

-1.32
-.50
-.11
.38
.60
.92

-1.22
-.52
-.05
.29
.60
.87

.9
1.0
.9
.6
1.0
.9

%

Measure
-1.64
-1.81
-.10
1.35
2.20

-1.29
-1.42
.27
1.02
1.43

-1.72
-.81
.53
.72
1.27

S.E
.

Expectation
measure at
Category

.32
.19
.10
.08
.10

( -3.20)
-1.88
-.76
.56
1.90
( 3.52)

.18
.12
.08
.08
.11

( -2.83)
-1.52
-.48
.50
1.47
( 2.85)

.15
.09
.08
.09
.13

( -3.03)
-1.41
-.29
.53
1.36
( 2.68)
(Mean)

-0.5

Most
probable
from
low

-2.58
-1.33
-.12
1.22
2.79

-1.72
-.10
1.35
2.20
low

-2.22
-.98
.03
.97
2.20

-2.27
-.80
.15
.91
2.03

-1.36
.27
1.02
1.43
low
-1.72
-.81
.53
.72
1.27
(Modal)

Cat.
peak
prob.
100%
30%
48%
47%
42%
100%
100%
30%
46%
36%
35%
100%
100%
42%
42%
29%
35%
100%
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Table 4. Rating scale functionality across speech acts
Guidelines
Compliment response
#1. Category frequency counts
12 – 350
#2. Category distribution
Peaks at Category 4
#3. Average measures
Ascend monotonically
#4. Outfit MnSq
1.0 – 1.5
#5. Step thresholds
Disorder from Category 2 to
Category 3
#6. Approximation between
0.01- 0.31
average measures and expected
measures (in logits)
#7 & 8. Step difficulty (in logits)
0.17 (Cat. 2 and 3)
1.71 (Cat. 3 and 4)
1.45 (Cat. 4 and 5)
0.85 (Cat. 5 and 6)

Refusal

Request

44 – 237
Peaks at Categories 3 & 4
Ascend monotonically
0.8 – 1.4
Disorder from Category 2 to
Category 3
0.00 – 0.20

64 – 263
Peaks at Category 3
Ascend monotonically
0.6 – 1.0
Ascend monotonically

0.12 (Cat. 2 and 3)
1.69 (Cat. 3 and 4)
0.75 (Cat. 4 and 5)
0.41 (Cat. 5 and 6)

0.91 (Cat. 2 and 3)
1.34 (Cat. 3 and 4)
0.19 (Cat. 4 and 5)
0.55 (Cat. 5 and 6)

0.00 – 0.10
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Table 5. Rating scale statistics across two proficiency groups
Data

Lower

Higher

Fit

Category
score
1
2
3
4
5
6

Counts
used
96
191
360
288
227
124

7%
15%
28%
22%
18%
10%

Avge.
meas.
-1.32
-.61
-.17
.40
.75
1.08

1
2
3
4
5
6

24
57
288
429
320
202

2%
4%
22%
33%
24%
15%

-.21
-.15
.17
.65
1.02
1.42

%

Step thresholds

Exp. Outfit
meas. MnSq
-1.12
.9
-.62
.9
-.11
1.0
.32
.8
.71
.9
1.08
.9
-.51
-.19
.18
.61
1.05
1.49

1.3
1.2
1.0
1.0
1.1
1.1

Measure
-1.60
-.99
.33
.75
1.50

-1.22
-1.63
-.01
1.12
1.73

S.E.
.12
.08
.07
.07
.10

.22
.12
.07
.07
.09

Expectation
measure at
Category
(-2.96)
-1.46
-.39
.48
1.41
(2.86)
(-2.85)
-1.61
-.62
.47
1.61
(3.11)
(Mean)

-0.5
-2.26
-.88
.06
.91
2.16

-2.26
-1.11
-.08
1.02
2.42

Most
probable
from

Cat.
peak
prob.

low
-1.6
-.99
.33
.75
1.5

100%
38%
42%
32%
38%
100%

low

100%
27%
45%
42%
38%
100%

-1.42
-.01
1.12
1.73
(Modal)
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Table 6. Rating scale functionality across proficiency groups
Guidelines
Lower proficiency
#1. Category frequency counts
96 – 360
#2. Category distribution
Peaks at Category 3
#3. Average measures
Ascend monotonically
#4. Outfit MnSq
0.8 – 1.0
#5. Step thresholds
Ascend monotonically
#6. Approximation between average measures 0.00 – 0.20
and expected measures (in logits)
#7 & 8. Step difficulty (in logits)
0.61 (Cat. 2 and 3)
1.32 (Cat. 3 and 4)
0.42 (Cat. 4 and 5)
0.75 (Cat. 5 and 6)

Higher proficiency
24 – 429
Peaks at Category 4
Ascend monotonically
1.0 – 1.3
Disorder from Category 2 to Category 3
0.01 – 0.30
0.41 (Cat. 2 and 3)
1.62 (Cat. 3 and 4)
1.13 (Cat. 4 and 5)
0.61 (Cat. 5 and 6)
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Figure 1. FACETS summary
S.1. Rater 1; S.2. Rater 2
CR: compliment response; REF: refusal; RQ: request
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Figure 2. Probability curves for Rater 1

Figure 3. Probability curves for Rater 2
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Figure 4. FACETS summary
S.1. compliment responses. S.2. refusals. S.3. requests
CR: compliment response; REF: refusal; RQ: request
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Figure 5. Probability curves for compliment response items

Figure 6. Probability curves for refusal items

Figure 7. Probability curves for request items
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Figure 8. FACETS summary
S.1. lower proficiency group. S.2. higher proficiency group.
CR: compliment response; REF: refusal; RQ: request
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Figure 9. Probability curves for lower proficiency group

Figure 10. Probability curves for higher proficiency group

