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Abstract
An extended definition is given for the "frequency" of a nonsinusoidal wave based on
the Fourier-integral representation of it. This definition agrees with our intuitive con-
cept of frequency if the wave is a usual radio signal.
Little difficulty is encountered in making a receiver that converts frequency changes
into changes in direct output with good linearity in the absence of interference. However
the presence of a second signal superposed on the first not only gives rise to amplitude
modulation at a beat-frequency rate but it also effectively widens the spectrum. These
interference effects can be substantially eliminated if the receiver is provided with a
rapid-acting limiter and discriminator. The latter should be capable of linear detection
over the widened frequency range. Further, the stages preceding the limiter must have
essentially constant transmission over the frequency range occupied by the desired signal.
Circuits and techniques are described for the construction of a receiver that will
respond faithfully to rapid changes of the frequency in spite of simultaneous rapid
changes of the amplitude of a received signal. Biased crystal limiters and a rapid-
acting discriminator having an extremely linear output vs. frequency characteristic
are discussed.
The spectrum of two carriers after limiting is calculated and tabulated. A possi-
bility for reducing the receiver bandwidth after limiting is discussed, but a complete
conclusion is not reached.
The power spectrum of the interference resulting from the simultaneous reception
of two frequency-modulated signals is obtained by quasi-stationary reasoning and the
result is justified.

INTERFERENCE IN FREQUENCY-MODULATION RECEPTION
Introduction
The work discussed in this report is the result of four years' research by the Multi-
path Transmission Group of the Research Laboratory of Electronics under the direction
of Professor L. B. Arguimbau. Some of this work has been reported elsewhere (Refs.
25, 26, 27) and is repeated here for completeness. The report is concerned primarily
with frequency modulation, although the initial work of the group was with amplitude
modulation. The author is grateful for the contributions of other members of the group;
some of their work is referred to in the text.
In order to orient frequency modulation in the field of communication, it is helpful
to observe that a voltage wave, such as might originate with a radio transmitter, is
uniquely determined at every instant of time by its amplitude and phase. It is usual
radio communication practice to start with a sinusoidal voltage wave at the transmitter,
and to modify the characteristics of this wave in accordance with the intelligence to be
transmitted. If only the amplitude of the sinusoid is varied, the process is known as
amplitude modulation; if only the phase is varied, frequency (or phase) modulation re-
sults. At present, schemes for varying both the amplitude and the phase of the trans-
mitted wave simultaneously in accordance with the intelligence are not in common use,
although they are perfectly possible.
It seems hardly necessary to note that a frequency-modulation receiver should re-
spond only to the frequency of the received wave. Since the transmitter frequency is
made to vary linearly with the (pre-emphasized) intelligence being transmitted, the
output of a frequency-modulation receiver (before de-emphasis) should vary linearly
with its input frequency. This condition is sometimes very difficult to achieve in
practice and is by no means trivial.
After defining what is meant by the "frequency" of a nonsinusoidal wave, this report
considers a particularly serious type of interference, from which receiver design cri-
teria are determined. The remainder of the report is written with the assumption that
the receiver output varies linearly with its input frequency.
I. The Concept of Instantaneous Frequency
The frequency of a frequency-modulation transmitter is varied in accordance with
the modulation: the deviation from center frequency is proportional to the intelligence
wave being transmitted. The peak excursion from center frequency is usually only a
small fraction of center frequency. Under these circumstances there can be little
doubt about what the frequency of the transmitter is. In fact, there can be little un-
certainty about the meaning of the time-varying frequency here.
On the other hand, we may be reluctant to judge the frequency of a quasi-periodic
wave, if the wave is not known to originate with a transmitter having well-defined
modulation. This section attempts to clear up the rather academic question of time-
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varying frequency. It is included only for the sake of completeness.
A fairly intuitive definition is that the frequency of a wave is proportional to the
density of its zero-crossings. Unfortunately, this definition gives the average frequen-
cy, taken at least over the period between successive zero-crossings. Practically, it
is only the short-time-average frequency defined in this way that is of interest, but for
analysis it is convenient to think in terms of instantaneous frequency. A definition of
instantaneous frequency, applicable to a large class of functions, follows. It will be
shown that this definition agrees with the one given above, and that it is useful in practi-
cal cases.
It is convenient to think of (radian) frequency as the time rate of change of phase,
just as angular velocity is the time derivative of angular position. Suppose that the wave
in question is the real time function, f(t). If we could find a complex time function, F(t),
such that f(t) = 7 [F(t)] , we could speak of p (t) = arg F(t) = 1ln F(t)] as the instan-
taneous phase and d%/dt as the instantaneous frequency. Unfortunately, as long as
L [F(t) = f(t), any imaginary part of F(t) is satisfactory. Thus the problem may be
considered to be one of defining a unique, yet useful F(t) given f(t).
Suppose f(t) = cos wt. Then it is quite sure that we should have F(t) = e jc t in order
that +(t) = t. If f(t) is a sum of sinusoidal terms, such as a Fourier series, it seems
reasonable to define F(t) as a corresponding sum of exponentials with increasing imagi-
nary arguments:
If f(t) = an cos (nt + on)' n n > 0
n
j(ont + en) (1.1)
then F(t) = Z a e
n
An analagous procedure may be used if f(t) may be represented by a Fourier integral
o
f(t) = H(w) ejWt dw
o 0 o
00where H() = f(t) ej dt
-00
f(t) = H(c) ejt dc + H(w) ej )t dco
0 -oo
Upon replacing w by--o in the second integral and recognizing that H(--) = H*(w),
since f(t) is real, we have
-2-
f(t) = | H(w) eit + H*(w) e- jo dw
0
00
=( 22H(w) I cos t t+ arg H()] da
0
By comparison with the series above
F(t) = 2 IH()I e [ot + arg H(w)] dw
0
co
= 2 H(w) ej o t dw (1.2)0
The foregoing is offered as a definition of instantaneous frequency. It is unique and
applicable to physical voltage waveforms, since these will possess Fourier transforms.
It also agrees with the zero-crossing concept, since F(t) will be purely imaginary, and
hence +(t) will be an odd number of right angles whenever f(t) = 0, and conversely.
Since f(t) = 1/2[F(t) + F*(t)], the process of finding F(t) from f(t) amounts to
splitting f(t) into two terms, one of which is a sum of exponentials with increasing im-
aginary arguments, and the other a sum of exponentials with decreasing imaginary
arguments. F(t) is then twice the first term.
As a further check on the usefulness of this definition, it will be shown that under
practical conditions the definition gives the correct frequency for a wave having known
modulation. Suppose that the wave under consideration is amplitude-modulated by the
function a(t) > 0, and frequency-modulated about a carrier frequency o), so that the
phase of the wave is w t + (t). Then
f(t) = a(t) cos [%t + (t)]
and f(t) may be split into the following conjugate parts
f(t) 1 a(t) e [ (t)] + a(t) e [ + ]
In general, the two parts will have spectra Hl(w) and H2 (w) which are bunched about
+0 and -o respectively. These spectra will have a kind of symmetry about = 0,
namely H2 (w) = H (-).
If
F(t) = a(t) e ot + e(t)]
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the definition will have given the correct frequency for this wave. That can only happen
if H1 (w) = 0 for < 0 (and H 2 (w) = 0 for w > 0). In other words, the spectra of the two
parts must not overlap. But the spectrum of a practical transmitter is concentrated so
closely about its carrier frequency that there can be little doubt about whether the two
parts of its spectrum overlap.
Finally, it is worth noticing that the same reasoning may be used to define the in-
stantaneous amplitude of a wave. If f(t) = a(t) cos [ 0ot + 0(t)], we speak of a(t) as the
amplitude of the wave. But a(t) is just IF(t) . Thus
(t) = arg F(t)
a(t) = IF(t) I (1.3)
when used in conjunction with (1. 1) or (1.2) are a useful pair.
II. Two-Signal Interference
One of the reasons that the Multipath Transmission Group has concerned itself prima-
rily with frequency modulation is that we felt at the start that it had not been given a fair
trial. It is well known (Ref. l)that when a signal and interference are impressed on a
frequency-modulation receiver, its output should consist largely of the signal, provided
the signal is stronger than the interference. In spite of this interference-reducing
property of frequency modulation, others (Ref. 2) have reported serious interference due
to multipath transmission. We felt that the multipath problem of separating a stronger
signal from its delayed replica should be essentially the same as the co-channel problem
of picking the stronger of two signals.
Accordingly, the first effort of the group was to simulate two-path propagation in the
laboratory. A mercury delay line (Ref. 4)bridged by an adjustable attenuator provided
two paths differing in transmission time by 570 psec. A typical communication re-
ceiver was used in conjunction with suitable amplitude- and frequency-modulated
signal generators. The results with this equipment were quite disappointing: when
the paths differed in transmission by less than 12 db, the frequency-modulation
reception actually sounded worse than amplitude-modulation reception under the same
conditions. Some rough calculations showed that the fault lay with the receiver;
the results were not in accordance with interference theory. We have since been
able to construct frequency-modulation receivers which separate two signals differing
in strength by only a few percent, and yet have a 30-db signal-to-interference ratio
at the output.
Since a frequency-modulated wave has constant amplitude, it is possible to have two
frequency-modulated waves that are nearly equal in amplitude all of the time. If, on the
other hand, an amplitude-modulated wave interfered with a stronger frequency-modulated
wave, the two could be of nearly equal amplitude for only a fraction of the time. Thus,
it is to be expected that the simultaneous reception of two frequency-modulated signals
can provide a severe test of the interference-reducing property of a receiver.
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Two-signal interference might arise from two-path transmission, as in Fig. 1. A
signal received from a distant transmitter might have the frequency variation indicated
by the solid curve. A second, delayed signal from the same transmitter would then have
the frequency variation of the dotted curve. Let the delayed signal represented by the
dotted curve have an amplitude a < 1 relative to the stronger signal. In order to get an
idea of the behavior of the receiver under two-signal interference conditions, examine
the picture more closely in the short time interval between t and t 2. In this interval,
the stronger signal has a very nearly constant frequency, p, and the weaker signal a
frequency p + r. Assume for the moment that the frequencies of the two signals are
constant in the interval between t 1 and t 2 . Measure time from an instant in the interval
when the two signals are momentarily in phase. These assumptions strip the problem
of some relatively unimportant complications and emphasize the important features.
ANGULAR
FREQUENCY
TIME (ms)
Fig. 1
In the notation of Sec. I, f(t) = cos pt + a cos (p + r) t, and F(t) = ept + ae j (p + r)t
This resultant, F(t), is represented vectorially in Fig. 2 along with its components.
The instantaneous frequency of the resultant is d4/dt = p + de/dt. In the absence of the
weaker signal, the instantaneous frequency would have been p, so the second term re-
presents the interference.
E= E~ arg 1 + aej r t]
= d 9tn (I + aejrt)|
Q jrt
=jrae
'~1 + ae jr t
a Ir' t
(1 + ae " - -J
Fig. 2
2
a cos rt + a
1r +2ao 2 (2.1)1 + 2a cos rt + a
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The instantaneous frequency is plotted as the solid curve in Fig. 3 for a = 0. 8. From
the time scale one concludes that, since the plot has a period of about 50 ,sec, the
difference frequency, r/27r, between the two signals is about 20 kc.
From the vector diagram of Fig. 2 it is apparent that the time average of 0 is zero
and hence that the average phase of the resultant is exactly the phase of the stronger J
signal. The average frequency of the resultant is a fortiori the frequency of the stronger
signal. However, when the two signals are nearly of equal strength, the vector diagram
of the two signals and their resultant form a triangle that is practically isosceles much
of the time. During this time 0 Z rt/2, and the frequency lingers near p + r/2. These
observations are borne out by Fig. 3
p+r
p+
Fig. 3
It is usual practice to frequency-modulate a transmitter with a peak deviation of
75 kc. The frequency difference between two frequency-modulated signals, then, will in
general be supersonic much of the time. Since the average of the interference is zero
and since the interference "spikes" recur at a difference-frequency rate, the inter-
ference will be inaudible much of the time. Fortunately, it is also standard practice to
pre-emphasize the higher-frequency audio components with a 75-psec differentiating
network. The inverse 75-pusec integrating network, the de-emphasis circuit, is in-
strumental in smoothing the spikes of interference. Roughly, the audio bandwidth, as
far as interference is concerned, is only 2. 12 kc, determined by the de-emphasis
circuit.
At this point it is reassuring to find an upper bound for the interference resulting
from two signals. In the worst case, as a-l, the spikes become infinite impulses
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having an area
f dO dt = eOfdt
equal to the change of phase of the resultant relative to the stronger signal during the
time of the spike. This jump in relative phase, which occurs when the two signals are
outphase, cannot exceed Tr.
The frequency spikes are converted into voltage spikes by a discriminator. (For
convenience, the discriminator will be assumed in analysis to have unit slope.) The
spikes are then impressed on the de-emphasis circuit of Fig. 4, which integrates them.
e 2 = J e dt for rapid changes.
The average value of the de-emphasis circuit output will be the frequency of the stronger
signal, but the output may contain jumps as high as
1 de d t = 
The ratio of these jumps to the peak-to-peak deviation under standard conditions is
R / 2r X 150 kc = 4.44 percent 
An audio system having 4.44 percent distortion due to overloading at peak output
is not at all unpleasant to the ear. Two-signal interference under standard conditions
may sound somewhat worse than this audio system, because the jumps may be just as
high during a low level passage as with full deviation. Nevertheless, the interference
seems to be tolerable.
R
Fig. 4
So far it has been tacitly assumed that the output of our receiver is proportional to
the instantaneous frequency of the resultant of two interfering signals; the receiver
follows the rapidly-varying frequency spikes. Let us see what this assumption requires
of a practical receiver, starting with the discriminator and working backward through
the limiter to the antenna.
A discriminator must have a nonlinear device for converting the radio-frequency
wave into audio. Very often, as in the Foster-Seeley circuit (Ref. 5), this device will
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be a peak detector. It must be very rapid-acting in order to handle the spike train of
Fig. 3, which may recur at a 150-kc rate under standard conditions. It is particularly
important not to lose the average of the spike train, for that corresponds to the frequency
of the strongest signal. In particular, diagonal clipping in the case of a peak detector
loses the average, and must therefore be avoided.
In the case considered, the spikes reached to ar/(1 - a) below the frequency of the
stronger signal. If the roles of "weaker" and "stronger" were interchanged, as they
might have been if we had considered a different interval of time in Fig. 1, the spikes
would reverse direction. This possibility is indicated by the dotted curve of Fig. 3.
Thus, if the frequencies of the two signals may lie anywhere within a range rm, the
spikes may cover a range
ar
m l+a2 -a+ r = r1-a m mi-a
In constructing receivers, we have chosen to allow for signals differing in amplitude
by 5 percent. In this case
l+a_ 1.951 a 540
I -a - 0.05
and since the two signals may differ in frequency by 150 kc under standard conditions,
the spikes may cover a range of 40 x 150 kc = 6 Mc.! In order for the discriminator to
reproduce the spikes faithfully, it must have a linear range that is in excess of 6 Mc.
A Foster-Seeley discriminator is an amplitude-sensitive device, for, if its drive is
halved, its output voltage is also halved. This implies limiting to remove any amplitude
variations from the discriminator drive. The ratio of maximum to minimum amplitude
can be seen from Fig. 2 to be (1 + a)/(l - a). With a 5 percent amplitude tolerance, the
limiter must accept drives varying by 40:1. Its output must have essentially constant
amplitude: in practice we have been able to reduce the residual ripple to much less
than 1 percent under all conditions.
The limiter should also be broadbanded (more than 6 Mc in our case) in order to
pass the wide frequency variation of the spikes. It must be rapid-acting, too, because
the dips in amplitude coincide with the spikes and may recur at a 150-kc rate.
It might be argued that the linear stages of the receiver preceding the limiter should
also be broadbanded to pass the frequency spikes. This would be very undesirable, be-
cause with such poor selectivity, a great many signals and noise (everything in a 6-Mc
band) might interfere with the desired signal in addition to the weaker signal on the
same frequency band. Fortunately, broadbanding is not necessary before limiting. If
the first stages pass the desired and undesired signals separately without modification,
being linear, they will also pass the sum perfectly. Thus, although the instantaneous
frequency of the sum covers a wide range, the spectrum of the sum is the sum of the
spectra of the interfering signals. It is only the nonlinear process of limiting that
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broadens the spectrum of the sum.
The important requirement of the linear stages of the receiver is that they should be
"flat" over the range of frequencies occupied by the desired signal; that is, their gain
should not vary appreciably over the range. Suppose that the gain of the first stages
were 10 percent higher near one frequency than anywhere else in the band. Then if two
signals differing by 5 percent were being received, the one at this high-gain frequency
would predominate. This possibility of the roles of "weaker" and "stronger" signal
interchanging during an audio cycle is to be avoided.
More will be said about the construction of discriminators, limiters, and selectivity
filters in the next three sections. At this point it is convenient to summarize the
requirements placed on these circuits if they are to act together to give a voltage output
proportional to the instantaneous frequency of the sum of two interfering frequency-
modulated signals: The limiter and discriminator must be rapid-acting and broadbanded;
the linear stages must be essentially flat over the range of frequencies occupied by the
desired signal.
So far, the frequencies of the two signals have been assumed to be essentially
constant. Actually, of course, they vary in accordance with their respective modula-
tions. But the rate of variation (less than the highest audio frequency) is usually much
less than the variation itself (less than maximum deviation = 75 kc under standard
conditions). Roughly, several spike cycles are usually completed before the frequencies
of the two signals have changed much. Under these circumstances it is not suprising
that the preceding static analysis holds for modulated signals.
A receiver fulfilling the requirementsoutlined above was constructed. Speech and
music played through an experimental two-path transmission link sounded good. The
same results were obtained when the outputs of two signal generators were applied
simultaneously to the receiver. In this case, one of the signal generators was not
modulated, and when its signal was made stronger than the modulated signal, the only
audible output was the rather weak interference.
That the spike-shaped interference is real is well illustrated in Fig. 5, which is an
oscillograph of the output of the receiver before and after de-emphasis and suitable
audio filtering. The two signals came from the two-path transmission model. The
signal generator was sinusoidally modulated at such a frequency that the difference of
transmission time of the two paths amounted to half an audio period, as indicated in
Fig. 6. As can be seen from the light center portion of the upper part of Fig. 5, the
instantaneous frequency lingers near the average of the frequencies of the two signals,
which happens to be the carrier frequency in this case.
The filtered output in Fig. 5 is reasonably sinusoidal, but not as smooth as it would
have been if the picture had been taken with full deviation; the low deviation was used
to show up the individual spikes. If full deviation had been used, the spike picture should
have looked more like Fig. 7. These pictures were made with two signal generators,
one sinusoidally modulated and the other unmodulated. In this dase, a is the relative
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amplitude of the unmodulated generator. Notice
stronger, the filtered output is essentially zero.
that when the unmodulated signal is
t
Fig. 6
UNFILTERED
a =0.9 a= I.I
FILTERED
Fig. 7
The results described above were obtained with the laboratory receiver. To show
that the care taken in its construction was not only sufficient but in a sense necessary,
three commercial receivers of console type were tested under co-channel interference
conditions. Whereas the laboratory receiver required a half-decibel difference of ampli-
tudes for 30-db suppression of interference, the commercial receivers all required about
15 db difference. For comparison, an amplitude-modulation receiver requires a 30-db
difference of amplitudes for a 30-db suppression of interference.
In addition, J. D. Luse (Ref. 6) has measured the average output of a high-quality
commercial receiver with two unmodulated signals impressed. He found that the average
depended strongly on the frequency and amplitude of the weaker signal. J. L. Hummer
(Ref. 7)performed similar experiments using the front-end and limiter of the laboratory
receiver in conjunction with a more or less conventional discriminator. By some care-
ful calculations he was able to show that the shortcomings of his discriminator were
caused by diagonal clipping, narrow-banding (his bandwidth between peak output points
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Fig. 5
l 
S b
- --
was 150 kc), and rapid changes of frequency as compared with discriminator bandwidth.
By comparison, it can be seen from Fig. 7 that the (short-time) average output of
the laboratory receiver is not influenced by the frequency of the weaker signal even
when the two signals differ in amplitude by only 10 percent. It is apparent that a large
improvement could be made in some commercial receivers.
III. Receiver Design - The Linear Stages
The next three sections will discuss certain design and alignment techniques which
we have been using with our frequency-modulation receivers. It is hoped that these
topics will be directly useful to possible future experimenters and that they may be
helpful as a guide in commercial receiver construction. Where specific examples are
called for, they will be taken from a receiver that was built for field tests on 26 Mc.
We have found it convenient to construct our receivers in 10-cm waveguide, which
is 3-inch by 1.5-inch rectangular brass pipe with thick walls giving mechanical rigid-
ity. One of the wide faces is removed to allow placement of parts, and radio-frequency
stages are isolated by partitions brazed across the waveguide. When completed, a
U-shaped cover is held on by spring clips.
Figure 8 is a photograph of the complete receiver. The sections connected by the
flange couplings are, from left to right, 26-Mc tuner, 13-Mc filter, prelimiter, limiter,
and discriminator and audio circuits. The scheme of joining with couplings circuits
having different functions is convenient for several reasons. If one circuit is redesigned,
the improved model can be added without revamping the rest of the receiver. For labo-
ratory work, the tuner and filter are replaced by a more flexible front-end. It is also
helpful to be able to take the receiver apart to transport it. At each flange, plugs are
provided for signal and power leads, so that the receiver may be dismantled by unbolting
the flanges and pulling the sections apart.
Fig. 8
When a receiver has several stages of gain at one frequency there is a regeneration
problem. The type of construction used here solves this problem very well by removing
the output from the input both physically and electrically. The power leads enter the
chassis at a single high-level point and are broken by chokes and by-pass condensers
between each stage. This and the totally-enclosed construction insure that very little
spurious signal will be picked up.
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In the last section it was pointed out that the linear stages preceding the limiter
should be as flat as possible. We have taken great pains to insure that the first stages
of our receivers are flat. It has been found that the limiter and discriminator, being
broadbanded, do not drift from day to day, so that the linear selective stages are the
only ones that require occasional adjustment. Let us consider the first stages in more E
detail.
Suppose that the gain of the first stages has a "ripple" of E in the useful range, as
indicated in Fig. 9, and that two signals of amplitude 1 and a < 1 are being received.
If the stronger signal lies in the frequency range of the ripple, there is no difficulty;
its relative strength is only increased. If only the weaker signal lies on the ripple, its
relative strength is a(1 + ) as observed at the input to the limiter. Thus, if the limiter-
discriminator combination has been designed to separate two signals differing in relative
amplitude by§ (5 percent in our case), the two signals must differ by approximately
E + 6 at the antenna for consistent separation.
Fig. 9
In view of the broadbanding required to make a limiter and discriminator capable of
separating two signals that differ in relative amplitude by 5 percent, it is reasonable to
make a strong effort to keep the linear stages flat to within much less than 5 percent.
We have designed for and achieved ripples e less than 1 percent over the 150-kc operat-
ing range. Notice that 100 E, spoken of as percent ripple, is twice the usual definition
of percent ripple.
Since the first stages should be flat and also provide as much selectivity as possi-
ble, it appears that a rectangular-shaped filter characteristic is desirable. Fortunately,
rates of change are small compared with the necessary bandwidth, so that no transient
problem is introduced. The Butterworth characteristics are eminently suited for the
job; we have used them almost exclusively in receivers. With n sections, the normal-
ized gain of a Butterworth filter is
K= 1
J1 + x2 n
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where x is the deviation from center frequency in half-bandwidths. Such a filter may
be realized in many ways, and its design is well understood (Ref. 8). Table I
gives the fraction, xm , of the bandwidth between half-power points that may be
used if a 1 percent dip is allowed at the edges of the band. For example,
Table I
a 7-section filter could be realized as seven stagger-tuned circuits. If it had a 200-kc
bandwidth between 3-db points, it would have a ripple slightly less than 1 percent in a
150-kc band. The attenuation one "usable bandwidth" off center frequency would be
24. 7 db.
In general, the more sections a filter has, the more difficult it is to align. We
have used stagger-tuned circuits rather than realizing filters as passive networks just
to simplify the alignment. It was necessary to provide a continuous adjustment of
damping as well as tuning for each tank circuit. Figure 10 is a diagram of a single stage
from a 13-Mc filter. C 1 is the main tuning condenser, and C 2 is the trimmer. Vari-
able damping is provided by the differential condenser, C 3 ; if the loss resistance in
series with one half is small compared with the reactance of C 3, adjusting C 3 will vary
the damping, but will have very little effect on the tuning. It would be convenient to
use a potentiometer to vary the damping, but it is difficult to find potentiometers that
are reliable at radio frequencies.
6AU6 tubes are chosen for their low grid-to-plate capacitance (0. 0035 ppf). In the
narrow, selective stages, the gain may be high, and in extreme cases the grid-to-
plate capacitance may cause the stages to oscillate. Even if the gain is considerably
smaller than that required for oscillation, the feedback makes the tuning and damping
of each stage dependent on the following stage, and alignment becomes more difficult.
Fig. 10
The capacitive L-pad at the right purposely introduces attenuation. It was found
that the input capacitances of the tubes varied by as much as llif with grid drive even
under Class A conditions. Increasing the plate impedance allows more power to be
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delivered by the tube to the tank circuit (with current drive). If the attenuation is simul-
taneously increased to give the same gain per stage, the varying reactive power associ-
ated with the input capacitance amounts to a smaller fraction of the reactive power circu-
lating in the tank.
Even greater variations of input capacitance are experienced when the grid bias is varied.
This has indicated that conventional automatic volume control circuits should be avoided.
Instead, we have used the prelimiter pictured in Fig. 8 and described in the next section.
We have developed a useful procedure for aligning Butterworth filters. At the start
it should be emphasized that independent alignment of each section is practical only as
a rough initial adjustment at the frequencies we have been using. The tuning is too criti-
cally dependent on the geometry of the measuring instruments and the devices used to
isolate the sections. A close alignment can only be made with the filter totally enclosed
(except for adjusting knobs) and in operating condition.
Since the desired end result of alignment is a flat-topped characteristic, it is reason-
able to measure the ripple directly and adjust the filter for minimum ripple. A diode
peak detector is wired permanently in position to measure the output voltage of the filter.
A frequency-modulation signal generator with slow sinusoidal modulation drives the
filter. The gain of the filter as a function of frequency may be displayed on an oscillo-
scope if the trace is deflected vertically with the peak-detector output and horizontally
with the modulating voltage of the signal generator. If a peak-reading audio voltmeter
(with blocking condenser) is also connected to the peak-detector output, it will have a
reading proportional to the ripple over the band being swept. That is, the reading will
be proportional to E in Fig. 9 if the signal-generator frequency is swept over the oper-
ating range indicated in that figure.
As an experimental precaution, it should first be ascertained that the output ampli-
tude of the signal generator does not vary with frequency. The generator we used had
a ripple as high as 20 percent (10 percent amplitude modulation). We found it necessary
to pass the output of the generator through a limiter before using it to align any filters.
Having a direct measure of the ripple available, it might seem reasonable to align
the filter by twisting all knobs until the ripple is a minimum. Unfortunately, the more
a tank circuit is damped, the flatter it will be over a given range, so if this procedure
is followed indiscriminately the filter rapidly loses its selectivity. To avoid such a
difficulty, we have found it convenient to tune each tank separately by maximizing the
output of the peak detector when the unmodulated signal generator is carefully set to
the calculated resonant frequency of the tank. The damping of the tanks is then ad-
justed by minimizing the ripple. If the damping and tuning adjustments are reasonably
independent, the process, repeated, seems to converge quite rapidly. We have found
that there is enough flexibility in all of the damping controls to minimize any small
errors in the tuning.
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IV. Limiters
A conventional amplifier, when overdriven, can be made to limit statically. A chain
of such amplifiers, properly designed, gives a substantially constant output when the
input amplitude is varied slowly over a wide range. A typical mechanism of limiting is
illustrated in Fig. 11. The sinusoidal driving voltage, E, is normally much larger than
the tube's grid cut-off voltage, and plate current flows in short pulses when the grid
voltage is peak positive. Upon being driven positive, the grid conducts, charging the
coupling condenser so that the tube is biased beyond cut-off, and the positive excursion
of grid voltage is small compared with the peak drive.
E
Fig. 11
It is well known (Ref. 9)that the limiting characteristic of this simple device is af-
fected by the rate of change of the driving voltage amplitude, for if the drive is reduced
suddenly enough, the grid may fail to conduct. In fact, if the reduction is of sufficient
magnitude, plate current may not flow until the coupling condenser has had time to dis-
charge through the grid resistor. The instantaneous amplitude of the sum of two carri-
ers, as considered in Sec. II, can dip very suddenly to a very small value.
Accordingly, we have been skeptical of using overdriven amplifiers as limiters. It
seemed more reasonable to direct our efforts toward perfecting a more rapid-acting
limiter. We have used the top- and bottom-clipping circuit of Fig. 12. The 1N34
crystal diodes are biased nonconducting and arranged in the circuit with respect to the
grid so that one or the other will conduct if the output of the previous tube tends to
drive the grid out of its control region. Crystals are used rather than vacuum diodes
because they have a dynamic conducting resistance of 70 ohms as compared with 200 ohms
for a good diode. The crystals are both normally driven to conduction, so the smaller
their dynamic conducting resistance, the less the output voltage will depend on driving
current. The 15, 000-ohm resistors insure that proper bias will be maintained if the
drive is insufficient to make the crystals conduct.
Every effort has been made to increase the operating speed of this limiter. There
are no condensers which must be allowed time to charge or discharge as the drive
changes. The coupling condenser does not change its average charge since the crystals
conduct symmetrically; it is made large enough so that its voltage does not change
appreciably during a radio frequency cycle. By-passed cathode and screen-dropping
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resistors are omitted because the average plate and screen currents change slightly with
drive due to the curvature of the plate current-grid voltage characteristic. Plate power
leads are decoupled with chokes instead of resistors so that any change in average
current will not affect plate voltages. The upper crystal is merely aided (slightly) by
the grid current that flows on peak positive excursions of grid voltage.
Fig. 12
In the complete receiver, four stages of biased crystal limiting are used. Their
function is to deliver a constant-amplitude drive to the discriminator. As mentioned in
the previous section, a prelimiter is used in place of conventional automatic volume
control. The prelimiter has four stages of unbiased crystal limiting similar to the
circuit of Fig. 12, except that by-passed cathode resistors must be used to supply grid
bias.
The volt-ampere characteristic of a pair of crystals placed back-to-back is sketched
with and without bias in Fig. 13. It is apparent that bias improves the limiting action.
That is, when the (current) drive is changed the (voltage) output changes by a relatively
smaller amount if bias is used. This seems to indicate that a bias nearly as big as the
grid control range should be used.
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Fig. 13
Unfortunately, it is not always possible to use bias and obtain the left-hand charac-
teristics of Fig. 13. At some point in the receiver the peak amplitude will be so large
(e. g. 1-volt) at times that careful limiting must be used from that point on. At other
times, the amplitude at the same point will be too small (e. g. 0. -volt) for effective
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limiting. When a limiter stage is not limiting, it can be considered to be one of the
linear stages, which must be very flat. For example, a 3400-ohm damping resistance
will give a bandwidth a little over 3 Mc, resulting in a ripple of 0. 1 percent over a
150-kc band with a tube and wiring capacitance of about 14 pEf usually experienced. Under
field conditions, varying absorption and slow fading produce slow 20- or 30-db changes
in signal level in addition to the rapid 40:1 changes to be expected from two-signal inter-
ference. Thus it is reasonable to use three or four stages of prelimiting, each with a
small signal gain of about 20 db and a flatness of 0. 1 percent to absorb large changes
in amplitude. The over-all flatness will be the sum of the ripples of each stage, 0. 4
percent with small signal in the case considered.
With 4-volt bias, the slope at the center of the crystal volt-ampere characteristic
corresponds to about 0. 25 megohm. This is totally inadequate damping for the pre-
limiter stages. There are several ways of getting proper damping, the most obvious
of which is to shunt each tank circuit in the prelimiter with a 3400-ohm resistor. We
feel that resistive damping should be avoided in limiter stages, because if it is carried
too far, the resistor and not the crystals becomes the controlling interstage impedance,
and there is no limiting.
Another scheme is to lower the crystal impedance level, as viewed by the tubes,
with transformers. Such an arrangement would be helpful, but a limit would be reached
when the crystal capacitance (one or two BC±f) as seen by the tubes became of the order
of magnitude of the tube and wiring capacitance. The transformers would have to reso-
nate the small crystal capacitance and yet have a small leakage inductance. It is felt
that they would be troublesome at radio frequencies.
We have found it most convenient to lower the bias until the crystals themselves
give the right damping for small signals. Fortunately, the proper bias is about zero;
the slope at the center of the unbiased characteristic of Fig. 13 corresponds to several
thousand ohms.
The prelimiter, then, will accept a wide range of input signal amplitudes and drive
the limiter hard enough so that its crystals always conduct. Incidentally, the prelimiter
takes a good rough cut out of the rapid amplitude changes and delivers an output ripple
of a few tenths with a strong input signal.
With a transconductance of 5, 000 pLmho and an interstage capacitance of 14 pLJf, the
limiter stages have a gain-bandwidth product of over 50 Mc. After partial limiting in
the prelimiter, a bandwidth of the order of 6 Mc is needed. It is therefore permissible
to drive a limiter stage with such a small signal that it has a gain of 8. With the pre-
limiter operative, this condition will not occur; the limiter itself operates with a
nominal unit gain.
The calculation of the limiting characteristic of the crystals, fundamental component
of output voltage vs. peak sinusoidal driving current, is complicated by the tank circuit.
When the drive is small, the crystals do not conduct very sharply, and the tank circuit
maintains a sinusoidal output voltage. As the drive is increased, the nonlinearity of the
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crystals comes into play, and when the drive gets very large, the output voltage is
almost completely determined by the crystal characteristics. The latter condition is
not reached in practice, but the trend is indicative. P. M. Lally (Ref. 10) studied a
50-kc scale model of a 13. 5 Mc crystal limiter and observed nonsinusoidal output
voltages with stage gains up to 6.
If no bias is used, each half of the crystal volt-ampere characteristic is approxi-
mately parabolic. Using this assumption, the limiting characteristic was calculated
(Ref. ll)for the cases of "no tank" and "infinite tank". The "no tank" calculation
assumed sinusoidal current drive, and the fundamental component of the output voltage
was calculated. The "infinite tank" calculation assumed sinusoidal output voltage, and
the fundamental component of the driving current was calculated. (The other com-
ponents, involving no net energy transfer, came from the assumed infinite tank. ) The
actual limiting characteristic with a finite tank, it was felt, should lie between these
two extremes.
The surprising result of the two calculations was that their corresponding charac-
teristics lay so close together. The agreement was much better than the spread of
static characteristics for different crystals of the same type. The curves of the two
cases, in fact, agreed very well with the original static crystal characteristics.
Having convinced ourselves that the tank circuit makes very little difference in the
limiting characteristic of a pair of unbiased crystals, we have made the engineering
guess that a characteristic for biased crystals predicted on the assumption of sinusoidal
output voltage will be reasonably accurate. This guess allows the tank circuit and
crystals to be analyzed separately. The limiting characteristic of a pair of crystals
alone can be determined experimentally and plotted as a family of curves with the bias
as a parameter.
R. A. Paananen has measured the limiting characteristics plotted in Fig. 14. The
measurement was made at 60 cycles, and he was able to check the characteristics
quite closely in a 28-Mc limiter. This agreement seems to justify the assumption of
sinusoidal output voltage in calculating limiting characteristics, even though the out-
put voltage itself may not be sinusoidal. E. P. Brandeau (Ref. 24)has studied the
operation of a crystal limiter at 184 Mc. The agreement between his results and
60-cycle measurements similar to those of Fig. 14 indicates that crystals are satis-
factory in limiters at frequencies as high as 200 Mc.
The parameter in Fig. 14 is bias per crystal, so the characteristic of the limiter
in Fig. 12 with a 4-volt bias would be given by the 2-volt curve of Fig. 14. In making
the measurements, afilament transformerand Variac were used to drive a single biased
crystal sinusoidally. The fundamental component of the crystal current, observed as
a drop across a negligibly small series resistor, was measured with a wave analyzer.
Twice the value of this current was used in plotting Fig. 14, to allow for the second,
reversed crystal that would be used in a limiter circuit.
The 6, 000-ohm line in Fig. 14 represents a possible shunt resistance associated
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with the tank circuit. At resonance, the tube current is the sum of the current drawn
by this resistance and the fundamental component of the current drawn by the crystals.
With 5 volts bias per crystal, for example, the composite characteristic follows the
6, 000-ohm line upward and joins the 5-volt curve through the dashed knee.
I R.M.S. MILLIAMPERES
Fig. 14
The 6, 000-ohm line might also represent the reactance of the tank circuit at some
frequency off resonance. The same reasoning as above applies in calculating the com-
posite characteristic, except that the knee will be smaller because the two currents
are in quadrature. The lower impedance lines are parallel with the 6, 000-ohm line
and lie to the right in Fig. 14. From this it can be seen that the drive required to
reach the flat portion of a composite characteristic decreases as the frequency ap-
proaches the resonant frequency of the tank. The minimum drive required at center
frequency is determined by tank circuit losses.
We are now in a position to examine the frequency response of a limiter stage.
This is sketched in Fig. 15 along with other pertinent curves for comparison. The
calculations could be made with the aid of Fig. 14 and the process outlined above, but
it is helpful to indicate the type of result to be expected.
The limiter is assumed to be driven with a constant-amplitude signal. The band-
width given by the gain-bandwidth product of the stage and its gain at center frequency
is indicated. The dotted curve is the response of the stage with a damping resistor,
giving the same center-frequency gain, substituted for the crystals. The dashed curve
is the response of the stage with this resistor removed. At lower gains, the crystals
do not conduct so hard, so they present a higher resistance to the tank. The gain of
the limiter, therefore, must be at least as great as the gain with constant damping,
but it cannot be so large as the gain with no damping. It is seen that the bandwidth
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predicted from center-frequency gain and the gain-bandwidth product is appropriately
conservative.
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V. Discriminators - The Modified Ratio Detector
In Sec. II it was indicated that rather severe requirements may be placed on the
discriminator of a frequency-modulation receiver if the receiver is to function properly
in the face of two-signal interference. The output voltage of the discriminator must
vary linearly with the frequency of its input wave even though the input frequency varies
rapidly and over a wide range.
Development in the Multipath Transmission Group
Our first receiver had only two stages of unbiased crystal limiting and a 4-Mc wide
cathode-driven discriminator (Ref. 12) centered at 10.7 Mc. Nevertheless, it was
good enough to give the pictures of Fig. 5 with low frequency deviation. As the devia-
tion was increased, the strengths of the two paths being held constant, appreciable
audio distortion appeared, and the spike picture became irregular. It is now apparent
that this receiver did not have sufficient limiting and that the peak detectors in the dis-
criminator were subject to diagonal clipping when the spikes recurred at their maxi-
mum 150-kc rate.
The diagram of the discriminator of this first receiver is reproduced in Fig. 16.
The secondary voltage was kept much smaller than the primary voltage, so that the
peak voltages detected by the crystals and appearing across the 3.9 K resistors were
6AK5
Fig. 16
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nearly equal. Thus, as the frequency shifted suddenly during a spike, the amplitudes
applied to each peak detector varied by only a small percentage. This large "signal
bias" tended to relieve the peak detectors from diagonal clipping, but the distortion
accompanying higher deviation seemed to indicate that it was not enough.
The next discriminator that we built was designed to eliminate the troubles of the
first and eventually was used in the field-test receiver. A bandwidth of 6 Mc and a
center frequency of 13 Mc were hoped for. It was recognized that the low impedance
presented to the secondary tank circuit by the peak detectors was causing moderately
heavy nonlinear loading of the secondary tank. Accordingly, we used cathode followers
to isolate (on paper) the detectors from the tank. In addition, since the output voltage
is the difference of the peak-detector outputs, the "signal bias" scheme has the dis-
advantage of a very small output voltage. Since the output voltage must vary linearly
with frequency over a 6-Mc range, and peak audio output corresponds to only 75 kc,
the "signal bias" scheme can very easily give audio outputs comparable to first-audio-
tube noise. A battery bias was used in place of the "signal bias". (In effect, this
amounted to placing batteries in series with the 3. 9 K resistors of Fig. 16 in such a
way as to aid the conduction of the crystals. )
This second discriminator never did work properly over its full bandwidth. The
cathode followers, which provide excellent isolation and low output impedance at audio
frequencies, were found to be next to useless at radio frequencies. The trouble is
that cathode followers have input-to-output (grid-cathode) capacitances comparable to
or even greater than grounded-cathode stages and are also subject to regeneration.
(A cathode follower with tuned input may be redrawn to resemble a Colpitts oscillator. )
Even the tuning of the cathode circuit of the cathode-driven discriminator was found to
have a considerable effect on its input circuit, which had to be heavily damped.
The cathode followers were converted to grounded-cathode pentodes with appropri-
ate step-down transformers. Next it was found that the battery-bias scheme has an
effect opposite to limiting. With the bias much larger than the peak signal to be
detected, the direct current conducted by the crystals is almost independent of the
signal voltage. The fundamental component of the crystal current, being twice the
direct current, is likewise almost independent of the signal voltage. This means that
the impedance presented to the source is approximately proportional to the source
voltage. Such a characteristic could oppose the action of the limiting characteristics
considered in the previous section. Any residual ripple from the limiter or undesired
selectivity in the discriminator would be accentuated by this scheme.
Finally, a radically different discriminator design was conceived. This design
eliminates the difficulties described above and has been used successfully in the com-
pleted receiver. In view of a marked similarity to the ratio detector (Ref. 13), this
discriminator will be called a modified ratio detector; the equivalence is shown in a
later division of this section. In spite of this equivalence, the two circuits were
developed for different reasons, and the analyses are entirely different.
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The Modified Ratio Detector
Most of the difficulty with our earlier discriminators was caused by diagonal clipping.
The source of this trouble is the by-pass condenser in the peak detector. An obviously
desirable characteristic of this condenser is that it should be effectively a short circuit
for radio frequencies and an open circuit for audio- and spike-frequencies. But Eq. 2. 1,
giving the instantaneous interference due to two carriers, may be written
d- raer tdto , r} r (-a) e naert = -r (-an cos nrt
+ ae r t n=l n= 1
14 5
In the worst case considered in design, a = 0.95 and r/2Zr = 150 kc. Since (0. 95) 5 =
0.05 x 0. 95, the magnitude of the lines in the spike (voltage) spectrum is halved every
14.5 lines or every 2. 17 Mc. The 6-Mc range covered by the spikes in frequency is
seen to be at best a conservative estimate of the extent of the spectrum of the spikes
after they are converted to voltage spikes by the discriminator. It is not surprising
then that the condenser in the peak detector has difficulty passing the spikes and by-
passing the 13-Mc radio-frequency currents simultaneously.
Of course, using a higher center frequency would help the by-pass situation, but
there has been a strong reluctance in our group to use higher frequencies. In the early
stages of development, we were not sure that crystals would maintain their direct-
current characteristics satisfactorily at the higher frequencies. Further, more atten-
tion must be paid to mechanical design at higher frequencies, as the stability and
regeneration problems become more serious.
Since we decided to build discriminators with bandwidths large compared to center
frequency, it was necessary to make some improvement in the detection process. The
by-pass condenser in a peak detector is charged through the rectifier by the radio-
frequency source, but must discharge through the resistor shunting it. This resistance
is usually much larger than the radio-frequency source impedance; in any case, the by-
pass condenser charges and discharges at different rates. If the amplitude of the source
voltage dips suddenly, the rectifier may cease conducting, and the average voltage on
the condenser will be higher than the average amplitude of the source. (In other words,
diagonal clipping may occur. ) If the by-pass condenser could be charged and discharged
by the same source, or sources with the same impedance, the average would be main-
tained. In the modified ratio detector, the two by-pass condensers for the two peak
detectors of the conventional discriminator are lumped into one and this single condenser
is charged and discharged by comparable sources. Figure 17 is a simplified circuit drawn
for analysis.
The by-pass condenser, C o, is charged by the current, i 2 , from the lower circuit
and discharged by the current, i1 , from the upper circuit through the rectifiers. A
direct-voltage bias, Eb, is supplied by two batteries having the indicated polarities.
Conductances (G) and susceptances (B) are indicated, since a nodal analysis is most
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convenient. The driving currents are assumed to be sinusoidal with peak values of I1
and I2. The tank voltages are likewise assumed to be sinusoidal with peak values E 1
and E 2; the instantaneous polarities of the tank voltages that are most likely to cause
the rectifiers to conduct are marked. The rectifiers themselves are assumed to be
perfect (no back current and no forward voltage), and for the moment it is assumed
that the drives are sufficient to make both rectifiers conduct once each cycle. Finally
it is assumed that the by-pass condenser, Co , holds the output voltage, E o, constant
over a radio-frequency cycle.
B., G,,
B2, G2, 
Fig. 17
Notice that the relative phase of the sources can make no difference in the output
voltage because the sources are isolated from each other by the by-pass condenser.
Under the above assumptions, the rectifier currents, i 1 and i, will be impulses once
each cycle; their fundamental components will be twice their average values. The
procedure for finding the output as a function of tank susceptance (and hence frequency)
will be to set the difference of average values of i 2 and i 1 equal to the current flowing
into G .
The fundamental component of i is 180 ° out of phase with E 1 , but E 2 and the funda-
mental component of i 2 are in phase; the magnitudes of the fundamental components,
I11 and 21, are given by
I = I E1 (G1 + jB 1 ) + I I = (I + G 1 E 1 ) + (B 1 E 1 )
I = JI 1 -(BIE) -G 1 E 1l
-23-
and
I2 = IE 2 (G 2 + jB 2 ) + I211 = J(I2 +
I21 = 2 -(B2E2) - GE 221= '2 2 2 22 '
Since the currents i1 and i 2 flow in impulses,
fundamental components
.-- 1 2 22 l 2 - 2
G2 E2 ) + (BZE 2 )
their average values will be half their
1
-2 GzE2
The tank voltages are determined by the output voltage and the bias voltages at the
instants the rectifiers conduct
Eb
E = _E1 2 o-
Eb
and E 2 = - + Eo2 2 0
The tank voltages, however, are magnitudes, so they cannot be negative. Further, the
output voltage is bounded by
E b E b
- --
< Eo"< -2
for, if this condition were not fulfilled, one or the other rectifier would conduct con-
tinuously with infinite current. Finally, the Kirchhoff current equation governing the
circuit is
1 -1 E = 12 1 l 2G IIjI2 -E2( 2b Eo ) 2
Eb
- G2 (-- +
2B( b Eo )21 (-2- 
Eb
Eo) + G 1(-2- E
which may be rewritten
(G + 2G1 + G) E=
I Eb 2
I I2- B2 ( 2 + Eo )
JI2 2 Eb 2 Eb
-- B _E +(G1 -G 2)2I (2 0 1 - , 
Notice from the left member that loading of the output circuit (Go) amounts
cal loading of the tanks.
to symmetri-
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(5.2)
-
1 22
11 = 7 III - (B 1El)
- 2 -
1
Simplified Solution
Determining the output voltage from Eq. 5.2 as it stands presents a formidable
problem. Fortunately, the obvious simplifying assumptions give the conditions of most
favorable operation of the circuit. These assumptions are equal current drives
(I 1 = I2 - I), no losses (Go = G = G2 0), and the usual high circuit-Q assumption
about the susceptances. Equation 5.2 reduces to
0 = 2 (b 2 Eb Eo)2
Or, with further manipulation
Eb Eb
B( 2 + Eo) B1( 2 Eo)
Eb B1 + 2 (5.3)
o - ' B + B z1- 2
The susceptance of a tank having capacitance, C, inductance, L, and resonance -
frequency, o is
2Wo.
B = C-- = C( - ) .
This is the usual high circuit-Q approximation. Suppose that the upper tank in Fig. 17
is tuned to l and the lower tank to 2'. Call the center frequency, wo = ( + o2)/2
Assume that the two tank capacitances are equal, and that their common value is C.
In this case, Eq. 5.3 becomes
Eb 2C[(c)-o 1))T(co - 2 )J
o T
° WC - co) + ( - 2]
Eb '2 1 top signs
2(w - o)
Eb 2(c-- Woo)
2 _°i, bottom signs (5.4)
c2 - co1
The output voltage, as given by Eq. 5.4 is sketched in Fig. 18. The top signs give
the hyperbolic curves, and the bottom signs give the straight line. At any frequency,
only one set of signs gives an output less than Eb/2 in magnitude, so the uncertainty
of sign is uniquely resolved: the bottom signs hold for wl c < w2, and the top signs
hold outside that range. The discriminator characteristic is drawn solid.
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The characteristic of Fig. 18, being a straight
line, is obviously desirable. The slope of the line
depends only on the bias and the resonant frequencies
of the tanks; the output voltage does not depend on
the drive. Apparently, this circuit has inherent
limiting properties. It can be expected that a practi-
cal embodiment of this circuit, with perfect rectifiers
replaced by crystal diodes, will effectively include a
stage of limiting.
Fig. 18
Current Requirement
Figure 18 and Eq. 5.4 describing it were derived on the assumption that both recti-
fiers conduct once each cycle. Let us determine the driving current implied by this
assumption. When X = wl , the upper tank of Fig. 17 is in resonance and (theoretically) no
current is required to make its rectifier conduct. Whenw = 2 Eo = Eb/2 and E 1 = 0,
so again no current is required to make the upper rectifier conduct. Similar remarks
apply to the lower rectifier. In view of the symmetry, consider only the current require-
ment for the upper tank; it will be the same as that for the lower tank. I must be enough
to produce E1 = Eb/2 - Eo across the upper tank for wI < < 2 and with the upper recti-
fier disconnected
Eb 2( - W )
I B1E 1 2 w2 - l 2C(o1ol)
( 2 - ) ( - 1)
2 Eb l (5.5)( 2 b 1 )
The maximum current required for rectifier conduction occurs at center frequency and
is
I> C Eb(2 
-
C1) . (5.6)
The current requirement of Eq. 5. 5 as a function of frequency is sketched as the lower
curve of Fig. 19.
At this point it is convenient to define, for future reference, the parameter
C E b(w2 - 1)b Eb ) (5. 7)
which is a measure of the required current relative to the actual current drive. If
b = 1, Eq. 5.6 is just satisfied. In this case, both rectifiers will conduct in the linear
frequency range of the discriminator characteristic; in fact, they will both conduct in
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I MIN. a range more than half again as wide
u2- WI) as the linear range.
If the frequency changes suddenly
so that the by-pass condenser, C o , pre-
vents the output voltage from following,
'92- ) it is still desirable for both rectifiers
to conduct. This is just the case in
W2- WI) which it is to be hoped that this dis-
criminator will show an improvement
over the conventional discriminator
with peak detectors. If the frequency
lingers at o1, the upper tank voltage
in Fig. 17 will be Eb. If the frequency
then jumps to o2, it will still be necessary to develop Eb across the upper tank. This
implies a current drive I > 2 C Eb(c 2 - 1) for the upper tank. The minimum drive
required during this jump in frequency is indicated as the height of the upper curve of Fig. 19
above l. The rest of the curve is a plot of the minimum current required against
starting frequency of the most serious jump. If the jump starts from above center fre-
quency, it is the lower tank that determines the minimum current requirement. Under
the worst two-signal interference condition considered, the frequency lingers near o
and then "jumps" to either wl or w2 and back. It seems reasonable to make b = one-
half or less in this case.
Operation With Unbalanced Current Drives
In general, the output of the modified ratio detector will depend on the amplitude of
the driving currents unless these currents are equal. To show this, consider Eq. 5. 2
written with no losses (G's = 0)
2 2 b 2Eo 2 2 b Eo)20 = 2I-B(2 + E ) -
2 2 2 Eb 2 2 Eb 2I -I B (Eb + E ) _ B ( _ I2 
- I 1 2 2 0+ Eo -B1 -E 2 0
If the driving currents and the output voltage change in accordance with this equation
2 2 2 Ebb 2 Ebt(I 2 - 1 ) = 2 B( + Eo) + B ( 2 E
The expression in brackets is bounded in the useful range of the discriminator. Hence,
I2 -I1 must be constant in order that E be independent of I1 and I. Practically,12 Il o 2
-27-
--
it would be convenient to make I proportional to I2, but the proportionality constant
would have to be unity for the output to be independent of the drive. Thus, the assump-
A
tion, I1 = 12 = I, is both reasonable and practical.
Operation With Low Circuit-Q
This section will consider the deviation from linearity of the useful portion of the
modified-ratio-detector characteristic caused by the variations of the tank susceptances
over a wide band. In a narrow band about the resonant frequency, wi , the susceptance
of a tank having a capacitance C is very nearly B = 2C(w- wi). The actual susceptance
is B = C(w - c2/ w), which begins to differ appreciably from the approximation as the
frequency is further removed from resonance.
Starting with Eq. 5. 3, using the bottom signs which describe the useful portion of
the characteristic, and assuming that the tanks have capacitances C 1 and C 2 respectively,
the output may be expressed as
2 2
Eb C 1 (e-- -) + C2( )
E '- - 2 2
e 1 e22 
C (w- X)-C2( -W
Eb (C 1 + C2)- (C 1 + C2 O2 )
2 2C 2c~ - (5.8)(C 1 -C2)w -(C I -_ C2e2 )
We are really interested only in the output voltage relative to the bias, the frequency
deviation from center frequency measured in fractions of the useful range, the value of
one tank capacitance relative to the other, and the circuit-Q. This suggests four
normalizations
E
E = e = fraction of E b
b °maximum output o
2-
c2 + 1
- = center frequency cZ - 1 = 2c a
- o1 1 = o (1 - 0( a)
co2+ = _ a = (circuit-Q)- 
2 +l 2=oo ( 1 + a)
2(c, - cOo)
- ° = x = normalized = (l + ax)
02 - '1 frequency
Note that x is a linear functin nf freaenrv. and that
= 2 when x = 1, = ol when x = -1.
C1 +C2
2 C = nominal tank C - C = 2C
capacitance
C1 - 2 C1 = C(1 + )
C + C -= a measure of c = c( - )9)unbalance
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Using these normalizations, Eq. 5. 8 may be written (after some manipulation)
1 (ax)2 + 2(ax) + a(2 - a)
e -
o (ax)+z(ax) + a( - a)
or (5.10)
1 2 1
e= 2 ax + x- Za for = o0 2 Z
Notice that if p = 0 (equal tank capacitances) and as a-O (high circuit-Q), e = x,
which is the normalized equation of the line in Fig. 18.
In general, we may imagine that the circuit-Q is determined by the desired bandwidth
and the center frequency we are willing to use. Thus a may be considered to be a fixed
parameter; the smaller it is, the more nearly we may expect the output to be propor-
tional to frequency in the useful range. A reasonable attack is to determine (a) giving
the "straightest line".
The "straightest line" is a vague concept; the final judgement should be made on the
basis of plots. Nevertheless, a number of guesses were made to suggest values of P
for the plot. These appear in Table II. The approximations in the right-hand column
hold for a << 1. The modified ratio detector built for the field-test receiver had a linear
range of 6 Mc and a center frequency of 13 Mc; the circuit-Q = 13/6 x 2, and a one-
fourth. It is not desirable to use a circuit-Q much less than 2, so the approximations
are quite good.
Table II
Guess Result
eO (0) = 0 =
deo(O) 4ade (0)
4+a
dZeo(0) 2a a
=0 = 22
dx 4 +a
Equal tank capacitances (C1 = C 2 ) p = 0
L1 L2
Equal tank impedances (C ) = a
1 2
Equal tank inductances (w 1C1 = 2C 2 ) p Z2a
1+ +a
The normalized output of Eq. 5.10 is plotted against normalized frequency in Fig. 20
for a = one-fourth, the worst case considered practical. It is difficult to see that the
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curve for 3 = one-half a is not a straight line; there can be little doubt that this is the
"straightest line". Once the resonant frequencies of the tanks and the nominal tank
capacitance are chosen from the current requirement, the tank capacitances should be
determined exactly from
C C 1 zz -+1 ] (5. 11)
and
C 2 =C [1 2 + 1·
Output Impedance
In introducing the modified ratio detector, it was mentioned that its by-pass con-
denser is charged and discharged from comparable sources. The sources are obviously
not alike because the tanks are tuned to different frequencies. One method of comparing
the sources is to measure their joint impedance, the impedance through which the by-
pass condenser is charged. If the detector could be approximated by a source of constant
resistance and open-circuit voltage proportional to frequency, charging the by-pass
-30-
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condenser, as in Fig. 21, the average output would correspond to the average frequency.
It has been shown that, with certain assumptions, the equivalent generator voltage of
Fig. 21 is proportional to frequency. Unfortunately, the source impedance (represented
by R) is not linear; it is more convenient to measure its volt-ampere characteristic.
In handling a triode, for example, the output volt-ampere characteristic is often
measured with grid voltage as a parameter. In this case, it is convenient to measure
the output volt-ampere characteristic (Io vs Eo) with frequency the parameter. The
direct current, Io , is simply - ( 2 - i1 ) of Eq. 5.1. With no losses, equal driving
currents, and making use of the high circuit-Q assumption, this equation may be
written
Io 2 {/i -- Eod2
EbI 2 [2C(, 2) ( b + E 23
which may be normalized with the aid of the normalizing Eqs. 5. 9, the parameter, b,
of Eq. 5. 7 and the relation, i Io/I. The result is more manageable
i - :[1-b 2 (1+x)2 (1-e) z
-- 1- b2 (1 - x)2 (1 + e)2] (5.12)(5.12)
Incidentally, this equation makes the significance of the parameter, b, more clear.
The first radical represents the direct current flowing in the upper rectifier of Fig. 17,
and the second, the direct current in the bottom rectifier. If either current ceases to
flow, the corresponding radical becomes zero, not imaginary. With e = x, the static
solution, b, must be unity to insure that the rectifiers conduct. Under extremely
adverse conditions, we might have e = -x for a moment. In this case, b must be one-
fourth to insure conduction.
R Io In addition if e > 1, i = +oo, and
if e < -1, i = -oo. These conditions
would arise in the circuit of Fig. 17
Eo if the output voltage exceeded half the
bias in either direction, and would
imply infinite current in one or the
Fig. 21 other rectifier.
The output volt-ampere charac-
teristics given by Eq. 5. 12 are plotted in Fig. 22 for b one-fourth (the condition that
both rectifiers conduct in the worst case). They are not parallel straight lines, but in
a restricted range about the origin they are nearly so. The slopes of the curves for
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K (w - o )
_-
g(i) = 
g(x)= -e
b2(1-x 2)
e=x J1 b2(1 -x
The dynamic resistance at center frequency with no output current is
Ebb TL;
2 Eb
I g-M 2I-b2
2I
(' 2 - 1 )2 CZ Eb
and may be decreased by decreasing the driving currents.
NORMALIZED
OUTPUT
CURRENT
Fig. 22
-32-
i = 0 are
2)2
(5. 13)
dE
0
dI
O
(5.14)
--------- ---- - - -- --
It is not intended that the foregoing analysis should be a complete transient analysis
of the modified ratio detector. No account has been taken of the energy absorbed by the
tank circuits as the frequency, and hence their peak voltages, changes. Nevertheless,
the by-pass condenser has been the major source of difficulty in the past. Since this
capacitance is usually much larger than the tank capacitances, there seems to be no
reason that it should not be most troublesome in the modified ratio detector.
The Laboratory Model
The discussion of the modified ratio detector so far has made every effort to predict
the characteristics of a working model. The analysis has indicated trends which are
difficult to determine experimentally. Some of the assumptions have been considered
analytically, but others are unrealistic to varying degrees, so that their effects must
be justified experimentally.
The basic circuit of Fig. 17 was approximated by.the laboratory circuit of Fig. 23.
In this circuit, 1/2Zr = 10 Mc, w2 /2Tr = 16 Mc, C = 88. 5 4.f, Eb = 6 volts, and the
normal grid drive common to the two pentodes gives I = 20 ma. From Eq. 5. 7,
b = one-half, the theoretical condition for conduction if the frequency jumps from the
center to the edge of the useful range. In aligning the circuit, the two parallel combina-
tions of plate choke and tank coil are preset to resonate the tank capacitances given by
Eq. 5. 11. The tanks are then tuned by maximizing, with the tank trimmer condensers,
the reading of a voltmeter substituted for the bias battery; the frequency of the drive is
set at the resonant frequency of the tank being tuned. The current drives for the two
tanks can be adjusted for equality with the potentiometer in the cathode-return circuits.
This may be done by applying an amplitude-modulated signal of proper magnitude to the
6AQ5 grids and minimizing the variation of output voltage with the potentiometer.
.001f
Fig. 23
The discriminator characteristic, measured through the limiter, is plotted
in Fig. 24. Apparently the bias-battery voltage was about a volt low when this
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characteristic was taken. The circuit had been adjusted slightly for best linearity of
the discriminator characteristic, thereby increasing the operating range a little beyond
the designed value. The greatest differences between this and the predicted charac-
teristic are at the edges of the useful range. The tank-circuit losses are generally
masked by the high tank susceptances except near resonance. The rounding of the ends .
of the characteristic is probably partly due to losses. The fact that the output voltage
is negative at the higher frequencies indicates that the bottom crystal is being driven
into its conducting region; this is apparently the result of nonperfect rectifiers.
6
0
o.
a
3
5
4
3
2
0
I
4-------- DESIGNED RANGE
I I I I I
BIAS
I I
9 10 II11 12 13 14 15 16 17 18
INPUT FREQUENCY (Mc)
Fig. 24
At first it is surprising that the output does not also exceed the bias at the lower
frequencies; the two crystals are reasonably well matched. A possible explanation
for this is that the limiter generates harmonics, including second harmonic because
of the curvature of the plate current-grid voltage curves of the limiter tubes. As can
be seen from Fig. 24, the second harmonic of, say, 9 Mc would tend to reduce the
output.
The output drops off very sharply below 9 Mc, probably due to the second harmonic
content of the drive. Although the tank circuits of this detector have higher capacitances
than the limiter tanks, the tank voltages are probably distorted by crystal conduction in
the same way that the limiter tank voltages are. It appears that driving-current and
tank-voltage harmonics, falling near the useful range of the detector, place a lower
limit on the circuit-Q this circuit may have.
The measured output volt-ampere characteristics do not agree very well with the
predicted ones. For this circuit, the dynamic resistance at center frequency given by
-34-
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Eq. 5.14 is 600 ohms. The measured value is 150 ohms; the measured characteristics
themselves lack the symmetry of Fig. 22; nevertheless they are nearly straight, paral-
lel lines in a restricted region about the origin. However, the important point is that
the magnitude of the output impedance is much lower than that of a conventional dis-
criminator.
The modified ratio detector of Fig. 23 has worked well in the laboratory and in
field-test receivers under the extreme two-path interference conditions for which it
was designed.
Equivalence With the Ratio Detector
The ratio detector (Ref. 13) is usually constructed with a large electrolytic con-
denser and bleeder resistor to maintain bias. However, its basic circuit may be con-
sidered to be that of Fig. 25. The arrangement of bias, rectifiers, and by-pass con-
denser is similar to that of the modified ratio detector. In view of this similarity, it
is only necessary to show that the circuit to the left of terminals 1 and 2 is equivalent
to the equal current sources driving the pair of detuned tanks as in the modified ratio
detector.
-Eb/+
E
Fig. 25 Fig. Zb
In general, the driving current, Is , will develop a voltage, E, across the primary
tank. Imagine that the current source is replaced by a voltage source which is adjusted
to deliver Is . With reference to terminals 1 and 2, Fig. 26 is equivalent to Fig. 25.
Let the two sources be turned on one at a time; if the junction of the two condensers is
grounded, the effect of the right-hand source may be explained by equal currents
flowing into terminals 1 and 2. To simplify the analysis, the secondary of the trans-
former is assumed to be exactly center-tapped, and its halves are assumed to be
perfectly coupled. In this case, the equal current sources have no effect as far as
terminals 1 and 2 are concerned; the right-hand source may be neglected, leaving the
junction of the two condensers grounded as in Fig. 27. The assumption of unity coupling
between the halves of the secondary winding is not intended to place an unreasonable
restriction on this analysis. If the coupling is not perfect, the implied equal currents
must be added to whatever equivalent currents are found to drive terminals 1 and 2.
The condensers, 2C, are potential tank condensers; consider for the moment,
terminals 1' and 2'. As far as they are concerned the equivalent circuit of the
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transformer is as in Fig. 28. The coupling coefficient and turns ratio are
k = 12 and n =
Lll1 L 22 Lll
respectively. L2 is the secondary inductance with the primary short-circuited
L 2 = L 2 (1-k 2 )
The voltage sources, one-half knE, give the proper open-circuit voltages for terminals
1' and 2'.
I' I -
/2 IkE
k2 o
E ' Z _ 2
L2 2
Fig. 27 Fig. 28
Now consider the center-tapped secondary itself as a transformer; it has the equiva-
lent T of Fig. 29. The circuit of Fig. 30 has the same open-circuit voltages and, with
the voltage sources turned off, the same inductances in the T-arms as the circuit of
Fig. 29; hence, they are equivalent.
I' L2 / L2/ L2/ knE3'~~ ~ ~L/ ol 
Fig. 29 Fig. 30
In general, the voltage generator, knE, will cause some current, I, to flow. As
before, let the voltage generator be replaced by a current generator, as in Fig. 31,
that is adjusted to maintain the voltage, knE, at its terminals. Figure 31 is then
equivalent to Fig. 32, in which the current source has been replaced by equivalent
voltage sources.
If the inductances of Fig. 32 are consolidated and the voltage sources replaced by
equivalent current sources driving terminals 1' and 2', Fig. 33 results. With bias,
rectifiers, and by-pass condenser replaced, this circuit is capable of behaving like
the modified ratio detector. Pertinent frequencies are
-36-
El
_ _ _.__ _
-rr c -
( = 1
o 
/2Lz 2C
2(1 + 1 kn)
1 1
=o -2 kn ( - kn)
= l [+ kn 1( + 4kn)
o ' 2 o (
the approximations holding for high circuit-Q's. The equivalent tank capacitances are
not properly proportioned according to Eqs. 5. 11 for operation with low circuit-Q, but
presumably this may be done by placing unequal trimmer condensers from terminals
1 and 2 to ground.
Fig. 31
/2 kn I
Fig. 32
It is to be emphasized that the fore-
2 kn of thegoing, together with the discussion of the
modified ratio detector, does not con-
stitute a complete analysis of the ratio
detector itself, for, among other things,
Fig. 33
of Fig. 25.
determined.
Accordingly, the driving 
the equivalent source currents, one-half
knI, of Fig. 33 have not been explicitly
related to the actual driving current, Is ,
current requirement of the ratio detector is not
A Voltage-Driven Equivalent
One fault of the laboratory circuit (Fig. 23) not previously mentioned is that the
output voltage is subject to small, but appreciable slow drifts. Although these drifts
only amount to millivolts or tens of millivolts, they correspond to appreciable shifts
in frequency. (The slope of the discriminator characteristic is 1 volt per megacycle,
so 1 mv corresponds to 1 kc.) The 60-cycle hum in the output is much less than the
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drifts, but nevertheless enough to be troublesome. These effects are very likely caused
by slight changes of the transconductance of one driving tube relative to the other. Pre-
sumably they could be greatly reduced by arranging for the driving current for the two
tanks to originate with a single tube. This could obviously be done with an unbalanced
arrangement of the tanks, but it is far more convenient to work with the circuit when
both tanks have one terminal at radio-frequency ground.
Figure 34 suggests a balanced arrangement driven from a single source. The combi-
nations of tank capacitance and driving current of Fig. 17 have been replaced by equivalent
voltage sources. Since the currents should be equal and the capacitances are equal, the
voltage sources must be equal; they are appropriately one and the same source. The
voltage sources are caused to be
Is
ES f
C1W. +Eb/2 
-_1 "7
~. ~·1. IE,
C, w2
Fig. 34
the same by the vertical connection of Fig. 34, but it
does not matter how this common voltage is developed.
In particular, it will be convenient to replace the
source, E s , Is , by a pentode in a practical circuit.
In designing a circuit to approximate Fig. 34, it
is necessary to know the driving current requirement.
Figure 35 is, in a sense, the counterpart of Fig. 19;
it gives the minimum driving current required to
make both rectifiers conduct under static and dynamic
conditions. The static curve can be calculated, as
before, with the rectifiers disconnected, since they
both start to conduct at once as the drive is increased.
The parallel combination of reactances is antiresonant
at center frequency, so very little driving current is needed at that frequency under
static conditions.
I_ F.
(IS) MIN ¢c 
4I C~1 JC
c
It/2 
- I 
-I uv1
:e
ruHK'
Fig. 35 Fig. 36
The dynamic curve of Fig. 19 was described as a plot of minimum current required
against the starting frequency of the most serious jump in frequency. It is also a plot
of minimum current required against frequency with an output voltage making conduction
of both rectifiers the most difficult: the two curves are identical. For the present
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circuit, however, the former curve lies below the latter. Accordingly, the current
called for by the dynamic curve of Fig. 35 is the minimum necessary for conduction
with any (permissible) output voltage.
The maximum current required by this circuit is greater than the currents required
by the circuit of Fig. 17 by a factor of half the circuit-Q. This difficulty may be reme-
died by padding as in Fig. 36. Padding increases the impedance presented to the (cur-
rent) source and hence the power delivered.
So far the current has implied a high circuit-Q. If it is desirable, the tank capaci-
tances may be adjusted to give the straightest discriminator curve according to Eqs. 5. 11.
Only the capacitances, C - C c , of Fig. 36 should be changed, however; the capacitances,
Cc, must be equal to satisfy the condition of equal equivalent current drives for the two
tanks.
VI. The Spectrum of Two Carriers After Limiting
The calculation in the present section was completed in the fall of 1947, and the
material was summarized at an informal meeting of the Communication Group of the
Research Laboratory of Electronics at that time.
The work was started with the idea of determining whether the 6-Mc range covered
by the instantaneous-frequency spikes (Fig. 3) is a reasonable estimate of the extent of
the spectrum after limiting. Thus, the result was to be used as a guide in determining
limiter and discriminator bandwidths. The completed analysis suggested an interesting
possibility for dispensing with the broadbanding after limiting without impairing the
interference-reducing property of the receiver. This possibility is discussed toward
the end of the present section.
As in Sec. II, this analysis starts with two signals of momentarily fixed frequencies
p and p + r. The weaker signal, of frequency p + r, has an amplitude, a < 1 relative to
the stronger. The vector diagram of Fig. 2 represents these signals and their resultant.
Now imagine that the resultant is passed through a perfect limiter. As we have seen,
the limiting process introduces spectral components in the neighborhood of the harmonics
of the stronger signal, but these are not of interest. Assume that the limiter has suf-
ficient selectivity so that its output is very nearly sinusoidal and consists only of spectral
components in the vicinity of p. It is these components that are to be calculated. In other
words, the limiter, acting on the nearly sinusoidal wave, a(t) cos (t), will have cos ((t)
as its output. The phase, (t), will be as in Fig. 2. At this point it is apparent that the
limiter output will have a line spectrum and that the lines will be displaced from the fre-
quency of the stronger signal, p, by integral multiples of the difference frequency, r.
As the elementary steps leading up to Eq. 6. 3 show, the limiter output can be expressed
as a sum consisting only of cosine terms.
The output of the limiter in the case under consideration will be
e = cos (pt + 0) = cos pt cos 0 - sin pt sin 0
with 0 as in Fig. 2. From that figure
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rrs In - 1 + a cos rt
(1 + a cos rt)2 + (a sin rt)2
and
sin =
1 + a cos rt
1 + 2a cos rt + a
a sin rt
/1 + 2a cos rt + a
Both of these are periodic in 2rr/r and are even and odd respectively; they can be
expanded in the Fourier sums
00
cos 0 = an cos nrt
n=O
and (6. 1)
co
sin 0 =
n=l
Pn sin nrt
In terms of these Fourier expansions, the limiter output becomes
e = cos pt
n=O
1
= a cos pt +-
o 2Z
Qn cos nrt - sin
' L (an- Pn )
n= I
ptl
n= 1
pn sin nrt
cos (p - nr)t
o0
+1
n= 
n= 1
(a n + n) cos (p + nr)t 
Using the notation
A = a
o o
an - n
n 2A =
n
an+ n
2
for n > 0
(6.2)
for n < 0
the output of the limiter is
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bvJ v-
An cos(p - nr)t
and the An are the desired spectral components. The notation and locations of the com-
ponents are clarified by Fig. 37, which is a plot of the instantaneous frequency for
a = 0. 8 with the input and calculated output spectra superimposed.
FREQUENCY
INPUT
SPECTRUM
-A-3 OUTPUT
SPECTRUM
--A-2
-A3
--A5
Fig. 37
It remains to calculate the coefficients,
Eq. 6. 1 and hence the spectral components,
2Tr
1 1 +a
O /1 + 2
a n and On, implied by the Fourier sums of
An , of Eq. 6. 3.
a cos rt d(rt)
2;a cos rt + a
1T
1 ( (1 + a cos ) d
0 /1 + 2a cos + a
where the variable of integration, = rt, has been used,
halved because of symmetry. Similarly
Or
an T
Tr
n Tr
and the integration range
(1 + a cos ) cos nd,)
I1 + 2a cos + a 2
a sin sin n4
J1 + 2a cos + az
At this point it is convenient to define the auxiliary function
Gn(a )
0
cos n)
V 1 + 2a cos 4 + a g
-41-
(6.4)
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00
n= -oo
(6.3)
because it determines the coefficients, an and n
a [GO(a) + a G(a
a = n (a ) + Gn-(a) + 2 Gn+l(a
n IT= Gn-l -2G n+l (
2 [a. (a) G
According to definitions (6. 2), the spectral components, An, are completely determined
by the Gn(a)
A= [G(a) + a G(a)]
o i o
1 G(a) + a G+l(al n >O
A
n
n [G(a) + a Gn_ l(a] , n < (6.5)
The remainder of the analysis hinges on the auxiliary function, Gn(a). It has been
noticed by the writer that the methods and results of this analysis are apparently well
known among theoretical astronomers (Ref. 14). The Gn(a) are essentially Laplace
coefficients; 2/1 Go(a) and -2/t G 1 (a) are known as the two chief Laplace coefficients.
The analysis is included because it is not well known in the field of electrical engi-
neering. However, it is probable that the ten-place tabulation of the Gn(a) given in
Table III may be useful to astronomers and electrical engineers alike.
Go and G1 , with minor manipulations, can be reduced to complete elliptic integrals
Go(a) = + aK(l+a)
and (6. 6)
G l (a) = a E + a K
where
iT/2
K(k) = d
O 1 -k sin 
and (6.7)
it/ 2
E(k) 1 /-- k Z g
E(k)= 1-k 2 sin c d4
VI- snc
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are complete elliptic integrals of the first and second kinds respectively. But the inte-
gral (6. 4) defining Gn(a) can be reduced to simpler form by a contour integration.
Gn(a) = Z jn dI 
G-Tr 1 + 2a cos + a
=1 (¾
r \ + Za cos + aZ
since the imaginary part is
Gn(a) becomes
Gn(a) = 2
odd and hence contributes nothing. Let z = e j 4, d = dz;Jz
z. dz
/ -1 Z~ Z/1 + az + az 1 + a
1(n- )
z dz
/(1 + az) (a + z)
the contour being once around the unit circle as in Fig. 38.
branch points at z = o, z =
Fig. 38
z = , which may be joined
indicated. The contour may
ANE
to the inner path, ABCD
G(a) = I +I
n 7 AB BC 
The integrand has
-a, z = a anda
by branch cuts as
then be contracted
+ ICD + IDA] 
For AB: Put z = ae j , dz = ej d, small.
(n-1 ) j(n-
a e
/(1 + ae j ~)
(n+2.)
-1T
e
lim
a8-0o AB =
j- )
(a + aeJ
(n+) \-a
for all n > 0 and a> 0.
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n
For ICD: Put z + a = ej , dz = je jq d4, small.
IC i (-a + ae ) 2 jaeJ d|
(n- 1 )2 
,1-a2
a- CD
For IBC: The phase of the integrand is zero along the positive real axis. The phase
and magnitude along a radial line making an angle + with the positive real axis may be
calculated by putting z = xej+, dz = dxei+.
a (n-1 ) j(n- dxe 1 '
0 /(1 +axe+ (a +xe) |
BC 0 (1 -ax) (a-x)a (n - )
1- )n ( 2 dx
For IDA: Put z = xeil as before
4(_aD ( n- -) x
(1 + axei+) (a + xej-') -=Tj(n+l for a ll n and < a< 1
C-e )n4)x e dx ej
0 1+ax ) (a-+xe)
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a= j(-)n
0
(n - 1
x(n-) dx
= IBCa J( - x) (a - x)
The contour integration has reduced Gn(a) to
1
Gn(a ) = 2j (IBc + IDA) -j IBC
a (n - 1 )
2
which may be written, with x = a u
Gn(a) = 2(-a)n
or, with u = sin 4
Gn(a) = 2(-a)n i
0
sin2n d4
1 - a2 sini1-  in Pj
This form strongly suggests complete elliptic integrals; from it, G and G1 may be
expressed as
Go(a) = 2 K(a)
Gl(a) = 2 E(a)-a K(a)G 1 a) 
where K and E are complete elliptic integrals as in Eq. 6. 7. (Note the curious relations
implied by Eqs. 6. 6 and 6. 9 among the elliptic integrals. )
Next, a recursion formula is developed for Gn(a)
d [u(2n-l) (1 -au 2 ) (1u Z ) = (2n- 1) u(2n - 2) (1- a 2 u2 ) (1-u2)
1 u(2n-1) 2u (1 - a2u2 ) + 2a 2u( - u2)
- a ) (1- u 2 )
( 1-au2 ) (1 - u)
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(6.8)2n'"U , du1~ IZ
and (6.9)
X [(n + )a2 u( 2 n+2 ) 2n(l + a2 )un
after collecting terms with like powers of u. Now
( t E Fu(2n-1) a2u2 1 dCT La u (1 -0 kd
1
(1 - u2)
0
u(2n-1)d(1 _a2u2 )
= 0 for n >
If the right-hand side of Eq. 6. 10 is integrated over the same range, there results
0 = (2n + l)a2
- 2n(1 + a )
1
0
1
0
uZ(n+l) du
-u (i-du u( - aZu2) 1 - )
Zn
u du
/(1 -a 2 u 2 ) (1 -u 2 )
1
+ (n- 1) 
0
uZ2(n-l) du
(1-- au2) (1 -- u )
1 .for n> 
The integrals are proportional to Gn+l, Gn, and Gn_l according to Eq. 6. 8.
terms, the recursion formula becomes
2n (1 + a) G 2n- 1 (a)Gn+(a) 2n 1 a nI l ( a ) for n >n+ 1 = - 2n+ 1 a n 2n + 1T 
Collecting
(6. 11)
The restriction, n > one-half, presents no difficulty, since Go and G1 are known.
Starting with Go(a) and Gl(a) given by Eqs. 6. 9, and ten-place tables of complete
elliptic integrals (Refs. 15, 16) the Gn(a) were calculated for reasonably large n and
several a with the help of the recursion formula 6. 11. The spectral components, An,
were then calculated from Eq. 6. 5; the results appear in Table III.
The time reference, t = 0, for the calculations was chosen when the signals entering
the limiter are both a positive maximum. The output of the limiter at t = 0, then, should
be +1. Reference to Eq. 6. 3 shows that we should therefore have
A = 1.
n
n=- co
The corresponding sum of all spectral components computed is given as a partial check
of the work.
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Narrowbanding After Limiting
The calculations of Table III show a ratio, (A 1 )/Ao , always less than the corre-
sponding a. The meaning of this observation is clarified by Fig. 37. Suppose that the
input spectrum of a limiter is as in Fig. 37, but that after the limiter, a linear filter
passing only the frequency range of the input signal is inserted. The output of the filter
will be similar to the limiter input; it will have two components, one at p and a weaker
one at p + r. However, the weaker component will be relatively weaker than the weaker
component of the input spectrum. The "output a" of such an arrangement, (A 1)/A o ,
is plotted against a, the "input a", in Fig. 39. For small relative interfering signal
strengths, a, the relative strength of the weaker signal is reduced by almost 2:1 by the
process of limiting and filtering.
Fig. 39
An obvious extension of this reasoning is a composite limiter having alternate stages
of limiting and filtering. If the process is repeated often enough, the relative strength
of the interfering signal becomes negligible, and the discriminator need have a band-
width only sufficient to accommodate the stronger signal. The resulting reduction in
bandwidth after limiting would be very helpful, particularly if the scheme of trans-
mitting television pictures by means of frequency modulation is adopted.
(The following discussion and the calculation of the plot of Fig. 39 were completed
just prior to the time of writing. )
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The foregoing discussion implies a filter after each stage of limiting, wide enough
to pass the desired signal regardless of its instantaneous frequency, and a reduction of
interference is noted when the desired and undesired signals are at opposite ends of the
pass-band of the filter. If the frequencies of the two signals were momentarily near the
center of the band of the filter, the filter would necessarily pass more than the com-
ponents Ao and A 1 of the limiter output. In general, this would probably mean less
reduction of interference in each composite stage of limiting and filtering, but with a
smaller difference frequency the spikes would not cover such a wide range before
filtering.
The important point is that the process of filtering should not be allowed to change
the average frequency and thus destroy the interference-reducing property of the receiver.
The average frequency after limiting is p, the frequency of the stronger input signal, and
the average should still be p after filtering. p should definitely lie within the filter pass-
band.
Unfortunately, it is not enough that the filter should pass p as the following example
will show. Suppose that p is near the filter's lower cut-off frequency and p + r is at its
mid-frequency. Then, as in Fig. 37, the limiter output components, A, A_ 1, and A 2,
having the frequencies p, p + r, and p + 2r, are passed by the filter. Suppose further
that a = 0. 95 and that the phase shift of the filter is symmetrical about center frequency,
so that these three components will have the same relative phases at some later instant
of time after filtering as they had before filtering. In this case, the average is lost; the
average frequency after filtering is p + r! The truth of this statement is borne out by
Fig. 40, which is a plot of the locus of the sum of the vectors representing the three
components after filtering: it is a plot of A + A ejrt + Ae The plot repeats0 _ I.Th
every (2w)/r seconds and the phase of the resultant increases by 2r relative to Ao in
that time. Hence, the average frequency must be (A()/(At) = r higher than the fre-
quency of the reference, p.
Admittedly this result was obtained with nearly equal strengths of interfering signals.
For a = 0. 9 or less the same plot does not encircle the origin, but there is no reason to
believe that with more terms, A n' it would not do so, since at t = wr/r, all the A ejnrt
-n
are in phase and in opposition to Ao . As can be seen from Fig. 40, the question of
whether the plot encircles the origin is determined at this instant, t = wr/r.
On the positive side, it can be shown that if only the components, A and the first
N A+n fall within the filter pass-band and the phase-shift of the filter is linear, the
average frequency at the filter output is p. The justification for this statement will show
the connection between the average frequency of a periodically-modulated wave and the
roots of a polynomial. In this case, the filter output is
N
e(t) =Z An cos (p - nr)t
n=0
which is, as in Sec. I, the real part of
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E(t) = ejpt Anejnrt
n= 
Let N N
F j(t) Anejnrt z = e , f(z) = An z
n=O n=O
We wish to show that
1. The average frequency of e(t) is p, or
2. The net phase shift of E(t) in a period (2)/r is (2np)/r, or
3. The net phase shift of F(t) in a period is zero, or
4. The net phase shift of f(z) as z traverses the unit circle
in the z-plane once in the clockwise direction is zero.
But the phase shift in (4) is 2T times the number of roots of f(z) within the unit circle
(Ref. 17) Consider
N
f(-z) (-1)nAn z n n
n=O
This polynomial has as many zeros within the unit circle as f(z). A glance at Table III
shows that all of the coefficients of f(-z) are real, positive, and decreasing with n.
Hurwitz (Ref. 18) shows that the roots of this polynomial lie within the annular ring
mm n+l maxn+ ( t > <° 2 [ (1)An]
Since the coefficients decrease in magnitude with n, this ring lies outside the unit circle
and f(-z) has no zeros inside the unit circle.
In general, we should like to know how sharp a filter may be used after a stage of
limiting if the average frequency after filtering is to remain the frequency of the stronger
of two incoming signals. Since the frequencies of the incoming signals may lie anywhere
within the filter pass-band, any number, N, of the A+n and any number, M, of the A n
may lie within the filter pass-band. In terms of a hypothetical filter with sharp cut-off
and linear phase shift, we should like to know whether the average frequency of
N
el(t) = L An cos (p-nr)t , N,M > 
n= -M
is p. If the time reference for the analysis of this section had been chosen at the instant
when the two incoming signals are in phase opposition, the limiter output, as expressed
by Eq. 6. 3, would have been
o
e(t) = (-l)n An cos (p-nr)t
n=- o
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and the output of the hypothetical filter under consideration would be
N
el(t) = (- 1 )n An cos (p-nr)t
n=-M
Table III shows that Ao and (-1)n An, n < 0, are all positive and decreasing with n,
and that the (-1)An, n < 0, are all negative and decreasing with (-n). A related poly-
nominal, as above, is
N
f(z) = zN (_l)nAn z-n
n=-M
The reference phase of this polynominal is determined by the component,
(-1)N AN cos (p - Nr)t, of the limiter output. Therefore, we should like the polynomial
to have N zeros within the unit circle, so that the average frequency of the filter output
will be p.
Marden (Ref. 17, p. 107) poses a very similar problem: "The real polynomial
k k+l nh(z) = a + az + .... + akz -ak+l z ... -anz , a > 0,all j
has no nonreal zeros in the annular ring p1 < z | < P2 where P = max (aj/aj+l) ,
j = 0, 1, 2 .... (k-l), and p = max (aj/aj+l) , j = k, (k + 1), ... (n- 1). How
many zeros does f(z) have in the circle IzI < P1 '.. ' ?
If the polynomial in this problem is related to f(z), it is found that the annular ring
covers the unit circle so that p < 1 and P2 > 1. The difficulty with the statement of this
problem is that it does not take account of real zeros, which might lie in the annular
ring and also within the unit circle.
No solution to this problem has been found, but the author offers the guess that there
are exactly k zeros inside Izl<pl, and that if
n k
_ aj > a
j=k+l j=0
there will be additional real zeros inside the unit circle.
In terms of the average frequency of the filter output, this guess means that the
average frequency is p if
-1 N
(-1)n An < (l) n An
n=-M n=O
and it is p plus a positive integer multiple of r if
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-1 N
E (-1) An > E (-) n An -
n=-M n=O
The reasoning is based on Fig. 40. If IA_11 + IA_21 + ... is greater than
IAo + IA1 + . . , it appears that the plot will encircle the origin in the counterclock-
wise direction.
Reasoning in terms of hypothetical filters
with linear phase shift is somewhat unrealistic.
If the phase shift of the filter is unrestricted, it
would be necessary to have A greater than the
sum of the magnitudes of all other components
0.166 passed by the filter in order for the average
frequency to be p. Analytical work is further
complicated by the fact that a practical filter
will not cut off abruptly as has been assumed.
At least it has been shown that the average fre-
quency of a wave with periodic modulation can
differ from the carrier frequency only by an
Fig. 40 integer multiple of the repetition frequency of
the modulation.
A cursory experimental study, with one limiter stage of the laboratory receiver
replaced by a narrow tuned circuit, showed the loss of average frequency indicated by
Fig. 40, but it is not sure that this effect was not caused by the variation in gain of the
tuned circuit. Further study is indicated before a receiver can be properly designed
with narrowbanding.
VII. The Power Spectrum of a Frequency-Modulated Wave
In studying the response of, say, the linear stages of a frequency-modulation
receiver to a frequency-modulated wave, it is common practice to calculate the output
from the static gain of the stages and the instantaneous input frequency and amplitude.
If nothing else, this heuristic reasoning is justified experimentally; the reason for
agreement seems to be that the frequency changes slowly compared to the time required
for transients to die out.
Such "static"reasoning is by no means limited to the calculation of linear-circuit
outputs. In fact, problems involving nonlinear circuits can, practically, only be solved
statically. In this section the radio frequency spectrum of a frequency-modulated wave
is determined statically, and in the next section, the audio-frequency spectrum resulting
from two-signal interference is considered statically. The present section is included
mostly as an introduction to the more complicated concepts of the one following, al-
though it does contain an exact expression for the autocorrelation function of a wave
with arbitrary frequency modulation.
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The Static Treatment
Statically, the amplitude of a frequency-modulated wave, and hence its total mean
power, is independent of the instantaneous frequency. (The wave is considered to appear
across a 1-ohm load, so power and the square of the voltage become synonymous.) The
average power in a narrow frequency band, Aw, is simply the total power of the wave
multiplied by the fraction of time the frequency lies in ao(the probability that the fre-
quency will lie in Aw). The power spectrum gives the power density at each frequency;
it is the limit, as Acx gets small, of the power in &a divided by L&.
The breakdown of this heuristic reasoning can be explained in terms of the instru-
ment that might be used to measure the power spectrum. Imagine a wave-analyzer,
consisting of a narrowband filter of bandwidth, Ao, and a power meter, tuned to some
frequency in the range covered by the frequency-modulated wave. If the instantaneous
frequency moves rapidly across the narrow wave-analyzer pass-band, the power meter
will be subjected to a series of transients with a duration of the order of 1/(Ao). The
average power in these transients need not coincide with the average power calculated
statically. Thus, it is not surprising that the carrier of a sinusoidal ly-modulated
frequency-modulation transmitter may disappear, although this would not be predicted
statically. As the bandwidth of the wave-analyzer is increased, the duration of the
transients decreases until the point is reached where the filter output can follow the
input variations, and the power meter reads in accordance with the static reasoning.
Apparently the static reasoning will give a reasonable overall picture of the spectrum,
but will break down in predicting the fine structure.
Exact Treatment With Arbitrary Modulation
Let us determine the autocorrelation function (Ref. 19) of a wave having unspecified
frequency modulation. The autocorrelation function of a stationary time series, f(t),
is the average of the product of f(t) with itself delayed by some time, T. This average
may be written
+(T) = f(t) f(t + T)
and is dependent only on the delay time, T. The average may be performed over all
time, t, or, as we shall have occasion to do later, the average may be performed over
all possible (instantaneous) values of the series, f(t). For the purposes of this section,
the importance of the autocorrelation function is that its Fourier transform is the power
spectrum (Ref. 19).
Let the frequency-modulated wave have an instantaneous frequency, (t), and unit
amplitude. Choose the time reference, t = 0, at an instant when the phase of the wave
is zero. Let the instantaneous voltage and phase of the wave be e(t) and 0(t). Then
t
e(t) = cos (t) and (t) = (t) dt
0
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and the autocorrelation function of this wave is the average of
cos (t) cos e(t + T) = 2cos (t) + (t + T
+ cos [(t + T)- (t)]
Consider the average first over all time, t. Practically, the frequency of the wave
will be restricted to a narrow band about some center frequency. The average frequency
of the first term will be twice this center frequency, and the average of the first term
itself will be zero. Even if the instantaneous frequency of the wave varies over a wide
range, the average of the first term will be zero if the modulation is random. In fact,
it would be necessary to have periodic modulation at a rate commensurate with the
carrier frequency in order for the average of the first term not to be zero. And even
in this highly improbable case, the average would be very small if the frequency of the
wave were restricted to a relatively narrow band.
Practically, then, the autocorrelation function is the average of the second term.
Using 0(T) = (t + T) - 0(t) as a variable of integration, the average of the second term
may be written
(T) = ; 5 COS 0 p(0, T) dO (7. 1)
where p(0, ) dO is the probability that
0 < (T)< 0 + dO
The statistic, p(0, ), is not simply related to the usual set of statistics which may
be used to describe the modulation, w(t). Again
p(, )d = p [ (t)dt d o(t)dt
t - - t
is the probability that the time-integral of the instantaneous frequency in T seconds will
lie between 0 and + dO. The probability density is of course independent of the time
reference, since (t) is a stationary time series; we may also write
p(, [) = P (t)dt]
Slow Variations of Instantaneous Frequency
As a check on the static reasoning, suppose that the instantaneous frequency changes
very slowly. Then
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t+T
e(T) = dt z T
t
and
p(O, T) do p(T) d(WT) = p(c) d .
Now p(w) d is the probability that the instantaneous frequency will lie between o and
c + do. Usually, the frequency will be contained in some relatively narrow band about
center frequency and will not become negative. The autocorrelation function, excluding
negative frequencies, becomes
00
(T) cos WT p() do . (7. 2)
0
Since the autocorrelation function is a real, even time function, the power spectrum is
likewise real and even. The autocorrelation function may be written as the Fourier
cosine transform of the power spectrum
0
By comparison with Eq. 7. 2 the power spectrum is
i(@) = P(°) for > ) O
Since the (o) is even and p(o) is not defined for negative frequencies, we must have
( = P( lk) (7.3)
for the case of slow variation of instantaneous frequency. The power density that would
be measured with a wave-analyzer, for positive frequency only, is
1
2(w) = Z (w) ' .
Since the total mean power of a wave of unit amplitude is 1/2, the static reasoning is
checked.
Sinusoidal Modulation
Although the power spectrum of a wave having sinusoidal frequency modulation is
well known and more easily obtained in another way, it is instructive to find it from
Eq. 7.1. Let the wave have unit amplitude, and let its instantaneous frequency, o,
vary sinusoidally about a center frequency, oo, with a peak deviation w. Let the audio
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frequency be q, and suppose that the phase of the modulation is 0 at the time reference,
t = 0. The instantaneous frequency is
= Oo + w cos qt
and the phase increase in T seconds after time, t, is
t+ T
0(T) = 
t
w dt = OT + [sin q(t + T) - sin qt]w[qI 
= oT +2 sin qT cos q(t + )
o q 2
The angle, kI = q(t + 2), considered in all time, t, is equally likely to have any
value in the range 0 tP < 2rr. As can be seen from Fig. 41, the probability that
0 < (T) < 0 + dO is equal to the probability that P < q(t + ) < + d plus the
9
4,
2fr-*
Fig. 41
equal probability connected with (2w - 4). Literally
p(e) d = p(p) d + p(2w-') d = 2 d 
The autocorrelation function can be written from Eq. 7. 1 as an average over P
r
2(T) = ( COS T + 2 sin cos d/] d
where the range of integration on 'P is made just large enough so that all possible values
of 0 are included. Since the integrand is even and periodic in 2r
(T) = COS [O T +2 sin 2cos d e sin 
0 0
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But the integral is the well-known integral representation for the Bessel function of the
first kind and order zero
I (T) = 4
jWo T
e
2 Jo (2 w sin )q % ) J
= Jo (2 sin2 ) cos T . (7.4)
It will be noted that ,(0) = one-half is the mean power of the wave.
The power spectrum may be calculated by expanding the slowly-varying term in a
Fourier series
Jo (2 sin 2) =
0 q~W 2 
an
n
ejnqT
The coefficients, an , are
or, with = 2
r
(in 1T
2 r
a = q f0
Jo (2 w sin 9) e - jnqT dT
Jo (2 w sin ) e-j 2n db 0 q
With obvious minor manipulations, this integral can be converted to the form given by
Watson (Ref. 20, p. 32), which he shows is equivalent to
=2 w 
n nq
Now we have
1
,(7) = cos (%T
0
n= -o
j (W) ejnqT
nq
=1 Zi (q) e + n q T
n= -oo
But J n = (--1 )n Jn
2 (W)-j(+nq)T
-nq
2 2
so J -n , and the autocorrelation function may also be written
-n n'
c0o
+ (T) = Jj2 (q) cos (o + nq)T 
n= -oo
(7.5)
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n= -oo
The power spectrum is, therefore, a line spectrum having a separation between lines
of q. The power associated with the nt h line above (or below) w0 isIJ (w)
Sinusoidal Modulation at a Slow Rate
It is to be expected that as the modulating frequency, q, is reduced, the line spec-
trum calculated for sinusoidal frequency modulation will approximate the continuous
spectrum that would be predicted statically. In this section, the continuous spec-
trum is discussed, and it is shown in a
sense to be the limit of the line spectrum
with slow modulation. For convenience, the
¢(u) AiCoIPC;:Inn iC in topi ofYII? he nolxrnr1~ cnnotriltn
Uil:U3l'JII A 13 111 tL1 1 I LUI - JC 'VWU zI . IU. UI
defined only for positive frequency, the power
spectrum that might be measured with a
wave- analyzer.
As in the last section, let the wave in
u question have unit amplitude, so that its
total power is one-half, and let the peak of
the sinusoidal deviation from center frequency,
o, be w. Let the instantaneous frequency be
given by = w0 + u. The angle, , of Fig. 42
is really the time, measured in radians of the
modulating-frequency cycle; the desired power
spectrum, (u), is drawn above the sketch of
the instantaneous frequency variation.
I~~~o..~ a; , , ,, , +;, m 1 , + n ft t 
neluu1iL:12ly, tIet diVe'iagt pUWer' IL LfIt
range, du, is the total mean power (= one-
Fig. 42 half) multiplied by the fraction of time the
instantaneous frequency lies in du (= 2)
2 [sin - (u + du) sin-1 (u)]
1 d (sin- sin u1
d u =(u)= 2T dU (sin u lul w (7. 6)
2 ww -- u
and if ul > w, (u) = 0.
The line spectrum implied by Eq. 7. 5 will be compared with the continuous spectrum
of Eq. 7. 6 in the limiting case as q-*0. In order to make the comparison, it is first
necessary to smooth the line spectrum in some way. It will first be approximated by
a series of steps and, as will be shown, more smoothing will be required later.
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q AREA 1/2 j 2 (q )
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nq
Fig. 43
Figure 43 shows a portion of the line spectrum and the step approximation. In the line
spectrum there is a line of one-half J () watts every q radians per second. Approxi-
n q
mately, the power density in the neighborhood of u = nq is
4n(nq) = 2-q n
In order to make the comparison, we must keep nq = u and let q-0 or Inl -*00; it is
convenient to discard the variable q. Then the power density in the neighborhood of u
is
n J 2 (n w) . (7.7)
~n(U) = n(nq) =u n u) 'u
q=n
In view of the fact that J 2 n = J 2 the approximate power spectrum, +n(u), will be
symmetrical about u = 0, and it is only necessary to consider the positive half; in this
case, both n and u are positive. An examination of Eq. 7. 7 in the light of some asymp-
totic expansions given by Watson (Ref. 20, pp. 227 and 231) shows that
lim (u) = 0
nli mn(U) = O for u > w
n-
oo
n
and that
~n(w) as n-o .
These results agree with the static result Eq. 7. 6, for the power spectrum outside and
at the edge of the range covered by the instantaneous frequency.
}n(u) needs more smoothing before it will converge to 4(u) of Eq. 7. 6 for u < w.
Using another expansion of Watson (Ref. 20, p. 229), n(u) may be written
1 2(u) 1 cos n
nU 2 2
r w --u
where
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and moon(u) does not exist for u < w. Instead, n(u) oscillates about the value obtained
statically. Roughly, the average value of the cosine squared is one-half, so the line
spectrum does approach the continuous spectrum as the modulating frequency is reduced.
Such reasoning implies further smoothing; n(u) must be averaged over enough spec-
tral lines (enough n) so that the average is approximated, and yet the average must be
taken over a vanishingly small range, Au = qAn, of frequency. Fortunately, 4J n is a
monotonically increasing function of n for u < w, and the rate of increase is independent
of n. An appropriate averaging range, Au, then, is rn lines, for, as n-oo, the number
of terms in the average increases without limit, but the interval in frequency
Au = qn = u
becomes negligibly small.
VIII. The Power Spectrum Resulting from Two-Signal Interference
In Sec. II it was shown that when two frequency-modulated signals are impressed on
a properly constructed frequency-modulation receiver, the audible output is essentially
the modulation of the stronger signal. There is a slight additional interference, which
was shown to have a peak-to-peak deviation less than 4.44 percent of the peak-to-peak
deviation of the stronger signal under standard conditions. In the present section, the
spectrum of this interference will be considered both "statically" and exactly, as was
done for the transmitter spectrum in the previous section. For convenience, we shall
assume that the output voltage of the receiver is given by the instantaneous frequency of
the input, and that the output appears across a 1-ohm load. Thus, for example, power
will dimensionally be the square of the frequency, but this should not be troublesome,
since the interference, in order to have meaning, must be compared with the signal.
First, as in Sec. II, an expression for the
instantaneous interference is derived. The
symbol, , will be reserved for the autocorrela-
tion function, so the notation will be slightly
different. For the purpose of finding the inter-
ference, let 00 be the phase of the stronger
signal and 00 + %P be the phase of the weaker
signal, which will have a relative amplitude,
a. In this case, is the phase difference be-
tween weaker and stronger signals. Figure 44
is the vector diagram showing the addition of the signals. The instantaneous frequency,
in accordance with Sec. I, is
-61 -
-~~  _ h
de
-- + - arg(1 + ae j q )
The first term is the modulation of the stronger signal, and the second term is the inter-
ference in which we are interested
xi = Earg (1 + aej) = B9 [in (1 + ae j P)]
+d aej 
cd o
d- > (-a) n cosn · (8.1)
n= 1
Note that P = r is the instantaneous frequency difference between weaker and stronger
signals.
Static Treatment
Usually r is large and varies relatively slowly with time, so that, with reference
to Eq. 8. 1, r does not change appreciably in the time required for 4' to change by 2Tr.
no will vary even more rapidly than , so that r will change less in the time required
for no' to vary through a cycle. The interference consists of a sum of harmonically
related, nearly sinusoidal waves that are both amplitude- and frequency-modulated.
Statically, the mean power in the n t h wave is one-half (ran)2 and is located at the (audio)
frequency, = nrI. (Note that when the instantaneous difference frequency, r, is
small so that r may change appreciably before P changes by 27r, the power in each wave
is likewise small. )
Heuristically, as in Sec. VII, the power in a narrow frequency range, aw, due to
the n t h wave, is the product of one-half (ran)2 and the probability that nl r Ilies in Aw.
The total power in A is
00
.r2 a2 n x (probability that nlrI lies in Aw).
n=l
In the limit, as o-o0, this expression, divided by A, gives the asymmetrical power
spectrum which is defined only for positive frequencies.
Exact Treatment With Arbitrary Variation of Difference Frequency
As in Sec. VII, an expression is found for the autocorrelation function (Ref. 19) of
the interference when the difference frequency, r, and hence the phase difference, ,
vary in an unspecified way with time. This expression, Eq. 8. 3, is rather unwieldy and
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calls for an involved statistical knowledge of the difference frequency. The only use that
has been found for Eq. 8. 3 is that it affords a check on the static reasoning when the
difference frequency varies slowly.
Using r(t) d= (t) to represent the instantaneous difference frequency and
f i[(t[aej(t) 1 (8. 2)
f[b(t)] ~[1+ aeJ(t)j
Eq. 8. 1 may be written
wi(t) = r(t) f [(t)]
The autocorrelation function of this interference is
+(T) = wi(t) oi(t + T )
= r(t) r(t + T) f [(t)] f [(t + T)]
As in Sec. VII, we shall use the increase in phase difference between the two signals in
T seconds
0(T) = 4t + T)- (t)
as a variable. The autocorrelation function becomes
+(T) = r(t) r(t + T) f [(t)] f [(t) + (T)]
= r(t) r(t + T) f(J) f(+J + 0)
where P = (t) and 0 = (T) are understood.
A considerable simplification results from averaging over all values of kP. q) appears
only as an exponential, so the appropriate range is 0 < Zr. Of course, this averaging
process must be justified. +J is the phase difference between the two signals and hence
depends on the modulations of both signals. However, unless the carriers of the two
signals are locked in phase, will increase at an average rate equal to the difference
in carrier frequencies of the two signals. If the two signals arise from two separate
transmitters, it is not difficult to imagine that the crystal oscillators determining the
carrier frequencies will drift slowly in phase, one with respect to the other. But if the
two signals come from the same transmitter by two-path transmission, one would at
first expect no steady drift in the phase difference. This would of course be the case if
the carrier frequency and the difference in transmission time of the two paths were
exactly constant. However, the phase difference depends critically on both the carrier
frequency and the relative delay. For example, if the carrier frequency were 20 Mc, a
shift in relative delay of 0. 05 jLsec would shift the phase difference by one revolution.
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The effect of a shift in relative delay was observed experimentally in the laboratory.
An oscilloscope photograph of the interference (and signal) was given in Fig. 5 (Sec. II).
As the relative delay of the two signals contributing to Fig. 5 is changed, the locations
of the individual spikes change, but the envelope of the spikes does not. This change has
no noticeable audible effect on the interference. On experimental grounds alone, an
average over all phase differences, , is justified for the purpose of computing the auto-
correlation function and hence (possibly) the power spectrum of the interference.
Including the average over all +, then, the autocorrelation function is the average of
Zyr
r(t) r(t + T) [
since the difference
ence, ' . From Eq.
f(qJ) f(' + 0) d] A r(t) r(t + T) I(o)
frequency, r, is not influenced by the slow shifts of the phase differ-
8. 2 defining f(P), the integral, I(o), may be written
I(0) = 7ae4 'aep d
1 + ae 1 + aej(q+ O
ae-J$ aJ(~b+)d q
+ ae 
+ 1+ ae - j q 1 + aej(+o)0 I
= z UI1(°) + I2(eJ)
since
0 I][ 1]. f[2] RE[L "2 + ZLO Z2]
The integrals, I1(8) and I2(0) can be evaluated by contour integration. With the sub-
stitution
ej = z , d = dzjz
they become
I (0) = 21' (1
2 2 jO
a z ej dz
+ az) (1 + azejo) Z
2 jOa z e j
+ adz
+ az) (1 + azej )
and
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h
__
(o) = ij (1 + az-1) (1 + azej 0 )z
1 a z e je dz
= 2~r (z + a)(1 + azej O)
where the path of integration is once counterclockwise around the unit circle in the
z-plane. Since I1 + az I and I 1 + azeJ0 I are both greater than zero for I z < 1, the
integrand of I1(0) has no poles within the unit circle, and I(O ) = O. The integrand of
I2(0), however, has a pole inside the unit circle at z = -a, so that the integral becomes
2 ejO
(e) 1- a eje
Hence
1 1 a2 ejoI(o) = () [+1 + 2(0)= 1- aej
00
I(0) = a 2 cos nO
n= 1
and the autocorrelation function becomes the average of
2 r(t) r(t + .) a n cos ne(T)
n= 1
Using p(rl; r T; 0, T) dr 1 dr 2 dO to denote the joint probability that
rl < r(t)< r 1 + dr 1
r 2.< r(t + T) < r + dr 2
O< O((T) < 0 + dO
the average may finally be written
0
+(T) L aZn i | r l rZ cos nO
all r all 0
(8. 3)
X p(rl; r 2 , T; 0, T) dr1 dr2 dO
As was remarked at the beginning of this section, the result is quite cumbersome.
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Slow Variations of the Difference Frequency
As in the previous section, we shall see that the static reasoning agrees with the
exact result, Eq. 8. 3. Before proceeding with the demonstration, we note that the
assumption of slow variation of difference frequency amounts to the assumption of a
wide band frequency modulation. Saying that the phase difference
4(t) = r(t) dt
increases by many revolutions before r changes appreciably is equivalent to asserting
that the difference of the frequency deviations of the two signals, and hence the devia-
tion of either, will be large compared with the rate of modulation, the audio frequency.
If the difference frequency varies slowly, then
r(t) t r(t + T) - r
and
t+T
0(T) = r(t) dt rT
t
The joint probability distribution p(rl; r2 , T; 0, T) is zero except for r 1 = r 2 = r and
0 = r. That is, under no circumstances are r 1 and r 2 different from r and 0 different
from rT. The averaging implied by the autocorrelation function, then, amounts simply
to an average over all possible values of r. Equation 8. 3 reduces to
00 00
(Tr) a= ZaE  S rZ cos nrT p(r) dr (8. 4)
n=l -c
where p(r) dr is the probability that r,< r(t)< r + dr. Now r may be negative, but corre-
sponding positive and negative values of r are not necessarily equally likely. The inte-
grand of each term in Eq. 8. 4, therefore, is not necessarily even in r, and a direct
comparison with the Fourier transform of the power spectrum, as was made in the pre-
vious section, is not possible. This difficulty can be overcome by "folding" the negative
range of integration on the positive range so that each integral in Eq. 8. 4 becomes
r2 cos nrT [p(r) + p(-r)] dr
But [p(r) + p(-r)] dr is the probability that r< r(t) < r + dr plus the probability that
r< -r(t) < r + dr. In other words, it is p(l r ) dr, the probability that r< r(t) I < r + dr.
But
p(Irl) dr = p(nIrl) d(nr)
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is also the probability that nr< n r(t) < nr + ndr. Equation 8. 4 becomes
co 00
1 > n 2
+(T) = jj a2n j r 2 cos nrT p(nlrI) d(nr) (8. 5)
n=l 0
It will be recalled that the autocorrelation may be written as the Fourier cosine transform
of the power spectrum
0(T) = 2 
By comparison with Eq. 8. 5, it is apparent that the (even) power spectrum is composed
of a sum of the terms
4(nr) = 4 a2n r 2 p(n/rJ)
The power density that would be measured with a wave analyzer, for positive frequency
only, is twice the sum of these terms
o0
1 2 a2p(nr) 4( )M r E a p(n r 1) , w > 0
n= I
njrj = X
and the static reasoning is checked.
Sinusoidal Variation of the Difference Frequency
Several authors (Refs. 21, 22, 23) have studied the two-signal interference under
consideration in this section for the case where the difference frequency varies sinu-
soidally. Their results have been Fourier series expansions for the interference.
Instead, we shall obtain the asymmetrical power spectrum of the interference when
the difference frequency varies sinusoidally. Let a represent the relative amplitude
of the weaker signal as before and let the phase difference between weaker and stronger
signals be
- w sin qtq
so that the difference frequency is -w cos qt. The difference frequency has a peak value
of w and varies sinusoidally at the audio-frequency rate, q. J is the phase difference
between the carriers of the weaker and stronger signals. As previously, an average
will be performed over qJ. An appropriate starting point is the Fourier series expansion
for the interference developed by Meyers (Ref. 21, his equation 8). In the notation of
this section the expansion is
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
CO 
W. = w > >
1
n=l k=-C
(_a)n kq J (n)
nwa k q
X [cos n cos kqt + sin nb sin kqt]
where Jk(x) is a Bessel function of the first kind, order k, and argument x. The range
of the sum on k may be reduced to include only positive integers; notice that the term
for k = is zero. Since Jk = ( - 1 )k Jk and sin (-x) = -sin x, the interference may
be written
Wi = 2
k=l n=l
(_a)nq Jk(nq )
-n Jk (nq)
X Osin} nP sin} kqt
where the cosines apply if k is odd and the sines apply if k is even.
The frequency of the k th component is kq. The power associated with the k th com-
ponent is
P(kq, ) =
001 
1 2 (-a)n kq Jk(nq){sin ni
n=l
2 (_a)n kq Jkw) csn nco
n k q sinj
n= 1
co
m=
m=l
cosl
isinJ
At this point it is convenient to average over 4', the phase difference between the two
carriers. The average power associated with the k t h component is
2wr
P(kq) = j P(kq, P) dJi
0
2 -'--> (-a)n+m 2 2
nnm k Jk(n-) Jk(m)
n=l m=l
2r
1 [csi nt ios m d1 srr sinj sinj mi dI
-68-
(-a) m kq ,W
m kmw
The integral is zero unless n = m, in which case it is one-half. Note that the process
of averaging over the phase difference between the two carriers has reduced the square
of a sum to the sum of squares. The average power in the kt h line is
(q) (8.6)P(kq) = an ) J (ne) . )
n= 1
and the asymmetrical power spectrum is determined.
Sinusoidal Variation at a Slow Rate
As in the previous section, we shall show that the line spectrum calculated for sinu-
soidal variation of the difference frequency is approximated by the continuous spectrum
that would be predicted statically when the difference frequency varies slowly. The
reasoning is still in terms of the asymmetrical spectrum that would be measured
with a wave analyzer.
Statically, the interference power in a narrow frequency range do was found to be
1-r 2 E an X (probability that nir lies in do)
n= 1
If the difference frequency varies sinusoidally according to
r = -w cos qt
as in the previous section, the probability that n r = o lies in do is twice the probability
that nr lies in do, or, as in Eq. 7.6 it is
2 do , O nw
Tr (nw) -_ w2
The asymmetrical power spectrum is, therefore
00
2 2n 2
M(W) 2 a a
n=l 1 /(nw) 2 niri = >0
2
=1 a2n (n oXnw . (8. 7)
n=1 (nw) - o_
This spectrum is composed of a sum of terms
2
1a 2n n 0.< nw() na 2 , O nw (8. 8)
(nw) -X
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,n(w) one of which is sketched in Fig. 45. The time varia-
tion of the appropriate difference-frequency harmonic
is sketched underneath the spectrum component, n( ).
Next, the exact line spectrum given by Eq. 8. 6
will be compared with the approximate spectrum. It
will be convenient to compare the spectra associated
nlrl with the nth harmonic of the difference frequency. As
in the previous section (Fig. 43) some smoothing of
the partial line spectrum will be necessary. The
power due to the nth harmonic of the difference fre-
quency at the frequency kq is exactly
Pn(kq) = an(kq)2 Jk(nw)
And the power density in the neighborhood of w = kq is
TIME 2n k wFig. 45 nk(kq) = Pn(kq) = a () q Jk(n) -
Fig. 45 'nk q
Keeping kq = , as before, we let q-O or k-o. Dis-
carding q, the power density in the neighborhood of is
Pnk( w) =
a n 2 knw
-r w k Jk[-U-
n
Zn 2 k
= a2 2 2 knwI
n
In Sec. VII it was shown that the bracketed term approaches
1 I <nw
21Tr(nw) - Z
or zero if o > nw as k-oo. Hence
2
lim ank(c)) = 1 2n nw
co nk(o ) 0 o< nw2 2
(nw)2 _o
= 0 otherwise
which was predicted statically by Eq. 8. 8.
Approximate Interference After Filtering
The power spectrum can be used to find the total mean power of the interference afte:
it has been passed through the de-emphasis circuit and any audio filtering. In accordance
with standard broadcast practice, we have used a 75-1 lsec (2. 12-kc half-power frequency)
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de-emphasis network. A slight additional improvement is obtained if a low-pass audio-
frequency filter is also used. We have used a 13-kc, three section Butterworth filter.
The power gain of this filtering is
H() Z = 1
\21( 13X10 J
x
1 + (75 x lO" a)
The total mean interference power after filtering is
co
P = (W) H() d,
where the asymmetrical power spectrum, (wo), is used. Using the approximate power
spectrum (8. 7) derived for sinusoidal variation of the difference frequency, the mean
power, dependent only on the peak difference frequency, w, and the relative strength of
the weaker signal, a, becomes
00 nw L\2
P(w, a) = 1 a 2n (n I 2 d
n=l O /(nw) -w
or, with = nw sin , do = nw cos dP
n
P(w, a) = W a2n
n=1 0
sin2 L H(nw sin )1| 2 dop
{ w sin a H(nw sin 
The integrand 1
The integrand in braces is exactly the inter-
ference power in the filtered output with a
constant difference frequency, r = w sin LJ.
This power was calculated for various values
of r and a, and the indicated integration was
performed graphically. The square root of
twice the mean power, Z2P(w, a), is plotted in
Fig. 46 for various values of the relative
1_ strength of the weaker signal. Thus the ordi-
nate is the peak deviation of an undesired sinu-
soidal component that would give the same inter-
ference power. (The frequencies in Fig. 46
are in thousands of cycles per second, not
radians per second. ) Notice that the maximum
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1
interference (about 2. 1 kc) is 2. 8 percent of peak deviation (75 kc) under standard
conditions.
The curves of Fig. 46 for a < 1 were checked experimentally within a few decibels.
In order to keep the modulation of the stronger signal (the desired output) from
influencing the measurements, the stronger signal was left unmodulated, as was done
in obtaining the right-hand photograph of Fig. 7 (Sec. II).
IX. Interference With Three or More Signals
Up to this point, interference in the output of a frequency-modulation receiver has
been considered to arise from the reception of two frequency-modulated signals. It has
been found that with the standard deviation of + 75 kc and pre-emphasis frequency of
2. 12 kc, an improvement of thirty-odd db in signal-to-interference ratio is obtained.
For the receivers which have been described, a difference in amplitude of 5 percent
between stronger and weaker signals is enough to insure the thirty-db improvement.
However, if three or more signals are received simultaneously, or if one of two
signals is amplitude-modulated, it may not be possible to find one signal with an ampli-
tude that is greater than the amplitude of the sum of the other signals at all instants of
time. In this case, the phase of the resultant may increase or decrease relative to the
phase of the desired signal at some nonzero rate. For example, if the phase of the
resultant increases by 10 revolutions per millisecond for one second relative to the
phase of the desired signal, the instantaneous frequency of the resultant is 10 kc above
the frequency of the desired signal during that second. By comparison, the spike-shaped
interference considered up to this point is negligible; it was caused by symmetrical
phase deviations of less than a quarter revolution.
Of course, it is possible for the amplitude of the desired signal to be sometimes
less than the amplitude of the sum of the other signals and yet have the phase of the
resultant within 90 ° of the phase of the desired signal at all times. Or, it is possible
for the resultant to lose and quickly regain a number of revolutions relative to the
desired signal. Although such conditions would cause very little audible disturbance
in the output of the receiver, it is highly improbable that they would recur consistently.
On the other hand, if the amplitude of one signal is always greater than the ampli-
tude of the sum of all other signals so that the one signal predominates at all instants
of time, the resulting interference is comparable to two-signal interference. In this
case, the phase of the resultant of all the signals cannot differ from the phase of the
strongest signal by more than 90 ° , as in the vector diagram of Fig. 2 (Sec. II). The
4.44 percent upper bound for the peak-to-peak interference, calculated in Sec. II for
standard broadcast conditions, holds.
The Average Frequency of the Sum of Three Carriers
Some understanding of the seriousness of the interference resulting from three or
more signals can be obtained by finding the average frequency in a particular case.
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Three signals are enough to be
) t+ troublesome; as in the two-signal
case (Fig. 1), they will be con-
sidered to have momentarily con-
stant frequencies. Let the three
carriers, then, have (constant)
amplitudes a, b, and c, and(con-
stant) frequencies l', oa2' and
)3 respectively. Let a be greater
than b or c. The addition of the
three carriers is indicated in
Fig. 47 Fig. 47. For convenience, the
average will be determined with
respect to wl; phases with respect to olt are indicated in Fig. 47. The time reference,
t = 0, has arbitrarily been chosen at an instant when the a and b carriers are in phase,
and the c carrier leads them by the angle, . The instantaneous frequency of the sum is
= 1 +d = l + i
and the average frequency is
dO
where U- = wi has been used. It will also be convenient to call (w2 - w ) = r and
(w3 d1)= s. Then
0 = arg [a + bejrt + ce j ( t + i)]
= , fln [a + bejrt + cei(st+q)]1
and
o_ d= _ rj r b e j r t + jsceJ(st+) 1
UF did [ a + bejrt + cej(st+*)
.IrbeJrt + J(st+)]
7,a+ bert + ceJ(st+
In general, (w2 -w ) = r and (3 - 1l) = s will be incommensurate, and the vector
diagram will never repeat itself exactly. In other words, the sum is aperiodic, and the
averaging must be done over all time
T
i = Tlim 1 w dt
-T
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This average over all time is certainly independent of a shift in the time reference. If
a different time reference had been chosen, a different value of 4J would have resulted.
Considering all possible time references at which the a and b carriers are in phase,
all values of qJ are equally likely. Thus it is correct to average over all possible values
of 4
2rr
°i 2r | - d =0
0
2rr T
1 l d im 1 dt27dr T o. dt-
0 -T
and to change the order of integration
- _lim 1
i T-a 2T
T
dt
-T
21r
021 X d, 0
O
(9.1)
Call the second integral
21r
I(t) = w. di
0
2wr
= 21 '
rbejrt + sce j kJ
a + be j rt + ce j qj
dl
where (st + 4') has been replaced by 4 since t is constant, and the integration covers a
period of the integrand, which is periodic in 4'.
I(t) can be easily evaluated as a contour integral by the substitution
ej q = z , d = dzJZ
The contour is once counterclockwise around the unit circle in the z-plane, as in Fig. 48,
and the integral becomes
rbe j r t + scz
a + be J rt + cz
dz zI
The integrand has a pole at z = 0 for which the residue is
rbejrtR1 a be-rt
a + bej r t
Z- PLANE
Fig. 48
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1I(t) Al2 r
The integrand has a second pole at
If ja- <C <a + b, ~ = a + bejrt
c
If a-b < c < a + b, the condition that no one of the carriers predominates all of the
time, this pole lies inside of the unit circle during the time that
2 2 2
I-rt < cos -l a b + b 2 -c AC (9.2)
In any case, the residue of this second pole is
sa + (s - r) bejrt
2 a + beJrt
The auxiliary integral is then
I(t) [R+1 +R 2] for r-C < rt < r + C
= : [R 1 ] otherwise,
Now the difference between the average frequency and wl is, according to Eq. 9. 1
T
-- l = im 1 / I(t) dt
T-' ZT
-T
Notice, however, that I(t) has been made a periodic time function, of period (Z)/r, by
the rather devious procedure of averaging over the initial phase of the c-carrier. The
average over all time may be replaced by an average over a period
2Tr
r
i r I(t) dt
0
r
rbejrt
-7sI r rbeJr t dt
r a + bejrt
r sa (s - r) be j r t
w-C
r 
-
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With reference to Fig. 2 (Sec. II) and Eq. 2. 1 it can be seen that the first integral repre-
sents the difference between the average frequency and the frequency of the stronger of
two signals. Since we started by assuming a > b or c, this integral is zero. Hence, all
of the contribution must be in the second integral
*ji = W a
r+C
r
r
r-C
r
ir+C
r
r
Ir-C
r
ir+C
r
+ rr
1r-C
r
sa + (s - r) be jrt 
a + bejrt
a + bejrt
_rbejrt
a + bejt dt
= sC + f(r) . (9. 3)
Note that the second integral defining f(r) is independent of s. Instead of evaluating it,
we note that, with the exception of the initial phase displacement, ~, given the c carrier,
the assumptions concerning the b and c carriers have been identical (a > b or c). Thus,
if we had given the initial phase displacement instead to the b carrier, we would have
obtained a result similar to Eq. 9. 3 but with (b, c) and (r, s) interchanged
= + g() . (9. 4)
1i 
9
From Eq. 9.2
-l a + b _ c2C = os 2ab2ab
so we would have obtained
-1 a + c -bB = cos 9.3 a
in Eq. 9. 4. Comparison between Eqs. 9. 3 and 9. 4 shows that
(9. 5)
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Ui = W
f(r) = rB and g(s) = sC
and either equation may be written
- rB sC
i. = -+-
1 ir iT
The average frequency is
- - B C
W 1 + i 1 + (Z -r1)- + ( 3 - 1 )
A B C
:1 + 2 + 3 +- (9. 6)
where
A = -B-C . (9. 7)
This result, interpreted geometrically, is completely symmetrical.
A\ The angles, A, B, and C, are determined from the signal-strength tri-
angle of Fig. 49, as can be seen from Eqs. 9. 2, 9. 5, and 9. 7. If the
amplitude of one carrier is greater than the sum of the other amplitudes,
Fig. 49 the triangle cannot be formed and the average frequency is the frequency
of the strongest carrier. If the differences of the carrier frequencies
happen to be commensurate, Eq. 9. 6 still gives the average frequency, the average
being taken over all possible initial phases of the carriers.
If it is desired, the method of this section suggests a way of finding the average fre-
quency of the sum of more than three carriers: all but two are given initial phases, 4*1'
~2' etc., over which averages may be performed.
The average frequency of the sum of two carriers is exactly the frequency of the
stronger carrier. By contrast, the average frequency of the sum of three or more
carriers may depend on the frequency of each carrier. Such shifts of the average from
the frequency of the desired carrier indicate serious distortion.
X. A Possible Method for Reducing Interference in Radio Communication
A voltage wave such as a radio signal is completely determined by its amplitude
and its frequency (or phase). If a system of amplitude modulation is used, only the
amplitude of the wave is varied at the transmitter, and it is standard practice to con-
struct a receiver that is responsive only to the amplitude of the received wave. How-
ever, the frequency of the received wave as well as its amplitude is usually perturbed
by interfering signals. Similarly, if a system of frequency modulation is used, both
the amplitude and the frequency of the wave arriving at the receiver may be modified
by interference.
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It seems to the author that additional information about the desired signal is being
neglected if the receiver, in giving an output, does not make use of both the amplitude
and the frequency variations of the received wave. For example, one may show that
it is theoretically possible to determine exactly the modulation of either of two synchron-
ized, amplitude-modulated transmitters if their signals are received simultaneously by
a receiver having both "amplitude" and "frequency" outputs. In a sense, the two outputs
of such a receiver define the polar coordinates of the vector representing the received
signal. It is also possible to construct a receiver giving the rectangular coordinates of
the signal vector. A conventional amplitude-modulation receiver in which a large,
locally generated carrier is added to the signal before detection will give one rectangular
coordinate as its output. A pair of such receivers with local carriers differing in phase
by 90 ° will give both rectangular coordinates as their outputs.
If the interference happens to be random noise, the rectangular coordinates defining
the interference are not related, and very little, if any, improvement should result from
a two-output receiver. On the other hand, if the interference comes from other trans-
mitters having well-defined and slowly-varying modulation, a considerable improvement
is to be expected. It should be possible to remove the interference due to multipath trans-
mission completely. In this case, the received signal amounts to the sum of the desired
signal and several of its delayed and attenuated replicas. The slowly varying delays and
attenuations should provide the key to the proper combination of the outputs of a two-out-
put receiver.
lop
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