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ABSTRACT
In this paper we present the results of our search for and study of z 6 galaxy candidates behind the third Frontier
Fields (FFs) cluster, MACSJ0717.5+3745, and its parallel ﬁeld, combining data from Hubble and Spitzer. We
select 39 candidates using the Lyman break technique, for which the clear non-detection in optical make the
extreme mid-z interlopers hypothesis unlikely. We also take beneﬁt from z 6 samples selected using the
previous FF data sets of Abell 2744 and MACS0416 to improve the constraints on the properties of very high
redshift objects. We compute the redshift and the physical properties such emission lines properties, star formation
rate, reddening, and stellar mass for all FF objects from their spectral energy distribution using templates including
nebular emission lines. We study the relationship between several physical properties and conﬁrm the trend already
observed in previous surveys for evolution of star formation rate with galaxy mass and between the size and the
UV luminosity of our candidates. The analysis of the evolution of the UV luminosity function with redshift seems
more compatible with an evolution of density. Moreover, no robust z 8.5 object is selected behind the cluster
ﬁeld and few ~z 9 candidates have been selected in the two previous data sets from this legacy survey, suggesting
a strong evolution in the number density of galaxies between ~z 8 and 9. Thanks to the use of the lensing cluster,
we study the evolution of the star formation rate density produced by galaxies with L>0.03 L , and conﬁrm the
strong decrease observed between ~z 8 and 9.
Key words: cosmology: observations – galaxies: clusters: individual (MACSJ0717.5+3745) – galaxies: high-
redshift – gravitational lensing: strong
1. INTRODUCTION
One of the most intriguing challenges of the coming decade is
undoubtedly the search for the ﬁrst stars and galaxies that appeared
a few hundreds million years after the Big Bang. During the last
ten years, major advances have been made in the quest of the ﬁrst
galaxies in our universe, thanks to the commissioning of new
facilities such as the WFC3/Hubble Space Telescope (HST)
(Windhorst et al. 2011), WIRCam/CFHT (Puget et al. 2004),
MOSFIRE/Keck (McLean et al. 2012) or X-Shooter/VLT
(Vernet et al. 2011), and the arrival of extremely deep surveys,
e.g., the Hubble Ultra Deep Field (Beckwith et al. 2006), the
Cluster Lensing And Supernova survey with Hubble (CLASH—
Postman et al. 2012), or the Brightest of Reionizing Galaxies
Survey (BoRG—Trenti et al. 2011). Among all the results
achieved, one can mention the great leap forward in the number of
z 6.5 sources known that count in several hundreds at ~z 7
(Bouwens et al. 2010; Oesch et al. 2010c; Schenker et al. 2013),
hundreds at ~z 8 (Bradley et al. 2012; Yan et al. 2012; Labbé
et al. 2013) and dozens at z 8.5 (McLure et al. 2013; Oesch
et al. 2014), with the most distant spectroscopically conﬁrmed
galaxy at z= 8.68 (Zitrin et al. 2015b) and the highest
photometrically selected galaxy at ~z 11 (Coe et al. 2013).
The main interest of studying the ﬁrst galaxies is to constrain
the role they played during the reionization of the universe.
This period corresponds to the reionization of neutral hydrogen
in the early universe by UV photons (e.g., Zaroubi 2013). The
end of this phenomenon is relatively well-deﬁned by observa-
tions of quasars at  z5.9 6.4 (Schroeder et al. 2013;
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McGreer et al. 2015). The most likely sources of reionization
are primeval galaxies; however, the contribution from galaxies
detected in current surveys is not sufﬁcient to match the
ionizing background required to reionize the universe at ~z 6
(Madau et al. 1999; Duncan & Conselice 2015). Recent studies
have demonstrated that abundant fainter galaxies below the
detection limits of current instruments may have played a
crucial role in this process (Bouwens et al. 2015a). One way to
start studying these fainter objects before the arrival of
extremely large telescopes is to harness gravitational lensing
which ampliﬁes their light (Kneib & Natarajan 2011). Several
studies have already demonstrated the interest of using galaxy
clusters to detect the faintest objects during the ﬁrst billion
years of the universe (Maizy et al. 2010; Zheng et al. 2012;
Zitrin et al. 2015a), but the number of faint sources is not
sufﬁcient to give robust constraints on their properties during
the epoch of reionization.
The number of relatively bright objects, however, starts to be
sufﬁcient to at least study the bright end of the UV luminosity
function (LF) and its evolution over the ﬁrst billion years of the
universe. The study of the luminosity distribution of galaxies at
lower redshift conﬁrms that the UV LF is well-ﬁtted by a
Schechter (1976) function (Cucciati et al. 2012). However, the
analysis of several deep blank ﬁelds suggests that the bright
part of the UV LF at >z 6 deviates from the standard shape
(Bowler et al. 2014; Finkelstein et al. 2015) with an over-
density of bright objects. This could be explained by a decrease
of the active galactic nucleus (AGN) feedback that usually
suppresses star formation in these galaxies, limiting their
growth and thus the number of very massive (and bright)
galaxies. If this over-density of bright objects in the early
universe is conﬁrmed, it could demonstrate that the role of
AGN at such epochs is likely to be less important than at low-
redshift (Ilbert et al. 2013) and could be a crucial key to
improving our understanding of the reionization process. But
other deep blank ﬁelds are needed to validate this conclusion.
In 2013 September, the new ﬂagship program of the Hubble
Space Telescope, namely the Frontier Fields (FFs), began
observations (Lotz et al. 2014). Thanks to the HST design, two
ﬁelds for each of the six clusters planned for this program are
observed simultaneously: one centered on a gravitationally
lensed cluster and the second, a “parallel ﬁeld” located a few
arcmins from the main ﬁeld. The combination of these two
types of ﬁelds allow us to study the most distant star-forming
objects in the early universe over a large range of luminosities.
To date, four clusters have been completed (namely Abell
2744, MACSJ0416.1–2403, MACSJ0717.5+3745, and
MACS1149.5+2223) and the analysis of the ﬁrst two data
sets has already proved the great potential of this project. For
example, one of the most distant objects currently known,
( ~z 10), was selected from the FF images and showed
multiple images that strongly conﬁrm its photometric redshift
(Zitrin et al. 2014). Dozens of objects have already been
studied and have led to an improvement of the constraints on
the faint end slope of the UV LF (Atek et al. 2014, 2015b;
Laporte et al. 2014, 2015; McLeod et al. 2015; Oesch et al.
2015a; Zheng et al. 2014; Ishigaki et al. 2015; Kawamata
et al. 2015). More recently, Infante et al. (2015) published the
discovery of a strongly ampliﬁed ~z 10 candidate (m ~ 20)
probing, for the ﬁrst time, the extreme faint end of the UV LF
at ~z 10.
In this paper, we present samples selected in MACSJ0717.5
+3745 cluster and parallel ﬁelds and combine them with
similar studies made in Abell 2744 (Zheng et al. 2014;
Kawamata et al. 2015) and MACS0416 (Infante et al. 2015) to
obtain a uniform sample and to add robust constraints on the
UV LF over the redshift range covered by this legacy program.
The organization is as follows. in Section 2 we describe the
data set; in Section 4 we discuss the criteria used to select the
candidates that are described in Section 5; in Section 6 we
estimate the contamination rate of our samples (Section 6.2),
computed in the shape of UV LF and the evolution of the SFRd
as seen from half of the FF observations (Section 6.4).
Throughout this paper, we use a concordance cosmology
(W = 0.3M , W =L 0.7 and = - -H 70 km s Mpc0 1 1) and all
magnitudes are quoted in the AB system (Oke & Gunn 1983).
2. DATA PROPERTIES
The FF project is carried out using HST Director’s
Discretionary Time and will use 840 orbits during Cycles 21,
22, and 23 with six strong-lensing galaxy clusters as the main
targets. For each cluster, the ﬁnal data set is composed of three
images from ACS/HST (F435W, F606W, and F814W) and
four images from WFC3/HST (F105W, F125W, F140W, and
F160W) reaching depths of ∼29 mag at 5σ in a 0 4 diameter
aperture. In this study, we used the ﬁnal data release on
MACSJ0717.5+3745 (z= 0.551, Ebeling et al. 2004; Mede-
zinski et al. 2013) made public on 2015 April 1. This third
cluster in the FF list has been observed by HST through several
observing programs, mainly those related to CLASH (ID:
12103, PI: M. Postman) and the FFs (ID: 13498, PI: J. Lotz).
We measured the depth of each image using non-overlapping
empty 0 2 radius apertures distributed over the ﬁeld.
We matched the HST data with deep Spitzer/IRAC images
obtained from observations (ID: 90259) carried out from 2013
August to 2015 January combined with archival data from 2007
November to 2013 June. We merged all the raw ﬁles using
MOPEX tasks and obtained a ﬁnal image of 449 ks in each band
reaching a 5σmag of AB∼25.6. Table 1 displays exposure
time, depth, and ﬁlter properties of the data set we used.
3. SOURCE EXTRACTION
We used SExtractor (version 2.19.5, Bertin & Arnouts 1996)
to extract sources from our images with extraction parameters
deﬁned in Laporte et al. (2015). WFC3 catalogs were built on
double image mode using a sum of NIR data as the detection
image and then matched to single image mode ACS catalogs
with TOPCAT (Taylor 2005) to avoid any false detections at
optical wavelengths. Non-detections were measured on the
original images whereas colors were measured on psf-matched
data using Tiny Tim models (Krist et al. 2011). We measured
colors in SExtractor MAG_AUTO apertures deﬁned with
Kron_fact = 1.2 and min_radius = 1.7 and applied aperture
corrections using SExractor MAG_AUTO with default para-
meters (Kron_fact = 2.5 and min_radius = 3.5) in the F160W
band as reference. Error bars were estimated from the noise
measured in several empty 0 4 diameter apertures distributed
around each candidate.
Because we are using extraction parameters deﬁned to select
small and faint objects, our catalogs contain several false
detections such as pixels in the halos of bright galaxies, pixels
in high background level regions, etc. Thus, visual inspection is
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needed to remove all these non-real sources. We also conﬁrmed
the non-detection of all our candidates on optical stacked images.
4. SELECTION OF HIGH-z CANDIDATES
One of the most popular methods used to select objects at
very high-z in photometric data is the Lyman break technique
(Steidel et al. 1999), combining non-detection in images
bluewards of the Lyman break and color selection in ﬁlters
redwards of the break. The selection window was computed
using color evolution of standard templates (Coleman
et al. 1980; Kinney et al. 1996; Bruzual & Charlot 2003;
Polletta et al. 2007) and deﬁned criteria for several redshift
intervals: z 6 and z 8 (Figure 1). To select z 6 objects,
the color criteria we used are
F814W–F105W > 0.8
F814W–F105W > 0.8+2.0×(F125W–F140W)
F105W–F125W < 0.6.
The z 8 selection criteria are deﬁned as below:
F105W–F140W > 0.8
F140W–F160W < 0.2
F105W–F140W > 0.8+3×(F140W–F160W)
We used the selection criteria deﬁned by Infante et al. (2015)
to select z 10 candidates:
F125W–F160W > 0.8.
For each redshift interval explored, non-detection criteria are
required in all the bands bluewards of the Lyman break, such as
s>m mF435W, F606W, F814W 2( ) ( ) to select z 8 objects.
Moreover, to limit spurious selection, we imposed a detection
in at least two consecutive bands at more than s5 such as
s<m mF125W, F140W 5( ) ( ) for z 8 objects, leading to a
break of at least ∼2 mag that should help to remove extreme
mid-z interlopers (Hayes et al. 2012). The reason for such care
is that the veriﬁcation of these techniques holds to ~z 5.5, but
has yet to be strongly proved at >z 6–6.5, and thus the
selection of faint candidates without such breaks may be
dangerous and lead to an overestimation of the number of
objects. We prefer to build a robust sample.
4.1. Conﬁrming Optical Non-detection: copt2
The visual inspection of our candidates could still allow
objects that are extremely faint in optical bands into our
samples and that could not be at such high redshift (see
Section 6.2). In order to limit or remove this kind of interloper,
we applied the optical c2 method deﬁned in Bouwens et al.
(2011b) by
⎛
⎝⎜
⎞
⎠⎟åc s= = f
f
SGN 1
i
n
i
i
i
opt
2
1
2
( ) ( )
Table 1
Properties of the HST and Spitzer Data
Filter lcentral lD Instrument tCexp mC(5σ) t Pexp mP(5σ)
(μm) (nm) (ks) (AB) (ks) (AB)
F435W 0.431 72.9 ACS 54.5 29.1 45.7 29.3
F606W 0.589 156.5 ACS 33.5 29.3 25.0 29.4
F814W 0.811 165.7 ACS 129.9 29.2 105.5 29.5
F105W 1.050 300.0 WFC3 67.3 28.4 79.9 28.8
F125W 1.250 300.0 WFC3 33.1 28.4 34.2 28.4
F140W 1.400 400.0 WFC3 27.6 28.4 34.2 28.6
F160W 1.545 290.0 WFC3 66.1 28.4 79.9 29.0
3.6 3.550 750.0 IRAC 449 25.6 L L
4.5 4.493 1015.0 IRAC 449 25.6 L L
Note. Columns: (1) ﬁlter ID, (2) ﬁlter central wavelength, (3) ﬁlter FWHM, (4) Instrument, (5, 6) exposure time and 5σ depth in a 0 2 radius aperture for HST data
and 1 4 radius aperture for IRAC images for the cluster-centered ﬁeld, (7, 8) same as columns 5 and 6, but for the parallel ﬁeld. P stands for parallel ﬁeld and C stands
for cluster ﬁeld.
Figure 1. Color criteria we deﬁned to select sources at z 6 from the evolution of standard templates (see references in text). Gray dots show the expected colors of
objects as a function of redshift starting from z=6 on the left panel and z=8 on the right panel with a step of dz = 0.2. The gray dots show the expected colors of L,
M, and T dwarfs from 225 spectra (see references in the text). Our color criteria are shown by the region limited by the black lines.
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where fi is the ﬂux measured in band i, si is the uncertainty on fi
and =fSGN 1i( ) if >f 0i or = -fSGN 1i( ) if <f 0i .
To estimate the copt2 limit above which a candidate should be
considered as detected in the optical bands, we measured the
optical ﬂux in 1000 empty 0 4 diameter apertures distributed
over the selection area and computed for each aperture the copt2 .
We then added with the IRAF mkobjects routine sources that
are detected at ∼2σ in the optical bands and computed for each
source its copt2 . We compared the copt2 distribution for each
sample (empty apertures and faint objects) and deduced the
Figure 2. Thumbnail images of ~z 7 candidates selected behind the cluster ﬁeld. Each stamp is 5″×5″ and the position of each candidate is displayed as a white
0 6 radius circle.
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Table 2
 z6 8 Objects Selected on the Cluster Field
ID R.A. Decl. F814W F105W F125W F140W F160W 3.6 μm 4.5 μm copt2
(J2000) (J2000) (AB) (AB) (AB) (AB) (AB) (AB) (AB)
2927 109.3892755 37.7248568 29.19 26.87 26.71 26.73 26.74 25.49 25.43 −0.38
±0.21 ±0.05 ±0.04 ±0.05 ±0.05 ±0.14 ±0.10
9313 109.381054 37.7316083 28.83 26.91 26.87 27.04 27.16 blended blended −0.62
±0.15 ±0.05 ±0.05 ±0.06 ±0.07 L L
12325 109.4136628 37.7346385 29.61 26.72 26.68 26.81 26.96 >26.60 >26.60 0.03
±0.31 ±0.05 ±0.04 ±0.05 ±0.06 L L
13963 109.3770165 37.7364332 29.29 26.77 26.64 26.86 26.80 >26.60 >26.60 0.13
±0.23 ±0.05 ±0.04 ±0.05 ±0.05 L L
25550 109.4159 37.7467276 >30.2 27.73 27.56 27.83 27.77 >26.60 >26.60 0.08
L ±0.11 ±0.10 ±0.13 ±0.13 L L
29413 109.3814076 37.7503301 29.09 26.67 26.84 26.64 26.56 blended blended 0.09
±0.19 ±0.04 ±0.05 ±0.04 ±0.04 L L
30458 109.3862351 37.7519202 28.98 26.45 26.30 26.39 26.44 blended blended 0.00
±0.18 ±0.04 ±0.03 ±0.04 ±0.04 L L
33447 109.4090663 37.7546801 28.39 26.21 26.27 26.29 26.41 25.21 25.61 −0.14
±0.10 ±0.03 ±0.03 ±0.03 ±0.04 ±0.14 ±0.13
46206 109.3990963 37.7649606 29.16 25.98 25.79 25.92 25.89 blended blended −0.87
±0.21 ±0.02 ±0.02 ±0.02 ±0.02 L L
3119 109.3854632 37.7251234 29.91 27.87 28.28 27.98 27.69 >26.60 >26.60 −1.41
±0.41 ±0.13 ±0.19 ±0.15 ±0.12 L L
25990 109.3694898 37.7470086 30.43 27.83 28.08 28.03 28.00 >26.60 >26.60 0.17
±0.67 ±0.13 ±0.16 ±0.16 ±0.16 L L
15440 109.39233 37.738083 27.22 26.51 26.60 26.67 26.90 blended blended 0.19
±0.02 ±0.01 ±0.01 ±0.01 ±0.01 L L
21962 109.40773 37.742736 27.99 26.69 26.74 26.77 26.90 blended blended 0.20
±0.04 ±0.01 ±0.01 ±0.01 ±0.01 L L
46005 109.3988091 37.7650708 29.22 26.86 26.94 27.05 27.08 >26.60 >26.60 0.13
±0.22 ±0.05 ±0.06 ±0.07 ±0.07 L L
802 109.3864548 37.7346659 >30.2 27.09 27.14 26.69 26.73 >26.60 >26.60 0.26
L ±0.06 ±0.07 ±0.05 ±0.05 L L
16621 109.4186495 37.7387916 29.74 27.86 28.05 27.86 28.24 >26.60 >26.60 0.24
±0.35 ±0.13 ±0.15 ±0.14 ±0.19 L L
47376 109.4008562 37.7662314 29.57 27.95 27.86 27.46 27.81 >26.60 >26.60 0.21
±0.30 ±0.14 ±0.13 ±0.10 ±0.13 L L
15756 109.3790232 37.7383872 30.09 28.07 28.00 28.32 28.20 >26.60 >26.60 0.84
±0.49 ±0.16 ±0.15 ±0.21 ±0.19 L L
17265 109.3912133 37.7391643 29.63 26.90 26.74 26.70 26.73 blended blended 1.46
±0.32 ±0.05 ±0.05 ±0.05 ±0.05 L L
20756 109.3776056 37.7417947 28.73 26.61 26.68 26.37 26.46 >26.60 >26.60 0.66
±0.14 ±0.04 ±0.04 ±0.04 ±0.04 L L
28748 109.3854382 37.7499249 29.16 27.40 27.44 27.23 27.23 >26.60 >26.60 0.88
±0.21 ±0.08 ±0.09 ±0.08 ±0.08 L L
45614 109.3950838 37.7644073 30.20 27.53 27.90 27.32 27.46 >26.60 >26.60 0.96
±0.54 ±0.10 ±0.13 ±0.08 ±0.09 L L
12402 109.4128542 37.7338042 29.70 26.51 26.46 26.65 26.65 25.78 25.59 0.62
±0.34 ±0.04 ±0.04 ±0.05 ±0.04 ±0.42 ±0.35
13806 109.3803311 37.7366722 29.80 28.19 28.37 28.78 28.41 >26.60 >26.60 0.73
±0.37 ±0.17 ±0.21 ±0.32 ±0.23 L L
14977 109.4132994 37.7374793 30.44 28.07 28.14 28.03 28.29 >26.60 >26.60 1.45
±0.68 ±0.16 ±0.17 ±0.16 ±0.20 L L
26338 109.3657244 37.7474107 >30.2 27.95 27.87 28.14 27.89 >26.60 >26.60 4.56
L ±0.14 ±0.13 ±0.18 ±0.14 L L
28488 109.3698122 37.7486357 30.16 27.69 27.33 27.75 27.06 >26.60 >26.60 1.21
±0.52 ±0.11 ±0.08 ±0.12 ±0.07 L L
45217 109.3968464 37.7630624 28.40 27.26 27.37 27.07 27.04 >26.60 >26.60 0.33
±0.10 ±0.07 ±0.08 ±0.07 ±0.06 L L
Note. All error bars are computed from noise measured in 0 4 diameter apertures distributed over each object. The last column displays the copt2 ; all objects above the
solid line have a copt2 consistent with a non-detection in optical.
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copt2 limit from the value where the probability of getting an
object with a faint detection in the optical is higher than the
probability of getting a non-detected source. We estimated this
limit to be 0.2, therefore all sources with c > 0.2opt2 will be
considered as most likely contaminants. However, because of
the intracluster light (DeMaio et al. 2015), we used a clim2 that
was a function of the position over the region covered by HST
in the cluster ﬁeld.
Among the 28 z 6 objects that fulﬁll the selection criteria
in the cluster ﬁeld, 14 satisﬁed also the copt2 criteria and are
considered to be good candidates in the following. For the
parallel ﬁeld sample, only 25 sources over the 42 selected have
a copt2 consistent with a real non-detection. All of these objects,
including those considered as detected at optical wavelengths,
are presented on Tables 2–4. Thumbnail images of our
candidates are shown in Figures 2 and 3.
4.2. Longer Wavelength Constraints
We used the deep 3.5 and 4.5μm/IRAC images described in
Section 2 to add SED constraints at longer wavelengths. We
performed aperture photometry within a circle of 2″4 radius and
considered all objects for which more than two were inside this
aperture as “blended.” For the remaining objects we followed the
method described in Zheng et al. (2014) using GALFIT (Peng
et al. 2010). We then used the aperture correction factors deﬁned
in Hora et al. (2008) to obtain the total photometry.
In this way, we can add SED constraints at longer wavelengths
for ≈72% of our sample. For the remaining objects, we estimated
their physical properties using HST information only (see below).
5. PROPERTIES OF OUR SAMPLES
To improve the size of our high-z sample, we combined
candidates described in the previous selection with objects
selected following the same methods as in the two ﬁrst FF data
sets of Abell 2744 (Zheng et al. 2014; Kawamata et al. 2015)
and MACS0416 (Infante et al. 2015). In the following, we
estimate the physical properties of all these objects (redshift,
SFR, stellar mass, reddening, and size) using the same methods
to get homogeneous results).
5.1. Photometric Redshift and Emission Lines
The SEDs of our candidates are constrained by at least seven
measurements (from F435W to F160W) including robust non-
detection at short wavelengths. For more than 70% of our
sample, we added constraints on the SEDs within the IRAC
wavelength range, making the estimation of their properties
more robust. These properties have been deduced by SED-
ﬁtting and using two different approaches: c2 minimization
with Hyperz (Bolzonella et al. 2000)21 and Bayesian
probability with BPZ (Benítez 2000). We run Hyperz with a
standard library template, including nebular emission lines
(Coleman et al. 1980; Kinney et al. 1996; Fioc & Rocca-
Volmerange 1997; Silva et al. 1998; Bruzual & Charlot 2003;
Polletta et al. 2007) and allowing as parameter space
Îz 0.0:12.0[ ], ÎA 0.0:3.0v [ ]mag, following the reddening
law deﬁned in Calzetti et al. (2000). Uncertainties on
photometric redshift are deduced from the 1σ conﬁdence
interval (Table 5). BPZ was run spanning a redshift range of
Îz 0.0001, 12.0[ ] with a resolution ofDz = 0.01, applying no
priors to the likelihood functions and using an interpolation
factor of 9 among contiguous templates. We used the new
library of galaxy models in BPZ2.0 (described in Molino
et al. 2014 ) composed by six templates for elliptical galaxies:
two for spiral galaxies and four for starburst galaxies along
with emission lines and dust extinction. Opacity of the
intergalactic medium is applied as described in Madau (1995)
for both Hyperz and BPZ.
For most of our sample, photometric redshifts computed
from the c2 minimization method are consistent with those
computed using the Bayesian approach, especially for all
objects selected in the cluster ﬁeld. About ≈30% of our
candidates have 1σ error bars that disagree, but only four
objects (≈10% of our sample) disagree on the nature of the
Table 3
z 8 Objects Selected in the Parallel Field
ID R.A. Decl. F105W F125W F140W F160W 3.6 μm 4.5 μm copt2
(J2000) (J2000) (AB) (AB) (AB) (AB) (AB) (AB)
44317 109.3234246 37.8278453 29.14 28.59 28.07 28.85 >26.60 >26.60 −2.53
±0.12 ±0.10 ±0.05 ±0.18 L L
30169 109.3245233 37.8237391 28.67 27.51 27.67 27.70 >26.60 >26.60 −0.21
±0.08 ±0.04 ±0.04 ±0.06 L L
39832 109.3397497 37.8269393 29.75 28.86 28.66 29.25 >26.60 >26.60 −0.11
±0.21 ±0.13 ±0.09 ±0.27 L L
30759 109.3320764 37.8234454 28.09 27.32 27.27 27.37 >26.60 >26.60 5.36
±0.05 ±0.03 ±0.02 ±0.05 L L
87051 109.3312151 37.8458071 27.76 27.25 26.99 27.28 >26.60 >26.60 0.48
±0.03 ±0.03 ±0.02 ±0.04 L L
7588 109.3288254 37.8149487 28.37 27.47 27.64 27.92 >26.60 >26.60 1.96
±0.06 ±0.04 ±0.03 ±0.08 L L
49505 109.3437961 37.829237 29.45 27.83 27.66 27.92 >26.60 >26.60 0.96
±0.16 ±0.05 ±0.04 ±0.08 L L
81697 109.32343 37.8432187 28.30 27.78 27.66 27.57 >26.60 >26.60 1.27
±0.06 ±0.05 ±0.04 ±0.06 L L
Note. All error bars are computed from noise measured in 0 4 diameter apertures distributed over each object. The last column displays the copt2 ; all objects above the
solid line have a copt2 consistent with a non-detection in optical.
21 v12.3 is available at http://userpages.irap.omp.eu/~rpello/newhyperz
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Table 4
 z6 8 Objects Selected in the Parallel Field
ID R.A. Decl. F814W F105W F125W F140W F160W 3.6 μm 4.5 μm copt2
(J2000) (J2000) (AB) (AB) (AB) (AB) (AB) (AB) (AB)
2035 109.3133037 37.8101138 >30.5 27.33 27.07 27.15 27.27 >26.60 >26.60 −0.09
L ±0.02 ±0.03 ±0.02 ±0.04 L L
6576 109.3167913 37.8144653 >30.5 28.36 28.03 27.92 27.80 >26.60 >26.60 −0.51
L ±0.06 ±0.06 ±0.04 ±0.07 L L
10738 109.3218622 37.8167184 29.51 27.78 27.92 28.19 27.89 >26.60 >26.60 0.05
±0.21 ±0.03 ±0.06 ±0.06 ±0.08 L L
24830 109.3045523 37.8218034 >30.5 27.36 27.31 27.34 27.20 >26.60 >26.60 −0.16
L ±0.02 ±0.03 ±0.03 ±0.04 L L
26762 109.3026294 37.8226524 >30.5 27.44 27.71 27.52 27.49 >26.60 >26.60 −0.15
L ±0.03 ±0.05 ±0.03 ±0.05 L L
32445 109.3265426 37.8243045 29.17 26.95 27.02 27.12 27.09 >26.60 >26.60 −0.43
±0.16 ±0.02 ±0.02 ±0.02 ±0.04 L L
33421 109.3168345 37.8243211 >30.5 27.28 27.09 27.23 27.33 >26.60 >26.60 −0.07
L ±0.02 ±0.03 ±0.02 ±0.05 L L
37890 109.3431884 37.8259591 29.58 27.87 27.94 28.11 28.03 >26.60 >26.60 −0.39
±0.23 ±0.04 ±0.06 ±0.05 ±0.09 L L
39809 109.348495 37.8265778 >30.5 27.55 27.01 27.07 27.11 >26.60 >26.60 −0.06
L ±0.03 ±0.02 ±0.02 ±0.04 L L
42718 109.3511417 37.827195 >30.5 26.93 26.86 27.03 27.11 25.86 27.23 −0.07
L ±0.02 ±0.02 ±0.02 ±0.04 0.15 0.74
43555 109.3323968 37.8275686 >30.5 27.27 27.18 26.98 26.98 blended blended −0.11
L ±0.02 ±0.03 ±0.02 ±0.03 L L
46175 109.3288319 37.828303 >30.5 27.74 27.30 27.99 27.66 >26.60 >26.60 −0.06
L ±0.03 ±0.03 ±0.05 ±0.06 L L
46719 109.3072346 37.8284 >30.5 27.65 27.84 28.09 28.05 >26.60 >26.60 0.02
L ±0.03 ±0.05 ±0.05 ±0.09 L L
50815 109.3202576 37.8295874 29.27 28.31 28.26 27.84 27.87 >26.60 >26.60 −0.27
±0.17 ±0.06 ±0.08 ±0.04 ±0.07 L L
58730 109.3475986 37.8316658 29.78 26.24 25.99 26.06 26.03 blended blended −1.30
±0.27 ±0.01 ±0.01 ±0.01 ±0.01 L L
66722 109.3337826 37.836336 29.76 28.47 28.66 28.97 28.83 >26.60 >26.60 −1.01
±0.27 ±0.06 ±0.11 ±0.12 ±0.18 L L
91692 109.3254561 37.848214 >30.5 28.49 28.12 28.26 28.12 >26.60 >26.60 0.08
L ±0.07 ±0.07 ±0.06 ±0.09 L L
7406 109.3273542 37.8146525 28.84 26.30 26.42 26.24 26.20 blended blended −0.06
±0.12 ±0.01 ±0.01 ±0.01 ±0.02 L L
17548 109.3241209 37.8190172 28.59 27.04 27.10 27.16 27.02 blended blended −0.07
±0.09 ±0.02 ±0.03 ±0.02 ±0.03 L L
28313 109.3082952 37.8231455 29.18 27.35 27.24 27.51 27.45 >26.60 >26.60 −0.11
±0.16 ±0.02 ±0.03 ±0.03 ±0.05 L L
49274 109.3115613 37.8291645 >30.5 28.15 27.92 28.20 28.27 >26.60 >26.60 −0.29
L ±0.05 ±0.06 ±0.06 ±0.11 L L
70084 109.3288391 37.8376963 >30.5 27.88 27.22 27.32 26.78 blended blended −0.40
L ±0.04 ±0.03 ±0.03 ±0.03 L L
3014 109.3241258 37.8114557 29.66 27.85 27.61 27.63 27.31 >26.60 >26.60 0.65
±0.25 ±0.04 ±0.04 ±0.03 ±0.04 L L
58664 109.3438555 37.8320906 29.64 26.97 26.99 27.00 27.16 >26.60 >26.60 0.44
±0.24 ±0.02 ±0.02 ±0.02 ±0.04 L L
51380 109.3420084 37.8295913 29.52 27.37 27.34 27.19 27.07 >26.60 >26.60 0.39
±0.21 ±0.02 ±0.03 ±0.02 ±0.04 L L
32892 109.3267033 37.8244667 29.42 27.44 27.37 27.32 27.34 >26.60 >26.60 0.53
±0.20 ±0.03 ±0.03 ±0.03 ±0.05 L L
32407 109.3210662 37.8240635 29.63 26.75 26.35 26.32 26.47 25.55 25.85 3.42
±0.24 ±0.01 ±0.01 ±0.01 ±0.02 ±0.16 ±0.21
47840 109.3335154 37.8282783 29.97 28.59 28.83 29.14 28.66 >26.60 >26.60 1.28
±0.33 ±0.07 ±0.13 ±0.14 ±0.15 L L
56519 109.3428398 37.8316497 29.36 28.08 27.93 28.14 28.28 >26.60 >26.60 22.04
±0.19 ±0.04 ±0.06 ±0.05 ±0.11 L L
61782 109.3227636 37.8336724 >30.5 29.26 28.92 29.52 29.16 >26.60 >26.60 1.45
L ±0.13 ±0.14 ±0.20 ±0.24 L L
75653 109.3184585 37.8402601 28.69 27.38 27.08 27.21 26.99 >26.60 >26.60 1.50
±0.10 ±0.02 ±0.03 ±0.02 ±0.03 L L
83324 109.30879 37.8438485 >30.5 27.16 26.81 26.64 26.55 26.30 26.84 2.07
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candidates (from high-z to low-z, #44317, #50815, #58730,
and #70084). We consider these four objects as high-z
candidates since they satisﬁed the color–color selection and
they fulﬁlled the optical c2 criteria. For the remaining objects,
ﬁtted with both approaches as high-z, the difference between
the 1σ conﬁdence interval is not surprising regarding the
redshift range of our objects
By adopting templates that include nebular emission lines,
we can estimate the equivalent width of the [O III] and Hβ lines
and compare these values to what has been previously found at
such high-redshifts to check the quality of our SED-ﬁtting
results. Figure 4 shows the distribution of the ~z 7 FF
candidates compared with the distribution of the 20 ~z 7
Lyman break galaxies discussed in Smit et al. (2015). The
equivalent widths of the [O III] and Hβ lines measured in FF
candidates are in excellent agreement with what has been
estimated in Smit et al. (2015), Roberts-Borsani et al. (2015)
and Labbé et al. (2013)
5.2. Magniﬁcation
Within the framework of the FF project, several groups have
provided ampliﬁcation maps that were built using different
assumptions on mass models (Merten et al. 2011; Johnson
et al. 2014; Richard et al. 2014; Grillo et al. 2015; Zitrin et al.
2015a).
We estimated the ampliﬁcation of our candidates by
averaging all of these models and uncertainties from the
standard deviation. All of the objects selected in the cluster
ﬁeld have magniﬁcation ranging from 1.8 to 7.0 (Table 5). The
parallel ﬁeld cannot be considered a real blank ﬁeld since the
cluster mass still plays a role on the light ampliﬁcation at such
distances from the cluster core. Among all of the models, only
one covers the parallel ﬁeld (Merten et al. 2011), but with a low
resolution. According to this model, we ﬁxed the ampliﬁcation
of the candidates selected in the parallel ﬁeld to μ= 1.1.
We computed the effective surface covered by the three ﬁrst
FF clusters using the ampliﬁcation map released by the CATS
team matched to our detection images. We then masked all the
bright objects in the ﬁeld and computed for each ampliﬁcation
range the area effectively covered by the data. We estimated an
effective surface covered by the 3 ﬁrst FF data set of »16
arcmin2.
We also used LENSTOOL (Kneib et al. 1996; Jullo
et al. 2007; Jullo & Kneib 2009) to search for multiple images
of our candidates using the CATS models (Richard et al. 2014).
According to this model, 10 objects among our samples could
Table 4
(Continued)
ID R.A. Decl. F814W F105W F125W F140W F160W 3.6 μm 4.5 μm copt2
(J2000) (J2000) (AB) (AB) (AB) (AB) (AB) (AB) (AB)
L ±0.02 ±0.02 ±0.01 ±0.02 ±0.22 ±0.61
53875 109.3309648 37.8302942 29.49 27.47 27.32 27.15 27.17 >26.60 >26.60 5.64
±0.21 ±0.03 ±0.03 ±0.02 ±0.04 L L
79925 109.3120545 37.8423928 >30.5 28.43 28.37 28.32 27.92 >26.60 >26.60 1.87
L ±0.06 ±0.08 ±0.07 ±0.08 L L
Note. All error bars are computed from noise measured in 0 4 diameter apertures distributed over each object. The last column displays the copt2 , all objects above the
solid line have a copt2 consistent with a non-detection in optical.
Table 5
Photometric Redshift Computed in two Ways:
c2 Minimization and Bayesian Approach
ID zHyperz 1σ zBPZ 1σ μ
2927 6.38 [5.88: 6.62] 6.40 [6.31: 6.45] 2.01±0.25
9313 6.31 [6.10: 6.57] 6.42 [6.34: 6.48] 2.22±0.60
12325 6.74 [6.50: 6.96] 6.69 [6.60: 6.74] 6.68±1.75
13963a 6.53 [6.32: 6.85] 6.65 [6.59: 6.73] 2.51±0.84
25550 6.95 [5.22: 7.47] 6.89 [6.77: 7.09] 5.17±1.28
29413 6.38 [6.14: 6.55] 6.44 [6.35: 6.53] 3.51±0.89
30458 6.53 [6.35: 6.77] 6.68 [6.59: 6.72] 3.22±1.00
33447b 6.44 [6.26: 6.57] 6.51 [6.45: 6.53] 6.97±2.16
46206 6.74 [6.59: 6.95] 6.80 [6.75: 6.87] 3.11±0.85
3119 6.26 [5.41: 6.77] 6.34 [6.03: 6.53] 1.85±0.28
25990 6.47 [5.57: 7.13] 6.47 [6.27: 6.71] 4.17±1.09
15440 5.69 [5.64: 5.75] 5.73 [5.67: 5.75] 18.7±7.5
21962b 5.98 [5.89: 6.07] 6.10 [6.07: 6.14] 27.9±8.8
46005 6.52 [6.24: 6.73] 6.53 [6.44: 6.59] 3.06±0.84
44317 2.11 [1.69: 2.27] 7.45 [7.10: 7.68] 1.1
30169 8.02 [7.82: 8.15] 7.94 [7.87: 8.00] 1.1
39832 8.09 [6.89: 8.47] 7.82 [7.38: 8.05] 1.1
2035 7.11 [6.84: 7.29] 7.25 [7.10: 7.33] 1.1
6576 6.88 [3.02: 7.46] 6.66 [6.53: 6.97] 1.1
10738 6.26 [6.00: 6.54] 7.05 [6.97: 7.09] 1.1
24830 6.48 [5.42: 7.00] 6.93 [6.78: 7.10] 1.1
26762 6.29 [6.00: 6.56] 6.28 [6.18: 6.38] 1.1
32445 6.41 [6.25: 6.61] 6.85 [6.76: 6.91] 1.1
33421 7.05 [6.75: 7.15] 6.70 [6.60: 6.77] 1.1
37890 6.21 [5.91: 6.59] 6.49 [6.43: 6.54] 1.1
39809 7.51 [7.24: 7.64] 6.89 [6.85: 6.97] 1.1
42718 6.67 [6.47: 6.93] 6.28 [6.18: 6.41] 1.1
43555 6.23 [5.74: 6.68] 7.43 [7.34: 7.48] 1.1
46175 7.09 [6.94: 7.23] 6.77 [6.75: 6.85] 1.1
46719 6.36 [5.53: 6.57] 6.84 [6.78: 6.94] 1.1
50815 0.89 [0.00: 1.79] 6.45 [6.39: 6.52] 1.1
58730 7.14 [6.86: 7.18] 0.79 [0.67: 0.93] 1.1
66722 6.04 [5.66: 6.49] 7.02 [6.80: 7.05] 1.1
91692 7.27 [4.15: 7.57] 6.03 [5.86: 6.24] 1.1
7406 6.35 [6.31: 6.43] 7.13 [6.70: 7.24] 1.1
17548 6.11 [5.95: 6.25] 6.52 [6.44: 6.56] 1.1
28313 6.22 [6.05: 6.57] 6.20 [6.13: 6.25] 1.1
49274 6.98 [6.47: 7.23] 6.45 [6.32: 6.54] 1.1
70084 4.67 [4.58: 4.72] 6.83 [6.69: 6.93] 1.1
Notes. Columns: (1) Object ID, (2, 3) photometric redshift from Hyperz with
the corresponding 1σ error, (4, 5) photometric redshift from BPZ with the
corresponding 1σ error, (6) ampliﬁcation (for objects selected in a parallel ﬁeld,
we set the ampliﬁcation at μ = 1.1).
a Object conﬁrmed by HST-spectroscopy at z = 6.51 in Schmidt et al. (2016).
bO bjects conﬁrmed by spectroscopy at z = 6.39 in Vanzella et al. (2014).
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be multiple imaged (#9313, #13963, #21962, #25550,
#25990. #29413, #30458, #33447, #46005, and #46206),
but none of these images are detected on FF data; most of them
are outside of the ﬁeld of view covered by HST and several are
located at the positions of bight objects on the region covered
by FF data. Moreover, we noticed that Vanzella et al. (2014)
found that #13963, #21962, and #33447 are multiple images
of the same source at z = 6.4.
5.3. Stellar Mass, Age, Reddening, UV Slope, and SFR
We used iSEDﬁt code (Moustakas et al. 2013) and followed
the method described in Infante et al. (2015) to generate
100,000 models including dust and nebular emission lines,
assuming an initial mass function from 0.1 to 100 M . Uniform
priors were adopted to estimate the following parameters: the
stellar metallicity, the galaxy age, the star formation timescale,
and the rest-frame V-band attenuation. We ﬁx the redshift to
the Bayesian value given by BPZ. The results are reported on
Tables 6 and 7 and example results from iSEDﬁt are shown in
Figure 5. Error bars on each physical parameter included the
uncertainties in magniﬁcation, which we estimated from all
models available for FF clusters (see Section 5.2).
We used the large sample of ~z 7 and eight candidates
identiﬁed on FF images to study the relationship between the
SFR and the galaxy mass that has been extensively investigated
at lower redshift (e.g., Davé 2008; Maraston et al. 2010; Curtis-
Table 6
Physical Properties of Candidates Selected on MACS0717 Data
Galaxy ID Redshift
*Mlog
log SFR AGE Av Cluster
M( ) -M yr 1( ) (Gyr)
2035 7.05 -+8.5 0.30.2 -+0.5 0.10.1 -+0.2 0.10.3 -+0.1 0.10.1 M0717
6576 6.93 -+8.8 0.30.3 -+0.6 0.20.2 -+0.4 0.30.3 -+0.6 0.30.5 M0717
10738 6.28 -+8.2 0.40.3 -+0.1 0.10.1 -+0.2 0.20.3 -+0.1 0.10.1 M0717
24830 6.85 -+8.6 0.10.1 -+1.1 0.30.3 -+0.1 0.10.2 -+1.2 0.40.4 M0717
26762 6.70 -+9.2 0.20.1 -+0.4 2.10.3 -+0.4 0.30.3 -+0.8 0.60.6 M0717
32445 6.49 -+8.4 0.30.3 -+0.5 0.10.1 -+0.2 0.10.3 -+0.1 0.10.1 M0717
33421 6.89 -+8.7 0.10.1 -+0.5 0.10.1 -+0.3 0.20.3 -+0.1 0.10.1 M0717
37890 6.28 -+8.3 0.40.3 -+0.2 0.10.2 -+0.3 0.20.3 -+0.1 0.10.2 M0717
39809 7.43 -+8.7 0.20.2 -+0.6 0.10.1 -+0.3 0.20.2 -+0.1 0.10.1 M0717
42718 6.77 -+9.2 0.10.1 −2.8-+2.91.4 -+0.1 0.10.1 -+0.2 0.10.3 M0717
43555 6.60 -+9.5 0.10.1 −1.7-+0.10.1 -+0.2 0.10.1 -+0.2 0.10.1 M0717
46175 6.84 -+8.6 0.10.2 -+0.4 0.20.4 -+0.3 0.20.3 -+0.2 0.11.0 M0717
46719 6.45 -+9.3 0.10.1 −1.9-+0.20.1 -+0.3 0.10.1 -+0.1 0.10.3 M0717
50815 7.79 -+8.3 0.50.4 -+0.5 0.10.4 -+0.1 0.10.3 -+0.2 0.10.2 M0717
58730 7.02 -+8.9 0.10.1 -+1.0 0.10.1 -+0.2 0.10.1 -+0.1 0.10.1 M0717
66722 6.03 -+8.1 0.40.3 −0.1-+0.10.2 -+0.4 0.30.3 -+0.2 0.10.3 M0717
91692 7.13 -+8.5 0.30.3 -+0.3 0.20.2 -+0.3 0.20.3 -+0.3 0.20.5 M0717
7406 6.52 -+8.4 0.20.4 -+1.1 0.20.3 -+0.1 0.10.2 -+0.2 0.10.1 M0717
17548 6.20 -+8.6 0.30.2 -+0.5 0.10.1 -+0.3 0.20.3 -+0.1 0.10.1 M0717
28313 6.45 -+8.4 0.40.2 -+0.4 0.10.1 -+0.2 0.20.3 -+0.1 0.10.1 M0717
49274 6.83 -+8.3 0.30.3 -+0.2 0.10.1 -+0.3 0.20.3 -+0.1 0.10.2 M0717
70084 7.41 -+9.0 0.40.3 -+1.2 0.20.3 -+0.2 0.10.3 -+0.7 0.20.3 M0717
44317 7.45 -+8.7 0.30.3 -+0.4 0.20.3 -+0.4 0.20.2 -+0.6 0.30.5 M0717
30169 7.94 -+8.6 0.30.2 -+0.5 0.10.2 -+0.3 0.20.2 -+0.2 0.10.4 M0717
39832 7.82 -+8.4 0.30.3 -+0.2 0.20.3 -+0.3 0.20.2 -+0.5 0.30.5 M0717
2927 6.40 -+8.8 0.10.1 -+0.5 0.10.1 -+0.3 0.20.3 -+0.4 0.20.3 M0717
9313 6.42 -+8.4 0.10.1 -+0.3 0.20.2 -+0.3 0.20.3 -+0.1 0.10.1 M0717
12325 6.69 -+7.9 0.40.5 −0.1-+0.70.7 -+0.2 0.20.3 -+0.1 0.10.1 M0717
13963 6.65 -+8.4 0.10.1 -+0.3 0.30.2 -+0.3 0.20.3 -+0.1 0.10.1 M0717
25550 6.89 -+8.0 0.30.4 −0.2-+0.50.4 -+0.3 0.20.3 -+0.3 0.20.5 M0717
29413 6.44 -+8.5 0.30.3 -+0.3 0.40.3 -+0.3 0.20.3 -+0.3 0.10.3 M0717
30458 6.68 -+8.4 0.20.3 -+0.4 0.40.4 -+0.2 0.20.3 -+0.1 0.10.1 M0717
33447 6.51 -+8.0 0.50.6 -+0.1 0.70.7 -+0.2 0.10.3 -+0.1 0.10.1 M0717
46206 6.80 -+8.3 0.30.3 -+0.6 0.40.4 -+0.1 0.10.1 -+0.1 0.10.1 M0717
3119 6.34 -+8.5 0.20.1 -+0.2 0.10.1 -+0.4 0.30.3 -+0.5 0.30.5 M0717
25990 6.47 -+8.1 0.20.3 −0.2-+0.40.3 -+0.4 0.20.3 -+0.4 0.30.5 M0717
15440 5.73 -+7.6 1.31.3 −1.7-+1.31.3 -+0.1 0.10.1 -+0.1 0.10.1 M0717
21962 6.10 -+7.0 1.31.2 −0.8-+1.41.4 -+0.1 0.10.1 -+0.1 0.10.1 M0717
46005 6.53 -+8.2 0.10.2 -+0.1 0.40.3 -+0.3 0.20.3 -+0.1 0.10.1 M0717
Note. The following quantities are reported: ID (1), photo-z (2), log( M ) (3), log(SFR) (4), age (5), Av (6), and FF (7).
All values are corrected by their magniﬁcation factor and errors are shown at the 1σconﬁdence level.
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Table 7
Physical Properties of all Candidates Selected in the First Three Frontier Fields
Galaxy ID Redshift
*Mlog
log SFR AGE Av Cluster References
M( ) -M yr 1( ) (Gyr)
YD1 8.64 -+8.8 0.20.3 -+0.7 0.10.2 -+0.3 0.20.2 -+0.6 0.30.5 A2744 Zheng et al. (2014)
YD2 8.26 -+8.6 0.20.2 -+0.4 0.10.1 -+0.3 0.20.2 -+0.5 0.30.5 A2744 Zheng et al. (2014)
YD3 8.56 -+8.3 0.10.1 -+0.1 0.20.1 -+0.3 0.20.2 -+0.6 0.30.5 A2744 Zheng et al. (2014)
YD4 8.51 -+9.4 0.20.1 -+1.2 0.10.1 -+0.3 0.20.2 -+0.6 0.30.4 A2744 Zheng et al. (2014)
YD5 8.45 -+8.4 0.10.1 -+0.3 0.20.1 -+0.3 0.20.2 -+0.6 0.30.5 A2744 Zheng et al. (2014)
YD6 8.25 -+9.5 0.20.2 -+1.2 0.20.3 -+0.4 0.20.2 -+0.9 0.40.5 A2744 Zheng et al. (2014)
YD7 8.24 -+9.1 0.10.1 -+1.1 0.10.1 -+0.2 0.20.2 -+0.3 0.10.2 A2744 Zheng et al. (2014)
YD8 8.15 -+8.8 0.10.1 -+0.8 0.10.1 -+0.2 0.20.2 -+0.3 0.10.3 A2744 Zheng et al. (2014)
YD9 8.26 -+8.4 0.20.2 -+0.3 0.10.1 -+0.3 0.20.2 -+0.5 0.30.5 A2744 Zheng et al. (2014)
YD10 8.25 -+8.7 0.20.2 -+0.6 0.10.1 -+0.3 0.20.2 -+0.5 0.30.5 A2744 Zheng et al. (2014)
YD11 8.27 -+8.0 0.20.2 −0.1-+0.30.2 -+0.3 0.20.2 -+0.7 0.30.5 A2744 Zheng et al. (2014)
ZD1 8.67 -+8.6 0.20.3 -+0.5 0.10.2 -+0.3 0.20.2 -+0.6 0.30.6 A2744 Zheng et al. (2014)
ZD2 7.85 -+9.4 0.20.1 -+1.4 0.10.1 -+0.2 0.10.2 -+0.4 0.10.2 A2744 Zheng et al. (2014)
ZD3 7.70 -+9.2 0.20.2 -+1.1 0.10.1 -+0.3 0.20.2 -+0.5 0.20.4 A2744 Zheng et al. (2014)
ZD4 7.83 -+8.7 0.30.3 -+0.5 0.10.2 -+0.3 0.20.2 -+0.6 0.30.5 A2744 Zheng et al. (2014)
ZD5 7.63 -+8.6 0.20.1 -+0.4 0.10.1 -+0.3 0.20.3 -+0.3 0.20.4 A2744 Zheng et al. (2014)
ZD6 7.48 -+9.3 0.30.2 -+1.2 0.10.2 -+0.3 0.20.3 -+0.7 0.20.4 A2744 Zheng et al. (2014)
ZD7 7.32 -+8.2 0.40.5 -+0.1 0.60.5 -+0.3 0.20.3 -+0.3 0.10.4 A2744 Zheng et al. (2014)
ZD8 7.52 -+7.5 0.80.8 −0.7-+0.90.8 -+0.3 0.20.2 -+0.5 0.30.5 A2744 Zheng et al. (2014)
ZD9 6.93 -+8.4 0.20.3 -+0.4 0.40.3 -+0.2 0.20.3 -+0.3 0.10.2 A2744 Zheng et al. (2014)
ZD10 6.86 -+7.5 0.60.6 −0.8-+0.70.7 -+0.4 0.30.3 -+0.5 0.30.5 A2744 Zheng et al. (2014)
ZD11 6.96 -+7.8 0.30.4 −0.2-+0.60.5 -+0.2 0.20.3 -+0.1 0.10.1 A2744 Zheng et al. (2014)
HFF1P-i1 7.29 -+8.8 0.30.3 -+0.8 0.10.1 -+0.2 0.20.3 -+0.1 0.10.1 A2744 Kawamata et al. (2015)
HFF1P-i2 6.36 -+8.6 0.40.3 -+0.5 0.10.1 -+0.2 0.20.3 -+0.1 0.10.1 A2744 Kawamata et al. (2015)
HFF1P-i3 6.16 -+9.0 0.30.2 -+0.8 0.20.2 -+0.4 0.20.3 -+0.5 0.20.4 A2744 Kawamata et al. (2015)
HFF1P-i4 7.10 -+8.9 0.30.3 -+0.7 0.20.2 -+0.3 0.20.3 -+0.3 0.20.4 A2744 Kawamata et al. (2015)
HFF1P- i5 7.85 -+8.3 0.30.5 -+0.9 0.20.5 -+0.1 0.10.2 -+0.1 0.10.1 A2744 Kawamata et al. (2015)
HFF1P-i6 6.70 -+8.7 0.40.3 -+0.5 0.10.2 -+0.3 0.20.3 -+0.1 0.10.2 A2744 Kawamata et al. (2015)
HFF1P-i7 6.83 -+8.7 0.40.3 -+0.5 0.10.2 -+0.3 0.20.3 -+0.2 0.10.3 A2744 Kawamata et al. (2015)
HFF1P-i8 6.06 -+8.6 0.40.3 -+0.4 0.10.1 -+0.3 0.20.4 -+0.1 0.10.2 A2744 Kawamata et al. (2015)
HFF1P-i9 6.62 -+8.6 0.40.3 -+0.5 0.10.2 -+0.3 0.20.3 -+0.2 0.10.2 A2744 Kawamata et al. (2015)
HFF1P-i10 5.98 -+8.8 0.40.3 -+0.5 0.20.2 -+0.4 0.30.3 -+0.3 0.20.4 A2744 Kawamata et al. (2015)
HFF1P-i11 5.86 -+8.7 0.40.3 -+0.4 0.20.2 -+0.4 0.30.3 -+0.4 0.20.5 A2744 Kawamata et al. (2015)
HFF1P-i12 7.81 -+8.8 0.50.3 -+0.8 0.20.3 -+0.2 0.20.3 -+0.3 0.20.4 A2744 Kawamata et al. (2015)
HFF1P-i13 6.45 -+8.8 0.40.3 -+0.5 0.20.3 -+0.4 0.30.3 -+0.4 0.20.5 A2744 Kawamata et al. (2015)
HFF1P-i14 5.86 -+8.7 0.40.3 -+0.4 0.20.2 -+0.4 0.30.3 -+0.4 0.20.4 A2744 Kawamata et al. (2015)
HFF1P-i16 6.39 -+8.6 0.40.3 -+0.3 0.20.3 -+0.4 0.30.3 -+0.3 0.20.5 A2744 Kawamata et al. (2015)
HFF1P-Y1 7.53 -+9.0 0.30.2 -+0.9 0.20.2 -+0.3 0.20.2 -+0.3 0.20.4 A2744 Kawamata et al. (2015)
HFF1P-Y2 7.63 -+9.0 0.40.3 -+0.8 0.20.3 -+0.3 0.20.2 -+0.5 0.30.5 A2744 Kawamata et al. (2015)
8958 9.88 -+8.4 1.00.9 −0.9-+0.30.2 -+0.4 0.10.1 -+1.0 0.50.8 M0416 Infante et al. (2015)
1859 9.46 -+8.3 0.20.2 -+0.3 0.40.3 -+0.2 0.20.2 -+0.5 0.30.5 M0416 Infante et al. (2015)
8364 9.17 -+9.1 0.10.1 -+1.0 0.10.1 -+0.2 0.20.2 -+0.4 0.20.4 M0416 Infante et al. (2015)
491 8.42 -+8.9 0.10.1 -+1.0 0.10.1 -+0.2 0.10.2 -+0.2 0.10.1 M0416 Infante et al. (2015)
8428 8.29 -+11.0 0.20.2 -+1.7 0.20.2 -+0.6 0.10.1 -+2.5 0.10.1 M0416 Infante et al. (2015)
1213 8.27 -+8.3 0.10.1 -+0.2 0.10.1 -+0.3 0.20.2 -+0.4 0.20.5 M0416 Infante et al. (2015)
4008 7.71 -+8.3 0.10.1 -+0.2 0.20.1 -+0.3 0.20.2 -+0.2 0.10.3 M0416 Infante et al. (2015)
3687 9.36 -+8.5 0.40.4 -+0.5 0.30.4 -+0.2 0.20.2 -+0.6 0.30.6 M0416 Infante et al. (2015)
4177 9.34 -+8.7 0.30.2 -+0.7 0.10.2 -+0.2 0.10.2 -+0.2 0.10.2 M0416 Infante et al. (2015)
3076 9.13 -+7.6 0.10.1 -+0.5 0.10.7 -+0.1 0.10.1 -+0.1 0.10.1 M0416 Infante et al. (2015)
5296 8.28 -+11.0 0.10.1 -+2.6 0.40.1 -+0.4 0.20.2 -+1.2 0.20.5 M0416 Infante et al. (2015)
1301 8.35 -+8.1 0.30.2 -+0.2 0.10.1 -+0.2 0.10.2 -+0.1 0.10.1 M0416 Infante et al. (2015)
3814 7.88 -+8.8 0.40.4 -+0.6 0.20.3 -+0.3 0.20.2 -+0.7 0.30.5 M0416 Infante et al. (2015)
1241 7.90 -+8.3 0.30.2 -+0.2 0.10.1 -+0.3 0.20.2 -+0.1 0.10.1 M0416 Infante et al. (2015)
3790 7.79 -+8.6 0.20.2 -+0.8 0.10.1 -+0.1 0.10.2 -+0.1 0.10.1 M0416 Infante et al. (2015)
4125 7.40 -+7.3 0.10.1 -+0.8 0.10.1 -+0.1 0.10.1 -+0.1 0.10.1 M0416 Infante et al. (2015)
6999 7.54 -+8.6 0.30.2 -+0.5 0.10.1 -+0.3 0.20.2 -+0.1 0.10.1 M0416 Infante et al. (2015)
7361 7.52 -+7.4 0.10.1 -+0.3 0.10.4 -+0.1 0.10.1 -+0.1 0.10.1 M0416 Infante et al. (2015)
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Lake et al. 2013; Schaerer et al. 2013; de Barros et al. 2014).
To add robust constraints on the evolution of the SFR as a
function of stellar mass, we only used objects detected in at
least one of the IRAC images in our analysis . Among all the
>z 6 objects selected in FFs data set, only 18 are detected at
3.6 and/or 4.5 μm. Figure 6 shows the distribution of these
candidates in the ( M , SFR) plane, along with several ~z 7
objects previously analyzed in Labbé et al. (2010) and McLure
et al. (2011). As expected, the luminosity range covered by the
FF data set is larger than previous surveys allowing to add
more constraints at lower stellar mass. We used a c2
minimization method to ﬁt the evolution of the two properties
and found an evolution at ~z 7 given by
=  - Mlog SFR 0.88 0.44 log 6.97 3.95 2[ ] ( ) [ ] ( ) ( )
where error bars represent the 1σ conﬁdence interval. This
evolution is consistent with the trend observed by Labbé et al.
(2010). As already demonstrated in Tasca et al. (2015), the
relation between SFR and stellar mass currently observed over
a large range of redshift seems higher than previous estimates
of the main sequence by Elbaz et al. (2007) (cf. Figure 6).
However, in our selection criteria we requested to have a
detection in at least two NIR ﬁlters (UV rest-frame) that could
bias our sample by selecting sources with the highest SFR in
this redshift range. Therefore, the trend observed in this FF
sample should be considered as an upper limit of the evolution.
The large sample of ~z 7 and eight candidates allows us to
study the evolution of the UV slope (hereafter β slope), and
therefore the reddening, as a function of stellar mass. We
estimated the β slope following Equation (1) of Dunlop et al.
(2013) and the corresponding error bars were estimated from
photometric errors. Figure 7 displays the evolution of the UV
slope as a function of luminosity for all ~z 7 candidates
selected in the FF survey. The evolution is compatible with
previous ﬁndings published in Wilkins et al. (2011) and
Bouwens et al. (2012, 2015b). We also plot the evolution of β
as a function of the stellar mass, but only for candidates
detected in at least one IRAC band. We compared this
evolution with results published in Finkelstein et al. (2012) and
found a similar evolution. We also studied the relationship
between the star formation rate and galaxy mass in ~z 7
candidates detected in at least one IRAC band. This sample
seems to follow the trend observed for ~z 2 galaxies (Daddi
et al. 2007; Elbaz et al. 2007). A similar trend has been
deduced from the analysis of »1700 LBGs at ~z 3–6
(Schaerer et al. 2013; de Barros et al. 2014) with a better
stellar mass coverage. From our sample of IRAC detected
~z 7 galaxies, we conﬁrm that massive galaxies seem more
affected by dust attenuation than smaller galaxies. To test this
result at such high redshift, we need to strongly increase the
number of z 7 candidates bright enough to be detected in
IRAC data.
The star formation history in very high redshift galaxies can
be studied through the speciﬁc SFR (sSFR), the ratio between
the SFR, and the stellar mass of a given galaxy. We used the
sample of ~z 7 and eight FF candidates to estimate the sSFR
at such high redshift. As before, we only used galaxy
candidates that are detected in at least one IRAC band to have
a more robust estimate of their stellar mass. To study the
evolution of this quantity as a function of redshift, we only
considered objects that have a stellar mass within the interval
2.5–7.5×109 M . Errors bars were obtained by quadratically
adding the errors on the SFR and the stellar mass (Figure 6).
We modiﬁed the parameterization found from the VUDS
survey (Tasca et al. 2015) for galaxies at >z 2.4 as
= ´ + zsSFR 0.2 1 . 31.2( ) ( )
Our values are in perfect agreement with previous ﬁndings at
lower redshift (Stark et al. 2013; González et al. 2014 and
Tasca et al. 2015).
5.4. Size
The size of our objects was computed using the SExtractor
FLUX_RADIUS and setting the ﬂux fraction parameter to 0.5
to get the half-light radius. We corrected the size for PSF
broadening following the method described in Oesch et al.
(2010c): = -r r rSEx2 psf2 , where rSEx is the half-light radius
and rpsf the PSF of the F140W image. We also took into
account the ampliﬁcation of the light by the cluster making the
observed size larger. We used the scale factor between the size
on the sky and the physical size computed from Wright (2006).
Recent studies beneﬁted from HST image quality to study the
evolution of the size of ~z 8 objects selected in FF data sets as
a function of the UV luminosity (e.g., Kawamata et al. 2015;
Laporte et al. 2014, 2015). Figure 9 displays this evolution and
shows that our ~z 8 objects are consistent with the trend
observed by previous authors.
We applied the same method to compute the size of z∼6–7
objects in our sample and in those published in Infante et al.
(2015). We also used results from Kawamata et al. (2015) to
study the size–luminosity relation at this redshift range as seen
by the three ﬁrst FF data sets. We took advantage of the large
number of z∼6–7 candidates already selected in the FF data
(cluster and parallel ﬁelds) to compute an average evolution
(Figure 10). We used Equation (4) from Ono et al. (2013) to
constrain the SFR densities for these objects, but we failed to
obtain strong constraints due to the large uncertainties of radius
which can only be reduced by further increasing the number of
z∼6–7 objects. Nevertheless, The distribution of the FF-
selected candidates in the (r, M1500) plane is consistent with
Table 7
(Continued)
Galaxy ID Redshift
*Mlog
log SFR AGE Av Cluster References
M( ) -M yr 1( ) (Gyr)
1331 7.25 -+7.8 0.20.2 -+0.6 0.10.4 -+0.1 0.10.1 -+0.1 0.10.1 M0416 Infante et al. (2015)
1386 7.24 -+8.2 0.30.2 -+0.3 0.10.1 -+0.2 0.10.3 -+0.1 0.10.1 M0416 Infante et al. (2015)
146 7.25 -+8.3 0.30.2 -+0.3 0.10.1 -+0.2 0.10.2 -+0.1 0.10.1 M0416 Infante et al. (2015)
1513 6.66 -+10.2 0.10.1 −2.1-+2.62.1 -+0.8 0.20.1 -+1.2 0.20.2 M0416 Infante et al. (2015)
Note. Same as in Table 6.
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previous results published at ~z 7 (Oesch et al. 2010a; Curtis-
Lake et al. 2016 and Holwerda et al. 2015).
Recently, Curtis-Lake et al. (2016) claimed no evolution in
the size of Lyman break galaxies with redshift. We tried to
investigate this conclusion using our sample of FF-selected
objects at ~z 7 and 8. The average size of (0.3–1) =Lz 3
galaxies at ~z 7 is =rz 7(kpc) = 0.80±0.18, similar to the
value computed from HUDF objects (Oesch et al. 2010a). In
the same way, we estimated the mean size for (0.3–1) =Lz 3
objects at ~z 8 as =r kpcz 8 ( )= 0.45±0.15, which is also
consistent with previous results. Therefore, we cannot exclude
evolution in the size of Lyman break galaxies between ~z 7
and 8, although the number of ~z 8 candidates selected in the
three ﬁrst FF clusters is still insufﬁcient to draw any ﬁrm
conclusions.
6. DISCUSSION
6.1. Comparison of Our Sample with Previous Studies
MACSJ0717.5+3745 is part of the CLASH survey, and
several searches for high-z objects have been done using
shallower HST data. As shown by Bouwens et al. (2014) and
Bradley et al. (2014), no F140W< 27.5 ~z 9 and 10 candidates
has been selected behind this lensing cluster. We conﬁrm this
result and push the limits deeper by one magnitude in F140W.
We used deeper ACS data to check the non-detection of
previous high-z candidates. Bradley et al. (2014) published 15
candidates with photometric redshifts >5.5. One object, namely
MACS0717–0247, is clearly detected in all ACS FF images and
thus is no longer a good high-z candidate and MACS0717–0844
is detected in F606W, explaining why it is not in our
sample. Moreover, among the 15 objects, three are out of the
ﬁeld of view covered by the FF images (MACS0717–0145,
MACS0717–0166, and MACS0717–0390). We recovered
MACS0717-0234 (#46206), MACS0717–0859 (#33447, con-
ﬁrmed at z= 6.39 by spectroscopy in Vanzella et al. 2014),
MACS0717–1077 (#30458), MACS0717–1730 (#21962,
conﬁrmed at z= 6.39 by spectroscopy in Vanzella et al. 2014),
and MACS0717–1991 (#15440). Therefore, all the good >z 6
objects published in Bradley et al. (2014) located in the FF area
are also in our selection; the difference between the two samples
comes from the depth difference between the CLASH and FF data
sets, thus we only added fainter candidates and excluded the
CLASH candidates that were detected in the deep ACS taken
for FF.
The size of our sample of z∼6–7 candidates is comparable
to those built using previous FF data (e.g., Atek et al. 2015b;
Kawamata et al. 2015). However, the number of z 8 objects
in the cluster ﬁeld strongly differs from what has been found by
previous authors (McLeod et al. 2015; Infante et al. 2015;
Laporte et al. 2015), suggesting either a strong inﬂuence of
cosmic variance (CV) or that our selection criteria are not well-
suited for selecting very high-z objects (see Section 6.5).
We also used the preliminary results of the GLASS survey
(Schmidt et al. 2014) around MACS0717. In that paper, the
authors combined three different selection methods to reduce
the incompleteness of their sample and retained 21 objects
using CLASH data on that cluster (Postman et al. 2012). They
added the 15 objects selected by Bradley et al. (2014) to their
samples already discussed above. For the six remaining objects,
three are out of the ﬁeld of view covered by FF images, two are
Figure 3. Thumbnail images of ~z 8 candidates selected on the parallel ﬁeld. Each stamp is 5″×5″ and the position of each candidate is displayed as a white 0 6
radius circle.
Figure 4. Distribution of the estimated equivalent widths of [O III]+Hβ for
~z 7 objects selected in the three ﬁrst Frontier Fields data set (red) compared
with the distribution for 20 Lyman break galaxies (blue) discussed in Smit
et al. (2015).
12
The Astrophysical Journal, 820:98 (20pp), 2016 April 1 Laporte et al.
clearly detected on F606W and could not be at such high
redshift (#1492 and#1656), and one object does not fulﬁll the
color criteria we requested (#1841). We compared our z 7
selected candidates with samples recently published in Schmidt
et al. (2016) and noticed that the only “good” dropout they
selected in MACS0717 (MACS0717–00908) is clearly
detected in all ACS images, suggesting a low-z solution for
that object and explaining why it is not in our sample.
Moreover, they detected emission line for three ~z 7
candidates in MACS0717 ﬁeld: two have already been
discussed in Vanzella et al. (2014) and MACS0717–00370
displays a line at a signal-to-noise ratio of ∼3
( afLy = 1.9×10
−17 erg s−1 cm−2). This last source is also
included in our z 6 sample (#13963) with a photometric
redshift ranging from 6.3 to 6.8 (a 1σconﬁdence interval, see
hereafter for details). Assuming that the detected emission line
is Lyα, this would place this object at z= 6.51. For future
spectroscopic follow-up, it is interesting to note that for the
remaining objects no emission line was detected for all of these
objects within the framework of the GLASS survey, pushing
the ﬂux limit for Lyα down to 1.0×10−17 erg s−1 cm−2 at 2σ.
Figure 5. Example of SED-ﬁtting results using iSEDﬁt (Moustakas et al. 2013) for three objects among our MACS0717 sample (cluster and parallel ﬁelds). Non-
detections are plotted at 3σ with green triangles, the red lines display the best ﬁt, the green squares are photometric magnitudes of the best ﬁt and the blue region shows
several of the models we used to ﬁt the SED. The color bar is a c2 scale, indicating the quality of the ﬁt.
Figure 6. Evolution of the SFR as a function of the stellar mass for all of the
~z 7 candidates selected in the three ﬁrst Frontier Fields data set (Abell 2744 in
blue, MACS0416 in gray, and MACS0717 in red). We overplotted objects
(black points) analyzed in Labbé et al. (2010) and McLure et al. (2011). The
solid line shows the best ﬁt of the SFR– M relation deduced by c2 minimization
using Frontier Fields selected candidates. The dashed line displays the
parameterization deduced from SDSS galaxy at ~z 1 (Elbaz et al. 2007) and
the dotted–dashed line shows the relation published by Labbé et al. (2010).
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6.2. Contamination of the Samples
Among all the possible sources of contaminants in a high-z
samples, the most likely are the low-mass stars, the transient
objects, or the SNe or the low-z interlopers. In the following
section we discuss the contamination rate of our sample by
several types of sources.
Low-mass stars have colors that could enter our selection
criteria, but they should be unresolved on single-epoch HST
data. We computed expected colors for low-mass stars from a
set of 225 stellar templates of M, L, and T dwarfs (Burgasser
et al. 2004, 2006a, 2006b, 2008; Cruz et al. 2004; Burgasser &
McElwain 2006; Chiu et al. 2006; McElwain & Burgasser
2006; Reid et al. 2006; Burgasser 2007; Liebert & Burgasser
2007; Looper et al. 2007; Siegler et al. 2007; Sheppard &
Cushing 2009; Kirkpatrick et al. 2010). As shown in Figure 1,
the selection windows we deﬁned to select z 6 objects
exclude the large part of low-mass star colors. However, we
noted that 34% of M, L, and T dwarfs we simulated have colors
consistent with ~z 6 objects, but only 2% of these stars have
colors that fulﬁll the criteria deﬁned for ~z 8 objects.
However, to remove the stellar hypothesis for all our
candidates, we ﬁrst check the SExtractor stellarity parameters
and then measure their sizes on the HST images using the
Table 8
Number Densities of >z 6.5 Objects Computed using Half of the Frontier Fields Survey
á ñz M1500 F M1500( ) á ñz M1500 F M1500( ) á ñz M1500 F M1500( )
(×10−4 Mpc−3) (×10−4 Mpc−3) (×10−4 Mpc−3)
7
−21.75±0.50 <0.27
8 9
−20.75±0.50 0.64±0.53 −21.25±0.50 <0.30
−20.00±0.25 2.85±1.40 −20.50±0.25 1.09±0.70 −20.75±0.50 <0.33
−19.50±0.25 4.21±1.85 −19.75±0.50 2.58±1.37 −19.75±0.50 0.57±0.46
−19.00±0.25 7.06±2.38 −18.75±0.50 7.25±4.04 −18.75±0.50 2.27±1.82
−18.50±0.25 13.7±7.56 −17.75±0.50 14.7±13.9 −17.75±0.50 16.6±13.3
−18.00±0.25 22.7±12.4 −16.75±0.50 67.7±65.9
−17.25±0.50 47.4±41.8
Table 9
Parameterization of the UV Luminosity Function
<z> References M F α
7
This work −20.33-+0.470.37 ´-+0.37 0.110.12 10−3 −1.91-+0.270.26
Bouwens et al. (2015b) −20.87±0.26 ´-+0.29 0.120.21 10−3 −2.06±0.13
McLure et al. (2013) −19.90-+0.280.23 ´-+1.09 0.450.56 10−3 −1.90-+0.230.22
Bowler et al. (2014) −20.3 0.36×10−3 −2.1
8
This work −20.32-+0.260.49 ´-+0.30 0.190.85 10−3 −1.95-+0.400.43
Bouwens et al. (2015b) −20.63±0.36 ´-+0.21 0.110.23 10−3 −2.02±0.23
McLure et al. (2013) −20.12-+0.480.37 ´-+0.45 0.290.35 10−3 −2.02-+0.470.22
Bradley et al. (2012) −20.26-+0.340.29 ´-+0.43 0.230.35 10−3 −1.98-+0.220.23
9
This work −20.45 (ﬁxed) ´-+0.70 0.300.30 10−4 −2.17-+0.430.41
McLeod et al. (2015) −20.1 ´-+2.51 1.391.46 10−4 −2.02 (ﬁxed)
Bouwens et al. (2015c) −20.45 1.0×10−4 −2.3
Figure 7. Left: evolution of the UV slope as a function of the UV luminosity deduced from all ~z 7 candidates selected in the ﬁrst three Frontier Fields (red points)
compared with previous ﬁndings (Wilkins et al. 2011; Bouwens et al. 2012, 2015b). The dashed line shows the evolution computed by Bouwens et al. (2015b) from a
sample of »200 galaxies. Middle: evolution of the UV slope as a function of the stellar mass computed from objects detected in at least one IRAC band (red points)
compared with the evolution found in Finkelstein et al. (2012). Right: evolution of the reddening as a function of galaxy mass for all the candidates selected in the
three ﬁrst Frontier Fields (Abell 2744 in blue, MACS0416 in gray, and MACS0717 in red). We also plot the trend observed by Schaerer & de Barros (2010)
⎜ ⎟⎛⎝
⎞
⎠
=

A logv
M
M
n
108( ) , assuming several values of n (0.2, solid line, 0.4, dashed line, 0.6, dotted–dashed line, 0.8, dotted line, and 1.0 the triple dotted–dashed line).
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SExtractor half-light radius for each object. For the cluster sample,
excluding two objects that display a stellarity of ∼0.4 (#25990
and #46005), all of the candidates have a CLASS_STAR
parameter <0.1, meaning that all of our candidates have a
morphology inconsistent with a star. Moreover, all our objects are
resolved on the F160W image, making the star hypothesis
unlikely. The same conclusion could be made for the parallel ﬁeld
with all objects have a stellarity parameter<0.1. We measured the
size of our objects in Section 5.4 and showed that ﬁve objects
among the two samples are unresolved on the HST images: 1
~z 8 candidate (#39832) and 4 ~z 7 objects (#3119, #6576,
#66722, and #91692).
6.3. Completeness of the Selection Method
The method we used to extract and select the very high-z
candidates implies incompleteness. In other words, we are not
selecting all z 6 objects that are effectively in our data set,
thus we are missing some of them. One of the goals of a very
high-z study is to keep this incompleteness small and to take it
into account in all statistical analyses.
In our case the incompleteness is due to the extraction
method and the selection criteria described in Section 4. We
applied the six-step correction procedure summarized below.
1. We estimated colors of »700,000 z 5 galaxies from
standard templates (see references in Section 5) with
Figure 8. Speciﬁc star formation rate (sSFR) as a function of redshift for
galaxies with stellar mass as of  ~M 5×109 M . We compare the sSFR we
deduce from Frontier Field candidates detected in at least one IRAC band with
results published in Tasca et al. (2015), González et al. (2014) and Stark et al.
(2013). The solid line shows an updated version of the parameterization
discussed in Tasca et al. (2015) and the dashed line displays the evolution
found by González et al. (2014).
Figure 9. Evolution of the size of ~z 6–7 candidates selected behind the 3 ﬁrst
Frontier Fields as a function of the UV Luminosity: Abell 2744 (Kawamata
et al. 2015), MACS0416 (Laporte et al. 2015 and this work based on Infante
et al. 2015 samples) and MACS0717 (this paper). The red points show the
average radius per bin of 0.5M1500, error bars are the standard deviation. We
overplotted several size–luminosity relation using different assumptions on the
SFR densities (10—solid line, 5—dashed line, 1—dotted dashed
line, -M yr 1 kpc2).
Figure 11. UV luminosity function at ~z 7 computed using the ﬁrst half of the
Frontier Fields data. Number densities estimated from this study are in red. We
overplotted results from other groups using other data sets (McLure et al. 2013;
Bowler et al. 2014; Atek et al. 2015a; Bouwens et al. 2015b). The solid line
displays the parameterization we deduced from this study , the dotted–dashed
line shows the shape published by Bouwens et al. (2015b), the dashed line is
from Bowler et al. (2014), and the dotted line is from McLure et al. (2013).
Figure 10. Evolution of the size of ~z 8 candidates selected behind the three
ﬁrst Frontier Fields as a function of the UV Luminosity: Abell 2744 (Laporte
et al. 2014 and Kawamata et al. 2015), MACS0416 (Infante et al. 2015, and
Laporte et al. 2015) and MACS0717 (this paper). We compared this evolution
with results from the HUDF 2012 campaign (Ono et al. 2013). We overplotted
several size–luminosity relation using different assumptions on the SFR densities
(10—solid line—5—dashed line—1—dotted dashed line— -M yr 1 kpc2).
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magnitudes ranging from 22 to 32 in the ﬁlter following
the position of the Lyman break and redshifts from 5 to 12.
2. We generated several lists of positions from an image
constructed from the detection image where all objects
have been masked.
3. For each object in our mock catalog, we associated a size
assuming a log-normal distribution with a mean value of
0 15 and a sigma of 0 07 (Oesch et al. 2010a) in the
source plane and lensed it through the cluster.
4. We then added all of these objects on the real images
using the mkobjects routine of IRAF.
5. We applied the extraction method and selection criteria
we used to select real objects.
6. Incompleteness levels were deduced by comparing the
list of objects we selected at the end with the input list of
mock objects.
The conclusion of this analysis is that we reach a ∼70%
completeness at ~m 29.51500RF AB for our two selection functions.
6.4. Constraints on the UV LF
One of the main goals of the FF legacy program is to constrain
the evolution of the galaxies during the ﬁrst billion years of the
universe through the evolution of the UV LF, especially by
adding robust constraints at faint luminosities. We deduced
number densities of our photometric samples by taking into
account the uncertainties on each redshift. Indeed, over the
redshift interval covered by this survey, uncertainties on
photometric redshifts are not negligible. We applied a standard
Monte Carlo method based on the redshift probability distribution
(e.g., Laporte et al. 2015) and summarized as follows.
1. At each iteration, we assign a photometric redshift based
on the redshift probability distribution.
2. We compute the UV luminosity based on this redshift and
the SED of each object.
3. We repeat the previous steps N times to obtain a sample
with N times the size of the original sample but with the
same distribution in redshift.
4. We distribute objects into redshift and magnitude bins
(e.g., z 0.5 with =z 7–10), divide the number of
objects by the number of iterations N and the volume
explored estimated from the detection picture.
5. Error bars include statistical uncertainties and CV (Trenti
& Stiavelli 2008).
We deduced upper limits based on Poisson statistics. The
resulting number densities are presented on Table 8.
To study the evolution of the shape of the UV LF, we adopted
the Schechter parameterization (Schechter 1976) and estimated the
three parameters, so called M , F , and α, using a c2
minimization method and previous published densities covering
other luminosities ranges. Table 9 presents the parameterization
Figure 13. UV luminosity function at ~z 9 computed using the ﬁrst half of the
Frontier Fields data. Number densities estimated from this study are in red. We
overplotted results from other groups using other data sets (Lorenzoni et al.
2011; McLure et al. 2013; Oesch et al. 2013; McLeod et al. 2015and Bouwens
et al. 2015c). The solid line displays the parameterization we deduced from this
study, the dotted–dashed line shows the shape published by McLure et al.
(2013), and the dashed line is from Bouwens et al. (2015c).
Figure 14. UV luminosity function at ~z 10 computed using the ﬁrst half of
the Frontier Fields data. No ~z 10 objects has been selected in the last
Frontier Fields data set. We computed number densities based on previous
~z 10 candidates selected on the two ﬁrst Frontier Fields data set (and Infante
et al. 2015). The solid line displays the parameterization published in Bouwens
et al. (2015b).
Figure 12. UV luminosity function at ~z 8 computed using the ﬁrst half of the
Frontier Fields data. Number densities estimated from this study are in red. we
overplotted results from other groups using other data sets (Bradley et al. 2012;
McLure et al. 2013; Bouwens et al. 2015b). The solid line displays the
parameterization we deduced from this study, the dotted–dashed line shows the
shape published by Bouwens et al. (2015b), the dashed line is from Bradley
et al. (2012), and the dotted line is from McLure et al. (2013).
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for the redshift range covered in this study, and Figures 11–14
show the shape of the UV LF at ~z 7–10, respectively. With half
of the full FF data, we are probing the faint end of the UV LF up
to the highest redshift and conﬁrm the shape found by previous
studies. However, it appears that the evolution between ~z 8 and
9 is stronger than what has been previously observed (see
Figure 15), suggesting a deﬁcit of ~z 8.5 objects (see
Section 6.5). The evolution of the 1σ conﬁdence intervals from
~z 7 to 9 shows a clear evolution in F as already noticed by
Bouwens et al. (2015b) with relatively small evolution in α (see
Figure 15).
6.5. A Deﬁcit of >z 8.5 Galaxies?
The number of z 8 objects selected behind MACS0717 is
lower than what was found behind the two ﬁrst FF clusters. We
computed the expected number of ~z 8 galaxies detected at 5σ
in the MACS0717 FF data, assuming the UV LF evolution
published in Bouwens et al. (2015b) and the mass model provided
by the CATS team. Taking into account the uncertainties on the
LF parameters, the number of >z 7.5 objects should be
-+2.98 1.145.55, showing that at least one object should be detected
on the FF images. However, the area effectively covered at very
high-z redshift by HST images is small enough to be strongly
affected by CV. We used the method described in Trenti &
Stiavelli (2008) to account for CV in the expected number of
objects. Based on the interval of >z 8 objects detected at more
than 5σ in our data, the CV enlarges the range of expected objects
to between 0 to 10.6 such that an absence of any >z 8 candidates
behind MACS0717 cluster is possible.
6.6. The Star Formation Rate Density
One can constrain the role played by the ﬁrst galaxies during
the epoch of reionization by estimating the densities of UV
photons they produced and how these densities evolve with
redshift (e.g., Bouwens et al. 2015a). This quantity is related to
the SFRd occurring as a function of redshift and is deduced
from
òr = ´ F- ¥ = L dL1.25 10 4LSFR 28 0.03 1500 1500z 3 ( ) ( )
where F L1500( ) is the UV LF estimated in the previous section
(e.g., Schiminovich et al. 2005). Thanks to the magniﬁcation
applied by lensing clusters, we can integrate the UV LF down
to =L0.03 z 3 (i.e., ~M1500 −17).
We corrected these densities for dust attenuation following
the method described in Schiminovich et al. (2005) with the β
slopes published in Bouwens et al. (2012). To have a
homogeneous determination of the star formation rate densities,
we used previous UV LF parameterizations in several redshift
intervals published in Wyder et al. (2005), van der Burg et al.
(2010), McLure et al. (2009), Oesch et al. (2010b), Reddy &
Steidel (2009), Oesch et al. (2012), Bouwens et al. (2015b),
and McLeod et al. (2015). We deduced 1σ errors bars on each
density based on uncertainties on the Schechter parameters.
However, in cases where the parameters are ﬁxed to a given
value, we assumed uncertainties of 0.20%, 0.20%, or 20% of
the values, respectively, for α, M , and F .
The densities computed using half of the full FF data are in
good agreement with previous results at <z 8, and conﬁrm the
change of the slope in the evolution of the SFRd as a function of
redshift beyond ~z 8 (Bouwens et al. 2011a; Oesch et al. 2014;
Ishigaki et al. 2015). The evolution of the SFRd as a function of
redshift could be well-ﬁtted by the equation given in Cole et al.
(2001) up to ~z 8 and given by
⎜ ⎟⎛⎝
⎞
⎠
r = +
+
z
a bz
z
c
h
1
5
dSFR
( ) ( )
where we estimated (a, b, c, d)=(0.0, 0.05, 2.55, 3.30) using
c2 minimization.
However, the previous parameterization does not take into
account the slope change at >z 8 that is well-ﬁtted by
Equation (39) of Ishigaki et al. (2015) given by
r r= +
=
- -z
2
10 10
6z
a z b zSFR
UV, 8
8 8
( ) ( )( ) ( )
where (a, b) = (0.21, 0.58) were estimated by c2 minimization.
Figure 16 shows this evolution compared with the SFRd
required to keep the universe reionized as deduced from Madau
et al. (1999). We computed this limit using a clumping factor of
C=6 according to Pawlik et al. (2009) and consistent with
Figure 15. Left: 1σ conﬁdence intervals on the Schechter parameterization we deduced from number densities computed using all selected objects in the three ﬁrst
Frontier Fields. It shows a strong evolution between ~z 8 and 9 of the F parameter. The smaller panel shows the 1σ conﬁdence intervals for M and F conﬁrming
an evolution of F parameter. Right: evolution of the UV LF found in this study at ~z 7, 8, and 9. For comparison purposes we overplotted the shape of the UV LF
published in Bouwens et al. (2015b) at ~z 5 and 6 and Infante et al. (2015) at ~z 10.
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recent simulations published by Kaurov & Gnedin (2015). The
escape fraction was estimated following Ferrara & Loeb
(2013) ~fesc 0.08, which is in good agreement with the recent
upper limit published by Bouwens et al. (2015d). We corrected
this value for dust extinction, which is neglected in the Madau
et al. (1999) equation following the method described above.
We noticed that the SFRd observed for galaxies at ~z 6 with
>L1500 0.03 =Lz 3 is still lower than what is expected to keep the
universe reionized. However, if we used extreme values of the
two parameters, ~f 0.13esc and ~C 2, we start to reconcile
the observed SFRd produced by L > 0.03 =Lz 3 galaxies with
the SFRd required to keep the universe reionized.
7. CONCLUSIONS
After 1.5 years of observations, the FF program has already
provided extremely deep data around four galaxy clusters,
Abell 2744, MACSJ0416–2403, MACSJ0717+3745, and
MACS1149.5+2223, helping to increase the number of >z 6
objects currently known. In this study, we selected 39 >z 6
objects using the Lyman break technique in the two data sets
provided by this legacy program (cluster and parallel ﬁelds).
We conﬁrmed the non-detection at optical wavelength of our
candidates by using an optical c2 method that takes into
account the position of our objects in the cluster ﬁelds. A
comparison between our samples and those published using
shallower optical data (e.g., CLASH) demonstrates the crucial
role played by extremely deep optical data to remove extreme
mid-z interlopers. In this way, we have been able to identify
four mid-z interlopers. The size of our sample at ~z 6–7 is
comparable to previous ﬁndings. However, the number of
>z 8 objects is much lower than what has been found in the
two ﬁrst FF clusters and could be explained by CV.
We combined the >z 6 objects selected on MACS0717
data sets with all objects previously selected on the two ﬁrst FF
clusters, increasing the number of candidates to 100. We
computed photometric redshifts for our candidates from two
independent approaches, c2 minimization and a Bayesian
method, and demonstrated that the results are in good
agreement. Based on SED-ﬁtting, we deduced the physical
properties of our candidates, such as the SFR, the reddening,
the stellar mass and age, and studied the relationship between
several properties. Thus, we conﬁrmed the trend observed
previously in the evolution of SFR as function of galaxy mass
as well as in the evolution of the size of galaxies as a function
of the UV luminosity at very high redshift.
Thanks to the ampliﬁcation of the light by the cluster, the
majority of sources are faint and give us an opportunity to add
robust constraints on the faint end of the UV LF at very high-z.
We conﬁrmed the shape of the UV LF at ~z 7 and 8 up to
M1500=−16.5. However, due to the absence of >z 8.5
objects behind MACS0717 and the small number of
candidates selected on the two previous FF data sets, we
conﬁrmed that the evolution of the UV LF from ~z 8 to 9
could be stronger than what is observed between ~z 7 and 8.
We used the LF parameterization to estimate the SFR densities
produced by the galaxies up to ~z 10, and conﬁrmed the
change in the evolution of SFRd between ~z 8 and 10.
All objects discussed in these papers have been selected from
photometric data sets carried out with the HST. We discussed in
Section 6.2 the contamination rate of our sample and
demonstrated that to date it appears difﬁcult to identify which
objects could be mid-z interlopers without spectroscopic
observations. However, few targets identiﬁed behind
MACSJ0717.5+3745 are bright enough to be observed with
current NIR facilities (e.g., MOSFIRE/Keck, EMIR/GTC).
Spectroscopic conﬁrmation is absolutely essential to assess the
photometrically based conclusion obtained to date, particularly
in light of the small number of objects currently conﬁrmed by
spectroscopy (Finkelstein et al. 2013; Oesch et al. 2015b).
Figure 16. Evolution of the SFRd including densities deduced from the half Frontier Fields data set. We compared these results with previous measurements published
in Wyder et al. (2005), van der Burg et al. (2010), McLure et al. (2009), Oesch et al. (2010b), Reddy & Steidel (2009), Oesch et al. (2012), Bouwens et al. (2015b),
and McLeod et al. (2015). Two parameterizations are overplotted: the solid line shows the shape published in Cole et al. (2001) and the dashed line displays the
evolution as seen by Ishigaki et al. (2015).
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