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INTRODUCTION
The base ﬁeld k is assumed to be of characteristic zero throughout.
Unless otherwise speciﬁed the notation will follow that of [Jo4].
Let  be a split semisimple Lie algebra, U its enveloping algebra, and
Z the centre of U. A fundamental theorem of Kostant [K1] asserts
that U is a free Z module. More precisely we may write
U = ⊗k Z
with  stable under adjoint action. Moreover for any ﬁnite dimensional
simple U module V , the multiplicity V in  is exactly the dimension of
the zero weight space V0 of V . This circumstance led Parthasarathy et al.
[PRV] to write down and compute a family of determinants (which we call
the PRV determinants) in the manner described in (5.3). Despite its obvious
interest in the theory of enveloping algebras, this result was omitted from
[D] due partly to the excessive length of the original proof.
Shortly afterwards Kostant [K2] described certain analogues of the
PRV determinants pertaining to a Cartan decomposition of . This had
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important applications to the question of the irreducibility of principal
series modules.
Much later we gave [Jo3] a rather short proof of the PRV result and
showed that it gave rise to a Jantzen-type sum formula. The key point was
that the zeros of the PRV determinants can be used to analyze annihilators
of simple quotients of Verma modules.
With the introduction of the Drinfeld–Jimbo quantization Uq of U,
a question arose as to whether the annihilator of a Verma module is gen-
erated by its intersection with the centre of Uq. This question cannot
always be reduced by specialization at q = 1 to the case of U. How-
ever, it turned out that the quantum analogues of the PRV determinants
were exactly what was required and these were calculated in a joint paper
with Letzter [JL]. We remark, though it is not speciﬁcally relevant here,
that Gorelik and Lanzmann [GL] have successfully carried out the same
program for reductive super Lie algebras.
Since Kostant’s generalization of PRV determinants concern certain
parabolic subalgebras of , it seemed that one should have an analogue
of PRV determinants in the quantum parabolic case. Indeed these can
be deﬁned and shown to be non-zero [T], but otherwise it has not been
possible to compute them.
Because of the above circumstance it was decided to try to study
parabolic analogues of the PRV determinants, which we call KPRV deter-
minants, for U itself. It turned out that Kostant’s deﬁnition in [K2] was
not at all the classical analogue of our quantum parabolic PRV determi-
nants, but we decided to persevere anyway. A ﬁrst difﬁculty is that unlike
the quantum case, it was not even obvious how these determinants should
be deﬁned. Indeed ﬁx a subset π ′ of the set π of simple roots deﬁned
relative to a Cartan subalgebra  and a choice of positive roots +. Then
for all λ ∈ ∗ satisfying λ	π ′ = 0, one may deﬁne a generalized Verma
module Mπ ′ λ by induction (1.1). Unlike the Borel case π ′ = φ it can
happen that the multiplicity of a simple ﬁnite dimensional module V in
U/AnnMπ ′ λ can depend on λ, though it is always bounded by its
anticipated value, namely dim V π′ , where π ′ is the Levi factor deﬁned
by π ′.
The ﬁrst and present paper in this series is inspired by work of Borho
and Brylinski [BB] who had come to a deep understanding of the above bad
behaviour. Brieﬂy they showed that the above quotients of the enveloping
algebras admitted two natural ﬁltrations and that these could be different, a
phenomenon ultimately leading to the breakdown of the expected equality.
The ﬁrst of these ﬁltrations was obtained from the canonical ﬁltration of
U and the second from the operator ﬁltration  deﬁned by the Conze
embedding [C] in an appropriate Weyl algebra A. Our main idea is to
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deﬁne the KPRV determinants with respect to the ad U locally ﬁnite
part FA of A.
A key step in calculating KPRV determinants is to obtain their degrees.
For this we need to calculate the q-character of FA. In Part I, the main
result is that grA, as a module under the adjoint action of U, is injec-
tive in the obvious category (Theorem 3.6). This leads to a simple form for
the required q-character (Theorem 4.6). The analysis is rather elementary
using nothing from [BB] and in particular no sheaf theory.
This paper consists of Sections 1–4 forming Part I of the present trilogy.
Sections 5–8 (resp. Sections 9–12) refer to Part II (resp. Part III).
The contents of Part I were presented at the 4th Symposium in memory
of S.A. Amitsur held in Bar-Ilan University, 28th June–1st July, 1998.
1. PRELIMINARIES
1.1. For each Lie algebra  denote by U (resp. S its envelop-
ing (resp. symmetric) algebra with Z the centre of U. Let  be a split
semisimple k-Lie algebra, and ﬁx a Cartan subalgebra  and a subset + of
positive roots in the set  of non-zero roots. Let π ⊂ + be the correspond-
ing set of simple roots and Pπ (resp. P+π the set of weights (resp.
dominant weights). Let ρ be the half sum of the positive roots and for each
α ∈ , let sα be the corresponding reﬂection with W the subgroup of Aut ∗
they generate. Set wλ = wλ + ρ − ρ, for all λ ∈ ∗. Let  ⊃  be the
Borel subalgebra corresponding to + with nilradical +. Fix π ′ ⊂ π and let
	π ′ ⊃  be the corresponding parabolic with Levi factor π ′ and nilradical

π ′ . We shall often omit the π ′ subscript. Set ′ = ∩π ′	 ′+ = + ∩′.
Fix a Chevalley basis eα	 f−α  α ∈ +	 hα  α ∈ π, and let κ be the corre-
sponding Chevalley antiautomorphism. Let σ be the principal antiautomor-
phism and set ι = σκ which is an involution. Set − = κ+	 
− = κ
.
Deﬁne ∗π ′ = λ ∈ ∗  λ	 α = 0	 ∀α ∈ π ′ and P+π ′ π = P+π ∩ ∗π ′ .
Given µ ∈ ∗ let Mπ ′ µ denote the U module induced from the simple
U	 module of highest weight µ. In general we shall make further restric-
tions on µ. Notably each λ ∈ ∗π ′ deﬁnes a one dimensional 	 module kλ
and then Mπ ′ λ = U ⊗U	 kλ which is isomorphic to U
− as a left
U
− module. Let vλ = 1⊗ 1 denote its canonical highest weight vector
of weight λ.
1.2. Set m = +\′+ and let Am (or simply, A) be algebra on
generators q−α	 pα = ∂/∂q−α  α ∈ +\′+. Let Q (resp P) denote the
polynomial subalgebra generated by the q−α (resp. pα  α ∈ +\′+. The
symmetrization map s  S
− ∼→U
− identiﬁes Q with Mπ ′ λ and the
resulting action on U on Q deﬁnes the Conze embedding [C, Sect. 5]
ϕλ of U/AnnMπ ′ λ into Am. This makes Am a U bimodule and in
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particular a U moduleAλm for diagonal (or “adjoint”) action. In principal
Aλm depends on λ; but we eventually show that the A
λ
m are isomorphic as
ad U modules (3.6, Remark 1). We recall ﬁrst a number of relatively
easy facts the proofs of which one can mainly ﬁnd in [Jo2].
1.3. Set s = π\π ′ and choose a basis hi  i = 1	 2	    	 s	 for the
orthogonal π ′ of π ′ in . One may remark that π ′ is just the centre of
. Given λ ∈ ∗π ′ we set λi = hiλ which we regard also as independent
variables zi. Multiplication gives a linear isomorphism Q ⊗ P
∼→Am and
then the degree ﬁltration on Q gives a ﬁltration  on Am. One checks that
ϕλx ∈  1Am for all x ∈ . More precisely each ϕλx can be expressed
in the form
∗ ϕλx =
∑
α∈+\′+
q−αPα +
s∑
i=1
λiPi
for some Pα	 Pi ∈ P. It follows that  is an ad U invariant ﬁltration
on Aλm and that the isomorphism class of grA
λ
m as a U module is
independent of λ.
1.4. For all α ∈ +\′+, weight space considerations force 1.3∗
to take the form
∗ ϕλf−α =
∑
β≥α
q−βPβ	α	
where Pβ	α ∈ P has weight β− α. In particular Pβ	α is a triangular matrix
with ones on the diagonal. This gives the following:
Lemma. (i) The restriction of ϕλ to U
− is injective.
(ii) The ﬁltration on U
− induced by  coincides with the canonical
ﬁltration.
(iii) The multiplication map gives a linear isomorphism U
− ⊗
P
∼→Am.
1.5. Fix λ	 µ ∈ ∗π ′ . Through the linear isomorphisms Mπ ′ λ
∼→
S
− ∼←Mπ ′ µ we obtain an embedding ϕλ	µ  Am ↪→ EndkMπ ′ λ,
Mπ ′ µ. This gives Am the structure of a U bimodule Aλ	µm . It is still
true that  is an invariant ﬁltration for the diagonal (adjoint action). In
particular P is a submodule with no 
− invariant vectors except 1 ∈ P
which furthermore has weight µ− λ, which becomes λ− µ under ι. Given
M a U module which is  admissible (that is, a direct sum of ﬁnite
dimensional  weight spaces) let δM denote its  graded dual given a left
U module structure through κ. Recall that M and δM admit the same
formal character denoted by the preﬁx ch. Then chP = ch δMπ ′ λ− µι.
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It follows as in say [JL, 6.6] that:
Lemma. ϕλ	µP ∼= δMπ ′ λ−µι, as a module for the diagonal action.
1.6. Set 	− = κ	. Let k−λ  λ ∈ ∗π ′ denote the 	− module with
weight λ. Since the Mπ ′ λ are isomorphic as U	− modules up to trans-
lation of weights, more precisely Mπ ′ λU	− ⊗ k−−λ ∼= Mπ ′ 0U	−, it fol-
lows that the Aλ	µm are isomorphic as ad U	− modules, up to translation
of weights. From 1.5 we then conclude that:
Corollary. For all λ ∈ ∗π ′ one has
δMπ ′ λU	 ⊗ k−λ ∼= δMπ ′ 0U	
Remark. On the other hand Mπ ′ λU	 ⊗ k−λ ∼=Mπ ′ 0U	
1.7. Let  n0 U, or simply Un  n ∈ , denote the canonical
ﬁltration of U viewed as a U module through adjoint action. From
1.4(iii) and 1.5 we obtain a surjection
Un ⊗ δMπ ′ λ− µι nAλ	µm 	
of U modules.
1.8. Let  denote the Bernstein–Gelfand–Gelfand category [BGG]
of U modules. Recall that by deﬁnition M ∈  satisﬁes
(i) M = ⊕λ∈∗Mλ, with Mλ = m ∈Mhm = λhm	 ∀h ∈ .
(ii) dimMλ <∞,
(iii) The set 3M = λ ∈ ∗Mλ = 0 is contained in some cone µ−
π  µ ∈ ∗.
Recall that each ﬁnitely generated submodule in  has ﬁnite length. Thus
each M ∈  is a direct sum of ﬁnite length submodules. Let ̂ denote the
category of all U modules which are sums (and hence direct sums) of
objects in . It is clear that any ﬁnitely generated submodule in ̂ lies in .
Again from (iii) it follows that the action of U on M ∈  is locally ﬁnite
and conversely if M is a direct sum of its weight subspaces (not necessarily
ﬁnite dimensional) and admits a locally ﬁnite action of U, then M ∈ ̂.
Let ̂π ′ (resp. π ′) denote the full subcategory of ̂ (resp. ) of submod-
ules admitting a locally ﬁnite action of U	. Let ̂−	−	 ̂−π ′	−π ′ denote the
corresponding subcategories obtained by transport under ι. Let  (resp.
π ′) denote the category of U modules which are a direct sum of sim-
ple U (resp. U modules. Obviously ̂	 ̂− (resp. ̂π ′	 ̂−π ′ are subcat-
egories of  (resp. π ′).
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We obtain from 1.7 the:
Corollary. (i)  nAλ	µm  ∈ −π ′	 for all n ∈ 
(ii) Aλ	µm ∈ ̂−π ′ .
1.9. Let M be a U module. Let FM (resp. FM denote
the socle of M as a U (resp. U module. Since the adjoint action of 
(resp. ) on  is reductive, it follows that FM (resp. FM is the largest
U submodule of M contained in  (resp. π ′ . Set
F	−M = m ∈ FM  dimU
−m <∞	
which is just the largest submodule of M contained in ̂−π ′ . By say [Jo2, 3.5]
we obtain the:
Lemma. Under diagonal action
Aλ	µm = F	−
(
HomkMπ ′ λ	Mπ ′µ
)
Sketch of Proof. Recall the isomorphisms Mπ ′ λ
∼→U
− ∼←Mπ ′ µ,
of left U
− modules. Now viewing U
− as a right U
− module we
obtain
HomkMπ ′ λ	Mπ ′ µ
− = EndU
−U
−
On the other hand identifying U
− with S
− through the symmetriza-
tion map s, it follows as in the Conze construction that the right hand side
identiﬁes with a subalgebra of Am. Then the proof is completed through a
Taylor lemma argument (that is, [Jo1, 2.6]) and the observation following
1.4∗ which together show that
F	−
(
HomkMπ ′ λ	Mπ ′ µ =
(
HomkMπ ′ λ	Mπ ′ µ
)
−P
1.10. Given µ ∈ P+π (resp. Pπ let V µ denote the unique
up to isomorphism simple U module with highest (resp. extreme) weight
µ. For each λ	µ ∈ ∗π ′ there is a unique 
− module isomorphism θλ	µ of
Mπ ′ λ onto Mπ ′ µ sending vλ to vµ. One may also characterize θλ	µ as
ϕλ	µ(1). Under the diagonal action it generates the unique simple sub-
module V λ − µι of δMπ ′ λ − µι of lowest weight µ − λ. This is ﬁnite
dimensional if and only if λ− µ ∈ P+π.
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2. INJECTIVITY
2.1. In what follows we ﬁx λ ∈ ∗π ′ such that Mπ ′ λ is simple and
setA = Aλm. Set I = AnnA vλ and In = I ∩ nA. Clearly I is anA−U	
bimodule, so in particular an ad U	 submodule of A. The map ξ  a +
I → avλ is a U	 module isomorphism of A/I onto Mπ ′ λU	 ⊗ k−λ
which by the simplicity of Mπ ′ λ and 1.6 is isomorphic to δMπ ′ 0U	.
Set Mn = ξ nA/In. By 1.4 it follows that Mn is isomorphic to Un
−
as a U module.
By universality there is a unique U module map ψ which makes the
diagram
A
ξ
——————−→ A/I
ψ
 ∖∖
HomU	U	 δMπ ′ 0 −→
θ →θ1
δMπ ′ 0
commutative. (Recall that we are taking the adjoint action of U on A.)
Again for all n ∈  there is a unique U module map ψn which makes
the diagram
 nA ξ—−→ Mn
ψn
 ↗
HomU	U	Mn
commutative. One concludes that ψn = ψ nA.
Lemma. ψ is injective.
Proof. Clearly kerψ⊂ I=AnnA vλ. Suppose we have shown that
kerψ ⊂ AnnA Un
−vλ. Given a ∈ kerψ, we have axbvλ = xabvλ −
adxabvλ, for all x ∈ 
−	 b ∈ Un
−. Yet adxa ∈ kerψ, so the right
hand side is zero, giving kerψ ⊂ AnnA Un+1
−vλ. We conclude that
kerψ ⊂ AnnAMπ ′ λ = 0
2.2. Let M be a left U	 module. Let M∗σ denote M∗ viewed as
a left U	 through σ .
By Frobenius reciprocity we have
HomkM∗ ⊗U	 U	 k
∼−→ HomU	U	M∗∗
which translates to
∗ U ⊗U	 M∗σ∗σ
∼−→ HomU	U	M∗∗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Take µ ∈ ∗ dominant and integral with respect to π ′ and let V ′−µ
denote the unique up to isomorphism simple ﬁnite dimensional U	 mod-
ule with lowest weight −µ. Then V ′−µ∗σ is the unique up to isomorphism
simple ﬁnite dimensional U	 module V ′µ with highest weight µ and ∗
gives an isomorphism
HomU	U	 V ′−µ
∼−→ U ⊗U	 V ′µ∗σ 
Moreover Mπ ′ µ = U ⊗U	 V ′µ has dual HomU	U	 V ′−µ
and we conclude that
FHomU	U	 V ′−µ
∼−→ FMπ ′ µ∗σ = δMπ ′ µι
Now let M be a ﬁnite dimensional U	 module which is a direct sum
of its  weight spaces (so that chM is deﬁned). Such a module admits a
nilpotent action of 
 and hence a ﬁnite ﬁltration with quotients isomorphic
to the V ′−µ as µ runs over some ﬁnite set S ⊂ ∗ of weights dominant
and integral with respect to π ′. Although HomU	U	− is exact, F is
only left exact, from which we nevertheless obtain
ch FHomU	U	M ≤
∑
µ∈S
chFHomU	U	 V ′−µ
= ∑
µ∈S
chδMπ ′ µι
=
( ∏
α∈+\′+
1− eα−1
)∑
µ∈S
ch V ′−µ
=
( ∏
α∈+\′+
1− eα−1
)
chM
It is convenient to deﬁne
Dq =
∏
α∈+
1− qeα−1	 D′q =
∏
α∈+\′+
1− qeα−1
with D = D1	D′ = D′1, and Dq (etc.) the corresponding expansion with eα
replaced by e−α.
Lemma. ψn is an isomorphism of  nA onto FHomU	U	Mn.
Proof. By 2.1, ψn is injective. From 1.4(iii) it is immediate that
ch nA = D′ch Mn, which we have just shown is an upper bound to
chFHomU	U	Mn. Hence the assertion of the lemma.
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2.3. Recall 1.8.
Lemma. Let N be a ﬁnitely generated submodule of F	−HomU	U,
δMπ ′ 0 There exists a ﬁnite dimensional U	 submodule M of δMπ ′ 0
such that N is a U submodule of FHomU	U	M.
Proof. Suppose ﬁrst that N is simple. Then N is generated by its
one dimensional subspace N

−
. Given θ ∈ N
− viewed as an element of
HomU	U	 δMπ ′ 0, we have
θU = U
−θU	 = θU	 = U	θ1 =M
which is the required ﬁnite dimensional submodule of δMπ ′ 0. Indeed
N = UN
− ⊂ UHomU	U	M ⊂ HomU	U	M. The
proof is completed by induction on the length of N which is ﬁnite
since N ∈ −π ′ . Let N ′ be a submodule of N with N/N ′ simple. Then
N ′ ⊂ HomU	U	M ′ for some ﬁnite dimensional U	 submod-
ule M ′ of δMπ ′ 0. If N ⊂ HomU	U	M ′ we obtain an injec-
tion of N/N ′ ↪→ HomU	U	 δMπ ′ 0/M ′. As in the ﬁrst part we
obtain a ﬁnite dimensional submodule M/M ′ of δMπ ′ 0/M ′ such that
ImN/N ′ ⊂ HomU	U	M/M ′. This means that the map N →
HomU	U	 δMπ ′ 0 has image contained in HomU	U	M.
2.4. Combining 2.1–2.3 we obtain the following description of Aλm.
For all µ	 ν ∈ ∗	 write ν ≤ µ if µ− ν ∈ π.
Proposition. Assume that Mπ ′ λ is simple. Then ψ is a U module
isomorphism of Aλm onto F	−HomU	U	 δMπ ′ 0.
2.5. Assume λ ∈ P+π ′ π. The above construction fails for Aλm
because Mπ ′ λ is not simple. However, it is asymptotically simple in
the sense that for each µ ∈ π the restriction of Mπ ′ λV λ to the
direct sum of weight subspaces ⊕ν≤µMπ ′ λλ−ν is injective for all λ sufﬁ-
ciently large with respect to µ. In particular for each n ∈  we can choose
λ ∈ P+π ′ π such that the restriction of the map Mπ ′ λV λ is injective
on ξ nAλm = Mn. In this case Mn ⊗ kλ is isomorphic to a U	 sub-
module of V λ and hence to a U	 submodule of δMπ ′ λ, that is, Mn
is isomorphic to a U	 submodule of δMπ ′ 0. The above construction
then gives the following:
Lemma. Let N be an indecomposable direct summand of
F	−HomU	U	 δMπ ′ 0. There exists λ ∈ P+π ′ π such that N is
a submodule of Aλm.
Proof. Recall 1.8 that N has ﬁnite length and so by 2.3 lies in some
HomU	U	M with M ﬁnite dimensional. Choose n ∈  and λ ∈
P+π ′ π as above such that M ⊂  nAλm. Then as in 2.1–2.3 we obtain
N ⊂ ψnAλm.
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2.6. Set P = U ⊗U k0. By the argument in [GJ, 1.4.5], or
directly, P is projective in π ′ .
Observe that
P = U ⊗U	 U	 ⊗U k0	
∼= U ⊗U	 Mπ ′ 0ιU		
∼=Mπ ′ 0 ⊗k Mπ ′ 0ι	 by say Jo 4	 816	
where U is taken to act diagonally. By Frobenius reciprocity its
dual P∗σ is isomorphic to HomkMπ ′ 0	Mπ ′ 0∗κ again given the
diagonal action. As noted in [GJ, 1.5.7] we may then conclude that
F	−HomkMπ ′ 0	Mπ ′ 0∗κ is injective in ̂−π ′ .
Lemma. There is a natural isomorphism
HomUN	HomU	U	 δMπ ′ 0
∼−→HomUN	P∗σ
for any N ∈  .
Proof. By Frobenius reciprocity, one has
HomUN	HomU	U	 δMπ ′ 0
∼−→ HomU	U ⊗U N	δMπ ′ 0
∼−→ HomU	N	δMπ ′ 0
∼−→ HomUU ⊗U	 N	δMπ ′ 0	 by Frobenius	
∼−→ HomUN ⊗k Mπ ′ 0	 δMπ ′ 0	 by [Jo4, 8.1.6]	
∼−→ HomUN	 HomkMπ ′ 0	 δMπ ′ 0	 by Frobenius	
∼−→ HomUN	P∗σ	 as explained below.
Here the last step follows from the fact that both N and Mπ ′ 0 admit
weight space decomposition and so the image of Mπ ′ 0 in Mπ ′ 0∗κ under
the action of some n ∈ N is a sum of weight vectors and so lies in δMπ ′ 0.
Since the above maps come from Frobenius reciprocity or [Jo4, 8.1.6],
they are natural.
2.7. Combining 2.3 and 2.6 we obtain the following:
Proposition. Take λ ∈ ∗π ′ , such that Mπ ′ λ is simple. Then Aλm is injec-
tive in ̂−π ′ .
Proof. Indeed for any N ∈ Ob−π ′ , the isomorphism of 2.4 restricts to a
natural isomorphism
HomUN	Aλm
∼−→HomUN	F	−P∗σ
Consequently the injectivity of Aλm results from that of F	−P∗σ.
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3. TRANSLATION FUNCTORS
3.1. Fix λ	µ ∈ P+π ′ π. Recall that AnnZMπ ′ λ is a maximal
ideal χλ of the centre Z of U. Given a U module M admitting a
locally ﬁnite action of Z we may deﬁne χλM to be the Z primary
component of M with respect to χλ. Recall that V µ − λ is the simple
ﬁnite dimensional module with extreme weight µ − λ. Let (,) denote the
Cartan inner product on ∗.
Lemma. χµV µ− λ ⊗Mπ ′ λ ∼=Mπ ′ µ.
Proof. This is a standard result which goes back to Jantzen [J3, 2.10]
when π ′ =  . We give the proof for completion. By [Jo4, 8.1.6], V µ −
λ⊗Mπ ′ λ admits a ﬁltration with quotients isomorphic to theMπ ′ ν as ν
runs over the π ′ dominant elements of λ+3V µ− λ. In particular ν−
λ	 ν − λ ≤ µ− λ	µ− λ. On the other hand if Mπ ′ ν is annihilated by
χµ, then ν ∈ Wµ. In particular µ+ ρ	µ+ ρ = ν + ρ	 ν + ρ. Combined
with the previous inequality we obtain 2µ − ν	 λ + ρ ≤ 0. On the other
hand µ is dominant so µ − ν ∈ π. Yet λ + ρ is dominant and regular
so the previous inequality then forces µ− ν = 0. Thus Mπ ′ µ is the only
possible subquotient annihilated by χµ.
3.2. Fix λ	µ ∈ ∗ and set χλ = AnnZMλ which is a maximal
ideal of Z. Let λ denote the category of U modules annihilated by
a power of χλ. Let V be a ﬁnite dimensional U module. By a result of
Kostant [K3], if M ∈ λ, then V ⊗M admits a locally ﬁnite action of Z
and so we have a functor Lµλ  M → χµV ⊗M from λ to µ which is
exact. Let Rµλ denote the corresponding functor on right modules.
Now suppose λ	 λ′	 µ	µ′ ∈ P+π ′ π. Consider HomkMπ ′ λ	Mπ ′ λ′
as a left U module via the action on the second factor. It belongs
to λ′ . Identifying V µ′ − λ′ with Homkk	 V µ′ − λ′, it follows
from Lµ
′
λ′ HomkMπ ′ λ	Mπ ′ λ′ = HomkMπ ′ λ	 χµ′ V µ′ − λ′ ⊗
Mπ ′ λ′ = HomkMπ ′ λ	Mπ ′ µ′, by 3.1. Similarly identifying V λ−µ
with HomkV µ − λ	 k, it follows that RµλHomkMπ ′ λ	Mπ ′ λ′ =
HomkMπ ′ µ	Mπ ′ λ′. The adjoint functor Lλ
′
µ′ (resp. R
λ
µ is an inverse
to Lµ
′
λ′ (resp. R
µ
λ and so these functors are equivalences of categories.
We remark that for equivalence it is enough that λ	µ ∈ ∗ belong to the
same facette in the sense of Jantzen [J3, 2.6]. These assertions follow from
[J3, 2.15 Bemerkungen; BG, 3.5] since these functors are projective in the
language of [BG] so determined by their values on the  category.
3.3. It is convenient to write F	−HomkMπ ′ λ	Mπ ′ λ′ simply
as Aλ	 λ′. Since V µ′ − λ′ and V λ − µ are ﬁnite dimensional and
hence in −π ′ , it follows that L
µ′
λ′ Aλ	 λ′ = Aλ	µ′ and RµλAλ	 λ′ =
Aµ	λ′.
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Now by 1.9 we may identify Aλ	 λ′ with Aλ	λ′m . Composition of homo-
morphisms gives a bilinear map Aλ	 λ′ ×Aλ′′	 λ → Aλ′′	 λ′, for all
λ	 λ′	 λ′′ ∈ P+π ′ π. This is just multiplication in A = Am.
Recalling the notation 1.10 we have θλ	λ
′ ∈ Aλ	 λ′ which is more-
over a linear isomorphism of Mπ ′ λ onto Mπ ′ λ′. It follows that the
image of kθλ	λ
′ × Aλ′′	 λ is Aλ′′	 λ′. Now consider the special case
when λ − λ′ ∈ P+π. Then θλ	λ′ generates the ﬁnite dimensional simple
submodule V −λ − λ′ of P having lowest weight −λ − λ′ which we
may identify with V λ− λ′∗. Therefore under the above composition the
image of V λ − λ′∗ × Aλ′′	 λ → Aλ′′	 λ′ is contained in χλ′ V λ −
λ′∗ ⊗Aλ′′	 λ = Lλ′λ Aλ′′	 λ = Aλ′′	 λ′ and further equal to the lat-
ter by the above surjectivity. This and a similar computation on the right
give the:
Lemma. Fix λ	 λ′	 λ′′ ∈ P+π ′ π.
(i) Suppose λ − λ′ ∈ P+π. Then Lλ′λ F = V −λ − λ′F for any
subspace F ⊂ Aλ′′	 λ′ = A.
(ii) Suppose λ′′ − λ ∈ P+π. Then Rλ′′λ′ F = FV −λ′′ − λ′ for any
subspace F ⊂ Aλ	 λ′ = A.
Remark. In other words under the appropriate conditions the functors
Lλ
′
λ and R
λ′′
λ′ become respectively left and right multiplication in A by an
appropriate subspace of P.
3.4. Now take λ	µ ∈ P+π ′ π such that λ − µ ∈ P+π. View
V λ − µ∗ as a subspace of P (as in 3.3). Then by 3.3, LµλF =
V λ − µ∗F ⊂ Aλ	µ ⊃ F ′V λ − µ∗ = RλµF ′ for subspaces F ⊂
Aλ	 λ	 F ′ ⊂ Aµ	µ. Now identify both Aλ	 λ and Aµ	µ with A. By
the very deﬁnition of  it follows that V  nA =  nAV , for all n ∈ 
and for any subspace V of P. We conclude that
L
µ
λ nAλm = Rλµ nAµm	 for all n
Recalling the last part of 3.2 this translates to give the:
Lemma. Take λ	µ ∈ P+π ′ π with λ−µ ∈ P+π. Then for all n ∈  one
has
(i) RµλL
µ
λ nAλm =  nAµm.
(ii) LλµR
λ
µ nAµm =  nAλm.
3.5. Recall that the grAλm  λ ∈ ∗π ′ viewed as U modules under
adjoint action are all isomorphic to some common module which we denote
by Bm. Again Bm ∼= grAλm ∼= Aλm, when λ = 0. From 3.4 we obtain the:
Corollary. For all λ ∈ P+π ′ π one has Bm ∼= grAλm ∼= Aλm.
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3.6. We can now improve 2.7 to obtain:
Theorem. Bm is injective in ̂
−
π ′ .
Proof. Choose λ ∈ ∗π ′ , such that Mπ ′ λ is simple. Then by 2.7 any
indecomposable direct summand N of Aλm is injective in 
−
π ′ . Yet by 2.5,
N is a submodule of Aµm for some µ ∈ P+π ′ π. Then by 3.5 we must have
N ∼= grN .
Remark 1. It follows easily that grAλm ∼= Bm for all λ ∈ ∗π ′ , by the
splitting-off of each injective submodule  nAλm.
Remark 2. One may also consider the isomorphism P ⊗ Q ∼→Am
deﬁned by multiplication. The degree ﬁltration on Q gives rise to the
same ﬁltration  on Am. However, when we now take the q−α factors to
the right in 1.3∗, then the second term becomes exactly zero when for
suitable λ0 ∈ ∗π ′ one has
ϕλ0hα = −
∑
β∈+\′+
α∨	 βpβq−β
for each coroot hα  α ∈ π. Consequently the highest weight vector vλ must
satisfy
ϕλ0hαvλ = −
∑
β∈+\′+
α∨	 βvλ0 = −α∨	 2ρ− ρπ ′ vλ0	
where ρ (resp. ρπ ′) is the half sum of the roots in + (resp. ′+). Equiva-
lently λ0 = −2ρ − ρπ ′ . We conclude as in 3.5 that grAλ0m ∼= Aλ0m . How-
ever, in this case Mπ ′ λ is simple by [J1, Satz 11; J2, Lemma 1] and so
2.6 applies directly to imply that Bm = grAλ0m is injective. As in Remark
1 we may further conclude that grAλm ∼= Bm for all λ ∈ ∗π ′ . Although this
proof is simpler, several elements of our previous proof (for example 1.9,
2.5) are used in the sequel anyway.
Remark 3. Within a given facette the translation functors are equiva-
lences of categories taking Aλm to A
µ
m. We have shown that these spaces are
isomorphic as ad U modules for all pairs λ	µ ∈ ∗π ′ . However, as U
bimodules the homological properties of Aλm may depend on the facette
[JS, 5.5–5.8].
4. MULTIPLICITIES
4.1. In what follows modules in  and its subcategories are
assumed to have weights in Pπ. Recall that ρ is the half sum of the
positive roots and that wλ = wλ + ρ − ρ	 for all λ ∈ ∗	 w ∈ W .
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Let Iµ  µ ∈ Pπ denote the injective hull of V µ in . Recall that
V µ belongs to π ′ if and only if sα · µ < µ, for all α ∈ π ′, equiva-
lently that µ is π ′ dominant, and we let Iπ ′ µ be its injective hull in
π ′ . Again when the above condition on µ holds, there is a unique up
to isomorphism simple 	 module V ′µ with highest weight µ and we set
Mπ ′ µ = U ⊗U	 V ′µ which lies in π ′ .
Let Wπ ′ denote the subgroup of W generated by the sα  α ∈ π ′. Set
W π
′ = w ∈ W sαw > w	∀α ∈ π ′. Recall that multiplication gives a bijec-
tion Wπ ′ ×W π ′ −→∼ W .
For each λ ∈ P+π, set χλ = AnnZMλ which is a maximal ideal
of Z. The χλ-primary component of  has simples (resp. Vermas, inde-
composable injectives) of the form V wλ (resp. Mwλ	 Iwλ  w ∈
W . Moreover each injective has a dual Verma ﬂag and the multiplicities
Ixλ  δMyλ are independent of the choice of ﬂag. This of course
also holds for the Jordan–Holder multiplicities Myλ  V xλ which
are equal to the latter by BGG reciprocity [BGG]. Speciﬁcally
∗ Ixλ  δMyλ = δMyλ  V xλ	 ∀x	 y ∈ W
A similar result holds in π ′ . Observe ﬁrst that wλ  λ ∈ P+π is π ′
dominant if and only if w ∈ W π ′ . Then the χλ-primary component of π ′
has simples (resp. Vermas, indecomposable injectives) of the form V wλ
(resp. Mπ ′ wλ	 Iπ ′ wλ  w ∈ W π ′ and we have [I, Proposition 5.4]
∗′ Iπ ′ xλ  δMπ ′ yλ = δMπ ′ yλ  V xλ	 ∀x	 y ∈ W π
′

4.2. Given x ∈ W , let Cx denote its reduced length. Recall that
chMxλ = −1CxxchMλ, for all λ ∈ P+π. Set
S = ∑
w∈W
w	 Sπ ′ =
∑
w∈Wπ′
w
Then for all λ ∈ P+π one has
∗ S chMλ = ∑
w∈W
−1CwchMwλ = ch V λ	
by the Weyl character formula.
Lemma. Take λ ∈ P+π. Then for all w ∈ W
S ch Iwλ =
{
ch V λ	 w = e
0	 otherwise.
Proof. Assume sαw < w, for some α ∈ π. Then wλ is not α dom-
inant and so V wλ is not locally ﬁnite for the Levi factor α corre-
sponding to α. On the other hand suppose sαy > y, for some y ∈ W .
ThenMsαyλ is a submodule ofMyλ andMyλ/Msαyλ is α locally
on kprv determinants, i 41
ﬁnite. Consequently
Myλ/Msαyλ  V wλ = 0
By 4.1∗ this translates to give
Iwλ  δMyλ = Iwλ  δMsαyλ
whenever sαw < w. Since sαch Myλ = −ch Msαyλ we conclude that
1+ sαch Iwλ = 0	 whenever sαw < w
Consequently S ch Iwλ = 0, whenever w = e. On the other hand
ch Iλ= ch δMλ= chMλ and so S ch Iλ= ch V λ by ∗ above.
4.3. As in 2.2 we set
D′ = ∏
α∈+\′+
1− e−α−1
which we note is Wπ ′ invariant. For all y ∈ W π ′	 λ ∈ P+π, one has
ch Mπ ′ yλ = D′ch V ′yλ = Sπ ′ch Myλ
by 4.2∗ taken with respect to π ′. Then for all x ∈ Wπ ′	 y ∈ W π ′ we obtain
∗ Sπ ′ch Mxyλ = −1CxchMπ ′ yλ
Again
∗∗ ch Mπ ′ yλ = Sπ ′ch Myλ =
∑
x∈Wπ′
−1Cxch Mxyλ
This leads to the following:
Lemma. Take λ ∈ P+π. Then for all w ∈ W π ′ one has
Sπ ′ ch Iwλ = ch Iπ ′ wλ
Proof. Indeed
Sπ ′ch Iwλ =
∑
x∈Wπ′ 	 y∈W π′
Iwλ  δMxyλ−1Cxch Mπ ′ yλ
by ∗. Yet∑
x∈Wπ′
Iwλ  δMxyλ−1Cx
= ∑
x∈Wπ′
δMxyλ  V wλ−1Cx	 by 41∗	
= Mπ ′ yλ  V wλ	 by ∗∗
= Iπ ′ wλ  δMπ ′ yλ	 by 41∗′
Substitution in our ﬁrst expression gives the required result.
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4.4. Now set
Sπ
′ = ∑
w∈W π′
w−1
Then Sπ
′
Sπ ′ = S. Then 4.3 gives the following generalization of 4.2.
Lemma. Take λ ∈ P+π. Then for all w ∈ W π ′ one has
Sπ
′
ch Iπ ′ wλ =
{
ch V λ	 w = e
0	 otherwise.
4.5. For any U module let FM, or simply FM, denote the
largest submodule of M on which  acts locally ﬁnitely. Then 4.4 translates
to the remarkably simple
Corollary. Suppose I is injective in π ′ . Then
ch FI = Sπ ′ch I
Proof. It remains to consider the case when I = Iπ ′ µ  µ ∈ Pπ and
µ + ρ is not regular. Then FI = 0, since I does not even have ﬁnite
dimensional subquotients. Again Sπ ′ ch I = ch I because this holds for all
simples in π ′ . Then Sπ
′
ch I= Sπ ′ Sπ ′ch I= S ch I= 0, since this holds for
every subquotient of I by the non-regularity of µ+ ρ.
4.6. By 3.6, FAλm acquires the structure of a graded U module
whose isomorphism class Bm is independent of the choice of λ ∈ ∗π ′ . We
wish to calculate the multiplicity of a given simple module in each graded
component. For this it sufﬁces to calculate the q-character of FBm. That
is, we wish to calculate
chqFBm =
∑
i∈
qich iFBm/ i−1FBm
This is easily done using 3.6 and 4.5. However, since Bm ∈ ̂−π ′ we should
ﬁrst replace it by its translate Bιm under ι. Extend the map e
α → e−α linearly
to an involution a → a¯ of Pπ. One may note that V µι is isomorphic
to V −µ. Hence ch V µι = ch V µ and so chqFBm = chqFBιm. In
the notation of 2.2 we have
chqB
ι
m = D′D′q
It is convenient to express the result in the following form. Let
J  eλ → D
( ∑
w∈W
−1Cwewλ
)
be the Demazure–Weyl operator and observe that with respect to the
canonical ﬁltration on U one has
chqS
 = D′q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Theorem. For all λ ∈ ∗π ′ one has
chqFAλm = J chqS

Proof. By 3.6, 4.5, and the above
∗ chqFAλm = Sπ
′ D′D′q
Now
Sπ ′
( ∏
α∈′+
1− e−α−1
)
= ∏
α∈′+
1− e−α−1 ∑
w∈Wπ′
−1Cwew0
= 1	 by the Weyl denominator formula.
Yet D′ and D′q are Wπ ′ invariant and so
D′D′q = Sπ ′ DD′q
which shows that the right hand side of ∗ is just
SD′D′q = JD′q = J chq S
	
as required.
Remark. This result has a geometric analogue in the work of Hesselink
[H] and particularly Broer [B1, B2]. It could possibly be related to these
via the main result of [BB]; but the details have not been worked out.
INDEX OF NOTATION TO PART I
Symbols appearing frequently are given below together with the subsec-
tion where they are deﬁned.
Introduction. k.
1.1. 	 U	 S	 Z	 	 	 +	 	 π	 Pπ	 P+π	 ρ	
sα	 W	 wλ	 	 
+	 	π ′	 π ′	 
π ′	 ′	 ′+	 eα	 f−α	 hα	 κ	 σ	 ι	 −	

−	 ∗π ′	 P
+
π ′ π	 kλ	 Mπ ′ λ	 vλ
1.2. m	 Am	 q−α	 pα	 Q	 P	 s	 ϕλ	 Aλm
1.3. s	 hi	 zi	 π ′	  
1.5. ϕλ	µ	 A
λ	µ
m 	 δ	 ch
1.6. 	−
1.7. 0.
1.8. 	 ̂	 ̂π ′	 π ′	 ̂
−
π ′	 
−
π ′	  	π ′ .
1.9. F	 F	 F	− .
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1.10. V µ	 θλ	µ
2.1. ξ	 ψ (Part I only).
2.2. V ′µ	 Dq	 D′q	 D	 D′	 Dq	 D′q	 D	 D′
2.4. ≤.
3.1. χλ	 	 
3.2. Lµλ	R
µ
λ
3.3. Aλ	 λ′
3.5. Bm.
3.6. ρπ ′ 
4.1. Iµ	 Iπ ′ µ	 Wπ ′	 W π ′ 
4.2. S	 Sπ ′ .
4.4. Sπ
′

4.5. F	 F .
4.6. chq	 a¯	 J.
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