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Abstract
We prove a very general Kobayashi-Hitchin correspondence on arbi-
trary compact Hermitian manifolds, and we discuss differential geomet-
ric properties of the corresponding moduli spaces. This correspondence
refers to moduli spaces of “universal holomorphic oriented pairs”. Most
of the classical moduli problems in complex geometry (e. g. holomorphic
bundles with reductive structure groups, holomorphic pairs, holomorphic
Higgs pairs, Witten triples, arbitrary quiver moduli problems) are spe-
cial cases of this universal classification problem. Our Kobayashi-Hitchin
correspondence relates the complex geometric concept “polystable ori-
ented holomorphic pair” to the existence of a reduction solving a general-
ized Hermitian-Einstein equation. The proof is based on the Uhlenbeck-
Yau continuity method. Using idea from Donaldson theory, we further
introduce and investigate canonical Hermitian metrics on such moduli
spaces. We discuss in detail remarkable classes of moduli spaces in the
non-Ka¨hlerian framework: Oriented holomorphic structures, Quot-spaces,
oriented holomorphic pairs and oriented vortices, non-abelian Seiberg-
Witten monopoles.
MSC classification : 53C07, 32G13, 58D27, 53C55, 53D20, 32L05, 32M05
0 Introduction
In order to understand the aim and the motivation of this article let us consider
the following classical complex geometric moduli problems:
Holomorphic structures with fixed determinant. Let X be a compact
complex n-dimensional manifold and E a differentiable rank r vector bundle on
X . We fix a holomorphic structure L on the determinant line bundle detE of
X . The problem is to classify all holomorphic structures E on E which induce
the fixed holomorphic structure L on detE modulo the group Γ(X,SL(E)) of
automorphisms of determinant 1.
In order to get a Hausdorff moduli spaces with good properties one considers
only stable (or more general semistable) holomorphic structures. The stability
condition depends on the choice of a Gauduchon metric on X , or more generally
a Hermitian metric g (see [LT]) which plays the same role as the choice of a
polarization of the base manifold in algebraic geometry. E is called g-stable if
µg(F) < µg(E) (1)
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for any nontrivial subsheaf F ⊂ E with torsion free quotient. Such a subsheaf
must be reflexive. Note that the slope map µg is not a topological invariant in
the general non-Ka¨hlerian framework, but it is always a holomorphic invariant.
The classical Kobayashi-Hitchin correspondence ([Ko1], [Do1], [Do2], [UY1],
[UY2], [Bu], [LY], [LT]) states that a holomorphic structure is stable if and only
if it is simple (i. e. it admits no non-trivial trace free infinitesimal automor-
phisms) and admits a Hermitian-Einstein metric, i. e. a metric h solving the
Hermitian-Einstein equation:
iΛgFh =
2π
(n− 1)!V olg(X)µg(E)idE .
General solutions of the Hermitian-Einstein equation correspond to polystable
holomorphic structures, i. e. to bundles which are direct sums of stable bundles
of the same slope.
From a historical point of view, around 1980 the correspondence was inde-
pendently suggested by Hitchin and Kobayashi (according to Donaldson [Do1]
who first linked the two names together1). First indications that a connection
between these two concepts might exist had been e.g. Kobayashi’s proof that
a Hermitian-Einstein bundle is stable in the sense of Bogomolov [Ko4], and the
first author’s proof of the Chern class inequality for Hermitian-Einstein bundles
[Lu¨1]. The “simple” implication in this case, i.e. the polystability of Hermitian-
Einstein bundles, was first written down in Japanese by Kobayashi in [Ko3] and
announced in [Ko1]; the first author then found a simpler proof [Lu¨2]. The
“difficult” implication, i.e. the existence of a Hermitian-Einstein connection in
a stable bundle, was subsequently proved by Donaldson for Riemann surfaces
[Do3], algebraic surfaces [Do1] and manifolds [Do2], by Uhlenbeck and Yau for
Ka¨hler manifolds [UY1], [UY2], by Buchdahl for arbitrary Hermitian surfaces
[Bu], and finally by Li and Yau for arbitrary Hermitian manifolds [LY]. In the
last two articles, as in the present work, an important technical tool is the use of
a Gauduchon metric in the base manifold. An extensive discussion of the classi-
cal correspondence, including complete proofs and several applications, can be
found in [LT].
Let us fix a Hermitian metric h on E. The Kobayashi-Hitchin correspondence
yields an isomorphism of moduli spaces between the moduli space of stable
holomorphic structures with fixed determinant and the moduli space of irre-
ducible integrable Hermitian-Einstein connections A with fixed determinant on
(E, h). This isomorphism plays a fundamental role in Donaldson theory, since
– on complex surfaces – the latter moduli space can be further identified with a
moduli space of projectively ASD connections (see [DK], [LT] and section 5.1.2
in this article for details).
1We thank the referee for pointing out this fact and reference [KO].
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Higgs pairs. We fix a differentiable vector bundle E on X , a holomorphic
structure L on detE and a holomorphic vector bundle F0 on X . In the classical
theory of Higgs fields one takes F0 = Ω1X (see [Hi], [Si]).
The problem here is to classify modulo Γ(X,SL(E)) all pairs (E ,Φ) where
E is again a holomorphic structure on E which induces L on detE, and Φ ∈
H0(End(E)⊗F0) is a holomorphic F0-twisted endomorphism.
For such objects one also has a stability condition: this condition asks that
(1) holds for all nontrivial Φ-invariant subsheaves F . This complex geometric
condition can be again characterized in a differential geometric way (see [Hi],
[Si]): a Higgs holomorphic pair (E ,Φ) is stable if and only if is simple and E
admits a metric h satisfying the Higgs equation
iΛFh +
1
2
[Φ,Φ∗h ] =
2π
(n− 1)!V olg(X)µg(E)idE
Again, this result yields an isomorphism of moduli spaces: the complex geo-
metric moduli space of stable holomorphic Higgs pairs and the differentiable
geometric moduli space of irreducible integrable solutions (A,Φ) of the Higgs
equation. Arbitrary solutions of this equation correspond to polystable holo-
morphic Higgs pairs (see [Hi], [Si]).
Holomorphic pairs. (see [Bra], [Th], [HL]) Let E be a rank r bundle on X .
One wants to classify – modulo Γ(X,GL(E)) – the pairs (E , ϕ), where E is a
holomorphic structure on E and ϕ is a holomorphic section in E .
The stability condition for this problem depends on a real parameter τ . A
pair (E , ϕ) is τ -stable if
max(µg(E), sup
F∈R(E)
µg(F)) < τ < inf
F∈R(E)
ϕ∈H0(F)
µg(E/F) ,
where R(E) denotes the set of subsheaves of E with torsion free quotients.
There is again a differential geometric characterization of the stable pairs.
(E , ϕ) is τ -stable if and only if it is simple (i. e. it admits no non-trivial
infinitesimal automorphisms) and E admits a metric h satisfying the vortex
equation
iΛFh +
1
2
ϕ⊗ ϕ∗h = 2π
(n− 1)!V olg(X) τ idE .
Witten triples. (see [W], [Du¨]) Consider a line bundle L on a complex surface
X . We want to classify modulo Γ(X,GL(L)) = C∞(X,C∗) the triples (L, ϕ, α)
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consisting of a holomorphic structure L on L, a holomorphic section ϕ ∈ H0(L)
and a holomorphic morphism α : L → KX .
The stability condition depends again on a real parameter τ . A triple (L, ϕ, α)
is τ -stable if either deg(L) < τ and ϕ 6= 0, or deg(L) > τ and α 6= 0.
A triple (L, ϕ, α) is stable if and only if it is simple (i. e. (ϕ, α) 6= 0) and L
admits a metric h satisfying the mixed vortex equation
iΛgFh +
1
2
(|ϕ|2 − |α|2) = 2π
V olg(X)
τ .
This result yields again an isomorphism of moduli spaces.
Remark: In the vortex equation and the mixed vortex equation one can replace
the constant 2pi(n−1)!V olg(X) τ on the right by a real function t. The corresponding
stability condition depends only on
∫
X
t volg when g is Gauduchon. The case
when t =
sg
2 (where sg stands for the scalar curvature of g) plays a crucial role
in the Seiberg-Witten theory on complex surfaces (see [W], [Bi], [Du¨] [OT1],
[OT2], [Te2]).
Oriented holomorphic pairs. We fix again a differentiable vector bundle E
of rank r on X and a holomorphic structure L on detE. This time we want to
classify modulo Γ(X,SL(E)) the pairs (E , ϕ), where E is a holomorphic structure
on E which induces L on detE and ϕ ∈ H0(E) is a holomorphic section.
The stability condition in this case is (see [OST], [OT2], [OT8], [Te2])
max(µg(E), sup
F∈R(E)
µg(F)) < inf
F∈R(E)
ϕ∈H0(F)
µg(E/F) ,
whereas the corresponding Hermitian-Einstein type equation is
iΛFh +
1
2
(ϕ⊗ ϕ∗h)0 = 0
In the case n = r = 2, one gets a complex geometric interpretation of the mod-
uli spaces of PU(2)-monopoles on complex surfaces (see [Te2] for the Ka¨hlerian
case and section 5.3 in this article for the Gauduchon case).
In order to illustrate the generality of the results in this article, consider now
the following artificial moduli problem:
Fix a system of differentiable vector bundles (Ei)0≤i≤n of ranks ri, a system
of holomorphic vector bundles (Fj)1≤j≤m of ranks ρj on X , and a holomorphic
structure L0 on detE0.
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Classify systems (Ei, ϕij , ψi) where Ei is a holomorphic structure on Ei such
that E0 induces L0 on detE0, ϕij ∈ H0(E∨i ⊗ Fj) are holomorphic homomor-
phisms, and ψi ∈ Γ(X,P(End(Ei)) are holomorphic sections in the projectiviza-
tions of the endomorphism bundles of Ei.
The question is: which is the correct stability (polystability) condition in this
case, and which is the corresponding Hermitian-Einstein equation?
All the “classical” moduli problems listed above, as well as this artificial mod-
uli problem are just special case of the following very general complex geometric
classification problem:
A universal moduli problem. We note that in all these examples one has a
system of fixed holomorphic structures, a system of variable holomorphic struc-
tures on fixed C∞-bundles, and a system of variable sections in associated bun-
dles, which are holomorphic with respect to both variable and fixed holomorphic
structures.
The best way to formulate a universal generalization of all moduli problems
of this type is the following (see [OT3], [OT5]):
Consider an exact sequence
{1} −→ G −→ Gˆ −→ G0 −→ {1}
of complex reductive groups, and choose a Gˆ-bundle Qˆ on X and a holomorphic
action αˆ : Gˆ × F → F on a Ka¨hlerian manifold F . Let Q0 := Qˆ/G be the
associated G0-bundle and E the associated F -bundle E := Qˆ ×αˆ F . Fix a
holomorphic structure Q0 on Q0. Our universal classification problem is:
Classify the pairs (Qˆ, ϕ), where Qˆ is a holomorphic structure on Qˆ inducing Q0
on Q0 and ϕ ∈ Γ(X,E) is holomorphic with respect to the holomorphic structure
induced by Qˆ on E, modulo the gauge group G := AutQ0(Qˆ) = Γ(X, Qˆ×Ad G).
A pair (Qˆ, ϕ) of this type will be called an oriented pair of type (Qˆ, αˆ,Q0).
This class of moduli problems was first considered in [OT3] in the case when
X is a complex curve; in this case the corresponding moduli spaces were used
to introduce the twisted gauge theoretical Gromov-Witten invariants. The par-
ticular case G0 = {1} (the case of non-oriented pairs) was previously studied
by Mundet i Riera in [Mu1] on Ka¨hler manifolds.
Example: For instance, to get our “artificial moduli problem” above as a
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special case of our universal problem, take
G := SL(r0,C)×
n∏
i=1
GL(ri,C) , Gˆ := GL(r0,C)×
n∏
i=1
GL(ri,C)×
m∏
j=1
GL(ρj ,C) ,
G0 = C
∗ ×
m∏
j=1
GL(ρj ,C) , F :=
∏
0≤i≤n
1≤j≤m
Hom(Cri ,Cρj )×
n∏
i=0
P(End(Cri)) .
The action αˆ is the natural action of Gˆ on F , whereas the fixed holomor-
phic structure Q0 is defined by the system of fixed holomorphic structures
(L, (Fj)1≤j≤m).
Similarly one can see easily that all classical moduli problems in our list are
also special cases of this universal problem, as well as all “quiver problems”
considered in [AG].
The main goals of our article are:
I. To give the correct stability and polystability condition for this universal
moduli problem and to characterize the polystable pairs in terms of the exis-
tence of a reduction of Qˆ to a maximal compact subgroup Kˆ ⊂ Gˆ which satisfies
a certain generalized Hermitian-Einstein equation. In this article, we solve this
problem completely (see Theorem 3.3, Theorem 4.2 for the precise statements).
In particular, these results give a Kobayashi-Hitchin correspondence for holo-
morphic principal bundles with arbitrary reductive groups on arbitrary compact
Hermitian manifolds.
II. To study, in the non-Ka¨hlerian framework, metric properties of this large
class of moduli spaces: we show that the (smooth part of the) moduli space
associated with such a problem comes always with a natural Hermitian metric,
and that this Hermitian metric has interesting properties (for instance is Ka¨hler
as soon as the base manifold is semi-Ka¨hler). The construction of this canonical
Hermitian metric uses ideas from Donaldson theory.
II. To apply our general results to remarkable classes of moduli spaces: mod-
uli spaces of oriented connections, Douady Quot-spaces, moduli spaces of non-
abelian monopoles on Gauduchon surfaces.
Previous results on universal moduli problems. In this paragraph we
acknowledge previous contributions on the subject, from which we benefited a
lot. On the other hand we explain carefully the progress made in the present
article compared with previous work.
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The idea to a find a “universal” generalization of the correspondence for all
possible coupled moduli problems is of course very natural. Important progress
in this direction was first achieved by Banfield [Ba] who proved a Kobayashi-
Hitchin correspondence for non-oriented pairs whose second component is a
section in vector bundle associated with a linear representation α. Banfield’s
stability condition is a natural extension to coupled problems of the stability
condition for holomorphic bundles with arbitrary reductive structure group as
developed by Ramanathan and Ramanan-Ramanathan [Ra], [RR]. In his very
interesting Ph. D. thesis (see [Mu1]), Mundet i Riera succeeded to general-
ize Banfield’s result to the case of an arbitrary (not necessary linear) action
on a Ka¨hlerian fibre. In the present article we use essentially his important
contribution on the subject.
We also mention that a very general Kobayashi-Hitchin correspondence on
Ka¨hler manifolds is stated in [BGM], where the same type of holomorphic pairs
is considered, but the symmetry group of the problem is a more general “Lie
subgroup” G ⊂ Aut(Qˆ); but there is a price to pay for this generality: the
inequality in the corresponding stability condition depend on a vector varying
in an infinite dimensional Lie algebra, so this is not a practically checkable
condition.
All these contributions concern the particular case when the base manifold is
Ka¨hlerian and they all use similar methods.
Compared with the existing literature, the results and the formalism developed
in the present article has several important advantages :
1. Our methods applies to the general non-Ka¨hlerian framework.
We mention that in the non-Ka¨hlerian framework several important diffi-
culties arise:
(a) The left term of the Hermitian-Einstein equation can no longer be
regarded as a moment map,
(b) The Ka¨hler identities do not hold,
(c) The degree of holomorphic bundles is no longer a topological invari-
ant.
For these reasons, the methods used in [Mu1], [BGM] do not appear to
apply to the non-Ka¨hlerian framework.
2. We treat not only the correspondence between stable objects and irre-
ducible solutions of the (generalized) Hermitian-Einstein equations (see
[Mu1], [BGM]) but the general correspondence between polystable objects
and arbitrary solutions of these equations.
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This is also an important point, because even in the classical Donaldson
theory, the possible presence of the “reductions” in the moduli spaces must
be always carefully taken into account.
3. Our stability condition has holomorphic character; more precisely, the
terms in our stability inequalities are intrinsic holomorphic invariants asso-
ciated with the oriented holomorphic pair (Qˆ, ϕ) and certain meromorphic
reductions of Qˆ. Only the given parameters (the Hermitian base manifold
and the Hamiltonian action on the fibre) are used in the construction of
these invariants. Holomorphically isomorphic oriented pairs will have the
same set of invariants.
These invariants do not require and do not depend on a background Kˆ -
reduction of Qˆ (contrary to [Mu1] and [BGM]). This is important (even
in the Ka¨hler and algebraic case!), because a Kˆ-reduction is a differential
geometric object; its construction requires a partition of unity (as does the
construction of a Hermitian structure of a vector bundle), so a stability
condition which depends on the choice of a Kˆ-reduction is not practically
checkable.
The complex geometric character of our stability condition is a conse-
quence of the complex geometric equivariance properties – obtained in
[Te3] – of the maximal weight function associated with a finitely dimen-
sional energy complete Hamiltonian triple (see Proposition 1.9). Without
the energy completeness condition, there seems to be no way to prove
these complex geometric equivariance properties.
The main feature of the classical stability condition for bundles is its complex
geometric nature: even on general Hermitian manifolds the slope map on the
set of non-trivial subsheaves of a given holomorphic bundle has a pure complex
geometric character, because it does not depend on the choice of a Hermitian
metric on this bundle (see [Ga], [LT]).
Therefore our universal Kobayashi-Hitchin correspondence respects this fun-
damental feature of the classical Kobayashi-Hitchin correspondence, i. e. it
deals only with complex geometric stability and polystability conditions.
In fact this difficulty already arises in the finite dimensional framework (see
section 1): the generalized maximal weight function λ associated with a K-
moment map µ for a general holomorphic action α : G × F → F on a Ka¨hler
manifold is not equivariant with respect to the whole complex reductive group
G, but only with respect to the fixed maximal compact subgroup K. Therefore,
the inequality λ(x) > 0 involved in the “analytic stability condition” is a priori
not a complex geometric condition. Moreover, in the general case, it is not
possible to give numerical characterizations of semistable and polystable points.
In the finite dimensional framework these difficulties have been explained and
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overcome in [Te3], where it was shown that one has to impose a certain com-
pleteness condition on the pair (α, µ) in order to have a maximal weight function
λ with good complex geometric equivariance properties. For this class of ac-
tions (which includes all holomorphic Hamiltonian actions on compact Ka¨hler
manifolds and all linear actions) one can give complex geometric numerical char-
acterizations of stable, semistable and polystable orbits.
Using this formalism, we were able to extend the Kobayashi-Hitchin corre-
spondence for “universal” oriented holomorphic pairs to the case when the base
manifold X is an arbitrary compact Hermitian manifold. Moreover, we give a
complex geometric numerical characterization not only of the stable, but also of
the polystable pairs (i. e. of all pairs which admit a Kˆ-reduction satisfying the
generalized Hermitian-Einstein equation). This gives a complete complex geo-
metric interpretation of the whole moduli space of solutions of the generalized
Hermitian-Einstein equation.
Extending the Kobayashi-Hitchin correspondence to the non-Ka¨hlerian frame-
work is important for many reasons: for instance this generalization furnishes
complex geometric descriptions of the moduli spaces of instantons with arbi-
trary compact symmetry groups and of the moduli spaces of Seiberg-Witten
monopoles (abelian and non-abelian) on all complex surfaces. Furthermore, im-
portant applications of the classical Kobayashi-Hitchin correspondence to the
classification of non-Ka¨hlerian surfaces can be found in [Te1], [Te4] [LT], [LYZ].
Our proof is based on the continuity method developed by Uhlenbeck and Yau
for the classical Kobayashi-Hitchin correspondence (relating polystable bundles
to Hermitian-Einstein connections). This seems to be the appropriate method
in the non-Ka¨hlerian framework, because in this case the left hand term in the
generalized Hermitian-Einstein equation is no longer a formal moment map. On
the other hand, the original proof of Uhlenbeck-Yau for the classical Kobayashi-
Hitchin correspondence does not extend mechanically to our class of coupled
problems with general symmetry groups, so the classical strategy developed by
these authors must be completed with new techniques.
Usually moduli problems for bundles with reductive structure group G are
treated using a faithful representation G→ GL(r,C) and reducing the problem
to the case G = GL(r,C), i. e. to the more familiar case of vector bundles.
We will not follow this tradition, because we realized that this method does not
really simplify the problem, and dealing directly with the general case is more
natural and interesting. Consequently, we need an analogue of the well-known
theorem of Uhlenbeck-Yau on weakly holomorphic subbundles, for general re-
ductive structure groups G. In other words, we show how one can construct a
meromorphic reduction of a holomorphic principal G-bundle Q to a parabolic
subgroup L ⊂ G using an L21-section s ∈ Γ(ad(Q)) which satisfies an algebraic
property and a certain weak holomorphy condition. This correspondence, which
follows easily from the results in [UY1], [UY2], is presented in the Appendix.
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The structure of the article. We begin with the “finite dimensional” Koba-
yashi-Hitchin correspondence. This result gives a numerical characterization of
the polystable orbits with respect to a holomorphic Hamiltonian action (α, µ)
satisfying our technical completeness condition. This result can be regarded as
a (non-algebraic!) complex geometric generalization of the well-known Hilbert
criterion in classical GIT. A different proof can be found in [Mu1] (for the stable
case) and [Te3] for the general semistable case. Here we give a proof which is
based on the same continuity method which will be used later in the infinite
dimensional gauge theoretical framework.
The main ideas of the results presented here are present already in the clas-
sical GIT contributions ([Ki], [MFK], [KN]); the goal of this chapter is just to
treat carefully the delicate non-algebraic non-compact case and to point out the
specific difficulties (see [Te3], [BT]).
In the second chapter we state our “universal” moduli problem and we in-
troduce the stability, semistability and polystability conditions for universal
oriented pairs. Much care is dedicated here to the notion of degree of a mero-
morphic reduction to a parabolic subgroup with respect to an ad-invariant linear
form; this concept is very delicate in the non-Ka¨hler framework.
In the third chapter we introduce the Hermitian-Einstein equation for uni-
versal oriented pairs and we prove the “simple” implication of the Kobayashi-
Hitchin correspondence: any pair which admits a Hermitian-Einstein reduction
is polystable.
The fourth chapter deals with the “difficult” implication: any polystable pair
admits an admissible Hermitian-Einstein reduction. The proof of this, based on
the Uhlenbeck-Yau continuity method, uses involved analytical techniques.
In the fifth chapter we give applications of our results: The starting point of
the chapter is to notice that, as in Donaldson theory, the obtained correspon-
dence between solutions of the generalized Hermitian-Einstein equation and
polystable oriented pairs yields always an isomorphism of moduli spaces (the
Kobayashi-Hitchin isomorphism). In the first section of the chapter we treat in
detail the case of the correspondence between oriented holomorphic structures
and oriented connections. We give a simple argument to explain why mod-
uli spaces of oriented connections are important: the “cobordism argument”
used for relating the Donaldson invariants to the Seiberg-Witten invariants gen-
eralizes to non-simply connected 4-manifolds, but one should use Donaldson
invariants constructed with moduli spaces of oriented, projectively ASD U(2)-
connections, instead of moduli spaces of PU(2)-instantons. In the second section
of the chapter we turn to coupled problems. For both classes of moduli problems
(non-coupled and coupled) we use the Kobayashi-Hitchin isomorphism to con-
struct a canonical Hermitian metric on (the smooth part of) the moduli space.
We prove in full generality that this metric is always Ka¨hler when the base man-
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ifold is semi-Ka¨hler, and that its Ka¨hler form Ω satisfies the equation ∂∂¯Ω = 0,
when the base manifold is Gauduchon. The main idea of the proof comes from
Donaldson theory: for the construction of Ω we use a method similar to the one
used in [DK] to construct de Rham representatives of the µ-classes. This gener-
alizes the results concerning the metric properties of the classical moduli spaces
of holomorphic vector bundles, obtained with different methods in [LT]. As an
application we endow Douady Quot-spaces with canonical Hermitian metrics,
by identifying them with suitable moduli spaces of stable oriented holomorphic
pairs. The more delicate non-Ka¨hlerian case is treated carefully. The third
section of the chapter is dedicated to non-abelian Seiberg-Witten theory for
Gauduchon surfaces. We give a geometric interpretation of the moduli spaces
of non-abelian monopoles in this general framework in terms of oriented rank 2
holomorphic pairs.
The Appendix contains technical results (i.e. identities for Chern connections,
local diagonalization results for arbitrary compact Lie groups, meromorphic
reductions to parabolic subgroups) which are all of independent interest.
Notations and conventions. We tried to respect the standard conventions
and notations used in the literature. However, for mathematical reasons, we
also had to introduce some new ones:
For instance, in [Mu1] the notations E, EG are used for a principal K bundle
and its G = KC-extension E ×K G. In our article, Pˆ stands for a Kˆ princi-
pal bundle (standard differential geometric notation) and Qˆ for a Gˆ-principal
bundle, where Kˆ is a maximal compact subgroup in Gˆ. It is very important
that we do not fix an identification Qˆ = Pˆ ×Kˆ Gˆ when stability is introduced,
because fixing such an identification is equivalent to choosing a background
Kˆ-reduction of Qˆ, and, as explained above, stability should be a holomorphic
condition referring to holomorphic objects.
For the same reason, the first component of our holomorphic pairs is a bundle-
holomorphic structure on Qˆ (denoted by Jˆ or Qˆ) and not an integrable Kˆ-
connection Aˆ (compare with [Mu1], [BGM]). Passing from holomorphic struc-
tures to connections is possible only after fixing a Kˆ-reduction of Qˆ.
Third, the real and complex gauge groups are denoted by GK and GG in [Mu1].
To simplify the notation, we preferred the symbols K and G.
Note also that our stability condition is slightly simpler than the stability
condition in [Mu1]. Indeed, the “initial parameter” in [Mu1] is a pair (L, ξ)
consisting of a parabolic subgroup of G and a dominant character of L. On
the other hand, our initial parameter is just a Hermitian type vector ξ in the
Lie algebra g. The point is that we only need a parabolic subgroup of G which
is canonically associated with ξ. Since the functoriality of this parabolic group
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with respect to both G and ξ plays an important role, we used the notation
G(ξ) for this parabolic subgroup.
Moreover, the central constant c in the “c-stability condition” formulated in
[Mu1] can be absorbed in the moment map µ, so without any loss of generality,
one can omit this parameter.
Acknowledgment: This work grew out as part of an ample research project
on the universal Kobayashi-Hitchin correspondence and its applications, which
started in Zu¨rich in collaboration with Ch. Okonek.
1 The finite dimensional Kobayashi-Hitchin cor-
respondence
In this section we give a brief presentation of the stability theory in the finitely
dimensional Ka¨hlerian non-algebraic framework and explain the analogue of the
Hilbert criterion in this framework. The Hilbert criterion we prove here gives
a numerical characterization of the polystable orbits, i. e. of the orbits which
intersect the vanishing locus of the moment map. Our proof – based on the
continuity method – is a very good preparation for understanding the proof
of our universal Kobayashi-Hitchin correspondence on Hermitian manifolds in
section 4, which will follow the same strategy but will require involved analytical
techniques.
1.1 Analytic Stability, Symplectic stability
For complete proofs and more details about the notions and the results intro-
duced in this section we refer to [Te3]. The analogous results in the algebraic
geometric framework are well known ([Ki], [MFK], [KN]), but the non-algebraic
framework raises specific difficulties.
Let G be a complex reductive group. We denote byH(G) the subsetH(G) ⊂ g
defined by
H(G) := {ξ ∈ g| exp(iRξ) is compact} =
⋃
K ⊂ G
maximal compact
ik .
H(G) is a locally closed cone in g. The elements in H(G) will be called vectors
of Hermitian type (see [Te3]). There is an obvious non-surjective injective map
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Hom(C∗, G)→ H(G) given by
θ 7→ d
dt
∣∣∣∣
t=0
(R ∋ t 7→ θ(1 + t)) = d1θ(1) .
Therefore, compared to classical GIT, in non-algebraic complex geometry, one
has to consider more general (non-algebraic!) one-parameter subgroups, which
do not exponentiate to morphisms C∗ → G.
To any ξ ∈ H(G) one can associate a parabolic subgroup G(ξ) of G by
G(ξ) := {g ∈ G| lim
t→∞ exp(tξ)g exp(−tξ) exists in G}
The subgroup G(ξ) fits in a short exact sequence
{1} −→ U(ξ) −→ G(ξ) −→ Z(ξ) −→ {1} , (2)
where
U(ξ) := {g ∈ G| lim
t→∞ exp(tξ)g exp(−tξ) = e}
is the unipotent radical of G(ξ) and
Z(ξ) := {g ∈ G| adg(ξ) = ξ} ,
is the reductive centralizer of ξ.
G(ξ) is the direct product of its subgroups U(ξ), Z(ξ). Note that that the
normal subgroup U(ξ) is canonically associated with the parabolic subgroup
G(ξ), whereas the subgroup Z(ξ) ⊂ G(ξ) depends on the choice of the vector ξ.
The Lie algebras of these groups are
u(ξ) :=
⊕
λ<0
Eig([ξ, ·], λ) , z(ξ) = zg(ξ) = ker([ξ, ·]) , g(ξ) =
⊕
λ≤0
Eig([ξ, ·], λ) .
Following [Te3] we introduce in H(G) the following important equivalence
relation:
Definition 1.1 We say that two vectors ξ, ζ ∈ H(G) are equivalent (ξ ∼ ζ) if
one of the following equivalent conditions is satisfied:
1. ζ ∈ g(ξ) and there exists g ∈ G(ξ) such that adg(ξ) = ζ.
2. ζ − ξ ∈ u(ξ).
3. ξ ∈ g(ζ) and there exists g ∈ G(ζ) such that adg(ζ) = ξ.
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4. ξ − ζ ∈ u(ζ).
Proposition 1.2 Let K ⊂ G be a maximal compact subgroup of G. Then the
composition
ik →֒ H(G) −→ H(G)/∼
is a homeomorphism.
In particular, ik is a complete system of representatives for the equivalence
relation ∼.
Corollary 1.3 If G is a closed reductive subgroup of the reductive group Gˆ,
then the inclusion H(G)→ H(Gˆ) induces an injection
H(G)/∼G → H(Gˆ)/∼Gˆ
which is a homeomorphism on its image.
Example: Consider the case G = GL(r, V ), where V is a finite dimensional
complex vector space. Then H(G) ⊂ gl(V ) is the subset of endomorphisms
which are diagonalizable and have real eigenvalues. Every such endomorphism
ξ defines a filtration
V (ξ) = (Vλ)λ∈Spec(ξ) , Vλ :=
⊕
ν≤λ
Eig(ξ, ν)
of V .
The parabolic subgroup G(ξ) consists of those elements g ∈ GL(V ) which
leave the filtration V (ξ) invariant. Two elements ξ, ζ ∈ H(G) are equivalent if
and only if they have the same eigenvalues and define the same filtration.
Let α : G × F → F be a holomorphic action of a complex reductive group
on a complex manifold F . A Hamiltonian triple for α is a triple τ = (K, g, µ)
consisting of a maximal compact subgroupK of G, a K-invariant Ka¨hler metric
g on F , and a moment map µ for the induced K-action on (F, ωg).
The data of a Hamiltonian triple for the holomorphic action α allows one
to construct a Ka¨hlerian quotient of F by G (see [HH]). As in the algebraic
geometric GIT (where the quotient depends on the choice of a linearization of
the action), a Ka¨hler quotient depends in general essentially on the choice of
the Hamiltonian triple τ .
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Definition 1.4 Let τ = (K, g, µ) be Hamiltonian triple for the action α. A
point x ∈ F will be called:
1. (symplectically) τ-semistable if Gx ∩ µ−1(0) 6= ∅.
2. (symplectically) τ-stable if gx = {0} and Gx ∩ µ−1(0) 6= ∅.
3. (symplectically) τ-polystable if Gx ∩ µ−1(0) 6= ∅.
We will denote by F sstτ , F
st
τ , F
pst
τ the subsets of symplectically τ -(semi, poly)
stable points in F .
By the results of [HH] one has
Theorem 1.5 1. F sstτ is open in F .
2. There exists a good quotient π : F sstτ → Qτ , where Qτ is a Hausdorff
complex space.
3. The closure of every semistable orbit contains a unique polystable orbit.
4. The inclusions µ−1(0) →֒ F pstτ →֒ F sstτ induce homeomorphisms
µ−1(0)/
K
≃−→ F pstτ /G ≃−→ Qτ
In particular two semistable orbits have the same image in Qτ if and only
if the intersection of their closures contains a polystable orbit.
Therefore the Ka¨hler quotient Qτ can identified with the symplectic quotient
µ−1(0)/
K , so this results states that, in the Ka¨hler case, this symplectic quo-
tient (which in general can be very singular) inherits a natural complex space
structure.
Let again τ = (K, g, µ) be a Hamiltonian triple for α.
Remark 1.6 For any s ∈ ik, the map t 7→ 〈µ(etsx),−is〉 is increasing.
Indeed the derivative of this map at t is just ‖s#ets‖2.
We put
λs(x) := lim
t→∞〈µ(e
tsx),−is〉 .
Note that
λs(x) = 〈µ(etsx),−is〉+ Eg(csx) (3)
where csx : [0,∞) → F is the parameterized curve t 7→ etsx and Eg stands for
the energy with respect to the metric g.
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Using the standard equivariance property of the moment map one gets the
K-equivariance property of the map λ
λs(x) = λadk(s)(kx) ∀s ∈ ik , k ∈ K (4)
The following stability criterion is well-known (see for instance [Mu1], [Te3]):
Proposition 1.7 Let x ∈ F . The following conditions are equivalent
1. x is symplectically τ-stable.
2. λs(x) > 0 for all s ∈ ik \ {0}.
A point x satisfying the second condition is usually called analytically τ-stable.
This criterion can be considered as the Ka¨hlerian analogue of the Hilbert crite-
rion in GIT. However, this criterion is not satisfactory for our purposes for the
following reasons:
1. The map λ is not a purely complex geometric object; it depends on the
choice of a Hamiltonian triple for the action α, which is a differential
geometric object.
2. As it stands, the analytic stability condition is not aG-invariant condition,
because λ is only a K-equivariant function, not a G-equivariant one.
3. The criterion does not work for semistable points: for general holomorphic
actions α on non-compact manifolds the condition λs(x) ≥ 0 for all s ∈ ik
does not imply that x is symplectically semistable.
The simplest way to overcome these difficulties is to restrict ourselves to energy
complete Hamiltonian triples (see [Te3]):
Definition 1.8 A Hamiltonian triple τ = (K, g, µ) is called energy complete if
for every (s, x) ∈ ik× F the following implication holds
Eg(c
s
x) <∞⇒ lim
t→∞ c
s
x(t) exists in F .
We refer to [Te3] for the following
Proposition 1.9 The map λ : ik × F → R ∪ {∞} associated with an energy
complete Hamiltonian triple τ = (K, g, µ) has a unique extension
λ : H(G)× F → R ∪ {∞}
18
which is G-equivariant, i. e.
λs(x) = λadg(s)(gx) ∀s ∈ H(G) ∀x ∈ F∀g ∈ G .
This function has the following properties
1. homogeneity: λts(x) = tλs(x) for any t ∈ R≥0, s ∈ H(G).
2. parabolic invariance: λs(x) = λs(hx) for every x ∈ F, h ∈ G(s) .
3. ∼ invariance: λs(x) = λσ(x) if s ∼ σ.
4. semicontinuity: if (xn, sn)n → (x, s) then λs(x) ≤ lim inf
n→∞ λ
sn(xn).
The G-equivariant extension λ : H(G) × F → R ∪ {∞} will be called (for
historical reasons, see section 1.3.2) the maximal weight function associated
with the (energy complete) Hamiltonian triple α.
For our gauge theoretical results we will need the following result
Proposition 1.10 Let G be a reductive normal subgroup of a reductive group
Gˆ, and let αˆ : Gˆ× F → F be a holomorphic action.
Let K ⊂ Kˆ be maximal compact subgroups of G and Gˆ and let τ = (K, g, µ) be
an energy complete Hamiltonian triple for αˆ|G×F such that µ is Kˆ-equivariant.
Then the corresponding maximal weight function λ : H(G)×F → R∪ {∞} is
Gˆ-equivariant, i. e. it satisfies one of the following equivalent conditions:
1. Gˆ-equivariance: λs(x) = λadg(s)(gx) for all s ∈ H(G), g ∈ Gˆ.
2. Gˆ-parabolic invariance: λs(x) = λs(hx) for every x ∈ F, h ∈ Gˆ(s).
We denote by Gx the stabilizer of x ∈ F , and by gx its Lie algebra (the
infinitesimal stabilizer of x). A complex Lie subalgebra h ⊂ g will be called
reductive if it is the complexification of the Lie algebra of a compact subgroup
of G.
Definition 1.11 Let α : G × F → F be a holomorphic a action of a complex
reductive group, and let λ : H(G)×F → R∪{∞} be the maximal weight function
associated with an energy complete Hamiltonian triple τ . A point x ∈ F will be
called
1. analytically τ-semistable, if λs(x) ≥ 0 for every s ∈ H(G).
2. analytically τ-stable if it is λ-semistable and strict inequality λs(x) > 0
holds for all s ∈ H(G) \ {0}.
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3. analytically τ-polystable if its infinitesimal stabilizer gx is reductive, it is
λ-semistable and λs(x) > 0 for every s ∈ H(G) which is not equivalent to
an element in gx.
Remark 1.12 If x is analytically τ-semistable then
λs(x) = 〈µ(x),−is〉 = 0 ∀s ∈ ikx .
Indeed, for s ∈ ikx, the path csx is constant, hence λs(x) = 〈µ(x),−is〉. The
right hand term defines a linear form on ikx which takes nonnegative values,
hence it vanishes.
Remark 1.13 Under the assumptions of Definition 1.11, one has:
1. x is analytically τ-semistable iff λs(x) ≥ 0 for all s ∈ ik.
2. if gx = k
C
x , then x is analytically τ-polystable iff λ
s(x) = 0 for all s ∈ ikx
and λs(x) > 0 for all s ∈ ik \ ikx.
Note that if gx 6= kCx , one has no numerical characterization of the polystability
of x in terms of elements s ∈ ik; on the other hand one can always choose a
Hamiltonian triple τ ′ = (K ′, g′, µ′) conjugate to τ – i. e. a triple of the form
(K ′, g′, µ′) = (Adγ(K), (γ−1)∗g, adtγ−1 ◦ µ ◦ γ−1)
such that gx = k
′
x
C
; two conjugate triples define the same maximal weight
function on H(G)× F (see [Te3]).
The comparison results in [Te3] show that
Proposition 1.14 Let τ = (K, g, µ) be an energy complete Hamiltonian triple.
A point x ∈ F is symplectically τ-(semi, poly)stable if and only if it is analyti-
cally (semi, poly)stable.
This result should be regarded as a (non-algebraic) complex geometric Hilbert
criterion. Note that the proof in the semistable case is rather difficult.
In the next section we will give a short proof for the polystable case, which is
based on the continuity method and follows the same strategy as the proof of
our universal Kobayashi-Hitchin correspondence.
1.2 The Continuity Method in the finite dimensional case
In this section we give an easy proof based on the continuity method for the
following result:
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Proposition 1.15 Let τ = (K, g, µ) be an energy complete Hamiltonian triple
and let x ∈ F . Then the following conditions are equivalent:
1. x is symplectically τ-polystable.
2. x is analytically τ-polystable
We begin with the following simple
Lemma 1.16 Let µ be a moment map for an action α : K × F → F of a
compact Lie group on a symplectic manifold F . Then
µ(x) ∈ zk(kx) .
Proof: Regarding µ as a map F → k via an adk-invariant inner product, we
get for any u ∈ k
dµ(u#x ) =
d
dt
|t=0 µ(etu(x)) = d
dt
|t=0 adetu (µ(x)) = [u, µ(x)] . (5)
The left hand term vanishes when u ∈ kx.
Proof (of Proposition 1.15):
We start with the simple implication 1.⇒ 2. If x is symplectically τ -polystable,
let x0 ∈ Gx ∩ µ−1(0). It is easy to see that gx0 = kCx0 , hence gx0 (so also gx)
are reductive subalgebras. Moreover, one checks easily that λs(x0) = 0 for
s ∈ ikx0 and λs(x0) > 0 for s ∈ ik \ ikx0 . Therefore x0 (so also x) is analytically
τ -polystable (see [Te3] for details).
Suppose now that x is analytically polystable.
Step 1. Reducing the problem to the case
gx ⊂ z(g, G) , (6)
where
z(g, G) := {u ∈ g| adg(u) = u ∀g ∈ G} .
Note that z(g, G) = z(g) when G is connected.
Put
G′ := ZG(gx) = {g ∈ G| adg(u) = u ∀u ∈ gx} .
Since gx is a reductive subalgebra, it is easy to see thatG
′ is a reductive subgroup
of G with Lie algebra g′ = zg(gx).
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Consider the restricted action α′ := α|G′×F of G′ on F .
The infinitesimal stabilizer g′x of x with respect to α′ is gx ∩ g′. Since this
subalgebra of g′ is contained in gx, its element are invariant under adg for all
g ∈ G′, by the definition of this group. Therefore g′x ⊂ z(g′, G′).
Since gx is a reductive subalgebra, it follows that, replacing τ by a conjugate
triple if necessary, we may suppose that gx = k
C
x .
We have obviously G′ = K ′C, g′ = k′C, where
K ′ := ZK(kx) , k′ = zk(kx) .
The triple τ ′ = (K ′, g, µ′ := µ|k′) is an energy complete Hamiltonian triple for
α′. It is easy to see that x is analytically τ ′-polystable. Suppose we have proved
the implication 2. ⇒ 1. in the case when (6) holds. It will follow that x is
symplectically τ ′-polystable, hence there exists g′ ∈ G′ such that µ′(g′x) = 0.
We state that, in our case, the relation µ′(g′x) = 0 implies the apparently
stronger relation µ(g′x) = 0.
Indeed, note first, that since g′ ∈ G′ = ZG(gx) then gg′x = adg′ (gx) = gx = kCx .
By Lemma 1.16 we get µ(g′x) ∈ zk(kx) = k′. But the relation µ′(g′x) = 0
means that the projection of µ(g′x) on k′ vanishes. Therefore µ(g′x) = 0.
Step 2. Proving the implication 2. ⇒ 1. in the case (6) using the continuity
method.
Since gx ⊂ z(g, G), we have
kgx = ggx ∩ k = adg(gx) ∩ k = gx ∩ k = kx ∀g ∈ G . (7)
We seek an element g ∈ G such that
µ(gx) = 0 (8)
In order to solve this equation, we use the continuity method: we choose a
suitable point x0 ∈ Gx, we solve for ε ∈ (0, 1] the perturbed equation
iµ(esx0) + εs = 0 , s ∈ ik⊥x0 (9)
and then we make ε→ 0.
a) We choose an element x0 ∈ Gx such that the perturbed equation (9) has
a solution in ik⊥x0 for ε = 1.
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Set s1 := −iµ(x). Put x0 := e−s1x. Then
iµ(es1x0) + s1 = iµ(x) + s1 = 0 .
By Remark 1.12 we have s1 ∈ ik⊥x , so by (7), we get as required s1 ∈ ik⊥x0 .
b) We prove that the set
T := {ε ∈ (0, 1]| ∃s ∈ ik⊥x0 such that iµ(esx0) + εs = 0}
is open in (0, 1].
We apply the implicit function theorem to the function
l : ik⊥x0 × (0, 1] −→ ik⊥x0 , l(ε, s) = iµ(esx0) + εs .
The fact the l takes values in ik⊥x0 follows again from Remark 1.12. Let s, s˙ ∈ ik⊥x0
and decompose
s˙ = λ+ [k, s] , with λ ∈ izk(s) , k ∈ zk(s)⊥
as in the proof of Proposition 6.10 in the Appendix. Put
σ := ((ds exp)(s˙)) e
−s , σh := pik(σ) , σa := pk(σ) .
Using the known formula (5), we get
∂l
∂s
(ε, s)(s˙) = idµ(σ#esx0) + εs˙ = idµ((σ
#
h )esx0) + idµ((σ
#
a )esx0) + εs˙
= idµ((σ#h )esx0) + [σa, iµ(e
sx0)] + εs˙
At a pair (ε, s) where l(ε, s) = 0, this reduces to
∂l
∂s
(ε, s)(s˙) = idµ((σ#h )esx0)− ε[σa, s] + εs˙ .
Therefore〈
∂l
∂s
(ε, s)(s˙), σh
〉
= 〈dµ((σ#h )esx0),−iσh〉 − ε〈[σa, s], σh〉+ ε〈s˙, σh〉 =
ω(−i(σ#h )esx0 , (σ#h )esx0)− ε〈[σa, s], σh〉+ ε〈s˙, σh〉 ≥ ‖(σ#h )esx0‖2 + ε‖s˙‖2
by Proposition 6.10 in Appendix. Therefore ∂l
∂s
(ε, s) is an invertible operator.
c) We prove that the set T is closed in (0, 1].
23
Let (εn)n be a sequence converging to ε0 ∈ (0, 1]. Taking the inner product
of the equation l(εn, sεn) = 0 with sn := sεn we get
〈µ(esnx0),−isn〉+ εn‖sn‖2 = 0
We know by Remark 1.6 that the function t 7→ 〈µ(etsx0),−is〉 is always increas-
ing, so
‖sn‖2 = − 1
εn
〈µ(esnx0),−isn〉 ≤ − 1
εn
〈µ(x0),−isn〉 ≤ 1
εn
‖µ(x0)‖‖sn‖ ,
which shows that the sequence (sn)n is bounded. The limit of a convergent
subsequence will give a solution of the equation l(ε0, ·) = 0.
d) Let (εn)n be a sequence in (0, 1] with εn ց 0. We prove that any sequence
(sn)n, sn ∈ ik⊥x0 with l(εn, sn) = 0 is bounded.
Taking a subsequence if necessary, it suffices to prove that the condition
‖sn‖ → ∞ leads to a contradiction. Put tn := ‖sn‖, σn := 1tn sn. Taking a
subsequence again, we may suppose that σn converges to an element σ ∈ ik⊥x0
whose norm will be of course 1. By the polystability condition, one has
λσ(x0) = lim
t→∞〈µ(e
tσx0),−iσ〉 > 0 ,
so for t0 sufficiently large it holds
〈µ(et0σx0),−iσ〉 > 0 .
Fix such a t0. For all n sufficiently large we will still have
〈µ(et0σnx0),−iσn〉 > 0
Assuming tn →∞, we can find n with the above property such that also tn ≥ t0.
By the monotony property Remark 1.6 we would get
0 < 〈µ(etnσnx0),−iσn〉 = 1
tn
〈µ(esnx0),−isn〉 = − 1
tn
εn‖sn‖2 ,
which is obviously a contradiction.
Now it suffices to note that the limit of a convergent subsequence of (sn)n will
be a solution of the equation µ(esx0) = 0.
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1.3 Maximal weight functions for linear and projective
actions
The explicit form of the maximal weight function associated with a linear or
projective actions is well known (see for instance [Mu1]). We explain below this
computation for completeness.
1.3.1 Linear actions
Let ρ : G→ GL(V ) be a rational linear representation of a connected reductive
group G on a finite dimensional complex vector space V .
Let K be a maximal compact subgroup of G with a fixed invariant inner
product on its Lie algebra k, and let g be a K-invariant Hermitian inner product
on V . One has a standard moment map for the K action which is given by
µ0(v) = ρ
∗(− i
2
v ⊗ v∗) ,
and any other moment map has the form
µτ = µ0 − iτ ,
where τ ∈ iz(k).
Let ξ ∈ ik and let V = ⊕kj=1Vj be the decomposition of V into eigenspaces of ξ.
In other words ρ∗(ξ)|Vj = ξj idVj , where ξj are the pairwise distinct eigenvalues
of ξ.
Put
V ±ξ :=
⊕
±ξj>0
Vj , V
ξ
± :=
⊕
±ξj≥0
Vj .
Let v ∈ V . Decompose v as v =∑j vj with vj ∈ Vj .
One gets
λξτ (v) := lim
t→∞〈µτ (ρ(e
tξ)v),−iξ〉 =


+∞ if ∃j ∈ {1, . . . , k} such that
ξj > 0 and vj 6= 0 ,
〈τ, ξ〉 otherwise
Suppose for simplicity that ker(ρ∗) = {0}.
In this case we conclude that a vector v ∈ V is τ -stable if and only if for every
ξ ∈ ik \ {0} with 〈τ, ξ〉 ≤ 0 one has prV +
ξ
(v) 6= 0.
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Therefore, the non-stable locus is
NSτ =
⋃
〈τ,ξ〉≤0,ξ 6=0
V ξ− (∗)
Let us describe this set in the case when G is a complex torus. Decompose V
as
V =
⊕
χ∈R
Vχ ,
where R ⊂ Hom(ik,R) ⊂ g∨ is the finite set of weights of the representation ρ,
and Vχ := {v ∈ V | ρ∗(γ)(v) = χ(γ)v ∀γ ∈ g}.
For every subset A ⊂ R put
VA :=
⊕
χ∈A
Vχ ,
Since G is a torus, the space V ξ− associated with any ξ ∈ ik has the form VA for
some A ⊂ R. Define
CA := {ξ ∈ ik | V ξ− = VA} = {ξ ∈ ik | χ(ξ) ≥ 0 ∀χ ∈ A, χ(ξ) > 0 ∀χ ∈ R \A} .
Note that the sets CA give a partition of ik in pairwise disjoint polyhedral
convex cones. Using (∗) we get
NSτ =
⋃
CA∩(Hτ\{0})≥0 6=∅
VA ,
where H≥0τ denotes the half-space defined by the inequality 〈τ, ξ〉 ≥ 0.
Corollary 1.17 Suppose that G is a torus. Then there exists a finite set Φτ ⊂
ik such that the following conditions become equivalent:
1. v is τ-stable,
2. λξτ (v) > 0 for all ξ ∈ Φτ ,
3. v 6∈ ⋃ξ∈Φ V ξ−.
Proof: The non-empty intersections CA ∩ (Hτ \ {0}) define a finite partition of
the pointed half-space H≥0τ \ {0}. Take a point in every set of this partition.
26
1.3.2 Projective actions
Let ρ : G → GL(V ) be a rational linear representation of a complex reductive
group G, and let α : G× P(V )→ P(V ) be the induced projective action.
The Fubini-Study Ka¨hler form on P(V ) associated with a Hermitian metric h
on V is i2pi∂∂¯ log ‖ · ‖2 = 14piddc log ‖ · ‖2.
Let K ⊂ G be a maximal compact subgroup which acts isometrically on the
Hermitian space (V, h). The standard moment map for the K-action on P(V )
is (see [Ki])
µ([v]) = ρ∗
[
− i
2π
v ⊗ v¯
‖v‖2
]
The maximal weight of the Hermitian endomorphism f ∈ Herm(V ) with re-
spect to a vector v ∈ V is defined
λm(f, v) := max
{
λ ∈ Spec(f)| prEig(f,λ)(v) 6= 0
}
.
If f is associated with a one parameter subgroup of GL(V ) (i. e. it has the form
d1ϕ(1), where ϕ : C
∗ → GL(V ) ∈ Hom(C∗, GL(V ))), then all its eigenvalues
are integers, so in this case λm(f, ·) takes integer values. In this case we put
λm(ϕ, ·) := λm(d1ϕ(1), ·). Writing
ϕ(ζ) =
∑
n∈R(ϕ)
ζnidV ϕn
with V =
⊕
n∈R(ϕ) V
ϕ
n , we see that
λm(ϕ, [v]) = max
{
n ∈ R(ϕ)| prV ϕn (v) 6= 0
}
,
which is just the maximal weight of ϕ with respect to [v] occurring in the
algebraic geometric Hilbert criterion.
Let ξ ∈ ik. One has
λξ([v]) := lim
t→∞〈µ(ρ(e
tξ)v),−iξ〉 = 1
2π
lim
t→∞
〈[
etξv ⊗ etξv
‖etξv‖2
]
, ρ∗(ξ)
〉
=
=
1
2π
λm(ρ∗(ξ), v)
Therefore, up to a positive constant, λξ([v]) is just the maximal weight of the
Hermitian endomorphism ρ∗(ξ) with respect to [v].
The point is that, for a rational representation ρ, the analytic (semi)stability
of a point [v] ∈ P(V ) can be checked by verifying the corresponding inequality
only for one-parameter subgroups C∗ → G (see [Ki]). In other words, in this
case one has
Analytic Stability = GIT Stability = Symplectic Stability .
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2 A “universal” complex geometric classifica-
tion problem
2.1 Oriented holomorphic pairs
Let
1 −→ G j−→ Gˆ −→ G0 −→ 1
be an exact sequence of complex reductive Lie groups; the closed normal sub-
groupG of Gˆ will be called the symmetry group of the variables and the quotient
group G0 will be called the symmetry group of parameters (see the discussion
in the Introduction).
Let X be a connected compact complex manifold, Qˆ a differentiable principal
Gˆ-bundle over X , and set Q0 := Qˆ×Gˆ G0. Let F be a Ka¨hler manifold and αˆ
a holomorphic action of Gˆ on F . Consider the associated bundle
E := Qˆ×Gˆ F .
We fix a holomorphic structure J0 on Q0, and we denote by Q0 the result-
ing holomorphic bundle. We state the following universal complex geometric
classification problem:
Classify the pairs (Jˆ , ϕ), where Jˆ is a holomorphic structure on the bundle Qˆ
which induces J0 on Q0 and ϕ is a Jˆ-holomorphic section in E. The classifica-
tion is considered up to isomorphy defined by the natural action of the complex
gauge group
G := AutQ0(Qˆ) = Γ(X, Qˆ×AdGˆ G) .
A pair (Jˆ , ϕ) as above will be called a holomorphic pair of type (Qˆ, J0, αˆ).
A possible answer to the classification problem above can be given by restrict-
ing our attention to the subspace of simple pairs. The concept of simple pair
can be defined in our general framework as follows:
For any pair (Jˆ , ϕ) we define the space of its infinitesimal automorphisms (its
infinitesimal stabilizer) by
gJˆ,ϕ := {v ∈ A0(Qˆ×ad g) | ∂¯Jˆv = 0, v# ◦ ϕ = 0} ,
where v# denotes the vertical vector field on E defined by v.
Definition 2.1 The pair (Jˆ , ϕ) is called simple if gJˆ,ϕ = {0} .
Using non-linear versions of the methods of [LO], [LT] one should be able to
endow the moduli space of simple holomorphic pairs with the structure of a
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(possibly non-Hausdorff, possibly singular) complex orbifold (see [Su] for the
case of standard holomorphic pairs).
A more involved approach to the classification problem is based on the con-
cept of stability. The data of a Hermitian metric g on X allows us to introduce
a concept of stability for holomorphic pairs of a fixed type (Qˆ, J0, αˆ), and to
construct the corresponding moduli space of g-stable pairs. This moduli space
will be a Hausdorff open subspace in the moduli orbifold of simple pairs.
Remark: In algebraic geometry and classical complex geometry one avoids
using differential geometric objects (as is our fixed differentiable bundle Qˆ), so
it is worth to note that there is a purely complex geometric (algebraic geometric)
equivalent formulation of our classification problem.
Fix an algebra morphism cˆ : H∗(BGˆ,Z) → H∗(X,Z). Classify the triples
(Qˆ, ι, ϕ), where Qˆ is a holomorphic Gˆ bundle on X with fixed characteristic
morphism cˆ, ι is a holomorphic isomorphism ι : Qˆ×GˆG0 → Q0 and ϕ is a holo-
morphic section of Qˆ ×Gˆ F . The classification is considered up to isomorphism
of holomorphic Gˆ-bundles.
A triple (Qˆ, ι, ϕ) as above will be called a holomorphic triple of type (ˆc,Q0, αˆ).
The algebraic version can be obtained by replacing everywhere the word “holo-
morphic” by “algebraic”. This terminology was used in [OST].
One can prove easily that a “moduli set” of holomorphic triples of a fixed type
is a discrete disjoint union of “moduli sets” of oriented holomorphic pairs.
2.2 The stability condition for universal oriented holomor-
phic pairs
2.2.1 The degree of a meromorphic L-reduction with respect to an
ad-invariant linear form
Let G be a complex reductive group, and let L be a parabolic subgroup of G.
When G is connected it follows that L has the form L = G(s), where s ∈ H(G).
In the general case we will consider only parabolic subgroups of the the form
G(s) so, for us, a parabolic subgroup will always be associated to an element in
s ∈ H(G). We know that L fits in the exact sequence
1→ U(L)→ L→ Z(L)→ 1
which is canonically associated with L, i. e. it does not depend on the pre-
sentation L = G(s). U(L) is just the unipotent radical of L, and Z(L) is the
canonical reductive quotient of L.
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Let ψ : l → C be an adL-invariant linear form. Such a form must be a
Lie-algebra morphism2, i. e. it must fulfill
ψ([a, b]) = 0 ∀ a, b ∈ l .
Recall that
u(L) = u(s) :=
⊕
λ<0
Eig([s, ·], λ) , z(L) = z(s) = zg(s) ,
and that [s, u(s)] = u(s). This shows that ψ|u(s) = 0. Therefore,
Remark 2.2 Any adL-invariant linear form ψ : l → C is induced by an adZ(L)-
invariant linear form z(L)→ C on its canonical reductive quotient.
Let now Z by any complex reductive group. Let C be a maximal compact
subgroup of Z and T ⊂ C a maximal torus. Consider the root decomposition
z = tC ⊕ (
⊕
r∈R\{0}
zr)
of the Lie algebra z. For any r ∈ R \ {0}, one has obviously zr ⊂ [tC, zr].
Therefore,
Remark 2.3 If ψ : z → C is an adZ-invariant form, then ψ|zr = 0 for every
r ∈ R \ {0}.
Definition 2.4 An ad-invariant form ψ : z → C will be called real if for any
(and hence for every) maximal compact subgroup C of Z, the restriction ψ|ic
takes real values.
Definition 2.5 A non-degenerate adG-invariant symmetric bilinear form
h : g× g → C
will be called invariant complex inner product of Euclidean type if it induces an
Euclidean inner product on any (and hence on all) subspaces of the form ik,
where k is the Lie algebra of a maximal compact subgroup K.
In the semisimple case, the Killing form is such an invariant complex inner
product of Euclidean type. We can always find such an complex inner prod-
uct by choosing an adK-invariant real inner product on any subspace ik and
2For a connected Lie group, the converse is also true: a C-valued Lie algebra morphism is
an ad-invariant form.
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extending it in a C-bilinear way. However, this notion should be regarded as a
complex geometric one (which does not require a distinguished maximal com-
pact subgroup).
Example: Let h be an invariant complex inner product of Euclidean type on
g. Any element s ∈ H(G) defines a real adG(s)-invariant form h(s) : g(s) → C
given by u 7→ h(s, u).
Note that the restriction of h to g(s) is not non-degenerate. Its kernel is u(s).
Indeed, for any u, v ∈ g(s), one has
h(u, v) = h(adexp(ts)(u), adexp(ts)(v)) = h(prz(s)(u), prz(s)(v)) ,
because adexp(ts)(u) → prz(s)(u) as t → ∞. Therefore, the formula for h(s)
reads
h(s)(u) = h(s, prz(s)(u)) ,
which is obviously adG(s)-invariant, because G(s)→ Z(s) is a group morphism,
h is ad-invariant, and s is adZ(s)-invariant.
By the Chern Weil theory, any adZ-invariant linear form ψ on its Lie algebra
z defines a characteristic class cψ(W ) in the 2 -cohomology of the base of any
Z-bundle W . More precisely, if A is a a connection on W , one sets
cψ(W ) =
[
ψ(
i
2π
FA)
]
DR
.
For a L-bundle Λ we put
cψ(Λ) := cψ(Λ×L Z(L)) .
Definition 2.6 The degree of a Z-bundle W (respectively of a L-bundle Λ) on
a compact n-dimensional Ka¨hler manifold (X, g) with respect to the real ad-
invariant form ψ : z → C (respectively ψ : z(L)→ C) is defined by
degg(W,ψ) := 〈cψ(W ) ∪ [ωg]n−1, [X ]〉 (degg(Λ, ψ) := degg(Λ×L Z(L)))
In the non-Ka¨hler case, one can still define the degree with respect to ψ of a
holomorphic Z bundle (L-bundle), but the obtained invariant will no longer be
a topological invariant. One has to use the same strategy as in the well known
case of line bundles on Gauduchon manifolds.
Let g be a Gauduchon metric on X and let W be a holomorphic Z-bundle on
X . Choose a maximal compact subgroup C of Z, an C-reduction R of W and
let AR its Chern connection (see section 6.1). The point is that, as in the case
of line bundles, the following important result holds:
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Lemma 2.7 The real closed 2-form ψ( i2piFAR) is independent of the chosen C-
reduction R up to a i∂∂¯-exact form. Therefore, the i∂∂¯-cohomology class defined
by ψ( i2piFAR) depends only on the holomorphic Z-bundle W.
Proof: Let R0 and R be two C-reductions of W . We can write
R = e−
s
2 (R0) ,
where s ∈ A0(R0 ×ad ic). By Corollary 6.3, one has
FAR = FAR0 + ∂¯(e
−s∂AR0 (e
s)) ,
It is easy to see that
ψ(e−s∂AR0 (e
s)) = ∂(ψ(s)) .
This follows easily using Proposition 6.12 and formula (86), taking into account
Remark 2.3. Therefore
ψ(FAR) = ψ(FAR0 ) + ∂¯∂ψ(s) .
This allows us to define
Definition 2.8 Let W be a holomorphic Z-bundle, L a holomorphic L-bundle
on a compact n-dimensional Gauduchon manifold (X, g), and let ψ : z → C
(respectively ψ : z(L) → C) be a real ad-invariant form. Let C be a maximal
compact subgroup of Z (respectively Z(L)). We define
cψ(W) =
[
ψ(
i
2π
FAR)
]
∈ Z1,1(X,R)/
i∂∂¯A0(X,R)
, cψ(L) := cψ(L ×L Z(L))
deg(W , ψ) := 〈cψ(W), ωn−1g 〉 =
∫
X
ψ(
i
2π
FAR) ∧ ωn−1g ,
deg(L, ψ) := deg(L ×L Z(L), ψ) ,
where AR is the Chern connection of any C-reduction of W ( of L ⊗L Z(L)).
We will need an extension of the degree map to meromorphic L-reductions of
a holomorphic G-bundle. We begin with the following
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Definition 2.9 Let L be a parabolic subgroup of a complex reductive group G
and Q a holomorphic G-principal bundle over a complex manifold X. A mero-
morphic reduction of G to L is a meromorphic section in the associated bundle
QL := Q
/
L = Q×G
(
G/
L
)
,
i. e. a closed reduced irreducible subspace ρ ⊂ QL which generically projects
isomorphically onto X via the bundle projection qL : QL → X.
Since the fibre G/L of QL is a projective manifold, it follows easily that the
maximal open subset Xρ ⊂ X over which ρ is the graph of a holomorphic section
is the complement of a Zariski closed subset of codimension at least 2. On Xρ
ρ defines a holomorphic L-reduction Qρ ⊂ Q|Xρ .
Example: Let Q be a holomorphic GL(r,C)-bundle and E the associated holo-
morphic vector bundle. The data of a meromorphic reduction of Q to the
parabolic group
L :=
{(
A B
0 C
)∣∣∣∣ A ∈ GL(p,C), B ∈M(p, r − p), C ∈ GL(r − p,C)
}
is equivalent to the data of a rank p subsheaf F ⊂ E with torsion free quotient
H. Such a subsheaf is necessarily reflexive and defines a subbundle on the subset
X \ Sing(H). Given such a subsheaf F , the corresponding meromorphic section
ρ is given by
ρ := im(f)
where f : X \ Sing(H) → Grp(E) is defined by the holomorphic subbundle
F|X\Sing(H) of E|X\Sing(H).
Suppose now that Q is a holomorphic G-bundle on the compact Gauduchon
manifold (X, g), L a parabolic subgroup of G, ρ ⊂ QL a meromorphic L-
reduction of Q and ψ : z(L) → C a real adZ(L)-invariant form. We denote
by qL : QL → X the natural projection and by ιρ : ρ →֒ QL the inclusion map.
We claim that the assignment
A1,1(QL) ∋ ϕ 7→
∫
ρ\Sing(ρ)
ϕ ∧ q∗L(ωn−1g ) (10)
defines a ∂∂¯-closed current of bidimension (1, 1) on QL. Indeed, let R α−→ ρ any
desingularization of ρ. Then the assignment
A1,1(QL) ∋ ϕ 7→
∫
R
(ιρ ◦ α)∗(ϕ) ∧ (qL ◦ α)∗(ωn−1g ) (11)
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obviously defines a ∂∂¯-closed current of bidimension (1, 1) on QL, because the
pull-back (qL ◦ α)∗(ωn−1g ) is a ∂∂¯-closed form on the smooth manifold R.
But the assignment (11) coincides with (10) – which is independent of the
desingularization α – because ρ \Sing(ρ) is identified via α with an open subset
of total measure of R.
We will denote the current defined by the formulae (10), (11) by q∗L(ω
n−1
g )|ρ.
Since, by definition, QL is the base of the holomorphic L-bundle Q → QL, we
can define
Definition 2.10
deg(ρ, ψ) :=
〈
cψ(Q → QL), q∗L(ωn−1g )|ρ
〉
.
In the presence of a K-reduction P ⊂ Q of the G-bundle Q, one can give an
explicit formula for the degree map.
Note first that the intersection KL := L ∩ K projects isomorphically onto a
maximal compact subgroup of Z(L) via the canonical epimorphism L→ Z(L).
This follows from formula (94) in Appendix.
Therefore, P → QL ≃ P/KL can be regarded as a reduction of the associated
Z(L)-bundle W := Q×L Z(L)→ QL to its maximal compact subgroup KL.
It is not difficult to express the Chern connection B of theKL-bundle P → QL
in terms of the Chern connection A of the original K-bundle P → X . Denoting
by ωA, ωB the corresponding connection forms, one has
ωB = prl∩k(ωA)
where prl∩k denotes the projection k → kL defined by the canonical adKL -
invariant decomposition
k = kL ⊕ k⊥L , (12)
where k⊥L := prk(u(L)). Therefore, on P one can write
ωA = ωB + α , prkLΩA = ΩB +
1
2
prkL [α ∧ α] ,
where α ∈ A1(P, k⊥L ) is the k⊥L -component of ωA. Regarding the forms in the
second formula as bundle valued forms on the base QL one gets
prP×KLkL [q
∗
L(FA)] = FB +
1
2
prP×KLkL [a ∧ a] ,
where a ∈ A1(QL, P ×KL k⊥L ) is the bundle valued 1-form on QL associated with
α.
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Using the definitions above, we get
deg(ρ, ψ) =
∫
ρ\Sing(ρ)
ψ(
i
2π
FB) ∧ q∗L(ωn−1g ) =
∫
Xρ
ψ(
i
2π
ρ∗(FB)) ∧ ωn−1g ,
where ρ∗ is the pull-back associated with the holomorphic mapXρ → QL defined
by ρ. The point is that the form ρ∗(FB) is just the curvature of the connection
Aρ induced by A on the KL-subbundle Q
ρ ∩ P ⊂ P |Xρ , whereas aρ := ρ∗(a)
is just the second fundamental form of this subbundle. Therefore we get the
following
Proposition 2.11 If g be a Gauduchon metric on X, then
degg(ρ, ψ) =
∫
X
ψ(
i
2π
FAρ) ∧ ωn−1g , (13)
where Aρ is the connection induced by the Chern connection A of any K-
reduction P ⊂ Q on the KL-subbundle P ρ := Qρ ∩ P ⊂ P |Xρ .
Using the canonical decomposition g = z(L)⊕z(L)⊥ obtained by complexifying
the decomposition (12), one can extend ψ in a natural way to a linear form
ψ : g → C (which of course is not adG-invariant in general).
Therefore the degree formula becomes
degg(ρ, ψ) =
∫
X
[
ψ(
i
2π
FA)− ψ( i
4π
[aρ ∧ aρ])
]
∧ ωn−1g , (14)
where aρ is the second fundamental form of Q
ρ ∩ P in P |Xρ .
The degree map can be extended to the case of an arbitrary Hermitian metric
g in the following way (see [LT] for the case of vector bundles):
Recall first that the maximum principle holds for the operator P = iΛg∂¯∂ for
any Hermitian metric g. Consequently, one gets a direct sum decomposition
C∞(X,R) = R⊕ P (C∞(X,R))
which is L2-orthogonal when g is Gauduchon. Dualizing, we get a direct sum
decomposition
D′(X,R) = R⊕ P (D′(X,R))
Using this decomposition, we define the operator Ig : D′(X,R) → R (the gen-
eralized integral) by
Ig(ϕ) := V olg(X)prR(ϕ) .
Ig vanishes always on im(P ) and coincides with the standard integral when g is
Gauduchon.
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Remark 2.12 (The Hermitian case) Let g be a Hermitian metric. Replacing
the usual integral by the operator Ig in the formulae (13), (14) one gets a well
defined holomorphic invariant degg(ρ, ψ) for pairs (ρ, ψ) consisting of a real
ad-invariant linear form ψ on z(l) and a meromorphic reduction ρ of Q to the
parabolic subgroup L.
The degree with respect to a Hermitian metric g coincides with the degree with
respect to the unique Gauduchon metric g′ in its conformal class defined by the
condition
∫
X
(g′/g)n−1volg = V olg(X). Therefore, the properties of the degree
map associated with general Hermitian metrics reduce easily to the Gauduchon
case.
2.2.2 Stability, Semistability, Polystability
We come back to our gauge theoretical problem, so consider a differentiable
principal Gˆ-bundle Qˆ on a compact Hermitian manifold (X, g).
Let αˆ : Gˆ × F → F be a holomorphic action, G a closed normal subgroup of
Gˆ. We choose a Ka¨hler structure gF on F , a maximal compact subgroup K of
G acting isometrically on (F, gF ), a maximal compact subgroup Kˆ of Gˆ which
contains K, and a Kˆ-equivariant moment map µ for the induced K-action. We
will suppose that the Hamiltonian triple σ = (K, gF , µ) is energy complete, so
that it defines a generalized maximal weight function λ : F ×H(G)→ R∪{∞}
with the fundamental properties listed in Proposition 1.9 and 1.10. We also
recall that λ depends only on the conjugacy class of σ (see section 1.1).
Let E be the associated bundle E := Qˆ×Gˆ F . Consider again ζ ∈ H(G) and
a Gˆ(ζ)-reduction Qˆρ ⊂ Qˆ|Xρ defined on an open subset Xρ ⊂ X . For points
x ∈ Xρ, e ∈ Ex we put
λζ(e, ρ) := λζ(ϕq(e)) ,
where ϕq : Ex → F is the holomorphic isomorphism defined by an element
q ∈ Qˆρx. By Proposition 1.10 it follows that the term on the right does not
depend on the choice of q ∈ Qˆρx.
We fix an ad-invariant complex inner product h of Euclidean type on gˆ (see
Definition 2.5).
Definition 2.13 Fix a holomorphic structure J0 on Q0. A holomorphic pair
(Jˆ , ϕ) of type (Qˆ, J0, αˆ) is called σ-semistable if, for every ξ ∈ H(G) and for
every meromorphic reduction ρ of the holomorphic bundle QˆJˆ to Gˆ(ξ) it holds
2π
(n− 1)!degg(ρ, h(ξ)) +
∫
Xρ
λξ(ϕ, ρ)volg ≥ 0 .
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A pair (Jˆ , ϕ) of type (Qˆ, J0, αˆ) is called σ-stable if it is σ-semistable and strict
inequality holds for any ξ ∈ H(G) \ {0}.
The left hand term in the inequality in Definition 2.13 will be called the total
maximal weight of the pair (Jˆ , ϕ) with respect to the pair (ξ, ρ).
Remark 2.14 In general, the (semi)stability condition depends on the Hermi-
tian metric g, the Hamiltonian triple σ = (K, gF , µ) and the invariant complex
inner product of Euclidean type h.
Note that, for any gˆ ∈ Gˆ, the translation Rgˆ : Qˆ → Qˆ defines a biholomor-
phic diffeomorphism Qˆ/Gˆ(ψ) → Qˆ/Gˆ(adgˆ−1(ψ)), hence it assigns to a Gˆ(ψ)
meromorphic reduction ρ of Qˆ a Gˆ(adg−1(ψ)) meromorphic reduction ρgˆ. The
corresponding total maximal weights of a pair (Jˆ , ϕ) coincide, so we get the
following important
Remark 2.15 It suffices to check the (semi)stability condition for a single rep-
resentative in every equivalence class of H(G) modulo the adjoint action adGˆ of
the group Gˆ.
In particular it suffices to check this inequality for any element ψ ∈ iC, where
C ⊂ t is a closed Weyl chamber in the Lie algebra t of a maximal torus of a
maximal compact subgroup K ⊂ G.
We recall that a Lie subalgebra b ⊂ g is called reductive if it is the complexi-
fication of the Lie algebra of a compact subgroup of G.
Definition 2.16 Let Qˆ be a Gˆ-bundle on a connected compact complex manifold
X. A finite dimensional Lie subalgebra u ⊂ A0(Qˆ×ad g) will be called reductive
if there exists a reductive Lie subalgebra b ⊂ g and a ZGˆ(b)-reduction Zˆ →֒ Qˆ
of Qˆ such that u is the image of b via the obvious morphism
b →֒ A0(Zˆ ×ad b)→ A0(Zˆ ×ad g) = A0(Qˆ×ad g) .
Such a reduction gives an isomorphism −Zˆ : b → u. Note that the reduction
Zˆ can be recovered from the isomorphism bZˆ , because
Zˆ = {q ∈ Qˆ| bZˆ(q) = b ∀b ∈ b} . (15)
In particular one has
Remark 2.17 If Qˆ is a holomorphic Gˆ-bundle on X and u ⊂ H0(X, Qˆ×adg) is
a reductive Lie subalgebra consisting of holomorphic sections, then any ZGˆ(b)-
reduction Zˆ ⊂ Qˆ which induces an isomorphism b → u is holomorphic.
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Definition 2.18 A pair (Jˆ , ϕ) of type (Qˆ, J0, αˆ) is called σ-polystable if:
1. its infinitesimal stabilizer gJˆ,ϕ is a reductive subalgebra of A
0(Qˆ×ad g),
2. it is σ-semistable and the equality
2π
(n− 1)!degg(ρ, h(ξ)) +
∫
Xρ
λξ(ϕ, ρ)volg = 0
in the semistability condition holds when and only when ρ is induced by a
global holomorphic ZGˆ(ξ)-reduction Zˆ(ξ) →֒ QˆJˆ , and the section
ξZˆ(ξ) ∈ H0(X, QˆJˆ ×ad g)
defined by ξ via this reduction belongs to the infinitesimal stabilizer gJˆ,ϕ.
Definition 2.19 Let z(g, Gˆ) ⊂ z(g) be the centralizer of Gˆ in g, i. e. the
subalgebra consisting of those elements of g which are fixed under the adjoint
Gˆ-action. In other words, z(g, Gˆ) is the Lie algebra of Z(G, Gˆ) := G ∩ Z(Gˆ).
When Gˆ is connected, one has z(g, Gˆ) = z(g). Note that z(g, Gˆ) can always
be identified with a finite dimensional abelian subalgebra of A0(Qˆ ×ad g). For
pairs (Jˆ , ϕ) with infinitesimal stabilizer contained in z(g, Gˆ) the polystability
condition becomes:
Remark 2.20 Let β = (Jˆ , ϕ) be a pair with infinitesimal stabilizer gβ contained
in z(g, Gˆ). Then β is polystable if and only if it is semistable and the inequality
in the semistability condition is strict unless ξ ∈ H(G) ∩ gβ, in which case one
must have Gˆ(ξ) = Gˆ, Qˆρ
Jˆ
= QˆJˆ .
We show now that, by a suitable reduction of the structure group of the
bundle, one can reduce the study of any polystable pair β = (Jˆ , ϕ) to the case
gβ ⊂ z(g, Gˆ) (compare with Step 1 in the proof of Theorem 1.15 in the finite
dimensional framework).
Let β be a σ-polystable pair, b ⊂ g a reductive subalgebra and Zˆ ⊂ Qˆ a
ZGˆ(b)-reduction of Qˆ such that the infinitesimal stabilizer gβ is identified with
b via this reduction (see Definition 2.16). Put
Gˆ′ := ZGˆ(b) , G
′ := ZG(b) = Gˆ′ ∩G , G′0 := Gˆ
′/
G′ ⊂ G0 , αˆ
′ := αˆ|Gˆ′×F .
By Remark 2.17 it follows that Zˆ is a holomorphic reduction of QˆJˆ ; we denote
by Jˆ ′ the induced holomorphic structure.
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Put Z0 := Zˆ ×Gˆ′ G′0, and note that Z0 is a holomorphic G′0-subbundle of Q0,
so it has an induced holomorphic structure J ′0.
The restriction of the maximal weight function λ : H(G) × F → R ∪ {∞}
to H(G′) × F → R ∪ {∞} is the maximal weight function λ′ of a suitable
Hamiltonian triple (K ′, g′, µ′) for the restricted action α′ := α|F×Gˆ′ , where µ′
is equivariant with respect to a maximal compact subgroup Kˆ ′ ⊃ K ′ of Gˆ′.
Proposition 2.21 If β = (Jˆ , ϕ) is σ-polystable, then the associated pair β′ :=
(Jˆ ′, ϕ) is a σ′-polystable pair of type (Zˆ, J ′0, αˆ
′). The infinitesimal stabilizer g′β′
of this pair is b ∩ zg(b) = z(b) which is contained in the centralizer z(g′, Gˆ′).
Proof: Consider the holomorphic bundles Qˆ := QˆJˆ , Zˆ := ZˆJˆ′ defined by the
holomorphic structures Jˆ , Jˆ ′. It is easy to see that (Jˆ ′, ϕ) is σ′-semistable
because, for any s ∈ H(G′) any meromorphic Gˆ′(s)-reduction ρ′ of Zˆ extends
to a meromorphic Gˆ(s)-reduction ρ of Qˆ, and the two total maximal weights
coincide.
The delicate part is the fact that β′ is σ′-polystable. Let ρ′ be a meromorphic
Gˆ′(s)-reduction of Zˆ such that the corresponding total maximal weight vanishes,
and let ρ be the associated Gˆ(s)-reduction of Qˆ. We know that ρ is induced by a
global holomorphic ZGˆ(s)-reduction Z(s) ⊂ Qˆ such that the section σ := sZˆ(s)
defined by s via this reduction belongs to the infinitesimal stabilizer gβ . We
claim that, under these assumptions, one has
1. s coincides with the element b ∈ b defined by the equality σ = bZˆ .
2. Gˆ′(s) = Gˆ′, in particular the meromorphic reduction ρ′ is just Zˆ =→֒ Zˆ.
In order to prove this, note first that
Zˆ(s) = {q ∈ Qˆ| σ(q) = s} . (16)
On the other hand, Zˆ(s)|Xρ ⊂ Qˆρ ⊂ Zˆ|Xρ · Gˆ(s), because, by construction, Qˆρ
is the Gˆ(s)-saturation of a Gˆ′(s)-bundle contained in Zˆ. Since Xρ is dense, the
inclusion Zˆ(s) ⊂ Zˆ · Gˆ(s) holds on whole X . Therefore, any q ∈ Zˆ(s) has the
form zg with z ∈ Zˆ and g ∈ Gˆ(s). We get, for any q ∈ Zˆ(s)
s = σ(q) = σ(zg) = adg−1(σ(z)) = adg−1(b) ,
where b ∈ b is the element which corresponds to σ ∈ gJˆ,ϕ via the reduction Zˆ.
Therefore b = adg(s) with g ∈ Gˆ(s). Now recall that adGˆ(s)(s) = s + u(s).
But b ∈ zgˆ(s) (because s ∈ zgˆ(b)). We get b = s. The second statement follows
from the first.
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3 Hermitian-Einstein pairs
3.1 The Hermitian-Einstein equation
Choose a maximal compact subgroup K of G and a maximal compact subgroup
Kˆ of Gˆ which contains K. Let Pˆ ⊂ Qˆ be a Kˆ-reduction of Qˆ, and let P0 be
the bundle associated with Pˆ with structure group K0 :=
Kˆ/
K . Consider the
(unique) integrable connection A0 ∈ A1,1(P0) which corresponds to J0 via the
Chern correspondence. Using the Chern correspondence (see section 6.1), our
classification problem associated with the complex data (Qˆ, J0, α) can be refor-
mulated as follows:
Classify the pairs (Aˆ, ϕ), where Aˆ is an integrable connection on Pˆ which in-
duces a fixed integrable connection A0 on P0, and ϕ is a JA-holomorphic section
in the associated bundle E = Pˆ ×Kˆ F . The classification is considered up to
isomorphy defined by the action of the complex gauge group
G := Γ(X, Pˆ ×AdKˆ G) = AutQ0(Qˆ) .
This action is induced – via the Chern correspondence – by the G-action on the
space of holomorphic pairs.
A pair (Aˆ, ϕ) as above will be called an integrable pair of type (Pˆ , A0, α).
Note that, formally, G can be regarded as the complexification of the real
gauge group
K := Γ(X, Pˆ ×AdKˆ K) = AutP0(Pˆ ) .
We denote by AA0(Pˆ ) the space of connections on Pˆ which induce A0 on P0.
Recall that we have fixed an ad-invariant complex inner product of Euclidean
type h on gˆ (see Definition 2.5). This inner product defines an orthogonal
projection prik : iˆk → ik which induces a bundle projection
Pˆ ×ad iˆk −→ Pˆ ×ad ik
which will be denoted by the same symbol.
Using the inner product defined by h to k, we can view µ as a map with values
in k.
Definition 3.1 An pair (Aˆ, ϕ) of type (Pˆ , A0, αˆ) is called µ-Hermitian-Einstein
if it is integrable and solves the equation
prik
[
iΛgFAˆ
]
+ iµ(ϕ) = 0 , (HE)
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which will be called the generalized Hermitian-Einstein equation associated with
the data (Pˆ , A0, αˆ, µ, g).
Let (Jˆ , ϕ) be a holomorphic pair of type (Qˆ, J0, αˆ). A Kˆ-reduction Pˆ of Qˆ will
be called µ-Hermitian-Einstein if the associated pair (APˆ ,Jˆ , ϕ) is µ-Hermitian-
Einstein.
Here we denoted by APˆ ,Jˆ the Chern connection of the pair (Pˆ , Jˆ) (see section
6.1).
Note that this equation is G-invariant, so that one can consider the moduli
space of solutions
MHE := [AA0(Pˆ )× Γ(E)]HE/G ,
where [AA0(Pˆ ) × Γ(E)]HE ⊂ [AA0(Pˆ ) × Γ(E)] is the subspace of (integrable)
pairs satisfying the equation (HE).
Note that any section v ∈ Γ(X, Qˆ×ad g) induces a section v# in the vertical
tangent bundle VE of E.
Definition 3.2 A pair (Aˆ, ϕ) of type (Pˆ , A0, α) is called irreducible if its in-
finitesimal stabilizer
k(Aˆ,ϕ) := {v ∈ A0(Pˆ ×ad k)| ∇Aˆv = 0, v# ◦ ϕ = 0}
(which is a sub-Lie-algebra of A0(Pˆ ×ad k)) vanishes.
3.2 Pairs which allow Hermitian-Einstein reductions are
polystable
We come back to the assumptions and notations of section 2.2.2. The aim of
this section is to prove the following
Theorem 3.3 Let (Jˆ , ϕ) be a holomorphic pair of type (Qˆ, J0, α). Suppose that
there exists a Kˆ-reduction Pˆ ⊂ Qˆ such that the associated pair (APˆ ,Jˆ , ϕ) is
µ-Hermitian-Einstein. Then (Jˆ , ϕ) is σ-polystable, and it is stable if only if
(AˆPˆ ,Jˆ , ϕ) is irreducible.
Proof:
We will assume that g is Gauduchon (see Remark 2.12). We check first the
inequality in the definition of σ-semistability. By Remark 2.15 it suffices to
check this inequality for elements ξ ∈ ik.
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Let ρ be a meromorphic reduction of Qˆ to Gˆ(ξ), and put Pˆ ρ := Qˆρ ∩ Pˆ . The
inclusion ι : Pˆ ρ →֒ Pˆ |Xρ defines a reduction of the bundle Pˆ |Xρ to the subgroup
Kˆ(ξ) := Gˆ(ξ) ∩ Kˆ of K. It is easy to see that
Kˆ(ξ)C = ZGˆ(ξ) .
Therefore ξ is invariant under the structure group of Pˆ ρ, so it defines a section
s(ρ, ξ) in A0(Pˆ |Xρ ×ad ik).
Put Aˆ := APˆ ,Jˆ . We get
0 =
∫
Xρ
〈
prik
[
iΛgFAˆ
]
+ iµ(ϕ), s(ρ, ξ)
〉
volg =
=
∫
Xρ
〈
iΛgFAˆ, s(ρ, ξ)
〉
volg +
∫
Xρ
iµ(ϕ)(s(ρ, ξ))volg .
Recall now that the functions t 7→ µξ(etξ) involved in the definition of λ are
monotonely increasing, so that, in every point x ∈ Xρ we get
iµ(ϕ)(s(ρ, ξ))(x) ≤ λs(ρ,ξ)(ϕ)(x) .
This shows that∫
Xρ
iµ(ϕ)(s(ρ, ξ))volg ≤
∫
Xρ
λs(ρ,ξ)(ϕ)volg =
∫
Xρ
λξ(ϕ)volg ,
with equality if and only if s(ρ, ξ)# ◦ ϕ = 0 over Xρ.
The adjoint bundle Pˆ ×ad kˆ = Pˆ ρ ×ad kˆ of Pˆ splits as
Pˆ ρ ×ad kˆ = ad(Pˆ ρ)⊕
[
Pˆ ρ ×ad [ˆk(ξ)]⊥
]
.
The connection Aˆ on Pˆ induces a connection Aˆρ on Pˆ
ρ whose horizontal space
at a point p ∈ Pˆ ρ is the intersection[
HAˆ,p ⊕ p · [ˆk(ξ)]⊥
]
∩ Tp(Pˆ ρ) ,
where HAˆ,p stands here for the Aˆ-horizontal space. The connection form of this
connection is
ωAˆρ = prad(Pˆρ)ι
∗(ωAˆ)
The difference a := Aˆ − ι∗(Aˆρ) is a section of the subbundle Pˆ ρ ×ad [ˆk(ξ)]⊥ of
ad(Pˆ ) (the second fundamental form of the subbundle Pˆ ρ of Pˆ with respect to
the connection Aˆ).
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Decompose the Lie algebra gˆ as
gˆ = gˆ+ ⊕ gˆ− ⊕ gˆ0
where gˆ± is direct sum of the eigenspaces of the endomorphism
[ξ, ·] ∈ End(gˆ)
corresponding to the positive (negative) eigenvalues, and gˆ0 = ker[ξ, ·]. Note
that
gˆ0 = [ˆk(ξ)]
C, gˆ− ⊕ gˆ0 = gˆ(ξ), gˆ+ = [ˆk(ξ)]⊥ , gˆ+ = gˆ− (1)
where the conjugation in the last formula is taken with respect to the real
structure gˆ = iˆk⊗ C on gˆ.
Therefore, the second fundamental form a decomposes as
a = a+ + a−
where a± ∈ A1(X, Pˆ ρ ×ad g±) and
a− = −a¯+ . (17)
But gˆ+ = T[e]
[
Gˆ/
Gˆ(ξ)
]
and on Xρ
Pˆ ρ ×ad gˆ+ = Qˆρ ×ad gˆ+ = ρ∗
(
T V
(
Qˆ×Gˆ
[
Gˆ/
Gˆξ
]))
,
(where T V denotes as usually the vertical tangent bundle of a fibration). There-
fore the holomorphy of ρ is equivalent to the condition
a+ ∈ A10(X, Pˆ ρ ×ad gˆ+) (18)
(compare with Proposition 6.27). Write
a =
∑
λ∈Spec[ξ,·]
aλ
so that
a± =
∑
λ∈Spec±[ξ,·]
aλ ,
and take into account that
[Eig([ξ, ·], λ),Eig([ξ, ·], µ)] ⊂ Eig([ξ, ·], λ+ µ) ,
Eig([ξ, ·], λ) = Eig([ξ, ·],−λ) .
43
By (17), (18) it follows that
pr
kˆξ
[a ∧ a] =
∑
λ∈Spec+[ξ,·]
[aλ ∧ a−λ] +
∑
λ∈Spec−[ξ,·]
[aλ ∧ a−λ] =
= −2
∑
λ∈Spec+[ξ,·]
[aλ ∧ aλ] , (19)
where [· ∧ ·] is the (symmetric) bilinear multiplication obtained by multiplying
the Lie algebra bracket with the wedge product on 1-forms:
[u ∧ v](x, y) := [u(x), v(y)]− [u(y), v(x)] .
Comparing the curvatures of the two connections Aˆ, Aˆρ, we get
pr
kˆξ
FAˆ = FAˆρ + prkˆξ
1
2
[a ∧ a] . (20)
But, since 〈·, ·〉 is ad-invariant, we get for any u, v ∈ gˆ with u ∈ Eig([ξ, ·], λ)
〈[u, v], ξ〉C = −〈v, [u, ξ]〉C = 〈[ξ, u], v〉C = λ〈u, v〉C . (21)
Therefore, by the degree formula given in Proposition 2.11, one obtains∫
Xρ
〈
iΛgFAˆ, s(ρ, ξ))
〉
volg =
2π
(n− 1)!deg(ρ, h(ξ))−
∑
λ∈Spec+[ξ,·]
λ ‖ aλ ‖2L2 , (22)
hence 2pi(n−1)!deg(ρ, h(ξ)) ≥
∫
Xρ
〈iΛgFAˆ, s(ρ, ξ)〉volg with equality if and only if
α = 0, i. e. if and only if the connection Aˆ reduces to a Kˆ(ξ)-connection, which
implies that s(ρ, ξ) is an Aˆ-parallel section of Pˆ ×ad ik.
Therefore we have shown that (Aˆ, ϕ) is σ-semistable, and that, for ξ ∈ ik, one
has
2π
(n− 1)!degg(ρ, h(ξ)) +
∫
Xρ
λξ(ϕ, ρ)volg = 0
if and only if ρ is induced by an Aˆ-parallel Kˆ(ξ)-reduction of Pˆ and the associ-
ated section s(ρ, ξ) ∈ A0(Pˆ ×ad ik) belongs to ikAˆ,ϕ, where kAˆ,ϕ ⊂ A0(Pˆ ×ad k) is
the infinitesimal stabilizer algebra of the pair (Aˆ, ϕ) with respect to the action
of the real gauge group K := Γ(Pˆ ×AdK). But an Aˆ-parallel Kˆ(ξ)-reduction of
Pˆ defines a holomorphic ZGˆ(ξ)-reduction of QˆJ . Therefore, the last condition
in the definition of polystability is verified.
Using the same method as in the proof of Proposition 1.3 [Te3] one can easily
check, using the maximum principle for the operator P = iΛ∂¯∂, that
gJˆ,ϕ = kAˆ,ϕ ⊗ C
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(compare with Theorem 2.2.1 in [LT]). Taking into account that the elements
of kAˆ,ϕ are Aˆ-parallel sections, we get an Aˆ-parallel reduction of Pˆ to ZKˆ(c),
where c ⊂ k is a subalgebra of k isomorphic to kAˆ,ϕ. This gives a holomorphic
ZGˆ(c⊗C)-reduction of QˆJˆ , so that gJˆ,ϕ is a reductive subalgebra of A0(Qˆ×ad gˆ)
in the sense of Definition 2.16, which proves the first condition in the definition
of polystability.
Remark 3.4 The proof of the theorem shows that, for a Hermitian-Einstein
pair (Aˆ, ϕ), the following conditions are equivalent:
1. (Aˆ, ϕ) is irreducible.
2. The associated holomorphic pair (Jˆ , ϕ) is simple.
4 Polystable pairs allow Hermitian–Einstein re-
ductions
Definition 4.1 We will denote by R(Qˆ) the space of all Kˆ-reductions of Qˆ
and, for a fixed K0-reduction P0 of Q0, we will denote by RP0(Qˆ) the space of
all Kˆ-reductions of Qˆ which project onto P0.
Our final purpose is the following theorem:
Theorem 4.2 Let (Jˆ , ϕ) be a σ-polystable pair of type (Qˆ,Q0, αˆ). For any K0-
reduction P0 of Q0 there exists a reduction Pˆ ∈ RP0(Qˆ) which is µ- Hermitian-
Einstein.
In the proof, which will be completed at the and of section 4, we will assume
again for simplicity that g is a Gauduchon metric; the statement is true for a
general Hermitian metric (see Remark 2.12).
4.1 The perturbed equation
Let (Jˆ , ϕ) be a σ-polystable pair of type (Qˆ, J0), and let P0 be a fixed K0-
reduction of Q0. We seek a Kˆ-reduction Pˆ ⊂ Qˆ which projects on P0 such that
the pair (APˆ ,Jˆ , ϕ) satisfies the HE equation (see Definition 3.1)), where APˆ ,Jˆ is
the Chern connection of the pair (Pˆ , Jˆ).
By Proposition 2.21 we may suppose that
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Assumption: The infinitesimal stabilizer gβ of the polystable pair β = (Jˆ , ϕ)
is contained in the centralizer z(g, Gˆ).
This assumption has the following important consequence:
Remark 4.3 If this assumption is satisfied, the infinitesimal stabilizer of β
kβ := gβ ∩A0(Pˆ ×ad k)
with respect to the action of the real gauge group K := Γ(X, Pˆ ×Ad K) is in-
dependent of the Kˆ-reduction Pˆ , and it can be identified with a subalgebra of
z(k, Kˆ). Moreover, for any Kˆ-reduction Pˆ of Qˆ, one has
gβ = [gβ ∩A0(Pˆ 0 ×Kˆ k)]⊗ C = kβ ⊗ C . (23)
Indeed, one has
gβ ∩A0(Pˆ 0 ×Kˆ k) = gβ ∩ z(g, Gˆ) ∩A0(Pˆ ×Kˆ k) = gβ ∩ z(k, Kˆ) .
The connected component G0β of e in the stabilizer
Gβ ⊂ G := Γ(Qˆ×Ad G)
of β is a connected closed complex subgroup of G with Lie algebra gβ ⊂ z(g, Gˆ),
so it is contained in the connected component Z(G, Gˆ)0 of e in the intersection
Z(G, Gˆ) := G ∩ Z(Gˆ).
Now it is easy to see that, for every connected closed complex subgroup H of
a complex torus Θ, one has h = [h ∩ t] ⊗ C, where t is the Lie algebra of the
unique maximal compact subgroup T of Θ.
Therefore, in our case one gets
gβ = [gβ ∩ z(k, Kˆ)]⊗ C = [gβ ∩A0(Pˆ 0 ×Kˆ k)]⊗ C .
We fix a Kˆ-reduction Pˆ ∈ RP0(Qˆ) and seek a solution Pˆ ⊂ Qˆ of our problem
of the form
Pˆs = e
− s2 (Pˆ ) ,
where s ∈ A0(Pˆ ×ad ik). Put h := es. The new (pointwise) moment map
µ : Γ(Qˆ×αˆ F )→ A0(Pˆs ×ad k) associated with the reduction Pˆs is given by the
formula
µs(ϕ) = ade−
s
2
(µ(e
s
2ϕ)) , (24)
where µ is the moment map with respect to the initial reduction Pˆ .
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Denote by A0 the Chern connection of the pair (Pˆ , Jˆ). The Hermitian-Einstein
equation (Definition 3.1) becomes
prik
[
iΛg(FA0 + ∂¯(e
−s∂0(es)))
]
+ iad
e
− s
2
(µ(e
s
2ϕ)) = 0 , (25)
or, equivalently,
prik ade
s
2
[
iΛg(FA0 + ∂¯(e
−s∂0(es)))
]
+ i(µ(e
s
2ϕ)) = 0 . (26)
Our perturbed equation is
prik
[
iΛg(FA0 + ∂¯(e
−s∂0(es))
]
+ iad
e
− s
2
(µ(e
s
2ϕ)) + εs = 0 , (27)
which, since s is ad
e
s
2
– invariant, is equivalent to
ad
e
s
2
prik
[
iΛg(FA0 + ∂¯(e
−s∂0(es)))
]
+ i(µ(e
s
2ϕ)) + εs = 0 . (28)
Proposition 4.4 There exists a Kˆ-reduction Pˆ ∈ RP0(Qˆ) such that, denoting
by A0 the corresponding Chern connection AˆPˆ ,Jˆ , one has:
A.
prA0(X,ikβ)
[
prik[iΛgFAˆ0 ] + iµ(ϕ)
]
= 0 (29)
B. Equation (27) has a solution ζ ∈ A0(Pˆ 0 ×ad ik⊥β ) for ε = 1.
Proof:
Step 1. We start with an arbitrary reduction Pˆ 1 ∈ RP0(Qˆ), and we seek a
smooth function v ∈ C∞(X, ikβ) ⊂ C∞(X, iz(k)) such that the Chern connection
Aˆ2 := APˆ 2,Jˆ associated with the reduction Pˆ
2 := e−
v
2 (Pˆ 1) satisfies (29).
By Proposition 6.2, Corollary 6.3 one has
Aˆ2 := Aˆ1 + ∂v , FAˆ2 := FAˆ1 + ∂¯∂v .
The new moment map with respect to the reduction Pˆ 2 is given by
µ2(ϕ) = ade−
v
2
µ1(e
v
2ϕ) = µ1(ϕ) ,
because v is central and belongs pointwise to the infinitesimal stabilizer of ϕ.
Therefore (29) becomes
prA0(X,ikβ)
[
prik[iΛgFAˆ1 ] + iµ1(ϕ)
]
+ iΛ∂¯∂v = 0 . (30)
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On the other hand, applying the polystability condition to central elements of
the form u ∈ ikβ one gets that
〈prik[iΛgFAˆ1 ] + iµ1(ϕ), u〉L2 = 0 ∀u ∈ ikβ (31)
(compare with Remark 1.12 in the finite dimensional framework). This implies
that the Laplace equation (30) has solutions, so we get a reduction Pˆ 2 with the
desired property.
Step 2.
Put
ζ := −prik[iΛgFAˆ2 ]− iµ2(ϕ)
and Pˆ := e
ζ
2 (Pˆ 2). By Step 1 it follows that ζ ∈ A0(Pˆ 2 ×ad ik⊥β ). Since e
ζ
2
commutes with ζ, one can also regard ζ as an element of A0(Pˆ ×ad ik) which
will be also pointwise orthogonal to kβ . By Corollary 6.3 and (24) one has
−ζ = prik [iΛg(FA2 ] + i(µ2(ϕ)) =
= prik
[
iΛg(FA0 + ∂¯(e
−ζ∂0(eζ)))
]
+ iad
e
−
ζ
2
(µ0(e
ζ
2ϕ)) ,
which shows that, with these choices, B holds.
4.2 A priori estimates for the solution sε
Lemma 4.5 Fix a Kˆ-reduction Pˆ as in Proposition 4.4. Let
s ∈ A0(Pˆ ×ad ik⊥β )
be a section solving the equation
ad
e
s
2
prik
[
iΛg(FA0 + ∂¯(e
−s∂0(es)))
]
+ iµ(e
s
2ϕ) + εs = 0 . (eε)
Put
k0 := prik [iΛg(FA0 ] + iµ(ϕ) .
Then one has:
1. 12 · P (|s|2) + ε · |s|2 ≤ |k0| · |s| ;
2. m := supX |s| ≤ 1ε · supX |k0| ;
3. m ≤ C · (‖s‖L2 +supX |k0|)2 where the constant C only depends on g and
the fixed Kˆ-reduction Pˆ .
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Proof: Taking the pointwise inner product with respect to Pˆ of both sides of
(eε) with s, one gets
(prik[iΛgFA0 ], s) +
(
iΛg∂¯(e
−s∂0(es))), s
)
+ 2µ−i
s
2 (e
s
2ϕ) + ε|s|2 = 0 . (32)
On the other hand, note that
µ−i
s
2 (e
s
2ϕ) = µ−i
s
2 (ϕ) + e
s
2 (ϕ) ,
where es(ϕ) is the R≥0-valued function which maps every x ∈ X to the energy
of the curve [0, 1] ∋ t 7→ e ts2 ϕ(x) ∈ Fx.
Therefore,(
iΛg∂¯(e
−s∂0(es))), s
)
+ ε|s|2 = − (prik[iΛg(FA0 ], s)− 2µ−i
s
2 (e
s
2ϕ) ≤
− (prik[iΛgFA0 ], s)− 2µ−i
s
2 (ϕ) = − (prik[iΛgFA0 ] + iµ(ϕ), s) = −(k0, s) . (33)
We introduce now the real analytic function η : R → R>0 defined by
η(t) =
{ √
1−e−t
t
if t 6= 0
1 if t = 0
(see section 6.4). We use the formalism explained in section 6.4. By Proposition
6.16 the inequality (33) becomes
1
2
P (|s|2) + |η([s, ·])(∂0(s))|2 + ε|s|2 ≤ −(k0, s) . (34)
This proves the claim.
2. follows from 1. by the Maximum Principle.
3. From 1. we deduce
P (|s|2) ≤ 2 · |k0||s| ≤ |s|2 + |k0|2 ≤ |s|2 + sup
X
|k0|2 ,
so, since supX |k0|2 is a constant, Lemma 3.3.2 [LT] implies
m ≤ C · (‖ |s|2‖L1 + supX |k0|2) = C · (‖s‖2L2 + supX |s0|2)
≤ C · (‖s‖L2 + supX |k0|)2 .
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4.3 Solving the equation (eε) for ε ∈ (0, 1].
Let
l(ε, s) := ad
e
s
2
prik
[
iΛg(FA0 + ∂¯(e
−s∂0(es)))
]
+ iµ(e
s
2ϕ) + εs
be the left hand term of the equation (eε).
We state first the following regularity result: Choose p ∈ N such that the
Sobolev space Lpk is an algebra for k ≥ 1.
Lemma 4.6 Let s ∈ Lp2(Pˆ ×ad ik⊥β ) such that l(ε, s) = 0 for some ε ∈ R. Then
s ∈ C∞(Pˆ ×ad ik⊥β ).
Proof: Recall first that, by Proposition 6.4, one has
ad
e
s
2
(FA0 + ∂¯(e
−s∂0(es))) = FAs , (35)
where As := e
− s2 (A0 + e−s∂0(es)) ∈ A(Pˆ ). The components of the linear
connection defined by As on the bundle Pˆ ×ad g are
∂¯As = ade
s
2
◦ ∂¯A0 ◦ ade− s2 , ∂As = ade− s2 ◦ ∂A0 ◦ ade s2 , (36)
which can be rewritten as
∂¯As = ∂¯ − ∂¯(e
s
2 )e−
s
2 , ∂As = ∂0 + e
− s2 ∂0(e
s
2 ) .
Here the forms ∂¯(e
s
2 )e−
s
2 , e−
s
2 ∂0(e
s
2 ) operate on Pˆ ×ad g via the adjoint repre-
sentation a 7→ [a, ·]. On the other hand, by formulae (88), (89) in the Appendix,
these forms can be expressed in terms of ∂¯s, ∂0s as
∂¯(e
s
2 )e−
s
2 =
1
2
ψ
(
−
[s
2
, ·
])
(∂¯s) , e−
s
2 ∂0(e
s
2 ) =
1
2
ψ
([ s
2
, ·
])
(∂0s) , (37)
where ψ is the positive real analytic function
ψ(t) =
{
et−1
t
if t 6= 0
1 if t = 0 .
Let Ψ : Pˆ ×ad ik → Herm(Pˆ ×ad g) be the (non-linear!) real analytic bundle
map defined by
a 7→ 1
2
ψ
([a
2
, ·
])
.
We get
∂¯As = ∂¯ − Ψ(−s)(∂¯s) , ∂As = ∂0 +Ψ(s)(∂0s) . (38)
This gives for the (1, 1) curvature form of As
FAs = FA0 + dA0
(
Ψ(s)(∂0s)−Ψ(−s)(∂¯s)
)
+
50
+
(
Ψ(s)(∂0s)−Ψ(−s)(∂¯s)
) ∧ (Ψ(s)(∂0s)−Ψ(−s)(∂¯s)) =
= 2Ψ(s)(∂¯∂0s) + (1 −Ψ(−s))(FA0) + ∂¯(Ψ(s)) ∧ ∂0s− ∂0(Ψ(−s)) ∧ ∂¯s
−Ψ(s)(∂0s) ∧Ψ(−s)(∂¯s)−Ψ(−s)(∂¯s) ∧Ψ(s)(∂0s) . (39)
Therefore the equation (eε) is equivalent to an equation of the form
iΛ∂¯∂0s = F(ε, s, dA0(s)) .
The left composition lemma applies on the right, more precisely, F(ε, s, dA0(s))
belongs to Lpk−1 when s belongs to L
p
k. The result follows by standard boot-
strapping.
The left composition lemma gives also the following
Remark 4.7 The map l extends to a differentiable map
l : R× Lp2(Pˆ ×ad ik⊥β )→ Lp(Pˆ ×ad ik⊥β ) .
Lemma 4.8 Suppose that l(ε, s) = 0 with s ∈ A0(Pˆ ×ad ik⊥β ) and ε > 0. Then
the partial derivative
∂
∂s
l(e, s) : Lp2(Pˆ ×ad ik⊥β )→ Lp(Pˆ ×ad ik⊥β )
is an invertible operator.
Proof:
For s˙ ∈ Lp2(Pˆ ×ad ik⊥β ), put
u := (d s
2
exp)(
s˙
2
) e−
s
2 ∈ Pˆ ×ad (ik⊥β ⊗ C) .
The components of u in Pˆ ×ad ik⊥β and Pˆ ×ad k⊥β are respectively
uh =
1
2
(u + ad
e
− s
2
u) , ua =
1
2
(u− ad
e
− s
2
u) .
One has
(
∂
∂s
FAs)(s˙) = dAs(
∂
∂s
As) = dAs
(
∂As(ade−
s
2
u)− ∂¯Asu
)
=
−∂As ∂¯Asu+ ∂¯As∂As(ade− s2 u) = [ua, FAs ] + (∂¯As∂As − ∂As ∂¯As)(uh) .
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On the other hand, the same computation as in the finite dimensional framework
(see the proof of Proposition 1.15) give
∂
∂s
iµ(e
s
2ϕ) = d(iµ)(u#
e
s
2 ϕ
) = d(iµ)([u#h ]e
s
2 ϕ
+ [u#a ]e
s
2 ϕ
) =
= d(iµ)([u#h ]e
s
2 ϕ
) + [ua, iµ(e
s
2ϕ)] .
Therefore
∂
∂s
l(ε, s)(s˙) =
iΛg(∂¯As∂As − ∂As ∂¯As)(uh) + d(iµ)([u#h ]e s2 ϕ) + [ua, l(ε, s)− εs] + εs˙ . (40)
Recall the following well-known identity which holds for any unitary integrable
connection B on a Hermitian vector bundle:
P (|v|2) := iΛg∂¯∂|v|2 = (iΛg∂¯B∂Bv, v)− (v, iΛg∂B ∂¯Bv)− |dB(v)|2 .
In our case, using the Euclidean inner product on Pˆ ×ad ik, this yields
P |uh|2 = (iΛg(∂¯As∂As − ∂As ∂¯As)uh, uh)− |dAs(uh)|2 . (41)
Therefore, for a pair (ε, s) with l(ε, s) = 0, and using the well known formulae
obtained in the finite dimensional case, we get〈
∂
∂s
l(ε, s)(s˙), uh
〉
L2
= ‖dAsuh‖2L2 + ‖[u#h ]e s2 ϕ‖2 − ε〈[ua, s], uh〉+ 2ε〈
s˙
2
, uh〉
≥ 1
2
ε‖s˙‖2L2 (42)
by Proposition 6.10 in the Appendix. This proves that ∂
∂s
l(ε, s) is an injective
operator. It suffices to notice that its index vanishes.
Lemma 4.9 There is a positive constant C = C(A0, ϕ) such that the following
estimate holds:
C‖v‖2L2 ≤ ‖∂¯A0v‖2L2 + ‖v#ϕ ‖2L2 ∀v ∈ A0(Pˆ ×ad (ik⊥β ⊗ C)) .
Proof: If not, there would exist a sequence (vn)n with ‖vn‖2L2 ≡ 1 such that
‖∂¯A0vn‖2L2 + ‖(vn)#ϕ ‖2L2 → 0
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But this implies that vn has a subsequence which is weakly convergent in L
2
1 and
strongly convergent in L2. The limit, say v0, satisfies ∂¯A0(v0) = 0, hence it is
smooth. Noting that (·)#ϕ can be regarded as a smooth linear bundle morphism
Pˆ ×ad (ik⊥β ⊗ C)) −→ ϕ∗(T vert(E)) ,
one gets
∂¯A0v0 = 0 , (v0)
#
ϕ = 0 .
Therefore, by Remark 4.3, one has v0 ∈ gβ = kβ ⊗ C. But this contradicts
v0 ∈ A0(Pˆ ×ad (ik⊥β ⊗ C)).
Note that this lemma holds for any holomorphic pair β and Kˆ-reduction Pˆ
such that the relation gβ = kβ ⊗ C between its infinitesimal stabilizers holds.
For any s ∈ A0(Pˆ ×ad (ik⊥β )) put
ms := sup
X
|s| .
Corollary 4.10 There exists a positive constant C(A0, ϕ,ms) such that for all
s ∈ A0(Pˆ ×ad (ik⊥β )) and w ∈ A0(Pˆ ×ad (ik⊥β ⊗ C)) it holds
C(A0, ϕ,ms)‖w‖2L2 ≤ ‖∂¯Asw‖2L2 + ‖[w]#e s2 ϕ‖
2 .
Proof: Defining v := ad
e
− s
2
w one has
∂¯Asw = ade
s
2
(∂¯A0v) , [w]
#
e
s
2 ϕ
= (e
s
2 )∗,ϕ(v#ϕ ) .
But one has estimates of the form
‖ad
e
s
2
(∂¯A0v)‖2L2 ≥ C′(ms)‖(∂¯A0v)‖2L2 , ‖(e
s
2 )∗,ϕ(v#ϕ )‖2L2 ≥ C′′(ϕ,ms)‖(v#ϕ )‖2L2
‖v‖2L2 ≥ C′′′(ms)‖w‖2L2 .
It suffices to apply the previous lemma.
Let (sε)ε be a smooth family in A
0(Pˆ ×ad ik⊥β ) such that for all ε it holds
l(ε, sε) = 0. Put
u = (
d
dε
exp(
s
2
))e−
s
2 , s˙ :=
d
dε
s .
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Lemma 4.11 One has an estimate of the form
sup
X
|uh| ≤ C(ms) . (43)
Proof: By (40) one gets
0 =
∂
∂ε
l(ε, sε) =
iΛg(∂¯As∂As − ∂As ∂¯As)(uh) + d(iµ)([u#h ]e s2 ϕ)− ε[ua, s] + εs˙+ s . (44)
Taking this time inner product with uh pointwise and using again (41) and
the inequalities in Proposition 6.10, one gets
0 = P (|uh|2) + |dAsuh|2 + |[u#h ]e s2 ϕ|2 − ε([ua, s], uh) + ε(s˙, uh)(s˙, uh) + (s, uh) ≥
P (|uh|2) + |dAsuh|2 + |[u#h ]e s2 ϕ|2 + (s, uh) . (45)
Integrating over X one gets
‖dAsuh‖2L2 + ‖[u#h ]e s2 ϕ‖2L2 ≤ ‖s‖L2‖uh‖L2 ≤
√
V olg(X) ms‖uh‖L2 ,
whereas the term on the left is larger than C(A0, ϕ,ms)‖uh‖2L2 by Corollary
4.10. This gives an L2-estimate of the form
‖uh‖L2 ≤ C1(A0, ϕ,ms) . (46)
Coming back to (45) we see that
P (|uh|2) ≤ −(s, uh) ≤ |s||uh| ≤ 1
2
(|uh|2 +m2s) .
Using now Lemma 3.3.2 in [LT] and (46), one gets an estimate of the form
sup
X
(|uh|2) ≤ C(g)(‖uh‖2L2 +
1
2
m2s) ≤ C(g,A0, ϕ,ms) . (47)
Using again the formulae (38) we get
∂¯As∂As − ∂As ∂¯As = ∂¯∂0 − ∂0∂¯
−Ψ(−s)(∂¯s)∧∂0−Ψ(−s)(∂¯s)∧Ψ(s)(∂0s)−Ψ(s)(∂0s)∧∂¯+Ψ(s)(∂0s)∧Ψ(−s)(∂¯s)
+Ψ(s)(∂¯∂0s) + Ψ(−s)(∂0∂¯s) + ∂0(Ψ(−s)) ∧ ∂¯s+ ∂¯(Ψ(s)) ∧ ∂0s . (48)
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We plug the identity (48) in (44) and use standard elliptic Lp - estimates for
the operator iΛg(∂¯∂0 − ∂0∂¯).
Note first that, since Ψ is of class C1, one has an estimate of the form
|dA0(Ψ(s))| ≤ C(ms)|dA0s| .
Recalling that, by (43), supX |uh| is bounded by a constant C(ms), we obtain
‖uh‖Lp2 ≤ c(ms)(1 + ‖s‖L2p1 ‖uh‖L2p1 + ‖s‖
2
L
2p
1
+ ‖s‖Lp2 )+
+‖d(iµ)([u#h ]e s2 ϕ)− ε[ua, s] + εs˙+ s‖Lp . (49)
On the other hand, by the formulae obtained in the proof of Proposition 6.10,
one can express s˙ in terms of uh as
s˙ = 2θ
([s
2
, ·
])
(uh) ,
where this time θ(t) = 2t
et−e−t . Since the bundle map Pˆ ×ad ik → Herm(Pˆ ×ad g)
given by a 7→ 2θ ([a2 , ·]) is of class C2, one gets estimates of the form
|s˙| ≤ c(ms)|uh| , ‖s˙‖Lp2 ≤ c(ms)‖uh‖Lp2 ,
in particular, from (43) we deduce
sup
X
|s˙| ≤ c(ms) . (50)
Expressing uh and ua similarly in terms of s˙, one gets
|ua| ≤ c(ms)|s˙| , ‖uh‖L2p1 ≤ c(ms)‖s˙‖L2p1 .
Note finally that (since uh and s are bounded in terms of ms) [u
#
h ]e
s
2 ϕ
re-
mains in a compact subset K(ϕ,ms) of the vertical tangent bundle T
vert(E).
Therefore, one gets
sup
X
|d(iµ)([u#h ]e s2 ϕ)| ≤ c(ms) .
Summarizing, we obtain an estimate of the form
‖s˙‖Lp2 ≤ c(ms)
(
1 + ‖s‖L2p1 ‖s˙‖L2p1 + ‖s‖
2
L
2p
1
+ ‖s‖Lp2
)
. (51)
Using the general inequality
‖x‖L2p1 ≤ C ·
(
sup
X
|x| 12
)
· ‖x‖ 12
L
p
2
+ ‖x‖L2p , (52)
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([Au] Theorem 3.69; the constant C depends only on p and the dimension of
X) and (50) one proceeds as in the proof of [LT] Proposition 3.3.5 to obtain an
inequality of the form
‖s˙‖Lp2 ≤ c(ms)(1 + ‖s‖Lp2 ) . (53)
Integrating from ε to 1 this yields (compare with [LT], Proposition 3.3.5)
Proposition 4.12 Let (sε)ε∈(ε0,1] be a smooth family in A
0(Pˆ ×ad ik⊥β ) such
that for all ε it holds l(ε, sε) = 0. Then one has an estimate of the form
‖sε‖Lp2 ≤ ec(msε)(1−ε)(1 + ‖s1‖Lp2 ) ∀ε ∈ (ε0, 1] . (54)
We know that the equation l(·, 1) = 0 has a smooth solution ζ (Proposition
4.4). Consider the set
S := {s : (εs, 1]→ A0(Pˆ ×ad ik⊥β )| 0 ≤ εs < 1, l(ε, s(ε)) ≡ 0 , s(1) = ζ} .
S is nonempty by Lemma 4.8, implicit function theorem and Lemma 4.6.
Writing s1 ≤ s2 when εs2 ≤ εs1 and s1 = s2|(εs1 ,1], S becomes an inductively
ordered set, hence there is a maximal element in S.
Proposition 4.13
1. Let s : (εs, 1]→ A0(Pˆ ×ad ik⊥β ) ∈ S and put sε := s(ε). If
sup{‖sε‖L2 | ε ∈ (εs, 1]} <∞ ,
then the strong limit limε→εs sε exists in L
p
2, and is a smooth solution of the
equation l(εs, ·) = 0.
2. For any maximal element s ∈ S, one has εs = 0.
Proof:
1. By assumption and the third statement in Lemma 4.5 one gets an uniform
bound
msε = sup
X
|sε| ≤M , ∀ ε ∈ (εs, 1] . (55)
Therefore, the family (sε)ε∈(εs,1] is bounded in L
p
2 by Proposition 4.12. Using
now the inequality (53), we see that d
dε
sε is also bounded in L
p
2, hence the map
s : (εs, 1]→ Lp2(Pˆ ×ad ik⊥β ) is Lipschitz. Therefore one has a strong limit
s = lim
ε→εs
sε ,
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which will be a solution of the equation l(εs, ·) = 0 by Remark 4.7, and will be
smooth by Lemma 4.6.
2. If εs > 0, the second statement of Lemma 4.5 gives an uniform bound of the
form (55). Therefore, the first part of this proposition applies and gives a strong
Lp2 - limit s = limε→εs sε which is smooth and solves the equation l(εs, ·) = 0.
Using Lemma 4.8 and the implicit function theorem we get a smooth extension
of s on a larger interval, contradicting maximality.
This gives immediately the following crucial result:
Theorem 4.14
1. There exists a smooth family (sε)ε∈(0,1] with l(ε, sε) ≡ 0.
2. If sup{‖sε‖L2 | ε ∈ (0, 1]} <∞, then sε converges strongly in Lp2 to a smooth
solution s of the equation (25) as ε→ 0.
Therefore, when sup{‖sε‖L2 | ε ∈ (0, 1]} < ∞, one gets a Hermitian-Einstein
reduction Pˆs := e
− s2 (Pˆ ) ∈ RP0(Qˆ).
4.4 Destabilizing the pair in the unbounded case
4.4.1 Estimates in the unbounded case
Let (sε)ε∈(0,1] be the smooth family given by Theorem 4.14. Our first aim is to
get a uniform L21 - bound for the L
2-normed section
σε :=
sε
‖ sε ‖L2
.
By the third statement of Lemma 4.5, we get uniform bounds
sup
X
|σε| ≤M , sup
x∈X
{|λ| | λ ∈ Spec([(σε)x, ·])} ≤M (56)
for all ε > 0 for which ‖sε‖L2 ≥ 1.
Remark 4.15 Fix α ∈ (0, 1). Then, for any u ∈ R, n > 0 one has
1.
|enu − 1| ≥
{
αn|u| if nu ≥ log(α)
(1− α) if nu ≤ log(α) .
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2. Supposing |u| ≤M , we get
|enu − 1| ≥
[
min
(
nα,
1− α
M
)]
|u| , ∀u ∈ [−M,M ] .
3. Choosing α = 12 , we get
(a)
|enu − 1| ≥ 1
2M
|u| , ∀n ≥ 1
M
, ∀ u ∈ [−M,M ] .
(b)
1
2M
≤ nη2(nu) , ∀n ≥ 1
M
, ∀ u ∈ [−M,M ] .
(c) Let V be Hermitian space. Then
1
2M
‖x‖2 ≤ n‖η(nh)(x)‖2
for all n ≥ 1
M
and for every Hermitian endomorphism h ∈ Herm(V )
with the property Spec(h) ⊂ [−M,M ].
Proof: The first statements are straightforward. The last one follows from the
previous ones and Remark 6.15 in the following way: we take
f :=
√
1
2M
idV , g(t) :=
√
n η(nt) ,
and we notice that |f |[−M,M ] ≤ |g|[−M,M ] by 3b.
We divide (34) by ‖s‖L2, taking into account Remark 4.15 3c and (56). We
get, for ‖s‖L2 ≥ max( 1M , 1),
1
2M
|∂0σ|2 ≤ ‖s‖|η(‖s‖[σ, ·])(∂0σ)|2 = 1‖s‖|η([s, ·](∂0s)|
2 ≤
≤ 1‖s‖
[
−1
2
P (|s|2)− (k0, s)
]
.
Integrating on X the obtained inequality, we get
‖∂0σ‖2L2 ≤ 2M‖k0‖L2 . (57)
Concluding, we can state
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Proposition 4.16 Suppose that (sε)ε∈(0,1] is not L2-bounded. Then the set{
σε | ‖sε‖L2 ≥ max
(
1
M
, 1
)}
is uniformly bounded in L∞ ∩ L21. In particular, there exists a sequence (εn)n,
εn → 0 such that
1. limn→∞ ‖sεn‖L2 =∞ .
2. The sequence (σεn)n converges
• weakly in L21 ,
• strongly in L2 ,
• almost everywhere on X
to an L21 ∩ L∞ - section σ in the bundle Pˆ 0 ×ad ik⊥β .
4.4.2 The properties of the limit σ
The aim of this paragraph is the following
Theorem 4.17
1. ‖σ‖L2 = 1.
2. The map X ∋ x 7→ [σ(x)] ∈ ik/adKˆ which assigns to every x ∈ X the
conjugacy class of σ(x), is constant almost everywhere.
3. prV +
σ(x)
(∂¯σ) = 0 for almost every x ∈ X, where V +
σ(x) is the direct sum of
the eigenspaces corresponding to strictly positive eigenvalues of the endo-
morphism [σ(x), ·] on gx := Pˆx ×ad g.
In order to prove this, we will need several preparations:
Let s ∈ A0(Pˆ ×ad ik) be a smooth section. Denote by V 0s the linear fibration⋃
x∈X V
0
s,x, where V
0
s,x = ker[sx, ·] ⊂ Pˆx ×ad g.
Let Xsk be the closed subset of X where ker[sx, ·] has rank ≤ k. Then ker([s, ·])
defines a continuous subbundle of Pˆ ×ad g|Xs
k
\Xs
k−1
. Therefore, the projection
pV 0s is continuous on every X
s
k \Xsk−1, hence it is a bounded measurable section.
With these remarks, we can state
Proposition 4.18 Let Aˆ0 ∈ A(Pˆ ) and let (σn)n, σn ∈ A0(Pˆ ×ad ik) be a
sequence of smooth sections with the following properties:
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1. It is weakly convergent in L21.
2. It is bounded in L∞.
3. It converges strongly in L2.
4. It converges almost everywhere on X.
5. (‖prV 0σn [∂0σn]‖L2)n converges to 0.
Then the weak limit σ of this sequence (which belongs to L21 ∩ L∞) defines an
almost everywhere constant map x 7→ [σ(x)] ∈ k/Kˆ.
Proof: Let Let ι1, . . . , ιk ∈ C[gˆ] be homogeneous generators of the invariant
algebra C[gˆ]Gˆ. We will prove that ιi(σ) are constant almost everywhere, and the
claim will follow from Corollary 6.8 in the Appendix (compare with the proof
of 6.9).
Let ji : gˆ
di → C be the adGˆ-invariant symmetric multilinear map which
corresponds to ιi
Using properties 2. and 3. and 4. one gets easily, by the Lebesgue dominant
convergence theorem, that ιi(σn) = ji(σn, . . . , σn) converges to ιi(σ) strongly
in L2.
One has
∂[ji(σn, . . . , σn)] = diji(∂0σn, σn, . . . , σn) .
On the other hand, by 2. and 3. the sequence of sections
ji(·, σn, . . . , σn) ∈ A0(Pˆ ×ad Hom(ik,C))
is L∞ - bounded and converges strongly in L2 to ji(·, σ, . . . , σ). Taking into
account 1., 2. and 3. we deduce by Lemma 6.17 in Appendix that
diji(∂0σn, σn, . . . , σn)→ diji(∂0σ, σ, . . . , σ) weakly in L2 .
On the other hand diji(∂0σ, σ, . . . , σ) = ∂[ji(σ, . . . , σ)] as distributions because
Leibniz’s rule extends to L21 ∩ L∞-sections.3
Therefore,
diji(∂0σn, σn, . . . , σn)→ ∂[ji(σ, . . . , σ)] weakly in L2 . (58)
On the other hand, taking into account that ji is adGˆ-invariant (hence in par-
ticular adG-invariant), it follows easily that, for any v ∈ g, the linear functional
3This can be proved by constructing a sequence of smooth sections converging to σ with
respect to both L2
1
- and Lp - norms, for p sufficiently large.
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ji(·, v, . . . , v) vanishes on [v, g]. The point is that, when v ∈ ik, one has an
orthogonal decomposition
g = [v, g]⊕ zg(v) .
This follows from the fact that, in this case, zg(v) is just the complexification
of zk(iv).
Therefore one gets pointwise
diji(∂0σn, σn, . . . , σn) = diji(prV 0σn
(∂0σn), σn, . . . , σn) ,
and the right term converges to 0 in L2 as n→∞ by 5. and 2. By (58) we get
that ∂[ji(σ, . . . , σ)] = 0 in the week sense, hence ji(σ, . . . , σ) is a constant. The
claim follows now from Corollary 6.8
For an element u ∈ ik we denote by V −u the direct sum of eigenspaces of
[u, ·] ∈ Herm(g) corresponding to strictly negative eigenvalues. Again, for a
section u ∈ A0(Pˆ ×ad ik), the projection prV −u on the fibration defined by u is
in L∞(Herm(Pˆ ×ad g)).
Proposition 4.19 Let Aˆ0 ∈ A(Pˆ ) and let (σn)n, σn ∈ A0(Pˆ ×ad ik) be a
sequence of smooth sections with the following properties
1. It is weakly convergent in L21.
2. It is bounded in L∞.
3. It converges strongly in L2.
4. It converges almost everywhere on X.
5. The weak limit σ of this sequence defines an (almost everywhere) constant
conjugacy class [σ] ∈ ik/Kˆ.
6. (‖prV −σn [∂0σn]‖L2)n converges to 0.
Then the weak limit σ (which belongs to L21 ∩ L∞) satisfies
prV −σ,x [∂0σ] = 0 for almost every x ∈ X .
Proof: Let σ0 ∈ ik be a representative of [σ] and λ1 < . . . λk < 0 be the
negative eigenvalues of [σ0, ·]. Then [σx, ·] has the same eigenvalues with the
same multiplicities for almost every x ∈ X .
Indeed, one can easily see that for u ∈ ik, the eigenvalues of the endomorphism
[u, ·] ∈ Herm(g) depend only on the class [u] ∈ ik/Kˆ. This follows from the fact
that, for kˆ ∈ Kˆ, one has [adkˆ(s), ·] = adkˆ[s, adkˆ−1(·)].
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Let η ∈ (λk, 0) and χ : R → [0, 1] a smooth increasing function which is 1 on
(−∞, η] and 0 on [0,∞).
Put
qn := χ([σn, ·]) .
Since σn converges strongly in L
2, it follows that qn converges strongly in L
2
to q := χ([σ, ·]) = prV −σ . This follows from the Lebesgue dominated convergence
theorem, from 4. and the fact that, for any Hermitian vector space E, the map
χ : Herm(E) −→ Herm(E) , f 7→ χ(f)
is continuous.
Therefore qn[∂0σn] converges to q(∂0(σ)) = prV −σ [∂0σ] as distributions. On
the other hand
‖ qn[∂0σn] ‖L2≤ ‖prV −σn [∂0σn]‖L2 ,
which converges to 0 by 6.
Therefore prV −σ [∂0σ] = 0 as a distribution, hence as an L
2 - section as well.
We can now give the
Proof (of Theorem 4.17):
We make use of Proposition 4.16 and put sn := sεn . σn := σεn . Since
‖σn‖L2 = 1, and σn → σ strongly in L2, we get ‖σ‖L2 = 1 as claimed.
For the proof of 2. and 3. we claim first that
(‖prV σn
−
[∂0σn]‖L2)n → 0 , (59)
where , for s ∈ A0(Pˆ ×ad ik), we denoted by V s− the fibration whose fibre in
x ∈ X is the direct sum of all eigenspaces corresponding to all non-positive
eigenvalues of [sx, ·].
This follows easily in the following way: using the inequality
1− e−t
t
≥ 1 for t ≤ 0 ,
we see that η ≥ χ−, where χ− := χR≤0 is the characteristic function of the set
R≤0. By Remark 6.15 and (34) one gets∣∣∣prV σn
−
[∂0σn]
∣∣∣2
x
=
1
‖sn‖2
∣∣∣prV sn
−
[∂0sn]
∣∣∣2
x
=
1
‖sn‖2 |(χ−([sn, ·])(∂0sn)|
2
x ≤
≤ 1‖sn‖2 |(η([sn, ·])(∂0sn)|
2
x ≤
1
‖sn‖2
[
−1
2
P (|sn|2)− ε|sn|2 − (k0(x), sn)
]
(x) .
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It suffices to integrate the obtained inequality over X , and let ε→ 0 taking into
account that ‖sn‖ → ∞.
In particular, it follows that
(‖prV 0σn [∂0σn]‖L2)n → 0 ,
hence, by Propositions 4.18, the limit σ defines an almost everywhere constant
map X → ik/Kˆ. Therefore, we can apply Proposition 4.19, because (59) obvi-
ously implies ‖prV −σn [∂0σn]‖L2 → 0 .
4.4.3 The limit σ destabilizes
Let σ be the limit given by Proposition 4.16.
Proposition 4.20 Let [σ] ⊂ ik be the element in ik/Kˆ defined by the (almost
everywhere constant) map x 7→ [σx] (modulo adKˆ) and let σ0 ∈ ik⊥β \ {0} be any
representative of [σ]. Then:
1. The L21∩L∞ section σ is smooth and takes values in [σ] on the complement
Xρ of a Zariski subset of codimension at least 2 such that the subspace
{q ∈ Qˆ|Xρ , σ(q) ∈ gˆσ0}
extends to a meromorphic reduction Qˆρ →֒ Qˆ of Qˆ to Gˆσ0 which is holo-
morphic over Xρ.
2. The section s(σ0, ρ) associated with σ0 and the ZKˆ(σ0)-reduction Qˆρ ∩ Pˆ
of Pˆ |Xρ coincides with σ. More precisely, σ(q) = σ0 for all q ∈ Qˆρ ∩ Pˆ .
Proof: This follows from Proposition 4.17 and Proposition 6.27. There is one
simple detail to be explained. The weak holomorphy condition in Proposition
6.27 reads in our case
prV +
σˆ(x)
(∂¯xσˆ) = 0 for almost every x ∈ X
where σˆ is the section in Pˆ ×ad igˆ = iad(Pˆ ) defined by σ, and V +σˆ(x) is the direct
sum of strictly positive eigenspaces of [σˆ(x), ·] ∈ Herm(gˆx).
But, since
∂¯σˆ ∈ L2(Λ01(Pˆ ×ad g)) , V +σˆ(x) = V +σ(x) ⊂ gx ,
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this condition is equivalent to
prV +
σ(x)
(∂¯xσ) = 0 for almost every x ∈ X .
The following result will end the proof of Theorem 4.2.
Theorem 4.21 The pair (ρ, σ02 ) destabilizes the pair (Jˆ , ϕ).
The first step is to give an explicit formula for the total maximal weight
2π
(n− 1)!degg
(
ρ, h(
σ0
2
)
)
+
∫
X0
λ
σ0
2 (ϕ, ρ)volg .
For the first term, we obtain by (14)
2π
(n− 1)!degg
(
ρ, h(
σ0
2
)
)
=
1
2(n− 1)!
∫
X
h
([
iFAˆ0 −
i
2
[a ∧ a]
]
, σ
)
∧ ωn−1g =
1
2
∫
X
h
(
Λg
[
iFAˆ0 −
i
2
[a ∧ a]
]
, σ
)
∧ volg ,
where a is the second fundamental form of the Kˆσ0 = Gˆ(σ0)∩ Kˆ-bundle Qˆρ∩ Pˆ
in Pˆ |Xρ .
By (19) we have
pr
kˆσ0
[a ∧ a] = −2
∑
λ∈Spec+[σ0,·]
[aλ ∧ aλ] ,
so using the known formula (21), we get
h(
i
2
Λgprkˆσ0
[a ∧ a], σ) = −
∑
λ∈Spec+[σ0,·]
iΛgh ([aλ ∧ a¯λ], σ) =
= −
∑
λ∈Spec+[σ0,·]
iλΛgh(aλ ∧ a¯λ〉 = −
∑
λ∈Spec+[σ0,·]
λ|aλ|2 . (60)
The (1,0)-form ∂0σ has non-trivial components only on the eigenspaces of
[σ0, ·] associated with strictly positive eigenvalues. Indeed, since the conjugacy
class of σ is constant, ∂0σ has no ker [σ0, ·] - component by Proposition 6.9.
On the other hand, by the holomorphy of Qˆρ|Xρ it follows that a10λ = 0 for
λ ∈ Spec−[σ0, ·] (see formula (18), Proposition 6.26).
64
Therefore
∂0σ =
∑
λ∈Spec+[σ0,·]
[aλ, σ] = −
∑
λ∈Spec+[σ0,·]
λaλ . (61)
Let φ be the real function defined by
φ(τ) =
{ 1√
τ
if τ > 0
0 if τ ≤ 0 .
We get
φ([σ, ·])(∂0σ) = −
∑
λ∈Spec+[σ0,·]
√
λ aλ ,
so, comparing with (60), one can write
h(
i
2
Λgprkˆσ0
[a ∧ a], σ) = − |φ([σ0, ·])(∂0σ)|2 .
Since the (1,0)-form ∂0σ has non-trivial components only on the eigenspaces of
[σ, ·] associated with strictly positive eigenvalues, the right hand term is indeed
smooth on Xρ.
Therefore, we obtain for the total maximal weight of the pair (Jˆ , ϕ) the for-
mula
λ((Jˆ , ϕ), (ρ,
σ0
2
)) :=
2π
(n− 1)!degg(ρ, h(
σ0
2
)) +
∫
Xρ
λ
σ0
2 (ϕ, ρ)volg =
=
1
2
[〈iΛgFAˆ0 , σ〉L2 + ‖φ([σ, ·])(∂0σ)‖2L2]+
∫
Xρ
lim
t→∞µ
−iσ
2 (et
σ
2 ϕ) .
Lemma 4.22 Let (ρ, σ0) be any pair consisting of an element σ0 ∈ ik and a
meromorphic reduction of Qˆ to Gˆ(σ0). Fix a Kˆ-reduction Pˆ of Qˆ, let σ be
the section in A0(Pˆ ×ad ik) which corresponds to σ0 and this reduction. Let
Aˆ0 ∈ A(Pˆ ) be the Chern connection of Pˆ and dAˆ0 = ∂¯ + ∂0 the associated
covariant derivative. Then
λ((Jˆ , ϕ), (ρ,
σ0
2
)) =
1
2
〈iΛgFAˆ0 , σ〉L2 + limt→∞
∫
Xρ
[
1
2
t|η([tσ, ·])(∂0σ)|2 + µ−i σ2 (etσ2 ϕ)
]
volg .
Proof: It suffices to prove that
‖φ([σ, ·])(∂0(σ))‖2L2 = lim
t→∞
∫
Xρ
t |η([tσ, ·])(∂0σ)|2 volg .
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For t > 0, consider the real analytic function ηt defined by
ηt(τ) =
√
t η(tτ) =
{ √
1−e−tτ
τ
if τ 6= 0√
t if τ = 0 .
(62)
Recall that the conjugacy class of σ is constant, so the eigenvalues of [σ, ·] are
also constant (see the proof of Proposition 4.19). Let λ0 be the first positive
eigenvalue of [σ, ·]. Note that, by Proposition 6.9 and Theorem 6.26, the form
∂0(σ)|Xρ has non-trivial components only along the strictly positive eigenspaces
of [σ, ·]. Therefore, pointwise on Xρ one has∣∣∣t |η([tσ, ·])(∂0σ)|2 − |φ([σ, ·])(∂0σ)|2∣∣∣ ≤ sup
[λ0,∞]
|η2t − φ2||∂0σ|2 .
The point is now that η2t converges uniformly to φ
2 on the interval [λ0,∞) as
t→∞. Integrating both sides on Xρ we get the result.
Let σn =
1
‖sn‖L2 sn be the sequence with limit σ given by Proposition 4.16.
Lemma 4.23 Fix t0 > 0. Then
〈iΛgFAˆ0 , σ〉L2 +
∫
Xρ
[
1
2
t0|η([t0σ, ·])(∂0σ)|2 + µ−iσ2 (et0 σ2 ϕ)
]
volg ≤
lim inf
n→∞

〈iΛgFAˆ0 , σn〉L2 +
∫
Xρ
[
1
2
t0|η([t0σn, ·])(∂0σn)|2 + µ−i
σn
2 (et0
σn
2 ϕ)
]
volg

 .
Proof: First of all notice that
〈iΛgFAˆ0 , σn〉L2 → 〈iΛgFAˆ0 , σ〉L2 , (63)
because (σn)n converges strongly in L
2 to σ.
Second, one has
µ−i
σ
2 (et0
σ
2 ϕ) = 〈µ(ϕ),−iσ
2
〉+ [µ−i σ2 (et0 σ2 ϕ)− µ−iσ2 (ϕ)] ,
µ−i
σn
2 (et0
σn
2 ϕ) = 〈µ(ϕ),−iσn
2
〉+ [µ−iσn2 (et0 σn2 ϕ)− µ−iσn2 (ϕ)] .
Since σn → σ strongly in L2, it follows that∫
Xρ
〈µ(ϕ),−iσn
2
〉volg →
∫
Xρ
〈µ(ϕ),−iσ
2
〉volg . (64)
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The two terms [µ−i
σn
2 (et0
σn
2 ϕ)−µ−i σn2 (ϕ)], [µ−iσ2 (et0 σ2 ϕ)−µ−i σ2 (ϕ)] are point-
wise non-negative, because the value in every point x ∈ X can be identified with
the energy of a curve in the fibre Fx. On the other hand, the first term converges
almost everywhere to the second as n→∞. By Fatou’s lemma, it follows that∫
Xρ
[µ−i
σ
2 (et0
σ
2 ϕ)− µ−iσ2 (ϕ)]volg ≤
≤ lim inf
n→∞
∫
Xρ
[µ−i
σn
2 (et0
σn
2 ϕ)− µ−iσn2 (ϕ)] . (65)
Finally we state that∫
Xρ
[|η([t0σ, ·])(∂0σ)|2] volg ≤ lim inf
t→∞
∫
Xρ
[|η([t0σn, ·])(∂0σn)|2] volg . (66)
Indeed, since (η([t0σn, ·]))n converges strongly in L2 to η([t0σn, ·]) and is
L∞-bounded, and since ∂0(σ) converges weakly in L2 to ∂0σ, it follows that
η([t0σn, ·])(∂0σn) converges weakly to η([t0σ, ·])(∂0σ) in L2 (see Lemma 6.17 in
the Appendix).
Now the inequality (66) follows from the well known semicontinuity property
of the norm with respect to the weak convergence in a Hilbert space. The claim
of our lemma follows from (63), (64), (65) and (66).
Lemma 4.24 Let s ∈ A0(Pˆ ×ad ik). Then the maps
t0 7→ t0|η([t0s, ·])(∂0s)|2 ,
t0 7→ µ−i
s
2
0 (e
t0
s
2ϕ)
are pointwise increasing.
Proof: The second map is obviously pointwise increasing (see Remark 1.6). For
the first, it suffices to notice that the function ηt0 defined by (62) takes positive
values and is increasing with respect to t0. The result follows from Remark 6.15.
We can now give the
Proof (of Theorem 4.21):
If not, one would have
λ((Jˆ , ϕ), (ρ,
σ0
2
)) > 0 .
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By Lemma 4.22, it would follow that there exists t0 > 0 such that
U :=
1
2
〈iΛgFAˆ0 , σ〉L2 +
∫
Xρ
[
1
2
t0|η([t0σ, ·])(∂0σ)|2 + µ−i σ2 (et0 σ2 ϕ)
]
volg > 0 .
By Lemma 4.23 we get that for all sufficiently large n ∈ N, we have
1
2
〈iΛgFAˆ0 , σn〉L2 +
∫
X
[
1
2
t0|η([t0σn, ·])(∂0σn)|2 + µ−i
σn
2 (et0
σn
2 ϕ)
]
volg >
U
2
.
Choose n sufficiently large such that ‖sn‖L2 > t0. By the monotony Lemma
4.24, we get that
1
2
〈iΛgFAˆ0 , σn〉L2+
+
∫
X
[
1
2
‖sn‖|η([‖sn‖σn, ·])(∂0σn)|2 + µ−i
σn
2 (e‖sn‖
σn
2 ϕ)
]
volg >
U
2
,
or, equivalently,
1
‖sn‖

12〈iΛgFAˆ0 , sn〉L2 +
∫
X
[
1
2
|η([sn, ·])(∂0sn)|2 + µ−i
sn
2 (e
sn
2 ϕ)
]
volg

 > U2 .
But, integrating (32) on X and taking into account the identity given by
Proposition 6.16, we get
1
‖sn‖

12〈iΛgFAˆ0 , sn〉L2 +
∫
X
[
1
2
|η([sn, ·])(∂0sn)|2 + µ−i
sn
2 (e
sn
2 ϕ)
]
volg

 =
= −ε‖sn‖
2
.
We now can finally give the proof of our main result.
Proof (of Theorem 4.2): Theorem 4.14 yields a Hermitian-Einstein reduction
Pˆs, unless the smooth family (sε)ε∈(0,1] given by this theorem is not L2-bounded.
In this case Proposition 4.16 applies and one obtains a pair (ρ, σ02 ) with
λ((Jˆ , ϕ), (ρ,
σ0
2
)) ≤ 0
by Theorem 4.21. But, using Remark 2.20 and the fact that σ0 ∈ ik⊥β \ {0}, this
contradicts polystability.
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5 Examples and Applications
Our main theorem generalize previous results on “universal” Kobayashi-Hitchin
correspondences in two directions
1. It holds when the base manifold is an arbitrary Hermitian manifold,
2. It holds for oriented pairs, giving the appropriate complex geometric sta-
bility and polystability conditions for this class of objects.
In this chapter we will illustrate in concrete situations the importance of both
directions. Using the correspondence between polystable oriented pairs and so-
lutions of the generalized Hermitian-Einstein equations, we construct a canon-
ical isomorphism between the corresponding moduli spaces, the Kobayashi-
Hitchin isomorphism. Using this isomorphism and ideas from Donaldson theory,
we endow the moduli spaces with canonical Hermitian metrics. We discuss in
more detail moduli spaces of oriented connections, Douady Quot-spaces and
moduli spaces of non-abelian monopoles in the non-Ka¨herian framework.
5.1 Oriented holomorphic principal bundles and oriented
connections
5.1.1 The Kobayashi-Hitchin correspondence for oriented holomor-
phic principal bundles
Let Qˆ be a principal Gˆ bundle over a compact complex manifold and Q0 a fixed
bundle holomorphic structure of the G-quotient Q0. Our moduli problem asks:
Classify bundle holomorphic structures Qˆ on Qˆ which induce Q0 on Q0, mod-
ulo the gauge group G := AutQ0(Qˆ) = Γ(Qˆ×Ad G).
Such a holomorphic structure will be naturally called a Q0-oriented holomor-
phic structure on Qˆ
Example: Choosing Gˆ = GL(r,C), G = SL(r) our problem becomes: Let
E be a differentiable vector bundle vector bundle over X and L a holomorphic
structure on its determinant line bundle L. Classify all holomorphic structures
E on E such that det(E) = L modulo the gauge group G := Γ(X,SL(E)).
Note first that the G-stabilizer of a holomorphic structure Qˆ always contains
the relative centralizer ZG(Gˆ) = {g ∈ G|Adγ(g) = g ∀γ ∈ Gˆ}, so it is natural to
relax the simplicity condition for an oriented holomorphic structure Qˆ by asking
its infinitesimal stabilizer to be minimal, i.e. gQˆ = z(g, Gˆ), (see Definition 2.19).
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Our bundle classification problem can be formally regarded as a coupled prob-
lem with fibre F = {∗}. Let T be the unique maximal compact subgroup of
the abelian reductive complex group ZG(Gˆ) and t := Lie(T ). Let h be an
ad-invariant complex inner product of Euclidean type on gˆ. The choice of a
Hamiltonian system (K ⊂ Kˆ, gF , µ) with a Kˆ-equivariant moment map µ re-
duces to just the choice of an element it ∈ t. Therefore, our stability condition
becomes
A Q0-oriented holomorphic structure Qˆ on Qˆ is t-stable if its infinitesimal
stabilizer gQˆ coincides with z(g, Gˆ) and the following holds: for every vector
ξ ∈ H(G) and meromorphic Gˆ(ξ)-reduction ρ of Qˆ, one has
2π
(n− 1)!deg(ρ, h(ξ)) ≥ h(t, ξ)V olg(X) (67)
with strict inequality when ξ 6∈ z(g, Gˆ).
A vector ξ ∈ H(G) decomposes as ξ = ξ0 + ζ, where ξ0 ∈ z(g, Gˆ)⊥ and
ζ ∈ z(g, Gˆ). The linear form h(ζ) is adGˆ-invariant, so deg(ρ, h(ζ)) can be
identified with a holomorphic invariant deg(Qˆ, h(ζ)) of Qˆ (see Definition 2.8).
Since h is non-degenerate, there exists a unique element τ(Qˆ) ∈ it such that
deg(Qˆ, h(ζ)) = h(τ(Qˆ), ζ) ∀ζ ∈ it = H(ZG(Gˆ)) .
The holomorphic invariant τ plays the role of the degree in the classical case
of (non-oriented) bundles; it is obviously a topological invariant when g is
Ka¨hlerian. Since the map, ζ 7→ deg(Qˆ, h(ζ)) is linear on it, the inequality
(67) implies
t =
2πτ(Qˆ)
(n− 1)!V olg(X) .
which means that an oriented holomorphic structure Qˆ can be t-stable only for
a single constant t, which is a holomorphic invariant of Qˆ (and a topological
invariant of Qˆ when g is Ka¨hler). This motivates the following
Definition 5.1 A Q0-oriented holomorphic structure Qˆ on Qˆ is called:
1. semistable, if deg(ρ, h(ξ)) ≥ 0 for every vector ξ ∈ H(G) ∩ z(g, Gˆ)⊥ and
meromorphic reduction ρ of Qˆ to Gˆ(ξ),
2. stable, if it is semistable, its infinitesimal stabilizer gQˆ coincides with
z(g, Gˆ) and the semistability inequality above is strict when ξ 6= 0,
3. polystable, if it is semistable, its infinitesimal stabilizer gQˆ is reductive in
the sense of Definition 2.16, and the semistability inequality is equality
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when and only when ρ is induced by a global holomorphic ZGˆ(ξ)-reduction
and the section in H0(Qˆ ×ad g) defined by ξ via this reduction belongs to
gQˆ.
The condition ξ ∈ z⊥ becomes simply “ξ is semisimple” when G = Gˆ is
connected.
Remark 5.2 Using the fact that, for a fixed parabolic subgroup L ⊂ Gˆ and
maximal compact subgroup K ⊂ G, the map ξ 7→ deg(ρ, h(ξ)) is affine on the
convex set {s ∈ ik| Gˆ(s) ⊃ L}, it follows easily that it suffices to check the
conditions above only for vectors ξ, for which Gˆ(ξ) is maximal in the set
ParG(Gˆ) := {Gˆ(ξ)| ξ ∈ H(G)} .
In this way, one recovers the usual (semi, poly) - stability condition for vec-
tor bundles in the classical cases (G, Gˆ) = (GL(r,C), GL(r,C)), (G, Gˆ) =
(SL(r,C), GL(r,C)).
Our main theorem becomes
Theorem 5.3 Fix any K0 reduction P0 ⊂ Q0. A Q0-oriented holomorphic
structure Qˆ on Qˆ is polystable if and only if there exists a Kˆ reduction Pˆ of Qˆ
inducing P0 on Q0 such that the Chern connection Aˆ of the pair (Qˆ, Pˆ ) satisfies
the Hermitian-Einstein equation
prik[iΛgFAˆ] =
2πτ(Qˆ)
(n− 1)!V olg(X) . (68)
Note again that the right hand term (the “Einstein constant”) of this equation
is a topological invariant of Qˆ in the Ka¨hlerian case and a holomorphic invariant
of Qˆ in the Gauduchon case.
5.1.2 Isomorphism of moduli spaces
As explained in the introduction, a Kobayashi-Hitchin correspondence always
yields an isomorphism between a moduli space of solutions of a Hermitian-
Einstein type equation (which is a very difficult non-linear PDE system) and a
moduli stable of polystable objects, which in many cases can be described with
complex geometric methods. This idea was first used in Donaldson theory with
spectacular success.
The formalism explained in [DK] and [LT] for comparing moduli spaces can
be easily extended for general oriented bundles as follows.
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Let A¯ := A¯J0(Qˆ) be the space of oriented almost complex structures Jˆ on
Qˆ which project onto J0 (the almost complex structure of Q0). A¯ is an affine
space with A0,1(Qˆ×ad g) as model vector space.
Let H = HJ0(Qˆ) ⊂ A¯ be the subset of integrable almost complex structures,
Hs the open subset of simple structures and Hstg ⊂ Hs the subspace of stable
structures.
On the differential geometric side we choose a Kˆ-reduction Pˆ of Qˆ, we denote
by P0 the induced K0-reduction of Q0 and by A0 the Chern connection of the
pair (P0, J0). Let A := AA0(Pˆ ) be the space of A0-oriented connections, i.e.
the space of connections on Pˆ which project onto the fixed connection A0. A
connection Aˆ ∈ A will be called irreducible if its infinitesimal stabilizer with
respect to the K-action is minimal, i.e. it coincides with the centralizer z(k, Kˆ)
of Kˆ in k. As usually, we will use the supscript (·)∗ to denote the open irreducible
part and the supscript (·)HE to denote the Hermitian-Einstein part, i.e. the locus
of integrable solutions of equation (68).
One can introduce a stronger irreducibility condition as follows: a connection
Aˆ ∈ A is called strongly irreducible if its stabilizer KA ⊂ K is minimal, i.e. it
coincides with the centralizer ZK(Kˆ). Since this condition is not easily checked,
and since we want to avoid unimportant technical complications, we will impose
a natural condition on our pair of Lie groups (K, Kˆ) which assures that the two
irreducibility conditions coincide, and which holds for the standard pairs of
classical groups. One can easily show
Proposition 5.4 Suppose that K is connected and that for every k ∈ K there
exists λ ∈ k which is invariant under ZKˆ(k) and such that exp(λ) = k. Then
every irreducible connection Aˆ ∈ A is strongly irreducible.
For the remainder of this section, we will always assume that the pair (K, Kˆ)
satisfies the hypothesis of this proposition.
The fundamental objects we study in this section are the moduli spaces
Ms := Hs/G , Mstg := Hstg /G , [MHE ]∗ := [AHE]∗/K .
The same methods as in [Do1], [LT] show that Theorem 5.3 can be refined
and that one has a canonical isomorphism of moduli spaces:
Theorem 5.5 1. Ms has a natural structure of a complex analytic space
(in general non-Hausdorff) of finite dimension and [MHE ]∗ has a natural
structure of a Hausdorff real analytic space of finite dimension.
2. The Chern map Aˆ 7→ J Aˆ induces a real analytic open embedding
[MHE ]∗ KH−−−→ Ms
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whose image is Mstg . In particular, this space is open in Ms, is Hausdorff
and is canonically isomorphic via KH to [MHE ]∗.
Remark 5.6 1. In general, the moduli space [MHE]∗ can contain orbifold
type singularities if it contains points which are not strongly irreducible.
Our condition on the pair (K, Kˆ) avoids this complication.
2. One can show that the isomorphism [MHE ]∗ KH−−−→ Mst extends to a ho-
meomorphism [MHE ] KH−−−→ Mpstg , where
Mpstg := H
pst
g
/
G
is the moduli space of polystable holomorphic structures. This space, in
general, does not have a complex space structure; moreover the local struc-
ture around a non-stable polystable point can be very complicated (see e.g.
[Te4]).
Why are moduli spaces of oriented connections important? A clear,
simple motivation for considering moduli spaces of oriented connections is the
following: extending the Witten conjecture to non-simply connected 4-manifolds
leads naturally to Donaldson moduli spaces of oriented, projectively ASD U(2)-
connections. This spaces cannot be identified in general with moduli spaces of
PU(2)-connections. We explain in detail this phenomenon:
Let E be a Hermitian 2-bundle on an oriented Riemannian 4-manifoldM , PE
its frame bundle, and L its determinant line bundle. Fix a unitary connection
A0 ∈ A(L), denote by AA0 the space of A0-oriented connections, i.e. the space
of unitary connections on E which induce A0 on L. Consider the subspace
AASDA0 := {A ∈ AA0(E) | (F 0A)+ = 0}
of projectively ASD oriented connections. Here F 0A stands for the trace-free
part of the curvature, which can be identified with the curvature of the induced
PU(2)-connection A¯ on the associated PU(2)-bundle P¯ := PE
/
S1
. Consider
the moduli space
MASDA0 (E) := A
ASD
A0
/
K
of projectively ASD oriented connections on E modulo the gauge group
K := Γ(X,SU(E)) .
The space AASDA0 (E) can be identified with the space AASD(P¯ ) of ASD connec-
tions on Pˆ , but the natural map K → Aut(P¯ ) between the two gauge groups is
in general not surjective. There is a natural map
MASDA0 (E) −→MASD(P¯ )
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which is always surjective and is an isomorphism when H1(M,Z2) = 0. In
the general case, one has a natural action of H1(M,Z2) on MASDA0 (E) given by
tensorizing with flat {±1}-connections, and MASD(Pˆ ) is just the H1(M,Z2)-
quotient ([LT], [Te4]). This natural H1(M,Z2)-action might have fixed points
[Te4], so the space MASD(P¯ ) is in general more singular than MASDA0 (E). But
there is another important reason why the latter space is a more convenient
object: in order to embed a Donaldson moduli space in a moduli space of non-
abelian monopoles (this is the starting point of the “cobordism strategy” for the
proof of the Witten conjecture), one needs coupled Dirac operators (see section
5.3.2), so one needs unitary connections. There is no obvious way to define a
coupled Dirac operator associated with a PU(2)-connection.
5.1.3 The canonical Hermitian metric on moduli spaces of oriented
connections
We write Z and z for ZK(Kˆ) and z(k, Kˆ) respectively. Let
Kr := K
/
Z , A
0
r(Pˆ ×ad k) := z⊥ ⊂ A0(Pˆ ×ad k) = Lie(K)
be the reduced gauge group and its Lie algebra. We will also need the orthogonal
projection
pr : A
0(Pˆ ×ad k) −→ A0r(Pˆ ×ad k) .
This group acts freely on our configuration space of oriented irreducible connec-
tions A∗ from the right, so A∗ can be regarded as a principal Kr-bundle over
the quotient B∗ := A∗/Kr .
Write Kˆr :=
Kˆ/
Z and consider the principal Kˆr-bundle
Pˆr :=
Pˆ/
Z := Pˆ ×Kˆ Kˆr .
The associated bundle
Pˆr := A∗ ×Kr Pˆr
with standard fibre Pˆr over B∗ can be alternatively regarded as a principal
Kˆr-bundle over B∗ ×X and will be called the universal Kˆr-bundle.
We will introduce a canonical connection on this principal bundle (compare
with [DK], section 5.2). Since our base metric is not Ka¨hler (but only Gaudu-
chon) one should not use the L2-orthogonal distribution used in classical gauge
theory (see [DK] p. 196).
Following the strategy in [LT] section 5.3 we put, for any A ∈ A∗,
δAˆ := Λg ◦ dcAˆ : A1(Pˆ ×ad k) −→ A0(Pˆ ×ad k) ,
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qAˆ := pr ◦ δAˆ ◦ dAˆ : A0r(Pˆ ×ad k)→ A0r(Pˆ ×ad k) .
The operator δAˆ plays the role of the L
2-adjoint of dAˆ in the Ka¨hlerian frame-
work, whereas qAˆ replaces the standard Laplacian.
The same methods as in [LT] show that
Proposition 5.7 After suitable Sobolev completions the following holds: The
assignment
Aˆ 7→ ker(pr ◦ δAˆ)
defines a real analytic connection Γ in the Kr-principal bundle A∗ → B∗.
Proof: We recall briefly the argument in [LT] in this more general framework.
First note that, in general, for any Euclidean connection B on a Euclidean real
bundle W over X , the following identity holds pointwise:
1
2
Λgd
cd|v|2 = (ΛgdcBdBv, v)− |dBv|2 (69)
We show first that
ker(pr ◦ δAˆ) ∩ TAˆ[Aˆ · Kr] = 0 (70)
for every connection Aˆ ∈ A∗. Indeed, for a an element u ∈ A0r(Pˆ ×ad k) =
Lie(Kr), one has
prδAˆdAˆu = prΛgd
c
Aˆ
dAˆu .
The vanishing of this implies Λgd
c
Aˆ
dAˆu = ζ ∈ z, so
1
2
Λdcd|u|2 + |dAˆu|2 = (ΛgdcAˆdAˆu, u) = (ζ, u) .
Integrating on X and taking into account that g is a Gauduchon metric, one
gets ‖dAˆu‖2L2 = 0. Since our oriented connection is irreducible, this implies
u = 0, so (70) holds. But this argument also shows that the operator qAˆ is
injective; but it is easy to see that it is an index 0 Fredholm operator, so it is
also surjective. Any α ∈ A1(Pˆ ×ad k) can be written as
α = dAˆ(q
−1
Aˆ
(prδAˆ(α))) + (α− dAˆ(q−1Aˆ (prδAˆ(α)))) ,
and it is obvious that the first term belongs to TAˆ[Aˆ · Kr], whereas the second
to ker(pr ◦ δAˆ). Therefore, Γ is a horizontal distribution, and it is easily seen to
be Kr-invariant.
Remark 5.8 The curvature FΓ of the connection Γ is given by the formula
FΓ(α, β) = −q−1
Aˆ
prΛg[α
c ∧ β] .
for Γ-horizontal vectors α, β.
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(see [LT] p. 177). Note that Λg[α
c∧β] is obtained by coupling the inner product
g on 1-forms with the Lie bracket on the Lie algebra k. Therefore it coincides
with the term {a, b} appearing in [DK].
The connection Γ can be used to define a canonical Hermitian metric H on
the smooth part [MHE]∗reg of the moduli space [MHE]∗ ≃Mstg . Recall that we
have fixed an ad-invariant complex inner product of Euclidean type h on the
complex Lie algebra gˆ. We put
Ω(a, b) := −
∫
X
h(α ∧ β) ∧ ωn−1g ,
where a, b are tangent vectors to the moduli space and α, β are Γ-horizontal
lifts. This form has type (1, 1) with respect to the complex structure induced
from the canonical complex structure J of A1(Pˆ ×ad k) ≃ A0,1(Qˆ×ad g) on the
J -invariant spaces ΓAˆ∩TAˆ(AHE). It is also easy to see that this form is positive
with respect to J , so it defines a Hermitian metric H as claimed.
Note that using the standard L2-orthogonal distribution (as in [DK] section
5.3) will in general only yield a Riemannian metric, not a Hermitian one when
g is not Ka¨hler.
On the product A∗ × Pˆr we define now a distribution D which is horizontal
with respect to the projection A∗ × Pˆr → B∗ ×X . We put
D(Aˆ,p) := ΓAˆ × Aˆp ⊂ T(Aˆ,p)(A∗ × Pˆr) ,
where ΓAˆ is the horizontal space of Γ at Aˆ and Aˆp is the horizontal space
at p of the connection Aˆr induced by Aˆ on Pˆr. This distribution is invariant
with respect to the diagonal Kˆr-action and the right Kˆr-action on Pˆr , hence it
descends to a connection A on the universal Kˆr-bundle Pˆr.
The curvature F of this connection is (see [DK], p. 197 and [LT] p. 177 for
the Gauduchon case):
F[Aˆ,p](u, v) = FAˆr ,p(u, v) , F[Aˆ,p](α, v) = a(v) , F[Aˆ,p](α, β) = FΓ(α, β) (71)
for tangent vectors u, v ∈ Tx(X) and α, β ∈ ΓAˆ.
Remark 5.9 The restriction of A to P
[MHE]∗reg×X
is an integrable connection.
Using our ad-invariant inner product h, we get an associated closed charac-
teristic form h(F,F) ∈ A4(B∗ ×X).
For any ν ∈ A2n−2(X) and a, b ∈ T[Aˆ](B∗) we get as in [DK] p. 179
[pB∗ ]∗[h(F,F) ∧ p∗X(ν)](a, b) =
∫
X
[
−h(α ∧ β) + 2h
(
FAˆr , FΓ(α, β)
)]
∧ ν
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=∫
X
[
−h(α ∧ β) + 2h
(
prk(FAˆr ), FΓ(α, β)
)]
∧ ν ,
where α β ∈ ΓAˆ are horizontal lifts of a and b at Aˆ, pB∗ , pX stand for the
respective projections, and [pB∗ ]∗ denotes fibre integration along the X-fibres.
Therefore, taking ν = ωn−1g and using the Hermitian-Einstein equation (68),
on the smooth part [MHE]∗reg of the moduli space it holds
[pB∗ ]∗[h(F,F) ∧ p∗X(ωn−1g )] [MHE]∗reg = Ω (72)
Taking into account that h(F,F)
[MHE]∗reg×X
is a closed (2, 2) form (see Remark
5.9), we get
Theorem 5.10 The (1, 1)-form Ω associated with the canonical Hermitian met-
ric H on the smooth part [Mstg ]reg of the moduli space Mstg has the following
property:
1. it is Ka¨hler, when d(ωn−1g ) = 0 (i.e. when g is semi-Ka¨hler),
2. it satisfies the identity ∂∂¯Ω = 0 when g is Gauduchon.
Note that, for the second statement, one needs that h(F,F)
[MHE]∗reg×X
is ∂
and ∂¯-closed, so it is important to know that this form has pure type (2, 2).
This result shows that the moduli spaces of stable oriented bundles over a
compact complex manifold have interesting differential geometric properties (see
Remark 5.19 below).
5.2 Moduli spaces of oriented pairs
5.2.1 Isomorphy of moduli spaces
The construction of the moduli spaces of (oriented) holomorphic pairs in the
non-linear case (when the action αˆ is not a linear representation) is substantially
more difficult than in the classical moduli theories.
Indeed, in the non-linear case, it is quite difficult to construct the Sobolev
completions of the space of sections in the associated bundle E := Qˆ×Gˆ F and
to endow these completions with the structure of a Banach manifold (see [Pa]).
Since here we are only interested in geometric applications, we will skip these
analytical difficulties, which will be addressed in future work.
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Fixing a holomorphic structure J0 on Q0, our complex geometric configuration
space is
A¯ := A¯J0(Qˆ)× Γ(X,E)
with the natural right action of the complex gauge group G = Γ(X, Qˆ×Ad G).
Let H ⊂ A¯ be the subspace of integrable pairs, Hs the open subset of strongly
simple integrable pairs, i.e. of pairs with trivial stabilizer. Note that the stabi-
lizer of a simple integrable pair can be in general non-trivial; in order to avoid
complications caused by orbifold-type singularities in the moduli spaces, we will
restrict ourselves to the strongly simple points. Similarly, A¯s will denote the
subspace of A¯ consisting of pairs with trivial stabilizer. The quotient
Ms := Hs/G
has the structure of a finite dimensional, in general non-Hausdorff complex
space, which will be called the moduli space of strongly simple oriented holo-
morphic pairs. This space can be regarded as the vanishing locus of a section
in a vector bundle over B¯s := A¯s/G whose fibre over [Jˆ , ϕ] is
A0,2(Qˆ×ad g)×A0,1(ϕ∗(V )) ,
where V → E is the vertical tangent bundle of E. This section is induced by
the left hand side of the integrability condition.
Fix now a Kˆ-reduction Pˆ of Qˆ, let P0 be the induced reduction of Q0 and A0
the Chern connection of the pair (P0, J0). The configuration space is now
A := AA0(Pˆ )× Γ(X,E)
acted on by the gauge group K := Γ(Pˆ ×ad K). We will indicate by ( )∗ the
respective parts of strongly irreducible pairs (i.e. of pairs with trivial stabilizer),
and by ( )HE the subspaces of integrable pairs solving the generalized Hermitian-
Einstein equation
prik
[
iΛgFAˆ
]
+ iµ(ϕ) = 0 .
We are interested in the moduli spaces
MHE := AHE/K , [MHE]∗ := [AHE]∗/K .
Both moduli spaces are Hausdorff, and the second moduli space can be described
as the vanishing locus of a section s in a bundle S over the infinite dimensional
quotient B∗ := A∗/K. Note however, that this space has no natural real-analytic
structure in the general non-linear framework (even when µ is a real analytic
map on F ). The point is that the bundle S will only be a Ck-bundle, for a
regularity class k depending on the chosen Sobolev completion of Γ(X,E).
The Kobayashi-Hitchin correspondence becomes
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Theorem 5.11 1. The map (Aˆ, ϕ) 7→ (J Aˆ, ϕ) induces an open embedding
[MHE ]∗ KH−−−→ Ms
whose image is Mstg . In particular, this space is open in Ms, is Hausdorff
and is canonically isomorphic via KH to [MHE ]∗.
As in the bundle case, it holds:
Remark 5.12 The isomorphism [MHE ]∗ KH−−−→ Mst extends to a homeomor-
phism [MHE ] KH−−−→ Mpstg , whereMpstg is the moduli space of polystable oriented
holomorphic pairs.
5.2.2 The canonical Hermitian metric on moduli spaces of oriented
pairs
The canonical Hermitian metric on the moduli space. As in section
5.1.3, one can define a natural connection on the principal K-bundle A∗ → B∗.
Let E be the associated bundle E := Pˆ ×αˆ F and V → E the vertical tangent
bundle of E. In this section we will always assume that the Ka¨hlerian structure
(JF , ωF ) on F is Kˆ-invariant. We will denote by the same symbols the induced
complex, respectively symplectic structure on the fibres of E and V .
The tangent space of A∗ at a pair a = (Aˆ, ϕ) is the product A1(Pˆ ×ad k) ×
A0(ϕ∗(V )), whereas the tangent space to the orbit a · K is Ta(a · K) = im(da)
for the operator
da : A
0(Pˆ ×ad k)→ A1(Pˆ ×ad k)×A0(ϕ∗(V )) , da(k) := (dAˆk, ϕ∗(k#)) ,
where k# denotes the section of V defined by k.
We define for a = (Aˆ, ϕ) ∈ A∗ the operators
δa : A
1(Pˆ×adk)×A0(ϕ∗(V )) −→ A0(Pˆ×adk) , δa(α, ψ) = ΛgdcAˆ(α)+dϕµ(JFψ) ,
where in the right hand term, µ is regarded as a map Γ(X,E) → A0(Pˆ ×ad k)
and dϕ is the differential of this map at ϕ, and
qa : A
0(Pˆ ×ad k) −→ A0(Pˆ ×ad k) , qa := δa ◦ da .
The precise result is the following:
Proposition 5.13 The assignment a 7→ ker(δa) defines a connection Γ on the
principal K-bundle A∗ → B∗.
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Proof: As in the proof of Proposition 5.7 it suffices to show that the operator
qa is injective. Using the fact µ can be regarded as a moment map for the
K-action on the space of sections Γ(X,E), we get pointwise in X
(qa(k), k) = (Λgd
c
Aˆ
dAˆk + dϕµ(JFϕ
∗(k#)), k) =
= (Λgd
c
Aˆ
dAˆk, k) + ωF (ϕ
∗(k#), JFϕ∗(k#)) =
1
2
Λgd
cd|k|2 + |dAˆk|2 + |ϕ∗(k#)|2 .
Hence, if qa(k) = 0, then integrating on X we get dAˆk = 0, ϕ
∗(k#) = 0, so
k = 0, because the oriented pair (Aˆ, ϕ) is irreducible.
Again this connection can be used to define a canonical Hermitian metric H
on the smooth part of the moduli space [MHE]∗ ≃Mstg . We put
Ω(a, b) := −
∫
X
h(α ∧ β) ∧ ωn−1g + (n− 1)!
∫
X
ωF (ψ, χ)volg,
where a, b are tangent vectors to the moduli space and (α, ψ), (β, χ) are Γ-
horizontal lifts at pair a = (Aˆ, ϕ). Note again that our definition of the connec-
tion Γ implies that this form has type (1, 1) with respect to the complex structure
induced by the natural complex structure J on A∗ on the J -invariant spaces
Γa ∩ Ta(AHE).
Generalized symplectic reduction. Let K be a Lie group, π : P → B
a principal K-bundle with a connection A and let η be a closed K-invariant
2-form on P . We will not assume that η is non-degenerate. Let m be a formal
moment map for η, i.e. a K-equivariant map m : P → k∨ satisfying the usual
condition
〈dm, ξ〉 = −ιξ#η ∀ξ ∈ k . (73)
The sign on the right takes into account that K acts one on P from the right.
One can project η on the base B using restriction to the A-horizontal spaces,
but the obtained 2-from ηB will not be closed in general.
Let FA be the curvature 2-form of A. We define the 2-form 〈m,FA〉 on the
base B by
〈m,FA〉(a, b) := 〈m(p), FA,p(a˜, b˜)〉 , (74)
where a, b ∈ Tx(B), π(p) = x and a˜, b˜ are horizontal lifts of a and b at p.
Proposition 5.14 It holds
d(ηB − 2〈m,FA〉) = 0 . (75)
In particular, if 0 is a regular value of m, then the restriction of ηB to the
generalized symplectic reduction m
−1(0)/
K is closed.
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Proof:
For vector fields a, b on B one has the formula
[a˜, b˜] = ˜[a, b]− FA(a˜, b˜)# ,
where ˜ stands for horizontal lifts. Taking into account that η is closed, one gets
the following formula for dηB :
dηB(a, b, c) = −η(FA(a˜, b˜)#, c˜) + η(FA(a˜, c˜)#, b˜)− η(FA(b˜, c˜)#, a˜) =
〈dm(c˜), FA(a˜, b˜)〉 − 〈dm(b˜), FA(a˜, c˜)〉+ 〈dm(a˜), FA(b˜, c˜)〉 = 2d(〈m,FA〉)(a, b, c)
by the Bianchi identity.
There is a simple way to endow P with a pair (η,m) consisting of aK-invariant
closed 2-form and a formal moment map m for η: choosing a section in a bundle
associated with a Hamiltonian K-action on a a symplectic fibre F :
Remark 5.15 Let (F, ωF ) be a symplectic manifold endowed with a left sym-
plectic K-action, µ a moment map for this action and f : P → F a K-
equivariant map. Then η := f∗(ωF ) is closed and K-invariant, and m := µ ◦ f
is a formal moment map for η.
Note that the equivariance property of f implies the following transformation
rule for the fundamental vector fields:
f∗(u#p ) = −u#f(p) ∀p ∈ P , ∀u ∈ k .
The universal bundle, the universal connection, the universal section.
We regard the associated bundle
Pˆ := A∗ ×K Pˆ
over B∗ as a Kˆ-bundle over B∗ ×X . The map
Φ : Pˆ −→ F , Φ[Aˆ, ϕ, p] := ϕ(p)
is well-defined and Kˆ-equivariant, so it can be regarded as section in the uni-
versal associated bundle
E := Pˆ×Kˆ F .
Using the horizontal spaces of Γ and of the variable connection Aˆ, one con-
structs in the same way as in section 5.1.3 a universal connection A on Pˆ.
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The curvature F of this connection is given by formulae similar to (71)
F[Aˆ,ϕ,p](u, v) = FAˆ,p(u, v) , F[Aˆ,ϕ,p]((α, ψ), v) = α(v) ,
F[Aˆ,ϕ,p]((α, ψ), (β, χ)) = FΓ((α, ψ), (β, χ))
for tangent vectors u, v ∈ Tx(X) and horizontal vectors (α, ψ), (β, χ) ∈ Γ(Aˆ,ϕ).
Remark 5.16 The restriction of the universal pair (A,Φ) to [MHE]∗reg ×X is
an integrable pair.
For a (2n− 2)-form ν on X we get as in the previous section
[pB∗ ]∗[h(F,F) ∧ p∗X(ν)](a, b) =
=
∫
X
[−h(α ∧ β) + 2h (prk(FAˆ), FΓ((α, ψ), (β, χ)))] ∧ ν , (76)
where a, b ∈ T[Aˆ,ϕ](B∗) and (α, ψ), (β, χ) are Γ-horizontal lifts of these vectors
at (Aˆ, ϕ). Note that, for ν = ωn−1g , the first term on the right coincides with
the first term of Ω(a, b).
Consider now the Kˆ-invariant closed form η := Φ∗(ωF ) on Pˆ. This form
admits a formal moment map in the sense of the previous paragraph, namely
m := µ ◦ Φ (see Remark 5.15).
The projection of η on the basis B∗ ×X is given by
ηB∗×X((a, u), (b, v)) = ωF (ψ(x), χ(x)) ,
where u, v ∈ Tx(X), and ψ, χ ∈ ϕ∗(V ) are the second components of the
Γ-horizontal lifts (α, ψ), (β, χ) of a and b in (Aˆ, ϕ).
Applying formula (75) and taking into account that h is negative definite on
k, we obtain
d[ηB∗×X + 2h(m,F)] = 0 .
In particular, for every 2n-form σ on X , the form obtained by fibre integration
along the X fibres
[pB∗ ]∗ [(ηB∗×X + 2h(m,F)) ∧ p∗X(σ)]
will be closed on B∗. But obviously h(m,F) ∧ p∗X(σ) = h(m,FΓ) ∧ p∗X(σ).
Therefore, we obtain
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Lemma 5.17 For every σ ∈ A2n(X) the form Ωσ on B∗ defined by
Ωσ(a, b) =
∫
X
[ωF (ψ, χ) + 2h(µ(ϕ), FΓ((α, ψ), (β, χ))] σ (77)
is closed on B∗.
Note that the first term of (n−1)!Ωvolg (a, b) is just the second term of Ω(a, b)
(which was missing in (76)).
Specializing (76) and (77) to the case σ = volg =
1
n!ω
n
g , ν = ω
n−1
g and taking
the sum of these formulae, we get{
[pB∗ ]∗[h(F,F) ∧ p∗X(ν)] + (n− 1)!Ωvolg
}
(a, b) =
= Ω(a, b) +
∫
X
2h
(
ωn−1g ∧ prk(FAˆ) + (n− 1)!volg µ(ϕ) , FΓ((α, ψ), (β, χ))
)
=
= Ω(a, b) + (n− 1)!
∫
X
2h
(
Λgprk(FAˆ) + µ(ϕ) , FΓ((α, ψ), (β, χ))
)
volg (78)
Restricting to the moduli space, one gets
[pB∗ ]∗[h(F,F) ∧ p∗X(ωn−1g )] [MHE]∗reg + (n− 1)!Ωvolg [MHE]∗reg = Ω . (79)
Since the characteristic form h(F,F) is closed of pure type (2,2) (see Remark
5.16) and Ωvolg is closed by Lemma 5.17, this shows
Theorem 5.18 The (1, 1)-form Ω associated with the canonical Hermitian met-
ric H on the smooth part [Mstg ]reg of the moduli space Mstg has the following
property:
1. it is Ka¨hler, when d(ωn−1g ) = 0 (i.e. when g is semi-Ka¨hler),
2. it satisfies the identity ∂∂¯Ω = 0, when g is Gauduchon.
Remark 5.19 We believe that, for a given compact complex manifold Y of
dimension d ≥ 3, the existence of Hermitian metric h satisfying ∂∂¯ωh = 0 is
a very restrictive condition. Therefore, smooth compact complex subspaces of
any moduli space Mstg of oriented holomorphic pairs (or oriented holomorphic
bundles) have very special differential geometric properties.
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5.2.3 Application: Canonical metrics on Douady Quot spaces
Let E0 be a fixed holomorphic vector bundle of rank r0 on X and E a differ-
entiable rank r vector bundle. Denote by QuotEE0 the Quot space of quotients
q : E0 → Q of E0 with locally free kernel of differentiable type E. This quot
space, which is an open subspace of the Douady space QuotE0 of all quotients
of E0, has a gauge theoretical description [OT3]: it can be identified with the
moduli space of pairs (E , ϕ), where E is a holomorphic structure on E and
ϕ : E → E0 is a holomorphic sheaf monomorphism, modulo the gauge group
G := Γ(X,GL(E)).
However, it is not clear at all whether the condition “ϕ is a sheaf monomor-
phism” is a stability condition.
Using our general formalism explained in the introduction, the moduli problem
for holomorphic pairs (E , ϕ) with ϕ : E → E0 corresponds to the system
Gˆ = GL(r,C)×GL(r0,C), G = GL(r,C), G0 = GL(r0,C) , F = Hom(Cr,Cr0) .
A moment map for the K = U(r)-action on F has the form
µt(f) =
i
2
f∗ ◦ f − itid, t ∈ R .
Using the explicit form of the maximal weight function associated with a linear
representation given in section 1.3.1, one obtains the following stability condition
corresponding to µt. Put τ :=
(n−1)!V olg(X)
2pi t.
Definition 5.20 A holomorphic pair (E , ϕ) is called τ-stable if for every non-
trivial subsheaf F of E, the following holds:
1. µg(
E/F ) > −τ if rk(F) < r.
2. µg(F) < −τ if F ⊂ ker(ϕ).
Here µg denotes the g-slope degg/rk. Note that the g-degree degg is not a
topological invariant for general Gauduchon metrics g (see [LT]).
Our next purpose is to compare the Quot space QuotEE0 with a moduli space
of τ -stable pairs. The result is
Theorem 5.21 Fix E and E0 as above.
1. Suppose that g is semi-Ka¨hler. Then for sufficiently large τ ∈ R, the
following are equivalent:
(a) (E , ϕ) is τ-stable.
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(b) ϕ is injective.
2. Suppose that g is Gauduchon. Then for any s ∈ R there exists τ(d, E0) ∈ R
such that for every holomorphic pair (E , ϕ), ϕ : E → E0 with degg(E) ≥ s
and every τ ≥ τ(s, E0) the following are equivalent:
(a) (E , ϕ) is τ-stable.
(b) ϕ is injective.
Proof: For the semi-Ka¨hlerian case the proof can be found in [OT3]. The
second statement follows using the same methods, but taking into account that
the g-degree is no longer a topological invariant in the Gauduchon case.
Let
dg : Quot
E
E0 −→ R
be the real analytic map defined by dg : (E , ϕ) := degg(E). The second statement
of the theorem above shows that the open subspaces
[QuotEE0 ]s := d
−1
g (−s,∞)
of QuotEE0 can be identified with moduli spaces of stable oriented pairs. By
Theorem 5.18, we obtain
Corollary 5.22 1. Suppose that g is semi-Ka¨hler. Then the smooth part of
the quot space QuotEE0 admits a canonical Ka¨hler metric.
2. Suppose that g is Gauduchon. Then, for any s ∈ R, the smooth part of
the truncated quot space [QuotEE0 ]s admits a canonical Hermitian metric
whose Ka¨hler form Ω satisfies the identity ∂∂¯Ω = 0.
This result can be specialized to Douady spaces spaces of effective divisors. For
any class m ∈ H2(X,Z), let Dou(m) be the Douady space of effective divisors
in X representing the homology class PD(m). On Gauduchon manifolds, these
spaces are in general not compact. Dou(m) can be identified with the quot space
QuotM
∨
OX , where M is a differentiable line bundle with Chern class m.
For every s ∈ R, we define the truncated Douady space Dou(m)s by
Dou(m)s := {D ∈ Dou(m) | V olg(D) = degg(O(D)) < s}.
These spaces are relatively compact in Dou(m), by Bishop’s compactness theo-
rem. One has
Dou(m)s = [QuotM
∨
OX ]s ,
so our result gives a canonical Ka¨hlerian metric on every Dou(m) when g is
semi-Ka¨hler, and a canonical metric satisfying ∂∂¯Ω = 0 on every truncated
space Dou(m)s.
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Corollary 5.23 On a Gauduchon surface X with odd b1(X), the moduli space
of irreducible solutions of a (suitably perturbed) abelian Seiberg-Witten equations
is a disjoint union of two truncated Douady spaces of effective divisors (see
[OT7]). Therefore, one gets canonical Hermitian metrics with the mentioned
property on all these moduli spaces of irreducible abelian monopoles.
Remark 5.24 It might be interesting to study the behavior of the obtained met-
rics on [QuotEE0 ]s as s→∞.
5.3 Non-abelian monopoles on Gauduchon surfaces
5.3.1 Oriented rank 2 holomorphic pairs
Let E be a rank 2 complex vector bundle over a compact Gauduchon manifold
(X, g), and let L be a fixed holomorphic structure on its determinant line bundle
L := det(E).
We are interested in the classification of oriented holomorphic pairs of type
(E,L), i.e. of pairs (E , ϕ) consisting of a holomorphic structure E on E inducing
L on L and a holomorphic section ϕ ∈ H0(X, E). This complex geometric
moduli problem corresponds – in our general setting – to the system
G = SL(2) , Gˆ = GL(2) , G0 = C
∗ , F = C2 .
Remark 5.25 Non-oriented pairs have been considered by many authors (see
e.g. [Bra], [Th], [HL]). Oriented holomorphic pairs have been first introduced
in [OT2] and [Te2] in the Ka¨hlerian framework in order to give a complex
geometric interpretation for the moduli spaces of PU(2)-monopoles.
The stability condition for oriented rank 2 holomorphic pairs is quite simple:
Definition 5.26 An oriented pair (E , ϕ) of type (E,L) is called
1. stable if one of the following conditions holds:
(a) ϕ = 0 and E is a g-stable holomorphic bundle;
(b) ϕ 6= 0 and µg(OX(Dϕ)) < µg(E) = 12degg(L), where Dϕ is the
divisorial component of the vanishing locus Z(ϕ);
2. g-polystable if it is g-stable, or ϕ = 0 and E is a g-polystable holomorphic
bundle.
Note that, contrary to the case of non-oriented pairs, this stability condition is
not parameter dependent (compare to the previous section in this article and
with [Bra]).
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Remark 5.27 The stability condition for higher rank oriented pairs is much
more difficult (see [OST] for the algebraic case).
We will denote byMst(E,L) the moduli space of stable oriented pairs of type
(E,L). The stabilizer of a stable oriented pair of the form (E , 0) with respect to
the natural action of the complex gauge group G := Γ(X,SL(E)) is Z2, so these
moduli spaces have at least Z2-orbifold singularities along the locus ϕ = 0.
Moduli spaces of oriented rank 2 holomorphic pairs are very interesting geo-
metric objects for the following reason:
Remark 5.28 The moduli space Mst(E,L) comes with a natural C∗-action,
given by (ζ, (E , ϕ)) 7→ (E , ζϕ). In the terminology of [OST], [OT6], Mst(E,L)
is a “master space” associated to the coupling of holomorphic bundles with holo-
morphic sections.
The fixed point locus of this C∗-action is described as follows:
Lemma 5.29 Suppose that (X, g) is a Gauduchon surface, and denote
l := c1(E) , λ :=
1
2
degg(L) , c := c2(E) .
Then the fixed point locus of the C∗-action on Mst(E,L) decomposes as
Mst(E,L)C∗ =MstL (E)
∐ ∐
m(l−m)=c
Dou(m)λ

 ,
where MstL (E) denotes the moduli space of g-stable holomorphic structures on
E inducing L on L.
The truncated Douady spaces Dou(m)λ have been defined in the previous
section. On higher dimensional manifolds one must take the union of Dou(m)λ,
over all classes m such that the line bundle M of Chern class m is a topological
summand of E.
Proof: The part MstL (E) is the locus ϕ = 0, which is obviously part of the
fixed point locus. A truncated Douady space Dou(m)λ with m(l −m) = c is
embedded in Mst(E,L)C∗ as follows: To every D ∈ Dou(m)λ we associate the
stable pair (OX(D)⊕ [L⊗OX(−D)], ϕD), where ϕD is the canonical section of
OX(D). It is easy to see that any fixed point of the C∗-action has one of these
two types.
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Remark 5.30 When X is a surface, the space MstL (E) can be identified – via
the Kobayashi-Hitchin isomorphism – with a Donaldson moduli space of ori-
ented, projectively ASD U(2)-connections. When the base is simply connected,
this space can be further identified with a moduli space of PU(2)-instantons.
The spaces Dou(m)λ are related to Seiberg-Witten moduli spaces, as pointed
out in Corollary 5.23. We will see that the total space Mst(E,L) is part of a
moduli space of non-abelian monopoles.
On surfaces, the moduli spaces Mst(E,L) have natural compactifications,
which are complex schemes when the base surface is algebraic.
Any non-constant C∗-orbit in Mst(E,L) connects either a point of Donaldson
type to a point of Seiberg-Witten type, or two points of Seiberg-Witten type (one
of which can belong to the compactification of Mst(E,L)).
The complex geometric moduli problem for oriented holomorphic pairs has
the following differential geometric analogue.
Fix a Hermitian metric h on E and let A0 be the Chern connection of the pair
(L, det(h)). Our configuration space is the space A := AA0(E)×A0(E), where
AA0(E) is the space of unitary connections on E which induce A0 on L. The
moduli space of oriented vortices is defined by
MHE(E,A0) := A
HE/
K ,
where AHE is the space of integrable solutions of the projective vortex equation
(see [Te2] for the Ka¨hlerian case):
iΛgF
0
A +
1
2
(ϕϕ¯)0 = 0 ,
and K is the gauge group Γ(X,SU(E)). Here F 0A denotes the trace-free part
of the curvature, which can be identified with the curvature of the associated
PU(2)-connection. A pair (A,ϕ) will be called irreducible if its infinitesimal
stabilizer vanishes. The stabilizer of an irreducible pair is either trivial or Z2.
In our case, the Kobayashi-Hitchin isomorphism gives:
Theorem 5.31 Let (X, g) be a Gauduchon manifold, (E, h) a Hermitian rank
2 bundle on X, L a holomorphic structure on L := det(E), and A0 the Chern
connection of the pair (L, det(h)). The map (A,ϕ) 7→ (∂¯A, ϕ) induces a real
analytic isomorphism of moduli spaces
[MHE(E,A0)]∗ KH−−−→ Mst(E,L) .
This isomorphism extends to a homeomorphism MHE(E,A0) ≃Mpst(E,L).
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Remark 5.32 1. With an appropriate definition of (poly)stability for ori-
ented pairs (see [OST] for the algebraic and [OT8] for the Ka¨hlerian case),
the theorem holds for arbitrary rank r.
2. On surfaces, the spaces MHE(E,A0) have Uhlenbeck-type compactifica-
tions, which are complex schemes when the base is algebraic.
5.3.2 Complex geometric description of non-abelian monopoles
It is known (see [FL1], [FL2], [OT2] [PT], [Te5]) that the most natural way to
prove the Witten conjecture relating the Donaldson invariants to the Seiberg-
Witten invariants is to consider certain moduli spaces of non-abelian monopoles,
which contain both Donaldson moduli spaces and moduli spaces of abelian
monopoles. Substantial progress towards a complete proof of the Witten con-
jecture in full generality (for arbitrary simple type manifolds) was obtained in
[FL2]. The relation between the two type of differential topological type of in-
variants has more than theoretical importance: it plays an important role in
the recent spectacular results of Kronheimer-Mrowka in 3-dimensional topology
[KM].
On the other hand, the moduli spaces of non-abelian monopoles are interest-
ing, difficult and mysterious objects, so we believe that, independently of the
Witten conjecture, it is important and interesting to have methods for describ-
ing such moduli spaces explicitly. The Kobayashi-Hitchin correspondence yields
such a method even on Gauduchon surfaces.
Let M be a closed oriented Riemannian 4-manifold and τ a Spinc-structure
on M . Denote by Σ±, Σ := Σ+⊕Σ− the spinor bundles of τ , by D := det(Σ±)
its determinant line bundle and by γ : Λ1M → End(Σ) the Clifford map.
Fix a Hermitian 2-bundle E of determinant L on M . We choose parameter
connections A0 and B0 on L and D.
The configuration space for the non-abelian monopole equations is
A := AA0(E)×A0(Σ+ ⊗ E) ,
and the gauge group is K := Γ(M,SU(E)). Fix a complex form β ∈ A1(M,C).
The monopole equations associated with the data (τ, B0, β, A0) read{ 6DAΨ+ γ(β) = 0
γ(F 0A) = (Ψ⊗ Ψ¯)0
(80)
where the term (Ψ⊗ Ψ¯)0 stands for the projection of
Ψ⊗ Ψ¯ ∈ A0(End(Σ)⊗ End(E))
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on A0(End0(Σ) ⊗ End0(E)), and 6DA is the coupled Dirac operator associated
with the connection A and the abelian connection B0 on D. It is easy to see
that this projection belongs to
Herm0(Σ
+)⊗Herm0(E) ≃γ−1−−−−→ Λ2+ ⊗ su(E) .
Standards methods ([FL1], [Te5]) show that the moduli space
M := ASW/K
of solutions of this equation is a finite dimensional real analytic space which
has a natural Uhlenbeck-type compactification. This is constructed in the same
way as for the moduli spaces of instantons in Donaldson theory, by adding
a finite number of strata of the form Sk(X) × Mk, where Mk are Seiberg-
Witten moduli spaces associated with bundles Ek having det(Ek) = det(E) and
c2(Ek) = c2(E)− k, k ≥ 1 (see [FL1], [Te5]).
The moduli spaceM comes with a natural S1-action (given by scalar multipli-
cation of the spinor component) and one can easily see that the fixed point locus
MS1 decomposes as a union of the Donaldson moduli space D :=MASDA0 (E) of
oriented projectively ASD connections (see section 5.1.2) and the union SW of a
finite number of Seiberg-Witten moduli spaces of abelian monopoles. The funda-
mental idea of the “cobordism strategy” ([FL1], [OT2] [PT], [Te5]) is to remove
a small neighborhood U ofMS1 in M and to use the quotient [M\ U ]/
S1
as a
“homology equivalence” between D and SW . The problem is that new Seiberg
Witten moduli spaces can appear in the lower strata of the Uhlenbeck compact-
ification, and the structure of this compactification is very complicated [FL1],
[FL2].
Let now (X, g) be a Gauduchon surface and τcan the canonical Spin
c structure
of X . The spinor bundles of τcan are:
Σ+can = Λ
0,0 ⊕ Λ0,2 , Σ−can = Λ0,1 ,
so that the determinant line bundle Dcan is K
∨
X = ∧2(T 1,0X ). Denote by Bcan
the connection on Dcan induced by the Chern connection of the pair (TX , g).
A spinor Ψ ∈ Σ+can ⊗ E decomposes as Ψ = ϕ + α, where ϕ ∈ A0(E) and
α ∈ A0,2(E) = A0(E ⊗K∨X).
We will suppose that the Chern class c1(E) belongs to the Neron-Severi group
NS(X) of X , and that the parameter connection A0 is integrable.
Our perturbation 1-form will be
βcan := −1
4
θg ,
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where θg is the torsion form of g, defined by the equality dωg = ωg ∧ θg. This
particular choice is very important: the corresponding perturbed coupled Dirac
operator 6DA + γ(βcan) coincides with the “Dolbeault-Dirac”-operator
DA :=
√
2(∂¯A + ∂¯
∗
A) .
([Bi]). As in the Ka¨hlerian case [Te2], one can prove the following decoupling the-
orem, which extends to the non-abelian Seiberg-Witten theory the well-known
Witten decoupling theorem for abelian monopoles on Ka¨hlerian surfaces [W]:
Theorem 5.33 A pair
(A,ϕ+ α) ∈ AA0(E)×
[
A0(E)⊕A0,2(E)]
solves the monopole equations associated with the data (τcan, Bcan, βcan, A0) if
and only if A is integrable and one of the following holds:
1. α = 0, ∂¯Aϕ = 0 and iΛgF
0
A +
1
2 (ϕϕ¯)0 = 0,
2. ϕ = 0, ∂Aα = 0 and iΛgF
0
A − 12 ∗ (α ∧ α¯)0 = 0.
This theorem shows that the moduli spaceM of solutions of the non-abelian
Seiberg-Witten equations associated with the data (τcan, Bcan, βcan, A0) decom-
poses as union of two closed subspaces MI , MII intersecting along the Don-
aldson moduli space MA0(E) of oriented, projectively ASD connections on E.
The first part MI is just the moduli space MHE(E,A0) of oriented vortices,
so it has a complex geometric interpretation by Theorem 5.31. The second part
MII can be identified with MHE(E∨ ⊗KX , A∨0 ⊗ [B∨can]⊗2) via the map
(A,α) 7→ (A∨ ⊗B∨can, α¯) .
Therefore, we get the following complex geometric description of the moduli
space of non-abelian monopoles associated with the considered data:
Theorem 5.34 The moduli spaceM of solutions of the monopole equations as-
sociated with the data (τcan, Bcan, βcan, A0) decomposes as a union of two closed
subspaces
M =MI ∪MII .
These spaces can be identified with moduli spaces of polystable rank 2 oriented
holomorphic pairs as follows:
MI ≃MpstL (E) , MII ≃MpstL∨⊗K2
X
(E∨ ⊗KX) .
The intersection MI ∩ MII is a Donaldson moduli space of oriented projec-
tively ASD unitary connections, and can be identified with the moduli space of
polystable oriented holomorphic structures MpstL (E).
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Remark 5.35 Using Theorem 5.34 one can describe explicitly moduli spaces of
non-abelian monopoles as S1-spaces. An explicit example in the algebraic case
– which illustrates very clearly the cobordism strategy – is given in [Te2].
In the non-algebraic framework, one has to deal with a substantial difficulty:
the appearance of non-filtrable bundles (i.e. of bundles which admit non proper
subsheaf of lower rank). For such bundles there exist no general construction
and classification methods.
Note however that this difficulty concerns only the “Donaldson part” of the
moduli space (the intersection MI ∩MII) because, for an oriented holomorphic
pair (E , ϕ) with ϕ 6= 0, the bundle E will be automatically filtrable.
6 Appendix
6.1 Chern connections
Let G be a complex Lie group and Q a principal G-bundle over a complex man-
ifold M . By definition, an (almost) holomorphic structure in Q is an (almost)
complex structure in the total space of Q which makes the projection on M
(almost) holomorphic and the action G×Q→ Q holomorphic. In other words,
an (almost) holomorphic structure in the principal bundle Q is a G-invariant
(almost) complex structure on its total space which agrees with the complex
structure induced by the complex structure in the Lie algebra g on the vertical
subbundle VQ ⊂ TQ, and with the complex structure in M on the quotient
bundle TQ
/
VQ .
A holomorphic structure on Q can be alternatively defined as the data of a
maximal system of trivializations with holomorphic transition functions.
If K is a maximal compact subgroup of a reductive group G and P ⊂ Q is
a K-reduction of Q, then the Chern correspondence identifies the space A¯(Q)
of almost holomorphic structures on the bundle Q with the space A(P )) of
connections on P .
The correspondence is defined as follows: if J is an almost complex structure
on the G-bundle Q, then the horizontal spaces of the associated connection
A ∈ A(P ) are given by:
T horizp (P ) = Tp(P ) ∩ J(Tp(P )) , p ∈ P .
The tangent space Tp(Q) decomposes as
Tp(Q) = Tp(P )⊕ Tp(P )⊥ = T horizp (P )⊕ T vertp (P )⊕ Tp(P )⊥ ,
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where Tp(P )
⊥ = {a#p | a ∈ ik}.
The Chern correspondence identifies the spaceH(Q) of holomorphic structures
on Q with the space
A1,1(P ) := {A ∈ A(P )| FA ∈ A1,1(ad(P ))}
of integrable connections on P .
We will denote by JA the (almost) holomorphic structure corresponding to the
connection A and by AJ (or, more precisely AP,J) the connection corresponding
to J .
The aim of this section is to study the dependence of this connection and its
curvature on P , when J is fixed.
Proposition 6.1 The vertical component of a vector w ∈ Tp(P ) with respect
to the Chern connection AP,J is given by the formula
vert(w) = −J
[
prTp(P )⊥(J(w))
]
.
Proof: One has
J(Tp(P )
⊥) = T vertp (P ) , J(T
horiz
p (P )) = T
horiz
p (P ) ,
hence
w = horiz(w) + vert(w) ; J(w) = Jhoriz(w) + Jvert(w) ,
so that
Jvert(w) = prTp(P )⊥(J(w)) ; vert(w) = −J
[
prTp(P )⊥(J(w))
]
.
Let P 0 be a fixed K-reduction of Q, and let A0 be the Chern connection of
the pair (P 0, J). One can write
P = e−
s
2 (P 0) , (81)
where s ∈ A0(P 0 ×ad ik).
Proposition 6.2 Denote by As the Chern connection of the pair (P, J). Re-
garding both connections As and the initial connection A0 := AP 0,J as connec-
tions in Q, the relation between these two connections is
As = A0 + h−1∂0h ,
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where h := es, and the term h−1∂0h on the right is defined in the following way:
regard h as a G-equivariant map χ : Q → G, and define the ad-tensorial (1, 0)
form χ−1∂0χ on Q by setting
χ−1∂0χ(v) = χ−1∂χ(horizA0(v)) = [Lχ(q)−1 ]∗∂χ(horizA0(v))
for all q ∈ Q, v ∈ Tq(Q). This tensorial form can be identified with a form in
h−1∂0h ∈ A1,0(X, ad(Q)).
Proof: Put k := e−
s
2 . Choose p ∈ P 0, and let q := k(p) = pκ(p) ∈ P s.
We want to compute the difference α := θAs − θA0 between the two connection
forms in the point q.
Fix an A0-horizontal vector w ∈ Tp(P 0). The vector
[Rκ(p)]∗(w) ∈ Tq(Rκ(p)(P 0)) ⊂ Tq(Q)
will be horizontal with respect to the same connection regarded as a connection
on Q.
On the other hand,
k∗(w) = [Rκ(p)]∗(w) + q κ(p)−1dκ(w) ∈ Tq(P s) .
Since J(w) belongs to Tp(P
0) too, one has
k∗(Jw) = [Rκ(p)]∗(Jw) + q κ(p)−1dκ(Jw) ∈ Tq(P s) ,
hence
[Rκ(p)]∗(Jw) ≡ −q κ(p)−1dκ(Jw) mod Tq(P s)
and
(θAs − θA0)(k∗(w)) = θAs([Rκ(p)]∗(w) + q κ(p)−1dκ(w)) − κ(p)−1dκ(w) .
But
vertAs([Rκ(p)]∗(w) + q κ(p)−1dκ(w)) =
= −J prTq(P s)⊥(([Rκ(p)]∗(Jw) + Jq κ(p)−1dκ(w)) =
= −J prTq(P s)⊥(−q κ(p)−1dκ(Jw) + Jq κ(p)−1dκ(w)) =
= q{−Jg prk⊥(− κ(p)−1dκ(Jw) + Jg(κ(p)−1dκ(w))}
Therefore, since θAs−θA0 is a tensorial form of type ad and [Rκ(p)]∗(w)−k∗(w)
is a vertical vector, one gets
adκ(p)−1(θAs − θA0)(w) = (θAs − θA0)([Rκ(p)]∗(w)) = (θAs − θA0)(k∗(w)) =
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= −i prk⊥
[− κ(p)−1dκ(Jw) + i(κ(p)−1dκ(w)] − κ(p)−1dκ(w) =
= −i prik
[
i(iκ(p)−1dκ(Jw) + κ(p)−1dκ(w))
] − κ(p)−1dκ(w) =
= −i prik
[
2iκ(p)−1∂¯κ(w)
] − κ(p)−1dκ(w) =
= −i prik
[
2iκ(p)−1∂¯κ(w)
] − κ(p)−1dκ(w) =
= −i [iκ(p)−1∂¯κ(w)− i∂κ(w)κ(p)−1]− κ(p)−1dκ(w) =
= −∂κ(w)κ(p)−1 − κ(p)−1∂κ(w) ,
so that
(θAs − θA0)(w) = adκ(p)[−∂κ(w)κ(p)−1 − κ(p)−1∂κ(w)] =
[−κ(p)∂κ(w)κ(p)−2 − ∂κ(w)κ(p)−1] .
But
χ−1dχ = κ2∂(κ−2) = −κ(∂κ)κ−2 − (∂κ)κ−1 .
Corollary 6.3 For the curvature of As := A
e
− s
2 (P 0),J
one gets the formula
FAs = FA0 + ∂¯(h
−1∂0h) ,
where ∂¯ stands for the Dolbeault operator associated with the fixed holomorphic
structure J on Q.
Sometimes it is more convenient to work with connections on the fixed K-
principal bundle P 0. Therefore, we will also consider the connection
As := [e
− s2 ]∗(As) ∈ A(P 0) .
Proposition 6.4 The connection form and the curvature form of the connec-
tion As are given by the formulae
As −A0 = k−1∂¯0k − (∂0k)k−1 = l−1(∂0l)− (∂¯0l)l−1 ,
FAs = adl(FAs) = adl(FA0 + ∂¯(h
−1∂0h)) ,
where k := e−s and l := k−1 =
√
h.
Proof:
As −A0 = k−1(dAsk) + h−1∂0h =
k−1(d0k) + k−1[−k(∂0k)k−2 − (∂0k)k−1, k]− k(∂0k)k−2 − (∂0k)k−1 =
= k−1(d0k)−(∂0k)k−1−k−1(∂0k)+k(∂0k)k−2+(∂0k)k−1−k(∂0k)k−2−(∂0k)k−1
= k−1(∂0k) + k−1(∂¯0k)− (∂0k)k−1 − k−1(∂0k) = k−1∂¯0k − (∂0k)k−1 .
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6.2 The orbits of the adjoint action. Sections in the ad-
joint bundle
Let K be a compact Lie group and T ⊂ K a fixed maximal torus.
We need first to understand the structure of the quotient k/K, where K acts
on its Lie algebra k via the adjoint representation.
First of all note that any element ϕ ∈ k is conjugate to an element in t.
Moreover, if two elements ϕ1, ϕ2 ∈ t are conjugate, i. e. adk(ϕ1) = ϕ2 for some
k ∈ K, then adk(T ) and T are both maximal tori of K which are contained
in the connected centralizer ZK(ϕ2). Therefore, these tori are conjugate in
ZK(ϕ2), hence there exists u ∈ ZK(ϕ2) such that adu(adk(T )) = T . This shows
that κ := uk belongs to the normalizer NK(T ) of T in K, hence adκ(ϕ1) =
adu(ϕ2) = ϕ2, so that ϕ1, ϕ2 are congruent modulo NK(T ). Concluding, we
get an identification
k/
K =
t/
NK(T )
= t
/
WK(T )
.
When K is connected the quotient t
/
WK(T )
can be identified with any closed
Weyl chamber C ⊂ t. Indeed, it suffices to note that two distinct elements on
the boundary of C cannot be congruent modulo WK(T ).
To prove this, let x, y ∈ C \ C˚ be two points which are congruent modulo
WK(T ). Let w ∈ WK(T ) such that w(x) = y. Then y ∈ C ∩ w(C). Let c be
the common face of C and w(C) of minimal dimension which contains y.
Since the chambers C and w(C) have a common face c, one can find a sequence
of chambers (Ci)1≤i≤k such that C1 = C, Ck = w(C) and Ci, Ci+1 have a
common codimension 1 face which contains c. It follows that Ci is mapped
to Ci+1 by the reflexion with respect to the hyperplane Hi generated by this
common codimension 1 face. Therefore C is mapped to w(C) by a composition
of reflexions with respect to hyperplanes which contain c. Since the operation
of the Weyl group is free transitive on the set of chambers, it follows that w
coincides with this composition, hence it leaves y fixed.
Therefore,
Remark 6.5 Suppose that K is connected, and let C ⊂ t be a closed Weyl
chamber. The natural map
C −→ k/K
is a homeomorphism.
Let K be a connected compact Lie group and P a principal K-bundle over
an arbitrary manifold B. We fix a closed Weyl chamber C ⊂ t. C decomposes
as a disjoint union of convex sets, the open faces of C. Each open face is the
interior of a face of C (in the linear subspace generated by this face).
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Lemma 6.6 Let ϕ ∈ Γ(X, ad(P )) be a section regarded as a K-equivariant map
P → k. Suppose that the map
B [ϕ]−−→ k/K ≃−→ C
takes values in a fixed open face c of C.
Then:
1. The space ϕ−1(c)/T ⊂ P/T is a locally trivial fibre bundle with standard
fibre ZK(c)/T over B.
2. Let A be any connection on P . The map B [ϕ]−−→ k/K is locally constant if
and only if the projection of dA,x(ϕ) on zkx(ϕx) ⊂ kx := Px×ad k vanishes
for every x ∈ B.
Proof: 1. Note first that centralizer ZK(γ) of any element γ ∈ c is the same,
hence ZK(γ) = ZK(c) for every γ ∈ c. Indeed, since K is connected, any
centralizer of the form ZK(u) with u ∈ k is connected, so it suffices to look at
the Lie algebras of these centralizers. But the Lie algebra zk(u) has the following
simple description in terms of the root set R ⊂ HomR(t, iR):
zk(u) =

 ⊕
α∈R, α(u)=0
kCα

 ∩ k .
Therefore it suffices to note that the map
γ 7→ {α ∈ R| α(γ) = 0} ⊂ R
is constant on the open face c.
The map
K/
ZK(c)
× c −→ k , ([k], γ) 7→ adk(γ)
is an embedding, so its image adK(c) is a submanifold of k.
The restriction of the map
ϕ : P → adK(c)
to any fibre Px is obviously a submersion, hence ϕ is also a submersion. The
manifold ϕ−1(c) is obviously a principal ZK(c)-bundle over B. Therefore, the
quotient ϕ−1(c)/T is just the associated bundle with fibre ZK(c)/T .
2. Let s ∈ adK(c). The Lie algebra k decomposes as
k = zk(s)⊕ [k, s] , (82)
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whereas the tangent space at s of the submanifold adK(c) ⊂ k decomposes as
Ts(adK(c)) = [k, s]⊕ [zk(s) ∩ Ts(adK(c))] = Ts(adk(s)) ⊕ [zk(s) ∩ Ts(adK(c))] .
Therefore, a map σ : U → c on a manifold U defines a locally constant map
[σ] : U → k/K if and only if przk(σx)(dxσ) = 0 for all x ∈ U .
In our case, we deduce that the map P → k/K defined by ϕ : P → k is locally
constant if and only if przk(ϕp)(dpϕ) = 0 for all p ∈ P . But, for a vertical
tangent vector v ∈ Tp(P ) one obviously has dpϕ(v) ∈ [k, ϕx], so the condition
przk(ϕp)(dpϕ) = 0 is in fact equivalent with the condition przkx (ϕx)(dA,xϕ) = 0.
Lemma 6.7 Let K be a maximal compact subgroup of the reductive group G.
The natural map
ik/
K −→ g
//
G
is injective.
Here we denoted by g
//
G the GIT quotient of g with respect to the adjoint
action of G. In other words,
g//
G = Spec{C[g]G} .
Proof: The moment map for the K-action on g is
m : γ 7→ − i
2
[γ, γ∗] ,
where (·)∗ is the conjugation with respect to the real structure g = [ik]⊗ C.
It suffices to note that k is contained in m−1(0).
Corollary 6.8 Let ι1, . . . , ιk ∈ C[g] be homogeneous generators of the invariant
algebra C[g]G. Then two elements u, v ∈ ik are in the same K-orbit if and only
if ιi(u) = ιi(v) for 1 ≤ i ≤ k.
In particular, a section σ in the adjoint bundle P×adik of a principal K-bundle
is constant (respectively constant almost everywhere) if and only if the complex
valued functions ιi(σ) are constant (respectively constant almost everywhere) for
1 ≤ i ≤ k.
The second statement in Lemma 6.6 holds for general possibly non-connected
compact Lie groups. The converse statement is also true. More precisely, one
has
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Proposition 6.9 Let K be a compact Lie group, P a principal K-bundle, A a
connection on P and ϕ ∈ Γ(X, ad(P )) regarded as a K-equivariant map P → k.
The map B [ϕ]−−→ k/K defined by ϕ is locally constant if and only if the projec-
tion przkx (ϕx)(dA,xϕ) vanishes for every x ∈ B.
Proof:
We suppose that the base B is connected.
1. The implication:
[ϕ] is constant ⇒ [przkx (ϕx)(dA,xϕ) = 0 ∀x ∈ B] .
In the case when K is connected, one just takes the open chamber c which
contains the conjugacy class of [ϕ] and applies Lemma 6.6.
The general case can be reduced to the connected case by taking a finite cov-
ering of the base B on which P admits a Ke-reduction Pe ⊂ P . It suffices to
note that, in general, a continuous map U −→ k/Ke on a connected manifold U
is constant if and only if the induced map U −→ k/K is constant.
2. The implication:
[przkx (ϕx)(dA,xϕ) = 0 ∀x ∈ B]⇒ [ϕ] is constant .
Let ji : g
di → C be the adG-invariant symmetric multilinear map which
corresponds to ιi (see Corollary 6.8).
One has
d[ji(ϕ, . . . , ϕ)] = diji(dAϕ,ϕ, . . . , ϕ) .
On the other hand, taking into account that ji is adG-invariant, it follows
easily that, for any v ∈ g, the linear functional ji(·, v, . . . , v) vanishes on [v, k].
The point is that, for v ∈ k, one has an orthogonal decomposition
k = [v, k]⊕ zk(v) .
Therefore, one gets
d[ji(ϕ, . . . , ϕ)] = diji(dAϕ,ϕ, . . . , ϕ) = diji(przk(v)(dA(ϕ)), ϕ, . . . , ϕ) = 0 .
The claim follows now from Corollary 6.8.
In section 1.2 we have used the following technical result:
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Proposition 6.10 Let K be a maximal compact subgroup of a complex reduc-
tive group G and s, s˙ ∈ ik. Using the decomposition (82), write
s˙ = λ+ [k, s] ,
with λ ∈ izk(s) , k ∈ zk(s)⊥. Then
1.
(ds exp)(s˙)e
−s = λ+ (k − adesk) .
2.
〈s˙, pik
{
(ds exp)(s˙)e
−s}〉 ≥ ‖s˙‖2 .
3. 〈[
pk
{
(ds exp)(s˙)e
−s} , s] , pik {(ds exp)(s˙)e−s}〉 ≤ 0
with equality if and only if s˙ ∈ izk(s).
Proof:
Put
s˙ = λ+ [k, s] = λ+
d
dt
(adetk (s)) , λ ∈ izk(s) , k ∈ zk(s)⊥ .
One has
(ds exp)(s˙) = (ds exp)(λ) + (ds exp)([k, s]) = λe
s +
d
dt
|t=0 Adetk es =
[λ+ (k − adesk)]es ,
so
σ := (ds exp)(s˙)e
−s = λ+ (k − adesk) .
Let Rs denote the set of eigenvalues of the endomorphism [s, ·] on g. Decompose
k =
∑
ρ∈Rs\{0}
kρ , kρ ∈ gρ ,
with k¯ρ = −k−ρ (since k ∈ k). Then
[s, k] =
∑
ρ∈Rs\{0}
ρ kρ , adesk =
∑
ρ∈Rs\{0}
eρkρ ,
s˙ = λ−
∑
ρ∈Rs\{0}
ρkρ , σ = λ+
∑
ρ∈Rs\{0}
(1 − eρ)kρ . (83)
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We get
pik(adesk) =
1
2
(adesk + adesk) =
1
2
∑
ρ∈Rs\{0}
(eρ − e−ρ)kρ ,
pk(adesk) =
1
2
(adesk − adesk) = 1
2
∑
ρ∈Rs\{0}
(eρ + e−ρ)kρ ,
pk(k − adesk) = 1
2
∑
ρ∈Rs\{0}
(2− eρ − e−ρ)kρ ,
[pk(σ), s] =
1
2
∑
ρ∈Rs\{0}
ρ(eρ + e−ρ − 2)kρ = 1
2
∑
ρ∈Rs\{0}
ρe−ρ(eρ − 1)2kρ ,
pik(σ) = λ+
1
2
∑
ρ∈Rs\{0}
(−eρ + e−ρ)kρ .
Therefore,
〈s˙, pik(σ)〉 = ‖λ‖2 + 1
2
∑
ρ∈Rs\{0}
ρ(eρ − e−ρ)‖kρ‖2 ≥
≥ ‖λ‖2 +
∑
ρ∈Rs\{0}
ρ2‖kρ‖2 = ‖s˙‖2 ,
because the inequality |ex − e−x| ≥ 2|x| holds on R.
For the third inequality we compute
〈[pk(σ), s], pik(σ)〉 =
= −
∑
ρ∈Rs\{0}
1
4
ρ(eρ − e−ρ)e−ρ(eρ − 1)2‖kρ‖2 ≤ 0 . (84)
Equality occurs s if and only if
∑
ρ ρ kρ = 0.
6.3 Local maximal torus reductions of a K-bundle
We quote from [LT] the following Lemma (see [LT], section 7.4)
Lemma 6.11 Let X be a manifold, and
X = Gr ⊃ Gr−1 ⊃ . . . ⊃ G1
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a filtration by closed subsets. Define Fk := Gk \Gk−1 , k = 2, . . . , r . Then
W :=
r⋃
k=2
◦
F k
is open and dense in X.
Proposition 6.12 For any f ∈ Γ(B, ad(P )) there is an open dense subset
W ⊂ X such that for every x ∈ W there exists an open face cx ⊂ C, an
open neighborhood Ux of x in B and a T -reduction Πx ⊂ P |Ux of the restriction
P |Ux such that f |Ux is defined by a smooth map
λ ∈ C∞(Ux, cx) ⊂ C∞(Ux, t) = Γ(Ux, ad(Πx)) .
Proof:
Regard f as a K-equivariant map P → k, and let [f ] : B → k/K = C be the
induced k/K-valued map on B. Consider the skeleton filtration
C = Cd ⊃ Cd−1 ⊃ . . . C1 ⊃ . . . ⊃ C0
of C, where Ci is the union of all open faces of dimension less or equal i. We
get a filtration by closed sets
B = Bd ⊃ Bd−1 ⊃ . . . B1 ⊃ . . . ⊃ B0
of B, where Bi := [f ]
−1(Ci).
Consider now the locally closed subsets
Fi := Bi \Bi−1 = [f ]−1(Ci \ Ci−1) = [f ]−1


∐
c⊂C open face
dim(c)=i
c

 .
By Lemma 6.11, it follows that W :=
⋃
F˚i is dense in B. For any x ∈ W
let ix ∈ {0, . . . , d} such that x ∈ F˚ix and let Ux be an arbitrary contractible
open neighborhood of x in F˚ix . Since Ux is connected, [f ](Ux) is contained
in a single open face cx of C. Moreover, the fibre bundle
[
f |−1Ux (cx)
]
/T over
the contractible manifold Ux is trivial, hence one can find a section σx in this
bundle. Regarding σx as a section in [P |Ux ] /T , we get a T -reduction of P |Ux
on which f is given by a smooth cx-valued function.
Remark 6.13 Proposition 6.12 is also true for non-connected Lie groups K.
The proof reduces to the connected case using a finite cover of B, on which P
can be reduced to the connected component Ke ⊂ K.
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6.4 Decomposing a connection with respect to a maximal
torus reduction. Applications
Let P be a principal K-bundle over a manifold B and let ι : Π →֒ P be a
T -reduction of P . Consider the root set R ⊂ Hom(t, iR) and the root decom-
position
g =
⊕
ρ∈R
gρ
of g := kC.
Since this decomposition is T -invariant, and we have fixed a T -reduction of
P , one gets a decomposition of the complexified adjoint bundle adC(P ):
adC(P ) =
⊕
ρ∈R
Π×ad gρ. (85)
Denote by t⊥ the natural complement of the Lie algebra t in k, i. e.
t⊥ =

⊕
ρ6=0
kCρ

 ∩ k .
Let A be a connection on P , and ωA ∈ A1(P, k) its connection form. Let AΠ
be the induced connection on Π, and ι∗(AΠ) the push-forward connection to P .
Write
ωA = ωι∗(AΠ) + a ,
where a ∈ A1(Π ×ad t⊥) is the second fundamental form of the subbundle Π
with respect to the connection A.
Suppose now that the basis B is a complex manifold. Then one can write
a = a10 + a01, where each term decomposes as
a10 =
∑
ρ6=0
a10ρ , a
10
ρ ∈ A10(Π×ad gρ) , a01 =
∑
ρ6=0
a01ρ , a
01
ρ ∈ A01(Π×ad gρ).
With respect to the usual real structure g = [ik]C of g, one has
a10ρ = −a01−ρ .
Let ϕ ∈ A0(ad(P )) be a smooth section. Suppose now that, with respect to
the reduction Π, the section ϕ is induced by a smooth map λ ∈ C∞(B, c) where
c is a fixed open face of the Weyl chamber C. We know, by Proposition 6.12,
that locally we can always come to this situation.
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Via the decomposition (85), and taking into account that [a, λ] = −[λ, a], we
have the following formulae for ∂Aϕ, ∂¯Aϕ:
∂Aϕ = ∂λ−
∑
ρ6=0
ρ(λ)a10ρ , ∂¯Aϕ = ∂¯λ−
∑
ρ6=0
ρ(λ)a01ρ = ∂¯λ+
∑
ρ6=0
ρ(λ)a10ρ . (86)
We will also need a formula for e−s∂A(es), where s ∈ A0(iad(P )). Regard
s (and es) as an ad-equivariant (respectively Ad-equivariant) g-valued (respec-
tively G-valued) function on P . Let be x ∈ X , p ∈ Πx and v ∈ Tx(X) and
w ∈ Tp(Π) the AΠ - horizontal lift of v.
The A-horizontal component of w is
wA = w − [ωA(w)]#p = w − a(w)#p .
One has
e−s(p)d(es)(wA) = e−s(p)
[
d(es)(w) − d
dt
|t=0
(
es(p exp(ta(w))
)]
=
= e−s(p)
[
d(es)(w) − d
dt
|t=0
(
ead(exp(ta(w)))
−1s(p)
)]
=
= e−s(p)
[
d(es)(w)− d
dt
|t=0
(
Ad(exp(ta(w)))−1(es(p))
)]
=
= e−s(p)
[
d(es)(w) − [−a(w)es(p) + es(p)a(w)]
]
. (87)
Denote now by λ the restriction λ := s|Π. We get
e−s(p)d(es)(wA) = dλ(w) +
∑
ρ6=0
(e−ρ(λ) − 1)aρ(w) ,
hence
e−sdA(es) = dλ +
∑
ρ6=0
(e−ρ(λ) − 1)aρ , (88)
and similarly
dA(e
s)e−s = dλ+
∑
ρ6=0
(1 − eρ(λ))aρ . (89)
In section 4.4.1 we need the following important technical results.
Let E be a Hermitian space and f : R → R a real function. Using the spectral
decomposition of Hermitian matrices, one can extend f to a map (denoted by
the same symbol to save on notations) Herm(E)→ Herm(A) by putting
f(
∑
i
λiprFi) :=
∑
f(λi)prFi
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for every orthogonal direct sum decomposition of E.
It is known (see for instance [Bh]) that
Proposition 6.14 The extension Herm(E)→ Herm(E) of a continuous func-
tion f : R → R is continuous.
In general, this extension inherits the regularity properties of f .
Remark 6.15 1. If |f | ≤ |g| then
‖f(h)(v)‖ ≤ ‖g(h)(v)‖ ∀v ∈ E, ∀h ∈ Herm(E) .
2. More generally, if on a subset A ⊂ R we have |f |A| ≤ |g|A|, then
‖f(h)(v)‖ ≤ ‖g(h)(v)‖ ∀v ∈ E, ∀h ∈ Herm(E) with Spec(h) ⊂ A .
Indeed, writing h =
∑
i λiprFi as above, one gets
‖f(h)(v)‖ =
√∑
i
f(λi)2‖prFi(v)‖2 ≤
√∑
i
g(λi)2‖prFi(v)‖2 = ‖g(h)(v)‖ .
Denote by η : R → R>0 the real analytic function defined by
η(t) =
{ √
1−e−t
t
if t 6= 0
1 if t = 0 .
Proposition 6.16 Let Q be a holomorphic principal KC-bundle on a complex
manifold X, P ⊂ Q a K-reduction, denote by A0 the corresponding Chern
connection, and let d0 = ∂¯ + ∂0 be the associated covariant derivative. Let
s ∈ A0(P ×ad ik). Then one has
(
iΛg∂¯(e
−s∂0(es))), s
)
=
1
2
P (|s|2) + |η([s, ·])(∂0(s))|2 . (90)
Proof: Let T be a maximal torus of K and R ⊂ Hom(it,R) be the root set.
By Proposition 6.12 it suffices to check the formula in the case when P has a
T -reduction Π ⊂ P and s is given by a smooth function λ : X → it. By formulae
(86) and (88) one has
∂0s = ∂λ−
∑
ρ∈R\{0}
ρ(λ)a10ρ , e
−s∂0(es) = ∂λ+
∑
ρ∈R\{0}
(e−ρ(λ) − 1)a10ρ . (91)
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Therefore, using the Hermitian inner product:(
iΛg∂¯(e
−s∂0(es))), s
)
= iΛg∂¯
(
e−s ◦ ∂0(es), s
)
+ iΛg(e
−s ◦ ∂0(es), ∂0s) =
= iΛg∂¯ (∂λ, λ) + iΛg(∂λ, ∂λ) −
∑
ρ∈R\{0}
ρ(λ)(e−ρ(λ) − 1)iΛg(a10ρ , a10ρ ) =
(P (λ), λ) −
∑
ρ∈R\{0}
ρ(λ)(e−ρ(λ) − 1)iΛg(a10ρ , a10ρ ) . (92)
On the other hand,
P (|s|2) = iΛg∂¯∂(|λ|2) = 2
(
P (λ), λ) − |∂λ|2) ≤ 2(P (λ), λ) . (93)
Now it suffices to note that
|∂λ|2 −
∑
ρ∈R\{0}
ρ(λ)(e−ρ(λ) − 1)iΛg(a10ρ , a10ρ ) = |η([s, ·])(∂0(s))|2 .
6.5 Analytic results
Lemma 6.17 Let E, F be vector bundles with inner products on a measurable
space X with finite measure. Let (un)n be a sequence of L
2-sections on E weakly
convergent in L2 to a section u, and let (vn)n be a sequence of L
2-sections on
F strongly convergent in L2 to a section v. Suppose that vn converges almost
everywhere to v and that (|vn|)n is uniformly bounded by a positive constant M .
Then it holds:
1. For every L2-section ψ in (E ⊗ F )∨, the sequence (vnψ)n of sections in
E∨ converges strongly in L2 to vψ.
2. The sequence (un ⊗ vn)n converges weakly in L2 to (u⊗ v).
Proof: 1. This follows from the Lebesgue dominated convergence theorem,
since the sequence of non-negative functions (|vnψ − vψ|2)n converges almost
everywhere to 0 and is bounded almost everywhere by the integrable function
4M2[ψ|2.
2. We have:
〈un ⊗ vn, ψ〉L2 − 〈u⊗ v, ψ〉L2 = 〈un, vnψ〉L2 − 〈u, vψ〉L2 =
= 〈un, vnψ − vψ〉L2 + 〈un − u, vψ〉L2 .
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The second term converges to 0 since, by hypothesis, un → u weakly. The first
term tends to 0 because
|〈un, vnψ − vψ〉L2 | ≤ ‖un‖L2‖vnψ − vψ‖L2 ,
(un)n is bounded
4 in L2 and ‖vnψ − vψ‖L2 → 0 by 1.
Lemma 6.18 Let Dni ⊂ Rni be the standard ni-dimensional disk, i = 1, 2,
and let ϕ ∈ Lp1(Dn1 × Dn2), 1 ≤ p < ∞. Then for almost all y ∈ Dn2 the
following holds:
1. ϕ|Dn1×{y} belongs to Lp1(Dn1), ∂xϕ|Dn1×{y} belongs to Lp(Dn1).
2. d(ϕ|Dn1×{y}) = (∂xϕ)|Dn1×{y} in Lp(Dn1).
Proof: By Fubini’s theorem ϕ|Dn1×{y} and dϕ|Dn1×{y} belong to Lp(Dn1) for
almost all y ∈ Dn2 . In particular, ∂xϕ|Dn1×{y} belongs to Lp(Dn1) for almost
all y ∈ Dn2 , too.
Let ϕn be a sequence of smooth functions converging to ϕ in the L
p
1 - topology
as n→∞. Therefore∫
Dn1×Dn2
|ϕn − ϕ|p → 0 ,
∫
Dn1×Dn2
|dϕn − dϕ|p → 0 .
In particular, ∫
Dn1×Dn2
|∂xϕn − ∂xϕ|p → 0 .
By Fubini’s theorem, it follows that the positive functions
y 7→
∫
Dn1×{y}
|ϕn − ϕ|p , y 7→
∫
Dn1×{y}
|∂xϕn − ∂xϕ|p
converge to 0 with respect to the L1 - norm, so (taking a subsequence if nec-
essary) one can assume that they converge to 0 almost everywhere on Dn2 .
Therefore, for almost every y ∈ Dn2 , one has
ϕn|Dn1×{y} Lp−−→ ϕ|Dn1×{y} , (∂xϕn)|Dn1×{y} Lp−−→ (∂xϕ)|Dn1×{y} .
But, since the ϕn are smooth, one has
(∂xϕn)|Dn1×{y} = ∂x[ϕn|Dn1×{y}] .
4Any weakly convergent sequence in a Hilbert space is bounded.
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One the other hand,
∂x[ϕn|Dn1×{y}] −→ ∂x[ϕ|Dn1×{y}] as distribution
(because the distribution limit of ϕn|Dn1×{y} is ϕ|Dn1×{y}). Therefore,
ϕn|Dn1×{y} Lp−−→ ϕ|Dn1×{y} , ∂x[ϕn|Dn1×{y}] Lp−−→ ∂x[ϕ|Dn1×{y}] =
= (∂xϕ)|Dn1×{y} ,
which shows that 1. and 2. hold for such y.
6.6 Meromorphic parabolic reductions defined by weakly
holomorphic L21 - sections
Let M be a complex manifold. We begin with the following definition:
Definition 6.19 A measurable map F : Bn → M is called “holomorphic on
almost all lines” if
1. n = 1, F coincides almost everywhere with a holomorphic map B →M .
2. n > 1, and for any holomorphic parameterization D × ∆ ϕ−→ U ⊂ Bn
with D ⊂ C, ∆ ⊂ Cn−1 the restriction F ◦ ϕ(·, ζ) : D → M is weakly
holomorphic in the sense of 1., for almost all ζ ∈ ∆.
We recall the following fundamental results (see Shiffman [Sh1], Uhlenbeck-
Yau [UY1], [UY2]):
Theorem 6.20 Any measurable map F : Bn →M from the ball Bn ⊂ Cn into
a projective algebraic manifold M , which is holomorphic on almost all lines,
coincides almost everywhere with a meromorphic map.
Theorem 6.20 is used combined with an important regularity result (see Uhlenbeck-
Yau [UY1], [UY2]) which applies to the case n = 1.
In order to state this result we need a brief preparation:
Let Y be a compact manifold (possibly with boundary) and N a closed sub-
manifold of Rm. We put
L21(Y,N) := {ϕ ∈ L21(Y,Rm)| ϕ(y) ∈ N for almost every y ∈ Y } ,
and we endow this set with the topology induced from L21(Y,R
m). The space
L21(Y,N) obviously depends on the embedding Y →֒ Rm. When Y is a surface,
one has the following important density property (see Schoen-Uhlenbeck [SU]).
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Proposition 6.21 Suppose that Y is a compact surface with possibly empty
C1-boundary. Then C∞(Y,N) is dense in L21(Y,N).
This result has the following subtle consequence:
Corollary 6.22 Suppose that Y is a compact surface with possibly empty C1-
boundary and let ϕ ∈ L21(Y,M). Then dϕ(Ty(Y )) ⊂ Tϕ(y)(M) for almost all
y ∈ Y .
Proof: By the density property Proposition 6.21, one can find a sequence
ϕj ∈ C∞(Y,N) which converges in the L21(Y,Rm) - topology to ϕ. There exists
a subsequence (ϕjk )k such that ϕjk → ϕ and dϕjk → dϕ almost everywhere as
k →∞. It suffices to note that T (N) is closed in N × Rm.
Now let N ⊂ Rm be a compact complex manifold embedded as a real subman-
ifold in Rm, and let JN be the corresponding almost complex structure. The
inclusion Tx(N) →֒ Rm of the tangent space at x ∈ Y induces an embedding
T 10x (N)⊕ T 01x (N) = TCx (N) →֒ Cm .
Therefore, one gets a filtration
0 ⊂ T 10(N) ⊂ TC(N) ⊂ N × Cm
of the trivial complex rank m bundle over N .
Let p : N × Cm → T 10(N) be any bundle projection which induces the stan-
dard projection
TC(N) −→ T 10(N) , v 7→ 1
2
(v − iJN (v))
on TC(N).
Remark 6.23 In the special case when the induced Riemannian metric on the
submanifold N ⊂ Rm is Hermitian, one can just take the orthogonal projection
with respect to the standard Hermitian structure on N × Cm because, in this
case, the direct sum T 10(N) ⊕ T 01(N) will be orthogonal with respect to this
standard Hermitian structure.
We can now state
Theorem 6.24 [UY1], [UY2] Let B ⊂ C be the standard ball and let N be a
compact Ka¨hler manifold embedded as a real submanifold in RN . Let f : B → N
be a map with the following properties:
109
1. f ∈ L21(B,N).
2. f is weakly holomorphic, i. e. one of the following two equivalent condi-
tions holds:
(a) For almost all b ∈ B the tangent map Tb(B)→ Tf(b)(N) is C-linear.
(b) For almost all b ∈ B it holds pf(b) ◦ (∂¯bf) = 0, where ∂¯f stands for
the ∂¯-derivative T 01b (B)→ Cm of f : B → Cm.
Then f coincides almost everywhere with a holomorphic map.
Combining Theorem 6.20 with the regularity Theorem 6.24, one gets the fol-
lowing important
Theorem 6.25 Let M ⊂ Rm be a complex projective algebraic manifold em-
bedded as a real submanifold of Rm, and let p :M ×Cm → T 10(M) be a bundle
projection which agrees with the standard projection TC(M) → T 10(M) on the
subbundle TC(M) ⊂ M × Cm. Then any map f ∈ L21(Bn,M) satisfying the
equation
p ◦ ∂¯f = 0
almost everywhere on Bn, coincides almost everywhere with a meromorphic
map.
Proof: This follows easily from the Theorem 6.20, the regularity Theorem 6.24
and Lemma 6.18.
Let K be a maximal compact subgroup of the reductive group G. We will
apply these results to an algebraic manifold of the form
M = G
/
G(s0)
,
where G(s0) is the parabolic subgroup defined by an element s0 ∈ ik. We will
need the following simple result.
Proposition 6.26 i) The map
adK(s0) =
K/
ZK(s0)
→ G/G(s0)
is a diffeomorphism.
ii) Endow ik with an adK-invariant inner product and consider the embedding
M = adK(s0) →֒ ik of the projective algebraic manifold M in the Euclidean
space ik defined by the identification M = adK(s0) in i). Then
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1. For any s ∈ adK(s0) =M , the images of the morphisms
T 10s (M)→ (ik)⊗ C = g, T 01s (M)→ (ik)⊗ C = g
induced by this embedding are g±s , where
g±s :=
⊕
±λ>0
Eig([s, ·], λ) .
2. The induced Riemannian metric on M is Ka¨hler and homogeneous.
Proof: i) We just have to prove that the natural map
K/
ZK(s0)
−→ G/G(s0)
is bijective. For surjectivity, let g ∈ G. We can decompose g as g = ku,
where u ∈ exp(ik). Let B ⊂ G(s0) ∩ Ge be a Borel subgroup contained in
the parabolic subgroup G(s0) ∩ Ge of the connected reductive group Ge (the
connected component of e in G). Since exp(ik) ∈ Ge, one can further decompose
u = lb, where l ∈ Ke and b ∈ B, so one gets g = (kl)b, which shows that g ≡ kl
mod G(s0).
For injectivity, it suffices to show that
K ∩G(s0) = ZK(s0) . (94)
The inclusion ZK(s0) ⊂ K ∩ G(s0) is obvious. The opposite inclusion follows
by choosing an embedding G →֒ GL(n,C) which maps K into U(n). Let Φ
be the filtration of Cn defined by the eigenspaces of the Hermitian matrix s0.
More precisely, the k-term of this filtration is the direct sum of the eigenspaces
corresponding to the first k eigenvalues of s0. It is well known that the parabolic
subgroup GL(n,C)(s0) ⊂ GL(n,C) is just the stabilizer of the filtration Φ. On
the other hand, one has G(s0) = G ∩ GL(n,C)(s0). Let g ∈ K ∩ G(s0). The
matrix defined by g is unitary and leaves invariant the filtration Φ, so it leaves
invariant all the eigenspaces of s0 in C
n. Therefore g commutes with s0.
ii)
1. Let s = adk(s0) ∈ adK(s0). The tangent space Ts(adK(s0)) is just the sub-
space adk([k, s0]) = [k, s] ⊂ ik. The point which corresponds to s via our iden-
tification adK(s0) = G/G(s0) is the congruence class c := kG(s0) ∈ G/G(s0).
The tangent space of G/G(s0) at c is
Tc(G/G(s0)) =
(Lk)∗(g)/
(Lk)∗(g(s0)) .
Now note that g+s0 is a complement of g(s0) in g, so one gets a natural isomor-
phism Tc(G/G(s0)) = (Lk)∗(g+s0) = (Rk)∗(g
+
s ).
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The isomorphism Ts(adK(s0)) ≃ Tc(G/G(s0)) induced by our identification is
given by
[k, s] −→ g+s (Rk)∗−−−−→ (Rk)∗(g+s ) ,
where the first arrow is just the restriction ρs : [k, s] → g+s of the projection
ik → g+s . The complex structure on the tangent space [k, s] is the pull-back of the
natural complex structure of g+s via ρs. Therefore, the subspaces T
10
s (adK(s0)),
T 01s (adK(s0)) of the complexified tangent space T
C
s (adK(s0)) = [g, s] = g
+
s ⊕g−s
are just g+s , g
−
s .
2. It is easy to see that the Riemannian metric induced by the embedding
adK(s0) is Hermitian and homogeneous, i. e. invariant under the natural K-
action. The fact that the corresponding Ka¨hler metric ω is closed follows from
the identity
LXω = d ιXω + ιXdω
applied to the fundamental vector fields associated with the transitive K-action
on adK(s0).
Applying Theorem 6.25, we get
Proposition 6.27 Let ϕ ∈ L21(Bn, ik) such that ϕ(x) ∈ adK(s0) for almost
every x ∈ Bn. Suppose that
prg+
ϕ(x)
(∂¯xϕ) = 0
for almost every x ∈ Bn. Then ϕ coincides almost everywhere with a meromor-
phic map Bn →M = adK(s0).
More generally, let Q be a holomorphic G-bundle on a complex manifold X,
let P ⊂ Q be a K-reduction, and let σ ∈ L21(P ×ad ik) be an L21 section which
defines an almost everywhere constant map [σ] : X → ik/K such that
prV +
σ(x)
(∂¯xσ) = 0 (95)
for almost every x ∈ X. Fix a representative σ0 in the conjugacy class defined
by σ. Then σ defines a meromorphic reduction of Q to G(σ0).
In the regular case, the holomorphic map Bn → G/G(s0) associated with a
smooth map ϕ : Bn → adK(s0) satisfying the holomorphy condition
prV +
σ(x)
(∂¯xσ) = 0 ∀x ∈ Bn
is given explicitly by the formulae
x 7→ the class mod G(s0) of an element k ∈ K with adk(s0) = ϕ(x) ,
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x 7→ {g ∈ G| adg−1(ϕ(x)) ∈ g(s0)} .
Similarly, the G(s0)-reduction defined by a regular section σ ∈ A0(P ×ad ik)
satisfying our weak holomorphy condition is
Q(σ) = {q ∈ Q| σ(q) ∈ g(σ0)} .
The converse of Proposition 6.27 is also true; more precisely
Proposition 6.28 Let ρ ⊂ Q/G(σ0) be a meromorphic G(σ0)-reduction of a
holomorphic principal G-bundle Q on a compact complex manifold X, and let
P ⊂ Q be any K-reduction.
Then the section σ associated with σ0 via the K ∩G(σ0) = ZK(σ0)-reduction
P ∩ Qρ of P |Xρ defines an element in L21(P ×ad ik) which satisfies the weak
holomorphy condition (95) and whose associated meromorphic G(σ0)-reduction
is ρ.
Proof: The crucial point here is the fact that σ ∈ L21(P ×ad ik). Let A be the
Chern connection of P . We make use of the formula (22) which was obtained
in the proof of Theorem 3.3.∫
Xρ
〈iΛgFA, σ)〉 volg = 2π
(n− 1)!deg(ρ, h(ξ))−
∑
λ∈Spec+[ξ,·]
λ ‖ aλ ‖2L2 . (96)
On the other hand, by formula (61), one has on Xρ
∂0(σ|Xρ) =
∑
λ∈Spec+[σ0,·]
[aλ, (σ|Xρ)] = −
∑
λ∈Spec+[σ0,·]
λaλ . (97)
Comparing these formulae, one gets immediately
‖ ∂0(σ|Xρ) ‖L2<∞ .
On the other hand, one can easily check that the form ∂0(σ|Xρ )), regarded as an
L2 - form on the whole manifold X , is in fact the distribution ∂0 - derivative of
the L∞ - section σ. The proof uses the same argument as for the analogous result
for orthogonal projections on subsheaves of Hermitian holomorphic bundles.
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