Regularization of covariance matrices in high dimensions is usually either based on a known ordering of variables or ignores the ordering entirely. This paper proposes a method for discovering meaningful orderings of variables based on their correlations using the Isomap, a non-linear dimension reduction technique designed for manifold embeddings. These orderings are then used to construct a sparse covariance estimator, which is block-diagonal and/or banded. Finding an ordering to which banding can be applied is desirable because banded estimators have been shown to be consistent in high dimensions. We show that in situations where the variables do have such a structure, the Isomap does very well at discovering it, and the resulting regularized estimator performs better for covariance estimation than other regularization methods that ignore variable order, such as thresholding. We also propose a bootstrap approach to constructing the neighborhood graph used by the Isomap, and show it leads to better estimation. We illustrate our method on data on protein consumption, where the variables (food types) have a structure but it cannot be easily described a priori, and on a gene expression data set.
Introduction
Recent breakthroughs in technology have created an urgent need for high-dimensional data analysis tools. Examples of applications where this occurs include gene expression data, brain imaging, spectroscopy, climate studies, financial data, and many others. Estimation of the covariance matrix has always been a fundamental problem in statistical inference, since the covariance matrix plays a key role in many data analysis techniques. Principal component analysis (PCA), classification by linear and quadratic discriminant analysis (LDA and QDA), inference about the means (e.g., setting confidence intervals on contrasts), and analysis of independence and conditional independence in graphical models all require an estimate of the covariance matrix or its inverse, also known as the precision or concentration matrix. Advances in random matrix theory -from the classical results of Marčenko and Pastur (1967) to the recent work on the theory of the largest eigenvalues and eigenvectors (Johnstone, 2001; Johnstone and Lu, 2004; Paul, 2007; El Karoui, 2007b) , and many others -allowed in-depth theoretical studies of the traditional estimator, the sample (empirical) covariance matrix, and showed that the sample covariance performs very poorly when the number of variables p is large relative to the sample size n. In particular, unless p/n → 0, the sample covariance eigenvalues are over-dispersed and the eigenvectors are not consistent. It has also been shown that classification by LDA breaks down and reduces to random guessing when p/n → ∞ (Bickel and Levina, 2004) . These results have demonstrated that alternative ways of estimating the covariance matrix are needed in high dimensions.
Regularized covariance estimators proposed as alternatives to the sample covariance in high dimensions can be loosely divided into two categories. One large class of methods covers the situation where variables have a natural ordering or there is a notion of distance between variables, as in longitudinal data, time series, spatial data, or spectroscopy. The implicit regularizing assumption underlying these methods is that variables far apart are only weakly correlated, and therefore one can improve on the sample covariance by taking advantage of the ordering (Wu and Pourahmadi, 2003; Huang et al., 2006; Furrer and Bengtsson, 2007; Bickel and Levina, 2008; Levina et al., 2008) . Consistency and convergence rates have been established for some of these estimators in the highdimensional setting under the normal assumption; see more on this in Section 2. These methods are non-parametric, unlike the more traditional model-fitting approaches (e.g., fitting an ARMA model).
There are, however, many applications where an ordering of the variables is not available: for example, genetics, social, financial and economic data. Methods that are invariant to variable permutations, like the covariance matrix itself, are appropriate for such applications. Regularizing large covariance matrices by Steinian shrinkage of eigenvalues has been proposed early on, originally by Stein in a Rietz lecture in 1975, and developed further by Haff (1980) and Dey and Srinivasan (1985) . A more recent shrinkage estimator replaces the sample covariance with a linear combination of the sample covariance and the identity matrix, with optimal (in a suitable sense) coefficients estimated from data (Ledoit and Wolf, 2003) . However, shrinking towards the identity matrix does not affect the eigenvectors, and hence cannot be relied on to improve PCA. Shrinkage estimators also do not create sparsity in any sense, and thus cannot be used to analyze independence and conditional independence relations. A sparse permutation-invariant estimator of the concentration matrix based on adding an l 1 penalty to the normal likelihood has been studied by d 'Aspremont et al. (2008) , Yuan and Lin (2007) , and Rothman et al. (2007) . An estimator for a factor analysis model with known factors has been proposed by Fan et al. (2008) . Thresholding the sample covariance (i.e., setting small entries to zero), which is obviously permutation-invariant, has been analyzed in the high-dimensional setting by Bickel and Levina (2007) and El Karoui (2007a) .
In this paper, we propose an approach that complements methods for permutation-invariant covariance estimation by taking a different view on covariance structure. Rather that restricting ourselves to methods that completely ignore potential structure in the order of the variables, we try to discover a structured ordering in the data and then use it to our advantage. The two types of structure we will focus on are "approximately bandable" matrices, where you expect variables far apart in the ordering to be weakly correlated, and block-diagonal structures. The block-diagonal structure is a reasonable assumption for many types of data, including gene networks, where genes can often be clustered into strongly connected groups. Our main idea is to use the correlations between variables as a measure of similarity, and embed the variables in one dimension preserving the similarities as closely as possible. The coordinates of the variables in one dimension then provide an ordering. We also propose a bootstrap method to improve the estimation of similarities. Our method is invariant to permutations, in the sense that the order in which the variables are provided plays no role.
In general, our method is most appropriate when there is structure, but it is non-trivial to describe the correct ordering. For instance, one example we consider in Section 5 is on consumption of protein from various food sources. It is clear that some foods are "closer" than others, e.g., beef and pork might be more similar than fish and fruit; but it is not obvious how such variables can be ordered. We show that in these situations, one will generally do better by discovering an ordered structure in the data than by ignoring it.
The rest of the paper is organized as follows. In Section 2, we give some background on banding and thresholding a covariance matrix in high dimensions. In Section 3 we present the proposed methodology for discovering the ordering, which is based on the Isomap manifold projection method, and the bootstrap method for constructing a nearest neighbor graph. Section 4 addresses selection of tuning parameters and gives extensive simulation results on discovering bandable and block-diagonal structures in the data. Section 5 illustrates the method on two real examples (protein consumption from various food sources and gene expression data) and Section 6 gives some concluding remarks.
Background on Banded and Thresholded Estimators
As discussed in the Introduction, we focus on finding an ordering of the variables that will make the matrix as close to "bandable" as possible, and/or block-diagonal. To formalize what we mean by bandable, we briefly review the results on banded covariance estimators obtained by Bickel and Levina (2008) . Suppose we observe n i.i.d. p-dimensional random vectors X 1 , . . . , X n distributed according to a distribution F , with EX = 0 (without loss of generality), and E(XX T ) = Σ. For simplicity, we assume that F is Gaussian, although Bickel and Levina (2008) showed that Gaussianity can be replaced by a tail condition on F . The sample covariance matrixΣ = [σ ij ] is given byΣ
where λ min (Σ) and λ max (Σ) are the smallest and the largest eigenvalues of Σ, respectively. The first condition makes the matrix approximately bandable, and the second condition ensures it is well conditioned. This condition holds for all p, and Σ can be thought of as an infinite-dimensional matrix (or operator), with Σ p given by the upper p×p submatrix of Σ. Define the banded estimator
where 1(·) is the indicator function. Then Bickel and Levina (2008) showed that, uniformly on
Thus, the banded estimator and its inverse are consistent as long as (log p)/n → 0, as opposed to the sample covariance matrix which requires p/n → 0 for consistency.
is the so-called operator norm, a.k.a. the matrix l 2 norm or spectral norm. Convergence in operator norm guarantees convergence of all eigenvalues, and convergence of eigenvectors under additional assumptions on eigenvalue separation (Bickel and Levina, 2008; El Karoui, 2007a) , and thus suggests that the estimator would be useful for PCA.
The result (3) makes it clear that if an ordering of the variables that has such a banded structure (or gets as close to it as possible) can be recovered, then covariance estimation can be greatly improved upon as compared to the sample covariance. However, a comparison to an order-blind method of regularizing the sample covariance is also of interest -for example, does the structure matter if one is thresholding small entries to zero anyway? A partial answer is provided by the result of Bickel and Levina (2007) on thresholding estimators of covariance. By analogy to banding, they defined a permutation invariant thresholded covariance estimator
and a permutation-invariant analogue of the class of approximately bandable matrices
where M > 0 and 0 ≤ q < 1. On this class, they show that if the threshold t n ≍ (n −1 log p) 1/2 , then
and the same bound holds for the inverse under the additional condition λ min (Σ) ≥ ε > 0. It is easy to check that U ⊂ U τ with appropriately chosen constants. It is also easy to check that on the subclass U, the rate of banding is better than the rate of thresholding . Thus, if there is an ordering of the variables that can make the matrix approximately bandable, the theory suggests we can expect to do better than thresholding if we discover that ordering. While this comparison is suggestive only, since the bounds on the rates are not sharp, simulations in this paper and elsewhere confirm that thresholding does noticeably worse than banding when banding is appropriate.
Reordering variables with the Isomap
To focus ideas, we start with looking for an ordering of the variables that makes the matrix as close to bandable as possible within a single block of variables, and postpone the discussion of block-diagonal structures for later. The main idea is to treat discovering an ordering as a dimension reduction problem. We have p points (variables) whose pairwise similarities are given by their covariances, or correlations. If we can embed these points in R 1 in a way that maps their dissimilarities into distances in R 1 , the coordinates of the variables in R 1 will give us an ordering where closely correlated variables are placed near each other, and variables with weak correlations are placed far apart.
This problem is often solved by multi-dimensional scaling (MDS), see, e.g., Borg and Groenen (2005) . MDS starts with pairwise dissimilarities for a set of objects and constructs their embedding in R d for a given d so that the dissimilarities match the Euclidean distances in R d between the embedded points as closely as possible. Dimensions d = 2 or d = 3 are often used for visualization, and the dimension of the input data is typically much higher.
For our purposes, however, MDS turns out to be a poor choice (see results in Section 4). The metric MDS works best when applied to distances in a Euclidean space; the correlation-based distance we use is not Euclidean. Apart from that, in a sparse matrix many empirical correlations will be close to zero, and metric MDS turns out to be unable to order those correctly. This problem does not occur when the true zero correlations are used as dissimilarities, and thus is caused by the noise in estimating covariance rather than by the covariance structure itself. Non-metric MDS, which only preserves the ranking of similarities rather than their values, has the same problem. Instead, we use a non-linear dimension reduction method designed for data on a manifold, the Isomap (Tenenbaum et al., 2000) . The Isomap is one of many manifold projections methods that have become popular in machine learning several years ago (see also Roweis and Saul (2000) , Belkin and Niyogi (2002) , Donoho and Grimes (2003) , Levina and Bickel (2005) and many others), although perhaps found fewer applications than was initially hoped for. The Isomap algorithm seems particularly suited for our problem because it explicitly aims to preserve distances between variables, but does not assume they are Euclidean. However, it is possible that similar results could have been obtained with another manifold projection algorithm.
Next, we describe the Isomap algorithm. It takes a pairwise dissimilarity measure d(i, j) as input, and requires setting an integer tuning parameter r.
The Isomap algorithm 1. For each point, find its r nearest neighbors using the dissimilarities d(i, j). Construct a neighborhood graph by connecting each point to its r neighbors, with dissimilarities as the edge weights.
2. Estimate the geodesic distanced r (i, j) between each pair of points i, j by computing the shortest-path distance from i to j through the neighborhood graph.
3. Apply metric MDS to the matrix of pairwise shortest-path distances to obtain an embedding in R d . In our case, this means find z 1 , . . . , z p ∈ R 1 that minimize the stress function (known as stress 1 in the literature)
This minimization reduces to computing the first eigenvector of a matrix derived from pairwise distances.
Then we simply read off the ordering of the variables by ordering their projections z 1 , . . . , z p on the line. Ordering by descending or ascending order of the coordinates makes no difference. From this ordering, we construct a p × p variable permutation matrixP . The covariance matrix is then reordered byΣ
the banding operator B k is applied to the new matrixΣ o , and the variables are then reordered back to obtain the final estimatorΣ
We will refer to this estimator as Isoband, for Isomap+banding.
There are many ways to define a dissimilarity measure based on the covariance matrix. We use
as a measure of dissimilarity, whereρ ij is the sample correlation coefficient between variables i and j. Other monotone decreasing functions of |ρ ij | have been tested and shown to behave very similarly. Alternatively, one could use d(i, j) = C −|σ ij | (dissimilarities need to be non-negative). In either case, we do not distinguish between positive and negative correlations. However, the measure can easily be adjusted to accommodate other desired features of the ordering: for example, using d(i, j) = 1 −ρ ij would result in strongly negatively correlated variables placed as far apart as possible, and positively correlated variables closer together. This case is related to the correlation clustering problem in computer science (Bansal et al., 2002; Demaine and Immorlica, 2003) , which aims to partition a weighted graph with positive and negative edge weights so that negative edges are broken up and positive edges are kept together. However, the correlation clustering algorithm does not look for the ordering that we need for banding (we do not want large negative correlations to be cut off), and has also been shown to be NP-hard.
The case of disconnected neighborhood graphs
So far, we have assumed that the neighborhood graph constructed by the Isomap is connected, and thus shortest-path distances can be computed between all pairs of variables. This is not guaranteed to be the case. If the graph consists of two or more connected components, then it seems reasonable to infer that the variables can be separated into independent blocks (this amounts to connected component clustering), and set all between-block correlations to zero. Then MDS can be applied to shortest-path distances within each component separately, followed by banding each reordered block. The resulting estimator is both block-diagonal and banded, but we select the bandwidth separately for each block; we will still denote itΣ I and refer to it as Isoband.
Note that we do not explicitly seek to construct a block-diagonal estimator, and only impose a block-diagonal structure if more than one connected component is found. An alternative would be to select a fixed number of blocks B, apply a clustering method to correlations to obtain B clusters, and construct a block-diagonal estimator with a block per cluster. A graph partitioning algorithm like normalized cuts (Shi and Malik, 2000) or any other such algorithm could be applied as well. We do not pursue this approach here, and note that in our case, the number of blocks B is determined from the data rather than supplied by the user. Of course, it is also possible that the Isomap will find spurious blocks, or will fail to separate blocks present in the data. Next, we propose a way to improve the neighborhood graph estimation via resampling the data, which we show leads to better estimation of the block structure.
Bootstrap for improved nearest neighbor graph estimation
These neighborhood relationships based on sample correlations may be erroneous, particularly when the true correlations inside a block are relatively weak. Various graph perturbation methods have been proposed to improve stability of estimating structure in graphs -see, for example, Karrer et al. (2008) and references therein. We have tested several such permutation methods (for more details, see Wagaman (2008) ), but found that the regular bootstrap of the data (Efron and Tibshirani, 1994) performs best for our purposes. The bootstrapped Isoband algorithm modifies Step 1 of the Isoband algorithm as follows:
1a Resample the observations with replacement T times and construct T bootstrap sample covariance matricesΣ * 1 , . . . ,Σ * T .
1b For each matrixΣ * t , t = 1, . . . , T , construct a neighborhood graph by connecting each variable to its r nearest neighbors using dissimilarities d * t (i, j) based onΣ * t .
1c Construct the final neighborhood graph by putting an edge between variables i and j if an edge is present between i and j in at least cT of the bootstrap graphs, where c ∈ (0, 1) is a tuning parameter, and assign weight d(i, j) (original dissimilarity) to the edge.
Steps 2 and 3 remain the same. One could consider many variants of this algorithm, for example, averaging bootstrap dissimilarities instead of using the original dissimilarities (with dissimilarities we use, these two variants are essentially the same). Another possibility is to perturb each point by averaging it with its nearest neighbors instead of resampling, an idea inspired by the local noise method of Carreira-Perpiñán and Zemel (2004) which is explored fully in Wagaman (2008) . Further research on graph perturbation methods for the purpose of estimating covariance structure and, more generally, for improving robustness of nearest neighbor graphs is a topic for future work.
Simulation Results
In this section, we investigate Isoband's performance by simulations, and address algorithmic issues such as tuning parameter selection. For simulations, the natural test is to take a covariance matrix that is approximately bandable and see whether (a) the Isomap can recover the correct ordering of the variables and (b) the Isoband estimator is closer to the true covariance matrix than its competitors. Throughout, we consider two types of bandable covariance structures:
Σ 1 corresponds to an AR(1) process and its entries decay exponentially as one moves away from the diagonal; the entries of Σ 2 decay linearly and are set to zero outside the first m sub-diagonals. Both Σ 1 and Σ 2 are in the class U, but Σ 1 is only approximately banded, where Σ 2 is m-diagonal (banded). Later, we will also concatenate these structures together in blocks to test Isomap's ability to discover block-diagonal covariance structures.
Choice of tuning parameters
The only tuning parameter than Isoband requires is the number of nearest neighbors, r; once r is determined, the bandwidth k can be selected following the cross-validation scheme for banding from Bickel and Levina (2008) . For the bootstrapped version, the parameter c also has to be selected. First, we check how the choice of r affects the Isomap. Figure 1 shows the original dissimilarities used by MDS for the first variable d(1, j) = 1 − |ρ 1j | plotted against variable index j, along with shortest-path distancesd r (i, j) for the number of nearest neighbors r = 3, 15, and 30. For all three cases, p = n = 100. It is clear that for MDS to recover the correct ordering the distances need to be increasing, and the more separated they are, the more likely the embedding is to be correct. Figure  1 explains why MDS fails to recover the ordering -all the distant variables are interchangeable; the Isomap, on the other hand, successfully builds up the distances through the neighborhood graph. The "humps" in the Isomap distances for larger r are due to "short-circuit" edges between points At what value of r these short circuits begin to occur depends on how sparse the true matrix is: the sparser the matrix, the smaller r needs to be to avoid them. On the other hand, there does not appear to be a disadvantage in using smaller r for less sparse matrices; we fix r = 3 from this point on. An alternative is to cross-validate for r by including it in the cross-validation scheme we already run for choosing the bandwidth k. A general result on the validity of this method was obtained in Bickel and Levina (2007) .
The choice of the bootstrap tuning parameter c depends on the structure of the true model. If the model is approximately bandable subject to a permutation, which is the class our method is aimed at, each variable has a few neighbors with strong correlations and is weakly correlated with the rest. These strong correlations will consistently appear in bootstrap replications, and a high value of c, such as c = 0.5, is appropriate. On the other hand, if each variable has the same correlation with many other variables and r is small, the neighbors in each bootstrap replication are essentially random, and a lower value of c is appropriate. Even though this latter case appears to be rare in practice, we recommend choosing c by a coarse line search via cross-validation. In all examples below, we use c = 0.5 unless stated otherwise.
Recovered Orderings
Before comparing covariance estimators resulting from reordering the variables, we examine the orderings themselves. For model Σ 2 , where the truth is banded, the order is recovered perfectly every time. For model Σ 1 , which is only approximately banded, solutions are slightly more variable. To assess an ordering, we can plot the coordinates from the embedding against the variable index. The order will be recovered perfectly if the curve is monotone. Figure 2 shows the embedding coordinates from the true Σ 1 (which always results in a correct ordering), and coordinates from three different realizations of the sample covariance. The MDS orderings in all three realizations are completely wrong. For the Isomap, the correct ordering (a) is by far the most likely. The ordering in (b) is unusual, but does not significantly affect the performance of the estimator, and the bootstrap is able to correct it. The Isomap ordering in (c) does affect performance, but it is a rare event; again, the bootstrapped version recovers the ordering successfully. 
Estimation results for approximately bandable matrices
Ultimately, the relevant measure of performance for our method is improved covariance estimation, rather than any measure related to the ordering itself. Here we compare the performance of the Isoband estimator (original and bootstrapped versions), which is invariant to variable permutations, to three other permutation-invariant estimators: the sample covariance, the thresholded sample covariance, and the shrinkage estimator of Ledoit and Wolf (2003) . To demonstrate the advantage of the Isomap over MDS in recovering the ordering, we also include a banded estimator obtained after reordering the variables according to their MDS projection onto R 1 . In addition, we include the banding estimator, which is not permutation invariant, applied to two different matrices: B k (Σ), where the variables are in their "correct" order as specified by the simulation models, and B k (PΣP T ), where P is a random permutation matrix (denoted "Band.P." in the tables). Of the banded estimators, we expect the best performance from B k (Σ) (since the correct order is given and the matrix is approximately bandable), and the worst from B k (PΣP T ). Note, however, that for a very sparse matrix banding even in the wrong order may introduce enough zeros to improve on the sample covariance. The hope is that the performance of Isoband will be close to B k (Σ).
For any estimatorΣ, we measure the estimation performance by the operator (matrix l 2 ) norm of the difference between the estimator and the truth,
where λ i (A) denotes the i-th eigenvalue of A. Note that for the permuted estimator B k (PΣP T ), the correct loss is L(B k (PΣP T ), P ΣP T ), rather than L(B k (PΣP T ), Σ). We chose the operator norm because, as discussed in Section 2, convergence in operator norm implies good performance in PCA. However, in all simulations the matrix l 1 norm and the Frobenius norm were also computed as alternative loss functions; all results are consistent across these three norms.
For each simulation, n = 100 observations were drawn from a multivariate normal distribution with mean zero and covariance matrix Σ, where Σ was from class Σ 1 or Σ 2 . For model Σ 1 , we selected ρ = 0.5, 0.7, and 0.9; for Σ 2 , m = 0.1p, 0.25p, and 0.5p. For all of these, simulations were conducted for p = 10, 100, and 200, with 50 replications for each setting. The random permutation P was fixed throughout; the results are very similar if we average over many random permutations instead. For all banding estimators and for thresholding, the tuning parameter was chosen following the cross-validation scheme of Bickel and Levina (2008) with 10 random splits of the data. In this set of simulations, the neighborhood graph with r = 3 was always connected. The bootstrap was implemented with T = 100 replications and c = 0.5. Table 1 shows the average and SE of operator norm loss over 50 replications for the eight estimators. For Σ 1 , for ρ = 0.7 and 0.9 and p = 100 and 200, Isoband comes close to banding in the correct order and performs better than any other estimator, including the estimator generated by the MDS reordering, thresholding and Ledoit-Wolf. For p = 10, the large p regime does not apply, so we see that banding even in the correct order does not necessarily improve on the sample covariance (and neither do thresholding or Ledoit-Wolf) . For ρ = 0.5, which has very few entries that are substantially different from zero (and thus order is not as important), all the estimators show similar improvement relative to the sample covariance. Applying the bootstrap leads to noticeable improvement in Isoband performance.
For Σ 2 , the pattern is similar. For p = 100 and 200 and for all values of m considered, Isoband comes very close to the benchmark of banding in the correct order, and outperforms everything else. This is also true even for p = 10 for the less sparse structures with 3 and 5 sub-diagonals. For p = 10 and m = 1, thresholding comes closer to the benchmark banding result than Isoband, but that is the only exception. For this model, the Isomap estimates the ordering very well even without the bootstrap, so Isoband and bootstrapped Isoband are very similar.
We also examined the tuning parameters chosen by the various banding estimators (see Wagaman (2008) for full results). Consistently in all situations, the bandwidth picked for banding in the correct order is very close to the bandwidth picked for banding in the Isomap order, another indication that the Isomap is recovering the ordering well. For banding after the variables have been permuted, the results are variable: it either tends to discard almost everything and keep the matrix near-diagonal if the underlying model is very sparse, or it tries to keep many more diagonals than needed in the right ordering.
Estimation Results for Block-Diagonal Covariances
Here we test the ability of the Isomap to discover variable blocks corresponding to the connected components of the neighborhood graph. Three types of within-block structure were considered: Σ 1 (AR(1)), Σ 2 (triangular), and, additionally, Σ 3 , a constant correlation structure with σ ij = ρ for all i = j, and σ ii = 1. Here we only consider dimensions p = 100 and 200, and n = 100. The number of blocks was fixed at 3, with sizes 50, 30, and 20 for p = 100 and 100, 60, and 40 for p = 200. We only show results for concatenating blocks of the same type, although many other settings with different numbers of blocks, block sizes, and block structures were examined. We use notation Σ 1 (0.7, 0.8, 0.9) to refer to a model with three AR (1) blocks with values of ρ of 0.7, 0.8, and 0.9, and block sizes as described above. Similarly, Σ 2 (1/2, 1/2, 1/2) has three triangular blocks with m determined as a fraction of the corresponding block size; e.g., for p = 100 the m values for this model would be 25, 15, and 10. Again, r was fixed at 3, number of replications at 50, number of bootstrap replications T = 100, and a single random permutation P was fixed; there was no significant difference in performance for different permutations. The performance is again measured with the operator norm loss.
We also add another estimator,Σ BD , which is block-diagonal and assumes known blocks, but does not apply banding. The benchmark B k (Σ BD ), in a slight abuse of notation, represents banding each of the known blocks with variables given in their correct order, but the bandwidth k is selected separately for each block. In Table 2 , this is referred to simply as banding. Recall that for Isoband, the bandwidth for each found block is also selected separately. The estimator B k (Σ BD ) is expected to be the best, and others can be compared to it to see relative improvement. The MDS-based estimator is omitted from comparisons in this section, because it was shown to be inferior to Isoband and it does not have the ability to generate a block-diagonal estimator.
Block-diagonal covariance results are shown in Table 2 . For the first two models, Σ 1 and Σ 2 , there is no significant difference between the bootstrapped Isoband and the benchmark banding in all cases, and the regular Isoband comes closer to that than anything else. Thresholding and the unbanded block-diagonal estimatorΣ BD perform noticeably worse, and Ledoit-Wolf performs poorly, only slightly better than the sample covariance.
For the last model, Σ 3 , the blocks are not banded, and there is little difference between the estimators, which all improve on the sample covariance a similar amount, with the exception of the Ledoit-Wolf estimator and banding in the wrong order. Note that for bootstrap in this model we used the value of c = 0.1 rather than c = 0.5, selected by a coarse line search. This example serves to reassure us that when there is no structure, banding after reordering by the Isomap will do no Table 2 : Average (SE) operator norm loss over 50 replications for block-diagonal covariance models. Block sizes are 50, 30, 20 for p = 100 and 100, 60, 40 for p = 200. Parameters used are r = 3, T = 100, c = 0.5 for Σ 1 and Σ 2 , c = 0.1 for Σ 3 . harm: in this case, we discovered the blocks, but did not do any worse by trying to reorder the variables within the blocks.
To assess the sparse structures recovered by each estimator, we plot heatmaps of percentage of the time each element of the matrix was estimated as zero, for the benchmark banding of the correct blocks, Isoband, bootstrapped Isoband, and thresholding. Banding in permuted order tends to pick a very large k and produces very few zeros, and the Ledoit-Wolf estimator is not sparse; they are omitted from the comparison. Figure 3 shows the sparse structure of the estimators for the AR(1) block model Σ 1 (0.7, 0.8, 0.9). Note that, strictly speaking, the truth is not sparse, but it has many very small elements, which should be set to zero. In this case, Isomap does make a few mistakes in identifying the blocks (light-gray patches outside the blocks) but does very similar to benchmark banding within the blocks. The bootstrap is able to correct most of the errors outside the blocks. Thresholding seems to be overall sparser -it has very few non-zeros outside the blocks and substantially fewer non-zeros inside -but we know from Table 2 that it does not do as well as banding on estimation, and thus must be cutting off too many elements.
Results for the triangular block model Σ 2 (1/2, 1/2, 1/2) are shown in Figure 4 . Here, the Isoband results are only slightly noisier than banding, and it identifies the blocks perfectly every time; the bootstrap, therefore, has no errors to correct, and is the same as the Isoband. Thresholding makes some errors outside the blocks, and again appears to cut off a little bit more than necessary inside the blocks. Overall, the Isomap does very well on picking up the two structural features we built into the simulated data -the blocks and the banded structure within each block. 
Real Data Examples
In this section, we illustrate the advantages of discovering structure on two datasets: data on per capita protein consumption in different countries and gene expression data on four types of tumors.
Sources of Protein Consumption
These data on per capita protein consumption from nine different protein sources in 25 European countries were analyzed via principal component analysis in Gabriel (1981) . All variables are measured in grams per capita per day, so there is no need to standardize, and we perform PCA on the covariance rather than the correlation matrix. The nine protein sources are meat (grazing animals), pork/poultry, eggs, milk, fish, cereals, starchy foods, pulses/nuts/oil-seeds, and fruits/vegetables. While the dimension of the data (p = 9) is moderate, the low sample size (n = 25) makes regularization necessary. This situation is exactly what our estimator is designed for: it is clear that some variables are "closer" than others (e.g., one might think that meat and pork are closer than milk and fish), but it is not obvious a priori how the variables should be ordered.
To compare the estimators, we compute the principal components from the sample covariance matrix, Isoband, and the thresholded covariance matrix (the Ledoit-Wolf's estimator does not change the eigenvectors). The bootstrapped estimator is very similar to the Isoband in this case and is omitted from comparison. The Isomap reordered the variables as eggs, meat, starchy foods, pork/poultry, cereals, milk, pulses/nuts/oil-seeds, fish, and fruits/vegetables. Banding in this order chose to keep only three sub-diagonals, introducing 30 zeros in the covariance matrix. The thresholded covariance had 35 zeros; notably, covariances between fruits/vegetables and all other variables were set to 0.
To compare the differences in principal eigenspaces, we use a measure developed by Krzanowski (1979) for comparing principal components between two populations. To compare the principal eigenspaces spanned by the first q PCs, let the first space be spanned by {e 1 , . . . , e q }, the second by {f 1 , . . . , f q }, and define a measure of similarity by
where the inner product < e i , f j > gives the cosine of the angle between e i and f j . If the two eigenspaces are exactly the same, K(q) will take on its maximum value of q. Note that K(p) = p always, and by definition, K(0) ≡ 0. Table 3 gives the values of the Krzanowski measure for q = 1, .., 9 for Isoband and thresholding, both compared to the sample covariance PCs, which show that there is a big difference in the first PC between the sample covariance and Isoband. Moreover, K(q) does not come close to q until q = p, which means that the first Isoband PC is different from all the first eight PCs the sample covariance has found. For thresholding, on the other hand, the first four PCs are very similar to the sample, and the differences only appear in the fifth PC, which accounts for only about 2% of the total variation (Table 4) . Examining the loadings shows that the first principal components for the sample covariance and thresholding is essentially the difference between cereals and milk, whereas the first PC from Isoband is the difference between cereals and fish. To further illustrate the differences between the principal components, we projected the data onto the first two principal components and applied agglomerative clustering (bottom-up) via the agnes algorithm (Kaufman and Rousseeuw, 1990) using Euclidean distances between projected data points as dissimilarities. Results for three clusters are shown in Figure 5 . Agnes solutions are hierarchical; at the first split, it divides the data into two clusters, and then further splits one of the clusters into two. The clustering for thresholding is omitted because it is very similar to the sample covariance (the only difference is that Czechoslovakia and Hungary are split off from the biggest cluster and combined with East Germany, Spain and Portugal).
The sample-based clustering is essentially done only on the second PC, and separates out Finland as an apparent outlier. In the Isoband clustering, all three clusters are substantial in size and both the first and second PCs have discriminating information. The biggest cluster is clearly Western Europe; the second split separates South-Eastern Europe (Yugoslavia, Romania, and Bulgaria) from the rest. While it is possible that other clustering methods may have obtained somewhat different clustering results, this example serves as an illustration of a meaningful reordering of the variables resulting in more meaningful principal components.
Gene expression data on tumors
These data come from a small round blue-cell tumors (SRBC) microarray experiment (Khan et al., 2001) . The experiment had 64 training tissue samples, and 2308 gene expression values recorded for each sample. The original dataset had data on 6567 genes and was filtered down by requiring that each gene have a red intensity greater than 20 over all samples -for more information, see Khan et al. (2001) . The 64 samples include four classes of small round blue cell tumors of childhood: For our analysis, we first rank the genes according to how much discriminative information they provide, as measured by the F -statistic:
where k = 4 is the number of groups, n = 64 is the total number of samples, n j ,x j andσ 2 j are, respectively, the sample size, mean and variance of class j, andx is the overall mean. We examined various subsets of the genes, but only present results for top 50 genes as ranked by the F -statistic, to enable easy visualization of the correlation matrices.
We applied thresholding, Isoband, and bootstrapped Isoband with T = 100 bootstrap replications and c = .5. Thresholding chose such a small threshold that no correlations were set to zero; it is thus omitted from comparisons. Isoband found three blocks of sizes 32, 11, and 7, whereas the bootstrapped version found five blocks of sizes 24, 11, 7, 7, and 1. In the neighborhood graph, the Isoband has 104 edges between the 50 genes, whereas the bootstrapped version has 84, so it does seem likely that the bootstrap removes some erroneous edges. For lack of space, we do not present detailed results matching the blocks of genes found to their expression values for the four classes, but it is clear that there is a strong link between the covariance blocks and the classes. Figure 6 shows heatmaps of estimated correlation matrices. The variables in all plots were ordered by hierarchical clustering (agnes) based on the sample correlations, for ease of comparison. Thresholding is omitted since it is the same as the sample covariance. Figure 6 shows that Isoband retains many strong positive correlations and a few negative ones, while the bootstrap results in even stronger blocks and a few additional negative correlations being retained. Overall, it appears that the bootstrap method resulted in a "cleaner" block-diagonal estimate, which in this case clearly corresponds to the class structure. 
Discussion
While in this paper we have concentrated on regularizing the covariance matrix itself after recovering an ordering, there are many methods for regularizing the concentration matrix that depend on variable ordering, for example, banding (Wu and Pourahmadi, 2003; Bickel and Levina, 2008) or adaptive banding of the Cholesky factor of the inverse. Since these methods also rely on an ordering that places correlated variables close together, our methodology for finding an ordering is equally applicable to regularizing the concentration matrix. An alternative would be to use partial correlations as a measure of similarity, since they are directly the entries of the concentration matrix, but this is not feasible in high dimensions because partial correlations, unlike regular (marginal) correlations, cannot be estimated reliably.
Another extension of our method is to project onto two or three dimensions instead of one to find a variable structure that is most suitable for, e.g., modeling by a Markov random field. Since the theoretical results on banding generalize to any metric on the variable indexes, not just the distance on the line, one would gain the same advantages from regularization, but a two-or three-dimensional structure may be more meaningful in some applications.
Note that the Isoband estimator, like all estimators based on element-wise thresholding to 0 such as banding and thresholding, is not guaranteed to be positive definite. For some applications, such as principal component analysis, this makes no difference, as the negative eigenvalues tend to be very small in absolute value. If positive definiteness is desired, one simple remedy is to replace negative eigenvalues with zeros, although that may destroy the sparsity of the estimator. Another possibility is to inflate the diagonal by adding the absolute value of the largest negative eigenvalue to all entries. These modified estimators differ very little from the original estimator as measured by the operator loss. Also note that, for regular banding, the estimator is guaranteed to converge to the positive definite truth (under appropriate conditions). Obtaining such a result for Isoband formally presents major theoretical difficulties stemming from lack of bounds on shortest-path distances in nearest neighbor graphs for the finite sample case, but, as we saw in simulations, the Isoband estimator tends to be very close to the regular banding estimator.
Finally, we note that the computational cost of finding a one-dimensional ordering is simply the cost of computing the leading eigenvector of a p × p matrix. This can be done efficiently and quickly for p on the order of several thousand, and the computation cost is small compared to permutation-invariant methods that require semi-definite programming algorithms.
