In the smart grid era, high granular data play an important role in providing an enormous amount of information for industry and commerce, both temporally and spatially. With massive data, a hierarchical structure can be constructed, containing load series at diverse levels. With the fluctuation and uncertainty of power supply and demand increasing rapidly, hierarchical probabilistic load forecasting is necessary for a hierarchy formed by power system network, which can provide comprehensive information on electricity consumption at different levels. System operators or power market participants can make coherent decisions based on coherent forecasting. The challenge for hierarchical probabilistic load forecasting is how to produce probabilistically coherent forecasts. In order to simplify the prediction procedure and improve the prediction accuracy, an effective approach that could generate probabilistically coherent forecasts for a hierarchy is introduced in this paper. The proposed methodology has three major achievements: 1) a naive multiple linear regression model is proposed for bottom-level series; 2) a novel approach of combining quantile regression and empirical copulas is proposed to estimate the joint distribution of random variables; 3) to improve the prediction accuracy, a weighted correction method based on constrained quantile regression is introduced to adjust predictive distributions at the bottom level. In case of studies, the effectiveness of our proposed method is verified by using two public datasets. Compared with four benchmarks, evaluation results show that the proposed approach makes better performance.
I. INTRODUCTION
Load forecasting has been the focus of academia and industry for past decades. Most of the decisions made by the utility industry strongly rely on load forecasting. Based on load forecasting, system operators accomplish the work of unit commitment and power system reliability assessment. With the increasingly fierce competition in the electricity market, load forecasting can provide important information for aggregators when participating in energy trading and managing electricity consumption in dynamically. Traditional load forecasting refers to the forecasting at an aggregated node, e.g., a substation. By using suitable statistical or physical methods,
The associate editor coordinating the review of this manuscript and approving it for publication was Nagarajan Raghavan. a satisfying prediction performance can be obtained. However, the improvement in prediction accuracy might be limited when load forecasting only uses the measured information at a single node. Meanwhile, the forecasting of total load cannot provide detailed information of the disaggregated load in sub-area, which is actually essential for distributed energy system scheduling and electricity consumption management.
There has been a growing interest in recent years to research on the spatio-temporal correlations of load series in the range of an aggregated node, in order to further improve the accuracy of load forecasting and provide more details of the load in sub-area. Commensurate with the growing penetration of smart meters, electricity consumption of residential properties, substations and regions can be accurately recorded within hourly periods. There are many upsides to this, e.g., data with high granularity can provide both temporal and spatial information for the utility industry. With massive data, a hierarchical structure can be constructed containing load series at diverse levels. By combining the advancements of computing technology and forecasting methodology, spatial load forecasting has developed into an emerging subject, i.e., hierarchical load forecasting (HLF) [1] , [2] . HLF not only focuses on traditional forecasting methodologies at a single node, but also pays specific attention to the forecasting for a system with a complicated hierarchical structure.
Over the past few years, uncertainties have increased rapidly on both supply and demand sides. Electricity consumption pattern has become more active and less predictable than ever before [3] . Probabilistic load forecasting (PLF), in the forms of quantiles, intervals or density [4] , can provide more comprehensive information than point forecasting.
In the dynamic environment, PLF has attracted increasing attentions.
Combining the advantages of PLF with HLF, the hierarchical probabilistic load forecasting (HPLF) will provide comprehensive probability distribution for load series at different levels of a hierarchy. At the top level, the probabilistic forecasting can be extensively used for stochastic unit commitment, price forecasting, and electricity trading in the market [1] . At the intermediate level, the probabilistic forecasting is used to balance supply and demand in each zone [5] , [6] or substation [7] . At the bottom level, prosumers can use probabilistic information to participate in energy trading and consumers can adjust electricity consumption pattern in the dynamic environment. The challenge of hierarchical probabilistic load forecasting is how to produce probabilistically coherent forecasts. Notably, quite few studies focus on HPLF. In [8] and [9] , the inherent correlation of dataset was ignored and load series were predicted independently during qualifying match of Global Energy Forecasting Competition 2017 (GEFCom2017). Although excellent forecasts were achieved for each single node, predictive distributions for associated nodes are not necessarily coherent. For a hierarchy, coherent decision-making is essential, which needs to be supported by coherent forecasting. In order to produce probabilistically coherent load forecasting, a complicated method was proposed in [10] and a relatively satisfactory performance was obtained.
The aim of our work is to simplify the prediction method and propose a reasonable prediction process for HPLF, which satisfies probabilistically coherent constraints and is compatible with different forecasting models. In this article, a novel bottom-up approach is introduced for HPLF, which is based on linear quantile regression (LQR) and empirical copulas. The quantile regression enables us to estimate the distribution of random variables without any reliance on the prior knowledge of probability density distribution. So far it has been applied to electricity spot price forecasting [11] - [13] , probabilistic wind power forecasting [14] , [15] , and probabilistic load forecasting [3] , [8] , [16] - [18] . To exploit the dependencies between associated nodes and produce probabilistically coherent forecasting, empirical copulas are used to evaluate the joint distribution of random variables [19] . With empirical copulas, we can estimate the joint distribution by taking the advantage of the predicted marginal distribution at the lower level. To improve the prediction accuracy, a multiple linear regression model is proposed. Different from expert forecasts applied in the literature, the multiple linear regression model is easier to build and expand. This feature reflects the practical value of our proposed method. Utilizing the unique advantage of quantile regression and multiple linear regression, the forecasting model can be formulated as a linear optimization problem. It guarantees that the global optimum of fitting parameters with increasing proportions will be correctly estimated. Furthermore, we introduce a weighted correction approach, which allows to improve the accuracy of our method. Main contributions of this paper are listed as follows:
1) A naive multiple linear regression forecasting model is proposed for bottom-level series. New interaction effects are introduced to the traditional model. 2) The joint distribution of random variables is estimated by combining quantile regression and empirical copulas. Without forecasting the mean demand for all nodes, the joint distribution that is used to exploit possible dependencies between associated nodes can be directly evaluated by using predicted quantiles at the lower level. 3) A weighted correction method based on constrained quantile regression is introduced to adjust predictive distributions of bottom-level nodes. Different from using identical weights in the existing method, our method uses different weights to adjust each quantile. The rest of this paper is organized as follows. Relevant definitions about HPLF and evaluation criteria are introduced in Section II. In Section III, the advantages of our approach compared with the existing method are described in detail. Comprehensive case studies are conducted by comparing our work with four benchmarks in Section IV. In Section V, we summarize our findings and give the conclusion with an outlook for future research. The nomenclature used in this paper is detailed in Table 1 .
II. HIERARCHICAL PROBABILISTIC LOAD FORECASTING
In this section, we first introduce the definition and notation relating to HPLF. Then, a comprehensive evaluation method is used to evaluate the performance of our proposed method.
A. DEFINITION AND NOTATION
In power system, a hierarchy is formed by power system network and electricity consumption at each node. Many PLF methods had been proposed for single node in a hierarchy. The predicted cumulative distribution function is computed by only using historical observations of the target node. Because possible dependencies of electricity consumption between associated nodes are not taken into account, the predictive distribution will not necessarily be probabilistically coherent. In a hierarchy, coherent decision-making needs coherent forecasting to support. To exploit possible dependencies between associated nodes and generate coherent forecasting, the joint cumulative distribution is needed to be estimated. However, with the increasing number of nodes in a hierarchy, the coherent forecasting for a hierarchy will be very challenging.
In order to estimate the distribution of random variables without distributional assumption and limitation of selecting forecasting models for different nodes, a bottom-up approach was proposed in [10] . It resorts to Monte Carlo simulation to estimate the distribution of load series at the bottom level. To take account of dependencies between directly connected nodes, empirical copulas based on standardized residuals bijective mapping are used to generate forecasting for aggregated nodes. The method is shown in Fig. 1 (a) .
In this paper, we simplify the prediction method without violation of probabilistically coherent constraints. The approach of our proposal is shown in Fig. 1 (b) . Compared with the existing method, our method only needs to model the bottom level series in step A. In steps B and C, linear quantile regression that is a nonparametric approach is used to estimate quantiles of random variables. By combining quantile regression with empirical copulas, the joint distribution of random variables is estimated, where forecasting mean demand for all nodes in a hierarchy are not necessary. In step D, to improve the accuracy of our proposed method, bottomlevel predictive distributions are adjusted by using different weights instead of identical weights.
B. EVALUATION INDEX AND METHOD
The effectiveness of our proposed method should be comprehensively evaluated by using some appropriate indices. The common evaluation criteria for probabilistic forecasting contains reliability, resolution, and sharpness [20] .
Quantile Score (QS) is a proper scoring rule, which was widely used in probabilistic energy forecasting literature and in GEFCom2017 [9] . It can provide comprehensive assessment from the perspective of reliability, resolution and sharpness. It is calculated as (1a),
where ρ α q (·) is given as (1b),
t+h|t is the predicted quantile with nominal proportion α q at time t for look-ahead time h, H is the forecast horizon, and Q is the number of quantiles, respectively. It should be note that the quantile score is a negatively oriented index. The smaller the quantile score is, the better the performance of a method is.
III. METHODOLOGY OF HIERARCHICAL PROBABILISTIC FORECASTING A. FORECASTING MODEL FOR BOTTOM-LEVEL LOAD SERIES
So far, the electricity consumption pattern has been more uncertain and less predictable than ever before. Load series at the bottom level have higher volatility than those of aggregated loads in the upper level. In [21] , several forecasting models based on kernel density estimation were proposed for individual electricity consumption data. Although these methods are data-driven without any prior knowledge or hypotheses, the selection of kernel bandwidths and the presence of boundary effect are two key challenges for these methods. To improve the accuracy of load forecasting and identify useful information from smart meter data, load series clustering and pattern recognition are adopted in the process of data preprocessing and load forecasting. In [22] - [24] , the electricity consumption pattern is classified into several representative groups, and fine-grained information on energy consumption is used for load forecasting. In [25] , random forest is used for forecasting the long-term component of single user's consumption.
In our proposed approach, a multiple linear regression model is employed for bottom-level load series. Regression analysis is a load forecasting technique that is widely used in the industry [3] . Meanwhile, a multiple linear regression model is easy to build and expand. These features reflect the practical value of our proposed method. At the same time, a variety of multiple linear regression models have been proposed for PLF [3] , [26] , [29] . Although the fluctuation of load profile strongly depends on human behavior, load series tend to exhibit seasonal cycles. Plenty load data analysis show that the electricity consumption level is lower during nights and higher during days; lower by weekends and higher by weekdays; lower when the temperature is comfortable and higher when the temperature is uncomfortable [27] , [28] . Furthermore, the interaction effect of these three typical features can also affect electricity consumption [29] .
In this paper, the qualitative integer variable W t , whose value varies from 1 to 7, is used to model types of a week, with each type for a day. The qualitative variable ToD t represents the different time of a day. The qualitative variable T t represents the different temperature of a day. The vanilla benchmark of [3] uses the interaction effect between two of the three features, e.g., ToD t × T t , to fit load series. Based on the above analysis, we introduce the interaction effect of all the three features, e.g., W t × ToD t × T t . Meanwhile, the qualitative integer variable M t , whose value varies from 1 to 12, is used to model types of a month. The interaction effect between month and temperature is also considered. Finally, we propose a forecasting model for the j-th node at the bottom level as (2) .
where Trend j,t is a quantitative variable in ascending order, whose value varies from 1 to N ; x j,t is the input vector; θ j is the vector of fitting parameters. Before forecasting, load data of a node is regrouped by different time of a day, and sub-data sets are separated by types of a week, respectively. Then, forecasting model is trained for each data groups. Hence, if load data are recorded by hourly interval, there will be 24 × 7 = 168 data groups and correspondingly 168 models are needed to be trained.
B. PROBABILISTIC FORECASTING BASED ON LINEAR QUANTILE REGRESSION
In section III.A, we have built forecasting models for bottomlevel series. By applying a suitable method, we can easily predict the distribution of each node at the bottom level. The form of predictive distribution can be probability density distribution, intervals or cumulative distribution. Compared with probability density distribution and intervals, cumulative distribution is widely used when evaluating the accuracy of prediction and can provide more comprehensive information.
Quantile regression aims to use a set of quantiles approximating the unknown cumulative distribution function [30] . In this paper, linear quantile regression (LQR) is adopted, in which the regressand (the quantile) is assumed as a linear function of regressors (input features) [31] . In practice, single quantile can provide limited useful information on uncertain electricity consumption for decision-making activities. To present comprehensive information, it is necessary to generate a series of quantiles with increasing proportions.
Letŷ j,t x j,t ,θ α q j as the formula of LQR model, θ α q j ∈ R n j is the vector of fitting parameters of the j-the node with proportion α q at time t. According to the definition of single quantile and equivalent method [13] , the loss function of multiple quantiles can be formulated by summing loss functions for different proportions. The optimization problem can be equivalently formulated as (3a ∼ 3c),
In order to avoid overfitting, we add an additional l 1 -norm regularization term to the objective function (3a). With constraints (3b) and (3c), the vector of fitting parameters θ α q j in (3a) is estimated by solving a piecewise linear optimization problem. According to the definition of the minimization problem of linear programming theory, the global optimum of fitting parameters can be obtained.
After that, the vector of fitting parameters θ α q j can be extended to a matrix of fitting parameters j ∈ R n j ×Q [31] .
j is a stacked matrix and each column is a vector of fitting parameters θ
Finally, after obtaining the matrix of fitting parametersˆ j of the j-th node, the predicted quantile at time N for look-ahead time h isŷ
where x j,N +h|N ∈ R n j is newly input vector of the j-th node at time N for look-ahead time h,ŷ j,N +h|N ∈ R Q is a row vector constructed by all predicted quantiles, i.e.,ŷ
. According to Section 2.5 of [32] , the crossing between predicted quantiles possibly happens, whereŷ
. This phenomenon violates the monotonicity of quantile. In order to avoid the crossing of estimated quantiles and accord with the definition of quantile, we conduct rearrangement when quantile crossing occurs.
The framework of LQR for estimating and forecasting a set of quantiles is visually demonstrated in Fig. 2 . In the framework, the forecaster, which is established on linear regression, directly generates quantiles for the j-th node at the bottom level with a series of increasing proportions. The advantage of this framework is that no assumption of probability distribution is made before forecasting. With a set of quantiles, the comprehensive information can be provided for load series at the bottom level. 
C. PROBABILISTICALLY COHERENT FORECASTING BASEDE ON EMPIRICAL COPULAS
Our target is to produce probabilistically coherent forecasts. 
. By using empirical quantiles (i.e., order statistics) and empirical copulas, the joint cumulative distribution F can be estimated asF y s 1 
is the empirical distribution the r-the child node, and y s r ,(t) is the order statistic of the set y s r ,1 , · · · , y s r ,N of the r-th child node with r = 1, · · · , |A i |, respectively.
Summarizing input features of state-of-the-art models for load forecasting [3] , [8] , [9] , [18] , the electricity consumption is mainly affected by hour of day, day of week, month of year, temperature and public holidays. For different consumers, most of these features are all the same. It will lead to similar behaviors of electricity consumption in VOLUME 7, 2019 demand sides. Meanwhile, [8] also point out that all load series of a hierarchy share relatively similar weekly standard behaviors. Based on these findings, we assume that there are very similar electricity consumption behaviors at different nodes in the same level for a hierarchy, where load series at bottom level are aggregated to a certain degree of the data of smart meters. According to the monotonicity of quantile, we can derive that the quantile of joint distribution F at time t is equal to y s 1 ,(t) , · · · , y s |A i | ,(t) T . Then, the distribution of Y i,t can be directly evaluated with the quantile of corresponding joint distribution. For the i-th aggregated node, the quantile of the joint distribution with proportion α q at time N for look-ahead time h is equal to ŷ 
D. WEIGHTED CORRECTION BASED ON CONSTRAINED QUANTILE REGRESSION
In this paper, a bottom-up probabilistic forecasting method is proposed and applied to compute the probabilistically coherent hierarchical load forecasting. The defect of proposed approach lies in that no data from other levels are used during the forecasting process of nodes at the bottom level, which is similar to classical bottom-up forecasting. To improve the accuracy of our proposed method, we introduce a weighted correction step based on constrained quantile regression. It can reduce the effect of noise at the bottom level and the influence of lower-level forecasting errors on the upper-level forecasting. Different from correcting all forecasts based on identical weights in the existing literature [10] , our approach use different weights to correct different quantiles of each node at bottom level. Letŷ α q t ∈ R L be a vector of the predicted q-th quantile of all nodes at time t. The revised forecasts are computed as (6) . 
Refer to the constrained quantile regression model in [17] . The weight vector ω α q j for the q-th quantile of the j-th node at the bottom level is formulated as (8a ∼ 8d).
where ρ α q (·) is given as (1b) with nominal proportion α q , N v is the number of samples in validation dataset and y j,t is the demand of the j-th node at time t, respectively. ε ∈ R is adjustment interval budget. It is determined by the maximum residual between the median of predicted quantiles at different time and corresponding actual observations. Box constraint (8c) specifies the bound of adjusted forecasts and can limit overfitting of our weighted method. In fact, the introduced method is not necessarily for every bottomlevel node. We compare the QS of original forecasts and revised results. Then, the proposed method is applied to the node whose QS is decreased. The introduced correction approach has two advantages. First, by considering data from other levels, it reduces the effect of noise at the bottom level on base forecasts. Second, by using different combination weights, the correction for different quantiles is more flexible. By using matrix α q , we can obtain the revised forecasts of bottom-level seriesỹ 
E. DISCUSSION AND IMPLEMENTATION
Up to now, our method for HPLF have been presented in the previous parts. Next, we will comprehensively discuss our method and introduce the implementation.
There are four steps in our method, i.e., predictive modeling, quantile regression forecasting for bottom-level load series, probabilistically coherent forecasting for aggregated nodes and weighted correction for predictive distributions at the bottom level. On the one hand, the process of predictive modeling for bottom-level load series and quantile regression forecasting are two independently steps. This indicates that our approach is a hybrid method. The upside is that changes of the forecasting model for bottom-level load series do not affect subsequent steps. On the other hand, the applied quantile regression is a compatible and nonparametric approach. It is compatible with a variety of forecasting models, e.g., linear regression model [3] , [8] , extreme learning machine [14] , neural network [18] , hybrid intelligent model [15] , boosting additive model [16] and generalized additive model [33] . This feature reflects that our approach can flexibly adapt to different forecasting models without any assumptions.
Algorithm 1 Probabilistically Coherent Forecasting and Weighed Correction
Input: Input vector of validation dataset x j,t ∈ R n j and observations y j,t ∈ R of each node at the bottom level, the matrix of fitting parametersˆ j ∈ R n j ×Q . m, 
The implementation of the first two steps have been clearly shown in Fig. 2 . In this part, we only present the algorithm pseudocode of the last two steps as follows.
IV. CASE STUDY
The effectiveness of our proposed method is evaluated by using two public test datasets, the ISO New England (ISO-NE) data and the data collected by the Commission for Energy Regulation (CER) in Ireland [34] . To comprehensively estimate the cumulative distribution in a hierarchy, quantiles changing from 10% to 90% with 10% increments are generated. The shifted date method [4] is adopted to generate temperature information for look-ahead forecasting. Quantile score is used to evaluate the performance of obtained temperature data with validation dataset and the number of shifting days is determined by the smallest quantile score.
As mentioned in Section III.E, there are four steps in our method. The computational effort is mainly determined by the second step, i.e. quantile regression forecasting for bottom-level load series. For a node at the bottom level, the process of evaluating fitting parameters for LQR model will be repeated 168 (i.e. 24×7 = 168) times if sampling rate of daily load is hourly interval. With the increasing number of nodes at the bottom level, the evaluation of fitting parameters will be very challenging. This situation may be improved by using parallel computing techniques [35] , [36] . In this article, case studies are conducted on a PC with an Intel i7-6700 processor at 3.4GHz and with 16 GB of RAM. The forecasting process is implemented and optimization problems are solved by using YALMIP [37] and CPLEX in Matlab R2017a.
A. HIERARCHICAL STRUCTURE OF DATA SET
ISO-NE is a regional transmission organization. Its service region is the northeast of U.S. including Connecticut (CT), Vermont (VT), Maine (ME), Rhode Island (RI), New Hampshire (NH), and Massachusetts (MA). Meanwhile, MA is divided into three areas including Northeast Massachusetts Boston (NEM), Southeast Massachusetts (SEM), and West Central Massachusetts (WCM). The specific hierarchical structure is shown in Fig. 3 (a) . The zonal load and dry-bulb temperature are published on the ISO-NE website [38] . In order to confirm that our proposed approach is not specific to one dataset, CER dataset is used in secondary case study. The data can be obtained via the Irish Social Science Data Archive (ISSDA) [39] . Weather data are obtained as mentioned in [16] . For CER data set, we firstly separate the data into five sub-data sets based on five different tariff classes in [34] . The number of consumers in each sub-data set is 1010, 382, 1018, 373, and 782, respectively. In fact, it is a large-scale hierarchy. If we directly conduct HPLF for it, the forecasting problem quickly becomes computationally intractable. Apparently, we need to aggregate a few numbers of smart meters, which can decrease the complexity of the hierarchy. In new hierarchy, the demand of each node at the bottom level is formed by summing the load of 100 smart meters. Then, 36 nodes are formed at the Customer Level. We assume that 18 agents at the Agent Level serve the demand of all consumers (i.e., each agent serves two consumers at the Customer Level) and the consumer of different tariff classes belong to different subareas. Finally, all demands are aggregated at the Total Demand Level. The hierarchical structure is shown in Fig. 3 (b) .
B. BENCHMARK METHODS
To illustrate the superiority of our proposed approach, we introduce four benchmark methods.
• Benchmark 1 (B1): It is an independent forecasting method (i.e., each node has its independent forecasts) based on quantile regression. Possible dependencies between different nodes are not taken into account. It is one of winner models in GEFCom2017 [8] , which represents the state-of-the-art technique.
• Benchmark 2 (B2): The vanilla benchmark is treated as the second benchmark method. It was used to produce benchmark results for each node of a hierarchy in the evaluation of GEFCom2017. It is also an independent forecasting method. The QS of B1 and B2 had been computed in [8] and we list them in Table 2 .
• Benchmark 3 (B3): The vanilla model [29] , which is treated as fitting formula of quantile regression, is used to make predictions for bottom-level series in our proposed method. With similar subsequent steps, hierarchical probabilistic load forecasting is conducted for the same hierarchy.
• Benchmark 4 (B4): An traditional approach that uses identical weights [10] to adjust predictive distributions at the bottom level is used to adjust our bottom-level predictive distributions.
C. DATA PREPARATION AND FORECASTING
In the first case study, hourly load series of ten zones are recorded from March of 2003 to nowadays. According to rules of GEFCom2017 qualifying match, we are required to conduct a medium-term forecasting. Monthly load series from January to April of the year 2017 for different zones are needed to make predictions. Prior to the forecasting, the missing value is averaged by two adjacent records at the beginning of daylight saving time, and the doubling hour load is divided by two at the end. Since load series of January and Table 2 shows all QS in different nodes of all methods. In Table 2 , QS in different nodes of all methods are provided. Meanwhile, we can obtain the heat map corresponding to the relative improvements of our approach compared with the best independent forecasting method (B1) and probabilistically coherent forecasting method (B3) as shown in Fig. 4 . From Table 2 , we can see that the proposed approach achieves relatively smaller QS in most cases than benchmark methods in different nodes. In Fig. 4 , it is obvious that the proposed method achieves positive improvements nearly in 100% of cases for aggregated nodes. Although our forecasting models for load series at the bottom level are not as complicated as B1, theQS is improved nearly 70% of cases. In the case study, the similar forecasting model is used by B2 and B3. Comparing the QS of them in Table 2 , we can find that the QS of B3 has a significant decrease. In some cases, the performance of B3 is better than B1. All these results prove that it is necessary to take account of possible dependencies between associated nodes during hierarchical probabilistic forecasting. Comparing our method with B3, we just change the fitting model of quantile regression. This is benefit from that our method is a hybrid method. Compared with B3 in Fig. 4 , our forecasting model achieves smaller QS in nearly 90% of cases. It verifies the effectiveness of new interaction effects that introduced to the traditional model. Compared with B4 in Table 2 , our weighted correction method has reduced quantile scores in most cases. The only exception is in March, however, the difference between our approach and B4 is very small (less than 1%).
In fact, our proposed method is a bottom-up approach (i.e., the lower-level load is firstly forecasted). The error in the lower level will influence the upper-level forecasting. However, the forecasting performance of the bottom-up approach usually depends on the hierarchical structure and the behavior of load series in each node. One important finding comes from [40] . In this paper, the authors pointed out that the bottom-up method is preferable if load series of aggregated nodes have relatively small variances. In comparison, the independent method usually performs well for unstable time series of nodes in any levels. As for our case, i.e., a hierarchy formed by power system network and electricity consumption at each node, its bottom level might consist of the electricity demand of individual customers, while the intermediate and top level could be aggregated load across hundreds of consumers. This means that the variance of aggregated load is less than that of individual demand at the bottom level. Therefore, the bottom-up method is suitable to hierarchical forecasting problem of electricity consumption.
In order to illustrate the effectiveness of our proposed approach, we compare our method with the independent method (B1). The average quantile score of four months in different nodes and relative improvements of our approach compared with the independent method are listed in Table 3 .
From Table 3 , we can see that our proposed approach achieves relatively smaller quantile score in most cases than the independent method (B1) in different nodes. The result indicates that our proposed bottom-up approach is more suitable to the hierarchical forecasting problem of electricity consumption.
In the second case study, CER dataset is used. It was recorded every half an hour from 14 July 2009 to 31 December 2010. We split the data into two parts. The first one year records, from July 2009 to July 2010, are used as insample data. The remaining data from August to December 2010 are used as out-of-sample data. The data of the last month recorded before the month forecasted is used for validation. With the change of the month that we predict, the corresponding data of its previous month are treated as in-sample data.
Average quantile scores at different levels by using different methods are listed in Table 4 . Because the training samples are limited, B1 and B2 may have the overfitting problem. Thus, quantile scores of these two methods are not contained in Table 4 .
From Table 4 , we can see that our proposed approach still achieves the relatively smaller QS in most cases than benchmark methods at different levels. Compared with B3 (i.e., using the vanilla model), our proposed model achieves smaller QS in nearly 80% cases. Compared with B4 (i.e., using identical weights), our weighted correction method further reduces the quantile score in nearly 75% cases. Thus, the performance of our method is better than both two benchmark methods. Fig. 5 , we can see that actual load series in lower level show higher volatility than load series in the upper level. However, prediction intervals of our proposed method have almost covered the actual load series at different levels. This demonstrates that our approach is not specific to the data coming from the simple hierarchy.
The computational time for training and forecasting procedures of two cases are listed in Table 5 . From Table 5 , we can see that the time consumption of our proposed approach is almost determined by the training procedure. In the training procedure, the process of evaluating fitting parameters for forecasting model dominants the computational effort. In the first case study, the process is repeated 1344 times (i.e., 168 × 8 = 1344). Because the hierarchy in the second case study becomes complex, the repeated times increase to 6048. Correspondingly, the time consumption of the training procedure has a significant increase. However, the forecasting time is less than 300 milliseconds, which almost meets the time requirement of online prediction. In fact, fitting parameters of forecasting model can be evaluated offline and cached in advance when forecasting models are not necessary to update in real time.
V. CONCLUSION
In this paper, a novel approach is proposed, which applies linear quantile regression technique to approximate unknown cumulative distribution of random variables in the hierarchy without any distributional assumptions. In order to produce probabilistically coherent forecasts, the distribution of all aggregates are computed by using the empirical copulas and predicted quantiles of their directly connected nodes in the lower level. By combining quantile regression and empirical copulas, the joint distribution of random variables is estimated, which simplifies the prediction procedure and makes it less complicated than the existing methods. To improve forecasting accuracy, a naive multiple linear regression model is proposed for load series at the bottom level. To make up for the defects of our bottom-up approach, we introduce a weighted correction approach to make adjustments to the predictive distributions at the bottom level. Remarkably, the proposed approach is a hybrid and compatible method that allows a variety of forecasting models to be selected, in order to adapt to different demand patterns. In case studies, the effectiveness of our proposed method is evaluated by using two public datasets. According to the evaluation criteria, the proposed method makes a better performance than other benchmark methods.
The proposed approach has exploited possible dependencies between directly connected nodes. However, whether other relationships (e.g., similar electricity consumption patterns) between nodes in the same level can be used to improve the prediction accuracy of our proposed approach is worthy of study in the future. Besides, the proposed forecasting procedure is conducted in a centralized way, where the training time might be too long to be acceptable for a more complicated hierarchy. Therefore, our approach should be improved in a distributed manner in the following study.
