Introduction
We analyze the structure of all ideals constructed by taking the rst partial derivatives of a trilinear form whose coe cients satisfy a kind of weak genericity property.
Here is the set-up: let K be a eld and let R be the polynomial ring over K in the three sets of indeterminates X 1 ; : : :; X n , Y 1 ; : : :; Y m , Z 1 ; : : :; Z p . We will assume throughout that n m p. Let A = X 1 i n 1 j m 1 k p a ijk X i Y j Z k be a trilinear form in R, and let J A denote the ideal of R generated by all the partial derivatives of A. A question that arises from the theory of hyperdeterminants (see GKZ, page 445] ) is the following: What can be said about the ideal J A ? A reason for this question emerges, among other things, from results which show that information on the depth of J A and, more nely, on the primary decomposition of J A , is linked to information on the hyperdeterminant of A, (see BW] ). The di culty with hyperdeterminants, whose de nition makes sense only when n m + p ? 1, is that there is no explicit formula for them. However, 1991 Mathematics Subject Classi cation. 13C40 Key words and phrases. Primary decomposition, Jacobian ideals, 1-generic matrices. when n = m + p ? 1, the hyperdeterminants are better understood. The rst author, together with Bo and Bruns, analyzed in BBG] the minimal primes of J A when the entries in A satisfy a speci c combinatorial structure; more precisely, A is taken to be a \non-degenerate diagonal trilinear form of boundary type", namely n = m + p ? 1 and a ijk 6 = 0 if and only if i = j + k ? 1. In that paper the authors also ask if it is possible to relax in any way these assumptions BBG, Remark 1.17].
We provide an answer to this question in the present work: the structure described in BBG] holds in a much larger context, see Theorems 4.10 and 4.11. We determine the minimal components and the radical of J A , and moreover, when n = m + p ? 1, we give an explicit criterion for when the hyperdeterminant of A vanishes (Proposition 3.13).
The critical idea in this paper which enables these generalizations is the new concept of a trilinear form in general position. We develop and analyze the properties of such trilinear forms in Section 3. Whereas the proofs in BBG] relied on the combinatorial structure of the a ijk , our concept of the generic trilinear form enables us to relax quite a few of the assumptions from BBG] and still simplify the proofs and yield some extra results. Moreover, our generalizations are in some sense \natural", as, for example when n = m + p ? 1, the trilinear forms in general position correspond exactly to those threedimensional arrays for which the hyperdeterminant is non-zero (see Proposition 3.13).
The organization of the paper is as follows: in Section 2 we introduce the notation and de ne trilinear forms in general position (see De nition 2.2). In Section 3 we show that, when K is algebraically closed, the class of matrices in general position is very large and that it includes those treated in BBG] (see Corollary 3.12 and Proposition 3.13). We prove, in fact, that there is a Zariski-open subset U of K nmp such that if (a ijk ) 2 U, then the corresponding A is in general position (see Proposition 3.14). The key idea of this part of the paper is that the notion of trilinear form in general position is related to the concept of the 1-generic matrix introduced by Eisenbud in E2] . More precisely, we give a wider de nition of 1-genericity, (see De nition 3.1), and we use it to prove some equivalent and simpler formulations of general position (see Theorem 3.11). In this part of the work we exploit the interplay among the three matrices of linear forms obtained by taking appropriate second partial derivatives of A. When the underlying eld is algebraically closed, A is in general position if and only if any one (equivalently: each one) of these matrices is 1-generic.
In Section 4 we nd the minimal primes of J A for the trilinear forms in general position. These resuls are analogous to those in BBG] . However, our proofs use the genericity abstraction rather than the prescribed combinatorial structure of the coe cients of the trilinear form. In Section 5 we go beyond BBG] and explicitly describe the radical and the minimal components of J A (see Theorems 5.1 and 5.2). Furthermore, in Section 6 we give explicit primary decompositions in the case that p = 2 (see Theorem 6.5 and Theorem 6.7), and we discuss some properties of the embedded components in general.
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Notation
Throughout we use the trilinear form A described in the Introduction with n m p 1. If one of the n + m + p variables does not appear in A, we may without loss of generality reduce the number of variables, as this makes the problem in principle simpler to solve. Moreover, to prevent degenerate cases we also assume that even after any linear change of variables separately among the three groups of variables, all the variables appear. In particular, this restricts n to be at most mp, as A is a homogeneous linear polynomial in the n variables X i with coe cients taken from the mp-dimensional vector space of all products Y j Z k .
Throughout X denotes the p by m matrix whose ijth entry is the second partial derivative A Y j Z i . Similarly, Y is the p by n matrix whose ijth entry is A X j Z i , and Z is the m by n matrix whose ijth entry is A X j Y i . In contrast, X; Y and Z denote (X 1 ; : : :; X n ); (Y 1 ; : : : ; Y m ) and (Z 1 ; : : :; Z p ), respectively. Depending on the context, these stand for either the ideal or the row vector.
Similarly, A X stands for either the ideal or the vector (A X 1 ; : : : ; A X n ). A Y and A Z are de ned similarly. Note that A X , as a vector, is equal to the product of the vector Z = (Z 1 ; : : :; Z p ) with the matrix Y , namely A X = ZY . Also, A X = Y Z. Similarly, A Y = ZX = XZ T and A Z = XY T = Y X T .
For any matrix M and any integer q 0, I q (M) stands for the ideal generated by the q by q minors of M.
With this notation, the ideal A X equals I 1 (ZY ) = I 1 (Y Z), A Y equals I 1 (ZX) = I 1 (XZ T ) and A Z = I 1 (XY T ) = I 1 (Y X T ). Note that the determinant of the square matrix appearing above is a monic polynomial in of degree s 1. As K is algebraically closed, there exists an 2 K which is a zero of the determinant. This means that for this choice of , the entries of Row 2 + Row 1 do not generate an ideal of height s, so that M is not 1-generic.
We prove in the next two lemmas that when a matrix is 1-generic, the ideal generated by its maximal minors is \large". 
As there is no rational number b for which 1 ? b 2 + b = 0, this last ideal also has height 2. Thus every generalized row generates an ideal of height exactly 2, yet I 2 (Y ) is principal, so it cannot have height 2. Thus this Y is not 1-generic.
The 1-genericity of any one among X, Y or Z implies the 1-genericity of the others, and even more is true: 6 Proposition 3.6: If n m+p?1, the following are equivalent (without any assumption on the eld K):
Proof: As n m+p?1, X is 1-generic if and only if it is 1-generic in Eisenbud's sense E1, E2] . But a matrix is 1-generic in Eisenbud's sense if and only if its tranpose is 1-generic in Eisenbud's sense. This proves that the rst two statements are equivalent.
The proof that the rst and the third statements are equivalent is essentially the same as the proof of the equivalence of statements (ii) and (iv). We explicitly only prove here that if X is 1-generic, so is Y . The converse has a completely analogous proof.
Assume that Y is not 1-generic. First observe that an invertible row operation on Y corresponds naturally to a linear change of variables among Z 1 ; : : :; Z p , and thus to an identical invertible row operation on X. Then Y is 1-generic but its transpose is not, as say the entries of the rst column of Y generate an ideal of height strictly smaller than 2. By the last proposition, we know that for this Y , both X and Z are 1-generic matrices. We calculate them:
so that X = X 1 X 2 X 2 X 3 ; Z = Z 1 Z 2 0 0 Z 1 Z 2 :
Thus Z is also 1-generic, but its transpose is not. Note that MX is still 1-generic. Let X 0 be the submatrix of MX consisting of all but the second row. X 0 is 1-generic, so by induction on p, the m entries of (Z l ; f 3 ; : : :; f p )X 0 generate an ideal of height m in T ?1 K X 1 ; : : :; X n ; Y 1 ; : : :; Y m ; Z l ; f 3 ; : : :; f p ]. But Q (A Y ) + (f 2 ) = I 1 ((Z l ; f 3 ; : : :; f p )X 0 ) + (f 2 ), which has height at least m + 1. This contradicts the assumption that Q was minimal over an m-generated ideal. Thus the height of T ?1 (A Y ) is exactly m and its radical is a prime ideal. Thus T ?1 (A Y ) is generated by a regular sequence, so it has no embedded primes. Hence as a further localization of T ?1 (A Y ) is a prime, so is T ?1 (A Y ).
Next result summarizes all the information we have about the interaction between the concepts of general position and 1-genericity. It also underlines the interplay and the properties of the matrices X, Y and Z. (ix) A is a trilinear form in general position.
Proof: Proposition 3.6 proves that (i), (ii), (iii) and (vi) are equivalent. Lemma 3.5 proves that (iii), (iv) and (v) are equivalent and also that (vi), (vii) and (viii) are equivalent. Thus the rst eight statements are equivalent. By the third condition of general position, (ix) implies (iv). Finally, Lemmas 3.3, 3.5, 3.8, and 3.10 prove that the rst eight statements imply the last one.
This theorem shows that perhaps one should de ne general position by a simpler formulation such as statement (iv). However, for the proofs in the following it is more convenient if we keep referring to the conditions of general position in its original de nition, De nition 2.2. Moreover, the equivalences in the theorem only hold when K is algebraically closed, but we do not use an algebraically closed eld throughout the paper.
In the rest of this section we prove that there are many trilinear forms in general position. In conclusion, the trilinear forms in general position represent a much wider class than that described in BBG]: they include the catalecticant, generic, generic symmetric, and a lot more kinds of matrices.
The minimal primes of J A
We determine explicitly all the minimal primes of J A for A in general position. Several proofs of this section employ ideas of BBG]. However, our results are more general, and proofs often simpler.
In this section the underlying eld does not need to be algebraically closed. Then the height of I 1 (ZX) : Z is at least m. Also, the height of I p (X) + I 1 (ZX) is at least m.
Proof: As I p (X) + I 1 (ZX) (I 1 (ZX) : Z), it su ces to prove that the height of I p (X) + I 1 (ZX) is at least m.
Let Q be a prime ideal in K X 1 ; : : :; X n ; Z 1 ; : : :; Z p ] containing I p (X) + I 1 (ZX). If Q contains all the Z k , then (Z 1 ; : : : ; Z p ) + I p (X) Q. Since A is in general position we have ht I p (X) = m ? p + 1 and we deduce that ht Q ht ((Z 1 ; : : :; Z p ) + I p (X)) p + m ? p + 1 = m + 1.
If Q does not contain all the Z k , then again ht Q m because A is in general position and satis es condition 4 of De nition 2.2.
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Remark 4.5: There always exists a minimal prime ideal Q of I p (X) + I 1 (ZX) which does not contain all the Z k . This is so for otherwise (Z 1 ; : : :; Z p ) p I p (X) + I 1 (ZX) (X 1 ; : : :; X n ), which is a contradiction. So let Q be a minimal prime not containing some Z k . Then after localization at Z k , the ideals I p (X) + I 1 (ZX), I 1 (ZX) : (Z 1 ; : : :; Z p ) and I 1 (ZX) are all equal. As I 1 (ZX) is generated by m elements, then after localization at Z k the ideal I p (X) + I 1 (ZX) has height at most m. Thus with hypotheses in the lemma, the height of I p (X) + I 1 (ZX) is exactly m. Proposition 4.6: Let X be a 1-generic matrix, or equivalently, let A be a trilinear form in general position. Then I p (X) + I 1 (ZX) is a perfect ideal of height m.
Proof: Let U be a p by n matrix of indeterminates U ij , and S the polynomial ring generated over K by all the U ij and all the Z i . Let I = (Z 1 ; : : :; Z p )S, A = I 1 (ZU) I and J = I 1 (ZU) : S (Z 1 ; : : :; Z p ).
By the initial assumption that all the variables appear even after a linear change of variables, we get that I 1 (X) = (X 1 ; : : :; X n ). As , the ideal J has height m, and S=J is a Cohen-Macaulay ring. If we knew that I 0 P = A 0 P for every prime ideal P containing I 0 with ht P m, we could conclude by using a result of Huneke and Ulrich, HU, Proposition 4.2, ii) ]. So we now verify I 0 P = A 0 P . Since I 0 = (Z 1 ; : : :; Z p )S and A 0 = I 1 (ZX), it is enough to show that (Z 1 ; : : :; Z p ) P I 1 (ZX) P for every prime ideal P containing (Z 1 ; : : :; Z p ) and of height m. Clearly I p (X) is not contained in P, otherwise P would contain the ideal (Z 1 ; : : :; Z p ) + I p (X) which by the generic assumption has height m + 1. Thus I p (X) 6 P. Then ZI p (X) I 1 (ZX) implies that (Z 1 ; : : :; Z p ) P I 1 (ZX) P . Hence we can indeed apply the Huneke-Ulrich result to nish the proof. For that it su ces to prove that A Y + I p (X) = I p (X) + I 1 (ZX) is a perfect prime of height m. As perfection and the height were already proved in Proposition 4.6, it su ces to prove that I p (X) + I 1 (ZX) is a prime.
First we prove that Z 1 is a regular element modulo I p (X) + I 1 (ZX 
About the embedded components of J A
We nd the embedded components in the case that p = 2 and K is algebraically closed. Not all the embedded components are equal { for example, they depend on n and m.
We also discuss the embedded components in cases when p > 2, and raise some questions.
