In today's content-centric Internet, blogs are becoming increasingly popular and important from a data analysis perspective. According to Wikipedia, there were over 156 million public blogs on the Internet as of February 2011. Blogs are a reflection of our contemporary society. The contents of different blog posts are important from social, psychological, economical and political perspectives. Discovery of important topics in the blogosphere is an area which still needs much exploring. We try to come up with a procedure using probabilistic topic modeling and network centrality measures which identifies the central topics in a blog corpus.
Introduction
This paper presents an algorithm to identify and rank the most important topics given a set of blog entries. The topics are identified using Latent Dirichlet Allocation (LDA) (Blei et al., 2003) a probabilistic topic model, and subsequently labeled to indicate their identity. Topic networks are created from the topics extracted using two different metrics. Graph centrality measures are run on these networks to find out two different rankings. A topic navigator is built to display the most relevant documents given a topic, where the topics are ranked by their importance given a similarity metric.
Design
This section is divided into several parts. The first sub-section describes the dataset. The next one discusses data preprocessing and topic extraction, which is followed by the subsections topic network creation, centrality calculation, manual labeling and topic navigator description.
Dataset description
Due to crawling being extremely time-consuming, a suitable publicly available blog corpus called the Blog Authorship Corpus (Schler et al., 2006) , is used for this project. This corpus contains around 681,000 posts from blogger.com. All of these blogs contain authorship information (to filter out some of the junk posts) and there are at least 200 words in each blog. The blog corpus contains 19,320 XML files where each file stores all the blog posts of a specific author.
Data preprocessing and topic extraction
The topic extraction is performed using LDA topic model, a very popular choice among different probabilistic topic models. The topic extraction is performed using a popular topic modeling toolkit called Mallet (McCallum, 2002) . As Mallet does not take XML files as input, each XML file is converted to a text file (.txt format) by stripping the XML metadata. Presence of stop words significantly deteriorates topic model performance, so stop word removal is done using Mallet.
Small text volume in a document affects LDA performance. Stop words represent a significant volume of any text. After stop word removal, the number of words in a blog entry decreases even more. All the blog entries by a single author are stored into a single file to alleviate this problem.
Finding optimal number of topics given a corpus is a difficult problem. For the purpose of this project this number is assumed to be 100. Mallet outputs the most important 19 words for each topic and the probability distribution of the 100 topics over each file.
Manual labeling
As Mallet does not output the names of the topics, the top 19 words for each topic emitted by Mallet are used to manually label the topics. This is done so that each topic has an identity and is not just a bag of words. Assigning a name from just a list of words is a challenging task. In this case, this is even more challenging, as in the blog corpus, the language is very informal and there are languages other than English. There are cases where some proper nouns (names of persons) are returned as the most important words. These names do not give any idea about the underlying topic. Mallet is seen to output some mixed topics also. There are two topics for which no suitable nomenclature is found. These two topics are denoted by 'Mixed'.
Topic network creation
In this section, the methods of building topic networks from Mallet are discussed. A topic network is a weighted graph where each node is specified by a topic and an weighted edge between two nodes denotes the degree of similarity between the topics of those two nodes. Note that an edge weight is always positive.
Building a topic network can be divided into two parts; identifying features for each topic and deciding which similarity measure works best. For the first part, we have two different feature vectors for each topic. Mallet outputs the probability of a word given a topic for each topic and each word (henceforth referred to as topic-word features); and probability of a topic given a document for each document and each topic (henceforth referred to as topic-document features). The topic-word feature becomes intractable due to a very high number of unique words in the dictionary. This number is very high as all derivatives of a single word are considered unique and there are words from languages other than English in the blog corpus. So, the topic-document features are used instead. Each topic t i is represented by a feature vector < p ij > of length 19,320 (number of documents in the blog corpus), where p ij is the probability that the j th document d j belongs to the i th topic t i . These feature vectors are then used to calculate similarity between two topics.
Due to a lack of previous work of this nature, it is difficult to tell which similarity measure between the feature vectors will work the best in this case. So, instead of choosing a single measure, two very popular similarity measures were used to create two topic networks. The first one is cosine similarity (Wikipedia, 2013a) , which is a widely used metric in information retrieval and natural language processing, where it is used to measure similarity between documents, words, sentences, and so on. The other metric used is Pearson correlation coefficient (Wikipedia, 2013b) which is a measure of linear dependence between two random variables in statistics.
Cosine similarity always lies between zero and one. So, when using this measure to build a topic network, there is always an edge with positive weight between any two nodes. So, the graph generated is a complete graph. On the other hand, correlation coefficient can take positive, negative and zero values. The negative and zero weight edges are pruned due to the fact that there is no wellknown centrality measure which works well on a weighted graph with negative edge weights. So, the graph generated using correlation coefficient as a similarity measure is not a complete graph.
Centrality calculation
There are quite a few ways of assigning importance to nodes in a weighted graph using only graph structure. In this case we use the most famous one, Pagerank (Brin and Page, 1998) , which is shown to have good performance over a range of different networks including Internet link graph, citation graphs, social networks and word networks (Mihalcea and Tarau, 2004) . Pagerank is run on both topic networks and the topics are ranked according to their Pagerank values.
Other popular centrality measures like degree and betweenness does not perform well because one of the topic networks is a complete graph.
Topic navigator description
A topic navigator augments the work presented above. The navigator provides a simple graphical user interface which allows a user to select a similarity metric from a drop-down list. Another drop-down menu showing the ranked list of topics according to the selected similarity measure is shown. This list is scrollable and selecting a topic shows the top 100 blogs related to the topic, ranked from most relevant to least relevant. Selecting a blog allows scrolling; double-clicking opens the document in the default text editor. Reselecting a metric and a topic dynamically changes the results shown. 
Results
This section presents the results obtained from the experiments described above. Figure 2 presents a visualization of the topic network created using cosine similarity and figure 3 presents visualization of the topic network using correlation coefficient. These graphs give a broad idea about the nature of connection between the topics and the difference between the two topic networks.
We present top 10 topics determined by each similarity metric in a tabular format. The top 19 words for each topic are also presented. Table 1 shows the top topics for cosine similarity measure Table 2 likewise shows the same for correlation coefficient. Note that, some topics occur in both tables.
We present visualizations of the ranked topics in the form of 'topic cloud's . A topic cloud is a visual representation of topics in a corpus where the font size and color of the topic are determined by its importance. The larger and darker the topic, the more its importance. Note that unlike tag clouds (generally used for free-from text visualization), topic clouds maintain their underlying network structure. So, if two topics are nearby, they are more closely related to each other than two topics that lie at the two extreme ends of the picture. Figure 4 shows the topic cloud derived from cosine similarity topic network. Likewise, figure 5 represents the topic cloud using correlation coefficient.
From the cosine similarity 
Discussion and Future Work
Working with a blog corpus necessitates working with informal language, lots of abbreviations and wrong spellings. This makes topic extraction results look very different than the results reported in the literature (e.g., Table 2 of (Wang et al., 2007) ). Further, the blog corpus used in this project contains languages other than English. This makes those other languages (e.g., German) themselves emerge as 'topics', rather than the actual topics that they encode. (A blog written in a different language outputs the language itself as its main topic irrespective of the content.) This happens because LDA assumes a topic is simply a probability distribution over words. Creating a special stop word list for the blog corpus and restricting the language to English may alleviate these problems.
Manual labeling from single words is difficult. Use of n-gram topic model (Wallach, 2005; Wang et al., 2007) can help with this issue, as it outputs phrases along with words, thereby potentially being more effective from a 'topic labeling' viewpoint.
Conclusion
This study is the first of its kind. Topic modelling outputs the topics of a given corpus, the methodology described here provides a way to rank them. This paper describes how to extract important topics from blogs, but the algorithm provided is not limited to a blog corpus, it is domain and language independent. This model can be used to extract important topics from any monolingual corpus.
