Abstract. We study rational Cherednik algebras over an algebraically closed field of positive characteristic. We first prove several general results about category O, and then focus on rational Cherednik algebras associated to the general and special linear group over a finite field of the same characteristic as the underlying algebraically closed field. For such algebras we calculate the characters of irreducible representations with trivial lowest weight.
Introduction
Given an algebraically closed field k, a finite-dimensional k-vector space h, a finite group G ⊆ GL(h) generated by reflections, a constant parameter t ∈ k and a collection of constants c s ∈ k labeled by conjugacy classes of reflections s in G, the rational Cherednik algebra H t,c (G, h) is a certain non-commutative infinitedimensional associative algebra over k, which deforms the semidirect product of the group algebra kG and the symmetric algebra on h and h * , S(h * ⊕ h). Rational Cherednik algebras have been extensively studied since the early 1990s, and most efforts have focused on the case when the underlying field k is the field of complex numbers. This paper is one of the first attempts to study their representation theory in the case where k is an algebraically closed field of finite characteristic p.
The parameter t can be rescaled by a nonzero constant, producing two families of algebras with different types of behavior: one for t = 0 and one for t = 0, the latter being equivalent to t = 1.
In characteristic zero, one commonly defines a category of H t,c (G, h)-representations called category O, analogous to category O in Lie theory. It is generated (under taking subquotients and extensions) by standard or Verma modules M t,c (τ ), which are parametrized by irreducible representations τ of the finite group G. Verma modules admit a contravariant form B, such that the kernel of the form is the unique maximal proper submodule J t,c (τ ) of M t,c (τ ). The quotients L t,c (τ ) = M t,c (τ )/ Ker B comprise all irreducible modules in O.
In positive characteristic we define category O = O t,c in a way that allows us to formulate and prove analogues of the properties and results in characteristic zero. One significant difference is that, while in characteristic zero and for generic choice of parameters Verma modules M t,c (τ ) are irreducible, this never happens in positive characteristic. The reason is that the algebra H t,c (G, h) has a large center, so the module M t,c (τ ) always has a large submodule. To account for this, we define baby Verma modules N t,c (τ ), which are quotients of Verma modules by the action of a certain large central subspace of H t,c (G, h). Baby Verma modules are finite dimensional; consequently, all the irreducible quotients L t,c (τ ) are finite-dimensional, and we define category O to be the category of finite dimensional graded modules. It contains all the baby Verma modules, but not the Verma modules. This is analogous to the situation in the representation theory of Lie algebras in positive characteristic and to the study of the rational Cherednik algebras H 0,c (G, h) in characteristic zero.
We prove the standard theorems about category O. Namely, we show that any irreducible object, up to grading shifts, is isomorphic to some L t,c (τ ), and that the baby Verma modules admit a contravariant form with the usual properties. We define characters and show that for t = 0 and generic c, the characters of L t,c (τ ) are of a specific form, depending on the structure of a certain reduced module R t,c (τ ). We calculate an upper bound for the dimension of irreducible modules.
From here, we turn to investigate the characters of L t,c (τ ) for t = 0 and t = 1 and all values of c for specific classes of groups G. Over a field k of characteristic p, we study the rational Cherednik algebra associated to the general and special linear group over a finite field, G = GL n (F q ) and G = SL n (F q ), for q = p r . These groups are reflection groups which have no counterpart in characteristic zero.
Definitions and basic properties
2.1. Notation. Let k be an algebraically closed field of characteristic p, F q a finite field of q = p r elements, G a finite group, kG its group algebra, h a faithful n-dimensional representation of G over k, and h * its dual representation. We may regard G as a subgroup of GL(h). We will often let {x 1 , . . . , x n } denote a basis of h * and {y 1 , . . . , y n } the dual basis of h. Let (·, ·) be the canonical pairing h ⊗ h * → k or h * ⊗ h → k. For any vector space V let T V and SV denote the tensor and symmetric algebra of V over k, and S i V the homogeneous subspace of SV of degree i. For a graded vector space M , let M i denote the i-th graded piece, and M [j] the same vector space with the grading shifted by j, meaning M [j] i = M i+j . For M = ⊕M i a graded vector space, define its Hilbert series as
For a filtered module F , let gr(F ) denote the associated graded module. For an associative algebra A, a, b ∈ A, S ⊆ A, let [a, b] = ab − ba be the usual commutator, and let S be the ideal generated by the subset S. For V some space of polynomials and m = p a a power of the characteristic p, we define V m to be the set {f m |f ∈ V }. If V ⊂ k[x 1 , . . . If (α, α ∨ ) = 0, such a reflection s is semisimple, acting on h * with eigenvalue 1 of multiplicity n − 1 and eigenvalue λ = 1 − (α ∨ , α) = 1 of multiplicity 1. If (α, α ∨ ) = 0, the reflection is unipotent, acting on h * with eigenvalue 1 of multiplicity n − 1 and one Jordan block of size 2.
Proof. For any reflection s, the operator 1 − s on h * F has rank one, and can thus be represented as α ⊗ α ∨ ∈ h * F ⊗ h F , so that for all x ∈ h * , (1 − s).x = (α ∨ , x)α.
Since s is invertible, 0 = s.α = (1 − (α ∨ , α))α, so (α ∨ , α) = 1 and 1 − (α ∨ , α) is the eigenvalue of s on h * that is not 1. The formula for the action of s on h in terms of α ⊗ α ∨ follows from the one for the action of s on h * and the definition of dual representation. Conversely, given any α ⊗ α ∨ ∈ h * F ⊗ h F , the above formulas define dual reflections on h F and h * F . Any vector x in the kernel of α ∨ is an eigenvector of s with eigenvalue 1. If (α, α ∨ ) = 0, then α is an eigenvector with eigenvalue 1 − (α ∨ , α) = 1, and s is semisimple. If (α, α ∨ ) = 0, then s i .x = x − i(α ∨ , x)α, so s p = 1 and s is unipotent.
Let S ⊆ G be the set of all reflections in G. Let α s and α 2.3. Rational Cherednik algebras. Let t ∈ k. Let c : S → k be a conjugation invariant function on the set of reflections, which we write as s → c s .
Definition 2.4. The rational Cherednik algebra H t,c (G, h) is the quotient of the semidirect product kG ⋉ T (h ⊕ h * ) by the ideal generated by relations:
Note that for g ∈ G and y ∈ h, we use notation gy for multiplication in the algebra, and g.y for the action from the representation; they are related by gyg −1 = g.y. The parameters t and c can be simultaneously rescaled, in the sense that H t,c (G, h) ∼ = H at,ac (G, h) for any a ∈ k × (the isomorphism sends generators x ∈ h * to tx and fixes h and G). This implies that it is enough to study two cases with respect to t, t = 0 and t = 1. We are mostly interested in the t = 1 case.
It is clear from the definition that any element of the algebra H t,c (G, h) can be written as a linear combination of gx
n for some g ∈ G and some integers a i , b i ≥ 0. The common question asked for algebras defined in such a way by generators and relations is whether this set is also linearly independent. The answer in the case of Cherednik algebras is positive, as proven in [6] , Theorem 2.1.
Theorem 2.5 (PBW Theorem for Cherednik algebras). The set
We will need a localization lemma, which is proved as in characteristic zero (see [4] ). Let h reg be the subspace of h consisting of elements that are not contained in any reflection hyperplane, meaning they are not fixed by any s ∈ S. Let D(h reg ) be the algebra of differential operators on
* -module away from the reflection hyperplanes. Define the map
Lemma 2.6 (Localization lemma). The induced map of localizations
is an isomorphism of algebras.
2.4.
Verma Modules M t,c (τ ) and Dunkl operators. Definition 2.7. Let τ be an irreducible finite-dimensional representation of G. Define a kG ⋉ Sh-module structure on it by requiring the h-action on τ to be zero. The Verma module is the induced
As it is an induced module, it satisfies the following universal mapping property:
Define a Z−grading on H t,c (G, h) by letting x ∈ h * have degree 1, y ∈ h have degree -1, and g ∈ G have degree 0. We will denote by the subscript + the positive degree elements of a graded module.
By the PBW Theorem 2.5, M t,c (τ ) ∼ = Sh * ⊗ τ as k-vector spaces. The grading on M t,c (τ ) by degree of Sh * is compatible with the grading on H t,c (G, h) defined above, and we consider it as a graded module. Through the identification M t,c (τ ) ∼ = Sh * ⊗ τ , the action of the generators of H t,c (G, h) can be explicitly written as follows. Let f ⊗ v ∈ Sh * ⊗ τ ∼ = M t,c (τ ), x ∈ h * , y ∈ h and g ∈ G. Then
The operators on M t,c (τ ) corresponding to the action of y ∈ h, given by
are called Dunkl operators.
We say a homogeneous element v ∈ M t,c (τ ) is singular if D y v = 0 for all y ∈ h. Any such element of positive degree generates a proper H t,c (G, h) submodule. By Lemma 2.8, this submodule is isomorphic to a quotient of M t,c ((kG)v).
Remark 2.9. The more common definition of the Dunkl operator in characteristic zero is
The difference is due to a different convention in normalization of α s and α ∨ s . As explained in Proposition 2.3, for a given reflection s, the vectors α s and α ∨ s are determined uniquely up to multiplication by nonzero scalars. We choose their mutual normalization so that (α, α ∨ ) = 1 − λ s , while the common normalization in characteristic zero is (α, α ∨ ) = 2. That brings about an additional factor of 2 1−λs in some formulas. The reason for choosing a non-standard convention is that in characteristic p there are unipotent reflections, for which λ s = 1 and (α, α ∨ ) = 0.
Contravariant Form.
The results from this section can be found in Section 3.11 of [4] .
There is an analogue of Shapovalov form on Verma modules. First, for any graded H t,c (G, h)-module M with finite dimensional graded pieces, define its restricted dual M † to be the graded module whose i−th graded piece it the dual of the i−th graded piece of M . It is a left module for the opposite algebra
that is the identity on h and h * , and sends
Definition 2.10. Let τ be an an irreducible finite-dimensional representation of G. By Lemma 2.8, there is a unique homomorphism φ :
† which is the identity in the lowest graded piece τ . By adjointness, it is equivalent to the contravariant form pairing
Proposition 2.11. The contravariant form B satisfies the following properties.
e) The form is the canonical pairing of τ and τ * in the zeroth degree:
As B respects the grading of M t,c (τ ) and M t,c (τ * ), we can think of it as a collection of bilinear forms on their finite-dimensional graded pieces. Let B i be the restriction of B to the M t,c (τ ) i ⊗ M t,c (τ * ) i . We define Ker B to be Ker φ ⊆ M t,c (G, h, τ ). Singular vectors of positive degree in M t,c (τ ) are in Ker B, and so are the submodules generated by them.
2.6. Baby Verma modules N t,c (τ ) and irreducible modules L t,c (τ ).
The modules L t,c (τ ) are graded. We are going to show that they are irreducible, as in characteristic zero. A notable difference is that, while in characteristic zero, for generic t and c, the module M 1,c (τ ) is irreducible and hence equal to L 1,c (τ ), in characteristic p or for t = 0 this never happens. On the contrary, all L t,c (τ ) are finite dimensional, and M t,c (τ ) always have a large submodule. Because of that, we sometimes prefer using baby Verma modules defined below instead of Verma modules. The definition and the name are analogous to the ones used in Lie theory in characteristic p and to the notation used in [5] for rational Cherednik algebras in characteristic zero at t = 0.
Let ((Sh * ) G ) + denote the subspace of G-invariants in Sh * of positive degree. At t = 1, the subspace ((Sh
is a proper submodule of M 1,c (τ ). Definition 2.13. The baby Verma module for the algebra H 1,c (G, h) is the quotient Because of this, the form B descends to the N 1,c (τ ), and L 1,c (τ ) can be alternatively realized as N 1,c (τ )/ Ker B.
To define baby Verma modules at t = 0, we use that ((Sh
Definition 2.14. The baby Verma module for the algebra H 0,c (G, h) is the quotient
By the same arguments as above, it is graded, the form B descends to it, and L 0,c (τ ) can be alternatively realized as a quotient of L 0,c (τ ) by the kernel of B.
Next, we turn to the basic properties of modules L t,c (τ ) and N t,c (τ ). We will need the following lemma, which is a consequence of the Hilbert-Noether Theorem and can be found in [9] as Corollary 2.3.2.
Lemma 2.15. For any finite group G, field F , and a finite dimensional F [G]-module h, the algebra of invariants (Sh) G is finitely generated over F , and Sh is a finite integral extension of (Sh) G .
The following proposition is unique to fields of positive characteristic.
Proposition 2.16. All N t,c (τ ), and thus L t,c (τ ), are finite dimensional.
Proof. As explained in section 2.1, the Hilbert series of a baby Verma module is defined as
The series at t = 0 and t = 1 are related by
Because of this formula, and because L t,c (τ ) is a quotient of N t,c (τ ), it is enough to prove the proposition for N 0,c (τ ).
The representation τ is finite-dimensional, so M 0,c (τ ) ∼ = Sh * ⊗ τ is a finite module over Sh * . By Lemma 2.15, Sh * is a finite module over (Sh * ) G . For any commutative ring R, maximal ideal m, and finite R-module M , the quotient M/mM is a finitedimensional vector space over R/m. Applying this to m = ((Sh
Remark 2.17. As in characteristic zero, the module L t,c (τ ) is irreducible. In characteristic zero one shows this by showing that Ker B is the sum of all graded proper submodules of M t,c (τ ), and that there is a natural inner Z-grading on M t,c (τ ), and that all submodules are graded. In characteristic p this fails, as there is only a natural inner Z/pZ-grading. There exist submodules of M t,c (τ ) which are not Z-graded: for example, for any f ∈ (Sh * ) G , the subspace Sh * (1 + f p ) ⊗ τ is a proper submodule. In fact, the sum of all proper submodules of M t,c (τ ) is the whole M t,c (τ ) (the sum of all submodules of the form Sh * (1 + f p ) ⊗ τ equals M t,c (τ )). However, the situation is better if we consider only graded submodules, or if we let baby Verma modules take over the role of Verma modules. This is explained more precisely by the following results.
To show irreducibility of L t,c (τ ), we will need the following form of Nakayama's lemma. Recall that the Jacobson radical of a commutative ring R, denoted rad(R), is the maximal ideal that annihilates all simple modules, or equivalently, the intersection of all maximal ideals. Also recall that
Lemma 2.18 (Nakayama). Let R be a commutative ring, I ⊂ rad(R) an ideal, and M a finitely generated R-module. Let m 1 , . . . , m n ∈ M be such that their projections generate M/IM over R/I. Then, m 1 , . . . , m n generate M over R.
Proof. This is a direct application of Nakayama's lemma, with Proof. Let f be any nonzero element of L t,c (τ ). We claim that it generates L t,c (τ ) as an H t,c (G, h) module. If the projectionf of f to L t,c (τ ) 0 ∼ = τ is nonzero, then the set of G-translates off spans the irreducible representation τ , so by Lemma 2.19 the set of G-translates of f generates L t,c (τ ) as an Sh * module, and f generates L t,c (τ ) as an
∈ Ker B; it respects the grading so there is some r > 0 such that f r ∈ Ker B. The form is bilinear, so there exist a monomial y Proof. Let N be any proper submodule, and f ∈ N arbitrary nonzero element. Write f = f 0 + · · · + f d , with f i in the i-th graded piece. Baby Verma modules are finite-dimensional, N is a proper submodule, so a similar argument as in Proposition 2.20 implies that f 0 = 0. Thus, any proper submodule has zero projection to the zeroth graded piece, and so the sum of all proper submodules is still proper.
The unique maximal graded submodule of M t,c (τ ) descends to the unique maximal submodule of N t,c (τ ), which we will callJ t,c (τ ). The following corollary follows by the irreducibility of M t,c (τ )/ Ker B.
2.7. Category O. We now define the category O of H t,c (G, h) modules. The definition, which is somewhat different than in characteristic zero, is justified by Remark 2.17 and Proposition 2.25.
We usually write O t,c or O instead of O t,c (G, h) when it is clear what the arguments are.
Proof. Let L ∈ O t,c be any irreducible module in category O. It is graded and finite-dimensional, so there must be a lowest graded piece L i . Without loss of generality, we can shift indices so that the lowest graded piece is in degree zero. Further, if the degree zero part L 0 , which is a G-representation, is reducible, then
By Proposition 2.8, there exists a nonzero graded homomorphism φ :
Since L is irreducible, this homomorphism is surjective, and L is isomorphic to M t,c (τ )/ Ker(φ). Since J t,c (τ ) is the unique maximal graded submodule, Ker(φ) = J t,c (τ ) and the result follows. Uniqueness follows from the fact that L t,c (τ ) i ∼ = τ .
2.8.
A lemma about finite fields.
Lemma 2.26. Let q = p r be a prime power. Let f ∈ k[x 1 , x 2 , . . . , x n ] be a polynomial in n variables, for which there exists a variable x i such that
Proof. It is enough to prove the claim for monomials of degree m < q − 1 in one variable. Let f = x m and
which is equivalent to (1 − j m )S m = 0 for all j = 0. As m < q − 1, there exists some j such that 1 − j m = 0, and so S m = 0.
Remark 2.27. In particular, the assumptions of the lemma are satisfied by all f such that deg(f ) < n(q−1).
Characters

Definition and basic properties.
Definition 3.1. Let K 0 (G) be the Grothendieck group of the category of finite dimensional representations of G over k.
) module with finite dimensional graded pieces, define its character to be the power series in formal variables z, z −1 with coefficients in K 0 (G)
and recall we defined its Hilbert series as
If M is in category O, it is finite dimensional and its character is in
and its Hilbert series is
The character of N t,c (τ ) depends on whether t = 0 or t = 0; these cases are related by
If G is a reflection group for which the algebra of invariants (Sh * ) G is a polynomial algebra with homogeneous generators of degrees d 1 , . . . d n , then the characters of baby Verma modules are:
There is no known general formula for the characters of the irreducible modules L t,c (τ ), even in characteristic zero. The main focus of the second half of this paper is describing these modules for particular series of groups G, in terms of their characters, or through describing the generators for the maximal proper submodules J t,c (τ ), or through describing the composition series of baby Verma modules and Verma modules.
It is clear from the definition that
This is useful because matrices B i and their ranks can be calculated in many examples using algebra software. We used MAGMA [2] to do these calculations for small examples in order to form conjectures which became sections 4 and 5 of this paper. Some unused computational data of this kind can be found in the Appendix A.
3.2.
Characters of L t,c (τ ) at generic value of the parameter c. By definition, the i-th graded piece of L t,c (τ ) is, as a representation of G, equal to the quotient of S i h * ⊗ τ by the kernel of B i . Let us fix t and consider c = (c s ) s as variables; B i depends on them polynomially. Let k |conj| be the space of functions from the finite set of conjugacy classes in G to k, and think of it as the space of all possible parameters c.
Let d be the dimension of S i h * ⊗ τ and let r be the rank of B i , seen as an operator over k [c] . For c outside of finitely many hypersurfaces in k |conj| , the rank of B i evaluated at c is equal to r, and the kernel of B i is some (d − r)-dimensional representation of G, depending on c. All these representations have the same composition series. (To see this, let V (c) be a flat family of G-representations, for example Ker B i for generic c. Let {σ i } i be a complete set of pairwise non-isomorphic irreducible kG− modules, and for all i let π i be a projective cover of σ i . Then the number [V (c) : σ i ] of times σ i appears as a composition factor in V (c) is equal to the dimension of Hom(π i , V (c)). So, for generic c it is the same, and for special c it might be bigger. But i [V (c) :
does not depend on c, and all V (c) have the same factors in their composition multiplicities. They might however not be isomorphic, because they might be different extensions of their irreducible composition factors.)
The map c → Ker
defined on the open complement of hypersurfaces in k |conj| , can be thought of as a rational function from k |conj| to the Grassmannian of (d − r)-dimensional subspaces of
For c in some finite family of hypersurfaces in the parameter space k |conj| , the rank of B i evaluated at c is smaller than r, and the dimension of the kernel J t,c (τ ) i is larger than d − r. We will now use the above rational function to define a subspace J t,0 (τ ) ′ i ⊆ J t,0 (τ ) i at c = 0, which has similar properties to those J t,0 (τ ) i would have if c = 0 was a generic point.
If c = 0 is generic and rank of
Otherwise, pick a line in the parameter space k |conj| which does not completely lie in one of the hypersurfaces, and which passes through 0. The composition of the inclusion of this line to k |conj| and the rational map from k |conj| to the Grassmannian is then a rational map from the punctured line to a projective space, and such a map can always be extended to a regular map on the whole line. This associates to c = 0 a vector space J t,0 (τ ) ′ i . It generally depends on the choice of a line in the parameter space, and it always has the following properties:
•
has the same composition series as J t,c (τ ) i for generic c. By making consistent choices for all i (for example, by choosing the same line in the parameter space for all i), one can ensure an extra property:
′ and L t,c (τ ) at generic c have the same character.
4 h * has a matrix, written here in the ordered basis (x 
When c = 0, 1, this matrix has rank 4, and a one-dimensional kernel J 1,c (triv) 4 spanned by x We will now draw conclusions about the character of L t,c (τ ) for generic c using information about M t,0 (τ )/J ′ t,0 (τ ). Lemma 3.3. Let M be a free finitely-generated graded Sh * -module with free generators b 1 , . . . , b m , and N a graded submodule of
If N is stable under ∂ y for all y ∈ h, then it is generated by elements of the form f
Proof. First, assume there is only one generator, so M ∼ = Sh * as left Sh
we need to show that any f ∈ N can be written as a sum of elements of the form h(x 1 , . . . ,
The space N is stable under all partial derivatives, so for each j = 0, . . . , p − 1,
is zero for i < j and is nonzero for i = j, so the matrix [
Applying the same argument on each f i for x 2 , . . . , x n , it follows that f is of desired form. The claim for M ∼ = ⊕Sh * b i follows directly from the one for Sh * .
Let S (p) h * be the quotient of Sh * by the ideal generated by
for H ∈ K 0 [z] the character of some graded G-representation. In particular, the Hilbert series of L 1,c (τ ) is of the form
for h a polynomial with nonnegative integer coefficients.
Proof. As commented above, the character of
is the same for all c outside of finitely many hypersurfaces, and it is equal to the character of
At these values of parameter, t = 1 and c = 0, Dunkl operators are particularly simple, and equal to partial derivatives: D y = ∂ y . By the previous lemma, J 1,0 (τ ) ′ is generated by p-th powers. Let
Define J * to be the (Sh
* -module defined as the quotient of Sh * ⊗ τ by the ideal generated by
Call its character (in the sense of Definition 3.1) the reduced character of L t,c (τ ), and denote it by
Consider the multiplication map
It is an isomorphism of graded G-representations, so it preserves characters. From this it follows that for generic c,
By inspecting the proof and using that c is non-generic on a union of finitely many hypersurfaces, one can strengthen the claim of the proposition as follows: for any hyperplane P passing through the origin in the space of functions from the conjugacy classes of G to k, there exists a function
Lemma 3.5. Any irreducible H 1,c (G, h)-representation has dimension less than or equal to p n |G|.
Proof. We begin with a definition, which will only be used in this proof. Let A be an algebra. A polynomial identity is a nonzero polynomial f (x 1 , . . . , x r ) in non-commuting variables x 1 , . . . x r , with a property that f (a 1 , . . . , a r ) = 0 for all a 1 , . . . , a r ∈ A. Given an algebraically closed field k, a polynomial identity algebra, or PI algebra is a k-algebra A that satisfies a polynomial identity. We say a PI algebra has degree r if it satisfies the polynomial identity s 2r = σ∈S2r sgn(σ) 2r i=1 x σ(i) . Our first claim is that H 1,c (G, h) is a PI algebra. By Proposition V.5.4 in [1] , A is a PI algebra if and only if every localization of A is also a PI algebra. By the localization lemma (Lemma 2
Let Z be the center of
, which is an algebra over the field Frac(Z). By Theorem V.8.1 in [1] , this is a central simple algebra, i.e. an algebra that is finite-dimensional, simple, and whose center is exactly its field of coefficients. By the Artin-Wedderburn theorem, a central simple algebra is isomorphic to a matrix algebra over a division ring. To calculate the size of these matrices, we would like to determine the dimension of A ′ . We need to calculate
Using the PBW theorem and the fact that for all algebras B and C, B ∼ = C ⊗ C B, we get that this is equal
Next, we use the following fact: if G acts on some vector space V (in our case, V = (h ⊕ h * ) p ) in such a way that there exists a vector v ∈ V with a trivial stabilizer, then the G−orbit of v is a Frac(
So, A ′ is isomorphic to the matrix algebra over Frac((S(h ⊕ h * ) p ) G ) of size |G|p n . By Corollary V.8.4 in [1] , an r×r matrix algebra satisfies s 2r , so A ′ is a PI algebra of degree p n |G|. Consequently, H 1,0 (G, h) is a PI algebra of degree p n |G|, and so is H 1,c (G, h). By Proposition V.6.1(ii) in [1] , any irreducible representation of a PI algebra of degree r has dimension less than or equal to r, and the result follows. Remark 3.7. In many examples we considered, in particular whenever G = GL n (F q ) or G = SL n (F q ) and τ = triv, h(1) is equal to 1 or to |G|. In many other cases, it divides |G|. However, this is not always true. 
There is computational data supporting the positive answer. In many examples, particularly for G = GL n (F q ) and SL n (F p ), the equality h 0 = h 1 holds. An example when strict inequality is achieved is G = SL 2 (F 3 ), τ = triv: the reduced Hilbert series is h 1 (z) = (1
, and the Hilbert series of L 0,c (τ ) is h 0 (z) = 1.
Recall that a finite dimensional Z + graded algebra A = ⊕ i A i is Frobenius if the top degree A d is one dimensional, and multiplication A i ⊗ A d−i → A d is a non-degenerate pairing. As a consequence, the Hilbert series of A is a palindromic polynomial.
The irreducible module L t,c (triv) is a quotient of M t,c (triv) ∼ = Sh * by the H t,c (G, h) submodule J t,c (triv), which is in particular an Sh * submodule. So, we can consider it as a quotient of the algebra Sh * by the left ideal J t,c (triv), and therefore as a finite dimensional graded commutative algebra.
and equal to the kernel. Now assume there exists a nonzero element a n ∈ A n such that multiplication by a n , seen as a map A d−n → A d , is zero, and let 0 < n < d be the maximal index for which such an a n exists. As a n is not in the kernel of the multiplication by A + , there exists some b ∈ A + such that a n b = 0. We can assume without loss of generality that b is homogeneous, b ∈ A m , 0 < m < d − n. Then a n b ∈ A n+m , with n < n + m < d, is a nonzero element such that multiplication by it, seen as a map A d−n−m → A d , is zero, contrary to the choice of n as the largest such index.
Now assume that A = L t,c (triv) has one dimensional top degree. Let 0 = f be in the kernel of multiplication by A + . As the kernel is graded, assume without loss of generality that f is homogeneous. Then xf = 0 ∈ L t,c (triv) for all x ∈ h * , so x is a highest weight vector. Under the action of H t,c (G, h), f generates a subrepresentation of L t,c (triv) for which the highest graded piece consists of G-translates of x. As L t,c (triv) is irreducible, this subrepresentation has to be the entire L t,c (triv), and f is in the top degree, which is by assumption one dimensional.
Remark 3.10. In many instances we observed, the algebra L t,c (triv) is Frobenius for generic c and has palindromic Hilbert series. However, this is not true in general: let k = F 3 , G = S 5 the symmetric group on five letters, h the four dimensional reflection representation {(z 1 , . . . z 5 ) ∈ k 5 |z 1 + . . . + z 5 = 0} with the permutation action, and τ = triv. Then the character of L 0,c (triv) is
We thank Sheela Devadas and Steven Sam for pointing out this counterexample to us.
Invariants and characters of baby Verma modules for
For all groups G for which we know the Hilbert series of the space of invariants (Sh * ) G , we can calculate the character of baby Verma modules easily. An especially nice case is when (Sh * ) G is a polynomial algebra generated by algebraically independent elements of homogeneous degrees d 1 , . . . d n . In that case, such elements are called fundamental invariants, and d i are called degrees of G.
In [3] , Dickson shows that GL n (F q ) is such a group; the result for SL n (F q ) follows easily and is explained in [7] . Let us recall the construction of invariants and the calculation of their degrees before calculating the characters of baby Verma modules.
Remember that for G = GL n (F q ) and G = SL n (F q ), the reflection representation h is the vector representation k n , and so
. . , x n be the tautological (coordinate) basis for h * F . For an ordered n-tuple of non-negative integers e 1 , . . . , e n , let [e 1 , . . . , e n ] ∈ Sh * be the determinant of the matrix whose entry in the i-th row and j − th column is x q e i j . The action of G on h * is dual to the tautological action, so the matrix of g ∈ GL n (F q ) in the basis (x i ) i is (g −1 ) t . Taking determinants is a multiplicative map, so a direct calculation gives that for g ∈ GL n (F q ),
Define L n := [n − 1, n − 2, . . . , 1, 0],
n . The paper [3] shows that [n, n − 1, . . . , i + 1, i − 1, . . . , 1, 0] is divisible by L n , and so Q i are indeed in Sh * . From the observation that all [e 1 , . . . , e n ] transform as (det g) −1 under the action of g ∈ GL n (F q ), it follows that Q i , i = 0, . . . , n − 1 are invariants in Sh * . The main theorem in [3] states a stronger claim:
Theorem 3.11. Polynomials Q i , i = 0, . . . , n − 1, form a fundamental system of invariants for GL n (F q ) in Sh * , i.e. they are algebraically independent and generate the subalgebra of invariants.
A comment in Section 3 of [7] gives us the following corollary.
Corollary 3.12. Polynomials L n and Q i for i = 1, . . . , n − 1 form a fundamental system of invariants for SL n (F q ).
The degrees of these invariants are:
From this, we can calculate the characters of the baby Verma modules for these groups.
Corollary 3.13. For G = GL n (F q ), the characters of the baby Verma modules are
For G = SL n (F q ), the characters of the baby Verma modules are
4.1. GL n (F p r ) as a reflection group. For this section, let us fix G = GL n (F q ), for q = p r a prime power and n > 1. It acts tautologically on h F = F n q , which has a coordinate basis y 1 , . . . , y n , and by the dual representation on h * F , which has a dual basis x 1 , . . . , x n . The underlying field is k = F q , and the reflection representation is h = h F ⊗ Fq k = k n . We will study L t,c (τ ) for all t, c and the trivial representation τ = k, where every element of G acts as identity.
The group GL n (F q ) is indeed a reflection group, generated by all the conjugates of elements d λ for λ ∈ F × q (for definition of d λ , see Section 2.1). The order of GL n (F q ) is n−1 i=0 (q n − q i ), which is divisible by the characteristic p of k. It is an example of a reflection group in characteristic p which has no counterpart in characteristic zero. consists of
reflections.
Proof. Every semisimple reflection in GL n (F q ) is diagonalizable, with eigenvalue 1 of multiplicity n − 1 and eigenvalue λ −1 of multiplicity 1, for some λ = 0, = 1. Such a reflection is conjugate in GL n (F q ) to d λ . For λ = µ, d λ is not conjugate to d µ . Thus, to every λ ∈ F q , λ = 0, = 1, we associate a conjugacy class C λ containing it. The centralizer of d λ is GL 1 (F q ) × GL n−1 (F q ) ⊆ GL n (F q ), so the number of reflections in the
. The unipotent conjugacy class C 1 is the orbit of d 1 , which is centralized by any element of the form:
Here, a = 0, the rest of the variables are arbitrary, and the bottom right (n − 1) × (n − 2) submatrix is invertible. The order of the centralizer is q 2n−3 (q − 1)|GL n−2 (F p )|, and the order of the conjugacy class is
. Let C λ be the conjugacy class containing d λ , let c λ be the value of c on C λ . Reflection s ∈ C λ has (generalized, if λ = 1) eigenvalues λ, 1, . . . , 1 on h * and λ −1 , 1, . . . , 1 on h.
Example 4.2. If n = 2, the parametrization of C λ by α ⊗ α ∨ ∈ h * ⊗ h described in Lemma 2.3 is as follows:
Irreducible modules with trivial lowest weight for
Theorem 4.3. The characters of the irreducible modules L 0,c (triv) for the rational Cherednik algebra H 0,c (GL n (F q ), h) are:
Proof. We claim that when (n, q) = (2, 2), all the vectors x ∈ h * ⊗ triv ∼ = M 0,c (triv) 1 are singular. To see that, remember that the Dunkl operator associated to y ∈ h is
which for t = 0 and τ = triv becomes the operator
We claim that for all values of the parameter c, for all x ∈ h * and for all y ∈ h, the value D y (x) = 0. To see that, calculate the coefficient of c λ in D y (x). Using the parametrization of conjugacy classes from Proposition 2.3, this coefficient is equal to
We claim that for fixed α ∈ h * , the sum (α,α ∨ )=1−λ α ∨ is zero. Fix α and let us change the coordinates so that α is the first element of some new ordered basis. Write the sum (α,α ∨ )=1−λ α ∨ in the dual of this basis. The set of all nonzero α ∨ such that (α, α ∨ ) = 1−λ written in these new coordinates then consists of all
. . , a n ) = 0, for a i ∈ F q . If λ = 1, the sum of all such α ∨ is the sum over all a 2 , . . . , a n ∈ F q , so the sum is zero. If λ = 1, the first coordinate is always zero, so the sum is over all a i ∈ F q which are not all simultaneously 0. However, adding (0, . . . , 0) doesn't change the sum, which is then equal to a2,...,an∈Fq (0, a 2 , . . . a n ) = (0, q n−2 a∈Fq a, . . . , q n−2 a∈Fq a). This is equal to 0, as claimed, unless n = 2 and q = 2.
In case (n, q) = (2, 2), direct computation of matrices of the bilinear form B implies the claim. More precisely, if c = 0 then all D y = 0, the form B is zero in degree one, and the module L 0,0 (triv) is one dimensional. If c = 0, then the only vectors in the kernels of matrices B i are the invariants in degrees 2 and 3 and all their Sh * multiples. This implies that L 0,c (triv) = N 0,c (triv), and gives the character formula from the statement of the theorem.
4.3.
Irreducible modules with trivial lowest weight for GL n (F q ) at t = 0. For the rest of this section we assume that t = 1. As the parameters t and c can be simultaneously rescaled, the results we obtain for t = 1 hold (after rescaling c by 1/t) for all t = 0. Proposition 4.4. Suppose (q, n) = (2, 2). For any x ∈ h * , the vector x p is singular in M 1,c (triv).
Proof. Method of proof is an explicit calculation analogous to the proof of Theorem 4.3. By definition,
We will show that for every conjugacy class C λ of reflections, the sum
vanishes. By Proposition 2.3, this is equal to
It is enough to fix α and show that the inner sum over α ∨ is zero. After fixing α, let us change the basis so that α is the first element of the new ordered basis. The set of all α ∨ = 0 such that (α, α ∨ ) = 1 − λ, written in the dual of this new basis, is A := {((1 − λ), a 2 , . . . , a n ) = 0 | a 2 , . . . , a n ∈ F q }. For a fixed x, the expression
is a sum over all possible values of n − 1 variables a 2 , . . . , a n of a polynomial of degree p. By Lemma 2.26, this is zero if p < (n − 1)(q − 1). This is only violated when n = 2, p = q. In that case (α
for all x ∈ h * F , so the expression is equal to the sum over all possible values of one variable a 2 of a polynomial of degree 1; this sum is again by Lemma 2.26 equal to zero whenever 1 < p − 1. So, the expression is equal to zero, as desired, whenever (n, q) = (2, 2). When (n, q) = (2, 2), the claim of the lemma is not true, and the irreducible module with trivial lowest weight is bigger. We will settle the case (n, q) = (2, 2) separately by explicit calculations.
As explained before, studying L 1,c (triv) is the same as studying the contravariant form B on M 1,c (triv). The following proposition tells us that the set of singular vectors from the previous proposition is large, in the sense that the quotient of M 1,c (triv) by the submodule generated by them is already finite dimensional. We write the matrices of the form B k in the monomial basis in x i for Sh * and y i for Sh, both in lexicographical order. In the case of GL n (F q ) these matrices are surprisingly simple. Proposition 4.6. Suppose (q, n) = (2, 2). Then the matrices of B k are diagonal for all k.
Proof. We will use invariance of B with respect to G to show that for (a 1 , . . . , a n ), (b 1 , . . . , b n (a 1 , . . . , a n ) = (b 1 , . . . , b n ). This means that the matrices B k , written in monomial basis in lexicographical order, are diagonal.
Let g ∈ G be a diagonal matrix with entries λ 1 , . . . , λ n ∈ F × q , so that g.y i = λ i y i and g. Using that a j = b j = k, there exists another index, which we can assume without loss of generality to be 2, such that a 2 = p − 1, b 2 = 0. Now we are claiming that for any f monomial in x 3 , . . . , x n , any f ′ monomial in y 3 , . . . , y n ,
We will be working only with indices 1 and 2 and choosing g ∈ G which fixes all others, so assume without loss of generality that n = 2, f = f ′ = 1. We use the invariance of B with respect to d 1 ∈ G:
), y 
an n |a 1 , . . . , a n < p} is either zero or an irreducible G-representation.
Proof. This can be found in [8] , Section 2, Coraollary 2.6. The result there describes certain irreducible modules W λ . In the notation of [8] and for λ = (d, 0, 0, . . .) , the the Corollary says that the modules span k {x a1 1 . . . x an n |a 1 , . . . , a n < p}, when they are nonzero, are the irreducible modules W (d,0,0,...) .
Proposition 4.8. Suppose (q, n) = (2, 2). Then, in each degree i, the diagonal elements of the matrix of B i are constant multiples of the same polynomial in c s .
Proof. By previous lemmas, every B i is a diagonal matrix, with diagonal entries polynomials f m in c parametrized by n-tuples of integers m = (m 1 , . . . , m n ) such that m j = i. The kernel of B at specific c is spanned by all monomials x m for which f m (c) = 0. As the kernel is a submodule of
by the previous lemma it can either be < x p 1 , . . . , x p n > ∩S i h * or the whole S i h * . In other words, all polynomials f m where one of m j is ≥ p are identically zero, and all others have the same roots, so they are constant multiples of the same polynomial in c s .
Next, we will find these polynomials f m in each degree and calculate their zeros. 
Proof. The matrices B i are diagonal, with all diagonal entries being constant multiples of the same polynomial. Our strategy is to compute one nonzero diagonal entry.
First, we will show claim c). It is sufficient to show that the Dunkl operators on the quotient M 1,c (τ )/ Ker B are independent of c. As in the proof of Proposition 4.4, we compute the part of the Dunkl operator associated to the conjugacy class C λ with eigenvalue λ, and claim that for any monomial f ∈ S i h * , the part of D y (f ) which is the coefficient of c λ ,
Using Proposition 2.3, we can write this sum over nonzero α ∈ h * and α ∨ ∈ h, such that (α, α ∨ ) = 1 − λ. Writing it as consecutive sums over α and then over α ∨ , it is enough to show that for any choice of α, the inner sum, over all α ∨ such that (α, α ∨ ) = 1 − λ, is contained in x λ) , a 2 , . . . , a n ) = 0 | a 2 , . . . , a n ∈ F q }. By Proposition 2.3, the reflection s corresponding to α ⊗ α ∨ , α = (1, 0, . . . , 0), α ∨ = ((1 − λ), a 2 , . . . , a n ), acts on h * as s.x
In addition to fixing α, let us also factor out the constant −(y, α). The inner sum for fixed α is then
The set A λ is parametrized by (a 2 , . . . , a n ) ∈ F n−1 q if λ = 1, and by (a 2 , . . . , a n ) = 0 ∈ F n−1 q if λ = 1. However, if λ = 1, the summand corresponding to (a 2 , . . . , a n ) = 0 is 0, so we can assume the sum is over all (a 2 , . . . , a n ) ∈ F n−1 q in both cases. The inner sum we are calculating is equal to
It is enough to calculate it for f of the form
. . . x ′bn−in n the last sum being over all 0 ≤ i j ≤ b j such that not all i j are 0 at the same time. The coefficient of each monomial in x i can be seen as a monomial of degree i 2 + . . . i n in variables a i , so when we sum it over all (a 2 , . . . a n ) ∈ F n−1 q to get the sum (⋆), we can use Lemma 2.26 to conclude (⋆) is 0 whenever the degree of all polynomials appearing is small enough, more precisely, whenever there exists an index j such that i j < q − 1.
As i j ≤ b j < p for all j, this only fails when p = q and b 2 = b 3 = . . . = b n = p − 1. In other words, this proves c) whenever q = p. Now assume q = p. By the above argument, the only monomials f for which (⋆) is not yet known to be zero are the ones of the form f = x
. For such f , the sum (⋆) is by the above argument equal to (−1)
While this is not 0, the monomial x
is by Lemma 4.4 in Ker B whenever it has degree at least p, meaning whenever b + (p − 1)(n − 1) − 1 ≥ p. If n = 2, this condition is b ≥ 2, which is not satisfied only when b = 0, 1. Thus, for n = 2, q = p, the diagonal matrices B i do not depend on c in degrees i < p − 1, their entries are multiples of some polynomial in c in degree p − 1, and some other polynomial (divisible by the first one) in degrees p and higher. Finally, by corollary 4.5, all matrices B i become zero at degrees 2p − 1 and higher.
For n = 3, this condition is b + 2(p − 1) − 1 ≥ p, which is equivalent to p + b ≥ 3. This will not be satisfied only if p = 2 and b = 0. So, for n = 3, p = 2, the matrices B 0 and B 1 do not depend on c, the diagonal entries of B i are multiples of the same polynomial in c for i = 2, 3, and B 4 = 0. For n = 3 and all other p, the matrices B i do not depend on c.
For n > 3, the inequality b + (p − 1)(n − 1) − 1 ≥ p is always satisfied, so there is never a dependence of matrices B i on the parameters c.
This finishes the proof of (c) and describes the cases in a) and b) for which there might be dependence on parameters c. To finish the proof, it remains to find specific polynomials in cases: (a) n = 2, q = p, degrees p − 1 and p and; (b)n = 3, q = 2, degrees 2 and 3.
Next, we prove (a). Let n = 2 and q = p. We need to compute one nonzero entry of the matrix B p−1 and one nonzero entry of B p .
To compute the polynomial in degree p − 1, by Proposition 4.8, it suffices to compute B(x
). For that, by Proposition 4.6, it suffices to show that the coefficient of x
is p− 1 = −1, so it suffices to show that for each conjugacy class C the coefficient of x
The bases x i and y i are dual, so α s = (α s , y 1 )x 1 + (α s , y 2 )x 2 , and the coefficient of
in the above sum is
which can be written as
Each term ((α 2 (−1) = −1, as desired. Note that this term will appear as a multiplicative factor in higher degrees, since the matrices of B are defined inductively. This proves the claim for degree p − 1. Now let us consider degree p, with n = 2 and q = p. We will calculate the value of B(x p−1 1
), equal to the product of the coefficient of x
) is a constant multiple of c 1 + . . . + c p−1 − 1, so we are now calculating the coefficient of x
We now use the parametrization of conjugacy classes C λ by α ⊗ α ∨ from Lemma 2.3 and Example 4.2:
We are calculating the coefficient of x
The term x p−1 1
written in a monomial basis in x 1 and x 2 , is divisible by x 2 . These terms can be disregarded when calculating the coefficient of x p−1 1 in the above sum. Let α b = x 1 + bx 2 . We are calculating the coefficient of x
Here, the sum over is over all b, d ∈ F p and over all a ∈ F p if λ = 1, and over a,
This ends the proof of (a).
To prove (b), n = 3, q = 2, we computed the matrices B i explicitly.
The combination of these results and the explicit computations in case (n, q) = (2, 2) gives us the main theorem of this section: Theorem 4.10. Let k be an algebraically closed field of characteristic p. Let G = GL n (F q ) for q = p r and n ≥ 2. The following is a complete classification of characters of L 1,c (triv) for all values of c:
Proof. For (n, q) = (2, 2), the matrices B i of the form B can be computed explicitly, and one can see that they are 0 starting in degree 1 when c = 1 and starting in degree 3 when c = 0. For all other c, they are full rank on The characters for special c are computed by looking at the roots of polynomials on the diagonal in B i , and are computed directly from Proposition 4.9.
Remark 4.11. Notice that for n, p, r large enough, the character does not depend on c at all. This never happens in characteristic zero.
Remark 4.12. Notice that the claims from Remarks 3.7 and 3.10 and Question 3.8 hold in the case of G = GL n (F q ). Namely, by observing the characters one can see that all L t,c (triv) for generic c have one dimensional top degree and are thus Frobenius; that for h 1 the reduced Hilbert series of L 1,c (triv) at generic c, h 1 (1) is either |G| (in the case of (q, n) = (2, 2), when they are both 6) or h 1 (1) = 1 (in all other cases), and that for h 0 the Hilbert series of L 0,c (triv) at generic c, the equality h 0 = h 1 always holds.
Description of
In this section we explore category O for the rational Cherednik algebra associated to the special linear group over a finite field. We start with some preliminary facts about relations between rational Cherednik algebras associated to some group and to its normal subgroup, and by looking more carefully into conjugacy classes of reflections in SL n (F p r ).
5.1. Normal subgroups of reflection groups. Let G ⊆ GL(h) be any reflection group, and assume N ⊂ G is a normal subgroup with a property that two reflections in N are conjugate in N if and only if they are conjugate in G. Let c be a k-valued conjugation invariant function on reflections of N , and extend c to all reflections in G by defining it to be zero on reflections which are not in N . Then one can consider the rational Cherednik algebra H t,c (N, h) as a subalgebra of H t,c (G, h); it has fewer generators and the same relations.
Let τ be an irreducible representation of G, and assume it is irreducible as a representation τ | N of N . Consider two representations of
Proof. The reflections in N are a subset of reflections in G. Because N is normal in G, every conjugacy class in G is either contained in N or does not intersect it. By the assumption, two reflections in N which are conjugate in G are also conjugate in N , so conjugacy classes in N are a subset of conjugacy classes in G.
The Verma modules M t,c (G, h, τ ) and M t,c (N, h, τ | N ) are both naturally isomorphic to Sh * ⊗ τ as vector spaces, and this induces their natural isomorphism as H t,c (N, h) representations. The modules L t,c (τ ) and L t,c (τ | N ) are their quotients by the kernel of the contravariant form, which is controlled by Dunkl operators. Because of the discussion of conjugacy classes in N and G and because of the definition of c, the Dunkl operators are the same for H t,c (N, h) and H t,c (G, h) .
One could define Verma modules, baby Verma modules and their quotients by the kernel of the contravariant form (chosen so that it is non-degenerate on the lowest weights) even in cases when the lowest weight is not irreducible as a representation of the reflection group. In that case, an analogous lemma is that the composition series of τ as a representation of N is the same as the composition series of L t,c (τ ) as a representation of H t,c (N, h). We will not need this here.
5.2.
Conjugacy classes of reflections in SL n (F q ). In this section we will study G = SL n (F q ) for q = p r a prime power and n > 1. As before, let h = k n , k = F p , and τ be the trivial representation. Further, let Q be the set of nonzero squares in F q and R be the set of non-squares.
All reflections in SL n (F q ) are unipotent and conjugate in GL n (F q ) to d 1 . It is easy to see that SL n (F q ) is generated by them. The group SL n (F q ) is a normal subgroup of GL n (F q ), and it contains all the reflections from the unipotent conjugacy class in GL n (F q ). However, the second condition from the above discussion, that two reflections are conjugate in GL n (F q ) if and only if they are conjugate in SL n (F q ), is not satisfied for all n, q. For example,
Proposition 5.2. Let q = p r be a prime power. If n ≥ 3, or p = 2, then two reflections are conjugate in SL n (F q ) if and only if they are conjugate in GL n (F q ), and there is one conjugacy class of reflections in SL n (F q ). Otherwise (for n = 2 and q = p r , p = 2), there are two conjugacy classes of unipotent reflections in SL n (F q ):
Proof. Direct computation, using the description of conjugacy classes in GL n (F q ) and the fact that two reflections are conjugate in SL n (F q ) if and only if they are conjugate in GL n (F q ) by some element whose determinant is in Q (the set of squares in F q ).
If n ≥ 3 or p = 2, then the only conjugacy class in SL n (F q ) is equal to the conjugacy class C 1 of GL n (F q ). Let us call this class C, and the constant associated to it c. If n = 2 and p = 2, to the two conjugacy classes C R and C Q we will associate parameters c R and c Q . Note that C R ∪ C Q = C 1 . In the case of only one conjugacy class, we will use Lemma 5.1 to transfer character formulas for rational Cherednik algebras associated to GL n (F q ) to character formulas for rational Cherednik algebras associated to SL n (F q ). In the case of two conjugacy classes, we will have to do more computations to get character formulas. Let us first look more closely into the case of two conjugacy classes.
Lemma 5.3. Let n = 2, q = p r , and p = 2. Let γ ∈ R be an arbitrary non-square in F q . Let s be a reflection in SL 2 (F q ). Then, s and γs − (γ − 1) are in different conjugacy classes.
Proof. The proof follows from Proposition 5.2. The map F γ : s → γs − (γ − 1) maps reflections to reflections, and its inverse is F γ −1 . So, it is enough to show it maps s ∈ C Q to an element of C R .
Remember that d γ , γ = 0, 1 is the diagonal matrix with diagonal entries γ −1 , 1, and d 1 is a matrix with all generalized eigenvalues equal to 1 and one Jordan block of size 2. For
The following lemma is useful in computations, and is a stronger version of Lemma 2.26.
Proof. For this proof, let S Q = i∈Q i d and 
Next, we parametrize reflections in each conjugacy class. Remember the notation from Proposition 2.3: unipotent reflections are identified with all α ⊗ α ∨ ∈ h * ⊗ h such that (α, α ∨ ) = 0, in such a way that the action of a reflection s on x ∈ h * and y ∈ h is
Lemma 5.5. The conjugacy classes C Q and C R of reflections in SL 2 (F p r ), p > 2, are parametrized through α ⊗ α ∨ as
Proof. The proof is straightforward. The reflection d 1 is identified with 0 1
gives us a reflection gd 1 g −1 identified with
As g can always be scaled by an element of the centralizer of d 1 so that either c = −1 or c = 0 and a = 1, and that gd 1 g −1 is in C Q or C R depending whether det g is in Q or R, the description follows.
Theorem 5.6. Characters of the irreducible modules L 0,c (triv) for the rational Cherednik algebra H 0,c (SL n (F q , h)) are: Proof. The group SL n (F q ) is a normal subgroup of GL n (F q ), and for n ≥ 3 or p = 2, by Proposition 5.2 it satisfies the conditions of Lemma 5.1. Thus, in those cases, irreducible representations of H t,c (SL n (F q ), h) have the same characters as irreducible representations of H t,c (GL n (F q ), h), where c is extended to conjugacy classes of reflections in GL n (F q ) − SL n (F q ) by zero. So, in those cases we can deduce character formulas for L 0,c (triv) from Theorem 4.3. The remaining case is SL 2 (F q ), p = 2, for which we claim that D y (x) = 0 for all x and y, and so the character is trivial. We have so it is enough to show that for T = Q or T = R,
We know from the proof of Theorem 4.3 that α⊗α ∨ ∈CR∪Q α ⊗ α ∨ = 0, so it is enough to prove that the sum over C Q is zero. For this, let us calculate, using parametrization from Lemma 5.5: Corollary 5.7. Let n ≥ 3 or p = 2. Consider the rational Cherednik algebra H 1,c (SL n (F q ), h), its representations M 1,c (triv), the contravariant form B on it, and the irreducible quotient L 1,c (triv). Then all the results proved previously for the group GL n (F q ) hold also for SL n (F q ). Specifically, a) D y (x p ) = 0 in M 1,c (triv). b) The form B on M 1,c (triv) is zero in degrees np − n + 1 and higher. c) The matrices of the form B on M 1,c (triv) in lexicographically ordered monomial bases are diagonal in all degrees. d) All diagonal elements of the matrix of the form B i on any graded piece M 1,c (triv) i are k-multiples of the same polynomial in c. e) If (q, n) = (2, 3), (q, n) = (2, 2) the matrices B i of the form on M 1,c (triv) i do not depend on c. f) If (q, n) = (2, 3), only the matrices B 2 and B 3 depend on c. Their nonzero diagonal coefficients are constant multiples of c + 1. g) If (q, n) = (2, 2), then GL n (F q ) = SL n (F q ) so the character formulas are the same. h) The character formulas for L 1,c (triv) for the rational Cherednik algebra H 1,c (SL n (F q ), h) are the same as for the rational Cherednik algebra H 1,c (GL n (F q ), h), with the parameter function c extended to all classes of reflections in GL n (F q ) − SL n (F q ) by zero.
5.5.
Description of L 1,c (triv) for SL n (F p r ) if n = 2 and p > 2. As in the case of t = 0, we need to study the case n = 2 and p > 2, when there are two conjugacy classes of reflections in SL n (F q ), separately. The case q = 3 is the most complicated and we solve it by calculating the matrices of the form B explicitly. The following results address the remaining cases.
Proposition 5.8. Let n = 2, q = p r for p an odd prime, and q = 3. In the Verma module M 1,c (triv) for H 1,c (SL 2 (F q )), all the vectors x p , x ∈ h * , are singular.
Proof. We need to show that for every conjugacy class C T , for T = R or T = Q, and any x, y, the coefficient in D y (x p ) of c T is zero. This coefficient is equal to
Again, as C R ∪ C Q = C 1 is a conjugacy class of reflections in GL 2 (F q ), and the result holds there, it is enough to show this for C Q .
(4)
The rest of the proof is this computation. We will do it for D y (f ), y = y 1 , f = x u 1 x v 2 . The general statement follows from this case by symmetry and linearity. We can assume u, v ≤ p − 1.
We claim that the sum
does not depend on T .
Reflections s corresponding to elements of the form γ 0 1 ⊗ 1 0 satisfy (α s , y 1 ) = (γx 2 , y 1 ) = 0, so they do not contribute to the sum.
For s of the form γ 1 a ⊗ a −1 , let us write the action on x i ∈ h * explicitly, using the notation Let us evaluate the sum a∈Fq a i+k . By (1), this is only nonzero if i + k is divisible by q − 1. We know that i + k ≤ 2i + j − 1 ≤ 2u + v − 1 ≤ 3(p − 1) − 1 < 3(p − 1) ≤ 3(q − 1), so let us consider three different cases: i + k = 0, i + k = q − 1 and i + k = 2(q − 1). CASE 1: i + k = 0. In that case, a∈Fq a 0 = 0, so this does not contribute either.
CASE 2: i + k = q − 1. After substituting a∈Fq a q−1 = −1, k = q − 1 − i, and after that m = i + j, we get that part of (⋆) corresponding to this case equals q−1−m+j , and we claim it is always zero for this choice of m. This is because
In other words, case 2.1. never actually appears in the sum. . We will show that this part of the sum is zero. First,
implies that this can only happen when p = q. Next, because we x p 1 = 0 in the quotient, the only terms that can be nonzero are the ones with the power of x 1 less than p, so u + m − q ≤ p − 1 which means
