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Summary
The scheduling problems arise commonly in manufacturing and logistics scenarios.
Traditionally, only lateness is a problem. Researchers considered only regular perfor-
mance measures, such as mean weighted flow times, make span, mean weighted tardi-
ness. As businesses move toward greater customer focus, the scheduling problems need
to be extended to cater to those needs. In this thesis, we study the scheduling problems
with eariliness-tardiness penalty from three aspects. Firstly, we discuss how to to ex-
tend the ideas of existing approximation algorithms to a wider context of problems. Our
most siganificant contribution is to provide a fully polynomial approximation algorithm
scheme for a class of restrictive scheduling problems. Secondly, we discussed how to
improve the performance the algorithm for single machine scheduling problems with a
fixed execution sequences. We combined the advantages of two distinct algorithms, and
provide a better-performing algorithm.The scheduling problems arise commonly in man-
ufacturing and logistics scenarios. Traditionally, only lateness is a problem. Researchers
considered only regular performance measures, such as mean weighted flow times, make
span, mean weighted tardiness. As businesses move toward greater customer focus, the
scheduling problems need to be extended to cater to the penalties incurred by earliness.
In this thesis, we study the scheduling problems with earliness-tardiness penalty from
three aspects. Firstly, we discuss how to tackle a class of restrictive scheduling prob-
lems by approximation, which is an approach that can provide guaranteed performances.
Researchers have gained extensive approximation achievements in approximation of un-
restrictive scheduling problems with earliness-tardiness penalty. However, the results
for restrictive problems are limited. Our most significant contribution is to provide a
transformation scheme that can transform a restrictive scheduling problem with certain
structure into a polynomial number of unrestrictive sub-problems, such that the original
restrictive scheduling problem has fully polynomial approximations schemes. Secondly,
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we discussed how to improve the performance of the algorithm for single machine sched-
uling problems with a fixed execution sequence. This problem is one of the few problems
with earliness-tardiness penalty that have polynomial time algorithms. Therefore, this
problem has been widely used as a sub-algorithm for more complex scheduling problems
with earliness-tardiness penalty. In literatures, there are two distinctive algorithms for
such problems. No one is absolutely better than the other. Our contribution is to combine
the strengths of the two algorithms, and produce a better performing algorithm. Our last
research objective is to apply squeak wheel optimization framework to a very complex
class of scheduling problems. We have showed that it can be more effective than tra-
ditional meta-heuristics, such as simulated annealing. We implemented our algorithms
and presented some benchmarking results.
viii
CHAPTER 1
Introduction and Literatures Review
1. Motivation
Scheduling problems commonly arise in manufacturing and logistics scenarios. As
businesses move toward a greater customer focus, scheduling problems need to be ex-
tended to cater to those needs.
Traditionally, manufacturing and logistics practices have sought to reduce unfulfilled
orders since unfulfilled orders often cause business losses and customer dissatisfaction.
To reduce such scenarios, penalties are imposed on lateness or tardiness. Researchers
have been considering many performance measurements for tardiness, such as mean
weighted flow times, make span, mean weighted tardiness. Such performance measures
are all non-decreasing functions of job completion times, and these performance mea-
sures are called REGULAR1 performance measures. Where scheduling problems con-
sider only lateness/tardiness penalties, they are called TARDY problems. Major mono-
graphs by Conway, Maxwell, & Miller (1967); Baker (1974); Coffman (1976); Rin-
nooy (1976); French (1982) focused on TARDY problems. More recently, Peter Brucker
& Sigrid Knust (2004) gathered the complexity results for on TARDY problems, and
showed which TARDY problems are more difficult than others.
Just-in-time management has enriched manufacturing and logistics practices, and
led to a new class of performance measures for underlying scheduling problems: In
addition to lateness costs, products and product components are penalized for inventory
costs as well; thus only orders that are fulfilled exactly on the deadline are penalty-free.
Notice that inventory costs are not REGULAR, since they are non-increasing functions of
tardiness. Such performance measures are called NONREGULAR performance measures.
Where scheduling problems consider both earliness penalties and lateness penalties, they
are called Early-Tardy problems, or ET problems for short.
1Regular performance measures can be defined as the performance measures that are non-decreasing func-
tions of job completion times.
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ET problems are generally more difficult than Tardy problems. Most of the litera-
ture on ET problems has proposed local search based algorithms. The research on the
mathematical aspects of ET problems are quite limited, especially compared to that on
Tardy problems. This thesis focuses on several ET problems, aiming to contribute both
mathematical and heuristics results toward the ET literature.
2. Overview of Research Methodologies
There are only a few classes of ET problems that can be solved in polynomial time.
Gary, Tarjan, & Wilfong (1988) proved that single machine ET problems with a common
due time are NP-hard. Since most ET problems can be reduced from that problem,
those problems are NP-hard as well. To solve NP-hard ET problems, there are three
approaches: mathematical models, approximation algorithms and heuristics.
The most straightforward approach is to create mathematical models for NP-hard
problems, and use generic mathematics knowledge to solve those models. This approach
divides the difficulty of an ET problem into two parts: modelling and solving the models.
Although modelling also requires skills, it is generally easier than solving the models.
Depending on how the mathematical models are solved, the solutions can be exact or
approximate. How to solve such models are out of the scope of this thesis; thus, we will
not discuss that further. For NP-hard ET problems, modelling is the only approach that
can find and prove optimal solutions. Other approaches may find optimal solutions, but
they cannot prove the optimality.
Approximation algorithms can provide only approximate solutions with certain
quality assurance. The literature on Tardy problems are quite extensive, but are rel-
atively limited for ET problems. This is because creating approximation algorithms
requires mathematical knowledge of the problems. Since we know less about ET prob-
lems, the possibility of creating approximation algorithms for the problems are lower as
well. The best form of approximation algorithms is fully polynomial time approximation
algorithms, or FPTAS for short. FPTAS can produce any quality of solutions (except
exact solutions) within polynomial time.
Heuristics algorithms provide approximate solutions with no quality assurance, but
they can generate good quality solutions much faster. Although heuristics algorithms
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do not have quality guarantee, they may produce nearly optimal solutions or optimal
solutions in a short time. For simple problems, some straightforward heuristics algo-
rithms may be sufficient, for example, earliest due time, or EDD for short. For complex
problems, especially NP-hard problems, we often use meta-heuristics. Meta-heuristics
embody control mechanisms to overcome some pitfalls of straightforward heuristics.
For example, to search the neighbourhood, a very straightforward heuristic is always
to choose the best neighbour for the search of the next step. But such heuristics can
be easily trapped around local optimal points, instead of exploring other regions of the
search space. Meta-heuristics can avoid such pitfalls. For example, tabu search algo-
rithms remember most recent moves, which are called tabu, and avoid choosing them
again. In this thesis, we discuss only meta-heuristics since straightforward heuristics are
not capable of such complexity.
3. Symbols and Problems Definition
We use the following symbols for this thesis. There are N(N ≥ 1) jobs to be
processed on M(M ≥ 1) identical machines. A job can be processed on any machine
with no machine preferences. Each job is processed exactly once, and the procession is
non-preemptive2. All the jobs are ready at time 0. Job i has processing time pi , due time
di, and job completion time ci. Sometimes we need to consider SETUP TIME sij if jobs i
and j are to be processed on the same machine successively. DefineEi = max{0, di−ci}
as the EARLINESS of job i, and Ti = max{0, ci − di} as the TARDINESS of job i . Job
i is EARLY if Ei > 0, or it is TARDY if Ti > 0. Notice that at least one of Ei and Ti
is zero. When Ei = Ti = 0, job i is an on-time job. On-time jobs can be treated as
early jobs. These symbols are illustrated in Figure 1.1. The figure shows a schedule of
three jobs. Here, we draw a horizontal line to represent time. A job is represented by a
rectangle. The widths of the rectangles represent the processing times of the jobs. The
heights of the rectangles do not have specific meanings. The left lines of the rectangles
represent the starting times of the jobs. The right lines of the rectangles represent the
completion times of the jobs. Jobs on the same horizontal line forms a schedule of one
2According to the discussion in Davis & Kanet (1993), preemptive problems can be polynomially con-
verted into non-preemptive problems.
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FIGURE 1.1. The Illustration of Symbols
machine. Space between adjacent rectangles represent the setup times of these jobs. The
earliness and tardiness of the jobs are also shown on the diagram. Job 1 is a tardy job;
thus, only its tardiness is shown. Job 3 is an early job; thus, only its earliness is shown.
Job 2 completes on time; thus, its earliness and tardiness are both zero.
We consider linear penalties for earliness and tardiness. The unit PENALTY/COST for
earliness is αi, and that for lateness is βi. The penalty of a job pj against its completion
time cj is shown in Figure 1.2. With these symbols, the performance measure, which is
the TOTAL PENALTIES or TOTAL COSTS of the schedule, can be written as
∑
(αiEi +
βiTi). A schedule is OPTIMAL if the total costs are minimized. There might be more
than one optimal schedule.
4. Problems Definition
In this thesis, we deal with three kinds of problems: GWET, SEQ and MGET.
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FIGURE 1.2. The Penalty of a Job against Its Completion Time
GWET minimizes the weighted earliness/tardiness penalties of jobs3 with a com-
mon due time on a single machine. The common due time is denoted by symbol
d = di, ∀1 ≤ i ≤ N . We also impose the constraint that all numbers must be integers4.
There are two types of GWET. When d ≥ ∑ pi, we call the problem UNRESTRIC-
TIVE. Otherwise, it is RESTRICTIVE. To our knowledge, only unrestrictive problems
have FPTAS. In this thesis, we will provide FPTAS for both restrictive and unrestrictive
GWET. A distinctive contribution that differentiates this paper from the works of Kova-
lyov & Kubiak (1999) and Woeginger (2000) is the construction of FPTAS for restrictive
problems.
3There are constraints for the jobs, but it is no less general than known FPTAS for ET problems. The
details will be introduced in Chapter 2.
4This is not a big issue. If the performance guarantee is ² > 0, we can use any 0 < ²′ ≤ 1 and some
integer L, such that for any number a, this constraint is valid:
|aL− daLe | ≤ ²′aL
If we replace all numbers a by daLe, the new problem satisfies the constraint. The error ²′ can be attended
by the approximation algorithm for the new problem.
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SEQ minimizes the weighted earliness/tardiness penalties over a fixed sequence of
jobs on a single machine. The jobs have non-uniform positive processing times pi,
penalty for unite earliness αi, and penalty for unite earliness βi. Since the job sequence
is fixed, as discussed in Davis & Kanet (1993), the setup time does not need to be explic-
itly expressed, but absorbed into job processing time. Given a problem with processing
times pi and setup times s(i−1)i, it can be transformed into a problem with no setup times
but with new processing times p′i = pi + s(i−1)i. The algorithm for SEQ has been called
the TIMETABLER or TIMETABLING ALGORITHM by Davis & Kanet (1993), Heady &
Zhu (1998), and Kanet & Sridharan (2000). SEQ is very important in ET problems,
for example, MGET. Since most ET problems are NP-hard, there are few studies have
tried to solve them directly. Instead, MGET and even more complex problems are often
decomposed into two subproblems: one subproblem attempts to generate good-quality
fixed sequences; the other one, which is SEQ, attempts to generate good-quality sched-
ules from the fixed sequences. In this thesis, we will provide a better algorithm for SEQ,
which will be beneficial to the solving of complex ET problems.
MGET minimizes the weighted earliness/tardiness penalties on multiple machines.
MGET has no restriction on the variables of a problem, except that they may not be
negative. MGET is one example of a complex NP-hard problem, more specifically,
a strongly NP-hard problem. Only heuristics algorithms are practical for MGET. In
this thesis, we will apply a new type of meta-heuristics to MGET, and compare its
performance against some known simulated annealing algorithms.
5. Thesis Structure
There are five chapters in this thesis, and there are three relatively independent prob-
lems to be discussed. This chapter overviews ET problems. The following three chap-
ters discuss our contributions on the three problems: GWET, SEQ and MGET. The last
chapter summarizes the thesis and discusses possible extensions.
The second chapter, which discusses approximation algorithms for GWET, will
show how we can extend the ideas of existing approximation algorithms to a wider con-
text of problems. The first section gives an introduction to approximation schemes, and
the second section reviews the literature. Then we discuss possible extensions. There are
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two types of extensions. One is straightforward, and the other is not. The third section
shows the approximation algorithms with straightforward extensions. The fourth section
shows the approximation algorithms with harder extensions. The last section concludes
the chapter.
The third chapter, which discusses SEQ, will show how we can improve existing
algorithms for better performance. In the first section, we review the literature and intro-
duce two best performing algorithms in literature. The second section shows how we can
represent the two best performing algorithms in the same framework. The following two
sections show the details of the two best performing algorithms. The fifth section com-
bines the ideas of these two algorithms, and produces a better performing algorithm. The
sixth section shows the benchmarks of the three algorithms. The last section concludes
the chapter.
The fourth chapter, which discusses MGET, will show a better meta-heuristic al-
gorithm for some strongly NP-complete problems. The first section reviews the meta-
heuristics that have been applied to MGET. The second section the ideas of the new
meta-heuristics we will apply to MGET. The third section compares the new meta-
heuristics against traditional ones. The fourth presents the complete algorithm. The fifth
section shows the benchmarks. The last section concludes the chapter.
The fifth chapter summarizes the three problems and discusses further extensions.
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CHAPTER 2
FPTAS for Single Machine ET Problems
1. Introduction
The best form of approximation algorithms for NP-hard optimization problems are
the fully polynomial approximation scheme (FPTAS). While various such schemes have
been proposed for scheduling problems with regular performance measures, there is
hardly any FPTAS for scheduling problems with nonregular performance measures. In
this thesis, we extend for single machine unrestrictive early/tardy scheduling problems
to restrictive problems. We also present the extension of our FPTAS to a more general
form of scheduling problems.
1.1. Problem Definition. Assuming there are N(N ≥ 1) jobs to be processed
on a single machine. Each job is processed exactly once, and the procession is non-
preemptive1. All the jobs are ready at time 0. Each job has non-uniform processing
time pi and a common due time d. The unit PENALTY/COST for earliness is αi, and that
for lateness is βi. Certain problems, such as WET, have symmetric penalties for earli-
ness and tardiness, i.e., αi = βi = wi. We also impose the constraint that all numbers
must be integers2. When d ≥∑ pi, we call the problems UNRESTRICTIVE. Otherwise,
they are RESTRICTIVE. The objective is to minimize TOTAL PENALTIES of the sched-







Ei = max{0, di− ci} represents the earliness of the job, Ti = max{0, ci−di}represents
the tardiness of the job, ZE and ZT represent the exponent for earliness and tardiness
1According to the discussion in Davis & Kanet (1993), preemptive problems can be converted into non-
preemptive problems in polynomial time.
2This is not a big issue. If the performance guarantee is ² > 0, we can use any 0 < ²′ ≤ 1 and some
integer L, such that for any number a, this constraint is valid:
|aL− daLe | ≤ ²′aL
If we replace all numbers a by daLe, the new problem satisfies the constraint. The error ²′ can be attended
by the approximation algorithm for the new problem.
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in the polynomial respectively. When αi = βi = wi, ZE = ZT = 1, the problem is
called a weighted early/tardy scheduling problem, or WET for short.
1.2. Approximation Concepts for ET Problems. We use the symbol Y to repre-
sent an algorithm, the symbol I to represent the class of problems that can be solved by
algorithm I , and x to represent some instance of I . The performance ratio of some
algorithm Y (x) for a problem instance x is defined as:






where opt(x) represents the optimal solution of the problem instance x.
A ρ-approximation algorithm Y (x) guarantees that for any problem instance x, the
performance ratio R(x, Y (x)) ≤ ρ. If the complexity of Y (x) is bounded by some
polynomial function, algorithm Y (x) is called a polynomial ρ-approximation scheme.
There is an equivalent symbol ² = ρ− 1. Normally, we assume 0 ≤ ² ≤ 1. Both ρ and ²
can be referred to as performance guarantee.
Y (x, ρ) is called an approximation scheme, if for any performance guarantee ρ > 1,
and for any problem instance x, performance ratio R(x, Y (x, ρ)) ≤ ρ. If the approxi-
mation scheme is a polynomial-time approximation scheme, the scheme is a polynomial
approximation scheme, or PTAS for short. Such problems belong to the class of PTAS
problems. PTAS allows getting approximation solutions within polynomial time for any
². However, because PTAS allows 1/² as exponents, the time complexity of PTAS is
exponentially bounded in 1/², which means that for different ², the change of time com-
plexity is exponential. If the time complexity of PTAS is also polynomially bounded by
1/², it is called a fully polynomial approximation scheme, or FPTAS for short. FPTAS
is the best form of approximation algorithms, since for different performance guarantee
², the change of time complexity is also polynomial.
1.3. Literature Review. There is limited literature on developing FPTAS/PTAS
for ET problems. We summarize the main findings on unrestrictive WET:
• Hall & Posner (1991) proposed an FPTAS for unrestrictive WET with the con-
straints that αi = βi = wi can be bounded by some polynomial function g(N).
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• Jurisch, Kubiak, & Jzefowska (1997) reduced unrestrictive WET to MinClique
problems. They showed that if wj is bounded by some polynomial function
g(N), the unrestrictive WET is polynomially solvable.
• Kovalyov & Kubiak (1999) proposed an FPTAS without constraints on input
data, which is the only FPTAS for ET problems.
For restrictive WET, there is no known FPTAS. However, we know that optimization
problems with no pseudo-polynomial algorithms do not have any FPTAS. The existence
of pseudo-polynomial algorithms shows the possibility of FPTAS. We summarize the
known pseudo-polynomial algorithms for restrictive common due time ET problems on
a single machine below:
• 1|dj = drestrictive|
∑
(Ej + Tj) There are three pseudo-polynomial algorithms
available: Hall & Posner (1991) , De, Ghosh, & Wells (1993), and Ventura
& Weng (1995). Hoogeveen, Lenstra, & van de Velde (1994) gave an 4/3-
approximation algorithm.
• 1|dj = drestrictive|
∑
(αEj + βTj) By De, Ghosh, & Wells (1993).
• 1|dj = drestrictive|
∑
wj(Ej + Tj) By Hoogeveen & van de Velde (1991).




j ) By Kahlbacher (1993) and De, Ghosh, &
Wells (1993).
These pseudo-polynomial algorithms show an FPTAS could exist for ET problems other
than WET.
1.4. Our Contribution. We seek to provide FPTAS for a larger range of problems.
The extension can be made along three directions:
(1) Kovalyov & Kubiak (1999) proposed an FPTAS for unrestrictive WET. In this
thesis, we propose another FPTAS for restrictive WET.
(2) Kovalyov & Kubiak (1999)’s FPTAS requires that all jobs be sorted according
to pi/wi, which is a total order on the set of jobs. For a problem with general
αi and βi, we define a partial order ¹Υ for jobs Ji and Jj:
Ji ¹Υ Jj ⇔ (pi/αi ≤ pj/αj) ∧ (pi/βi ≤ pj/βj).
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As long as ¹Υis a total order on the set of jobs, FPTAS exists. Define ºΥ as
the reverse relation of ¹Υ.
(3) Kovalyov & Kubiak (1999)’s FPTAS requires ZE = ZT = 1, and there is no
known pseudo-polynomial algorithms proposed for problems with ZE > 2 or
ZT > 2. Here we provide a general representation of the result, such that for
any values of positive ZE and ZT , we can provide an FPTAS.
In summary, we intend to provide an FPTAS to problems in the most general form





i ), ZE > 0, ZT > 0, if ¹Υ is a total order on the set of jobs. We call
such problems general early/tardy common due-date problems, or GWET for short.
1.5. Organization of This Chapter. This chapter is divided into five sections:
(1) The first section gives an introduction to the background of developing an FP-
TAS for ET scheduling problems.
(2) The second section introduces the preliminaries for developing an FPTAS, in-
cluding the representation for schedules and integer set partition schemes.
(3) The third section introduces how we extend the original FPTAS by Kovalyov
& Kubiak (1999) for unrestrictive GWET. We name that FPTAS FUG, which
is the short for FPTAS for unrestrictive GWET.
(4) The fourth section introduces the new FPTAS for restrictive GWET in several
steps. We name that FPTAS FRG, which is the short for FPTAS for restrictive
GWET.
(a) We show FUG is not extendable to restrictive GWET.
(b) We extend the approximation of a set of integers for constructing our FP-
TAS.
(c) We propose a decomposition scheme to decompose restrictive GWET into
a polynomial number of subproblems. We propose an FPTAS for the sub-
problems of restrictive GWET. With the problem decomposition scheme
and the FPTAS for the subproblems, we construct FRG. FRG refers to the
overall algorithm of FPTAS for restrictive GWET. We refer to the FPTAS
for subproblems as sub-FRG.
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(d) We prove FRG is an FPTAS for restrictive GWET.
(5) The last section concludes this chapter.
2. Preliminaries
In this section, we give an overview of how to represent schedules and how to do
approximation for a set of numbers.
2.1. Schedule Representation. The optimal schedules of GWET exhibit these prop-
erties:
(1) According to De, Ghosh, & Wells (1993), in an optimal schedule, there should
be no idle time inserted between any consecutive jobs .
(2) According to De, Ghosh, & Wells (1993), in an optimal schedule of unrestric-
tive problems, there exists one job that finishes exactly at time d. According to
Baker & Scudder (1990), in an optimal schedule of restrictive problems, , the
first job may or may not start from time 0. Thus, in an optimal schedule, there
exists exactly one job starting no later than d, and ending no earlier than d .
Such jobs are called straddling jobs Baker & Scudder (1990) and De, Ghosh, &
Wells (1993).
(3) According to De, Ghosh, & Wells (1993), in an optimal schedule, except the
straddling job, all early jobs are sorted according to relation ºΥ, and all late
jobs are non-decreasingly sorted according to relation ºΥ. This property is
called the V-SHAPE PROPERTY . If we draw the values of pi/αi of all early
jobs, and those of pi/βi for all late jobs, we can get a V-shape curve. Figure 2.1
shows an example. Intuitively, this property can be stated as: the job (except
the straddling job) with the largest value of pi/αi can only be the first early job
in an optimal schedule, and the job (except the straddling job) with the largest
value of pi/βi can only be the last late job in an optimal schedule.
These three properties allow us to use a bit vector to represent schedules. First of all,
since ¹Υis a total order on the set of jobs, we can sort the jobs such that Ji ¹Υ Ji+1.




FIGURE 2.1. An Example of V-Shape Properties
schedule with n jobs. xn is assigned 0 if job n is scheduled as a late job; xn is assigned
1 otherwise.
DEFINITION 2.1. The set of all possible vectors Xn is referred as to the Complete
Set, denoted by Γn.
Given a bit vector Xn, we define three state descriptors for that schedule :
e(Xn) : as the total processing time of all early jobs;
t(Xn) : as the total processing time of all late jobs; and
c(Xn) : as the total costs of the schedule.
Since the jobs are sorted according to the V-Shape property, job n + 1 can only be
added to the front or the tail of the schedule represented by Xn. We use bit xn+1 to
represent whether job n + 1 is early, and ∅ to represent the null vector, which is an
empty schedule. The vectors Xn and Xn+1 maintain these relations:
• e(Xn+1) = e(Xn) + xn+1pn+1, e(∅) = 0;
• t(Xn+1) = t(Xn) + (1− xn+1)pn+1, c(∅) = 0;
• c(Xn+1) = c(Xn)+xn+1αn+1eZE(Xn)+(1−xn+1)βn+1tZT (Xn+1), t(∅) = 0.
From this point, we shall use the term schedule Xn to refer to a schedule that obeys the
V-Shape property and that can be represented by vector Xn.
2.2. Integer Set Partition Schemes.
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Algorithm 1 Set Partition Algorithm
(1) Sort all the numbers.
(2) Set i = 0 and k = 1;
(3) Remove all numbers no bigger than (1 + ²)ai from set A, and group them as
subset k.
(4) If A is not empty, set i = i + 1 and k = k + 1. Go to Step 3. Otherwise,
terminate.
DEFINITION 2.2. Given any two non-negative numbers a and a′, a is ²-close to a′,
represented as a ≈² a′, if and only if |a− a′| ≤ ²a′.
Given a set of non-negative numbers A = {a0, a1, a2, . . . , ai, . . .}, Kovalyov & Ku-
biak (1999) provided a partition algorithm, which is listed in Algorithm 1. Now we
give an example to show how Algorithm 1 works. Given ² = 1, and a set of numbers
A = {2, 3, 4, 5, 6, 7}. In the first iteration, we remove numbers 2, 3, 4 from set A, and
forms a new subset {2, 3, 4}. In the second iteration, we remove numbers 5, 6, 7 from
set A, and form a new subset {5, 6, 7}. Now A becomes empty, thus the algorithm
terminates. As a result, we get subsets {2, 3, 4}, {5, 6, 7}.
This partition algorithm have these properties:
• All numbers in the same subset are ²-close to the minimal number of the subset.
• For convenience, we define a function K²(A) to represent the number of subsets
produced by Algorithm 1. Thus, K²(A) ≤ log(M)/² + 2, if 0 < ² ≤ 1 and
M ≥ 1.
• GivenA as a set of unsorted numbers, the complexity of partitionA isO(|A| log(|A|)).
With such a partition scheme, we define the concept of interchangeability:
DEFINITION 2.3. Two non-negative numbers a and a′ are ²-interchangeable, writ-
ten as a ∼=² a′, if a and a′ are in the same partitioned set.
LEMMA 2.4. Given two non-negative numbers a and a′, if a and a′ are ²-interchangeable;
a is ²-close to a′, and a′ is ²-close to a.
PROOF. Since a and a′ are symmetric, we assume a′ ≤ a. We use amin and amax
to denote the lower bound and upper bound of the partitioned set that a and a′ belong
to, and we express the partitioned set as: amin ≤ a′ ≤ a ≤ amax ≤ (1 + ²)amin. So
14
0 ≤ a − a′ ≤ amax − amin ≤ ²amin ≤ ²a′ ≤ ²a. From the definition of closeness, we
can conclude that a is ²-close to a′, and a′ is ²-close to a. ¤
We now show a numerical example. Given ² = 1 and a set of numbers A =
{4, 5, 6, 9, 11}. Because a = 4 < 5 < 6 ≤ (1 + ²)a, a b and c are ²-interchangeable; 5
and 6 are ²-close to 4. For the same reason, 9 and 11 are ²-interchangeable; 11 is ²-close
to 9. However, although 9 is ²-close to 6, but 9 and 6 are not ²-interchangeable. Given
another set with only two numbers A′ = {6, 9}. Since 6 is minimal and 9 is ²-close to 6,
6 and 9 are ²-interchangeable. Comparing the two examples, we can see that closeness
is purely numerical while interchangeability is more structural.
If we extend the concept of interchangeability and closeness from one dimension
to three dimensions, we can define these terms:
DEFINITION 2.5. Given bit vectorsXn andX ′n,Xn is (µ, ν, ²)-close toX ′n, written as
Xn ≈(µ,ν,²) X ′n, if and only if e(Xn) ≈µ e(X ′n), t(Xn) ≈ν t(X ′n), and c(Xn) ≈² c(X ′n).
Bit vectors Xn and X ′n are (µ, ν, ²)-interchangeable, written as Xn ∼=(µ,ν,²) X ′n, if
and only if e(Xn) ∼=µ e(X ′n), t(Xn) ∼=ν t(X ′n), and c(Xn) ∼=² c(X ′n).
A set of bit vectors ϕn is a (µ, ν, ²)-approximation of the complete set Γn, if and
only if for any Xn ∈ Γn, there exists some X ′n ∈ ϕn, such that X ′n ≈(µ,ν,²) Xn.
3. FPTAS for unrestrictive GWET
In this section, we will first present the extended FPTAS for unrestrictive GWET, or
FUG in short. Then we will give an example. Lastly, we will prove the correctness of our
FPTAS. There are two parts. The first part of the proof demonstrates that the schedule
(X0N ) produced by FUG is ²-close to the optimal cost. The second part demonstrates the
complexity of FUG is a polynomial of N , 1/², maxj{N, pj, αj, βj, ZE, ZT, 1/²}.
3.1. FUG in Detail. We need to define three artificial variables:
vn: v1 = ²/2N , and vj+1 = vj + v1(1 + vj), for 1 ≤ j ≤ N − 1. This series
of variables were proposed by Kovalyov & Kubiak (1999) for their FPTAS for
WET. When ZE and ZT are general variables, this series of variables are not
sufficient to develop FPTAS. Thus, we propose two series of variables: vEn and
vTn based on vn.
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Algorithm 2 FUG ( FPTAS for unrestrictive GWET)
(1) Index the jobs, such that for any two jobs Ji and Ji+1 , Ji ¹Υ Ji+1. ϕ0 = {∅},
where ∅ represents a null vector.
(2) Set n = 1.
(3) For each vector Xn in the trimmed set ϕn−1, generate two vectors (Xn−1, 0)
and (Xn−1, 1), and put them into the candidate set %n.
(4) For all vectors in the candidate set %n that are (vE1 , vT1 , ²)-interchangeable, put
one vector with minimum total costs and one vector with maximum total costs
into the trimmed set ϕn.
(5) Set n = n+ 1. If n ≤ N , go to step 2.
(6) Pick the state vector X0N in the trimmed set ϕN , which is the vector with the
minimum total costs in the trimmed set ϕN , as the final result.
vEn : vE1 = ZE
√
1 + (v1)− 1 and vEj+1 = vEj + vE1 (1 + vEj ), for 1 ≤ j ≤ N − 1.
vTn : vT1 = ZT
√
1 + (v1)− 1 and vTj+1 = vTj + vT1 (1 + vTj ), for 1 ≤ j ≤ N − 1.
FUG works on two kinds of sets: candidates sets %0, %1, %2, . . . , %N and trimmed sets
ϕ1, ϕ2, ϕ3, . . . , ϕN−1. FUG can be considered an N -step algorithm: at Step n(1 ≤ n ≤
N ), candidate set %n and trimmed set ϕn are calculated. Each step of FUG consists of
two operations:
(1) Generate candidate set %n from trimmed set ϕn−1. The purpose of this step
is to integrate job n into the schedules considering jobs 1 to n− 1. Since a job
can be scheduled either early or late, each bit vector Xn−1 in trimmed set ϕn−1
is transformed as two vectors (Xn−1, xn) with Xn = 0 and (Xn−1, xn) with
Xn = 1 in candidate set %n.
(2) Generate trimmed set ϕn from candidate set %n. The purpose of this step is to
remove interchangeable vectors, such that the number of vectors in %n and ϕn
are polynomial functions of n, 1/² and maxj{n, pj, αj, βj, ZE, ZT, 1/²}.
Algorithm 2 shows the full algorithm of FUG. Step 1 is a preparatory step, which sorts
all jobs according to the total order¹Υ, and initializes candidate set ρ0. Step 3 and 4 are
repeated N times. During iteration n, the candidates set %n−1 is trimmed to trimmed
set ϕn−1; then the candidate set %n is calculated from the trimmed set ϕn−1. In the last
step, the vector with minimal c(XN) in the candidate set %N is picked as the final result.
3.2. An Example of the Algorithm. Here, we show how the algorithm runs with
an example. We assume ZE = ZT = 1, αj = βj for simplicity. In Table 2.1, we show
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N = 3 Job 1 Job 2 Job 3
pj 600 601 602
αj = βj 3 3 3
βj = αj 3 3 3
d 1800
TABLE 2.1. The Job Specifications of an Unrestrictive Problem
Set Xn e(Xn) t(Xn) c(Xn) Interchangeable Vec-
tors
ϕ0 null 0 0 0 None
%1 = ϕ1 1 600 0 0 None
0 0 600 1800 None
11 1201 0 1800 None
%2 = ϕ2 10 600 601 1803 None
01 601 600 1800 None
00 0 1201 5403 None
111 1803 0 5403 None
110 1201 602 3606 101 and 011
101 1202 601 3603 110 and 011
%3 100 600 1203 5412 010 and 001
011 1203 600 3603 110 and 101
010 601 1202 5406 100 and 001
001 602 1201 5403 100 and 010
000 0 1803 10812 None
TABLE 2.2. Execution of FUG on an Unrestrictive Data Set
the job specifications. Note that the jobs are already sorted according to ¹Υ. Now we
assume that d = 1800 >
∑
pi, and ² = 1. The job number N is 3, and the values for the
artificial variables are v1 = 1, vE1 = v
T
1 = 1/6.
The vectors generated during the execution is shown in Table 2.2. ϕ0 is initialized
as a set with a null vector, which represents a schedule with no jobs. Now the algorithm
begins to calculate candidate sets %n and trimmed sets ϕn.
In the first iteration, candidates set %1 and trimmed set ϕ1 are calculated. Given a
null vector in trimmed set ϕ0, two vectors are generated: 1 and 0. Vector 1 means that
job 1 is scheduled as an early job. Vector 0 means that job 1 is scheduled as a late job.
The three descriptors (e(Xn), t(Xn), and c(Xn)) are calculated accordingly. These two
vectors are put into candidates set %1. Note that at this point, there are only two vectors.
Thus, no trimming will be performed. The two vectors are passed to trimmed set ϕ1.
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In the second iteration, candidate set %2 and trimmed set ϕ2 are calculated. There
are two vectors in trimmed set ϕ1 = {1, 0}. With the addition of job 2, Vector 1 is
transformed into two vectors 11 and 10. Vector 11 means that job 1 remains an early
job, and job 2 is also scheduled as an early job. Vector 10 means that job 1 remains
an early job, but job 2 is scheduled as a late job. The three descriptors (e(Xn), t(Xn)
and c(Xn)) are calculated accordingly. These two vectors are put into candidate set
%2. Vector 0 is treated exactly as Vector 1. Now we get four vectors in candidate
set %2 = {11, 10, 01, 00}. Since there are no interchangeable vectors, all vectors in
candidate set %2 are passed to trimmed set ϕ3.
In the third iteration, candidate set %3 and trimmed set ϕ3 are calculated. Similar to
the transformation of ϕ0 to %1 and the transformation of ϕ1 to %2, %3 can be transformed
ϕ2 from as {111, 110, 101, 100, 011, 010, 001, 000}. Observe the vectors in %3, vectors
110, 101, 011 are interchangeable, with c(101) = c(011) < c(110). According to
the rule of trimming, as vectors 101 and 011 carry the maximum costs, one of them
is trimmed. Vectors 100, 010, 001 are interchangeable. Vectors 100 and 001 are put
into trimmed set ϕ3, since they carry the maximum and minimum cost respectively,
and vector 010 is trimmed. All vectors with no interchangeable vectors are put into
trimmed set ϕ3. Now we have trimmed set ϕ3 = {111, 110, (101|011), 100, 001, 000},
where (101|011) means that one and only one of vectors 101 and 011 is in trimmed set
ϕ3. The calculation of sets terminates after this iteration since the maximum number of
iterations is reached.
Vector 101 is returned as the result since it carries the minimal cost in ϕ3. This vector
is the optimal solution, which is ²-close to the optimal cost.
3.3. Proof of the Closeness of X0N to the Optimal Cost. There are three major
steps for this proof:
(1) Some properties of the artificial variables.
(2) For any n ≤ N , trimmed set ρn is a (vEn , vTn , ²)-approximation of the com-
plete set Γn.
(3) FUG returns a vector X0N that is ²-close to the optimal cost.
18
3.3.1. First Step of Proof. In this step, we prove some properties about the artificial
variables.
THEOREM 3.1. (Kovalyov & Kubiak, 1999) vj = (1 + (²/2N))j − 1 ≤ ², for 1 ≤
j ≤ N .
LEMMA 3.2. (1 + vEj )
ZE = 1 + vj and (1 + vTj )
ZT = 1 + vj .
PROOF. Since ²E = ZE
√
1 + (²/2N)− 1, we have:





ZE = 1 + (²/2N);
((1 + ²E)
j)ZE = (1 + (²/2N))j;
(1 + vEj )
ZE = 1 + vj.
Symmetrically, we have:
(1 + vTj )
ZT = 1 + vj.
¤
LEMMA 3.3. If |H1−H2| ≤ vEnH2, |HZE1 −HZE2 | ≤ vnHZE2 . If |H1−H2| ≤ vTnH2,
|HZT1 −HZT2 | ≤ vnHZT2 .
PROOF. Since |H1 −H2| ≤ vEnH2,
|H1
H2




≤ 1 + vEn ;
(1) (1− vEn )ZE − 1 ≤ (
H1
H2
)ZE − 1 ≤ (1 + vEn )ZE − 1.
Since
2 ≤ (1 + vEn )ZE + (1− vEn )ZE;
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1− (1 + vEn )ZE ≤ (1− vEn )ZE − 1.
So Equation 1 can be rewritten as following:
1− (1 + vEn )ZE ≤ (
H1
H2
)ZE − 1 ≤ (1 + vEn )ZE − 1;
|(H1
H2
)ZE − 1| ≤ (1 + vEn )ZE − 1 = vn;
(2) |HZE1 −HZE2 | ≤ vnHZE2 .
Similarly, we have:
(3) |HZT1 −HZT2 | ≤ vnHZT2 .
¤
3.3.2. Second Step of Proof. In this section, we prove that for any vector X∗N in
complete set ΓN , there exists XN in trimmed set ϕN that is (vEn , vTn , ²)-close to X∗N .
If the above statement is true, trimmed set ϕN is a (vEn , vTn , ²)-approximation of the
complete set Γn. We use symbol X∗n to represent a vector with length n, whose first n
bits are identical to the first n bits of X∗N , and use symbol x
∗
n to represent the n
th bit of
X∗N .
LEMMA 3.4. For any n, (1 ≤ n ≤ N) and for any X∗n−1, if there exists a vector in
trimmed set ϕn−1 which is (vEn−1, vTn−1, ²)-close to X∗n−1, there must exists some vector
in trimmed set ϕn, which is (vEn , vTn , ²)-close to X∗n.
PROOF. Given vector Xn−1 in trimmed set ϕn−1, Xn = (Xn−1, x∗n) must be in
candidate set ρn. There are two possibilities in deriving trimmed set ϕn. The first
possible case is that Xn is put into trimmed set ϕn. The second possible case is that Xn
is trimmed and not in trimmed set ϕn.
For the first case,Xn−1 is in trimmed setϕn−1. Now we will showXn is (vEn−1, vTn−1, ²)-
close to X∗n.
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|e(Xn)− e(X∗n)| = |e(Xn−1)− e(X∗n−1)|
≤ vEn−1e(X∗n−1)
≤ vEn−1e(X∗n).
So we have e(Xn) is vEn−1-close to e(X∗n), which means that
(4) e(Xn) ≈vEn−1 e(X∗n).
Symmetrically, we have t(Xn) is vTn−1-close to t(X∗n), which means that
(5) t(Xn) ≈vTn−1 t(X∗n).
Since e(Xn−1) is vEn−1-close to e(X∗n−1) and Inequality 2, we have:
|e(Xn−1)ZE − e(X∗n−1)ZE| ≤ vn−1e(X∗n−1)ZE.
Since Inequality 5 and Inequality 3, we have:
|t(Xn)ZT − t(X∗n)ZT | ≤ vn−1t(X∗n)ZT .
So we have:
|c(Xn)− c(X∗n)|
≤ |c(Xn−1)− c(X∗n−1)|+ x∗nαn|e(Xn−1)ZE − e(X∗n−1)ZE|
+(1− x∗n)βn|t(Xn)ZT − t(X∗n)ZT |
≤ ²c(X∗n−1) + vn−1αnx∗ne(X∗n−1)ZE + vn−1βn(1− x∗n)t(X∗n)ZT
≤ ²(c(X∗n−1) + αnx∗ne(X∗n−1)ZE + βn(1− x∗n)t(X∗n)ZT )
≤ ²c(X∗n).(6)
Summarizing Inequalities 4, 5 and 6, when Xn is in trimmed set ϕn, Xn = (Xn−1, x∗n)
is (vEn−1, v
T
n−1, ²)-close to X∗n, which implies that Xn is (vEn , vTn , ²)-close to X∗n.
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For the second case, Xn is trimmed from trimmed set ϕn. According to the rule
for trimming vectors, there must exist two vectors Xminn and X
max





interchangeable with Xn. Without losing generality, assume c(Xminn ) ≤ c(Xn) ≤








n , ²)-close to X∗n. We use X ′n




≤ |e(X ′n)− e(Xn)|+ |e(Xn)− e(X∗n)|
≤ vE1 e(Xn) + vEn−1e(X∗n)




So e(X ′n) v
E
n -close to e(X∗n), which is written as:
(7) e(X ′n) ≈vEn e(X∗n).
Symmetrically, we have t(X ′n) v
T
n -close to t(X∗n), or:
(8) t(X ′n) ≈vTn t(X∗n).






1 , ²)-interchangeable, we can derive:
(9) c(Xminn ) ≤ c(Xn)c ≤ c(Xmaxn ) ≤ (1 + ²)c(Xminn ).
Given Inequality 6, we have:
(1− ²)c(X∗n) ≤ c(Xn) ≤ (1 + ²)c(X∗n).(10)
Note that interval [c(Xminn ), c(X
max
n )] and [(1−²)c(X∗n), (1+²)c(X∗n)] intersect, because










we know that [(1 − ²)c(X∗n), (1 + ²)c(X∗n)] cannot be a subset of [c(Xminn ), c(Xmaxn )].
Notice that these two intersect. We can conclude that one of c(Xminn ) and c(X
max
n ) is in
interval [(1 − ²)c(X∗n), (1 + ²)c(X∗n)], which means that either c(Xminn ) or c(Xmaxn ) is
²-close to c(X∗n). Since e(Xminn ) and e(Xmaxn ) are vEn -close to e(X∗n) and t(Xminn ), and
t(Xmaxn ) is v
T





n , ²)-close to X∗n.
Summarizing the discussion of the two cases, for any n, (1 ≤ n ≤ N) and for
any X∗n−1, if there exists a vector in trimmed set ϕn−1 which is (vEn−1, vTn−1, ²)-close
to X∗n−1, there must exist some vector in trimmed set ϕn which is (vEn , vTn , ²)-close to
X∗n. ¤
LEMMA 3.5. For any vector X∗N , there exists some XN in trimmed set ϕn that is
(vEn , v
T
n , ²)-close to X∗N .
PROOF. Note that there will be no trimming during the first iteration of FUG since
candidate set ρ1 has only two elements. Thus, X∗1 is always in the trimmed set ϕ1.
In other words, when n = 2, there exists some vector in trimmed set ϕn−1 that is
(vEn−1, v
T
n−1, ²)-close to X∗n−1. If we use Lemma 3.4 for induction, we can conclude that
for any vector X∗N , there exists some XN in trimmed set ϕn that is (vEn , vTn , ²)-close to





of the complete set ΓN . ¤
3.3.3. Third Step of Proof.
PROPOSITION 3.6. FUG returns a vector X0N that c(XN) is ²-close to the optimal
cost.
PROOF. Since ϕN is a (vEN , v
T
N , ²)-approximation of the complete set ΓN , for any
optimal X∗N , there exists X
′
N such that c(X
′
N) ≈² c(X∗N), i.e.,
c(X∗N) ≤ c(X ′N) ≤ (1 + ²)c(X∗N).
X0N is the schedule with minimal costs in ϕN , so:
c(X0N) ≤ c(X ′N).
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Since X∗N is an optimal schedule, we must have:
c(X∗N) ≤ c(X0N).
Combining the above three inequalities, we can conclude:
c(X∗N) ≤ c(X0N) ≤ (1 + ²)c(X∗N),
which means that c(X0N) ≈² c(X∗N). ¤
3.4. Proof of Complexity. In this step, we prove some properties about the artificial
variables first, then we calculate the complexity of FUG to show that it is a polynomial
of N , 1/², maxj{N, pj, αj, βj, ZE, ZT, 1/²}.
LEMMA 3.7. O(1/vE1 ) = O(
N
²
× ZE) and O(1/vT1 ) = O(N² × ZT ).
PROOF. Let p = 1 + vE1 =
ZE
√
1 + (²/2N) > 1, so pZE = 1 + (²/2N),

















































LEMMA 3.8. The Complexity of FUG is a polynomial of N , 1/²,
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maxj{N, pj, αj, βj, ZE, ZT, 1/²}.
PROOF. We define three symbols Ke(Xn), Kt(Xn), Kc(Xn) to present the upper
bound of the number of partitioned sets for the value space of e(Xn) and t(Xn) and
c(Xn) respectively. The value space of e(Xn) and t(Xn) is [0,
∑







= O(N × ZE × log(max
j
{N, pj})/²);
Kt(Xn)) = O(N × ZT × log(max
j
{N, pj})/²).










= O(N ×max{ZE,ZT} × log(max
j
{N, pj, αj, βj})/²).
Since e(Xn) + t(Xn) =
∑
pi, as e(Xn) increases, t(Xn) will not increase. So the
cardinality of ρn is bounded in:
|ρn| = O(Kc(Xn)× (Ke(Xn) +Kt(Xn)))
= O(N2max2{ZE,ZT} log2(max
j
{N, pj, αj, βj})/²2).
The complexity of the complete algorithm should be:
O(N × |ρN | log(|ρn|))
= O(N3max2{ZE,ZT} log4(max
j
{N, pj, αj, βj, ZE, ZT, 1/²})/²2),
which is a polynomial of N , 1/², maxj{N, pj, αj, βj, ZE, ZT, 1/²}. ¤
3.5. Summary. Now we have extended the FPTAS for WET to FUG. Our contri-
bution is the proposal of artificial variables vEn v
T
n and related proofs, such that FUG
allows general positive ZE and ZT .
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4. FPTAS for Restrictive GWET
Now we will show FUG are not extendable to restrictive GWET. Then, we extend
the approximation of a set of integers for constructing our FPTAS. We also propose a
decomposition scheme to decompose restrictive GWET into a polynomial number of
subproblems. We further propose an FPTAS for the subproblems of restrictive GWET.
With the problem decomposition scheme and the FPTAS for the subproblems, we con-
struct FRG, which is the overall algorithm of FPTAS for restrictive GWET. The FP-
TAS for the subproblems is known as sub-FRG. Lastly, we prove FRG is an FPTAS
for restrictive GWET.
4.1. FUG is not Extendable to Restrictive GWET. FUG is not an approximation
scheme for restrictive GWET for two reasons:
• In the optimal schedules of restrictive GWET, there may be one straddling job
and no job completed at the common due time. FUG does not consider the
possibility of straddling jobs.
• In the proof of Lemma 3.4 earlier, “given vector Xn−1 in trimmed set ϕn−1,
Xn = (Xn−1, x∗n)must be in candidate set ρn”. Unfortunately, this statement is
not valid for restrictive GWET. Any schedule XN cannot start earlier than time
zero, so the total processing time of the early jobs may not exceed the common
due time d (e(XN) ≤ d). We call schedules with e(XN) ≤ d feasible, and jobs
with e(XN) > d infeasible. For unrestrictive GWET, because of the definition
of unrestrictiveness (d ≥ ∑ pj), and that the total processing time of the early
jobs is no more than the total processing times of all the jobs (e(Xn) ≤
∑
pj),
all schedules are feasible. For restrictive GWET, which means d <
∑
pj , it
is possible that some XN are infeasible. FUG does not include any method to
deal with infeasible schedules.
We illustrate the two reasons with a simple example. Since Kovalyov & Kubiak (1999)
did not suggested anything to resolve infeasibility, we decide to remove all infeasible
vectors.
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N = 2 Job 1 Job 2
pj 1 5
αj = βj 1 2
d 4
TABLE 2.3. A Restrictive Data Set
Set Xn e(Xn) t(Xn) c(Xn) Feasibility
ϕ0 null 0 0 0 Feasible
%1 = ϕ1 1 1 0 0 Feasible
0 0 1 1 Feasible
11 6 0 2 Infeasible
%2 = ϕ2 10 5 1 1 Infeasible
01 1 5 10 Feasible
00 0 6 13 Feasible
TABLE 2.4. Execution of FUG on Restrictive Data Set
EXAMPLE 4.1. For simplicity, we assume ZE = ZT = 1, αj = βj , ² = 1. So
vE1 = v
T
1 = 1/4. There are two jobs to be scheduled (N = 2). The data of the jobs are
listed in Table 2.3. The trace of execution of FUG on the example is given in Table 2.4.
FUG returns a schedule with total costs 1 as the result, but the schedule is infeasible.
Among all feasible schedules, the one with minimum costs has costs 10. But the optimal
schedule for this problem is 4. (In the optimal schedule, job 2 is a straddling job. It starts
at 0, and completes at 5; job 1 starts at 5, and completes at 6.) Obviously, the costs of
the schedule returned by FUG is not ²-close to the optimal cost.
4.2. New Approximation Schemes for a Set of Integers. In this subsection, we
introduce a new approximation scheme derived from Kovalyov & Kubiak (1999). The
integer set partition scheme proposed by Kovalyov & Kubiak (1999) guarantees that all
²−interchangeable integers are ²−close to each other. Given M as the upper bound of
a set of non-negative integers. We want to propose another integer partition scheme that
guarantees:
(1) All ²−interchangeable integers are ²−close to each other. Mathematically,
given any two numbers a and a′, if they are ²−interchangeable, they are
²−close to each other.
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Algorithm 3 The Double-Sided Partition Algorithm
(1) Given A as the set of numbers. Sort the numbers in A.
(2) Generate another set A′ = {M − x|x ∈ A}. Note that since A is sorted, A′
must be sorted.
(3) Perform partition of A by the partition scheme of Kovalyov & Kubiak (1999).
(4) Perform partition of A′ by the partition scheme of Kovalyov & Kubiak (1999).
(5) Given any a, a′ ∈ A, a and a′ are in the same partitioned set only if a and a′
are in the same partitioned set in Step 3 and M − a and M − a′ are in the same
partitioned set in Step 4.
(2) For any ²−interchangeable integers, their differences to M are also ²−close
to each other. Mathematically, given any two numbers a and a′, if they are
²−interchangeable, M − a and M − a′ are ²−close to each other.
The double-sided partition algorithm can be found in Algorithm 3. From now on,
we refer to the partition scheme proposed by Kovalyov & Kubiak (1999) as a single-
sided partition scheme. Now we show an example to show how Algorithm 3 works.
Given ² = 1, M = 8, and a set of numbers A = {2, 3, 4, 5, 6, 7}. First we generate
A′ = {6, 5, 4, 3, 2, 1}. Partition A by Algorithm 1 given earlier in this chapter, we get
sets {2, 3, 4}, {5, 6, 7}. Partition A′ by Algorithm 1, we get sets {6, 5, 4, 3}, {2, 1}. After
the final partition, we get sets {2, 3, 4}, {5}, {6, 7}.
Now we extend the definition of interchangeability to 2-interchangeability to in-
corporate the double-sided partition scheme (2- implies two interchangeabilities).
DEFINITION 4.2. Given two numbers a and a′. They are ²-2-interchangeable and
expressed as a ∼=2² a′, if and only if a and a′ are ²-interchangeable, and M − a and
M − a′ are also ²-interchangeable.
Bit vectors Xn and X ′n are (µ, ν, ²)-2-interchangeable and expressed as Xn ∼=2(µ,ν,²)
X ′n, if and only if e(Xn) ∼=2µ e(X ′n), t(Xn) ∼=2ν t(X ′n), and c(Xn) ∼=2² c(X ′n).
The idea of double-sided partition is shown in Figure 2.2. The three lines represent
the interval [0,M ]. The first line shows the result if the interval is partitioned by the third
step of Algorithm 3 introduced earlier. The third line shows the result if the interval
is partitioned by the fourth step of Algorithm 3. The double-sided partition scheme
combines the partition results from both steps, which is shown in the second line of




Partition According to {a}
Partition According to {M−a}
FIGURE 2.2. Illustration of Double-Sided Partition Scheme
any single-sided partition schemes, they are not in the same partitioned set of double-
sided partition schemes. Note that for any number a, as a increases, M − a decreases.
Thus, the number of sets produced by the double-sided partition scheme is bounded
by O(2 × K²(A)) = O(K²(A)). As proved by Kovalyov & Kubiak (1999), K²(A) =
O(log(M)). So, the number of sets produced by double-sided partition is also K²(A) =
O(log(M)). Thus, we reuse the symbol K²(A) to present the number of partitioned
set produced by the double-sided partition scheme as well as the single-sided partition
scheme.
4.3. FRG (FPTAS for Restrictive GWET). FRG first decomposes restrictive GWET
problems into a polynomial number of subproblems. Then each subproblem is solved by
an FPTAS. The best solution of all subproblems is picked as the final solution. Before
introducing FRG, we present the problem decomposition scheme. Next, we introduce
FRG, the overall algorithm of FPTAS for restrictive GWET which generates subprob-
lems and chooses the best solutions of the subproblems. In the third step, we introduce
sub-FRG, the FPTAS for subproblems. Lastly, we show how FRG solves the example
shown in Table 2.3.
4.3.1. Subproblem Representation. In order to overcome the straddling job problem,
we need to add two parameters to a subproblem:
s: represents the straddling job.
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Algorithm 4 FRG (FPTAS for Restrictive GWET)
(1) Set ξ = ∅ and j = 1.
(2) Solve the problem by FUG without considering feasibilities. If FUG returns a
feasible schedule, put the schedule in ξ.
(3) Perform double-sided partition on interval [1, pj − 1] with respect to
min{vEN , vTN}.
(4) For each partitioned set from the previous step, pick one number from the set
as o, solve subproblem P os by sub-FRG, and put the result into ξ.
(5) j = j + 1. If j ≤ N , go to step 3. Otherwise, proceed to step 6.
(6) Pick the schedule in ξ with minimum costs as the final result.
Subproblem Job 1 is early
or late
e(Xn) t(Xn) c(Xn)
P 12 late 4 2 4
P 22 early 4 2 7
P 32 early 3 3 8
P 42 early 2 4 9
TABLE 2.5. Execution of FUG on a Restrictive Data Set
o: represents the difference between the completion time of the straddling job and
the common due time. Mathematically, o = d− ds.
Thus, we can use symbol P os to represent the subproblem.
4.3.2. The Overall Algorithm of FRG. We present FRG in Algorithm 4. FRG first
attempts to solve the problem by FUG. This step deals with the case that there might
be no straddling jobs. For cases where straddling jobs exist, problem decomposition is
performed, and the subproblems are solved by sub-FRG. The best solution from all the
subproblems is chosen as the result.
4.3.3. Algorithm of Sub-FRG. Sub-FRG is a tweaked version of FUG. They are
different in these aspects:
(1) The straddling job is scheduled before all other jobs. This is done by changing
the values of the descriptors of the null vector ∅. The straddling job will be
exempted from further operations, i.e., iteration s will be skipped.
(2) The interchangeability is changed from (vE1 , vT1 , ²) for FUG to (vE1 , vT1 , v1) for
FRG.
(3) The trimming policy is changed. For the set of interchangeable vectors, FUG
keeps two vectors, one with minimum costs, one with maximum costs; FRG
keeps only one vector, which has minimal e(Xn).
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Algorithm 5 Sub-FRG (FPTAS for subproblems of restrictive GWET)
(1) Index the jobs, such that for any two jobs Ji and Ji+1 , Ji ¹Υ Ji+1. ϕ0 = {∅},
where ∅ represents a null vector. Define e(∅) = ps− o, t(∅) = o, and c(∅) =
βso. e(Xs) = e(Xs−1), t(Xs) = t(Xs−1), and c(Xs) = c(Xs−1).
(2) Set n = 1.
(3) If n = s, go to step 6.
(4) For each vector Xn in the trimmed set ϕn−1, generate two vectors (Xn−1, 0)
and (Xn−1, 1), and put them into the candidate set %n.
(5) For all vectors in the candidate set %n that are (vE1 , vT1 , v1)-interchangeable,
put one vector Xn with minimum e(Xn) into the trimmed set ϕn.
(6) Set n = n+ 1. If n ≤ N , go to step 3.
(7) Pick the state vector X0N in the trimmed set ϕN , which is the vector with min-
imum total costs in the trimmed set ϕN , as the final result.
4.3.4. An Example. As with the previous examples, we also have ZE = ZT = 1,
αj = βj , ² = 1 here. There are two jobs to be scheduled. So N = 2. vE1 = v
T
1 = v1 =
1/4. vEN = V
T
N = 9/16. The data of the jobs are listed in Table 2.3.
In Table 2.4, we can see that FUG returns an infeasible schedule as the result. Now
we proceed to problem decomposition.
We try to generate subproblems according to FRG. Job 1 is of length 1. The interval
[1, p1−1] = [1, 0], which is invalid. This is reasonable, since job 1 cannot be a straddling
job. Thus, there will be no subproblems generated when job 1 is the straddling job. Job
2 is of length 5. The interval [1, p2 − 1] = [1, 4]. We perform double-sided partition
on interval [1, 4]. We get these intervals: [1, 1], [2, 2], [3, 3], and [3, 4]. So we have four




2 , and P
4
2 . So in total, we only need to consider these four
subproblems.
Since sub-FRG is very similar to FUG; we will not show how sub-FRG runs, in-
stead, we only show the results of sub-FRG. The results of applying sub-FUG to the
subproblems is shown in Table 2.5. We can see that the best schedule for subproblem
P 12 is the best, and it is sufficiently close to the optimal cost, which is also 4.
4.4. Proof of Closeness. The proof of closeness can be divided into two steps:
(1) Sub-FUG can produce a schedule that is (vEN , vTN , vN)-close to the optimal
schedule of subproblem P os .
(2) FUG can produce a schedule whose cost is 3²-close to the optimal cost.
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4.4.1. First Step of Proof. In this section, we first prove that for any vector X∗N in
complete set ΓN for subproblem P os , there exists XN in trimmed set ϕN for subproblem




n , vn)-close to X∗N . If the above statement is true, trimmed set ϕN is a
(vEn , v
T
n , vn)-approximation of the complete set Γn for subproblem P os . Then, we will
show that sub-FUG can produce a schedule that is (vEN , vTN , vN)-close to the optimal
schedule of subproblem P os . We use symbol X
∗
n to represent a vector with length n
for P os , whose first n bits are identical to the first n bits of X
∗
N , and use symbol x
∗
n to
represent the nth bit of X∗N .
LEMMA 4.3. For any n, (1 ≤ n ≤ N) and for any feasible X∗n, if there exists
some vector X0n−1 in trimmed set ϕn−1 of sub-FRG, which is (vEn−1, vTn−1, vn−1)-close to
X∗n−1 and e(X
0
n−1) ≤ e(X∗n−1), there must exists some vector X0n in trimmed set ϕn of
sub-FRG, which is (vEn , vTn , vn)-close to X∗n and e(X0n) ≤ e(X∗n).
PROOF. Since X∗n is feasible, we must have e(X
∗
n) ≤ d. Since e(X0n−1) ≤ e(X∗n−1),
e(X0n−1) ≤ e(X∗n−1). So we have:
(11) e(X0n−1, x
∗
n) ≤ e(X∗n) ≤ d.
Thus, we know that ifX∗n is feasible and e(X
0
n−1) ≤ e(X∗n−1), we must have e(X0n−1, x∗n) ≤
d, which means that vector X0n−1, x
∗
n is feasible, and it is in the candidate set ρn. There
are two possibilities in deriving trimmed set ϕn. The first possible case is that X0n−1, x∗n
is put into trimmed set ϕn. The second possible case is that X0n−1, x∗n is trimmed and
not in trimmed set ϕn.
For the first case, X0n−1, x
∗
n is in trimmed set ϕn. From Inequality 11, we know that
e(X0n−1, x
∗
n) ≤ e(X∗n). Now we only need to show X0n−1, x∗n is (vEn−1, vTn−1, vn−1)-close





















|e(X0n−1)ZE − e(X∗n−1)ZE| ≤ vn−1e(X∗n−1)ZE;
|t(X0n−1, x∗n)ZT − t(X∗n)ZT | ≤ vn−1t(X∗n)ZT .
So we have:
|c(X0n−1, x∗n)− c(X∗n)|
≤ |c(X0n−1)− c(X∗n−1)|+ x∗nαn|e(X0n−1)ZE − e(X∗n−1)ZE|
+(1− x∗n)βn|t(X0n−1, x∗n)ZT − t(X∗n)ZT |
≤ vn−1c(X∗n−1) + vn−1αnx∗ne(X∗n−1)ZE + vn−1βn(1− x∗n)t(X∗n)ZT
≤ vn−1(c(X∗n−1) + αnx∗ne(X∗n−1)ZE + βn(1− x∗n)t(X∗n)ZT )
≤ vn−1c(X∗n).(14)
Summarizing Inequalities 12, 13 and 14, when X0n−1, x
∗
n is in trimmed set ϕn, X0n−1, x∗n
is (vEn−1, v
T
n−1, vn−1)-close to X∗n, which implies that X0n−1, x∗n is (vEn , vTn , vn)-close to




n is in the trimmed set
ϕn, this lemma is valid.
For the second case, X0n−1, x
∗
n is trimmed from trimmed set ϕn. According to the









n) ≤ e(X0n−1, x∗n). Since e(X0n−1, x∗n) ≤ e(X∗n), so
(15) e(X ′n) ≤ e(X0n−1, x∗n) ≤ e(X∗n).




n , vn)-close to X∗n. From the proof of
Lemma 3.4, we can conclude that e(X ′n) is v
E
n -close to e(X∗n), which is expressed as:
(16) e(X ′n) ≈vEn e(X∗n);
t(X ′n) is v
T
n -close to t(X∗n), or as




≤ |c(Xn)− c(X0n−1, x∗n)|+ |c(X0n−1, x∗n)− c(X∗n)|
≤ v1c(X0n−1, x∗n) + vn−1c(X∗n)
≤ v1(1 + vn−1)c(X∗n) + vn−1c(X∗n)
≤ vnc(X∗n).(18)
Summarizing Inequalities 16, 17 and 18, when X0n−1, x
∗
n is not in trimmed set




n , vn)-close to X∗n. Together with Inequality 15, we know that when
X0n−1, x
∗
n is not in trimmed set ϕn, this lemma is also valid.
Summarizing the discussion of the two cases, for any n, (1 ≤ n ≤ N) and for
any feasible X∗n, if there exists some vector X
0
n−1 in trimmed set ϕn−1 of sub-FRG,
which is (vEn−1, v
T
n−1, vn−1)-close to X∗n−1 and e(X0n−1) ≤ e(X∗n−1), there must exists
some vector X0n in trimmed set ϕn of sub-FRG, which is (vEn , vTn , vn)-close to X∗n and
e(X0n) ≤ e(X∗n). ¤
LEMMA 4.4. For any vector X∗N for the same subproblem P
o
s , there exists some XN
in trimmed set ϕn for subproblem P os that is (vEn , vTn , vn)-close to X∗N .
PROOF. The null vector is always in the trimmed set ϕ0. In other words, when
n = 1, there exists some vector in trimmed set ϕn−1 that is (vEn−1, vTn−1, ²)-close to
X∗n−1. If we use Lemma 4.3 on page 32 for induction, we can conclude that for any
vector X∗N for the same subproblem P
o
s , there exists some XN in trimmed set ϕn for




n , vn)-close to X∗N . An equivalent statement of this lemma
is that ϕN is an is a (vEN , v
T
N , ²)-approximation of the complete set ΓN for subproblem
P os . ¤
LEMMA 4.5. Sub-FRG returns a vector X0N that c(X0N) is ²-close to the optimal
cost of subproblem P os .
PROOF. Since ϕN is an is a (vEN , v
T
N , vN)-approximation of the complete set ΓN for
subproblem P os , and vN ≤ ², for any optimal X∗N , there exists X ′N , such that c(X ′N) ≈²
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c(X∗N), i.e.,
c(X∗N) ≤ c(X ′N) ≤ (1 + ²)c(X∗N).
X0N is the schedule with minimal costs in ϕN , so:
c(X0N) ≤ c(X ′N).
And since X∗N is an optimal schedule, we must have:
c(X∗N) ≤ c(X0N).
Combining the above three inequalities, we can conclude:
c(X∗N) ≤ c(X0N) ≤ (1 + ²)c(X∗N),
which means that c(X0N) ≈² c(X∗N). ¤
4.4.2. Second Step of Proof.
LEMMA 4.6. We can find some schedule ξ, such that its cost is 3²-close to c(X∗N).
PROOF. There are two possibilities for an optimal schedule: one is that it has no
straddling job, and the other is that it has a straddling job.
When one of the optimal schedules has no straddling job, from the proof of FUG,
we know that FUG returns a schedule whose cost is ²-close to the optimal cost. So for
this case, this lemma is valid.
When the optimal schedule has a straddling job, we use symbol s to denote the
straddling job. And o′ = cs − d, which is the difference between the completion time of
job s and the common due time d. Now we use symbol P os : Xn to represent a schedule





a double-sided partitioned interval [1, ps − 1] with respect to min{V EN , V TN }, there must
exist some subproblem P oS such that o and o
′ are min{V EN , V TN }-2-interchangeable.






N , they must be
min{V EN , V TN }-close. Comparing the tardiness of the same job in P os : X∗N and P o′s : X∗N ,
they must also be min{V EN , V TN }-close. With Lemma 3.3, we can conclude that the costs






N must be vN -close. So the total costs of P os : X∗N
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and P o′s : X
∗








N), must be vN -close. Thus, the total






N are ²-close, or
(19) c(P os : X
∗





Lemma 4.5 showed that the sub-FRG for subproblem P os returns a schedule ²-close to




N to represent the
schedule returned by sub-FRG for subproblem P os , we have:
(20) c(P os : X
0
N) ≤ (1 + ²)c(P os : X∗N).
Combining Inequalities 19 and 20, we have:
c(P os : X
0
N) ≤ (1 + ²)c(P os : X∗N)
≤ (1 + ²)(1 + ²)c(P o′s : X∗N)





≤ (1 + 3²)c(P o′s : X∗N),
where c(P o′s : X
∗
N) is the optimal schedule. So we can conclude that when the optimal
schedule involves straddling jobs, this lemma is also valid.
Summarizing the two cases, we can conclude that there exists some schedule in ξ
whose cost is 3²-close to the optimal cost. ¤
PROPOSITION 4.7. FRG can find a schedule that is 3²-close to the optimal cost.
PROOF. Since there exists some schedule in ξ whose cost is 3²-close to the optimal
cost; the best schedule in ξ is at most 3²-close to the optimal cost. Since FRG returns
the best schedule in ξ, that schedule must be 3²-close to the optimal cost. ¤
4.5. Complexity Analysis.
PROPOSITION 4.8. The Complexity of FRG is a polynomial of N , 1/²,
maxj{N, pj, αj, βj, ZE, ZT, 1/²}.
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PROOF. As for unrestrictive problems,
K(e(Xn)) = O(N × ZE × log(max
j
{N, pj})/²);
K(t(Xn)) = O(N × ZT × log(max
j
{N, pj})/²);
K(c(Xn)) = O(N ×max{ZE,ZT} log(max
j
{N, pj, αj, βj})/²).
Now we use the analytical technique from Kovalyov & Kubiak (1999): since for the
same c(Xn), as e(Xn) increases, t(Xn) will not decrease. Thus:
|%N | = O(Kc(Xn)(Ke(Xn) +Kt(Xn)))
= O(N2max2{ZE,ZT} log2(max{N, pj, αj, βj})/²2).






{pj})/min{vE1 , vT1 })
= O(N ×max{ZE,ZT} log(max
j
{pj})/²)
The total time complexity can be expressed as:
O(N2K(pj)|%N | log(|%N |))
= O(N5max3{ZE,ZT} log4(max
j
{N,ZE,ZT, pj, αj, βj, 1/²})/²3),
which is a polynomial of N , 1/², maxj{N, pj, αj, βj, ZE, ZT, 1/²}. ¤
5. Conclusions and Future Works
In this chapter, we have made the following contributions:
• By introducing the double-sided integer set partition scheme, we can decom-
pose restrictive GWET into a polynomial number of subproblems.
• We have constructed FPTAS for restrictive subproblems.
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• All the FPTASs we have proposed are polynomially bounded in exponents of
earliness (ZE) and tardiness (ZT ).
Problems with regular performance measures have been extensively studied in the liter-
ature. It remains an interesting open problem whether one can extend the literature on
regular performance measures in a straight-forward fashion for ET performance mea-
sures. In this chapter, we have provided an extension by making rather major changes to
the underlying algorithms, and providing rigorous mathematical proof of correctness.
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CHAPTER 3
Faster Algorithm for SEQ
1. Introduction
SEQ is the early/tardy scheduling problem over a fixed job sequences, or a semi-
schedule (Davis & Kanet, 1993). Such job sequences can be defined as a sequence of
N jobs, where job i must be processed before job i + 1. The jobs have non-uniform
processing times pi, non-uniform due times di, non-uniform job completion times ci,
and non-uniform positive penalties for unit earliness αi and tardiness βi. The objective
is to minimize
∑
(αimin{0, di − ci} + βimin{0, ci − di}). We do not consider setup
time since such problems with setup time can be converted into problems without setup
time, according to Davis & Kanet (1993).
SEQ have been in use since 1960s. SEQ algorithms are useful for optimizing ET
problems in two aspects:
Branch-and-Bound: We can apply an SEQ algorithm to generate the lower bound
of optimal solutions, as discussed by Davis & Kanet (1993).
Meta-heuristics: Some meta-heuristics use SEQ algorithms to determine the qual-
ity of semi-schedules (Lee & Choi, 1995; Radhakrishnan & Ventura, 2000;
Ventura & Radhakrishnan, 2003). Certain algorithms have developed their own
heuristics SEQ algorithms instead of using the existing ones. However, the lit-
erature shows that it may be better to use optimal SEQ algorithms. For exam-
ple, Mazzini & Aermentano (2001) and Weng & Sedani (2002) demonstrated
that meta-heuristics algorithms using optimal SEQ algorithms are better.
Although SEQ have been around for a long time, it was not until 1988 that people
discovered that SEQ are polynomial-time solvable. There are two known generic SEQ
algorithms: Gary, Tarjan, & Wilfong’s (1988) and Szwarc & Mukhopadhyay’s (1995).
There exist other SEQ algorithms, such as the one by Davis & Kanet (1993), but they
are valid only with certain constraints. Gary, Tarjan, & Wilfong’s (1988) and Szwarc &
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Mukhopadhyay’s (1995) are also the most efficient algorithms. Gary, Tarjan, & Wilfong
(1988) developed the first polynomial algorithm for SEQ. However, it only presented
the SEQ algorithm for the case αj = βj = 1 although the authors claimed the general
SEQ algorithm can be established in the same way. We shall name this algorithm SEQ-
V1. Szwarc & Mukhopadhyay (1995) developed another version of the SEQ algorithm,
SEQ-V2. None of these algorithms is absolutely better than the other. In this chapter,
we will propose a better performing SEQ algorithm, SEQ-V3.
2. Clusters: Building Blocks of Schedules
Before discussing SEQ algorithms in detail, we first consider cluster – the building
blocks of schedules. Subsequently, we will express SEQ algorithms as cluster opera-
tions.
2.1. Clusters: Definition and Variables.
DEFINITION 2.1. Clusters are sequences of jobs that are processed with no idle time
inserted. More specifically, given a cluster of jobs, the completion times of consecutive
jobs ci and ci+1 always satisfy ci+1 = ci + pi. Given a cluster of jobs with index a to b,
suppose job a completes at time c, that cluster can be represented by notation K(c, a, b),
with total penalties:
P (c, a, b) =
b∑
i=a




Notice that when a = b, the notation P (c, a, a) can be used to represent the cost of a
single job a.
With the definition of clusters, job sequences can be considered a series of clusters
with idle time inserted between clusters. Effectively, all SEQ algorithms can be consid-
ered as idle time insertion algorithms.
COROLLARY 2.2. P (c, a, b) is a convex function.
PROOF. Note that the cost curve for any job, which is shown in Figure 3.1 is convex,
and it is non-negative. It is not difficult to deduce that P (c, a, b) is also convex. ¤
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FIGURE 3.1. The Cost Curve for any Job
FIGURE 3.2. A Curve with One Minimal Point
FIGURE 3.3. A Curve with More than One Minimal Point
In general, there are two cases for the minimal points of curve P (c, a, b). The first
case is that there is one and only one minimal point. Figure 3.2 demonstrates such a
cluster with three jobs. The second case is that there are more than one minimal points
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forming a line segment. Figure 3.3 demonstrates such a cluster with three jobs. For
both cases, the curve contains two half-infinite lines pointing to infinity and several line
segments in the middle. Minimal values always appear on at least one end of some line
segment. Thus, in order to find the minimal value of a curve, we only need to check the
end points of line segments.
Instead of calculating the exact value at a point, minimality can be checked by com-
paring the slopes of the line segments ending at it. By observing the two cases shown
in Figure 3.2 and Figure 3.3, we can see that if the left line segment has a slope of non-
positive value and the right line segment has a slope of non-negative value, the point the
two segments end at is a minimal point.
We define these variables for cluster K(c, a, b):
• P (c, a, b) represents the total costs of the cluster with jobs a to b, if job a ends
at time c.
• W (a, b) is the set of values of c, such that (c, P (c, a, b)) is at the end of the line
segments. More specifically, W (a, b) = {c|c = max{di−
∑i
k=a pk, pa}, ∀a ≤
i ≤ b}.
• V (c, a, b) is the set of numerical differences between the values in set W (a, b)
and the cluster’s current position c. In other words, V (c, a, b) = {w − c|w ∈
W (a, b)}. Obviously, V (c, a, b) and W (a, b) are equivalent.
• ∆(c, a, b) represents the slopes of the line segments of P (c, a, b). ∆−(ci, a, b)
is the slope of the line segment on the left hand side of point (ci, P (ci, a, b)).
∆+(ci, a, b) is the slope of the line segment on the right hand side of point
(ci, P (ci, a, b)).
2.2. Calculation of Variables. Set W (a, b) is rather static, and can be calculated in
O(b − a) time. So is V (c, a, b). It is less obvious that the slopes can also be calculated
in O(b− a) time, given that the values in W (a, b) are sorted.
Given any non-zero number ci in W (a, b), which corresponds to job i, we can split
the set W (a, b) into three mutual disjoint sets: {ci}, W−i (a, b) and W+i (a, b), where
W−i (a, b) = {c|cj = dj −
∑j
k=a pk < ci, ∀a ≤ j ≤ b} and W+i (a, b) = {c|cj =
dj −
∑j
k=a pk > ci, ∀a ≤ j ≤ b}. Intuitively, ci represents a point we want to check
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FIGURE 3.4. Demonstration of {ci}, W−, and W+
if it is optimal, W−i (a, b) represents the points that are on the left of (ci, P (ci, a, b)), and
W+i (a, b) represents the points that are on the right of (ci, P (ci, a, b)). If plotted, they
look as in Figure 3.4. We can easily derive these results:
∆−i (c, a, b) = −
∑
k∈W−i




∆+i (c, a, b) = −
∑
k∈W−i




∆+i (c, a, b)−∆−i (c, a, b) = αi + βi.(21)
With Equation 21, given that the values in W (a, b) are sorted, we can calculate the
slopes of the line segments iteratively.
2.3. Cluster Shift. Given a cluster whose first job completes at time c0, the problem
of finding its optimal schedule can be transformed into finding a point with minimal
P (c, a, b).
Given the point (c0, P (c0, a, b)), c ∈ W (a, b), the first thing to do is to determine
which set contains optimal points, {c0}, W+0 (a, b) or W−0 (a, b). This can be done by
checking the slopes of the line segments ending at (c0, P (c0, a, b)). When ∆−(c0, a, b) ≤
0 and∆+(c0, a, b) ≥ 0, (c0, P (c0, a, b)) is optimal, and no shift needs to be done, i.e., c =
c0. When ∆−(c0, a, b) ≤ 0 and ∆+(c0, a, b) ≤ 0, W+(a, b) contains the optimal points,
all points (c, P (c, a, b)), c ∈ W+(a, b) will be checked for optimality in non-deceasing
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order of c until an optimal point is reached. When∆−(c0, a, b) ≥ 0 and ∆+(c0, a, b) ≥ 0,
W−(a, b) contains the optimal points, all points (c, P (c, a, b)), c ∈ W−(a, b) will be
checked for optimality in non-increasing order of c until an optimal point is reached.
When the cluster is shifted, some attributes need to be updated. W (a, b) is irrelevant
to c, thus W (a, b) does not need to be updated. If the cluster is shifted such that job a
completes at time c′, all values in set V (c, a, b) also needs to be updated. The equation
can updated according to:
V (c′, a, b) = {v − (c′ − c)|v ∈ V (c, a, b)}.
The update of ∆(c, a, b) can be done as following: Note that ∆(c, a, b) can be pre-
calculated from c ∈ W (a, b) in O(b − a) time. When c 6∈ W (a, b), we can find an
interval (c1, c2), c1, c2 ∈ W (a, b)∪{+∞,−∞}, such that c ∈ (c1, c2). When c1 = −∞,
∆(c, a, b) = ∆−(c2, a, b). When c2 = +∞, ∆(c, a, b) = ∆+(c1, a, b). Otherwise,
∆(c, a, b) = ∆−(c2, a, b) = ∆+(c1, a, b).
Knowing the optimal point for P (c, a, b), the cluster can be optimally scheduled by
shifting the whole cluster such that the first job of the cluster completes at time c. The
variables also need to be updated according to the discussion above.
2.4. Cluster Concatenation. When we know that two adjacent clusters should not
have idle time inserted between them, we can concatenate the two clusters and form a
new one. This operation is called cluster concatenation. Given two clusters needing
concatenation, the major difficulty arises from the calculation of set W (a, b), V (c, a, b),
and the slopes of line segments ∆i(c, a, b).
Given two clusters K(c, a, b) and K(c′, a′, b′) to be concatenated, we want to build
a new cluster K(c, a, b′). W (a, b′) can be recalculated according to the definition of set
W . However, when c′ = c +
∑b
k=a+1 pk + pa′ , or intuitively speaking, when the two
clusters are scheduled continuously with no idle time inserted, according to Gary, Tarjan,
& Wilfong (1988), we have:
V (c, a, b′) = V (c, a, b) ∪ V (c′, a′, b′),
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Algorithm 6 Cluster Optimization Algorithm
(1) Given Cluster K(c, a, b). Use notation s to denote the distance to shift. The
algorithm determines the maximal distance s′ the cluster can shift with no col-
lision.
(2) Check whether K(c, a, b) is optimal. If it is optimal, the algorithm terminates.
If the optimal points are in set W+(a, b), assign the minimal positive number
in V (c, a, b) to variable s. If the optimal points are in set W−(a, b), assign the
maximal negative number in V (c, a, b) to variable s. If there is no required
number in V (c, a, b), the algorithm terminates.
(3) If no collision occurs, or mathematically s < s′, this algorithm shifts the cluster
K(c, a, b) s distance and goes to Step 2 for further checking.
(4) If there exists collision with some cluster, or mathematically s ≥ s′, this al-
gorithm shifts the cluster K(c, a, b) s’ distance and performs the concatenation
of cluster K(c + s′, a, b) with the colliding cluster. For convenience, we use
the same notation K(c, a, b) to denote the new cluster. Go to Step 2 for further
checking.
which means that an operation of joining of two sets is sufficient instead of a complete re-
calculation. Thus, for practical usage, V (c, a, b) might be preferred overW (a, b). Unless
c′ = c+
∑b
k=a+1 pk + pa′ , or intuitively speaking, unless the two clusters are scheduled
continuously with no idle time inserted, concatenation of K(c, a, b) and K(c′, a′, b′) is
not meaningful. Given the two clusters K(c, a, b) and K(c′, a′, b′) are scheduled con-
tinuously with no idle time inserted, according to Gary, Tarjan, & Wilfong (1988), we
have:
∆i(c, a, b
′) = ∆i(c, a, b) + ∆i(c′, a′, b′).
2.5. Complex Situation. When there is only one cluster, the shifting of the cluster
does not require additional checking except to ensure that the cluster will not start be-
fore time zero. When there are two or more clusters, a cluster may collide with other
clusters when shifting to its optimal position. To deal with such cases, the two colliding
clusters need to be concatenated before shifting. Then the distance to be shifted needs
to be recalculated for the newly concatenated cluster. If the new cluster collides with a
third cluster, the above concatenation and recalculation repeats, until no further collision
happens. We shall see the complete algorithm in the next subsection.
2.6. Complete Cluster Optimization Algorithm. Algorithm 6 shows the cluster
optimization algorithm with cluster shifting and cluster concatenation.
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Algorithm 7 Full Algorithm for SEQ-V1
(1) k = 1.
(2) Assign the job completion time ck of job k as ck = max{ck−1+ pk, dk}. Notice
that ck ≥ dk.
(3) Create a new cluster K(ck, k, k) with only one job, which is job k. Since ck ≥
dk, the optimal points can only be possible in {ck} or W−k (k, k).
(4) If cluster K(ck, k, k) is not optimal, optimize it with Algorithm 6 until it is
optimal.
(5) k = k + 1. If K ≤ N , go to step 2. Otherwise, the algorithm terminates.
The tricky part of the algorithm is that time complexity cannot be determined since
it depends on the complexities of finding the minimal values in V (c, a, b) and the union
of two sets V (c, a, b) of different clusters.
3. Details of SEQ-V1
SEQ-V1 was proposed by Gary, Tarjan, & Wilfong (1988). It is a constructive algo-
rithm. At Step n, it constructs an optimal schedule with the first n jobs. At Step n+1, it
creates a cluster with a single job n+1, and adds the cluster to the schedule with n jobs.
After shifting that cluster possibly with concatenation, an optimal schedule with n + 1
jobs is constructed. The full algorithm is listed in Algorithm 7. Obviously, the complex-
ity of SEQ-V1 lies in the cluster optimization algorithm, which is given in Algorithm
6.
Gary, Tarjan, & Wilfong (1988) managed V (c, a, b) as a heap, where the value of
each child as the difference of the values between the child and its parent, as stated in
Tarjan (1983) and Gary, Tarjan, & Wilfong (1988). The time complexities of the shifting
algorithm can be analyzed as following:
• The update of ∆−(c, a, b) requires one operation.
• Set V (c, a, b) can be organized as a max-heap. Since this algorithm always at-
tempts early-shifting of jobs, only non-positive numbers are meaningful. (Thus,
we can discard numbers in V (c, a, b) that are not negative.) Thus, we can al-
ways find the maximal negative number at the root of the heap, which requires
one operation. The removal of the heap’s root requires O(logN) operations.
• The melding of two different V (c, a, b) requiresO(logN) operations.
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There are at most N number of melding V (c, a, b) and N number of minimal values
removed in V (c, a, b) , and each takes O(logN) operations. The remaining steps takes
constant time. So the time complexity of SEQ-V1 is O(O(logN) × 2N + O(N)) =
O(N logN).
4. Details of SEQ-V2
Before introducing SEQ-V2, we need to introduce some results from Szwarc &
Mukhopadhyay (1995).
THEOREM 4.1. In an optimal schedule, if di+1 − di ≤ pi, there should be no idle
time inserted between successive jobs i and i+ 1 (Szwarc & Mukhopadhyay, 1995).
Thus, the job sequences can be cut into clusters, between jobs i and i + 1, where
di+1 − di > pi. Now we use notation MC to represent the number of such clusters.
THEOREM 4.2. In an optimal schedule, for consecutive jobs i and i+ 1 in the same
cluster, we have Ei ≥ Ei+1 and Ti ≤ Ti+1 (Szwarc & Mukhopadhyay, 1995).
If the clusterK(c, a, b) is divided according to Theorem 4.1, given vi, vi+1 ∈ V (c, a, b),
where vi and vi+1 corresponds to job i and i+1, we must have vi ≥ vi+1. Thus, V (c, a, b)
can be treated as a sorted list.
Now we can list the algorithm SEQ-V2 in Algorithm 8.
Since this algorithm always tried late-shifting of jobs, only non-negative numbers
are meaningful. (Thus, we can discard numbers in V (c, a, b) that are not positive.) Thus,
we can always find the minimal positive number at the one end of the sorted list, which
requires one operation. The removal of the end element requires one operation, if it is
doubly-linked. The union of two V (c, a, b) sets takes O(N) operations, which is the
merging of two sorted lists.
The loop between Steps 4− 5 is executed at most O(MC +N) = O(N) times, since
during each loop, either s is increased or the cardinality of
⋃MC
l=h V (cil , il, jl) is reduced.
Since s ≤ MC and
⋃MC
l=h V (cil , il, jl) ≤ N , the loop is executed at most O(MC +N) =
O(N) times. During each loop, both Steps 4 and 6 take O(MC) operations. So the time
complexity of the algorithm is O(NMC).
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Algorithm 8 Full Algorithm for SEQ-V2
(1) For all 1 ≤ k ≤ N , assign ck =
∑k
l=1 pl. Now we ensure that jobs cannot be
scheduled any earlier.
(2) Split the job sequence into MC clusters according to Theorem 3.1. For cluster
m, define the indexes of the first job and the last job as im and jm.
(3) Set h = 1, where h is defined as the first suboptimal cluster in the current
schedule.
(4) Find the minimum s, such that
∑s
l=h∆
+(cil , il, jl) ≤ 0. Intuitively, this means
that costs will be increased if clusters with an index from h to s are shifted. In
other words, clusters with an index from h to s are now optimal. Thus, if such
s exists, set h = s + 1 to stop further shifting of those clusters. Notice that
h > MC means that all clusters are inspected.
(5) If h ≤MC , go to step 4. Otherwise, this algorithm stops.
(6) If there is no such s, find maximal positive integer v0 ∈
⋃MC
l=h V (cil , il, jl),
which is the minimal distance that the suboptimal clusters can shift without
missing any possible optimal point. Shift suboptimal clusters with index h to
MC by distance v0. Go to step 4.
5. A More Efficient Algorithm – SEQ-V3
Inspired by SEQ-V1, SEQ-V3 enforces a scheme about ∆+(c, a, b). The scheme
can be elaborated by the following rules:
• We maintain ∆+(c, a, b) > 0 for all clusters when calculating and updating
∆+(c, a, b) for each cluster K(c, a, b).
• For cluster K(c, a, b), if ∆+(c, a, b) ≤ 0 , we will concatenate the cluster
K(c, a, b) with its previous cluster. Repeat the concatenation until the new clus-
ter K(c′, a′, b) satisfies ∆+(c, a, b) > 0.
• For clusterK(c, a, b), if∆+(c, a, b) ≤ 0, and there is no cluster beforeK(c, a, b),
cluster K(c, a, b) is optimal and removed from further shifting.
By adopting the above scheme, we do not need to sum up ∆+(c, a, b) to find minimum
s. Instead, we simply monitor ∆+(c, a, b) for all the clusters and concatenate them when
necessary. Only the first cluster in the schedule have the possibility to be optimal. Since
each concatenation takes one operation, and there are at most MC concatenations, the
new scheme can find minimum s by one operation for each loop, at the expense of
O(MC) extra operations. The time complexity of this scheme is O(MC +N) = O(N).
The new algorithm is shown in Algorithm 9. Steps 1−4 are the pre-processing of the
data. Step 1 assigns all jobs to their earliest possible due times. Step 2 uses the technique
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Algorithm 9 Full Algorithm for SEQ-V3
(1) For all 1 ≤ k ≤ N , assign ck =
∑k
l=1 pl. Now we ensure that jobs cannot be
scheduled any earlier.
(2) Split the job sequence into clusters and calculate ∆+(c, a, b) and V (ca, a, b) for
all clusters K(c, a, b). For cluster m, define the indexes of the first job and the
last job as im and jm.
(3) Find the minimum s such that
∑s
l=1∆
+(cil , il, jl) ≤ 0. If such s exists, set
h = s+ 1. Otherwise, set h = 1. If h > MC , the algorithm terminates.
(4) Since all V (ca, a, b) are sorted lists, we can merge all V (ca, a, b), h ≤ l ≤MC ,
into one big list V in O(N logMC) time.
(5) Find the minimal positive integer v ∈ V . If the corresponding job to v is in
some cluster h′ < h, repeat this step.
(6) Shift all clusters with index h to MC by distance v, and update their attributes.
Notice that ∆+(cil , il, jl) is unchanged for clusters except h
′. So we check
whether ∆+(cih′ , ih′ , jh′) > 0. If so, go to step 5. Otherwise, proceed to the
next step.
(7) With ∆+(cih′ , ih′ , jh′) ≤ 0, if there is no cluster before cluster h′, this cluster is
optimal. Set h = h′ + 1 to discard those clusters. If h > MC , the algorithm
stops. Otherwise, go to step 5.
(8) With ∆+(cih′ , ih′ , jh′) ≤ 0, if there is a cluster before cluster h′, Concate-
nate cluster h′ with its previous cluster. If the new cluster K(h′′, ih′′ , jh′′) has
∆+(cih′′ , ih′′ , jh′′) > 0, go to step 5. Otherwise, go to step 7.
from Szwarc & Mukhopadhyay (1995) to cluster the jobs. Step 3 removes the jobs that
are already optimal from further shifting. Step 4 presorts all the possible v values. Steps
5− 8 show how we try to ensure that all clusters have∆+(c, a, b) > 0.
Steps 1 − 3 take O(N) time. Step 4 requires O(N logMC) operations. Except for
cluster concatenation, Steps 5 − 8 take O(N) operations, and the cluster concatenation
takesO(MC) operations. Thus, the time complexity of SEQ-V3O(N)+O(N logMC)+
O(MC) = O(N logMC) .
In order to prove SEQ-V3, we only need to show it is equivalent to SEQ-V2. The
proof requires some additional symbols and notations defined. We use the symbol
M(m,n) to represent a meta-cluster concatenated from successive clusters (cim , im, jm),
(cim+1 , im+1, jm+1), . . . , (cin , in, jn), where jm = im+1−1 and cim+1 = cjm+pim+1 . For
a mega cluster with only one cluster cluster (cim , im, jm), we write the mega cluster as
M(m,m).
LEMMA 5.1. Given a mega-cluster M(m,n) that is concatenated by
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(cim , im, jm), (cim+1 , im+1, jm+1), . . . , (cin , in, jn), we have:
∀m ≤ s < n, ∆+(M(m,n)) ≤ ∆+(M(m, s)).
PROOF. Assume there exists some cluster s′, m ≤ s′ < n, such that:
(22) ∆+(M(m,n)) > ∆+(M(m, s)).
We know that ∆+(M(s + 1, n)) ≤ 0. Otherwise, M(m,n) should be divided into two
mega-clusters M(m, s) and M(s+ 1, n). So we have:
∆+(M(m,n))−∆+(M(m, s)) = ∆+(M(s+ 1, n)) ≤ 0
∆+(M(m,n)) ≤ ∆+(M(m, s)).(23)
Equation 22 and 23 contradicts each other. Thus, Equation 22 is not valid. Lemma 5.1
holds. ¤
Lemma 5.1 implies that if meta-cluster M(m,n) has ∆+(M(m,n)) > 0, it is not
possible for any s, m ≤ s < n such that ∆+(M(m, s)) ≤ 0. With this result, we will
discuss possible cases for SEQ-V3. We can see that SEQ-V3 does not attempt to find
minimum s such that
∑s
l=h∆
+(cil , il, jl) ≤ 0. We need to show SEQ-V3 can safely
ignore that operation. Now we discuss these possibilities:
Case 1: For any mega-cluster M(m0,m0), ∆+(M(m0,m0)) will not be changed
unless the distance v0 to be shifted satisfy v0 ∈ V (M(m0,m0)). Thus, given
shift distance v0 and its corresponding clusterM(m0,m0), the remaining clusters/mega-
clusters are not affected, and there is no need to check for minimal s for opti-
mality.
Case 2: Given shift distance v0 and its corresponding cluster M(m0,m0) and
meta-cluster M(m,n), ∆+(M(m,n)) is reduced but still positive. For this
case, because of Lemma 5.1 on the preceding page, we know that for any meta-





∆+(cil , il, jl) =
m−1∑
l=h
∆+(cil , il, jl) + ∆
+(M(m, s)) > 0.
So there is no s, h ≤ s ≤ M such that ∑sl=h∆+(cil , il, jl) ≤ 0. Thus, given
shift distance v0 and its corresponding clusterM(m0,m0), when∆+(M(m,n)),
there is no need to check for minimal s for optimality.
Case 3: Given shift distance v0 and its corresponding cluster M(m0,m0) and
meta-cluster M(m,n), ∆+(M(m,n)) is reduced but non-positive.
Case 3-a: When there is some cluster/meta-cluster before M(m,n), per-
form cluster concatenation until the new mega-cluster M(m′, n) such that




+(cil , il, jl) ≤ 0. Thus, there is no need to check for
minimal s for optimality.
Case 3-b: When there is no cluster/meta-clusters before M(m,n), which
implies that h = m. So we have
∑n
l=h∆
+(cil , il, jl) ≤ 0. The clusters
with index m to n are optimal.
With the above discussion, it is obvious that SEQ-V3 and SEQ-V2 are equivalent.
6. Analysis And Theoretical Comparison
Comparing the upper bounds of SEQ-V1 and SEQ-V2, which are O(N logN) and
O(NMC) respectively, no one is absolutely better than the other.
SEQ-V1 was created without the knowledge of Theorem 4.1, so SEQ-V1 must check
the possibility of insertion of idle time between all successive jobs. Thus, there might be
O(N) cluster concatenations, and each takes O(logN) operations. However, SEQ-V1 is
efficient and checks whether a cluster is optimal since the last cluster is the only cluster
to check for each step of the constructive algorithm SEQ-V1.
SEQ-V2 was created with the knowledge of Theorem 4.1, so SEQ-V2 can reduce the
number of maximal clusters from N to MC . Because of Theorem 4.2, the concatenation
of clusters also takes fewer operations, which is O(N logMC) in aggregation. However,
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Complexity O(N logN) O(NMC) O(N logMC)
TABLE 3.1. Comparison of the Three SEQ Algorithms
clusters can become optimal, which takes O(MC) for one check of all clusters. Since
there are O(N) checks of optimality of clusters, SEQ-V2 requires O(NMC) to check
optimality of clusters.
SEQ-V3 combines the strength of SEQ-V1 and SEQ-V2. It uses Theorem 4.1 to
cut the jobs into clusters. It also uses a special scheme inspired by SEQ-V1 to make
sure only the first mega-cluster can be optimal. The upper bound of the complexity of
SEQ-V3 is O(N logMC). However, since SEQ-V3 have the most complicated data
structures, it incurs a larger overhead than SEQ-V1 and SEQ-V2 do.
The comparison of the three algorithms is summarized in Table 3.1.
7. Experimental Comparison
In this section, we present three sets of experiments to compare the performances
of SEQ-V1, SEQ-V2 and SEQ-V3, to show that SEQ-V3 is the fastest except in some
extreme cases.
From the time complexities of the algorithms, we notice that when logN ≤ MC ,
SEQ-V1 is faster than SEQ-V2. Otherwise, SEQ-V2 is faster than SEQ-V1. SEQ-
V3 should be faster than SEQ-V1 and SEQ-V2 for all test cases. For complete testing
results, we want to cover three kinds of cases:
• logN is much larger than MC
• logN is much smaller than MC
• Random cases
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7.1. Data Set. pj is generated from uniform distribution in a range [1, 100]. dj is
generated from uniform distribution in a range [a ×∑ pj, b ×∑ pj]. a − b can be one
of the six pairs of values: 0.1− 0.9, 0.2− 0.8, 0.3− 0.6, 0.1− 1.3, 0.1− 1.7, 0.1− 2.1.
Notice that all these values tend to generate restricted cases. Thus, for each pair of a− b,
(1 + a) − (1 + b) is also tested. αj and βj is generated from uniform distribution in a
range [1, 10]. N have four choices: 100, 200, 400 and 500.
When generating sequences, three schemes are used:
Increasing: The jobs are sorted in increasing djorder. In these cases, if b > 1 or
b − a > 1, MC can be close to the value of N . Thus, logN should be much
smaller than MC , which means that SEQ-V1 should perform better than SEQ-
V2. When b < 1 and b − a < 1, the schedule is restrictive; thus, MC is small,
which means that SEQ-V1 performs worse than SEQ-V2.
Decreasing: The jobs are sorted in decreasing djorder. In these cases, MC =
1, logN should be no smaller than MC , which means that SEQ-V2 should
perform no worse than SEQ-V1.
Random: The jobs are arranged randomly. We expect comparison results for
average cases.
The time measured is averaged for 5000 runs. The measurement unit for time is 10−3
second.
7.2. Experimental Results and Analysis. The original data for test cases of in-
creasing sequences, decreasing sequences and random sequences are shown in Table 3.2,
Table 3.3, and Table 3.4 respectively. Those data can be summarized by Table 3.5. The
numbers are generated by the following scheme: For the same problem, t1 represents
the averaged runtime of SEQ-V1, t2 represents the averaged runtime of SEQ-V2, and t3
represents the averaged runtime of SEQ-V3. The improvement is calculated according
to the following formula:
100%− t3
min{t1, t2} ,
which is the percentage of time savings compared to the best results from SEQ-V1 and
SEQ-V2.
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N a-b SEQ-V3 SEQ-V2 SEQ-V1 a-b SEQ-V3 SEQ-V2 SEQ-V1
1.1-1.9 2.53 15.25 5.032 0.1-0.9 1.376 1.594 5.062
1.2-1.8 2.094 12.03 5.282 0.2-0.8 1.72 4.124 5.156
100 1.3-1.6 1.562 6.282 5.282 0.3-0.6 1.094 1.126 5.344
1.1-2.3 3.062 15.126 4.282 0.1-1.3 3.094 15.186 4.22
1.1-2.7 3.312 22 3.312 0.1-1.7 3.344 21.906 3.344
1.1-3.1 3.312 22.75 3.156 0.1-2.1 3.408 22.72 3.25
1.1-1.9 4.656 46.094 10.344 0.1-0.9 2.656 3.25 10.72
1.2-1.8 4.156 40.75 10.344 0.2-0.8 2.5 3 10.906
200 1.3-1.6 3.5 32.438 10.53 0.3-0.6 2.062 2.434 10.938
1.1-2.3 5.782 53.908 8.124 0.1-1.3 5.844 53.814 8.25
1.1-2.7 6.22 70.626 6.874 0.1-1.7 6.25 70.158 6.968
1.1-3.1 6.594 77.064 6.594 0.1-2.1 6.626 82.282 7.082
1.1-1.9 9.874 214.156 21.812 0.1-0.9 7.782 17.97 21.75
1.2-1.8 8.624 176.032 22 0.2-0.8 6.124 15.97 22.126
400 1.3-1.6 6.25 85.938 22.188 0.3-0.6 3.314 4.376 22.344
1.1-2.3 12.344 195.064 16.782 0.1-1.3 12.312 194.44 17
1.1-2.7 11.874 230.22 15.032 0.1-1.7 11.938 240.378 15.312
1.1-3.1 12.53 285.562 13.592 0.1-2.1 12.562 287.442 14.032
1.1-1.9 13 320.938 27.938 0.1-0.9 7.344 9.28 27.562
1.2-1.8 10.626 256.468 28.094 0.2-0.8 7.75 30.094 28.312
500 1.3-1.6 8.376 170 28.406 0.3-0.6 4.626 6.026 31.718
1.1-2.3 15.468 292.5 21.064 0.1-1.3 14.938 292.658 21.594
1.1-2.7 16.064 391.784 18.156 0.1-1.7 16.562 394.94 19.438
1.1-3.1 16.876 473.468 16.876 0.1-2.1 17 475.838 16.97
TABLE 3.2. Runtime of Timetabling Algorithms for Increasingly Sorted
Sequences (in 10−3 second)
From the results for increasing sequences, which is from Table 3.2 and Table 3.5, we
can see these results:
• SEQ-V3 is faster than SEQ-V2 in all cases. SEQ-V2 is much worse than SEQ-
V1 except when b < 1 and b − a < 1. SEQ-V3 is better than SEQ-V1 except
when b− a = 2.
• SEQ-V1 performs better as b− a decreases.
• SEQ-V2 performs better as b− a and/or b decreases.
• SEQ-V3 performs better as b− a and/or b decreases.
From the results for increasing sequences, which is from Table 3.3 and Table 3.5, we can
see these results:
• SEQ-V2 is much faster than SEQ-V1 in all cases. SEQ-V3 is faster than SEQ-
V2 except when b < 1 and n = 100. SEQ-V3 is much better than SEQ-V1 for
all cases.
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N a-b SEQ-V3 SEQ-V2 SEQ-V1 a-b SEQ-V3 SEQ-V2 SEQ-V1
1.1-1.9 1.312 1.626 5.156 0.1-0.9 0.812 0.782 5.218
1.2-1.8 1.094 1.624 5.094 0.2-0.8 0.718 0.782 5.282
100 1.3-1.6 1.092 1.626 5.094 0.3-0.6 0.656 0.782 5.344
1.1-2.3 1.124 1.594 5.22 0.1-1.3 0.78 0.97 5.438
1.1-2.7 1.094 1.812 5.062 0.1-1.7 0.844 1.156 5.064
1.1-3.1 0.968 1.532 5.03 0.1-2.1 0.78 1.002 5.5
1.1-1.9 1.936 3.094 11.03 0.1-0.9 1.124 1.438 11.378
1.2-1.8 1.97 3.03 11.092 0.2-0.8 1.156 1.408 10.098
200 1.3-1.6 1.906 3.062 10.936 0.3-0.6 1.094 1.312 10.94
1.1-2.3 1.936 2.97 10.812 0.1-1.3 1.312 1.656 11
1.1-2.7 1.906 3 11.154 0.1-1.7 1.406 1.876 11.25
1.1-3.1 2 2.906 10.874 0.1-2.1 1.438 2 10.97
1.1-1.9 3.718 6.28 22.53 0.1-0.9 2.062 2.782 22.876
1.2-1.8 3.688 6.25 22.654 0.2-0.8 2.032 2.812 22.722
400 1.3-1.6 3.748 6.312 22.342 0.3-0.6 2.062 2.75 22.562
1.1-2.3 3.78 6.406 22.562 0.1-1.3 2.47 3.656 22.908
1.1-2.7 3.688 6.344 22.718 0.1-1.7 2.656 4.03 22.75
1.1-3.1 3.782 6.374 22.592 0.1-2.1 2.718 4.25 23.282
1.1-1.9 4.75 8.062 28.122 0.1-0.9 2.656 3.906 28.626
1.2-1.8 4.688 11.08 28.06 0.2-0.8 2.688 4.126 28.596
500 1.3-1.6 5.094 7.936 28.184 0.3-0.6 2.688 3.532 28.44
1.1-2.3 4.718 7.812 28.528 0.1-1.3 2.968 4.314 29.094
1.1-2.7 5.374 7.968 28.216 0.1-1.7 3.282 4.938 29.062
1.1-3.1 4.618 7.812 28.31 0.1-2.1 3.468 5.406 28.906
TABLE 3.3. Runtime of Timetabling Algorithms for Decreasingly
Sorted Sequences (in 10−3 second)
• For the same N , for the same algorithm, the time taken is fairly stable for
restricted problems, and it is also valid for unrestricted problems.
From the results for increasing sequences, which is from Table 3.4 and Table 3.5, we can
see these results:
• SEQ-V2 is faster than SEQ-V1 only when b < 1. For most cases, SEQ-V1 is
better than SEQ-V2.
• SEQ-V3 is better than SEQ-V1 and SEQ-V2 for all cases.
• SEQ-V3 is nearly linear as N increases.
In summary, SEQ-V1 is not always faster than SEQ-V2. However, we should notice that
SEQ-V1 takes almost constant time regardless of how the jobs are sorted. For general
problems, SEQ-V1 is faster than SEQ-V2. SEQ-V2 is faster than SEQ-V1 for some
cases, but its worst performance is much longer than SEQ-V1. SEQ-V3 is faster than
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N a-b SEQ-V3 SEQ-V2 SEQ-V1 a-b SEQ-V3 SEQ-V2 SEQ-V1
1.1-1.9 3.078 21.531 4.812 0.1-0.9 1.814 2.094 4.78
1.2-1.8 3.032 21.126 4.626 0.2-0.8 2.438 4.594 4.874
100 1.3-1.6 3 20.69 4.812 0.3-0.6 1.75 2.062 4.938
1.1-2.3 3.25 23.502 4.25 0.1-1.3 2.47 7.532 4.75
1.1-2.7 3.156 22.126 4.22 0.1-1.7 2.72 9.782 4.53
1.1-3.1 3.22 21.126 4.376 0.1-2.1 2.78 11.782 4.743
1.1-1.9 6.25 77.504 9.282 0.1-0.9 3.594 4.406 10.118
1.2-1.8 6 71.784 9.562 0.2-0.8 3.718 4.594 10.25
200 1.3-1.6 6.062 72.566 10.188 0.3-0.6 3.78 4.532 10.5
1.1-2.3 6.312 80.378 9.158 0.1-1.3 5.218 28.064 8.968
1.1-2.7 6.312 72.378 9.314 0.1-1.7 5.468 39.408 8.844
1.1-3.1 6.032 74.752 10.032 0.1-2.1 6.062 45.062 8.626
1.1-1.9 13 302.512 20.782 0.1-0.9 8.968 9.782 20.124
1.2-1.8 12.626 277.98 22.126 0.2-0.8 6.908 8.75 20.968
400 1.3-1.6 12.406 282.824 21.626 0.3-0.6 6.47 8.218 21.406
1.1-2.3 13.156 294.074 19.344 0.1-1.3 10.814 110.846 19.564
1.1-2.7 13.126 307.948 18.314 0.1-1.7 11.718 164.722 18.782
1.1-3.1 13.406 313.168 18.438 0.1-2.1 11.47 168.004 18.5
1.1-1.9 16.188 446.362 25.938 0.1-0.9 12.152 39.892 25.522
1.2-1.8 15.876 433.048 26.626 0.2-0.8 11.588 13.766 26.208
500 1.3-1.6 15.624 429.298 27.312 0.3-0.6 8.404 10.682 26.802
1.1-2.3 15.814 419.11 24.062 0.1-1.3 13.278 126.05 24.122
1.1-2.7 16.782 455.268 23.532 0.1-1.7 14.218 215.54 23.528
1.1-3.1 16.468 446.704 23.876 0.1-2.1 14.998 286.084 23.562
TABLE 3.4. Runtime of Timetabling Algorithms for Random Sequences
(in 10−3 second)
SEQ-V1 and SEQ-V2 for most cases. There are two cases where SEQ-V3 is not the
best performing algorithm:
• For increasing sequences, when b− a = 2, SEQ-V3 is worse than SEQ-V1. In
these cases, SEQ-V1 does not do much shifting. However, SEQ-V3 still needs
to perform quite a number of shifting.
• For decreasing sequences, when N = 100, a = 0.1, b = 0.9, SEQ-V3 is
worse than SEQ-V2. In these cases, SEQ-V3 needs to perform some additional
overhead, thus it is slower than SEQ-V2.
However, we should notice that even for the cases that SEQ-V3 is not the best perform-
ing algorithm, SEQ-V3 is only slightly slower than the fastest algorithms. The above
results show that our theoretical analysis is correct:
• SEQ-V3 is more efficient that SEQ-V1 and SEQ-V2. That is why we observe
that SEQ-V3 is faster than SEQ-V1 and SEQ-V2 for most cases.
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N a-b Increasing Decreasing Random
0.1-0.9 13.68 % -3.84 % 13.37 %
0.2-0.8 58.29 % 8.18 % 46.93 %
100 0.3-0.6 2.84 % 16.11 % 15.13 %
0.1-1.3 26.68 % 19.59 % 48.00 %
0.1-1.7 0.00 % 26.99 % 39.96 %
0.1-2.1 -4.86 % 22.16 % 41.39 %
0.1-0.9 18.28 % 21.84 % 18.43 %
0.2-0.8 16.67 % 17.90 % 19.07 %
200 0.3-0.6 15.28 % 16.62 % 16.59 %
0.1-1.3 29.16 % 20.77 % 41.82 %
0.1-1.7 10.30 % 25.05 % 38.17 %
0.1-2.1 6.44 % 28.10 % 29.72 %
0.1-0.9 64.22 % 25.88 % 8.32 %
0.2-0.8 61.65 % 27.74 % 21.05 %
400 0.3-0.6 24.27 % 25.02 % 21.27 %
0.1-1.3 27.58 % 32.44 % 44.73 %
0.1-1.7 22.04 % 34.09 % 37.61 %
0.1-2.1 10.48 % 36.05 % 38.00 %
0.1-0.9 20.86 % 32.00 % 52.39 %
0.2-0.8 72.63 % 34.85 % 15.82 %
500 0.3-0.6 23.23 % 23.90 % 21.33 %
0.1-1.3 30.82 % 31.20 % 44.95 %
0.1-1.7 14.80 % 33.54 % 39.57 %
0.1-2.1 -0.18 % 35.85 % 36.35 %
TABLE 3.5. Improvement in runtime of SEQ-V3
• SEQ-V3 incurs a larger overhead than SEQ-V1 and SEQ-V2 do. That is why
we observe that SEQ-V3 is slower than SEQ-V1 and SEQ-V2 in some simple
cases.
8. Conclusions
In this chapter, we have analyzed the strengths and weaknesses of SEQ-V1 and
SEQ-V2, and proposed a new SEQ algorithm, which is SEQ-V3. Through theoretical
analysis and experimental results, we can conclude that SEQ-V3 is a better performing
algorithm in most cases.
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CHAPTER 4
SWO Algorithm for MGET
1. Introduction
MGET refers to the class of ET problems that allow non-uniform sequence depen-
dent setup times, job processing times and due times, and earliness/tardiness penalty
weights. MGET has no restriction on the variables of the problems, except that the
numbers may not be negative. In this chapter, we propose a new meta-heuristics algo-
rithm for MGET. We show the effectiveness of MGET by benchmarking our algorithms
against the one proposed by Radhakrishnan & Ventura (2000).
Lenstra, Rinnooy Kan, & Bruker (1977) and Lawler (1977) proved that MGET is
strongly NP-hard. Thus, there is no FPTAS for MGET. Skutella & Woeginger (1999)
proposed the only known PTAS for strongly NP-hard scheduling problems. As it was
devised for problems with regular performance measures, it is unlikely to be extendable
MGET, which is an ET problem. Thus, approximation is not a good approach for
MGET, and there is no known literature seeking to solve MGET by approximation.
There are two known works that have proposed efficient mathematical models for
MGET. Balakrishnan, Kanet, & Sridharan (1998) modeled general MGET. Zhu &
Heady (2000) modeled MGET with no setup time. Both of them considered non-
uniform release dates. However, even those efficient models are not capable of solving
problems with more than 12 jobs and/or three machines, so modelling is not practical for
large-scale problems.
Meta-heuristics algorithms are the most popular approach to solving MGET. Kanet
& Sridharan (2000) surveyed ET problems that allow idle time insertion. They clas-
sified the problems by three factors: whether the problem is a single-machine prob-
lem or a multi-machine problem, whether the problem considers non-uniform release
dates, and whether the performance measures are regular. Kanet & Sridharan claimed
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that there was no existing literature on MGET. They suggested that it might be use-
ful to decompose MGET into two subproblems: the sequencing subproblem and the
timetabling subproblem. Algorithms could then be split into two stages: sequencing and
timetabling. The sequencing stage generates a semi-schedule, which is a collection of
the jobs sequence on each machine. A semi-schedule differs from a schedule in that a
semi-schedule does not contain any information on job completion time. The timetabling
stage determines the quality of the semi-schedule by calculating the minimal cost of the
semi-schedule. The results from the timetabling stage are used by the next sequencing
stage to generate new semi-schedules. The two stages repeat iteratively until a satis-
fying (semi-)schedule is achieved. Cheng, Gen, & Tosawa (1995) proposed a genetic
algorithm to solve MGET with no setup times. The semi-schedule is the chromosome.
The chromosome has two kinds of symbols: job id and partition symbol. Each chromo-
some is a permutation of the jobs with M −1 partition symbols inserted. These partition
symbols divide the sequence of the jobs into M subsequences, which are considered as
job sequences on individual machines. Mutation and crossover operators have also been
developed. Radhakrishnan & Ventura (2000) proposed a simulated annealing algorithm
for MGET with αi = βi = 1 based on job interchange schemes, i.e., selecting two jobs
and interchanging them to generate a neighbourhood solution. This algorithm defines
three schemes to perform interchange: best preceding jobs, best succeeding jobs and
the adjacent pairs scheme. The best succeeding jobs of job i are the ones with index
j minimizing |di + sij + pj − dj|. The best preceding jobs of job i are the ones with
index j minimizing |di − sji − pi − dj|. Dong-won Kim et al. (2002) applied simulated
annealing to solve MGET where jobs are organized into lots. The setup times only oc-
cur between lots, and the jobs are allowed to be assigned to any lot. The neighbourhood
solution generation schemes include manipulating lots and reassigning job to other lots.
In general, the structure of those meta-heuristics algorithms can be described in Figure
4.1.
The timetabling subproblem of MGET is SEQ, which has been discussed in the pre-
vious chapter. Since this subproblem is polynomial-time solvable, the major difficulty
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FIGURE 4.1. The Flow of MGET Algorithms in the Literature
arises from sequencing subproblem. Sequencing for MGET problems is strongly NP-
hard. The knowledge on MGET sequencing is quite limited. For example, sequencing
problems of single machine common due time problems exhibit the V-shape property,
such that given the earliness/tardiness of the jobs, the sequencing of the jobs is triv-
ial. However, for non-common due time problems, there is no such kind of properties.
Sequence-dependent setup times makes the problems even harder. The limitation in
mathematical knowledge makes it difficult even to get a good quality heuristics algo-
rithm for MGET problems.
2. SWO for Sequencing Problems
Joslin & Clements (1998, 1999) proposed a new meta-heuristics called squeaky
wheel optimization (SWO). SWO is a new meta-heuristics for solving NP-hard opti-
mization problems. SWO algorithms operate in two spaces: ordered list space and
semi-schedule space. In the works by Joslin & Clements (1998, 1999), ordered list
space is called sequence space. Since the term sequence is equivalent to semi-schedules
in the discussion of timetabling algorithms, in order to reduce confusion, we use the
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name ordered list instead. The term originally for semi-schedule space is solution space.
Semi-schedule space is a more appropriate name since SWO is now used to solve se-
quencing problems. However, these two terms can be used interchangeably,since the
timetabling subproblem is polynomial-time solvable.
SWO algorithms consist of three major components: constructor, analyzer and pri-
oritizer:
• A constructor takes in an ordered list L, and generates a semi-schedule SS
according to some greedy algorithm with no backtracking. Thus, the ordered
list determines which jobs are handled earlier by the constructor. Since the
constructor does not have any backtracking mechanism, the order of the jobs
determines the quality of the schedules.
• Given an ordered-list L and the corresponding semi-schedule SS, the analyzer
assigns a value to each job. The values are called blames of the jobs. The
blames reflect how the jobs contribute to the deficiencies of semi-schedule SS.
A very straightforward idea to assign blames is to use the costs of the jobs as
their blames. For difficult problems, a complex mechanism may be required.
• The prioritizer adjusts the ordered-list L according to the blames of the jobs.
Jobs with higher blames move toward the beginning of the ordered list. The
new ordered-list L′ is used as the input to constructor for next iteration.
• This algorithm repeats until a good enough semi-schedule is generated.
The flow of SWO algorithms is shown in Figure 4.2.
For SWO algorithms, a new semi-schedule SS ′ is not directly generated from exist-
ing semi-schedules. Given a semi-schedule SS, SWO algorithms use the analyzer and
the prioritizer to generate a new ordered list L′, then SWO algorithms use the construc-
tor to generate a new semi-schedule SS ′ from the new ordered list L′. The ordered lists
play a very important role in SWO algorithms. The difficult jobs, which are the jobs
that mostly affect the quality of semi-schedules, keep moving to earlier positions in the
ordered lists such that they are handled earlier by the constructor. Thus, difficult jobs are
handled better from iteration to iteration.
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FIGURE 4.2. Flow of SWO Algorithms




TABLE 4.1. The Data of the Example to Illustrate SWO
Now we use an example from Joslin & Clements (1999) to illustrate the ideas of
SWO. Given three jobs as shown in Table 4.1. The objective is to minimize the number
of late jobs. Note that the total processing time of the three jobs is 50, which is greater
than the due time of every job. Thus, at least one job must be late. The constructor
schedules the jobs to the earliest possible time. The analyzer uses the lateness of the
jobs as their blames. The prioritizer move the jobs forward if its penalty is non-zero.
Assume the initial ordered list is CAB. The execution of SWO can be shown in Figure
4.3.
Given ordered list CAB, the constructor produces a schedule with two late jobs,
which are A and B. Since the analyzer uses the lateness as the blames, the jobs A, B,
and C receive 20, 30, and 0 as their respective blames. Since B has a higher blame than
A has, B moves to the beginning of the ordered list in the second iteration. A has a higher
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FIGURE 4.3. The Example for SWO
blame than C has, thus A is the second job of the ordered list. Now the ordered list of the
second iteration is BAC. The schedule in the second iteration has two late jobs, which
are A and C. The jobs A, B and C receive 20, 0 and 10 as their respective blames. The
new ordered list becomes ACB, with only one late job. Since we have proved that there
is at least one late job, we know that this schedule is optimal. For complex problems,
we may not be able to determine a good lower bound for the objective functions of the
problems; various termination conditions can be used instead.
3. SWO and Traditional Meta-Heuristics
Comparing SWO against traditional meta-heuristics, both are very similar in struc-
ture (Figure 4.4). However, Joslin & Clements (1998, 1999) provided another perspec-
tive to compare these meta-heuristics. As we have discussed, SWO algorithms operate
in two spaces: ordered list space and semi-schedule space. The relationship may be
shown in Figure 4.5. The logical relationship of the two spaces can be viewed in the
following way:
• The ordered lists serve as predictions of the importance of the jobs. The position
of a job reflects its importance. Each ordered list is some point in the oval of
ordered list space.
• The constructor instantiates the prediction by greedily constructing a semi-
schedule. The arrows from the ordered list space to the semi-schedule space
represent such operations.
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FIGURE 4.4. The Structures of SWO and Traditional Meta-Heuristics
• The blames are the contributions of the jobs to the deficiencies of the semi-
schedules. The blame of a job in a schedule can be calculated as its costs in
the schedule according to problem specification or other forms of reasonable
costs functions. We shall consider the blames as feedback to the prediction. By
comparing the predicted importance and real importance of the jobs, we know
whether the prediction is successful and we know how to rearrange the order
of the jobs for the next iteration. More specifically, given a semi-schedule, by
evaluating the blames of the jobs, we know whether we have missplaced jobs
and we rearrange the old ordered list to get a new ordered list. Such opera-
tions are represented by arrows from the semi-schedule space to the ordered list
space.
If we plot how traditional meta-heuristics operate in the two spaces, we get Figure
4.4. For traditional meta-heuristics, there are two kinds of operations: initial solution
generation and local search. Since the algorithms use some constructive heuristics to
generate an initial solution, we can illustrate the initial solution generation in the left
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FIGURE 4.5. SWO Algorithm: Another Perspective
FIGURE 4.6. Traditional Meta-Heuristics: Operations between the Spaces
figure in Figure 4.4, which means that given some ordered list, a semi-schedule will be
generated. The local search is illustrated in the right figure. Since local search gener-
ates semi-schedules from existing schedules without the involvement of ordered lists,
the operations are drawn within semi-schedule space only. Comparing Figure 4.4 with
Figure 4.5, we can see that for traditional meta-heuristics, there are no operations from
the semi-schedule space to the ordered list space. Those operations differentiate SWO
from other meta-heuristics.
4. The Complete SWO Algorithm for MGET
We use Algorithm 10, which is MGET-SWO, as the over all algorithm, where SWO-
CON, SWO-ANA and SWO-PRI are constructor, analyzer and prioritizer algorithms
respectively.
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Algorithm 10 The Complete SWO Algorithm MGET-SWO
(1) Generate a permutation of jobs as the initial ordered list L .
(2) Use SWO-CON to construct a semi-schedule SS from the sequence ordered
list L.
(3) If semi-schedule SS is good enough, this algorithm terminates. Otherwise,
proceed to the next step.
(4) Use SWO-ANA to assign blames for the jobs according to the schedule.
(5) According to the blames, use SWO-PRI to rearrange the order of the jobs in
ordered list L.
(6) Go to Step 2.
Algorithm 11 Implementation of Constructor SWO-CON
(1) Set n = 1. Initialize SS as an empty semi-schedule.
(2) Insert the nth job of ordered list L into semi-schedule SS. All possible insertion
points need to be examined. The one leads to minimal total costs is chosen. Ties
are broken arbitrarily.
(3) Set n = n+1. If n > N , this algorithm terminates. Otherwise, proceed to Step
2.
We use a simple constructor SWO-CON, which is a constructive greedy algorithm
with no backtracking. During iteration n, the nth jobs of ordered list L is added to the
schedule. In order to find the best insertion point, all possible insertion positions are
examined. The one with the minimum total cost is chosen. Ties are broken arbitrarily.
SWO-CON is given in Algorithm 11. Now we show an example for insertion, which
is shown in Figure 4.7. There are four jobs, which are ABCD, to be scheduled on two
machines. We assume that the ordered list is ABCD, and that at the end of iteration
3, a semi- schedule SS3 is chosen. Now we need to insert job D into the schedule.
All possible insertion points need to be checked. By inserting job D as the first job on
machine 1, we get a new semi-schedule SS4 − 1. By inserting job D as the second job
on machine 1, we get a new semi-schedule SS4 − 2. Similarly, we get semi-schedules
SS4− 3, SS4− 4 and SS4− 5 by inserting job D as the first, second and third job on
machine 2 respectively. Now apply the SEQ algorithm from Chapter 3 to those semi-
schedules, and pick the one with minimal total cost as the semi-schedule for iteration
4.
The analyzer, which is named as SWO-ANA, uses job reinsertion to determine the
contribution of the jobs to the deficiencies of the current semi-schedule. Job reinsertion
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FIGURE 4.7. An Example of Job Insertion
means that a job is removed from the current semi-schedule and reinserted into the semi-
schedule by selecting a position giving the lowest total cost with the relative positions
of other jobs unchanged. Such job reinsertions may reduce the total costs of the semi-
schedule. The blame of a job is defined as the amount of reduction in total cost if that
job is reinserted. SWO-ANA is given in Algorithm 12. Now we show an example of job
reinsertion, which is depicted in Figure 4.8. There are four jobs, which are ABCD, to
be scheduled on two machines. Assume for a certain iteration, job D is to be reinserted
into semi-schedule SS3. The first step is to remove job D from semi-schedule SS3,
and we got semi-schedule SS3′. All possible insertion points need to be checked. We
get semi-schedules SS4 − 1 and SS4 − 2 by inserting job D as the first and second
job on machine 1 of semi-schedule SS3′ respectively. We get semi-schedules SS4− 3,
SS4 − 4 and SS4 − 5 by inserting job D as the first, second and third job on machine
2 of semi-schedule SS3′ respectively. Now apply the SEQ algorithm from Chapter 3 to
those semi-schedules, and pick the one with minimal total cost. Compare that cost to the
total cost of SS3, the amount of cost reduction is used as the blame for job D.
The prioritizer, which is named as SWO-PRI, sorts all jobs in non-increasing blames
order. It is trivial, so we do not provide any pseudo-code nor any example.
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Algorithm 12 Implementation of Constructor SWO-ANA
(1) Set n = 1.
(2) Reinsert the nth job of ordered list L into semi-schedule SS. All possible in-
sertion points need to be examined. The one leading to minimal total cost is
chosen. Ties are broken arbitrarily. The reduction of total cost is used as the
blame of the nth job of ordered list L.
(3) Set n = n+1. If n > N , this algorithm terminates. Otherwise, proceed to Step
2.
FIGURE 4.8. An Example for Job Reinsertion
5. Experimental Results
The set of benchmarking problems are generated from the original data genera-
tion scheme used by Radhakrishnan & Ventura (2000): pj and sij are generated from
uniform distribution on [1, 20]. dj is generated from uniform distribution on [0.225 ×∑
pj, 0.275×
∑
pj]. The results are averaged for 30 runs.
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We use MGET-SA as the benchmarking algorithm, which is a simulated annealing
meta-heuristics algorithm proposed by Radhakrishnan & Ventura (2000). Their algo-
rithm does not perform well. We have made these modifications to their original algo-
rithm, to get a new algorithm MGET-SA2:
• Their adjacent pair interchange algorithms have cycling problems, i.e., MGET-
SA may repeatedly swap adjacent jobs. In order to avoid that problem, when
the swap of two jobs is taken, these two jobs are not allowed for further swap.
This scheme is very similar to the idea of tabu search, which keeps a list of
recent moves. However, this problem is not significant when N/M is small.
When N/M is large, the problem becomes significant.
• The algorithm’s performance can be improved by random job interchange. MGET-
SA defines a set of rules to perform neighbourhood search. However, we dis-
covered that adding random job interchange is a computationally cheap and
effective way to enhance the existing neighbourhood schemes.
To compare the performances MGET-SA and MGET-SA2, we use the scheme proposed
by Radhakrishnan & Ventura (2000) to generate test problems. If SEQ-V3 is used as the
sequencing algorithm, the performances of these algorithms can be shown in Table 4.2.
In Table 4.2, the average costs refer to the average costs of 30 solutions for the same
test case, the σ of costs refer to the standard deviation of the costs of the 30 solutions;
the average time refers to the average algorithm execution time of the 30 solutions, the
σ of times refers to the standard deviation of the algorithm execution times of the 30
solutions. Our observations are as follows:
• In terms of average solution costs, MGET-SA2 performs better than MGET-
SA. This observation shows that the random pair interchange scheme can im-
prove the performance of MGET-SA.
• In terms of average algorithm execution times, MGET-SA2 performs better
than MGET-SA. WhenN/M is small, MGET-SA is slightly slower than MGET-
SA2; but when N/M is big, MGET-SA2 is much slower than MGET-SA2.
• In terms of the standard deviation of algorithm execution times, MGET-SA2
performs more stably than MGET-SA. When N/M is small, the execution
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M N MGET-SA MGET-SA2
Average σ of Average σ of Average σ of Average σ of
Costs Costs Time Times Costs Costs Time Times
2 10 195.3 15.56 0.865 0.062 183.8 7.636 0.988 0.029
5 15 119.1 7.157 0.260 0.022 109.2 4.445 0.248 0.014
10 50 455.3 9.501 2623 5289 398.1 13.62 43.88 0.531
15 80 714.0 48.11 1124 2131 525.4 17.94 95.21 1.517
TABLE 4.2. Performance Comparison between MGET-SA and MGET-SA2
times of MGET-SA have a slightly bigger standard deviation than those of
MGET-SA2; but when N/M is big, the execution times of MGET-SA have a
much bigger standard deviation than those of MGET-SA2. With the previous
observation, this observation shows that MGET-SA faces the cycling problem,
and that MGET-SA2 does not encounter the problem.
From these tests, we show that MGET-SA2 is an improved version of the original
MGET-SA proposed by Radhakrishnan & Ventura (2000).
Now we compare the performance of MGET-SA2 and MGET-SWO. If SEQ-V3 is
used as the sequencing algorithm, the performances of these algorithms can be shown
in Table 4.3. In Table 4.3, the average costs refer to the average costs of 30 solutions
for the same test case, the σ of costs refer to the standard deviation of the costs of the
30 solutions; the average time refers to the average algorithm execution time of the 30
solutions, the σ of times refers to the standard deviation of the algorithm execution times
of the 30 solutions. We can make these observations:
• In terms of average solution costs, MGET-SWO performs no worse than MGET-
SA2. For the most complicated problem, which is the 80-job 15-machine prob-
lem, MGET-SWO performs much better than MGET-SA2.
• In terms of average algorithm execution times, MGET-SWO performs much
better than MGET-SA2. MGET-SWO is significantly faster than MGET-SA2
for all cases.
• In terms of standard deviations, MGET-SWO is more stable than MGET-SA2.
In summary, MGET-SWO can produce schedules no worse than MGET-SA2 can, and
it requires a much shorter execution time.
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M N MGET-SA2 MGET-SWO
Average σ of Average σ of Average σ of Average σ of
Costs Costs Time Times Costs Costs Time Times
2 10 183.8 7.636 0.988 0.029 189.4 4.717 0.029 0.003
5 15 109.2 4.445 0.248 0.014 105.0 2.273 0.076 0.005
10 50 398.1 13.62 43.88 0.531 397.7 8.306 1.276 0.015
15 80 525.4 17.94 95.21 1.517 484.4 10.63 3.893 0.302
TABLE 4.3. Performance Comparison between MGET-SA2 and
MGET-SWO
M N MGET-SA MGET-SA2 SWO
2 10 11.34 % 4.02 % 5.00 %
5 15 12.94 % 7.11 % 9.80 %
10 50 12.58 % 14.79 % 21.82 %
15 80 8.80 % 12.26 % 20.43 %
TABLE 4.4. Reduction in Algorithm Execution Time with SEQ-V3
Now we show the efficiencies of SEQ-V3, which has been proposed in the previous
chapter. For each test problem, we measure three times: t1, the average runtime of
MGET-SA; t2, the average runtime of MGET-SA2; t3, the average runtime of MGET-
SWO. The improvement is calculated according to the following formula:
100%− t3
min{t1, t2} .
The results are summarized in Table 4.4. We can see that using SEQ-V3 can significantly
reduce the runtime of the algorithms for MGET problems. However, note that SEQ-V3
does not improve the quality of solutions since the SEQ problem is polynomial-time
solvable.
In this section, we compare the performances of MGET-SA, MGET-SA2 and MGET-
SWO. We show that MGET-SWO outperforms MGET-SA and MGET-SA2 when
SEQ-V3 is used as the SEQ algorithm. We also show that using the SEQ algorithm
we proposed reduces the run time of MGET algorithms.
6. Conclusion and Future Work
In this chapter, we have designed a SWO meta-heuristics algorithm for MGET. We
have compared SWO with traditional meta-heuristics empirically and experimentally.
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The experiments show that SWO is a promising meta-heuristics for NP-hard optimiza-
tion problems. However, we note that SWO structure does not imply efficiency, but only
the possibility of an efficient algorithm. The main difficulty lies in the design of a greedy
algorithm and a proper importance recognition scheme, which is not a trivial matter.
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CHAPTER 5
Conclusions And Future Work
In this thesis, we have studied three ET problems. The first problem is GWET,
which is a common due-date ET problem with constraints. GWET is no less general
than any ET problems with FPTAS. We have made the contributions in the following
aspects:
• By introducing the double-sided integer set partition scheme, we can decom-
pose restrictive GWET into a polynomial number of subproblems. We have
constructed FPTAS for restrictive subproblems, which is the first FPTAS for
restrictive ET problems.
• All FPTAS we have proposed are polynomially bounded in exponents of earli-
ness (ZE) and tardiness (ZT ).
The second problem is SEQ, which is a general ET problem for a fixed job sequence.
We have analyzed the strengths and weaknesses of SEQ-V1 and SEQ-V2, and proposed
a new SEQ algorithm, which is SEQ-V3. Through theoretical analysis and by our ex-
perimental results, we have shown that SEQ-V3 is a better performing algorithm in most
cases.
The third problem is GWET, which is a multiple-machine ET problem with se-
quence dependent setup times. We have designed a SWO meta-heuristics algorithm
for MGET. We have compared SWO with traditional meta-heuristics empirically and
experimentally. The experiments show that SWO is a promising meta-heuristics for NP-
hard optimization problems. However, we note that the SWO structure does not imply
efficiency, but only the possibility of an efficient algorithm. The main difficulty lies in
the design of a greedy algorithm and a proper importance recognition scheme, which is
not a trivial matter.
We have made rather major changes to underlying algorithms, and achieved better
performing algorithms. We also provide rigorous mathematical proof of correctness.
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The contributions we have made build on the literature on tardiness problems and math-
ematical properties of ET problems. There is little existing literature on ET problems,
while problems with regular performance measures have been extensively studied in the
literature. It remains an interesting open problem whether one can extend the litera-
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