The multi-resolution analysis (MRA) model space is obtained by applying a spatially and spectrally localized wavelet transform to the conventional spatial (singleresolution analysis, SRA) model space. The MRA model space has several useful features. The wavelet localization facilitates truncation of null space components. Further, we nd that relatively few of the wavelet coe cients are needed to accurately represent typical subsurface models, resulting in considerable reduction in the size of inverse calculations. Also, we introduce a visual tool called the MRA display, which we believe will be useful for migration and inversion studies.
Introduction
Let m 2 M, the space of models, b 2 D, the data space, and g be a forward modeling operator mapping M into D. Then, the connection between the true model and the data is given by b = g(m) + N; (1) where N is the noise. The inverse problem is to nd models m that explain the data.
If the discretization of M is ne enough to avoid discretization errors, then there will inevitably be components of m that are unresolved by the nite, noisy, observations. These will correspond to model features in the null space of the operator g (strictly, its niterank approximation). In addition, for problems in which g is highly nonlinear, local extrema can be a problem.
However, the tomographic problem we will study will be assumed to be linear and so a key feature of the algorithms we present will be their ability to deal e ectively with the null space.
2-D Tomography Problem
Consider a 2-D linear tomography problem, the goal of which is to infer the unknown slowness in a region from the time-of-ight of rays through the region. We discretize the slowness model into 2 M 2 N cells, denoted as x = xm;n. Then the tomography problem associated with (1) can be linearized as
where A = as;r;m;n is the known Jacobian matrix, (each element of which is the length of the ray-path starting from source s to receiver r, cut by the (m; n)th cell),b = bs;r is the measured travel-times from source s to receiver r, where s = 1; 2; ; S; r = 1; 2; ; R; S However, for successful application of this approach, we need to know roughly the locations of the most signicant wavelet coe cients (MSWC), i.e. the truncation set S. We will discuss this when de ning the algorithm.
The extra freedom in choosing these MSWC makes it possible to apply non-uniform MRA in which higher resolution analysis can be applied to more interesting parts of the model, while lower resolution analysis can be applied to less-interesting parts.
Compressibility And Display Of The MRA Model
An example of model compression is shown in Fig. 1 . Fig. 2 shows the 17 : 1 compressed version of this model. The compression can be viewed essentially as a low-pass ltering.
We introduce a tool for displaying models in MRA model space, an example of which is shown in Fig. 3 . This MRA display can be viewed both spatially and spectrally. We de ne the upper-left 2 m 2 n (m = 6; n = 5 in Fig. 3 axes are x-and z-directions respectively; spectrally, the low level panels correspond to the lower wavenumber, the high level panels correspond to the high wavenumber (Daubechies, 1992) . For seismic inverse problem, the MRA display is helpful in identifying well-resolved components from poorly-resolved ones. 
Algorithms
At the heart of both the MRA and SRA algorithms is a linear least squares solver. We will use the least squares version of conjugate gradient (called CGLS and described in (Scales, 1989) ), but any such solver could be used. In addition to the usual inputs to such an algorithm (the matrix and right-hand-side), we also allow for the inclusion of a regularization term. This can be achieved by augmenting the matrix with a regularization operator R scaled by a Lagrange multiplier (Scales et al., 1990) . We denote this algorithm by CGLS(A; b;"; ; R;x), where A is the (Jacobian) matrix, b is the data vector, " is the data t level (i.e., acceptable norm of the residual), is the regularization parameter, R is the regularization operator, and we solve for x. Next we de ne the two tomographic inversion al- PS. This is the MRA inversion algorithm. The SRA inversion algorithm is simply an application of regularized least squares:
Algorithm 2. SRA(A; b;"; ; R;x) Solve CGLS(A; b;"; ; R; x).
To apply Algorithm 1, MRA, we need a suitable truncation set S. Due to the exponential decay of the wavelet coe cients (Daubechies, 1992) , these indices mainly lie in the lower level panels, plus a small number of outliers in the high level panels. To specify S a priori requires information about the model (e.g. well-log data). On the other hand we can estimate S iteratively from low to high panels, called ladder inversion in Yang & Meng (1995) S 0 = f(2 m +i; j); (2 m +i; 2 n +j); (i; 2 n +j) for (i; j) 2 Sg. Let S = S S 0 , l = l+1; m = m+1 and n = n+1.
Repeat.
A Cross-hole Tomography Example
For this problem we used a 15 : 1 compression of the model (jSj = 278). This number was achieved by applying Algorithm 3, starting with the rst panel level l0 = 1, jSj = 256, and then adding the next 22 MSWC. The computed models must satisfy two criteria to a greater or lesser extent. First they must t the data (i.e., reduce the residual between the predicted data and the right-hand-side). Secondly, to ensure that the wavelet coe cient truncation has not introduced signi cant discretization errors, we require that the di erence between the true model and the computed model be small. As can be observed from Fig. 5 and 6, the MRA and SRA inversions showed di erent behavior in this trade-o between data t and model t. In practice we were not able to achieve the same degree of data t with the SRA inversion, while preserving the accuracy of the reconstructed model. Examples of the models reconstructed from MRA and SRA inversion are shown in Fig. 7 and 9, respectively.
Conclusions
We have developed a multi-resolution tomographic inversion algorithm (MRA) and applied it to a simple synthetic problem of travel-time inversion. The key idea is a mapping of the discretized model space into the MRA model space by wavelet transform. In this domain, the model parameters are both spatially and spectrally localized, facilitating the truncation of null space components in addition to providing a signi cant degree of compression; this compression will be even more substantial for 3D models. Our results are summarized in Table 1 . The conclusion is that we were able to achieve much better simultaneous reduction of data residual and model error with the MRA approach than with a classical reg- ularized sparse least squares algorithm (SRA); further, wavelet-based compression resulted in roughly a factor of 6 speed-up.
