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Coherence is a basic phenomenon in quantum mechanics and considered to be an essential resource in quan-
tum information processing. Although the quantification of coherence has attracted a lot of interest, the lack of
efficient methods to measure the coherence in experiments limits the applications. We address this problem by
introducing an experiment-friendly method for coherence and spectrum estimation. This method is based on the
theory of majorization and can not only be used to prove the presence of coherence, but also result in a rather
precise lower bound of the amount of coherence. As an illustration, we show how to characterize the freezing
phenomenon of coherence with only two local measurements for any N-qubit quantum systems. Our approach
also has other applications in quantum information processing, such as the characterization of distillability and
entanglement transformations.
I. INTRODUCTION
Quantum coherence is a fundamental feature of quantum
mechanics, describing the capability of a quantum state to ex-
hibit quantum interference phenomena. Consequently, it is
an essential ingredient in quantum information processing [1],
and plays a central role in emergent fields, such as quantum
metrology [2, 3] and quantum thermodynamics [4].
The notion of quantum coherence was developed early in
quantum optics [5–7], but only in recent years has the quan-
tification of coherence been treated rigorously and frame-
works for quantifying coherence proposed [8–14]. Notably,
in Ref. [11] a rigorous framework based on the notion of a
general resource theory was introduced. In this framework,
the free states are the incoherent states which are diagonal in
the incoherent basis, and the free operations are incoherent
operations whose Kraus operators map the incoherent states
to incoherent states. Other frameworks were also proposed
to make the quantification of coherence applicable to various
physical situations [9, 12, 15–19]. The main difference be-
tween these frameworks is that they have different notions of
free operations.
Based on these frameworks, several coherence measures
have been proposed, such as the relative entropy of coherence
[9, 11], the l1 norm of coherence [11], the geometric measure
of coherence [20], the robustness of coherence [21, 22], and
others [23–28]. These coherence measures make it possible to
quantitatively study the role of coherence in various physical
contexts. Further important properties of coherence, such as
the distillation of coherence [24, 29], the relation between co-
herence and quantum correlations [20, 30–35], and the freez-
ing phenomenon of coherence [36, 37], can be studied based
on the coherence measures that have been proposed.
While many theoretical works have been devoted to the
quantification of coherence, only a few results have been ex-
amined in experiments [38–40]. One important reason for this
situation is the fact that few methods are known to obtain the
coherence measures in experiments [41–44], and these meth-
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ods either use the normal witness technique, or require com-
plicated experiment settings or numerical optimizations. The
lack of efficient and scalable methods for coherence detection
severely limits the applications of coherence measures.
To overcome this situation and to make the quantification of
coherence a common tool for quantum information process-
ing, it is of paramount importance to improve the evaluation
of coherence in experiments. In this work, we address this
problem by developing an efficient method to witness and es-
timate the coherence of quantum systems based on spectrum
estimation of the density matrix. With this method, we can
not only witness the presence of coherence, but also obtain a
good estimation of coherence of quantum systems with only
few measurements. As an illustration, we show how to use our
method to characterize the freezing phenomenon of coherence
with only two local measurements for any N-qubit quantum
systems. Our approach relies on the mathematical theory of
the majorization lattice and can, as we explain, also be used
for other problems in quantum information processing. As the
majorization theory is also widely-used in physics, statistics,
and economics [45–47], our approach may have potential ap-
plications beyond quantum information.
II. RESOURCE THEORY OF COHERENCE
In the resource theory of coherence, the free states are in-
coherent states I, defined as δ = ∑i pi|i〉〈i|, where {|i〉} repre-
sents a fixed reference basis, known as the incoherent basis.
The definition of free operations within the resource theory of
coherence is not unique. Several approaches have been pro-
posed based on different physical or mathematical consider-
ations [8]. With these definitions of free states and free op-
erations, the frameworks for quantifying coherence are con-
structed from the general resource theory [48, 49] and many
coherence measures are proposed [8].
In the text, we focus on the estimation of relative en-
tropy of coherence, defined as Cr(ρ) = minδ∈I S (ρ‖δ), where
S (ρ‖δ) = Tr(ρ log2 ρ − ρ log2 δ) is the relative entropy. This is
not only because the relative entropy of coherence is a legiti-
mate coherence measure in all of the proposed frameworks.
More importantly, the estimation of relative entropy of co-
herence can be used for estimating many other quantities in
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2quantum information processing, such as the distillable co-
herence, the intrinsic randomness, and the secrete key rate in
quantum key distribution [23, 24, 50–52]. The applications of
our method to other coherence measures are discussed in the
appendixes. Mathematically, the relative entropy of coherence
also admits the closed form
Cr(ρ) = S (ρd) − S (ρ), (1)
where S is the von Neumann entropy and ρd is the diagonal
part of ρ in the incoherent basis.
III. MAJORIZATION AND THE MAJORIZATION
LATTICE
A probability distribution a = (a1, a2, . . . , an) is said to ma-
jorize a probability distribution b = (b1, b2, . . . , bn) (written as
a  b), if it satisfies ∑ki=1 a↓i ≥ ∑ki=1 b↓i for all k = 1, 2, . . . , n,
where a↓ (b↓) is the probability distribution with the same
components as a (b), but sorted in descending order. Here-
after, we assume that the components of a probability distri-
bution are already sorted in descending order and all vectors
are column vectors, unless stated otherwise.
Majorization imposes an important constraint between
measurement results and the spectrum of quantum states,
shown in the following well-known fact [46].
Lemma 1. Let ρ be a quantum state in an n-dimensional
Hilbert space with spectrum λ = (λ1, λ2, . . . , λn).
a. If we perform a von Neumann measurement on the
quantum state and get the probability distribution of
measurement outcomes p = (p1, p2, . . . , pn), then p ≺
λ.
b. The above condition is also sufficient in the sense that
if a probability distribution p = (p1, p2, . . . , pn) fulfills
that p ≺ λ, then there exists a von Neumann measure-
ment {Pi}ni=1 such that pi = Tr(Piρ).
For the estimation of coherence, we also take advantage of
the strict Schur-concavity of the Shannon entropy S . Mathe-
matically, it says that if a ≺ b and a , b, then S (a) > S (b).
Compared with majorization, the theory of the majorization
lattice is much less-known. Given two distributions a and b
which are not comparable in the sense of majorization, one
may ask whether there is a “smallest” distribution majoriz-
ing both of them. In fact, such a distribution does exist and
is called the majorization join. Similarly, the “largest” dis-
tribution majorized by both a and b is called the majorization
meet. Rigorously, a probability distribution c is called the ma-
jorization join (meet) of a and b if it satisfies: (i) c  a, b
(c ≺ a, b), and (ii) c ≺ c˜ (c  c˜) for any c˜ that satis-
fies a, b ≺ c˜ (a, b  c˜) [53]. The majorization join and
meet of a and b are usually denoted a ∨ b and a ∧ b, re-
spectively. The basic process for constructing majorization
join (meet) is quite simple. The necessary and sufficient con-
dition for c˜ ≺ a, b is ∑ki=1 c˜i ≤ min{∑ki=1 ai,∑ki=1 bi}. Let
∑k
i=1 ci = min{
∑k
i=1 ai,
∑k
i=1 bi}; then c ≺ a, b and c  c˜, i.e.,
c = a ∧ b, if ck are in descending order. For majorization
meet, this construction is sufficient. For majorization join, the
vector c constructed from
∑k
i=1 ci = max{
∑k
i=1 ai,
∑k
i=1 bi}may
not be in descending order. Some further flattening operations
may be needed. See Ref. [53] or Appendix A for more details.
IV. SINGLE-PARTITE SYSTEMS
From Eq. (1), we can easily see that the coherence of the
quantum system can be revealed by the diagonal part of the
quantum state ρ, i.e., the vector d = (d1, d2, . . . , dn), and the
spectrum of ρ, i.e., the vector λ = (λ1, λ2, . . . , λn). In ex-
periments, one can easily determine the diagonal part of the
quantum state ρ by just measuring in the incoherent basis. It
remains to determine the spectrum of ρ, although the eigenba-
sis is unknown.
Suppose that ρ is incoherent; then we have d = λ.
According to Lemma 1, the probability distribution p =
(p1, p2, . . . , pn) from any von Neumann measurement must
satisfy p ≺ λ = d. So, if we perform a measurement and
get the probability distribution p such that p ⊀ d, then we
can immediately assert that ρ is coherent. Conversely, if ρ is
coherent, there always exists a measurement {Pi}ni=1 such that
the probability distribution of the outcomes p satisfies p ⊀ d.
For example, we can choose {Pi}ni=1 to be the eigenbasis of ρ.
The previous discussion implies that we can always prove
the presence of coherence by showing that the probability dis-
tribution of the outcomes of some measurement is not ma-
jorized by the probability distribution of the measurement out-
comes in the incoherent basis. This provides a qualitative
method for witnessing coherence. However, contrary to the
case of entanglement and separability, the set of incoherent
states is of measure 0 in the state space, so a mere statement
about the presence of coherence is of limited value. Instead, a
quantitative method, giving an estimate of the amount of co-
herence, is desirable. So the problem arises what can one say
about the amount of coherence in a quantum system, if the
probability distributions p and d with p ⊀ d are known.
To answer this question, we use the strict Schur-concavity
of the Shannon entropy, which implies that S (ρ) = S (λ) ≤
S (p). Consequently, we have a lower bound of coherence,
Cr(ρ) ≥ max{0, S (d) − S (p)}. (2)
Still, this bound may not be strictly positive, even if we
can conclude from p ⊀ d that the quantum system con-
tains coherence. For example, consider the qutrit state |ϕ〉 =
(|0〉 + |1〉)/√2 and the measurement in the basis {(|0〉 + |1〉 +
|2〉)/√3, (|0〉 + ω|1〉 + ω2|2〉)/√3, (|0〉 + ω2|1〉 + ω|2〉)/√3}
with ω = e
2pii
3 . This gives d = (1/2, 1/2, 0), p = ( 23 ,
1
6 ,
1
6 ),
and p ⊀ d, but the lower bound from Eq. (2) is still 0, as
S (d) − S (p) < 0.
The main idea of solving the problem is that we can con-
struct the “smallest” probability distribution that majorizes
both p and d, i.e., the majorization join p ∨ d. According
to Lemma 1, we have that d ≺ λ and p ≺ λ. From the
3definition of majorization join, we get that d ∨ p ≺ λ and
d ≺ d ∨ p. Furthermore, p ⊀ d implies that d , d ∨ p.
Hence, the strict Schur-concavity of the Shannon entropy im-
plies that Cr(ρ) = S (d) − S (λ) ≥ S (d) − S (d ∨ p) > 0. These
results are summarized in the following proposition.
Proposition 2. If the probability distribution of the outcomes
of a von Neumann measurement p is not majorized by di-
agonal entries of the quantum state d, i.e., p ⊀ d, then the
quantum system contains coherence. Furthermore, a nonzero
lower bound of the relative entropy of coherence is given by
Cr(ρ) ≥ S (d) − S (d ∨ p). (3)
The lower bound provided by Proposition 2 is calibration-
free in the sense that we do not resort to the actual form of
the measurement basis for measuring the probability distribu-
tion p. The benefit of this feature is that the bound in Eq. (3)
is robust to the errors in implementing the measurement. In
addition, the lower bound is also tight in this sense. To show
this, we only need to prove that there is a quantum state ρ such
that (i) d is its diagonal part; (ii) p is the probability distribu-
tion of outcomes of some von Neumann measurement P; and
(iii) d ∨ p is its spectrum. Suppose d ∨ p = (c1, c2, . . . , cn)
and let ρ˜ =
∑n
i=1 ci|i〉〈i|. According to Lemma 1, there are
two bases {|ϕi〉}ni=1 and {|ψi〉}ni=1 such that 〈ϕi|ρ˜|ϕi〉 = di and〈ψi|ρ˜|ψi〉 = pi, as d ≺ d ∨ p and p ≺ d ∨ p. Then we can
choose the state ρ = Uρ˜U† and the von Neumann measure-
ment P = {U |ψi〉〈ψi|U†}ni=1, where U =
∑n
i=1|i〉〈ϕi|. We can
easily verify that ρ and P fulfill the three conditions above,
and hence the lower bound in Proposition 2 is tight.
The method represented in Eq. (3) can also be gen-
eralized to the case where many measurements are per-
formed. Suppose that p1,p2, . . . ,pk are the probability dis-
tributions of measurement outcomes of k different measure-
ments, then we can take advantage of the majorization join of
all p1,p2, . . . ,pk and d to estimate the lower bound of coher-
ence
Cr(ρ) ≥ S (d) − S (d ∨ p1 ∨ · · · ∨ pk). (4)
As d ∨ p1 ∨ · · · ∨ pk  d ∨ p1 ∨ · · · ∨ pk−1  · · ·  d ∨ p1,
the Schur-concavity of the Shannon entropy implies that we
can successively improve the estimation of coherence. This
method is quite efficient in practice by employing adaptive
strategies. More details are given in Appendix B. In actual
experiments, one usually has some expectations or predictions
concerning the state of the quantum system. This may also be
used to choose the measurement and provide better bounds on
coherence.
V. MULTI-PARTITE SYSTEMS
The incoherent basis of multi-partite systems is usually de-
fined based on the tensor product of the incoherent bases for
each subsystem [8]. The difference between the multi-partite
case and the single-partite case is that since usually only local
measurements are allowed for multi-partite quantum systems
in experiments, we cannot get the probability distribution p
for an entangled basis efficiently. As a compromise, we resort
to the estimation method of p. In entanglement detection the-
ory, many efficient methods have been developed to estimate
the fidelity 〈ϕ|ρ|ϕ〉 with local measurements [54]. Applying
these methods to the entangled basis {|ϕi〉}ni=1, we can estimate
the probability distribution p = (p1, p2, . . . , pn), where the
components pi = 〈ϕi|ρ|ϕi〉 may not be in descending order.
Usually, the estimations can be expressed as linear constraints
Ap ≥ α and Bp = β, where A and B are matrices, α and β
are vectors, and “≥” denotes the component-wise comparison.
For example, in the theory of witnesses for graph states this is
the case [55].
Let X denote the feasible set, i.e., X = {p | Ap ≥ α, Bp =
β}. Using the transitivity of the majorization relation, it di-
rectly follows that λ  d ∨ (∧p∈X p), where ∧p∈X p is the
majorization meet of all probability distributions in X. Then
the Schur-concavity of Shannon entropy implies that
Cr(ρ) ≥ S (d) − S (d ∨ (∧p∈Xp)). (5)
The main difficulty in calculating the bound in Eq. (5) is the
majorization meet of the infinite number of probability distri-
butions in X. In the following, we show that this problem can
be converted into a linear program, for which efficient algo-
rithms exist [56].
Suppose that pˆ ≡ ∧p∈X p = ( pˆ1, pˆ2, . . . , pˆn), then pˆk =
sk − sk−1, where s0 = 0 and sk can be written as the con-
vex optimization problem, minp∈X
∑k
i=1 p
↓
i , for k = 1, 2, . . . , n.
Notably, here the components of p may not be in descend-
ing order, so the “↓” is necessary for p↓i . By combining the
minimax theorem with duality techniques, we convert the op-
timization sk = minp∈X
∑k
i=1 p
↓
i to the linear program
maximize
µ,ν
αTµ + βTν
subject to 0 ≤ ATµ + BTν ≤ 1
1T ATµ + 1T BTν = k
µ ≥ 0,
(6)
where µ and ν are vectors that have the same dimension as
α and β, respectively, and 0 and 1 are vectors with all com-
ponents being 0 and 1, respectively. See Appendix C for the
proof.
The estimation method based on Eq. (5) is quite efficient
in practice. For example, we have tested the optimization
problem for systems of up to 10 qubits with 513 equality con-
straints and 1024 inequality constraints using the cvxpy pack-
age [57]. The vector pˆ =
∧
p∈X p with 1024 components can
be determined within 30 min in a common laptop.
Before discussing examples, we note that our method also
has other applications in quantum physics. First, it may be ap-
plied to the majorization criterion for distillability of quantum
states [58, 59]. This criterion states that for an undistillable
state the eigenvalues of the global state ρAB are majorized by
the eigenvalues of the reduced state ρA. At first sight, it seems
that state tomography is required for checking this relation,
4but our methods provide a way to circumvent this. As already
mentioned, from some local measurements one can typically
obtain linear constraints on the eigenvalues of the global state
and reduced state. Using Eq. (6), we can compute the ma-
jorization meet of the possible global eigenvalues and the ma-
jorization join of the local ones. If they violate the relation
mentioned above, the state must be distillable. This concept
may be generalized to other separability criteria based on ma-
jorization [60].
Second, majorization of the Schmidt coefficients of pure
states provides a necessary and sufficient condition for the
state transformations under local operations and classical
communication in the resource theory of entanglement [61].
Thus, our methods can be used to obtain the common resource
states that can generate a whole subclass of entangled states.
This concept may also be generalized to the case of approxi-
mate state transformations [62–64].
Third, as our method provides an estimation of the spec-
trum, it can be used to estimate any Schur-convex or Schur-
concave quantities, such as the purity, Tsallis entropy, and
Rényi entropy. The method can also be used for estimating
other coherence measures [11, 21, 65–68]. More details are
reported in Appendix D, in which some novel relations be-
tween different coherence measures are also proposed.
VI. CHARACTERIZING THE FREEZING OF
COHERENCE
The freezing of coherence means that the coherence of the
quantum system (quantified by some coherence measure) is
not affected by noise. When the freezing of coherence is inde-
pendent of the choice of measures, it is called universal freez-
ing [36, 37]. Especially, in Ref. [37], it is shown that under
a strictly incoherent channel, the universal freezing of coher-
ence occurs if and only if the relative entropy of coherence is
frozen. This implies that if we can witness the freezing of rel-
ative entropy of coherence, we can assure that the coherence
of the quantum system is completely unaffected by noise.
One of the most important examples of universal freezing of
coherence is the N-qubit GHZ state ρ0 = (|0〉⊗N + |1〉⊗N)/
√
2,
in the local bit-flip channel Λ⊗N , where Λ(ρ) = (1/2 +
e−γt/2)ρ + (1/2 − e−γt/2)σxρσx and γ is a parameter that rep-
resents the strength of the noise. Direct calculations show that
the state at time t is of the form ρt =
∑
l p±l |ϕ±l 〉〈ϕ±l |, where|ϕ±l 〉 is the GHZ basis, i.e., |ϕ±l 〉 = |ϕ±l1l2...lN 〉 = (|l1l2 . . . lN〉 ±
|l¯1 l¯2 . . . l¯N〉)/
√
2, with l1 = 0, li,1 = 0, 1, and l¯i = 1 − li.
For convenience, we split the time-dependent probabilities
p = (p±l ) into two parts, p = p
+ ⊕ p− = (p+l ) ⊕ (p−l ).
In order to get an accurate estimation of coherence, we
would like to perform a GHZ-basis measurement on the quan-
tum system. Since the GHZ-basis measurement is highly en-
tangled, it is not easy to get the exact probability distribution
in experiments. As a compromise, we choose to estimate the
probability distribution with the following two local measure-
ment settings,
X = ⊗Ni=1σ(i)x , Z = ⊗Ni=1σ(i)z . (7)
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FIG. 1. Characterizing the freezing of coherence. We consider
the situation where the preparation of the initial state is affected by
dephasing and depolarizing noise in the three-qubit [(a) and (b), re-
spectively] and four-qubit [(c) and (d), respectively] cases. Dashed
lines are the actual values of coherence and solid lines are the es-
timations of coherence with our method. Lines of different colors
represent initial states with different fidelities.
An advantage of this measurement setting is that we can get
not only the expectation values 〈X〉 and 〈Z〉, but also all 〈ZS 〉
with ZS =
⊗
i∈S σ
(i)
z , for any subset S of {1, 2, . . . ,N}. Fur-
thermore, allX andZE are diagonal in the GHZ basis, when E
is a nonempty subset of {1, 2, . . . ,N} with an even number of
elements. Hence, from 〈X〉 and 〈ZE〉, together with the con-
dition that p is a probability distribution, we can get 2N−1 + 1
linear equalities and 2N linear inequalities for the estimation
of the probability distribution p. As all the constraints are
linear equalities or inequalities, Eqs. (5) and (6) can be ap-
plied immediately to estimate coherence. See Appendix E for
more details about the construction of the linear program and
Appendix F for how to simplify the linear program using the
symmetrization technique [69].
In the ideal case where the fidelity of the initial GHZ state
is 1, we have that 〈X〉 = 1 at any time. This implies that
p− = 0 at any time. Then the 2N−1 − 1 independent equal-
ities from 〈XE〉 completely determine the probability distri-
bution p+. Hence, we get
∧
p∈X p = p+ ⊕ 0. Additionally,
the measurement Z will also give us the diagonal part of the
quantum state d = 12p
+ ⊕ 12p+. Then Eq. (5) implies that
Cr(ρt) ≥ 1 = Cr(ρ0). Thus, we prove the freezing of coher-
ence with only two local measurements given in Eq. (7).
In actual experiments, the fidelity of the initial GHZ state
is always strictly smaller than 1. We consider two common
noise models for experiments, dephasing noise and depolar-
izing noise, where the detailed noise models are shown in
Appendix G. Note that in the case of depolarizing noise, the
freezing of coherence no longer occurs, but the coherence is
still very resistant to noise. In both cases, our method can
still prove the resistance of coherence to noise, as illustrated
in Fig. 1.
5VII. CONCLUSIONS
In this work, we propose an efficient method for coherence
detection based on the majorization lattice. This method is
efficient in two senses: first, the number of measurements
needed is quite small, which is friendly to experiments; sec-
ond, the optimization process is only linear programming,
which can be efficiently solved in practice. As an illustration,
we show that we can characterize the freezing phenomenon of
coherence with only two local measurements. We hope that
this work can not only promote the verification of various re-
sults on the quantification of coherence, but also promote the
application of coherence measures to quantum information
experiments. Moreover, as the majorization theory is widely-
used in many fields besides quantum information, such as
physics, statistics, and economics, our efficient method for
characterizing the majorization lattice also has many other po-
tential applications.
Appendix A: Majorization lattice
For simplicity, we restrict our discussion to probability dis-
tributions. All the discussions can be naturally generalized to
the general case. We first recall the definition of majorization.
A probability distribution a = (a1, a2, . . . , an) is said to ma-
jorize probability distribution b = (b1, b2, . . . , bn) written as
a  b, if they satisfy ∑ki=1 a↓i ≥ ∑ki=1 b↓i for all k = 1, 2, . . . , n,
where a↓ (b↓) is the vector with the same components as a
(b), but sorted in descending order. As in the text, we assume
that the components of a probability distribution are already
sorted in descending order, unless otherwise stated.
The majorization lattice deals with the “smallest”
(“largest”) probability distribution that majorizes (is ma-
jorized by) two probability distributions, a and b. More for-
mally, a probability distribution c is called the majorization
join of a and b, if it satisfies that
1. c  a, b;
2. c ≺ c˜ for any c˜ that satisfies a, b ≺ c˜.
Similarly, a probability distribution c is called the majoriza-
tion meet of a and b, if it satisfies that
1. c ≺ a, b;
2. c  c˜ for any c˜ that satisfies a, b  c˜.
From the definition, we can easily check that the majorization
join and meet are unique. We denote the majorization join and
meet of a and b as a ∨ b and a ∧ b, respectively. From the
definition, we can also easily prove that the majorization join
and meet satisfy the commutativity and associativity, e.g.,
1. p1 ∨ p2 = p2 ∨ p1;
2. (p1 ∨ p2) ∨ p3 = p1 ∨ (p2 ∨ p3).
Hence, we can simply denote the majorization join of m prob-
ability distributions pi, i = 1, 2, . . . ,m as p1 ∨ p2 ∨ · · · ∨ pm
or
∨m
i=1 pi and the majorization join of all probability distribu-
tions in a set X (finite or infinite) as
∨
p∈X p. Similar notations
can also be used for majorization meet.
The basic process for the construction of the majorization
meet
∧
p∈X p is quite simple. The necessary and sufficient
condition for c˜ ≺ p for all p ∈ X is ∑ki=1 c˜i ≤ infp∈X ∑ki=1 pi.
Hence if
∑k
i=1 ci = infp∈X
∑k
i=1 pi and ck are in descending
order, then c ≺ p and c  c˜, i.e., c = ∧p∈X p. In the case of
majorization meet, this is always possible. Just let
ck = sk − sk−1, (A1)
for k = 1, 2, . . . , n, where
s0 = 0 and sk = inf
p∈X
k∑
i=1
pi. (A2)
Then for any p ∈ X, we have ∑k+1i=1 pi +∑k−1i=1 pi ≤ 2 ∑ki=1 pi, as
pk are in descending order. This implies that infp∈X
∑k+1
i=1 pi +
infp∈X
∑k−1
i=1 pi ≤ 2 infp∈X
∑k
i=1 pi, i.e., sk+1 + sk−1 ≤ 2sk. Thus
ck+1 = sk+1 − sk ≤ sk − sk−1 = ck, i.e., components of c are in
descending order.
For the majorization join
∨
p∈X p, the construction is a little
bit more complicated. The probability distribution obtained
from Eq. (A1) with
s0 = 0 and sk = sup
p∈X
k∑
i=1
pi, (A3)
may not be in descending order. Some further flattening op-
erations may be needed as shown in the following algorithm
(steps 2-7). The main idea is that, for all k = 1, 2, . . . , n, the
flattening operation never decreases ck and always preserves
the relation
k∑
i=1
ci ≤
k∑
i=1
c˜i, (A4)
where c˜ is any probability distribution such that Eq. (A4)
holds initially, i.e., supp∈X
∑k
i=1 pi ≤
∑k
i=1 c˜i. This property
of the flattening operation can be easily checked with some
basic calculations [53].
Algorithm: Majorization join
1: Let s0 = 0 and sk = supp∈X
∑k
i=1 pi, for k = 1, 2, . . . , n;
2: Let ck = sk − sk−1, for k = 1, 2, . . . , n;
3: for k = 3, . . . , n, do
4: if ck > ck−1, then
5: Find the largest l < k such that 1k−l+1
∑k
i=l ci ≤ cl−1;
6: Update each of cl, cl+1, . . . , ck to 1r−l+1
∑r
k=l ck;
7: end if
8: end for
Examples:
61. Consider the probability distributions p = ( 23 ,
1
6 ,
1
6 ) and
d = ( 12 ,
1
2 , 0), which are studied in the main text. Then
s = ( 23 , 1, 1) in step 1 and c = (
2
3 ,
1
3 , 0) in step 2. In
this case, we do not need to do the flattening operation,
because c3 ≤ c2. Hence, we get p ∨ d = ( 23 , 13 , 0).
2. Let a = ( 23 ,
1
9 ,
1
9 ,
1
9 ) and b = (
1
2 ,
1
4 ,
1
4 , 0); then s =
( 23 ,
3
4 , 1, 1). In step 2, we get that c = (
2
3 ,
1
12 ,
1
4 , 0). In
this case, we have c3 > c2. Hence, we need to find the
largest l < 3 such that 14−l
∑3
k=l ck ≤ cl−1, which gives
l = 2. Then update both c2 and c3 to 12 (c2 + c3) =
1
6 ,
which gives c = ( 23 ,
1
6 ,
1
6 , 0). No further operation is
needed, because c4 ≤ c3. Hence, the final result is
a ∨ b = ( 23 , 16 , 16 , 0).
Appendix B: Adaptive measurements for estimating
spectrum and coherence
If there is no prediction or expectation of the quantum state,
instead of choosing the measurements randomly, one can use
the following strategy. The basic idea of this strategy is quite
simple. The previous measurements constrain the state, and
we choose the next measurement basis such that there exists
a possible state that is diagonal in this basis. Rigorously, let
the previous measurements be {U1,U2, . . . ,Uk}, where U de-
notes the measurement in the basis {U |i〉}ni=1 and U1 = 1 is
the measurement in the incoherent basis; then the (k + 1)-th
measurement is chosen such that there exists a quantum state
ρ satisfying that
Uk+1ρU
†
k+1 is diagonal, and
∆(U†i ρUi) = pi, for i = 1, 2, . . . , k,
(B1)
where ∆(X) is the diagonal part of X and pi are the probability
distributions obtained from the previous measurements. This
is equivalent to the feasibility problem
find ρ
subject to ∆(UiρUi) = diag(pi)
ρ ≥ 0.
(B2)
Suppose that ρˆ satisfies Eq. (B2); then we can choose the
Uk+1 such that Uk+1ρˆU
†
k+1 is diagonal. The choice of ρˆ is
not unique, unless the previous measurements are informa-
tionally complete. Here, we try to maximize the majorization
of the spectrum of ρ. As the majorization is only a partial
order, we can at most expect some local maximum. The al-
gorithm here is based on the simple observation that a  b if
and only if
∑n
i=1 ciai ≥
∑n
i=1 cibi for all c, where the compo-
nents of a, b, and c are all in descending order. By choosing
c = (n, n − 1, . . . , 1), the observation leads to a see saw al-
gorithm; i.e., one first randomly chooses an initial Hˆ, then
alternatively solves the following two optimization problems
(a) rank-1 and dephasing noise (b) rank-1 and depolarizing noise
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FIG. 2. Estimation of coherence with adaptive measurements. The
quantum system is in some low-rank state and affected by noise. For
the simulation, we choose two common types of noise in experi-
ments, dephasing noise (1 − ε)ρ + ε∆(ρ) and depolarizing (white)
noise (1 − ε)ρ + εd1, with noise strength ε = 0.2 and randomly gen-
erated state ρ. Curves show the average ratio between the estimation
of coherence (Cest) and the real value of coherence (Creal) of 100
randomly generated rank-1 and rank-2 states ρ that affected by the
dephasing and depolarizing noise.
until convergence:
maximize
ρ
Tr(Hˆρ)
subject to ∆(UiρUi) = diag(pi)
ρ ≥ 0,
(B3)
maximize
H,U
Tr(Hρˆ)
subject to H = U†DU
U ∈ SU(n),
(B4)
where Hˆ is the optimal solution of Eq. (B4), ρˆ is the optimal
solution of Eq. (B3), and D = diag(n, n − 1, . . . , 1). Equa-
tion (B3) is a semidefinite program, which can be efficiently
solved [56]. The solution of Eq. (B4) is given by Hˆ = Uˆ†DUˆ,
where Uˆ satisfies that UˆρˆUˆ† = diag(λ(ρˆ)) and λ(ρˆ) is the
spectrum of ρˆ whose components are in descending order.
In the worst case, our method requires n + 1 measurements
to get the coherence of an n-dimensional quantum state, which
is the same performance as the quantum state tomography.
However, the method can perform much better in practice. For
example, if the quantum state is some low-rank quantum state
and affected by noise, our method provides a significant im-
provement compared to the tomography methods as illustrated
in Fig. 2. The numerical results show that with a few measure-
ments, we can get a rather precise estimation of the coherence,
and precision of the estimation barely decreases as the dimen-
sion goes from 10 to 40. We note that our method requires no
prior information of the quantum state or the noise.
7Appendix C: Majorization join and meet over linear constraints
In this Appendix, we consider a special case of majoriza-
tion join and meet of an infinite number of probability distri-
butions, the majorization join and meet over linear constraints.
We first consider the case of majorization meet, i.e.,∧
p∈X p, where X = {p | Ap ≥ α, Bp = β}. Here A and
B are matrices, α and β are vectors, and “≥” denotes the
component-wise comparison. Note that the components of p
may not be in descending order in this case. The conditions
that p is a probability distribution, i.e., p ≥ 0 and 1Tp = 1,
where 0 and 1 are vectors with all components being 0 and
1, respectively, are already included in the constraints. Ac-
cording to Appendix A,
∧
p∈X p ≡ ( pˆ1, pˆ2, . . . , pˆn) is given by
pˆk = sk − sk−1, where s0 = 0 and sk can be written as the
convex optimization problem
minimize
p
k∑
i=1
p↓i
subject to Ap ≥ α
Bp = β,
(C1)
for k = 1, 2, . . . , n. As the components of p in X may not be
in descending order, the “↓” is necessary for p↓k in Eq. (C1).
Now, we prove that the convex optimization is equivalent to
the linear program
maximize
µ,ν
αTµ + βTν
subject to 0 ≤ ATµ + BTν ≤ 1
1T ATµ + 1T BTν = k
µ ≥ 0,
(C2)
where λ and ν are vectors whose dimensions dependent on
the numbers of inequality and equality constraints in Eq. (C1).
Let Yk = {y | 0 ≤ y ≤ 1, 1Ty = k}; then∑k
i=1 p
↓
i = maxy∈Yk y
Tp. Thus we get minp∈X
∑k
i=1 p
↓
i =
minp∈X maxy∈Yk yTp. As both X and Yk are compact and con-
vex, and yTp is a continuous convex-concave (actually bilin-
ear) function on (p,y), the von Neumann minimax theorem
implies that we can exchange optimizations min and max, i.e.,
min
p∈X
k∑
i=1
p↓i = minp∈X maxy∈Yk
yTp = max
y∈Yk
min
p∈X y
Tp. (C3)
Now we consider the first optimization minp∈X yTp, i.e.,
minimize
p
yTp
subject to Ap ≥ α
Bp = β,
(C4)
which is a linear program, and hence the strong duality always
holds. Thus minp∈X yTp equals to
maximize
µ,ν
αTµ + βTν
subject to ATµ + BTν = y
µ ≥ 0.
(C5)
Combining Eqs. (C3) and (C5), we get the final linear program
in Eq. (C2).
Finally, we briefly discuss how to calculate the majoriza-
tion join over linear constraints i.e.,
∨
p∈X p, where X = {p |
Ap ≥ α, Bp = β}. According to Appendix A, the main pro-
cess is to maximize
∑k
i=1 p
↓
i over X. As
∑k
i=1 p
↓
i is a convex
function on p, the maximization is always achieved on the
extreme points. As all the constraints are linear, finding the
extreme points is equivalent to finding all the vertices of the
polytope expressed by X, for which efficient algorithms ex-
ist [70]. Thus, we transform the majorization join over linear
constraints to the majorization join of finite probability distri-
butions, which can be directly solved by the method shown in
Appendix A.
Appendix D: Estimation of other coherence measures
In this Appendix, we show that our method can also be used
to estimate other coherence measures, such as the l2 norm of
coherence, l1 norm of coherence, robustness of coherence, and
two coherence measures used for one-shot coherence manip-
ulations. Notably, this Appendix also contains some novel
relations between different coherence measures.
First, we consider the l2 norm of coherence, which is
a coherence measure under genuine incoherent operations
[11, 17]. The l2 norm of coherence is defined as
Cl2 (ρ) =
∑
i, j
|ρi j|2 = Tr(ρ2) − Tr(ρ2d) = S L(d) − S L(λ), (D1)
where S L(p) = 1 − ∑ni=1 p2i is called the Tsallis-2 entropy or
linear entropy. As S L is also Schur-concave, we can get that
Cl2 (ρ) ≥ S L(d) − S L(d ∨ p). (D2)
Second, we show how to use the majorization technique to
estimate the l1 norm of coherence [11]
Cl1 =
∑
i, j
|ρi j|, (D3)
from Cl2 and d. We first study the case where the exact value
of Cl2 is known, and it is generalized to the case where only
an estimated value is known later. To this end, we consider
the optimization problem
minimize
ρi j
2
∑
i< j
|ρi j|
subject to 2
∑
i< j
|ρi j|2 = Cl2
|ρi j|2 ≤ did j,
(D4)
where |ρi j|2 ≤ did j follows from the fact that ρ is positive
semidefinite. Now, we view (2|ρi j|2/Cl2 )i< j as a probabil-
ity distribution v = (vk)
n(n−1)/2
k=1 . Correspondingly, denote
(2did j/Cl2 )i< j as a vector u = (uk)
n(n−1)/2
k=1 . Without loss of
8generality, we assume that uk are in descending order. Then
the optimization in Eq. (D4) can be written as
minimize
vk
√
2Cl2
n(n−1)/2∑
k=1
√
vk
subject to
n(n−1)/2∑
k=1
vk = 1
0 ≤ vk ≤ uk.
(D5)
The objective function in Eq. (D5) is a Schur-concave func-
tion. Hence we can use vˆ =
∨
v∈R v to estimate the lower
bound, where R is the feasible region in Eq. (D5). In this
special case, vˆ =
∨
v∈R v can be evaluated analytically. By
performing the algorithm in Appendix A, we can easily see
that
sk =
k∑
l=1
ul for k ≤ M,
sk = 1 for k > M,
(D6)
where M is the largest integer such that
∑M
l=1 ul ≤ 1. Then we
get that
vˆk = uk for k ≤ M,
vˆk = 1 −
M∑
l=1
ul for k = M + 1,
vˆk = 0 for k > M + 1.
(D7)
As uk are in descending order, vˆk are also in descending or-
der. Hence, we get that vˆ =
∨
v∈R v. Furthermore, it is easy
to check that vˆ ∈ R. Hence, the solution of the optimiza-
tions in Eqs. (D4) and (D5), denoted f (Cl2 ,d), is given by√
2Cl2
∑n(n−1)/2
k=1
√
vˆk. Additionally, it is easy to check that, for
fixed d, f (Cl2 ,d) is an increasing function on Cl2 . Combin-
ing these results with Eq. (D2), we get the following result for
estimating the l1 norm of coherence,
Cl1 (ρ) ≥ f (S L(d) − S L(d ∨ p),d). (D8)
Third, we can also estimate the robustness of coherence
from Cl2 and d. The robustness of coherence is defined as
CR(ρ) = min{r − 1 | ρ ≤ rδ, δ ∈ I}, (D9)
where I is the set of incoherent states. In addition, CR(ρ) also
admits the dual form [21]
maximize
X
Tr(ρX) − 1
subject to ∆(X) = 1
X ≥ 0,
(D10)
where ∆(X) is the diagonal part of X. Without loss of gen-
erality we assume that ρd is of full rank; otherwise, we only
need to consider the coherence in the support of ρd. By taking
X = ρ−
1
2
d ρρ
− 12
d , which satisfies the constraints in Eq. (D10), we
get the inequality
CR(ρ) ≥
∑
i, j
|ρi j|2√
did j
, (D11)
which can be viewed as an improved estimation of that in
Ref. [21]. Now, we consider the optimization problem
minimize
ρi j
2
∑
i< j
|ρi j|2√
did j
subject to 2
∑
i< j
|ρi j|2 = Cl2
|ρi j|2 ≤ did j.
(D12)
To get an analytic solution, we again denote (2|ρi j|2/Cl2 )i< j
and (2did j/Cl2 )i< j as v = (vk)
n(n−1)/2
k=1 and u = (uk)
n(n−1)/2
k=1 , re-
spectively, and assume that uk are in descending order. Then
Eq. (D12) turns to a linear program, and one can directly
check that the optimal solution of Eq. (D12), which we de-
note g(Cl2 ,d), is also attained when v = vˆ, where vˆ is given
by Eq. (D7). Again, for fixed d, g(Cl2 ,d) is an increasing
function on Cl2 . Combining these results with Eqs. (D2) and
(D11), we get the following result for estimating the robust-
ness of coherence,
CR(ρ) ≥ g(S L(d) − S L(d ∨ p),d). (D13)
Fourth, we consider two coherence measures based on the
max entropy, Cmax and C∆,max, which play crucial roles in one-
shot coherence manipulation [65–68]. The coherence mea-
sures Cmax and C∆,max are defined as
Cmax(ρ) = log2 min{r | ρ ≤ rδ, δ ∈ I},
Cmax,∆(ρ) = log2 min{r | ρ ≤ rρd}.
(D14)
From the definition, we can easily see that Cmax(ρ) = log2(1 +
CR(ρ)). Then we can get the estimation of Cmax(ρ) directly
from the estimation of CR(ρ) in Eq. (D13). In the following,
we will focus on the estimation of Cmax,∆(ρ). Consider the
optimization problem,
CR,∆(ρ) = min{r − 1 | ρ ≤ rρd}, (D15)
then we have that
Cmax,∆(ρ) = log2(1 + CR,∆(ρ)). (D16)
By applying the duality of semidefinite programming [56], we
can show that the optimization in Eq. (D15) is equivalent to
the dual form
maximize
X
Tr((ρ − ρd)X)
subject to − X + (Tr(Xρd))1 ≤ 1.
(D17)
Again, we assume that ρd is of full rank. By taking X =
ρ−1d ρρ
−1
d /n, which satisfies the constraint in Eq. (D17), we get
the inequality
CR,∆(ρ) ≥ 1n
∑
i, j
|ρi j|2
did j
. (D18)
9Now, we consider the optimization problem
minimize
ρi j
2
n
∑
i< j
|ρi j|2
did j
subject to 2
∑
i< j
|ρi j|2 = Cl2
|ρi j|2 ≤ did j.
(D19)
We again denote (2|ρi j|2/Cl2 )i< j and (2did j/Cl2 )i< j as v =
(vk)
n(n−1)/2
k=1 and u = (uk)
n(n−1)/2
k=1 , respectively, and assume that
uk are in descending order. Then Eq. (D19) turns to a linear
program, and the optimal solution of Eq. (D19), which we de-
note h(Cl2 ,d), is also attained when v = vˆ, where vˆ is given
by Eq. (D7). Then we get an estimation of CR,∆,
CR,∆(ρ) ≥ h(S L(d) − S L(d ∨ p),d), (D20)
and the estimation of Cmax,∆ follows directly from Eq. (D16).
Morover, we can also use the majorization relation directly
to estimate CR,∆ and Cmax,∆. Suppose that the vectors λ, c =
p ∨ d, and d are the spectrum, estimation of the spectrum,
and diagonal entries of ρ, respectively, and the components of
these probability distributions are in descending order. Then
we have that λ  c  d, which means
k∑
i=1
λi ≥
k∑
i=1
ci ≥
k∑
i=1
di, (D21)
for all 1 ≤ k ≤ n. Let Pk be the orthogonal projectors onto the
eigenspaces corresponding to the largest k eigenvalues. Then
ρ ≤ rρd implies that
k∑
i=1
λi = Tr(Pkρ) ≤ r Tr(Pkρd) ≤ r
k∑
i=1
di, (D22)
which gives us the bound
CR,∆(ρ) ≥ max
k
∑k
i=1 λi∑k
i=1 di
− 1 ≥ max
k
∑k
i=1 ci∑k
i=1 di
− 1. (D23)
Equation (D23) may provide a better estimation than
Eq. (D20) when Tr ρ2 is small, and again the estimation of
Cmax,∆ follows directly from Eq. (D16).
Finally, we note that all these estimations can be naturally
generalized to the multi-partite case, in which we only need
to replace p with
∧
p∈X p. All the bounds in Eqs. (D2), (D8),
(D13), (D20), and (D23) are strictly positive when p ⊀ d.
The bounds in Eqs. (D2), (D8), (D13), and (D20) can be at-
tained when the states are pure. The bound in Eq. (D23) can
be attained when ρd are maximally mixed states.
Appendix E: Construction of the linear program
To make the process of constructing the linear program
more concrete, we explicitly show how to construct the con-
straints for N = 3 in this Appendix. According to the discus-
sion in the text, we can get mean values of the observables
M0 = 1 ⊗ 1 ⊗ 1,
M1 = Z ⊗ 1 ⊗ Z,
M2 = Z ⊗ Z ⊗ 1,
M3 = 1 ⊗ Z ⊗ Z,
M4 = X ⊗ X ⊗ X.
(E1)
from the measurement settings X and Z, where 〈M0〉 = 1
just denotes the normalization of the probability distribution.
Furthermore, the observables in Eq. (E1) are diagonal in the
GHZ basis,
|ψ0〉 = 1√
2
(|000〉 + |111〉), |ψ4〉 = 1√
2
(|000〉 − |111〉),
|ψ1〉 = 1√
2
(|001〉 + |110〉), |ψ5〉 = 1√
2
(|001〉 − |110〉),
|ψ2〉 = 1√
2
(|010〉 + |101〉), |ψ6〉 = 1√
2
(|010〉 − |101〉),
|ψ3〉 = 1√
2
(|011〉 + |100〉), |ψ7〉 = 1√
2
(|011〉 − |100〉).
(E2)
Explicitly, we have
Mi =
7∑
j=0
Bi j|ψ j〉〈ψ j|, (E3)
for i = 0, 1, . . . , 4, where
B =
[
H ⊗ H H ⊗ H
1T −1T
]
, (E4)
with
H =
[
1 1
1 −1
]
,
1T = [1, 1, 1, 1].
(E5)
Let p j denote the probabilities in the GHZ basis, i.e.,
p j = 〈ψ j|ρ|ψ j〉, (E6)
for i = 0, 1, . . . , 7. Then we get that
βi ≡ 〈Mi〉 = Tr(Miρ) =
7∑
j=0
Bi j p j, (E7)
for i = 0, 1, . . . , 4, which are just the linear inequality con-
straints Bp = β. The linear inequality constraints are just
p ≥ 0, i.e., A = 1 and α = 0. Note that we do not assume
that state ρ is diagonal in the GHZ basis in the derivation.
Hence, the estimation works for any state ρ, not just the GHZ-
diagonal ones.
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Appendix F: Symmetrizing the optimization
The main factor that affects the performance of the linear
program for
∧
p∈X p is the number of equality and inequal-
ity constraints in X. In our example for the GHZ basis, there
are 2N−1 + 1 equality constraints and 2N inequality constraints
in X for an N-qubit quantum system. This is still tractable
for up to 20 qubits in standard computers. It may be be-
yond the capability of the current hardware when N goes to
30 or even larger. In this Appendix, we propose a method
to overcome this by using the symmetrization technique [69].
We use the permutation symmetry to reduce both the num-
ber of constraints and the number of optimization variables.
The final symmetrized linear program is only O(N) for an N-
qubit quantum system. Moreover, the solution of the sym-
metrized linear program is exactly the same as the original
one if the quantum state is symmetric under the permutations
of the qubits.
Before describing the method, we first define some nota-
tions. We use S N to denote the symmetric group of the N
qubits andS to denote the symmetrization operator that makes
an expression invariant under S N . For example, for N = 3,
S(Z ⊗ Z ⊗ 1) = Z ⊗ Z ⊗ 1 + Z ⊗ 1 ⊗ Z + 1 ⊗ Z ⊗ Z,
S(X ⊗ X ⊗ X) = X ⊗ X ⊗ X,
S(p±001) = S(p±010) = S(p±011) = p±001 + p±010 + p±011,
S(p±000) = p±000.
(F1)
Now, we define the symmetrized optimization problem for
majorization join; we replace the linear equality constraints
induced by 〈ZE〉 by 〈S(ZE)〉 and the inequality constraints
p±l ≥ 0 with S(p±l ) ≥ 0. It is easy to check that the sym-
metrized optimization problem,
minimize
p
k∑
i=1
p↓i
subject to A˜p ≥ α˜
B˜p = β˜,
(F2)
has d(N + 1)/2e + 1 equality constraints and 2bN/2c + 2 in-
equality constraints. Let X˜ = {p | A˜p ≥ α˜, B˜p = β˜}. Then
we have X ⊂ X˜. This implies that ∧p∈X˜ p ≺ ∧p∈X p ≺ λ.
Hence, the optimization in Eq. (F2) provides a relaxation of
the original optimization problem in Eq. (C1).
Then, we show that the solution of the symmetrized opti-
mization in Eq. (F2) is exactly the same as the original one
in Eq. (C1), if the quantum state is symmetric under S N . To
this end, we first show that in the symmetrized optimization
in Eq. (F2), we only need to consider the set of all symmetric
probability distributions S , i.e., the probability distributions
that are invariant under S N . That is we need to prove that∧
p∈X˜p =
∧
p∈X˜∩Sp. (F3)
On one hand,
∧
p∈X˜ p ≺
∧
p∈X˜∩S p is obvious from the defini-
tion of the majorization meet. On the other hand, for any p ∈
X˜, we have pi(p) ∈ X˜ for all pi ∈ S N , because X˜ is symmetric
under S N . Then the average of p under S N is symmetric and
in X˜, i.e., p¯ = 1n!
∑
pi∈S N pi(p) ∈ X˜ ∩ S . Furthermore, we have
p¯ ≺ p [46]. This implies that ∧p∈X˜∩S p = ∧p∈X˜ p¯ ≺ ∧p∈X˜ p.
Thus, we prove Eq. (F3). With the same technique, we can
also prove that if 〈ZE〉 = 〈pi(ZE)〉 for all pi ∈ S N , then∧
p∈Xp =
∧
p∈X∩Sp, (F4)
for the optimization in Eq. (C1). Furthermore, we have X˜ ∩
S = X ∩ S in this case. This implies that the solution of the
symmetrized optimization in Eq. (F2) is exactly the same as
the original one in Eq. (C1), if the quantum state is symmetric
under S N .
Finally, we show how to further simplify the correspond-
ing linear program by taking advantage of the permutation
symmetry. As we have shown above, we only need to con-
sider the symmetrized probabilities S(p±l ), which only have
2bN/2c + 2 different ones. We denote these 2bN/2c + 2 prob-
abilities s = (s±i )
bN/2c
i=0 , where s
±
i is the sum of c
±
i elements in
p = (p±l ) with
c±i =

(
N−1
i
)
+
(
N−1
N−i
)
=
(
N
i
)
for i , N2 ,(
N−1
i
)
= 12
(
N
i
)
for i = N2 .
(F5)
Let Y˜k = {y | 0 ≤ y ≤ 1, cTy = k}; then we have∑k
i=1 p
↓
i = maxy∈Y˜k y
Tc, where c = (c±i )
bN/2c
i=0 . Let p = C˜s
for p ∈ X˜ ∪ S ; then the constraint in X˜ turns to X˜s =
{s | A˜C˜s ≥ α˜, B˜C˜s = β˜}. Thus we get minp∈X˜
∑k
i=1 p
↓
i =
minp∈X˜∪S
∑k
i=1 p
↓
i = mins∈X˜s maxy∈Y˜k y
Ts. Following the
same argument as in Appendix B, we can prove that the sym-
metrized optimization in Eq. (F2) is equivalent to the sym-
metrized linear program,
maximize
µ,ν
α˜Tµ + β˜Tν
subject to 0 ≤ C˜T A˜Tµ + C˜T B˜Tν ≤ 1
cT C˜T A˜Tµ + cT C˜T B˜Tν = k
µ ≥ 0,
(F6)
which is only O(N) for an N-qubit quantum system.
Appendix G: Characterizing the freezing of coherence
In this Appendix, we discuss some details about the model
for characterizing the freezing of coherence. The channel we
consider is the local bit-flip channel Λ⊗N , where Λ satisfy the
Lindblad equation,
d
dt
Λ(ρ) =
γ
2
(σxρσx − ρ), (G1)
and γ is a parameter that represents the strength of the noise.
The solution of Eq. (G1) is given by
Λ(ρ) =
1
2
(1 + e−γt)ρ +
1
2
(1 − e−γt)σxρσx. (G2)
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The initial state we consider is the N-qubit GHZ state, where
the preparation of the initial state is inevitably affected by
noise in experiments. We consider the two most common
types of noise in experiments, dephasing noise ∆ε and depo-
larizing noiseDε,
Dephasing: ∆ε(ρ) = (1 − ε)ρ + ερd,
Depolarizing: Dε(ρ) = (1 − ε)ρ + ε12 .
(G3)
For the N-qubit GHZ state, the initial state affected by dephas-
ing noise is given by
ρ∆0 =
1
2
(1+ (1−ε)N)|ϕ+0...0〉〈ϕ+0...0|+
1
2
(1− (1−ε)N)|ϕ−0...0〉〈ϕ−0...0|,
(G4)
and the initial state affected by depolarizing noise is given by
ρD0 =
1
2
((1 − ε
2
)N + (
ε
2
)N + (1 − ε)N)|ϕ+0...0〉〈ϕ+0...0|
+
1
2
((1 − ε
2
)N + (
ε
2
)N − (1 − ε)N)|ϕ−0...0〉〈ϕ−0...0|
+
∑
w(l),0,N
1
2
((1 − ε
2
)w(l)(
ε
2
)N−w(l) + (
ε
2
)w(l)(1 − ε
2
)N−w(l))|l〉〈l|,
(G5)
where w(l) is the Hamming weight of the binary string l =
l1l2 . . . lN , and
|ϕ±0...0〉 =
1√
2
(|0 . . . 0〉 ± |1 . . . 1〉). (G6)
The fidelities of the initial states affected by dephasing noise
and depolarizing noise are given by
F∆ =
1
2
(1 + (1 − ε)N),
FD =
1
2
((1 − ε
2
)N + (
ε
2
)N + (1 − ε)N),
(G7)
respectively.
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