We consider the communication scenario where K transmitters are each connected to a common receiver with an orthogonal noiseless link. One of the transmitters has a message for the receiver, who is prohibited from learning anything in the information theoretic sense about which transmitter sends the message (transmitter anonymity is guaranteed). The capacity of anonymous communications is the maximum number of bits of desired information that can be anonymously communicated per bit of total communication. For this anonymous communication problem over a parallel channel with K transmitters and 1 receiver, we show that the capacity is 1/K, i.e., to communicate 1 bit anonymously, each transmitter must send a 1 bit signal. Further, it is required that each transmitter has at least 1 bit correlated randomness (that is independent of the messages) per message bit and the size of correlated randomness at all K transmitters is at least K − 1 bits per message bit.
I. INTRODUCTION
Traditional studies in information theoretic security and cryptography focus on efficient coding techniques for protecting the information contents. There is much recent interest in shifting the objective to hide user behaviors. For example, private information retrieval (PIR) aims to pursue communication efficient methods for hiding the identity of the desired message that the user wants to retrieve from a set of distributed replicated databases. The fundamental capacity limits of PIR and several of its variants are characterized recently in [1] - [3] .
In this work, we consider the anonymous communication problem, where the goal is to hide the identity of the transmitters, receivers and the association between the two in a network. This problem of anonymous communications has been studied extensively in cryptography and computer science communities [4] - [6] , where typically the objective is to provide scalable solutions over large networks while information theoretic optimality guarantees are not considered or treated in the approximate order sense [7] - [12] .
We focus on an elemental model where K transmitters want to communicate to a common receiver anonymously with interference-free noiseless parallel channels 1 . Our goal is to identify the exact information theoretic limits on the rate and common randomness for anonymous communications. For example, consider the case where we have K = 3 transmitters. As each transmitter is connected to the receiver with a parallel channel, the received signal Y is the collection of all transmitted signals, X 1 , X 2 , X 3 (see Figure 1 ). 1 Separate and perfect communication links are the least favorable channel conditions for anonymity because this assumption eliminates the possibility of hiding over direct interactions between the signals and noise. One of the transmitters wishes to send a desired message to the receiver without being identified, i.e., the receiver decodes the message correctly, but has no knowledge about which transmitter sends the message. This anonymity constraint requires that no matter which transmitter wants to send the message, the received signal must be identically distributed and the decoding mapping can not depend on the desired transmitter index. To accomplish the task of keeping the transmitter identity anonymous, we assume that the transmitters share some correlated random variables that are independent of the messages. In this case, we assume that Transmitter 1 holds a, Transmitter 2 holds b and Transmitter 3 holds a + b, where a, b are two i.i.d uniform random bits (that form the correlated randomness variables). Then a simple scalar linear coding scheme that guarantees transmitter anonymity is presented next. Suppose the desired transmitter index is θ ∈ {1, 2, 3}. The transmitted signals are
where 1(x) is the indicator function that takes value 1 if the event x is true and 0 otherwise. Each message is assumed to be 1 independent uniform bit as well. Correctness is easy to see as for all cases, the randomness cancels with each other after the addition operation. Anonymity holds because regardless of the value of θ, the received signal consists of 3 uniform random bits and the decoding mapping is always an addition. As such, the receiver learns nothing about which transmitter is the source of the message. We see that in order to communicate 1 bit anonymously, each transmitter needs to send 1 bit out. It is not hard to see that this is information theoretically optimal as even if there is no anonymity constraint, each transmitter will send out the desired message bit. What is non-trivial is the requirement on the correlated randomness. In this context, we show that for all linear schemes, each transmitter must hold a correlated random variable whose size is at least the size of the message and the total amount of randomness available at all transmitters must be at least as large as the size of K − 1 messages. Otherwise, anonymous communication is not feasible. Further, in the extended version of this work [13] , we show that when the scheme is capacity achieving, both the individual and total randomness sizes are optimal information theoretically (i.e., for all non-linear schemes as well). A scheme of similar nature appears in a different context in [7] , [8] , where coded randomness is not allowed and optimality on the communications and randomness is not considered.
Notation: For integers Z 1 , Z 2 , Z 1 ≤ Z 2 , we use the compact notation [Z 1 :
II. PROBLEM STATEMENT
Consider a network with K transmitters and 1 receiver. Each transmitter is connected to the receiver with an orthogonal noiseless link. Each link can carry one symbol from a finite field F p per channel use for a prime p.
Transmitter k, k ∈ [1 : K] has a message W k . The messages W 1 , · · · , W K are independent and are each comprised of L i.i.d. uniform symbols from F p . In p-ary units,
The transmitters wish to communicate with the receiver anonymously. The transmitters privately generate θ uniformly over [1 : K] (without loss of generality) and wish to communicate W θ to the receiver while keeping θ a secret to the receiver. Depending on θ, there are K strategies that the transmitters employ to privately communicate the desired message 2 . For example, if θ = k, then in order to communicate W k , Transmitter i sends a signal X [k] i over N channel uses. To fulfill the task of communicating anonymously, we assume that Transmitter i holds a correlated random variable Z i . The correlated random variables are generated offline, i.e., before the realizations of the messages are known, so that the correlated random variables are independent of the messages.
The transmitted signal, X
i , is a function of the information available at the transmitter (i.e., the message and the correlated random variable),
The received signal at the receiver is a collection of the K transmitted signals.
, the receiver decodes the desired message W k according to a decoding mapping g. Note that the receiver is not allowed to learn anything about the index of the desired transmitter, so the decoding rule does not depend on k. The decoding mapping g is fixed and known at every node (including the transmitters) 3 .
To ensure transmitter anonymity, the K strategies must be indistinguishable (identically distributed) from the perspective of the receiver, i.e., the following anonymity constraint must be satisfied ∀k ∈ [1 : K],
i.e., (X
K , g) (10) The anonymous communication rate characterizes how many symbols of desired information are communicated per symbol of total communication, and is defined as
Note that by symmetry 4 , the number of channel uses for each transmitter does not depend on the transmitter indices. A rate R is said to be achievable if there exists an anonymous communication scheme of rate greater than or equal to R, for which zero error decoding is guaranteed. The supremum of achievable rates is called the capacity C.
The individual randomness size ρ measures the amount of correlated randomness at each transmitter relative to the message size (by symmetry, without loss of generality, we assume that each transmitter holds the same amount of correlated randomness, i.e., H(Z 1 ) = · · · = H(Z K )). The total randomness size η measures the total amount of correlated randomness at all transmitters relative to the message size.
III. CAPACITY OF ANONYMOUS COMMUNICATIONS Theorem 1 states our main result. Theorem 1: The capacity of anonymous communications over a parallel channel with K transmitters and 1 receiver is C = 1/K. To achieve any positive rate, the minimum requirement on randomness size is ρ = 1 individually and η = K − 1 in total, for all linear schemes 5 .
The achievability proof appears in Section IV, where we provide a scalar linear anonymous coding scheme. The converse proof on the rate appears in Section V. The rate converse holds for both linear and non-linear schemes. The converse proof on the randomness appears in Section VI and it considers only linear schemes.
When there is no anonymity constraint, the capacity is trivially 1 (only the desired transmitter sends its message) and no common randomness is needed. Therefore, in order to obtain anonymity among a set of K transmitters, the price for anonymity in communication cost is K times of that with no anonymity constraint and we further need K − 1 bits of common randomness overall and 1 bit per transmitter, to communicate 1 bit anonymously.
IV. PROOF OF THEOREM 1: ACHIEVABILIY
The achievable scheme with K transmitters is an immediate generalization of that when K = 3, presented in the introduction section. We show that to communicate 1 bit anonymously, each transmitter uses its channel once, so that the rate achieved is 1/K. We present the scheme over the binary field (any field will work in general). Denote a 1 , · · · , a K−1 as K −1 i.i.d. uniform bits, that are independent of the messages. The correlated random variables are assigned as follows.
The transmitted signals are
from which we can easily identify X i , ∀i, k ∈ [1 : K]. The decoding mapping is the addition operation.
Correctness is easy to verify as the K correlated random variables lie in a K − 1 dimensional space (in fact, any K −1 dimensional space will work) and the decoding mapping is along the null space of the correlated random variables. Anonymity is guaranteed because for all possible values of θ, the received signal is comprised of K uniform i.i.d. bits and the decoding mapping does not depend on θ. That is, when θ = k, ∀k ∈ [1 : K] :
Remark: In our coding scheme, the common randomness variables are correlated in coded form at the transmitters. Combining with the converse, we know that coded randomness is necessary to minimize the randomness size (i.e., if we do not allow randomness to be mixed, then we must use more randomness).
V. PROOF OF THEOREM 1: CONVERSE ON RATE
We show that to transmit L symbols anonymously, each transmitter must use the channel at least N ≥ L times. Then the rate bound R = L N K ≤ 1/K follows. We first show that H(X [i] i ) ≥ L, i.e., when Transmitter i is the desired transmitter, he must send a signal that contains at least as much information as that contained in his message, from the correctness constraint. Define Wī = (W 1 , · · · , W i−1 , W i+1 , · · · , W K ).
K , Z 1 , · · · , Z K , Wī) (23)
K |Z 1 , · · · , Z K , Wī) (24) (7) = I(W i ; X
Next, we show that H(X
[k]
i ) ≥ L, k = i, i.e., when Transmitter i is not the desired transmitter, he must send a statistically equivalent signal so that the entropy is also not less than the message size, from the anonymity constraint.
Combining with the fact that H(X i ) ≤ N, ∀k, we arrive at the desired rate bound.
VI. PROOF OF THEOREM 1: CONVERSE ON RANDOMNESS FOR LINEAR SCHEMES
We show that unconditionally, the individual randomness size ρ ≥ 1 and sum randomness size η ≥ K − 1 for all linear schemes (with arbitrary positive rate). Otherwise, anonymous communication is not feasible, i.e., the capacity is 0.
A. Proof for scalar linear case when K = 3
To illustrate the main idea in a simpler setting, we first consider the K = 3 setting and assume the scheme is scalar linear, i.e., each message and each correlated random variable is only 1 symbol. We show that each correlated random symbol must be uniformly random, H(Z i ) ≥ L, i ∈ {1, 2, 3} and any two random symbols are independent,
For a linear scheme, the transmitted signal is a linear combination of the message symbol and the correlated random variable, and the decoding mapping is also a linear combination of the received signal symbols (so the only operation allowed is taking linear combinations). Specifically, the transmitted signals are
i are scalars over F p . The decoding coefficients are denoted as G 1 , G 2 , G 3 ∈ F p (note that the constants G 1 , G 2 , G 3 do not depend on the desired transmitter index k) and the decoding works as follows.
As such, for any k ∈ {1, 2, 3}, the undesired messages can not appear. It follows from the equality (31) that
Consider now X 
where (38) follows from the observation that
as otherwise H(X [2] 1 ) = 0, contradicting (28). Therefore, we have proved that the individual randomness size ρ ≥ 1. Symmetrically, from (38) and (40), we have
Next, we consider (X [1] 1 , X [1] 2 ) = (V 
Then we consider H(X [3] 1 , X [3] 2 ) (29) (35) = H(U [3] 1 Z 1 , U [3] 2 Z 2 ), as follows.
ηL (13) =
1 , X [3] 2 ) (49) (10) = H(X [1] 1 , X [1] 2 ) (50)
Therefore we have proved that the sum randomness size η ≥ 2 = K − 1.
Remark: From (31), we know that the correlated random variables must satisfy some linear equation, i.e., they must lie in a lower dimensional space (rank deficient) for successful decoding.
B. General proof for vector linear case with arbitrary K
We generalize the above proof to the vector linear case with arbitrary number of transmitters, K. We show that H(Z 1 ) ≥ L and H(Z 1 , · · · , Z K−1 ) ≥ (K − 1)L.
The vector linear scheme is represented as follows.
i are N × L constant encoding matrices, over F p (and are globally known). Note that there is no loss of generality in assuming that Z i contains L symbols over F p , as we do not impose any statistical properties on the L symbols (e.g., they are not necessarily independent). For any i, k ∈ [1 : K],
The decoding mapping is specified by the constant filtering matrices G i , which have dimension L × N over F p . Then we have
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Following the proof presented in the previous section, we proceed to consider G 1 X 
= ρL (65) Therefore, we have proved that the individual randomness size ρ ≥ 1. As a byproduct, from (63), we obtain that
as otherwise we have the contradiction that H(G 1 U
Next, we consider the total randomness size. We first prove a lemma.
Proof: The proof is based on induction. Note that the basis case where i = 1 is proved in (62). Suppose now (68) holds when i = j, j ∈ [1 : K − 2], i.e.,
Now consider the case where i = j + 1.
, · · · , G j+1 X
[j+2] j+1 ) Since both the basis and the inductive steps have been performed, by mathematical induction, we have proved that (68) holds for all i ∈ [1 : K − 1]. The proof for Lemma 1 is complete.
Finally, consider (68) and set i = K − 1. ≤ H(Z 1 , · · · , Z K−1 ) (74) (13) ≤ ηL (75)
Therefore we have proved that the sum randomness size η ≥ K − 1, for any rate R = L N K .
VII. CONCLUSION
We consider the problem of anonymous communications from an information theory perspective. We have characterized the capacity of anonymous communications over a parallel channel with K transmitters and 1 receiver, to be C = 1/K. Further, for all linear schemes, the minimum randomness sizes required are ρ = 1 per transmitter and η = K − 1 for all transmitters. Otherwise, anonymous communications are not feasible and the rate must be zero. The information theoretic converse on the randomness size is considered in the full paper [13] .
