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PRODUCT FORMULA FOR ATIYAH-PATODI-SINGER INDEX
CLASSES AND HIGHER SIGNATURES
CHARLOTTE WAHL
Abstract. We define generalized Atiyah-Patodi-Singer boundary conditions
of product type for Dirac operators associated to C∗-vector bundles on the
product of a compact manifold with boundary and a closed manifold. We prove
a product formula for the K-theoretic index classes, which we use to generalize
the product formula for the topological signature to higher signatures.
1. Introduction
It is an elementary fact from algebraic topology that the topological signature fulfills
sign(M) · sign(N) = sign(M ×N) ,
if M is an oriented compact manifold with boundary and N is an oriented closed
manifold. In this paper we prove a similar product formula for higher signatures
– more generally: for the signature classes of the signature operator twisted by a
flat C∗-vector bundle. (In the higher case this bundle is the Mishenko-Fomenko
bundle.)
In the closed case the signature class equals the K-theoretic index of the signature
operator. There are several definitions of a higher signature class for a manifold with
boundary, which conjecturally give the same class (see [LP04, §13 I]): Two analytic
ones (whose Chern characters agree), see [LLP00], and a topological definition based
on L-theory [LLK02]. We refer to the survey [LP04] for a historical account. The
basis for our considerations is the definition of the signature class as the index of
the signature operator with generalized Atiyah-Patodi-Singer boundary conditions
given by a symmetric spectral section [LP00][LP03]. The class is well-defined only
under certain homological conditions. We prove the following generalization of the
above formula: Let A,B be unital C∗-algebras. If FM resp. FN is a flat unitary
A- resp. B-vector bundle on and even-dimensional manifold M resp. N , then
σ(M,FM )⊗ σ(N,FN ) = σ(M ×N,FM ⊠ FN) ∈ K0(A⊗ B) ,
if both sides are defined. Here σ(M,FM ) ∈ K0(A) resp. σ(N,FN ) ∈ K0(B) are the
signature classes. IfM or N is odd-dimensional, there is a similar formula, however
the signature depends then on the additional choice of a Lagrangian. The actual
result we prove is slightly more general such that it applies to higher signatures
(see §7).
The proof of the signature formula builds on a product formula for Atiyah-Patodi-
Singer index classes (Theorem 2.2), which is the main result of the first part of
this paper (§2). We use a class of boundary conditions of Atiyah-Patodi-Singer
type that generalizes the boundary conditions introduced in [MP97a][MP97b] for
families and adapted in [LP98][LP03] to higher index theory. In this class we
can associate to any boundary condition for a Dirac operator on M a canonical
boundary condition for a suitable product Dirac operator on the product M ×N .
The proof of the product formula is based onKK-theoretical methods, in particular
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the relative index theorem [Bu95]. It carries over to family index theory, where a
product formula might also be of interest. A special case is the equality between
the Dirac operator and its Dirac suspension, which was defined and established
in [MP97b, §5] in the family case and adapted to the noncommutative context in
[LP03, §3]. (Note the following subtlety: In [MP97b][LP03] odd index classes were
defined in terms of a suspension map originally due to Atiyah and Singer. Here
we use a KK-theoretic approach, which is makes calculations more straightforward
and allows to treat the even and odd case on an equal footing. The index classes
defined by both approaches agree, see [W07, §9].)
The product formula for Atiyah-Patodi-Singer classes has applications to the
study of concordance classes of metrics of positive scalar curvature: Stolz de-
fined bordism groups Rn(pi) for a finitely presented group pi (in fact, more gen-
erally for so-called supergroups) [St][RS01, §5]. These groups consist of equiv-
alence classes of n-dimensional spin manifolds with boundary that are endowed
with a reference map to Bpi and with a metric of positive scalar curvature on
the boundary. Taking the index of the Dirac operator twisted by the Mishenko-
Fomenko bundle associated to the maximal group C∗-algebra yields a homomor-
phism Rn(pi) → Kn(C∗maxpi) (see [Bu95, §1.4], with the real reduced C∗-algebra
used there replaced by C∗maxpi). For finitely presented groups pi1, pi2 the Carte-
sian product induces a product Rn(pi1) × Ωspinm (Bpi2) → Rn+m(pi1 × pi2). There
is also an index map Ωspinm (Bpi2) → Km(C∗maxpi2). By the product formula for
Atiyah-Patodi-Singer classes these maps fit into a commuting diagram
Rn(pi1)× Ωspinm (Bpi2) //

Rn+m(pi1 × pi2)

Kn(C
∗
maxpi1)⊗Km(C∗maxpi2)
⊗
// Kn+m(C
∗
max(pi1 × pi2)) .
This can be applied to study the behavior of the concordance classes under Carte-
sian product, see [We99, Remark 0.7] for related questions. We expect that our
methods also work in KO-theory, which should be used here: The index maps
in the diagram factor through KO-theory of the corresponding real maximal C∗-
algebras. A special case of the analogue of the above diagram in KO-theory is
the fact that the homomorphism lim−→Rn+8j(pi) → KOn(C
∗
IR,maxpi) is well-defined:
The limit is induced by taking the product with a particular closed 8-dimensional
manifold (the Bott manifold) [St][RS01, §5]. A more general diagram is given in
the preprint [St], which was never published. Also for the above diagram (resp. its
analogue in KO-theory) there seems to be no published proof.
A novelty used in the proof of the product formula for signature classes is a gen-
eralization of the definition of symmetric boundary conditions for the signature
operator. Symmetric spectral sections, as introduced in [LP00][LP03], are symmet-
ric with respect to a particular involution. The class of boundary conditions defined
by symmetric spectral sections is not closed under taking products. We consider
more general involutions and study the dependence of the involution. The results
allow us to derive the product formula for the signature classes from the product
formula for Atiyah-Patodi-Singer classes.
It would be interesting to have a similar product formula established for the topolog-
ically defined higher signatures. In general, the main advantage of theK-theoretical
approach is that it also works for foliations, as noted in Remark 2 at the end of
[LP03].
The methods of the present paper together with the product formula for η-forms
proven in [W09] also lead to a product formula for the analytic higher ρ-invariants
PRODUCT FORMULA FOR APS-CLASSES 3
for the signature operator. (Details will be given elsewhere.) These were defined
in [W09] motivated by a suggestion in [Lo92]. An alternative definition based on
a different regularization can be given using the higher η-forms for the signature
operator introduced in [LLP00]. Topological higher ρ-invariants were previously
introduced in [We99]. There Cartesian products were the motivating examples,
and a product formula was mentioned. A connection to the analytic definition has
not yet been established.
Conventions. If not specified, a tensor product between C∗-algebras is under-
stood as the spatial (=minimal) C∗-algebraic tensor product, and a tensor product
between Hilbert C∗-modules is the exterior Hilbert C∗-module tensor product. In
the few remaining cases the tensor product is assumed to be algebraic. A tensor
product of graded spaces is graded. However, for operators we fix the following
convention: If A resp. B are operators on graded vector spaces H1 resp. H2, then
A ⊗ B is the operator on H1 ⊗H2 defined by using the ungraded tensor product,
hence neglecting the grading. In contrast the operator AB on H1 ⊗H2 is defined
via the graded tensor product as usual. Thus AB = A ⊗ B+ + A z⊗B−, where
z is the grading operator on H1 and B = B
+ + B− with B± even resp. odd. In
this spirit we usually omit tensor products when dealing with operators and write
A for A⊗ 1 resp. B for 1⊗B+ + z⊗B−. We also usually omit the tensor product
when dealing with morphisms between different spaces. In a graded context we
tacitly endow ungraded spaces with the trivial ZZ/2-grading (for which all elements
are positive).
In order to avoid confusion we add indices to geometric operators as the de Rham
operator. We will omit them sometimes when confusion seems unlikely.
2. Product formula for Dirac classes
We assume throughout the paper that A,B are unital C∗-algebras.
LetM be an oriented Riemannian manifold with boundary ∂M and product struc-
ture near the boundary. Denote by Mcyl the corresponding manifold with cylin-
dric end Zr ⊂ Mcyl. That is, we assume that there is ε > 0 and an isometry
e : Zr ∼= (−ε,∞)× ∂M such that Mcyl \ e−1((0,∞) × ∂M) = M . The coordinate
defined by the composition of e with the projection onto (−ε,∞) is denoted by x1.
We define Z = IR × ∂M . We set Uε = e−1((−ε, 0] × ∂M) ⊂ M and denote by
p : Uε → ∂M the composition of e with the projection onto ∂M . The projection
Z → ∂M will be denoted by p as well.
Dirac operators over C∗-algebras are by now well-studied. It turns out that much
of the classical theory carries over, see for example [ST01] [S05] for relevant back-
ground material.
Let E be a hermitian A-vector bundle on M (the scalar product on the fibers
is assumed to be A-valued). Then E is called a Dirac A-bundle if the following
conditions are fulfilled:
(1) The bundle E is a Clifford module. This means that there is a left action
of the Clifford bundle C(T ∗M) on E commuting with the right action of A
such that the c(v) is a skewadjoint endomorphism on E for any v ∈ T ∗M .
If M is even-dimensional, then E is assumed to be ZZ/2-graded and c(v) is
assumed to be odd for any v ∈ T ∗M .
(2) Furthermore E is endowed with a connection ∇E compatible with the her-
mitian product and fulfilling c(∇Mv) = [∇E , c(v)]. Here ∇M is the Levi-
Civita` connection.
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Let EM be a Dirac A-bundle onM and assume that EM |Uε = p∗(EM |∂M ) as (graded,
if M is even-dimensional) hermitian A-vector bundle. Furthermore the connection
on EM |Uε is assumed to be of product type. Let ∂/M := c ◦ ∇EM be the associated
Dirac operator.
The bundle EM is ZZ/2-graded if M is even-dimensional. The grading operator is
denoted by zM . We write E∂M := E+M |∂M ifM is even-dimensional and E∂M = E|∂M
if M is odd-dimensional.
The induced Clifford module structure on E∂M is given by c∂M (v) := cM (dx1)cM (v)
for v ∈ T ∗∂M ⊂ T ∗M (the inclusion being defined via the metric). We denote the
Dirac operator associated to E∂M by ∂/∂M . If M is odd-dimensional, the Dirac
bundle E∂M is ZZ/2-graded with grading operator z∂M := icM (dx1) and on Uε
∂/M = cM (dx1)(∂1 − ∂/∂M ) .(2.1)
IfM is even-dimensional, we identify E+|Uε with E−|Uε via ic(dx1) and thus obtain
an isomorphism
E|Uε ∼= (C+ ⊕ C−)⊗ (p∗E∂M ) .
Here C± denotes C with grading induced by the grading operator ±1. On Uε
∂/M = cM (dx1)(∂1 − zM ∂/∂M ) .(2.2)
Given ∂/M , the operator ∂/∂M is uniquely determined by these formulas and is called
the boundary operator induced by ∂/M . In the following the boundary operator of
a Dirac operator ∂/ will sometimes be denoted by B(∂/).
Write D∂M for the closure of ∂/∂M : C∞(∂M, E∂M )→ L2(∂M, E∂M ).
Now we introduce the boundary conditions:
Assume first that M is even-dimensional. Then a selfadjoint operator A ∈
B(L2(∂M, E∂M )) such that D∂M +A has a bounded inverse is called a trivializing
operator for D∂M on L2(∂M, E∂M ).
Define DM (A)+ as the closure of
∂/+M : {f ∈ C∞(M, E+) | 1≥0(D∂M +A)(f |∂M ) = 0} → L2(M, E−) .
Let DM (A)− be the adjoint of DM (A)+. Then DM (A) =
(
0 DM (A)−
DM (A)+ 0
)
is a selfadjoint operator on L2(M, E) = L2(M, E+)⊕ L2(M, E−).
If M is odd-dimensional, an operator A as above is called a trivializing operator if
in addition it is odd with respect to z∂M . Then the operator DM (A) is defined as
the closure of
∂/M : {f ∈ C∞(M, E) | 1≥0(D∂M +A)(f |∂M ) = 0} → L2(M, E) .
The operator DM (A) is a regular selfadjoint Fredholm operator with compact resol-
vents. (This can be shown as in [Wu97]). Let i be the parity of the dimension ofM .
From the Baaj-Julg picture of KK-theory via unbounded Kasparov modules [Bl98,
§17.11] it follows that there is an induced class [DM (A)] ∈ KKi(C,A) ∼= Ki(A),
called the index (class) of DM (A).
We also need cylindric index classes:
Let χ : Mcyl → [0, 1] be a smooth function with support in Zr such that
χ|{x1≥ −3ε/4} = 1. We define DcylM (A) as the closure of
∂/E − c(dx1)χA : C∞c (M, E)→ L2(M, E)
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if M is odd-dimensional and as the closure of
∂/E − c(dx1)χ zA : C∞c (M, E)→ L2(M, E)
ifM is even-dimensional. Again, DcylM (A) is a regular selfadjoint Fredholm operator
(see for example [W09] for a detailed discussion) and thus defines an element in
KKi(C,A). Here the resolvents are non-compact, hence the Baaj-Julg picture does
not apply. See [W07, Def. 2.4] for the relevant definition of the Kasparov class that
will be used in the following.
The following equality has been essentially established in the even case in [LLP00,
§10] and follows in the odd case from [LP03, §3.3] together with [W07, Lemma 9.2].
We give a different proof here, whose method will also be used in the proof of the
product formula for index classes, Theorem 2.2. It is similar to the proof of [LLP00,
Theorem 7.2].
Proposition 2.1. In KKi(C,A)
[DM (A)] = [DcylM (A)] .
Proof. We consider the case i = 1. The even case is analogous with the obvious
changes.
Recall that p : Z → ∂M is the projection. Endow EZ = p∗E∂M with the product
Dirac bundle structure. Let ∂/Z be the associated Dirac operator and denote by
DZ(A) the closure of
∂/Z − c(dx1)A : C∞c (Z, EZ)→ L2(Z, EZ) .
Furthermore let Zl = (−∞, 0]× ∂M ⊂ Z and denote by DZl(A) the closure of
∂/Z − c(dx1)A : {f ∈ C∞c (Zl, EZ) | 1≥0(D∂M +A)(f |x1=0) = 0} → L2(Zl, EZ) .
The manifolds Zl andMcyl are obtained from Z andM by cutting and pasting along
the hypersurfaces x1 = −ε/2. By the relative index theorem (which is proven in
[Bu95] for manifolds without boundary and unperturbed Dirac operators, however
the proof works here as well),
[DM (A)− χc(dx1)A] + [DZ(A)] = [DcylM (A)] + [DZl(A)] .
The operator DZl(A) is invertible: Set P = 1≥0(D∂M + A) and σ := c(dx1). Let
f ∈ C∞c (Zl, EZ). We consider f(x1) := f |{x1}×∂M as an element in C∞(∂M, E∂M ).
Then
(DZl(A)−1f)(x1) =−
∫ x1
0
e−(x1−y1)D∂M (A)(1− P )σf(y1) dy1
+
∫ −∞
x1
e−(x1−y1)D∂M (A)Pσf(y1) dy1 .
The operator DZ(A) is invertible as well. Hence [DZ(A)] = [DZl(A)] = 0. The
assertion follows since [DM (A)− χc(dx1)A] = [DM (A)]. 
Next we discuss Cartesian products:
Let N be an oriented closed Riemannian manifold. Let EN be a Dirac B-bundle
on N and let ∂/N : C
∞(N, EN ) → L2(N, EN ) be the associated Dirac operator. Its
closure DN induces an index class [DN ] ∈ KKj(C,B), where j is the parity of the
dimension of N .
In the following we assume that M and N are even-dimensional. The other cases
will be discussed below.
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Let zN be the grading operator on EN .
The bundle EM ⊠ EN is an ZZ/2-graded hermitian A ⊗ B-bundle on M × N with
grading operator zM×N = zM zN = zM ⊗ zN and with connection.
The product Dirac operator acting on C∞(M ×N, EM ⊠EN) is defined by ∂/M×N =
∂/M + ∂/N . In order to illustrate our convention on the notation for tensor products
we note that this equals ∂/M ⊗ 1 + zM ⊗∂/N .
We sketch how one sees that ∂/M×N is indeed a Dirac operator: For f ∈ C∞(M×N)
set cM×N (df) := [∂/M×N , f ]. Then for v ∈ TM ⊂ T (M × N) one has cM×N (v) =
cM (v), and similarly for v ∈ TN . Using this one checks easily that cM×N is a
Clifford multiplication, endowed with which EM ⊠ EN becomes a Dirac A ⊗ B-
bundle, and that ∂/M×N is the associated Dirac operator.
In particular cM×N (dx1) = cM (dx1).
Using the isomorphism ic(dx1) : E+M |∂M ∼= E−M |∂M we get an isomorphism
Ψ : E∂M ⊠ EN
∼=−→ ((E+M ⊠ E+N )⊕ (E−M ⊠ E−N ))|∂M = E∂(M×N) .
It holds that
∂/∂(M×N) = Ψ(zN ∂/∂M + ∂/N )Ψ−1 .(2.3)
The operator Aˆ := Ψ(zN A)Ψ
−1 = Ψ(A ⊗ zN )Ψ−1 is a trivializing operator for
∂/∂(M×N). Hence we get as above a Fredholm operator DM×N (Aˆ), whose index is
an element of KK0(C,A⊗ B).
Our main result in this section expresses this index in terms of the indices of DM (A)
and DN via the Kasparov product
KK∗(C,A)×KK∗(C,B)→ KK∗(C,A⊗ B), (a, b) 7→ a⊗ b .
We briefly recall its definition: Let D1 resp. D2 be an odd selfadjoint operator with
compact resolvents on a countably generated ZZ/2-graded Hilbert A resp. B-module
H1 resp. H2. Recall [Bl98, §18.9] that in the Baaj-Julg picture of KK-theory
the Kasparov product [D1] ⊗ [D2] is represented by the closure of the operator
D1 + D2 whose domain (before taking closure) is the algebraic tensor product
domD1 ⊗ domD2. Actually, this formula was the motivation for our definition of
the product Dirac operator.
Theorem 2.2. It holds that
[DM (A)]⊗ [DN ] = [DM×N (Aˆ)] .
Proof. By the comparing the above description of the Kasparov product with the
definition of the product Dirac operator one sees that the class on the left hand side
is represented by the closure DprodM×N (Aˆ) of the odd operator ∂/M×N with domain
domDM (A) ⊗ domDN (understood as an algebraic tensor product). We use the
method of the proof of Prop. 2.1 in order show that
[DprodM×N (Aˆ)] = [DcylM×N (Aˆ)] .
Then the assertion follows from Prop. 2.1.
Let DprodZl×N (Aˆ) be the closure of the operator ∂/Z×N − c(dx1) zZ×N Aˆ with domain
domDZl(A)⊗ domDN , where domDZl(A) is defined as in the proof of Prop. 2.1.
The operator DprodZl×N (Aˆ) is invertible with inverse
DprodZl×N (Aˆ)−1 =
∫ ∞
0
DprodZl×N (Aˆ)e−tDZl (A)
2
e−D
2
N dt .
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The integral converges for t→∞ since DZl(A) is invertible, see the proof of Prop.
2.1.
Define DZ×N (Aˆ) as the closure of
∂/Z×N − c(dx1) zZ×N Aˆ : C∞c (Z ×N, EZ ⊠ EN )→ L2(Z ×N, EZ ⊠ EN) .
By the relative index theorem
[DprodM×N (Aˆ)− χc(dx1) zM×N Aˆ] + [DZ×N (Aˆ)] = [DcylM×N (Aˆ)] + [DprodZl×N (Aˆ)] .
Since DZ×N (Aˆ) is also invertible, the assertion follows. 
3. Products of unbounded Kasparov modules – the remaining cases
Before discussing the cases in which M and N are not both even-dimensional we
derive the general form of the Kasparov product for the remaining parities from
its description in the even case given above. (It is needed here that the description
remains valid if we deal with graded C∗-algebras.) The expressions we get for the
product are the motivation for the definitions of the product Dirac operators in the
following section.
Let C1 be the Clifford algebra with one odd generator σ fulfilling σ
2 = 1.
The product involving oddKK-theory is defined via the isomorphismKK1(C,A) ∼=
KK0(C,A⊗C1). It maps a class [D] represented by selfadjoint Fredholm operator
D on an ungraded countably generated Hilbert A-module H to the class [σD] ∈
KK0(C,A ⊗ C1), where σD is defined on the ZZ/2-graded Hilbert A⊗ C1-module
H ⊗ C1. On the other hand given an odd selfadjoint Fredholm operator D′ on
a ZZ/2-graded Hilbert A ⊗ C1-module H ′ and an odd involution T on H ′ with
TD′ = D′T , then the restriction of TD′ to the positive eigenspace of T represents
the preimage of [D′] under the above isomorphism. Note that right multiplication
by the projection 12 (1−σ) is trivial on the positive eigenspace of T , thus it is endowed
with a canonical Hilbert A-module structure. If D′ = σD and H ′ = H ⊗ C1 as
before, we may choose T = σ to get exactly the Kasparov module back we started
with.
Let D1 resp. D2 be a selfadjoint operator with compact resolvents on a countably
generated Hilbert A- resp. B-module H1 resp. H2.
3.1. Even times odd. First assume that H1 is ZZ/2-graded,H2 is trivially graded,
and D1 is odd. We write z1 for the grading operator on H1. The Kasparov product
of [D1] ∈ KK0(C,A) with [σD2] ∈ KK0(C,B ⊗ C1) is [D1 + σD2] ∈ KK0(C,A⊗
B ⊗ C1). We set T = σ z1. We have that D1 + σD2 = σ z1(σ z1D1 + z1D2) and
that the positive eigenspace of T equals H1 ⊗ H2 ⊗ C(1 + σ). The choice of the
base vector 12 (1 + σ) of C(1+ σ) defines an obvious isomorphism to H1⊗H2. Here
we consider H1⊗H2 ungraded. The isomorphism intertwines σ z1D1+ z1D2 with
D1 + z1D2. Thus
[D1]⊗ [D2] = [D1 + z1D2] ∈ KK1(C,A⊗ B) .
3.2. Odd times even. Now we assume that H2 is ZZ/2-graded, H1 is trivially
graded, and D2 is odd. We write z2 for the grading operator on H2. The Kasparov
product of [σD1] ∈ KK0(C,A ⊗ C1) with [D2] ∈ KK0(C,B) is [σD1 + D2] ∈
KK0(C,A ⊗ B ⊗ C1). Then σD1 + D2 = σ z2(z2D1 + σ z2D2), and the positive
eigenspace of σ z2 is
(
H1 ⊗ C(1 + σ) ⊗H+2
)⊕ (H1 ⊗ C(1 − σ) ⊗H−2 ) ∼= H1 ⊗H2.
The last isomorphism intertwines z2D1 + σ z2D2 with z2D1 +D2. Thus
[D1]⊗ [D2] = [z2D1 +D2] ∈ KK1(C,A⊗ B) .
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3.3. Odd times odd. Now let H1, H2 be trivially graded. We write C
′
1, C
′′
1 for
two copies of C1 with generators σ
′, σ′′ respectively.
The class
[σ′D1]⊗ [σ′′D2] ∈ KK0(C,A⊗ B ⊗ C′1 ⊗ C′′1 )
is represented by the odd operator σ′D1 + σ′′D2 on H1 ⊗H2 ⊗ C′1 ⊗ C′′1 .
Note that 12 (1 + iσ
′σ′′) is a rank one projection. By Morita equivalence the homo-
morphism
p : C→ C′1 ⊗ C′′1 , x 7→
1
2
x(1 + iσ′σ′′)
induces an isomorphism p∗ : KK0(C,A⊗ B)→ KK0(C,A⊗ B ⊗ C′1 ⊗ C′′1 ).
We define a representative of the preimage of [σ′D1+σ′′D2] under p∗. The algebra
C′1 ⊗ C′′1 acts on C2 via the isomorphism
C′1 ⊗ C′′1 →M2(C) ,
σ′ 7→ Γ1 :=
(
1 0
0 −1
)
, σ′′ 7→ Γ2 :=
(
0 i
−i 0
)
.
The action is compatible with the grading if on C2 the grading defined by the
operator
−iΓ1Γ2 =
(
0 1
1 0
)
.
In the following we show that the odd operator Γ1D1 + Γ2D2 on H1 ⊗ H2 ⊗ C2
represents the preimage.
Define the Hilbert C′1 ⊗ C′′1 -module V := 12 (1 + iσ′σ′′)(C′1 ⊗ C′′1 ).
The unit vector e1 :=
1
2 (1+ iσ
′σ′′) spans V +, and the unit vector e2 := 12 (σ
′− iσ′′)
spans V −.
Note that canonically C2 ⊗p (C′1 ⊗ C′′2 ) ∼= C2 ⊗ V .
Choose a unit vector v1 ∈ (C2)+ and let v2 := Γ1v1 ∈ (C2)−. The even isomorphism
of Hilbert C′1 ⊗ C′′2 -modules
C2 ⊗ V → C′1 ⊗ C′′2 ,
v1 ⊗ e1 7→ e1, v1 ⊗ e2 7→ e2 ,
v2 ⊗ e1 7→ σ′e1, v2 ⊗ e2 7→ σ′e2 ,
is compatible with the left C′1 ⊗ C′′2 -action on both spaces. Summarizing, we get
an isomorphism H1 ⊗ H2 ⊗ C2 ⊗p (C′1 ⊗ C′′2 ) ∼= H1 ⊗H2 ⊗ C′1 ⊗ C′′1 intertwining
Γ1D1 + Γ2D2 and σ
′D1 + σ′′D2.
Thus
[D1]⊗ [D2] = [Γ1D1 + Γ2D2] ∈ KK0(C,A⊗ B) .
(This calculation corrects a similar but flawed argument in the proof of [W07,
Lemma 9.2])
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4. Product structures for Dirac operators – the remaining cases
4.1. M is even-dimensional and N odd-dimensional. Let zM be the grading
operator on EM . The bundle EM ⊠ EN is now considered an ungraded A⊗B-vector
bundle. The product Dirac operator is defined as
∂/M×N = ∂/M + zM ∂/N .
Hence here also cM×N (dx1) = cM (dx1).
The isomorphism ic(dx1) : E+M |∂M ∼= E−M |∂M induces an isomorphism
Ψ : (E∂M ⊕ E∂M )⊠ EN
∼=−→ (EM ⊠ EN )|∂M = E∂(M×N) .
We let the matrices Γ1, Γ2, which were defined in §3, act on (E∂M ⊕ E∂M )⊠ EN .
Then
∂/∂(M×N) = Ψ(Γ1∂/∂M + Γ2∂/N )Ψ−1 .(4.1)
Theorem 2.2 holds in this situation for Aˆ := ΨΓ1(A⊗ 1)Ψ−1.
4.2. M is odd-dimensional and N even-dimensional. In analogy to the previ-
ous case the bundle EM⊠EN is considered ungraded and the product Dirac operator
is defined as
∂/M×N := zN ∂/M + ∂/N .
It follows that cM×N (dx1) = zN cM (dx1).
We have that
E∂(M×N) = (EM ⊠ EN )|∂M = E∂M ⊠ EN ,
which is a graded vector bundle with grading operator z∂M×N = icM (dx1) zN =
z∂M zN .
Then
∂/∂(M×N) = ∂/∂M − i zN ∂/N .(4.2)
Theorem 2.2 holds with Aˆ := A⊗ 1.
4.3. M, N are odd-dimensional. Consider the bundle EM×N := (EM⊕EM )⊠EN ,
on which Γ1,Γ2 from §3 act. The associated product Dirac operator is defined by
∂/M×N = Γ1∂/M + Γ2∂/N
and the grading is given by zM×N = −iΓ1Γ2. We see that cM×N (dx1) =
Γ1cM (dx1). We have an isomorphism
Ψ : E∂M ⊠ EN → E∂(M×N) = E+M×N |∂M
x⊗ y 7→ 1√
2
(x, x) ⊗ y .
Then
∂/∂(M×N) = Ψ(∂/∂M + z∂M ∂/N )Ψ−1 .(4.3)
Theorem 2.2 holds with Aˆ := Ψ(A⊗ 1)Ψ−1.
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5. Product formula for twisted signature classes
Let FM be a flat hermitian A-vector bundle on M endowed with a compatible flat
connection and let F∂M = FM |∂M . We assume that FM |Uε = p∗F∂M as a hermitian
vector bundle and that the connection is of product type on Uε. Analogously let
FN be a flat B-vector bundle on N , also endowed with a hermitian structure and
a compatible flat connection.
We denote by Ω∗(M,FM ) the space of smooth twisted de Rham forms with de
Rham differential dM . Let Ω
∗
(2)(M,FM ) the Hilbert A-module of L2-forms.
We endow Λ∗T ∗M with the Levi-Civita` connection. Thus we have an induced
connection on Λ∗T ∗M ⊗ F . The bundle Λ∗T ∗M ⊗ FM is a Clifford module with
Clifford multiplication cM (α)ω = α ∧ ω − ι(α)ω. Recall that the induced chirality
operator τM is a selfadjoint involution on Λ
∗T ∗M ⊗F , see [BGV96, Lemma 3.17].
We denote by Λ±T ∗M ⊗ FM resp. Ω±(M,FM ) the eigenspace associated to the
eigenvalue ±1 of τM . IfM is even-dimensional we endow Λ∗T ∗M⊗F with the ZZ/2-
grading induced by τM . With these structures Λ
∗T ∗M ⊗ FM is a Dirac bundle.
The signature operator is defined as the associated Dirac operator, see [BGV96,
§3.6].
We fix the isometry
ΦM : Λ
∗T ∗∂M ⊗F∂M → (Λ+T ∗M |∂M )⊗F∂M , α 7→ 1√
2
(
dx1 ∧α+ τM (dx1 ∧α)
)
.
5.1. The even case. In the following we assume that M is even-dimensional.
For α ∈ Λ∗T ∗∂M
τM (dx1 ∧ α) = τ∂Mα
and
τM (α) = dx1 ∧ τ∂M (α) .
The signature operator on Ω∗(M,FM ) equals
dsignM := dM + d
∗
M = dM − τMdMτM .
Note that the normalization here is as in [BGV96, §3.6] and differs from
[HS92][LLP00]. The corresponding index classes agree up to sign, see §8.2. Ac-
cordingly, also our convention in the odd case is different.
It holds that
B(dsignM ) = ΦM (d∂M τ∂M + τ∂Md∂M )Φ
−1
M .(5.1)
We denote the closure of d∂Mτ∂M + τ∂Md∂M : Ω
∗(∂M,F∂M ) → Ω∗(2)(∂M,F∂M )
by Dbd∂M . In order to avoid confusion, we point out that Dbd∂M agrees with the odd
signature operator in the convention of some authors, but not in convention used
here. For the precise relation see §5.2.
The following definition generalizes the boundary conditions considered in [LP03,
§6.3].
Definition 5.1. Assume that there is an orthogonal decomposition
Ω∗(2)(∂M,F∂M ) = V ⊕ W with respect to which τ∂M and Dbd∂M are diago-
nal. Furthermore assume that Dbd∂M |V is invertible. Let I be an operator on
Ω∗(2)(∂M,F∂M ) that vanishes on V , is an involution on W and anticommutes with
τ∂M and Dbd∂M .
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We call a trivializing operator A of B(dsignM ) symmetric with respect to I if it is
diagonal with respect to the decomposition ΦM (V ) ⊕ ΦM (W ), vanishes on ΦM (V )
and anticommutes with ΦM I Φ−1M .
If A is a symmetric trivializing operator, then the index class
σI(M,FM ) := [DsignM (A)] ∈ K0(A)
is called the (twisted) signature class.
We call the symmetric trivializing operator AI := iΦM I τ∂MΦ−1M the canonical
symmetric trivializing operator of B(dsignM ) with respect to I.
Since (Dbd∂M + i I τ∂M )2 = (Dbd∂M )2+I2 is invertible, the operator Dbd∂M + i I τ∂M is
invertible as well. Hence AI is indeed a trivializing operator for B(d
sign
M ).
In the following we extend any operator on W tacitly to Ω∗(2)(∂M,F∂M ) by letting
it vanish on V .
The following result sharpens and generalizes similar calculations in [LP00].
Lemma 5.2. The twisted signature class σI(M,FM ) does not depend on the choice
of the symmetric trivializing operator.
Proof. Let A0, A1 be two trivializing operators for B(d
sign
M ) that are symmetric
with respect to I.
Consider the cylinder Z := IR × ∂M and let DsignZ be the signature operator on
Ω∗(2)(Z, p
∗F∂M ). Recall that the positive and negative eigenspace of τZ are identified
via ic(dx1). We get translation invariant spaces
V˜ = L2(IR)⊗ ΦZ(V )⊗ C2
W˜ := L2(IR)⊗ ΦZ(W )⊗ C2
such that Ω∗(2)(Z, p
∗F∂M ) = V˜ ⊕ W˜ . The operators Ai and ΦZ I Φ−1Z define trans-
lation invariant operators on Ω∗(2)(Z, p
∗F∂M ). Note that DsignZ is invertible on V˜
since Dbd∂M |∂M is invertible on V .
Let χ0, χ1 : Z → [0, 1] be smooth functions such that χ0(x1, x2) = 1 if x1 ≤ 0 and
χ0(x1, x2) = 0 if x1 ≥ 12 and that χ1(x1, x2) = 1 if x1 ≥ 1 and χ1(x1, x2) = 0 if
x1 ≤ 12 .
Prop. 2.1 and the relative index theorem [Bu95] imply that
[DsignM (A0)] + [(DsignZ − c(dx1)τZ(χ0A0 + χ1A1))|W˜ ] = [DsignM (A1)] .
Let j : C → C1 be the unique unital homomorphism. It holds that [j] ∈
KK0(C, C1) = 0, thus
Im(j∗ : KK0(C1,A)→ KK0(C,A)) = 0 .
There is an even unital homomorphism C1 → B(W˜ ) mapping σ to
ic(dx1)τZ(ΦZ I Φ−1Z ). Since (DsignZ − c(dx1)τZ(χ0A0 + χ1A1))|W˜ anticommutes
with ic(dx1)τZ(ΦZ I Φ−1Z ), we have that
[(DsignZ − c(dx1)τZ(χ0A0 + χ1A1))|W˜ ] ∈ Im(j∗) .

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Note that for Iopp := −i I τ∂M the signature class σIopp(M,FM ) is well-defined and
that AIopp = ΦM I Φ−1M . Since Iopp I = iτ∂M , the second assertion of the following
Lemma implies that
σI(M,FM ) = σIopp(M,FM ) .(5.2)
Lemma 5.3. For j = 0, 1 let Ω∗(2)(∂M,F∂M ) = Vj ⊕Wj be an orthogonal decom-
position and let Ij be an involution on Wj such that σIj (M,FM ) is well-defined.
(1) Assume that W1 ⊂W0 and I1 = I0 |W1 .
(2) Assume that W := W0 = W1. Let E
+ be the positive and E− the negative
eigenspace of τ∂M on W . We identify E
− with E+ using the isomorphism
I0 : E− → E+. Then there is a unitary u on E+ such that with respect to
the decomposition W = E+ ⊕ E−
I1 =
(
0 u∗
u 0
)
.
We assume that the spectrum of u is not equal to S1.
If one of the previous two conditions holds, then
σI0(M,FM ) = σI1(M,FM ) .
Proof. In the first case we get the equality since any trivializing operator that it
symmetric with respect to I1 is also symmetric with respect to I0.
Now assume (2). Since the spectrum of u is not equal to S1, there is a selfadjoint
operator a on E+ such that u = eia. Set ut = e
ita, t ∈ [0, 1]. The involutions I0, I1
are homotopic to each other via the path of involutions
It =
(
0 u∗t
ut 0
)
.
Since Dbd∂M anticommutes with I0 and commutes with τ∂M , we get that
Dbd∂M =
(
D 0
0 −D
)
with D = (Dbd∂M )|E+ . Furthermore Dbd∂M also anticommutes with I1. This implies
that D commutes with u and u∗. Hence it commutes also with ut and u∗t . It
follows that Dbd∂M anticommutes with It. Thus σIt(M,FM ) is well-defined. By the
homotopy invariance of KK-theory classes it does not depend on t. 
The following proposition generalizes both cases of the previous Lemma:
Proposition 5.4. For j = 0, 1 let Ω∗(2)(∂M,F∂M ) = Vj ⊕Wj be an orthogonal
decomposition and let Ij be an involution on Wj such that σIj (M,FM ) is well-
defined. Assume that V0 = (V0 ∩ V1)⊕ (V0 ∩W1) and W0 = (W0 ∩ V1)⊕ (W0 ∩W1)
and that I0, I1 restrict to involutions on W0 ∩W1. Let I0 |W0∩W1 and I1 |W0∩W1
fulfill condition (2) of the previous Lemma. Then
σI0(M,FM ) = σI1(M,FM ) .
Proof. Set I˜j = Ij |W0∩W1 . Note that σI˜j (M,FM ) is well-defined. By part (1)
of the previous Lemma σIj (M,FM ) = σI˜j (M,FM ) and part (2) implies that
σI˜0(M,FM ) = σI˜1(M,FM ). 
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Now, following [LP03], we introduce the particular involution that is used for the
definition of the signature class. For brevity it will be denoted αM though it depends
only on the structures on ∂M .
Let m = dimM/2.
Let VM be the closure of d
∗Ωm(∂M,F∂M ) ⊕ dΩm−1(∂M,F∂M ) and WM = V ⊥M .
Define Ω<FM as the closed subspace of WM spanned by forms of degree smaller than
or equal to m − 1 and correspondingly define Ω>FM as the subspace spanned by
forms of degree bigger than or equal to m.
We make the following assumption:
Assumption 5.5. The closure of d : Ωm−1(∂M,F∂M ) → Ωm(2)(∂M,F∂M ) has
closed range.
Note that the operators τ∂M , d∂M , d
∗
∂M restrict to operators on VM resp. WM and
that τ∂M : Ω
<
FM → Ω>FM is an isomorphism.
Assumption 5.5 implies that Dbd∂M is invertible on VM and that
VM ⊕WM = Ω∗(2)(∂M,F∂M ) .
Let αM be the involution on WM with positive eigenspace Ω
<
FM and negative
eigenspace Ω>FM . Then Dbd∂M and αM anticommute.
We write σ(M,FM ) := σαM (M,FM ).
Note that Assumption 5.5 does not depend on the choice of the Riemannian metric
since Ωm(2)(∂M,F∂M ) as a topological vector space does not depend on the Rie-
mannian metric. Using the homotopy invariance of KK-theory classes one also
shows that σ(M,FM ) does not depend on the choice of the Riemannian metric.
The following technical lemma will be needed when we apply Prop. 5.4.
Lemma 5.6. Assume that N is even-dimensional. Let the de Rham operators on
Ω∗(∂M,F∂M ) and on Ω∗(∂M × N,F∂M ⊠ FN ) fulfill Assumption 5.5. We have
that
VM×N = (VM ⊗ Ω∗(2)(N,FN )) ∩ VM×N ⊕ (WM ⊗ Ω∗(2)(N,FN )) ∩ VM×N
WM×N = (VM ⊗ Ω∗(2)(N,FN )) ∩WM×N ⊕ (WM ⊗ Ω∗(2)(N,FN )) ∩WM×N .
The operator Dbd∂M×N is diagonal with respect to the decompositions on the right
hand side and is invertible on VM ⊗ Ω∗(2)(N,FN ).
Proof. Note first that d∂M×N , d∗∂M×N and τ∂M×N map the spaces VM⊗Ω∗(2)(N,FN )
and WM ⊗ Ω∗(2)(N,FN ) to themselves.
For each k
Ωk(∂M ×N,F∂M ⊠ FN )
= Ωk(∂M ×N,F∂M ⊠ FN ) ∩ (VM ⊗ Ω∗(2)(N,FN ))
⊕ Ωk(∂M ×N,F∂M ⊠ FN) ∩ (WM ⊗ Ω∗(2)(N,FN )) .
Hence we only need to consider the degrees k := (dimM + dimN)/2 and k − 1.
We begin by proving the first equation: Let γ = d(α ∧ β) ∈ dΩk−1(∂M ×N,FM ⊠
FN ) ⊂ VM×N with α ∈ Ω∗(∂M,F∂M ), β ∈ Ω∗(N,FN ). If α ∈ WM , then dα ∈
WM , thus γ ∈ (WM ⊗ Ω∗(2)(N,FN )) ∩ VM×N . If α ∈ VM , then dα ∈ VM , hence
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γ ∈ (VM⊗Ω∗(2)(N,FN ))∩VM×N . An analogous consideration works for d∗Ωk(∂M×
N,FM ⊠ FN). This shows the first equation.
For the proof of the second equation let γ ∈ Ωk−1(∂M ×N,FM ⊠ FN) ∩WM×N .
Hence dγ = 0. Write γ = γ1 + γ2 with γ1 ∈ WM ⊗ Ω∗(2)(N,FN ), γ2 ∈ VM ⊗
Ω∗(2)(N,FN ). Then dγ1 ∈ WM ⊗ Ω∗(2)(N,FN ), dγ2 ∈ VM ⊗ Ω∗(2)(N,FN ). Since
these spaces are orthogonal to each other, the equation d(γ1+ γ2) = 0 implies that
dγ1 = dγ2 = 0. Thus γ1, γ2 ∈ WM×N . The case γ ∈ Ωk(∂M ×N,FM ⊠ FN ) with
d∗γ = 0 can be treated analogously. Now the second equation follows.
The operator Dbd∂M×N respects the decompositions on the right hand side since d
and τ∂M×N do. Its square is the Laplace operator ∆∂M×N = ∆∂M + ∆N . Since
∆∂M is invertible on VM , the operator ∆∂M×N is invertible on VM ⊗Ω∗(2)(N,FN ).
Hence also Dbd∂M×N is invertible on VM ⊗ Ω∗(2)(N,FN ). 
Theorem 5.7. Let M,N be even-dimensional.
If Assumption 5.5 holds for the de Rham operators on Ω∗(∂M,F∂M ) and on
Ω∗(∂M ×N,F∂M ⊠ FN ), then
σ(M,FM )⊗ σ(N,FN ) = σ(M ×N,FM ⊠ FN) ∈ K0(A⊗ B) .
Proof. We denote by ΓM the grading operator with respect to the ZZ/2-grading
determined by the parity of the degree of a differential form on M .
The de Rham operator on M ×N fulfills
dM×N = dM ⊗ 1 + ΓM ⊗ dN .
Thus
dM×N + d∗M×N = (dM + d
∗
M )⊗ 1 + ΓM ⊗ (dN + d∗N ) .(5.3)
Note for later that these two equations also hold for M or N odd-dimensional.
We begin by proving the theorem for closedM . We conclude (recall our convention
on graded tensor products) that
DsignM×N = DsignM ⊗ 1 + ΓM ⊗DsignN = DsignM + ΓMτMDsignN .
Furthermore
τM×N = τMτN .
We fix the following notation: Let D be an odd selfadjoint Fredholm operator on a
ZZ/2-graded countably generated Hilbert A-moduleH and let I be a unitary onH−.
We define the symmetrized product S(I,D) =
(
0 D−I∗
ID+ 0
)
. Then S(I,D)
is a regular selfadjoint odd Fredholm operator and [S(I,D)] = [D] ∈ KK0(C,A)
by the additivity of the Fredholm index. If I is an even unitary defined on H that
commutes with D, then S(I|H− , D) = ID.
Applying this property twice with I = ΓMτM yields that in KK0(C,A⊗ B)
[DsignM ]⊗ [DsignN ] = [ΓMτMDsignM ]⊗ [DsignN ]
= [ΓMτMDsignM +DsignN ]
= [ΓMτM (DsignM + ΓMτMDsignN )]
= [DsignM + ΓMτMDsignN ]
= [DsignM×N ] .
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The second equality follows from the description of the Kasparov product before
Theorem 2.2.
Now we consider the case where M is a manifold with boundary.
Define the involution
α˜M := (Φ
−1
M×N ◦Ψ ◦ ΦM )αMτN (Φ−1M ◦Ψ−1 ◦ ΦM×N )
on
W˜M := (Φ
−1
M×N ◦Ψ ◦ ΦM )(WM ⊗ Ω∗(2)(N,FN ))
and set
V˜M := (Φ
−1
M×N ◦Ψ ◦ ΦM )(VM ⊗ Ω∗(2)(N,FN )) .
Sublemma 5.8. (1) It holds that
V˜M = VM ⊗ Ω∗(2)(N,FN )
W˜M =WM ⊗ Ω∗(2)(N,FN )
and that α˜M = αM .
(2) The operator α˜M anticommutes with Dbd∂M×N and τ∂M×N and commutes
with αM×N .
Proof. For α ∈ Λ∗T ∗∂M ⊗FM , β ∈ Λ∗T ∗N ⊗FN
(Ψ ◦ ΦM )(α ∧ β)
=
1√
2
Ψ(dx1 ∧ α ∧ β + τM (dx1 ∧ α) ∧ β)
=
1
2
√
2
(
dx1 ∧ α+ τM (dx1 ∧ α)) ∧ (β + τNβ) + i(−α+ τM (α)) ∧ (β − τNβ)
)
=
1
2
√
2
(
dx1 ∧ α ∧ (β + τNβ) + idx1 ∧ τ∂M (α) ∧ (β − τNβ)
)
+ τM×N (. . . ) .
Here the dots represent a repetition of the first summand, such that the last line is
in the positive eigenspace of τM×N .
Thus
(Φ−1M×N ◦Ψ ◦ ΦM )(α ∧ β) =
1
2
(
α ∧ (β + τNβ) + iτ∂Mα ∧ (β − τNβ)
)
.
In particular
(Φ−1M×N ◦Ψ ◦ ΦM )(α ∧ (β + τNβ)) = α ∧ (β + τNβ)
and
(Φ−1M×N ◦Ψ ◦ ΦM )(τ∂Mα ∧ (β − τNβ)) = iα ∧ (β − τNβ) .
Let W˜±M be the positive resp. negative eigenspace of α˜M . It follows that
W˜+M = Ω
<
FM ⊗ Ω∗(2)(N,FN )
W˜−M = Ω
>
FM ⊗ Ω∗(2)(N,FN ) .
This shows the second and third equality of assertion (1). The first equality follows
since V˜M is the orthogonal complement of W˜M .
Furthermore τ∂M×N interchanges the spaces Ω<FM ⊗ Ω∗(2)(N,FN ) and Ω>FM ⊗
Ω∗(2)(N,FN ) whereas d∂M×N preserves them. This implies assertion (2). 
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We set I = α˜M . By the Sublemma σI(M × N,FM ⊠ FN) is well-defined. One
checks easily that α˜M and αM×N restrict to involutions on W˜M ∩WM×N . Since
on that space (α˜MαM×N )2 = 1, the spectrum of the restriction of α˜MαM×N to
W˜M ∩WM×N is contained in {−1, 1}. Hence, by Lemma 5.6 and Prop. 5.4,
σI(M ×N,FM ⊠ FN ) = σ(M ×N,FM ⊠ FN ) .
Let AM be the canonical symmetric trivializing operator for B(d
sign
M ) with respect
to αM .
By definition AˆM = i(Ψ ◦ ΦM )(αM τ∂MτN )(Ψ ◦ ΦM )−1. Hence
(ΦM×N )−1AˆMΦM×N = iα˜Mτ∂M = iαMτ∂M .
Thus AˆM = AI and
σI(M ×N,FM ⊠ FN ) = [DsignM×N (AˆM )] .
Note that
Φ−1M×NΓMΦM×N = −Γ∂M
and
Φ−1M×N τMΦM×N = Φ
−1
M×NτNΦM×N = τN .
Therefore, in contrast to the closed case, I = ΓMτM commutes neither with
DsignM (AM ) nor with (DsignM + ΓMτMDsignN )cyl(AˆM ). This was the motivation for
introducing the symmetrized product.
We have that
σ(M,FM )⊗ σ(N,FN ) = [DsignM (AM )]⊗ [DsignN ]
= [S(ΓMτM ,DsignM (AM ))]⊗ [DsignN ]
= [S
(
ΓMτM , (DsignM + ΓMτMDsignN )cyl(AˆM )
)
]
= [(DsignM + ΓMτMDsignN )cyl(AˆM )]
= [Dsign,cylM×N (AˆM )] .
The third equality does not follow directly from Theorem 2.2, but its proof is
analogous.
This concludes the proof of the theorem.

5.2. The signature class in the odd case. Now let M be odd-dimensional.
Then for α ∈ Λ∗T ∗∂M ⊗FM
τMα = idx1 ∧ τ∂Mα
and
τM (dx1 ∧ α) = −iτ∂Mα .
Since ΓM anticommutes with τM , it induces an isomorphism ΓM : Λ
±T ∗M⊗FM →
Λ∓T ∗M ⊗FM .
The operator dM + d
∗
M = dM + τMdMτM commutes with τM and anticommutes
with ΓM . The (odd twisted) signature operator d
sign
M is defined as the restriction
of dM + τMdMτM to Ω
+(M,FM ).
Then
B(dsignM ) = iΦM (d∂Mτ∂M − τ∂Md∂M )Φ−1M .
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Define the isometric isomorphism
Π : ΛevT ∗M ⊗FM → Λ+T ∗M ⊗FM , α 7→ 1√
2
(α + τMα)
Note the connection of
Π−1dsignM Π = dMτM + τMdM
with the boundary operator in eq. 5.1.
How in turn is the boundary operator of the odd signature operator related to the
even signature operator? Consider the isometric isomorphism
Ξ : Λ∗T ∗∂M ⊗F∂M → (ΛevT ∗M ⊗FM )|∂M , Ξ(α) := 1
2
(1 + ΓM )(α+ dx1 ∧ α) .
Define ΣM = Π◦Ξ. Hence ΣM (α) = 1√2 (α+ τMα) if α ∈ ΛevT ∗∂M ⊗F∂M is even,
and ΣM (α) =
1√
2
(dx1 ∧ α− iτ∂Mα) if α ∈ ΛodT ∗∂M ⊗F∂M .
We have that
B(dsignM ) = ΣMd
sign
∂M Σ
−1
M .
Furthermore one checks that
z∂M = icM (dx1) = ΣMτ∂MΣ
−1
M .
For the sake of conformity with [LP03], we will use this expression for the boundary
operator in the following. The following definition is motivated by the boundary
conditions considered in [LP03, §6.4].
Definition 5.9. Assume given a orthogonal decomposition Ω∗(2)(∂M,F∂M ) = V ⊕
W with respect to which τ∂M , Γ∂M and Dsign∂M are diagonal. Furthermore assume
that Dsign∂M |V is invertible. Let I be a bounded operator on Ω∗(2)(∂M,F∂M ) vanishing
on V and whose restriction to W is an involution anticommuting with τ∂M and
commuting with Dsign∂M and Γ∂M .
We call a trivializing operator A of B(dsignM ) symmetric with respect to I if it is
diagonal with respect to the decomposition ΣM (V ) ⊕ ΣM (W ), vanishes on ΣM (V )
and commutes with ΣM I Σ−1M on ΣM (W ).
If A is a symmetric trivializing operator, then the index class
σI(M,FM ) := [DsignM (A)] ∈ K1(A)
is called the (twisted) signature class.
We call the symmetric trivializing operator AI := ΣM I Γ∂MΣ−1M the canonical
symmetric trivializing operator of B(dsignM ) with respect to I.
Note that any symmetric bounded operator that is diagonal with respect to the
decomposition ΣM (V ) ⊕ ΣM (W ), vanishes on ΣM (V ), anticommutes with Dsign∂M
and commutes with I is a symmetric trivializing operator.
As in Lemma 5.2 one shows:
Lemma 5.10. The twisted signature class σI(M,FM ) does not depend on the
choice of the symmetric trivializing operator.
Proof. First we outline the general vanishing argument we are using: Consider a
selfadjoint Fredholm operator D on a countably generated ungraded Hilbert C∗-
module H . Assume given a unital homomorphism ρ : C1 → B(H) such that
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ρ(σ) anticommutes with D. We define the even homomorphism ρ : C1 → B(H ⊗
C1), ρ(σ) = ρ(σ)σ. Then ρ(σ) anticommutes with σD. Hence
[σD] ∈ Im(j∗ : KK0(C1,A⊗ C1)→ KK0(C,A⊗ C1)) = 0 .
Thus [D] = 0. (Note that the definition of Kasparov modules for unbounded
Fredholm operators in [W07, Def. 2.4], which is the basis for our discus-
sion, contains a sign error: In the odd case, instead of [D, ρ(b)] it should read
(Dρ(b)− (−1)deg bρ(b)D) for b homogeneous.)
We consider the operator D := (DsignZ − c(dx1)(χ0A0 + χ1A1))|W˜ on H := W˜
defined as in Lemma 5.2 with the obvious changes. Let ρ : C1 → B(W˜ ) be the
unital homomorphism defined by ρ(σ) = ΣM I Σ−1M . Since ρ(σ) anticommutes
with cM (dx1) = −iΣMτ∂MΣ−1M , it also anticommutes with D. Thus the class
[D] ∈ KK1(C,A) vanishes. 
Lemma 5.11. Let Ω∗(2)(∂M,F∂M ) = V ⊕W be an orthogonal decomposition and
let Ij , j = 0, 1 be an involution on W such that σIj (M,FM ) is well-defined. Let
E+ be the positive and E− the negative eigenspace of τ∂M on W . We identify E−
with E+ using the isomorphism I0 : E− → E+. There is a unitary u on E+ such
that with respect to the decomposition W = E+ ⊕ E−
I1 =
(
0 u∗
u 0
)
.
Assume that union of the spectra of u and u∗ is not equal to S1. Then
σI0(M,FM ) = σI1(M,FM ) .
Proof. Since Dsign∂M commutes with I0 and anticommutes with τ∂M , it holds that
Dsign∂M =
(
0 D
D 0
)
with D = (I0Dsign∂M )|E+ . Furthermore Dsign∂M also commutes with I1. This implies
that Du = u∗D. Let C be a loop in the intersection of the resolvent sets of u
and u∗. We assume that C has winding number one with respect to any point in
the spectra of u and u∗ and that there is a path from the origin to infinity not
intersecting the loop. We can define
a = −i log(u) = − 1
2pi
∫
C
log(λ)(u − λ)−1dλ
using any branch of the logarithm. Then Da = −aD. Define ut = eita and It =(
0 u∗t
ut 0
)
. We get that Dut = u
∗
tD. This in turn implies that Dsign∂M commutes
with It. Analogously Γ∂M commutes with It. Thus the class σIt(M×N,FM⊠FN)
is well-defined. By homotopy invariance it does not depend on t. 
As in the even case one gets:
Proposition 5.12. For j = 0, 1 let Ω∗(2)(∂M,F∂M ) = Vj ⊕Wj be an orthogonal
decomposition and let Ij be an involution on Wj such that σIj (M,FM ) is well-
defined. Assume that V0 = V0 ∩ V1 ⊕ V0 ∩W1 and W0 = W0 ∩ V1 ⊕W0 ∩W1 and
that I0 and I1 restrict to involutions on W0 ∩W1. Let I0 |W0∩W1 and I1 |W0∩W1
fulfill the condition of the previous Lemma. Then
σI0(M,FM ) = σI1(M,FM ) .
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The boundary conditions introduced in the following are a special case of those in
[LP03, §6.4].
Let m = (dimM − 1)/2.
Let VM be the closure of d
∗Ωm(∂M,F∂M ) ⊕ dΩm−1(∂M,F∂M ) ⊕
d∗Ωm+1(∂M,F∂M )⊕ dΩm(∂M,F∂M ) in Ω∗(2)(∂M,F∂M ) and let WM = V ⊥M .
The operators d, d∗, τ∂M act on VM and WM .
We make the following assumption:
Assumption 5.13. The closure of d : Ωm−1(∂M,F∂M ) → Ωm(2)(∂M,F∂M ) has
closed range.
It follows that Ω∗(2)(∂M,F∂M ) = VM ⊕WM and that Dsign∂M is invertible on VM .
Let H∂M ⊂WM be the kernel of the Laplacian ∆∂M restricted to Ωm(2)(∂M,F∂M ).
The Assumption implies that H∂M is a projective A-module. In particular it has
an orthogonal complement.
Denote by H±∂M the positive resp. negative eigenspace of τ∂M restricted to H∂M .
We also make the following assumption, which is not present in [LP03]. In some
of the situations we consider it will be automatically fulfilled. Furthermore it can
always be enforced by a stabilization procedure, see §8.1 for a discussion.
Assumption 5.14. The spaces H±∂M are isomorphic A-modules.
This assumption is equivalent to the assumption that there is a submodule L ⊂
H∂M that is Lagrangian with respect to the skewhermitian form on H∂M induces
by iτ∂M . Let L
⊥ be its orthogonal complement in H∂M . Recall that the definition
of a Lagrangian includes the condition L ⊕ L⊥ = H∂M , which is nontrivial for
C∗-modules.
Let Ω<FM be the closed subspace of WM spanned by forms of degree smaller than
m, and define Ω>FM as the subspace spanned by forms of degree bigger than m.
Let αLM be the involution on WM with positive eigenspace Ω
<
FM ⊕ L and negative
eigenspace Ω>FM ⊕L⊥. Then αLM commutes with D
sign
∂M and Γ∂M and anticommutes
with τ∂M . Thus σ
L(M,FM ) := σαL
M
(M,FM ) is well-defined.
If L1, L2 ∈ H∂M are two Lagrangians, then there is a difference element [L1−L2] ∈
K1(A) and it holds that
σL1(M,FM )− σL2(M,FM ) = [L1 − L2] .
The difference element was described and the statement proven in [LP03, §6.4]
using a different definition of odd index classes (via suspension). For the definition
used here the result follows from [W07, §7-8].
The difference element vanishes for example if L1 and L2 are homotopic through a
path of Lagrangians.
6. Product formula for twisted signature classes – the remaining
cases
In this section we do not make any a priori assumption on the dimensions of M
and N . We assume that the de Rham operators on Ω∗(∂M,F∂M ) and on Ω∗(∂M×
N,F∂M ⊠ FN ) fulfill Assumption 5.5 or 5.13, depending on the dimension of ∂M
resp. ∂M ×N .
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A warning about gradings: We consider the gradings as they arise in §2. In
particular vector bundles can only be graded if the underlying manifold is even-
dimensional. This implies that the chirality operator τ need not be a grading
operator. Also the grading on the product is as defined in §2.
The proof of the following Lemma is analogous to the proof of Lemma 5.6:
Lemma 6.1. It holds that
VM×N = (VM ⊗ Ω∗(2)(N,FN )) ∩ VM×N ⊕ (WM ⊗ Ω∗(2)(N,FN )) ∩ VM×N
WM×N = (VM ⊗ Ω∗(2)(N,FN )) ∩WM×N ⊕ (WM ⊗ Ω∗(2)(N,FN )) ∩WM×N .
If the dimension of M ×N is even, then the operator Dbd∂M×N respects the decom-
positions on the right hand side and is invertible on VM ⊗ Ω∗(2)(N,FN ).
If the dimension ofM×N is odd, then an analogous statement holds for the operator
Dsign∂M×N .
The definition of the space VN , which appears in the statement of the follow-
ing lemma, is the analogue of the definition of VM for the de Rham operator on
Ω∗(N,FN ).
Lemma 6.2. (1) If M ×N is odd-dimensional, then
H∂M×N ⊂WM ⊗ Ω∗(2)(N,FN ) .
(2) If M is odd-dimensional, then
H∂M⊗Ω∗(2)(N,FN ) = (H∂M⊗Ω∗(2)(N,FN ))∩VM×N⊕(H∂M⊗Ω∗(2)(N,FN ))∩WM×N .
Furthermore
(H∂M ⊗ Ω∗(2)(N,FN )) ∩ VM×N = H∂M ⊗ VN .
In particular
VM×N = (H∂M ⊗ Ω∗(2)(N,FN )) ∩ VM×N ⊕ (H⊥∂M ⊗ Ω∗(2)(N,FN )) ∩ VM×N ,
WM×N = (H∂M ⊗ Ω∗(2)(N,FN )) ∩WM×N ⊕ (H⊥∂M ⊗ Ω∗(2)(N,FN )) ∩WM×N .
Proof. 1) It is straight-forward to check that VM ⊗ Ω∗(2)(N,FN ) is orthogonal to
H∂M×N .
2) Let α ∈ H∂M , β ∈ Ωk(N,FN ). We only consider the case where N is even-
dimensional and k = dimN/2 and leave the other cases to the reader. By the pre-
vious Lemma α∧β = dω1+d∗ω2+ω3, where ω1, ω2 ∈ VM×N and ω3 ∈ WM×N . Note
that d∗ω1 = 0, dω2 = 0. It follows that d(α ∧ β) = dd∗ω2 = ∆ω2 ∈ VM×N . Thus
ω2 = (−1)dim∂M/2∆−1(α∧dβ). It holds that ∆∂Mω2 = (−1)dim∂M/2∆−1(∆∂Mα∧
dβ) = 0. Thus ω2 ∈ Ker∆∂M = H∂M ⊗ Ω∗(2)(N,FN ). In a similar way one con-
cludes that ω1 ∈ H∂M ⊗ Ω∗(2)(N,FN ). This implies the first equality. Clearly
dω1 ∈ H∂M ⊗ dΩk−1(N,FN ) and d∗ω1 ∈ H∂M ⊗ d∗Ωk+1(N,FN ). Thus if ω3 = 0,
then α ∧ β ∈ H∂M ⊗ VN .
In order to show that H∂M ⊗ VN ⊂ VM×N it is enough to check that H∂M ⊗ VN is
orthogonal to WM×N , which is straight-forward.
The last two equations follow from the first in an elementary way. 
Now we prove the product formula in the remaining three cases. The general
strategy is as in the proof of Theorem 5.7.
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6.1. M is even-dimensional and N is odd-dimensional. We require that As-
sumption 5.5 holds for the de Rham operator on Ω∗(∂M,F∂M ) and Assumption
5.13 holds for the de Rham operator on Ω∗(∂M ×N,F∂M ⊠ FN ).
Lemma 6.2 implies that the involution αMτ∂M ⊗ΓNτN restricts to an involution on
H∂M×N . Furthermore it anticommutes with τ∂M×N = −iτ∂MΓ∂MτN . We define
the Lagrangian L ⊂ H∂M×N to be its positive eigenspace. (Thus Assumption 5.14
is fulfilled as well.)
Proposition 6.3. It holds that
σ(M,FM )⊗ σ(N,FN ) = σL(M ×N,FM ⊠ FN ) ∈ K1(A⊗ B) .
Proof. We have that
τM×N = τMΓMτN = ΓMτMτN .
First assume that M is closed.
By the description of the Kasparov product in §3,
[DsignM + τMDsignN ] = [DsignM ]⊗ [DsignN ] ∈ KK1(C,A⊗ B) .
The operator DsignM + τMDsignN acts on Ω∗(2)(M,FM )⊗ Ω+(2)(N,FN ). Let
Θ : Ω∗(2)(M,FM )⊗ Ω+(2)(N,FN )→ Ω+(2)(M ×N,FM ⊠ FN )
be the isomorphism that equals 1⊗ΓN from (1−ΓMτM )Ω∗(M,FM )⊗Ω+(N,FN ) to
(1−ΓMτM )Ω∗(M,FM )⊗Ω−(N,FN ) and the identity on (1+ΓMτM )Ω∗(M,FM )⊗
Ω+(N,FN ).
Then
[DsignM + τMDsignN ] = [Θ(DsignM + τMDsignN )Θ−1] = [DsignM + τMΘDsignN Θ−1] .
For α ∈ (1− ΓMτM )Ω∗(M,FM ), β ∈ Ω−(N,FN )
ΘDsignN Θ−1(α ∧ β) = −α ∧ (dN + τNdNτN )β .
Note that the restrictions of ΓMτM and τN to Ω
+(M × N,FM ⊠ FN ) agree. We
have that
τMΘDsignN Θ−1
=
1
2
ΓMτN
(
(1 + τN )(1 ⊗ (dN + τNdNτN )) − (1− τN )(1 ⊗ (dN + τNdNτN ))
)
= ΓM ⊗ (dN + τNdNτN ) .
Thus
DsignM×N = DsignM + τMΘDsignN Θ−1
and therefore
[DsignM ]⊗ [DsignN ] = [DsignM×N ] .
Now let M be a manifold with boundary.
Recall the quantities indexed by M , as αM , VM , WM , which were defined in §5.1.
Furthermore Ψ,Γ2 are as in §4.1.
Define the involution
α˜M := (Σ
−1
M×N ◦Θ ◦Ψ)(Γ2ΦMαMΦ−1M )(Σ−1M×N ◦Θ ◦Ψ)−1
on
W˜M = (Σ
−1
M×N ◦Θ ◦Ψ)
(
(ΦM (WM )⊕ ΦM (WM ))⊗ Ω+(2)(N,FN )
)
.
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Set
V˜M = (Σ
−1
M×N ◦Θ ◦Ψ)
(
(ΦM (VM )⊕ ΦM (VM ))⊗ Ω+(2)(N,FN )
)
and let W˜±M ⊂ W˜M be the positive resp. negative eigenspace of α˜M .
Sublemma 6.4. (1) It holds that
V˜M = VM ⊗ Ω∗(2)(N,FN )
W˜M =WM ⊗ Ω∗(2)(N,FN )
and that α˜M = αMτ∂M ⊗ ΓNτN .
(2) The operator α˜M commutes with Dsign∂M×N and Γ∂M×N and anticommutes
with τ∂M×N and αM×N .
Proof. Let α1, α2 ∈ Λ∗T ∗∂M ⊗F∂M and β ∈ ΛevT ∗N ⊗FN .
We have that
(Σ−1M×N ◦Θ ◦Ψ)
(
(ΦM (α1),ΦM (α2)) ∧ (β + τNβ)
)
=
1√
2
(Σ−1M×N ◦Θ)
(
(dx1 ∧ α1 + τM (dx1 ∧ α1)− iα2 + iτM (α2)) ∧ (β + τNβ)
)
.
Assume now that α1, α2 ∈ ΛevT ∗∂M ⊗F∂M . Then the previous expression equals
1√
2
Σ−1M×N
(
(dx1 ∧ α1 + τM (dx1 ∧ α1)− iα2 + iτM (α2)) ∧ (β − τNβ)
)
= −(τ∂Mα1 + α1) ∧ τNβ + i(τ∂Mα2 − α2) ∧ β .
If α1, α2 ∈ ΛodT ∗∂M ⊗F∂M , then it equals
1√
2
Σ−1M×N
(
(dx1 ∧ α1 + τM (dx1 ∧ α1)− iα2 + iτM (α2)) ∧ (β + τNβ)
)
= (α1 + τ∂Mα1) ∧ β + i(τ∂Mα2 − α2) ∧ τNβ .
Thus the image of (α,−iτ∂Mα) ∧ (β + τNβ) under Σ−1M×N ◦Θ ◦Ψ ◦ (ΦM ⊕ ΦM )
equals −2τ∂Mα∧τNβ if α ∈ ΛevT ∗∂M ⊗F∂M , and 2α∧β if α ∈ ΛodT ∗∂M ⊗F∂M .
The image of (α, iτ∂Mα) ∧ (β + τNβ) equals −2α ∧ τNβ if α ∈ ΛevT ∗∂M ⊗ F∂M ,
and 2τ∂Mα ∧ β if α ∈ ΛodT ∗∂M ⊗F∂M .
The first part of Sublemma 6.4 follows.
We define v1(α, β) as the image of (α,−iα) ∧ (β + τNβ) under
Σ−1M×N ◦Θ ◦Ψ ◦ (ΦM ⊕ ΦM ), and v2(α, β) as the image of (α, iα) ∧ (β + τNβ).
The space Σ−1M×NW˜
+
M is spanned by the set
{v1(α, β), v2(τ∂Mα, β) | α ∈ Ω<FM , β ∈ Ωev(2)(N,FN )} .
For Σ−1M×NW˜
−
M an analogous statement holds with > instead of <.
If α ∈ ΛevT ∗∂M ⊗F∂M , then
v1(α, β) = −(τ∂Mα+ α) ∧ τNβ − (α− τ∂Mα) ∧ β
v2(τ∂Mα, β) = (τ∂Mα+ α) ∧ β + (τ∂Mα− α) ∧ τNβ .
If α ∈ ΛodT ∗∂M ⊗F∂M , then
v1(α, β) = (α+ τ∂Mα) ∧ β − (α − τ∂Mα) ∧ τNβ
v2(τ∂Mα, β) = −(α+ τ∂Mα) ∧ τNβ + (τ∂Mα− α) ∧ β .
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Using these equations one checks that W˜±M is the positive resp. negative eigenspace
of the involution αMτ∂M ⊗ΓNτN . Thus we get the third equation. From eq. 5.3 it
follows that Dsign∂M×N commutes with α˜M . 
We set I := α˜M . By the Sublemma σI(M ×N,FM ⊠ FN) is well-defined.
The involutions αM×N and α˜M restrict to involutions on W˜M ∩WM×N . By Lemma
6.1 we can apply Prop. 5.12, which yields
σL(M ×N,FM ⊠ FN ) = σI(M ×N,FM ⊠ FN ) .
The canonical symmetric trivializing operator of B(dsignM ) with respect to αM is
AM = iΦM (αMτ∂M )Φ
−1
M . Then AˆM = Ψ(iΓ1(ΦMαMτ∂MΦ
−1
M ))Ψ
−1. Since AˆM
commutes with Ψ(Γ2(ΦMαMΦ
−1
M ))Ψ
−1, the operator ΘAˆMΘ−1 is a symmetric triv-
ializing operator for α˜M . We get that
[DsignM (AM )]⊗ [DN ] = [(DsignM + τMDsignN )cyl(AˆM )]
= [Dsign,cylM×N (ΘAˆMΘ−1)]
= σI(M ×N,FM ⊠ FN ) .

6.2. M is odd-dimensional and N is even-dimensional. We require that As-
sumptions 5.13 and 5.14 hold for the de Rham operator on Ω∗(∂M,F∂M ). The de
Rham operator on Ω∗(∂M ×N,F∂M ⊠ FN ) is only required to fulfill Assumption
5.13.
The module H∂M×N decomposes into a direct sum of the projective A⊗B-modules
Hk,l∂M×N := H∂M×N ∩ (Ωk(∂M,F∂M )⊗ Ωl(N,FN )) .
The module Hk,l∂M×N is only nontrivial if k + l = (dim ∂M + dimN)/2.
Let k = (dim ∂M)/2, l = (dim ∂N)/2. Then
Hk,l∂M×N ∼= H∂M ⊗ (Ker∆N ∩ Ωl(N,FN )) .
Thus any Lagrangian L ∈ H∂M defines a Lagrangian in Hk,l∂M×N . From this and
Lemma 6.2 (1) it follows that the involution αLM ⊗ΓN restricts to an involution on
H∂M×N .
Define the Lagrangian L⊗ ⊂ H∂M×N as the positive eigenspace of the involution
αLM ⊗ΓN restricted to H∂M×N . (Note that the existence of this Lagrangian implies
that Assumption 5.14 is fulfilled.)
By construction
α
L⊗
M×N |H∂M×N = αLM ⊗ ΓN |H∂M×N .
Proposition 6.5. It holds that
σL(M,FM )⊗ σ(N,FN ) = σL⊗(M ×N,FM ⊠ FN) ∈ K1(A⊗ B) .
Proof. We have that τM×N = τMτN .
First assume that M is closed.
By §3
[τNDsignM +DsignN ] = [DsignM ]⊗ [DsignN ] ∈ KK1(C,A⊗ B) .
The operator τNDsignM +DsignN acts on Ω+(2)(M,FM )⊗ Ω∗(2)(N,FN ).
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Let
Θ : Ω+(2)(M,FM )⊗ Ω∗(2)(N,FN )→ Ω+(2)(M ×N,FM ⊠ FN )
be the isomorphism that equals ΓM from Ω
+(M,FM )⊗Ω−(N,FN ) to Ω−(M,FM )⊗
Ω−(N,FN ) and the identity on Ω+(M,FM ) ⊗ Ω+(N,FN ). Note that ΓMDsignN =
ΘDsignN Θ−1.
The signature operator on Ω+(2)(M ×N,FM ⊠ FN) fulfills
DsignM×N = τMΘDsignM Θ−1 + ΓMDsignN = Θ(τNDsignM +DsignN )Θ−1 .
Thus
[τNDsignM +DsignN ] = [DsignM×N ] .
Now let M be a manifold with boundary.
Define the involution
α˜LM = (Σ
−1
M×N ◦Θ ◦ ΣM )(αLM ⊗ τN )(Σ−1M×N ◦Θ ◦ ΣM )−1
on
W˜M = (Σ
−1
M×N ◦Θ ◦ ΣM )(WM ⊗ Ω∗(2)(N,FN ))
and set
V˜M = (Σ
−1
M×N ⊗Θ ◦ ΣM )(VM ⊗ Ω∗(2)(N,FN )) .
Furthermore let W˜±M be the positive resp. negative eigenspace of α˜
L
M .
Compare the following sublemma with Sublemma 6.4.
Sublemma 6.6. (1) It holds that
V˜M = VM ⊗ Ω∗(2)(N,FN )
W˜M =WM ⊗ Ω∗(2)(N,FN )
and
α˜LM = α
L
M ⊗ ΓN .
(2) The operator α˜LM commutes with Γ∂M×N , α
L⊗
M×N and Dsign∂M×N and anticom-
mutes with τ∂M×N .
Proof. For α ∈ Ωev(∂M,FM ), β ∈ Ω∗(N,FN )
(Σ−1M×N ◦Θ)(ΣM (α) ∧ (β ± τNβ)) =
1√
2
(Σ−1M×N ◦Θ)((α + τMα) ∧ (β ± τNβ))
=
1√
2
Σ−1M×N ((α± τMα) ∧ (β ± τNβ)) .
For α ∈ Ωod(∂M,FM ), β ∈ Ω∗(N,FN )
(Σ−1M×N ◦Θ)(ΣM (α) ∧ (β ± τNβ)) =
1√
2
(Σ−1M×N ◦Θ)((dx1 ∧ α− iτ∂Mα) ∧ (β ± τNβ))
=
1√
2
Σ−1M×N ((dx1 ∧ α∓ iτ∂Mα) ∧ (β ± τNβ)) .
In both cases this equals α∧ (β± τNβ) if β ∈ Ωev(N,FN ) and ±iτ∂Mα∧ (β± τNβ)
if β ∈ Ωod(N,FN ). (These statements hold true if we choose the sign above resp.
below everywhere.)
Thus
W˜+M = (Ω
<
FM ⊕ L)⊗ Ωev(2)(N,FN )⊕ (Ω>FM ⊕ L⊥)⊗ Ωod(2)(N,FN )
W˜−M = (Ω
<
FM ⊕ L)⊗ Ωod(2)(N,FN )⊕ (Ω>FM ⊕ L⊥)⊗ Ωev(2)(N,FN ) .
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It follows that W˜±M is the positive resp. negative eigenspace of the involution
αLM⊗ΓN . Eq. 5.3 implies that the involution commutes with the signature operator
on the boundary Dsign∂M×N . It clearly commutes with αL⊗M×N and anticommutes with
τ∂M×N = τ∂MτN . 
We write I = α˜LM . By the Sublemma σI(M ×N,FM ⊠FN ) is well-defined. Using
Lemma 6.1 and Lemma 6.2 one checks that αM×N and α˜LM restrict to involutions
on W˜M ∩WM×N . By Prop. 5.12
σI(M ×N,FM ⊠ FN ) = σ(M ×N,FM ⊠ FN ) .
Let AM be the canonical symmetric trivializing operator for B(d
sign
M ) with respect
to αLM . Then AˆM = ΣM (α
L
MΓ∂M )Σ
−1
M . From the calculations in the proof of the
Sublemma it also follows that
(Σ−1M×N ⊗Θ ◦ ΣM )Γ∂MτN (Σ−1M×N ⊗Θ ◦ ΣM )−1 = Γ∂MτN .
Hence
(Σ−1M×N ◦Θ)AˆM (Σ−1M×N ◦Θ)−1 = α˜LMΓ∂MτN .
Since α˜LMΓ∂MτN anticommutes with Dsign∂M×N and commutes with α˜LM , the operator
ΘAˆMΘ
−1 is a symmetric trivializing operator of B(dsignM×N ) with respect to I = α˜LM .
Thus
σI(M ×N,FM ⊠ FN ) = [DsignM×N (τNΘAˆMΘ−1)] .
Arguing as in the closed case we have that
σL(M,FM )⊗ σ(N,FN ) = [DsignM (AM )]⊗ [DsignN ]
= [(τNDsignM +DsignN )cyl(AˆM )]
= [(DsignM×N )cyl(ΘAˆMΘ−1)] .

6.3. M,N are odd-dimensional. Let Assumptions 5.13 and 5.14 hold for the de
Rham operator on Ω∗(∂M,F∂M ) and Assumption 5.5 for the de Rham operator on
Ω∗(∂M ×N,F∂M ⊠ FN ). Let L ⊂ H∂M be a Lagrangian.
Proposition 6.7. It holds that
2σL(M,FM )⊗ σ(N,FN ) = σ(M ×N,FM ⊠ FN ) ∈ K0(A⊗ B) .
Proof. We have that
τM×N = −iτMΓMτN .
First let M be closed. In the following we will denote by DsignM |X the closure
of dM + τMdMτM acting on X ⊂ Ω∗(2)(M,FM ). Without specification DsignM is
understood to act on the space Ω+(2)(M,FM ), as before. The same applies to DsignN .
We may identify Ω+(2)(M,FM ) ⊕ Ω+(2)(M,FM ) with Ω∗(2)(M,FM ) by applying the
isomorphism ΓM : Ω
+
(2)(M,FM )→ Ω−(2)(M,FM ) to the second summand.
From §4.3 we get that Γ1 = τM ,Γ2 = iτMΓM and then from §3
[DsignM ]⊗ [DsignN ] = [(DsignM + iτMΓMDsignN )|Ω∗
(2)
(M,FM)⊗Ω+(2)(N,FN)] .
Here the grading operator on Ω∗(2)(M,FM )⊗ Ω+(2)(N,FN ) is −iΓ1Γ2 = ΓM .
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Define the isometric isomorphism
Θ :
(
Ω∗(2)(M,FM )⊗ Ω+(2)(N,FN )
)2 → Ω∗(2)(M ×N,FM ⊠ FN) ,
Θ(ω1, ω2) = ω1 + ΓNω2 .
On Ω∗(2)(M ×N,FM ⊠ FN)
Θ(DsignM + iτMΓMDsignN )Θ−1 = DsignM + iτMΓMτNDsignN
= DsignM − τM×NDsignN .
Hence
2[DsignM ]⊗ [DsignN ] = [(DsignM − τM×NDsignN )|Ω∗(2)(M×N,FM⊠FN )] .
In order to compare the latter class with the signature class we define a unitary
operator Z on Ω∗(2)(M ×N,FM ⊠ FN) by
Z(α ∧ β) = 1√
2
(α ∧ β + τM×N (ΓMα ∧ β))
for α ∈ Ω∗(2)(M,FM ), β ∈ Ω∗(2)(N,FN ). Then
ZΓMZ−1 = τM×N .
Furthermore for α ∈ Ωev(M,FM ), β ∈ Ω∗(N,FN )
1√
2
Z(dsignM − τM×NdsignN )Z−1(α ∧ β + τM×N (α ∧ β))
= Z((dsignM − τM×NdsignN )(α ∧ β))
=
1√
2
(
dsignM α ∧ β − τM×N (dsignM α ∧ β) + dsignN (α ∧ β)− τM×NdsignN (α ∧ β)
)
=
1√
2
(
dsignM α ∧ β − idsignM (τMα ∧ τNβ) + dsignN (α ∧ β) + iτMα ∧ dsignN τNβ
)
=
1√
2
(dsignM + ΓMd
sign
N )
(
α ∧ β + τM×N (α ∧ β)
)
=
1√
2
dsignM×N (α ∧ β + τM×N (α ∧ β)) .
The last equation follows from eq. 5.3. It follows that
dsignM×N = Z(dsignM − τM×NdsignN )Z−1
as an operator from Ω+(M ×N,FM ⊠ FN ) to Ω−(M ×N,FM ⊠FN ). Since both
sides of the equation are essentially selfadjoint, the equation holds on Ω∗(M ×
N,FM ⊠ FN). Hence in the closed case
2[DsignM ]⊗ [DsignN ] = [DsignM×N ] ∈ K0(A⊗ B) .
Now let M be a manifold with boundary. The isomorphism Ψ defined in §4.3 is
here a map from (Λ+T ∗M ⊗FM )|∂M ⊠ (Λ+T ∗N ⊗FN ) to (ΛevT ∗M ⊗FM )|∂M ⊠
(Λ+T ∗N ⊗FN ) given by
Ψ(ω) =
1√
2
(ω + ΓMω) .
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We define the isomorphism Ψ from
(
(Λ∗T ∗∂M ⊗ F∂M ) ⊠ (Λ+T ∗N ⊗ FN)
)2
to(
Λ∗T ∗(M ×N)⊗ (FM ⊠ FN )
)|∂M×N by
Ψ(ω1, ω2) = Θ
(
(Ψ ◦ ΣM )(ω1), (Ψ ◦ ΣM )(ω2)
)
=
1√
2
(
ΣM (ω1) + ΓMΣM (ω1) + ΓNΣM (ω2) + ΓM×NΣM (ω2)
)
.
We set
W˜M = (Φ
−1
M×N ◦ Z ◦Ψ)
(
(WM ⊕WM )⊗ Ω+(2)(N,FN )
)
,
V˜M = (Φ
−1
M×N ◦ Z ◦Ψ)
(
(VM ⊕ VM )⊗ Ω+(2)(N,FN )
)
and
α˜LM = (Φ
−1
M×N ◦ Z ◦Ψ)(αLMΓ∂M ⊕ αLMΓ∂M )(Φ−1M×N ◦ Z ◦Ψ)−1 .
The following sublemma is similar to Sublemma 5.8.
Sublemma 6.8. (1) It holds that
V˜M = VM ⊗ Ω∗(2)(N,FN )
W˜M =WM ⊗ Ω∗(2)(N,FN )
an that α˜LM = −αLM .
(2) The operator α˜LM anticommutes with Dbd∂M×N and τ∂M×N and commutes
with αM×N .
Proof. Let α1, α2 ∈ Ωev(∂M,FM ), β1, β2 ∈ Ω+(N,FN ) and set ω := α1∧β1+α2∧
ΓNβ2. We have that
(Φ−1M×N ◦ Z ◦Ψ)(α1 ∧ β1, α2 ∧ β2).
= (Φ−1M×N ◦ Z)(ω)
=
1√
2
Φ−1M×N (ω + τM×N (ω))
= τ∂M×N (ω) .
For (dim ∂M)/2 even L ⊂ Ωev(∂M,FM ). If α1, α2 ∈ L, then τ∂M×N (ω) ∈ L⊥ ⊗
Ω∗(N,FN ).
For α1, α2 ∈ Ωod(∂M,FM ), β1, β2 ∈ Ω+(N,FN ) and ω as before we have that
(Φ−1M×N ◦ Z ◦Ψ)(α1 ∧ β1, α2 ∧ β2).
= (Φ−1M×N ◦ Z)(dx1 ∧ ω)
=
1√
2
Φ−1M×N (dx1 ∧ ω + τM×N (dx1 ∧ ω))
= ω .
If (dim ∂M)/2 is odd and α1, α2 ∈ L ⊂ Ωod(∂M,FM ), then ω ∈ L⊗ Ω∗(N,FN ).
From this one deduces (1). Hence α˜LM anticommutes with τ∂M×N = Γ∂Mτ∂MτN
and commutes with d∂M×N . By Lemma 6.2 the operator αM×N is diagonal with
respect to the decomposition H∂M ⊗Ω∗(2)(N,FN )⊕H⊥∂M ⊗Ω∗(2)(N,FN ). Using this
one gets (2). 
We set I = α˜LM . By the Sublemma σI(M×N,FM⊠FN) is well-defined. Lemma 6.1
and Lemma 6.2 imply that αM×N and α˜LM restrict to involutions on W˜M ∩WM×N .
By Prop. 5.4 we get that
σI(M ×N,FM ⊠ FN ) = σ(M ×N,FM ⊠ FN ) .
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Let ALM be the canonical symmetric trivializing operator for B(d
sign
M ) with respect
to αLM .
By definition AˆLM = (Ψ ◦ ΣM )(αLMΓ∂M )(Ψ ◦ ΣM )−1. Hence
(Φ−1M×N ◦ Z ◦Θ)(AˆLM ⊕ AˆLM )(Φ−1M×N ◦ Z ◦Θ) = α˜LM .
Thus
2[DsignM (ALM )]⊗ [DsignN ] = [DsignM×N
(
(Z ◦Θ)(AˆLM ⊕ AˆLM )(Z ◦Θ)−1
)
]
= [DsignM×N (ΦM×N α˜LMΦ−1M×N )]
= σIopp(M ×N,FM ⊠ FN )
= σI(M ×N,FM ⊠ FN ) .
The first equation follows from the product formula in §4.3. The last equation
follows from eq. 5.2. 
7. Product formula for higher signatures
In the following we give a slight generalization of the previous product formulas,
which also applies to higher signatures.
Let C be unital C∗-algebra and let ϕ : A⊗ B → C be a unital C∗-homomorphism.
There is an induced map ϕ∗ : K∗(A⊗ B)→ K∗(C).
The bundle (FM ⊠ FN)⊗ϕ C is a flat C-vector bundle on M ×N .
The proof of the following theorem is nearly literally as before, if at the right
places one plugs in tensor products ⊗ϕC. Also as before, Assumption 5.14 in the
statement of the theorem will be automatically fulfilled for the de Rham operator
on Ω∗(∂M ×N, (F∂M ⊠ FN)⊗ϕ C) if M ×N is odd-dimensional.
Theorem 7.1. In the following we assume that the respective assumptions (i.e.
Assumption 5.5 resp. Assumptions 5.13 and 5.14, depending on the dimensions
of M and N) hold for the de Rham operators on Ω∗(∂M,F∂M ) and on Ω∗(∂M ×
N, (F∂M ⊠ FN )⊗ϕ C).
(1) If M and N are even-dimensional, then
ϕ∗
(
σ(M,FM )⊗ σ(N,FN )
)
= σ(M ×N, (FM ⊠ FN )⊗ϕ C) .
(2) If M is even-dimensional and N is odd-dimensional and L is the posi-
tive eigenspace of the involution αMτ∂M ⊗ ΓNτN on H∂M×N ⊂ Ω∗(∂M ×
N, (F∂M ⊠ FN)⊗ϕ C), then
ϕ∗
(
σ(M,FM )⊗ σ(N,FN )
)
= σL(M ×N, (FM ⊠ FN )⊗ϕ C) .
(3) If M is odd-dimensional and N is even-dimensional and L ⊂ H∂M is a
Lagrangian, then we can define L⊗ ⊂ H∂M×N as before and get
ϕ∗
(
σL(M,FM )⊗ σ(N,FN )
)
= σL⊗(M ×N, (FM ⊠ FN )⊗ϕ C) .
(4) If M and N are odd-dimensional and L ⊂ H∂M is a Lagrangian, then
2ϕ∗
(
σL(M,FM )⊗ σ(N,FN )
)
= σ(M ×N, (FM ⊠ FN)⊗ϕ C) .
This result applies to higher signatures:
Let M˜ resp. N˜ be a Galois covering of M resp. N and let piM resp. piN be
the group of deck transformations. By definition PM = M˜ ×piM C∗r piM is the
associated Mishenko-Fomenko bundle and σ(M,PM ) is the higher signature class
of M associated to the covering.
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The group piM×N := piM × piN is the decktransformation group with respect to the
covering M˜ × N˜ → M ×N . Let PM×N be the corresponding Mishenko-Fomenko
bundle. There is a canonical unital C∗-homomorphism
ϕ : C∗r piM ⊗ C∗r piN → C∗r (piM×N ) ,
and it holds that
PM×N = (PM ⊠ PN )⊗ϕ C∗r (piM×N ) .
Thus from the previous proposition one gets a product formula for higher signature
classes. In this case (see [LLK02, Lemma 3.1]) Assumption 5.5 is equivalent to the
m-th Novikov Shubin invariant αm(∂M˜) being ∞+, whereas Assumption 5.13 is
equivalent to αm(∂M˜) = αm+1(∂M˜) = ∞+. If the m-th Betti number bm(∂M˜)
vanishes, then H∂M = 0, thus Assumption 5.14 is fulfilled. For products these con-
ditions can be checked by using the product formulas for Novikov-Shubin invariants
[Lu¨02, Theorem 2.55(3)] and L2-Betti numbers [Lu¨02, Theorem 1.35(4)]. Examples
for which the conditions are fulfilled can be found in [LLP00, p. 563].
In a similar way the product formula applies to twisted higher signatures as
studied in [LP99]. In [LP99, §2] examples were given where the Laplacian
on Ω∗(∂M,F∂M ⊗ϕ C) is invertible. This implies that also the Laplacian on
Ω∗(∂M × N, (F∂M ⊠ FN ) ⊗ϕ C) is invertible, thus the conditions of the theorem
are fulfilled.
Product formulas for geometric invariants are relevant for the following question:
Assume that M1,M2 are non-isomorphic elements in a suitable category (topo-
logical spaces up to homotopy/homeomorphism, manifolds up to diffeomorphism,
manifolds with boundary up to homotopy/homeomorphism/diffeomorphism etc.).
Under which conditions on a closed manifold N does it follow that are M1 × N ,
M2 × N not isomorphic? See the motivating examples for the definition of the
higher ρ-invariants given in [We99].
By applying the homotopy invariance result of [LLP00] (which was proven there
using different boundary conditions; see the end of §8.2 for the justification of using
it here) we obtain the following corollary, which for simplicity we only formulate in
the even-dimensional case and only for universal coverings:
Corollary 7.2. Let M1,M2 be orientable even-dimensional manifolds with bound-
ary having the same fundamental group piM . Let N be an orientable even-
dimensional closed manifold with fundamental group piN . Assume that the higher
signature classes of M1,M2,M1 ×N,M2 ×N are well-defined (with respect to the
universal coverings).
If the higher signature classes of M1,M2 do not agree up to sign in K0(C
∗
r piM )⊗Q
and the higher signature class of N does not vanish in K0(C
∗
rpiN )⊗Q, then M1×N
is not homotopic to M2 ×N as a manifold with boundary.
The non-vanishing of higher signature classes for manifolds with boundary can
be proven by using the higher Atiyah-Patodi-Singer index theorem of Leichtnam-
Piazza, see [LLP00] and references therein.
The example in [LLP00, p. 624 f.] illustrates the corollary. While no detailed argu-
ment was given there, for the calculation of the relevant higher signatures a product
formula for Chern characters and η-forms might have been used. Alternatively one
may use the above product formula.
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8. Further remarks
8.1. Stabilization in the odd case. Let dimM = 2m+ 1.
We sketch the stabilization trick and derive product formulas if Assumption 5.13
holds for the de Rham operator on Ω∗(∂M,F∂M ) but Assumption 5.14 does not
hold. The stabilization comes at a price: We need to require that Assumption
5.5 holds for the de Rham operator on Ω∗(N,FN ) if N is odd-dimensional and
Assumption 5.13 if N is even-dimensional. If N is odd-dimensional, it follows that
the signature class σ(N,FN ) vanishes. This is already suggested by the product
formula in Prop. 6.7, where the left hand side depends on a Lagrangian while the
right hand side is not. If N is even-dimensional, it follows that HN := Ker∆N ∩
Ω(dimN)/2(N,FN ) is a projective B-module.
The construction relies on the concept of “stable” Lagrangians [LLP00, §3]. While
clearly inspired by it, our stabilization procedure differs from the one in [LP03] and
avoids the additional choice of a submodule as specified in [LP03, Prop. 11].
Let X be an odd-dimensional manifold with boundary and assume that the middle
degree homology H of ∂X is non-zero. Let FX = Ak. Then H∂X = H ⊗ Ak. If
L0 ∈ H is a Lagrangian, then σL0⊗Ak(X,FX) = 0. For the following choose a
trivialization H = C2n, where C2n is endowed with the standard skewhermitian
form (which is induced by the standard symplectic form on IR2n).
Consider the disjoint union M ∪ X . Let k be large enough such that there is a
Lagrangian L ⊂ H∂M ⊕A2nk. The existence follow from [LLP00, Lemma 3.4] since
[Dsign∂M ] = 0 by the bordism invariance of the index. We define
σL(M,FM ) := σL(M ∪X,FM ∪ FX) .
It is often useful to choose X with dimension different from M , see below. Thus
the right hand side requires a straightforward extension of the definition of the
signature class to accommodate for components of differing dimension.
One checks that the definition makes sense. It does not depend on the choice of X
nor of the trivialization H ∼= C2n, only on the choice of L in H∂M ⊕A2nk. There is
a stabilization argument (see [LLP00, §3]) which allows to make the construction
independent of the choice of n, k as well.
In order to get the product formula we use X := [0, 1] for the definition of the
signature class of (M,FM ). The homology of ∂X is isomorphic to C2, which we
endow with the standard skewhermitian form. We identify C2 ⊗F∂X with A2k.
Now we apply the product formula to σL(M ∪ X,FM ∪ FX). The additional as-
sumption on N implies that the de Rham operator on Ω∗(∂(X × N),F∂X ⊠ FN)
fulfills Assumption 5.5 if N is odd-dimensional and Assumption 5.13 if N is even-
dimensional. This is clearly necessary for the application of the product formula.
We used that ∂(X ×N) = N ∪N .
Before we can formulate the result we need an additional definition for N even-
dimensional: Let L ⊂ H∂M⊕A2k be a Lagrangian. Then L⊗ ∈ H∂M×N⊕A2k⊗HN .
Since HN is projective, we may embed HN into Bj for j large enough. Let V be
the orthogonal complement of HN in Bj and let L0 ∈ C2 be a Lagrangian. We
define the Lagrangian
L˜⊗ = L⊗ ⊕ L0 ⊗Ak ⊗ V ⊂ H∂M×N ⊕A2k ⊗ Bj .
Proposition 8.1. Let M be odd-dimensional and let Assumption 5.13 hold for the
de Rham operator on Ω∗(∂M,F∂M ).
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(1) Let N be odd-dimensional, and let Assumption 5.5 hold for the de Rham
operator on Ω∗(N,FN ). Then σ(N,FN ) = 0 and σ(M ×N,FM⊠FN) = 0.
(2) Let N be even-dimensional, and let Assumption 5.13 hold for the de Rham
operator on Ω∗(∂M × N,F∂M ⊠ FN ) and for the de Rham operator on
Ω∗(N,FN ). Then
σL(M,FM )⊗ σ(N,FN ) = σL˜⊗(M ×N,FM ⊠ FN) ∈ K1(A⊗ B) .
We leave it to the reader to formulate a generalization of the proposition involving
tensor products as in §7.
Proof. (1) If Assumption 5.5 holds, then there is a trivializing operator for DsignN .
Thus its index vanishes. Choose a Lagrangian L ⊂ H∂M ⊕A2k. We get that
0 = σL(M ∪X,FM ∪ FX)⊗ σ(N,FN )
= σ((M ∪X)×N, (FM ∪ FX)⊠ FN )
= σ(M ×N,FM ⊠ FN ) + σ(X ×N,FX ⊠ FN )
= σ(M ×N,FM ⊠ FN ) .
Here the second equality follows from Prop. 6.7.
(2) From the definition of σL(M,FM ) from above and Prop. 6.5 we get that
σL(M,FM )⊗ σ(N,FN ) = σL⊗((M ∪X)×N, (FM ∪ FX)⊠ FN ) .
We consider the manifold Y := (M × N) ∪ (X × N) ∪ X and the bundle FY :=
(FM ⊠ FN ) ∪ (FX ⊠ FN) ∪ (FX ⊗ Bj) on Y .
We define Lagrangians L1, L2 ⊂ H∂M×N ⊕ (A2k ⊗HN )⊕ (A2k ⊗ Bj) by
L1 = {(x, y, z) | (x, y) ∈ L⊗, z ∈ L0 ⊗Ak ⊗ Bj}
L2 = {(x, y, z) | (x, z) ∈ L˜⊗, y ∈ L0 ⊗Ak ⊗HN}
It holds that
σL1(Y,FY ) = σL⊗((M ∪X)×N, (FM ∪ FX)⊠ FN)
and, by definition, that
σL2(Y,FY ) = σL˜⊗(M ×N,FM ⊠ FN) .
It remains to calculate [L1 − L2].
Note that L2 is constructed from L1 by interchanging the last two coordinates on
the subspace H∂M×N ⊕ (A2k ⊗HN )⊕ (A2k ⊗HN ). Let U(t) be the unitary which
equals the identity on H∂M×N ⊕ (A2k⊗HN )⊕ (A2k⊗V ) and on H∂M×N ⊕ (A2k⊗
HN )⊕ (A2k ⊗HN ) equals
 1 0 00 e2it cos(t) sin(t)
0 −e2it sin(t) cos(t)

 .
Then U(t)L1 is a path of Lagrangians with U(0)L1 = L1 and U(
pi
2 )L1 = L2. Thus
[L1 − L2] = 0. 
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8.2. Normalization and homotopy invariance for higher signatures. For
the proof of the homotopy invariance of the higher signatures in [LLP00] the nor-
malization of [HS92] of the signature operator and the grading was used. We
recall it here: In the even case define Dα = ipdα for α ∈ Ωp(M,PM ) and set
dsign,HSM := D + D
∗. Define the grading operator τHSM by τ
HS
M α = i
−p(n−p) ∗α,
where ∗ is the (standard) Hodge duality operator. (It differs from the one in
[BGV96, Def. 3.57], which agrees with our τM .) Let U be the unitary defined
by Uα = ip(p−1)/2α. Then UdU∗ = D, hence UdsignM U
∗ = dsign,HSM . Fur-
thermore UτMU
∗ = (−1)n/2τHSM with n = dimM . The Clifford operations are
also unitarily equivalent, since they are determined by signature operator. Hence
for the canonical symmetric trivializing operator A with respect to αM we get
that [Dsign,HSM (U∗AU)] = (−1)n/2[DsignM ((−1)n/2A)]. The right hand side equals
(−1)n/2σ(M,PM ) and the left hand side equals the signature class defined in
[LLP00]. Thus both classes agree up to sign and in particular agree in the classical
case, when the dimension is divisible by four.
The homotopy invariance of the Chern character of [Dsign,HSM (U∗AU)], and hence
of the Chern character of σ(M,PM ), follows from the equality established in the
Appendix of [LLP00]. The equality was proven there under slightly stronger condi-
tions. However it seems that the proof can be adapted as needed here. It also seems
to the author that the proof already shows the equality on the level of K-theory
classes.
We leave the consideration of the odd case to the interested reader.
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