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of  the methodology by  information specialists and data analysts.  In  this  thesis,  the 
researcher proposed  a  framework  called CBKR+  to  increase  the  expressiveness  of 
CBKR by  identifying and  incorporating association criteria  to allow  the support of 
new forms of analyses related to hypothesis testing and prediction in context. 




to  cover  all  types  of  associations  and  association  agents,  (3)  defined  analysis 
mechanisms to identify and extract further associations in the corpus in the form of 
the  Set  of  Criteria  for  Association,  and  (4)  improved  the  expressiveness  of  the 
representation, and made it suitable for hypothesis testing and prediction in context 
using the above. 
The  application  of  the  framework was  demonstrated,  first,  by  using  it  on 
examples  from  the CBKR methodology, and  second, by applying  it on 12 domain 
representations acquired from multiple sources from the physical‐world domain of 
Criminology.  The  researcher  arrived  at  the  conclusion  that  the  proposed  CBKR+ 
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able  to  encode  and  utilize  information  about  the  domain  under  consideration. 
[Stone, 2003] This methodology must be able  to correctly represent  the knowledge 
and the interactions of the domain, and should have the ability to create connections 
within  the  components  of  a  domain.  One  of  the  more  complex  aspects  of 
accomplishing  the  above  is  that  individuals  use  skills  based  on  cognition  and 
instinct  to manipulate  information. This manipulation  is difficult  to  simulate  in  a 
representation  built  on  a  computer  based  system.  Therefore,  building models  of 
knowledge  representation  and  reasoning  require  efficient  identification  of  the 
elements and the relationships between them, formalization of this information, and 
computational means to leverage this information. [Stone, 2003] 
  This chapter  introduces some of  the problems with  the  implementation of a 
knowledge representation system. This is followed by a short discussion on building 
and  evaluating  a  knowledge  representation.  The  motivation  for  conducting  the 




For any domain  that  is  to be  represented,  three  categories of problems have been 
identified by Woods  regarding creation and  implementation of  the  representation. 




able  to distinguish between  the elements of  information, and have a method  to 
deal with  those  that  it cannot  resolve. The model  should also be able  to create 













model must  have  efficient  contingency  plans  to  re‐plan  scenarios  if  things  go 
wrong, or if there are competing expectations of the representation. 
Effective knowledge  representation of  the domain must be able  to,  in  some 
measure,  refine  and  test  generalizations  about  the  data  within  it  and  leverage 
semantic relationships so  that  the representation can be used  for processes such as 
data mining and hypothesis testing. This gives rise to issues such as ‘granularity’, or 
the detail and refinement of the individual elements, and the ‘organization’ of their 
relationships  with  other  elements.  Since  refining  the  granularity  makes  the 
representation more  complex,  it  is  advisable  that  a  domain  should  be  optimally 
refined  for  the  functionality  of  the  application  it  supports.  The  organization  of 
relationships deals with  formulating patterns,  segregating knowledge  components 
with  relation  to  these  patterns,  and  creating  categories  of  general  and  specific 
interactions within the domain in a consistent manner with an attempt to cover the 
domain  completely.  [Stone,  2003]  Supported  by  some  form  of  categorization, 
associations and patterns formed within, the representation can be used for indexing 
of the components of domain information. The efficient application of such a model 
of  representation  to  larger domains may  improve applications  such as knowledge 




Studying  the  types of knowledge  can be  substantially helpful while designing  the 
appropriate  knowledge  representation  and  association  forming  schematics  for  a 







elements  are  generally  sequentially  encountered.  Another  type  of  knowledge  is 
declarative knowledge, which is essentially explicit knowledge, and is a good place 
to  start  the  representation  of  the  domain.  Semantic  knowledge  is  based  on  the 
principles of long‐term memory, and it has cognitive structure, where the organized 
elements comprise words, symbols, meanings, rules, interrelations, and procedures 





been  identified.   First,  an ontology  consisting of  things  and  events of  the domain 
must  be  generated,  as  this  will  provide  a  stable  background  for  knowledge.  A 
description  of  a  top‐level  ontological  schema may  contain  the  elements,  such  as 
objects, processes,  relations between objects,  localized  interaction between objects, 
purpose of the object within the relations, and combinations of interactions between 
objects  that  create  situations.  Once  the  ontology  has  been  identified,  the 
representations  for  operations  and  for  claims  can  be  added  based  on  a 
predetermined query style.  The components of knowledge that help to describe and 
define  the domain  consist of propositions about  the domain,  statements and  rules 
indicating  true  and  false  knowledge,  procedures  for  identifying  new  items, 
procedures  for  constructing  new  items  in  the  ontology,  descriptions  for  various 
queries that arise on the ontology, and heuristics and rules for solving these queries.  
For  knowledge  to  be  effective  when  it  is  represented,  it  should  be 
complemented by a mechanism that can generate metaknowledge about the domain 
by leveraging the knowledge already present in the domain. The mechanism can be 
based  on  factors  such  as  inductive  or  deductive  inferences,  the  mechanism’s 
reliability  to  continue  in  the  face  of  ambiguous  information,  and  simplicity  and 
elegance of the mechanism. [Delugach & Rochowiak, 2001] 
  As an example of how ontological elements, associations and metaknowledge 





design plans, using  a workforce. Analogically  speaking,  the parts  or  the building 




  Once  built,  a  knowledge  representation  must  be  discussed  to  judge  its 
effectiveness. A  set  of  criteria,  suggested  by  Torsun,  for  the  study  of  knowledge 
representation schemes, is described below [Torsun, 1995 as in Pesonen, 2002]: 
− Semantics:  Any  representation  should  have  a  semantic  theory  that  helps  the 
representation to correspond to the real physical domain it represents.  
− Expressive  adequacy:  Any  representation  should  specifically  indicate  what 
knowledge about  the domain  can be  successfully  represented, what  cannot be, 
and what knowledge can be conditionally represented.  
− Naturalness: Language understood by machines is difficult to understand by the 
user. Though  all  knowledge  is  represented  in  binary  form  in  a  computational 
context, this form will be very difficult for the user to understand and use. 
− Reasoning:  For  the  complete  representation  of  the  domain,  it  is  important  to 
evaluate  the  extent and  the  efficiency of  the deductive,  inductive or abductive 
processes of the inference mechanism employed by the representation. 
− Primitives: A  knowledge  representation must  specify  and  clarify  its  primitives 
used  in  the  representation,  where  primitives  are  some  basic  procedures  or 




representation  is always brittle at  the edges of  the model. The completeness of 
the  knowledge  modeled  by  the  representation  system  must  be  evaluated  in 
comparison to the physical world existence of the domain. 
− Revisable reasoning: Instinctively, and in the human mind, much of what is known 
about a physical world domain  is  almost  always  true  as  the mind  can attribute 
different  significances  to  a  single  situation. A different  significance  to  a  given 











represent  a  domain  in  all  completeness.  The  initial  accumulation  and  storage  of 
information  is  relatively  easy,  while  the  derivation  of  knowledge  from  the 
accumulated  information  is  a  subject of ongoing  research.  [Sowa,  2000] There  are 
many views on knowledge, leading to various types of representations, each with its 
own drawbacks and complexity. [Davis et al., 1993] This research is focused on the 
representation  of  a  macroscopic  view  of  a  given  domain,  via  the  schemas  that 
represent the structure of the domain. A microscopic view of the domain would be 
one where every entity and element within  the domain, and not  just  its structure, 
would be modeled by the representation. 
  A single domain can be represented by many forms of representation, which 




leveraged  in  a  single  representation.  Every  domain  can  be  modeled  differently 
depending on the schema used, the representation language employed, or the aspect 
and  perspective  of  the  domain  that  is  best  focused  on.  This  makes  any 
representation of a domain brittle in terms of the wholesomeness of the knowledge 
contained within it.  
If a  corpus of  such  schemas  is  constructed with mappings and associations 
some measure  of  the  incompleteness  of  the  representation  of  the  domain  can  be 
lessened. One methodology  that has been proposed  to achieve  the above  is  that of 
Corpus Based Knowledge Representation [CBKR] [Halevy & Madhavan, 2003]. The 
applications that can be addressed by this model are limited, but the model itself is 
relatively  less  complex  to  implement  as  compared  to  traditional  knowledge 




methodology  is effective,  it  is hypothesized and eventually proved over the course 
of this thesis that this methodology can be improved and made applicable to a wider 
spectrum  of  applications.  The  underlying  principle  of  this  improvement  is  the 




Each schema  is composed of components  that model  the domain, and associations 
between  those  components.  If  a  library  of  such  schemas  is  constructed,  and 
mappings, or associations, are established between  the various  components of  the 




different  authors,  published  by  different  companies,  written  in  different  styles, 
covering different  eras,  about  the  same  country. All  this  knowledge put  together 
gives a more comprehensive picture of the ethos of that country.  
A corpus indicates a collection of items – it can be a collection of words and 
grammar  rules  in  Language  Processing,  a  collection  of  samples  in  Statistics,  a 












schema,  another  by  an  XML  schema.  Yet  another  aspect may  be modeled  by  a 
tabular  record‐like  structure. Each of  these  schemas models  the  structural  level of 
the domain, where the components of the schemas form a set of characterizations of 
the domain. This set  is called a corpus, and  its elements represent the macroscopic 
structure  of  a  domain.  This work  considers  that  corpus‐based methodologies  fall 








State‐of‐the‐art  technological  methods  have  inundated  private  and  public  sector 
databases with terabytes of potential information waiting to be tapped. Systems that 
are  built  on  this  cornucopia  of  information  must  be  able  to  comprehend  and 
leverage this data using concise and efficient models. Many areas that computing is 
applied  to,  can be  represented by domain models. Consequently,  the models  that 
represent a given domain must be able to leverage commonalities in order to achieve 
a  larger  symbiotic design. One  of  the methodologies  that  suggest  an  approach  to 
accomplish this is that of Corpus Based Knowledge Representation [CBKR]. 
  A  single  domain  can  be  represented  in  many  ways  that  model  multiple 
perspectives. The bigger problems  then are:  (1) how  to make  the representation of 
the  domain  more  complete  as  concerns  the  knowledge  modeled  by  the 
representation, and (2) how to organize the knowledge as best as possible so that it 
can be used for various applications. Lateral to traditional knowledge representation 
methods  is  the Corpus Based Knowledge Representation methodology  [Halevy & 
Madhavan, 2003]. The idea of corpus based representation is that a large domain is 
represented using various  schemas  that model  its many perspectives. When  these 
representational components are brought  together as a  library,  they  form a corpus 
that  contains more  information  about  a domain  than  any one  representation. The 
advantage  is  that  one  does  not  have  to  design  a  single,  extensive  and  complete 
logical  ontology  of  the  domain.  In  CBKR,  mappings  are  established  between 
representations  of  a  domain  using  statistics  applied  to  the  corpus  of  schema 
representations. The underlying assumption is that patterns found in the corpus can 
be used  for a  limited number of applications  like query answering and  searching. 
However,  the  corpus  of  the  CBKR methodology  can  be  fine  tuned.  That  is,  the 
categorization  and  organization  of  the  schema  components  in  the  corpus  can  be 










Figure  1.2  is  a  graphical  representation  of  the  research  problem  in  this  thesis.  It 
shows the CBKR methodology that uses the statistics defined for CBKR to address a 
limited  class  of  applications.  The methodology  has  two  identified  drawbacks:  (1) 












and  so  on.  It  is  almost  impossible  to  build  one  complete,  logical,  homogeneous 
representation  that  models  a  large  domain  completely.  [Madhavan  et  al.,  2002] 
However, many representation schemas put  together may create a more complete, 
more rigorous model of the domain.  
To  provide  a  solution  to  the  drawbacks  identified  in  section  1.4,  this 








properties  of  the  domain,  and  helps  to  improve  the  completeness  and 
expressiveness  of  the domain’s  representation.  It does not  attempt deep  semantic 
understanding  as  in  traditional  knowledge  representation  schemes.  The  new 
framework leads to the following contributions of this thesis: 
− Improves the expressiveness of the representation by identifying associations in 
the  corpus  of  schema  representations  using  a  suggested  Set  of  Criteria  for 
Association, 
− Interprets  a  traditional  domain  categorization  model,  called  Brian  Gaines’ 
Domains  of  Reasoning  model  [Gaines,  1987],  to  define  a  new  domain 
categorization model called the Basis for Categorization model, 




− Defines analysis mechanisms  to  identify and extract  further associations  in  the 
corpus  through  the  suggested Set of Criteria  for Association,  so  as  to perform 
hypothesis testing and prediction in context, 
− Demonstrates the framework by (1) showing how the new approach can enhance 
the  analyses  that  can  be  performed  by  the  original  methodology,  and  (2) 
applying the framework to the physical world domain of Criminology. 
The  ability  to  test hypotheses  and predict  future possibilities using  the  suggested 
CBKR+  framework  is based  on  emergent behaviour  that  results  from  observing  a 
sufficient  number  of  regularities  in  the  domain.  While  CBKR  is  a  competent 
methodology  for  representing  and  using  knowledge,  the  proposed  CBKR+ 
framework enhances its competence in an elegant and easy to comprehend manner 
by  improving  the  organization  of  the  components  of  knowledge  contained  in  the 










current  drawbacks  of  (1)  limited  association  capability,  and  (2)  no  support  for 
hypothesis testing and prediction in context. The Basis of Categorization model and 
the Set of Criteria  for Association are  incorporated with CBKR  to  form  the CBKR+ 





This  research  is  about  fine‐tuning  the  corpus  of  collated  representational 
components  by  using  a mechanism  of  identifying  and  extracting  associations  for 
organizing the components in the corpus. The mechanism helps to refine the corpus 
by  segregating  and  categorizing  the  representational  components  of  the  schemas 
that model  the  domain  knowledge. While  there  are  other  forms  and models  of 






rules,  and postulates  employed  by  a discipline:  a particular procedure,  or  (2)  the 
analysis of the principles or procedures of  inquiry  in a particular field.” [Merriam‐
Webster,  2006a] Merriam Webster  defines  a  framework  as  “a  basic  conceptional 
structure”  [Merriam‐Webster,  2006b]. According  to  Zachman,  a  framework  is  “a 




Criteria  for Association with CBKR  in order  to enhance  the  technique. CBKR+  is a 




The  thesis  is  organized  as  follows:  Chapter  2  reviews  traditional  knowledge 
representation  systems,  and  serves  to  establish  that most  of  these  techniques  are 
complex  and  cannot  fully  represent  a domain.  It discusses  the background of  the 
CBKR  methodology,  and  research  related  to  the  Domains  of  Reasoning  model. 
Chapter 3  is a detailed explanation of  the proposed CBKR+  framework,  including 
the  Basis  of  Categorization  model  and  the  Set  of  Criteria  for  Association.  This 
chapter  also  discusses  the  CBKR+  framework  on  the  basis  of  Torsun’s  criteria 
introduced  in  section 1.2. Chapter 4  is a demonstration of  the  framework with an 













This  chapter  introduced  the problems with  the  implementation of any knowledge 
representation  system.  This was  followed  by  a  short  discussion  on  building  and 
evaluating  any  knowledge  representation.  The  motivation  for  conducting  the 

























A  single  domain  can  be  viewed  in  many  different  ways.  That  is,  multiple 
representations of different  aspects of  a domain will yield  a more  comprehensive 
representation of that domain when viewed collectively. It may be possible to build 
a library of all the different representational components of a single domain. Using 
this  library  instead of a single  representation schema will make  the  representation 
less brittle in terms of the modeled knowledge of the domain. To make the system as 
efficient and flexible as possible, care must be taken that this library not be built in 
any  arbitrary manner. There must be  some mechanism,  some  form of underlying 
reasoning,  to segregate, categorize and catalogue  the representational components, 
as is done in any good library. The representational components of the domain can 
then  be  categorized  on  the  basis  of  these  sub‐divisions.  This  is  a  wholly  new 
approach  to  knowledge  representation.  It  is  not  one  that  lies  vis‐à‐vis  classical 
schemes, but one that complements them, and adds to the repertoire of methods to 
represent knowledge of a given domain and use it for various purposes.  
This  new  approach  is  the  Corpus  Based  Knowledge  Representation 
methodology [Halevy & Madhavan, 2003]. CBKR matches different representational 
schemas  of  a  given  domain  by  creating  associations,  or  mapping  between  the 




is  more  comprehensively  represented,  and  can  be  leveraged  to  address  various 
applications more efficiently.  
Since CBKR  is built on  the  concepts of mapping and matching,  the  chapter 
starts with  an  explanation  of matching  concepts  such  as,  the  similarity measures 
needed  to  perform  matching  in  a  domain  and  the  characteristics  of  schema 
matchers.  This  is  followed  by  a  detailed  description  of  mapping  between 
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There are many views on knowledge,  leading  to various  types of  representations, 
each with its own drawbacks and level of complexity. Knowledge representation is 
complex  and  inherently  unable  to  completely  represent  any  domain.  Among  its 
many  other  implications  and  connotations,  “knowledge  is  a  relation  between  a 
knower …, and a proposition that may be an idea expressed by a simple declarative 
sentence  …  .”[Page  2,  Levesque  &  Lakemeyer,  2000]  A  representation  can  be 
explained as a relationship between any two domains where one domain stands for 
the  second  domain.  [Levesque  &  Lakemeyer,  2000].  Brian  Smith’s  Knowledge 
Representation  Hypothesis  indicates  that  creating  a  knowledge  representation 
system  is  like  building  a  system  using  symbolic  representations.  This  system  is 
knowledge‐based, where  the  symbolic  representation  is  its  knowledge  base.  The 
knowledge representation has an epistemological level and a heuristic level. [Sowa, 
2000, Smith,  1982] The  significance of knowledge  representation  in  computational 
and  socio‐technical  systems  can  be  described well  in  terms  of  the  distinct  task‐
specific  roles  that  it  plays  as  described  by  Davis,  Shrobe  and  Szolovits.  The 
observations  that  every  role  suggests  indicate  that  any  knowledge  representation 
faces some fundamental barriers that must be overcome to make efficient use of the 
representation.  [Davis  et  al.,  1993, Brachman & Levesque,  1985  as  in Davis  et  al., 
1993, Davis, 1991, Davis & Shrobe, 1983] 
A knowledge representation deals with (1) the organization and processing of 
the  knowledge  of  the  domain,  (2)  the  optimality  and  completeness  of  the  data 
structures and algorithms used by  the various  intelligent agents  that  facilitate  this 
organization and processing, and (3) the efficiency of the types of reasoning that can 
be done with  the knowledge.  [Partridge, 1996 as  in Pesonen, 2002] Complexity of 
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knowledge  representation  arises  due  to  the  limited  ability  of  mathematics  to 
represent  and  leverage  reasoning  that makes  sense  out  of  chaos  in  the  domain 
[Papadimitriou, 1996, Brewka, 1991]. The science of knowledge representation faces 
problems that arise from the difficulty of stating abstract theories in a computational 
context  to match  those of  the physical world.  [Sowa & Zachmann, 1992] Given  the 
complexity of applying a  fixed  set of knowledge  representation  formalisms across 
many  domains,  Rasmequan  has  explained  the  many  views  that  knowledge 
representation can take. These views describe knowledge representation in terms of 
its  philosophical  foundations,  its  psychological  associations,  its  use  in  real world 










and Clark, 1993 as  in Pesonen,  2002]. Representation  schemes  can be  classified as 
declarative  and  procedural,  where  declarative  schemes  can  be  subdivided  into 
logical and semantic [or network] ones. Many schemes combine features from more 
than  one  category  in  order  to  represent  the  needed  domain.  The  means  of 
implementation  have  evolved  over  the  years  from  foundational methods  such  as 
logic, production systems and frames and scripts to artificial neural nets and genetic 
algorithms  that  are  based  in  these  foundational  methods.  [Mylopolous,  1980, 
Minsky,  1975,  Schank  &  Abelson,  1977,  Torsun,  1995,  Anderson,  1995,  Thagard, 
1996,  Partridge,  1996  and  Hayes,  1985b  as  in  Pesonen,  2002]  These  traditional 
schemes serve  to demonstrate  that  representing  the knowledge of a given domain 
and  leveraging  it  for  use  in  applications  can  be  a  costly,  complex,  and  tedious 
challenge. It is also observed in the above research that one of the bigger problems 
with knowledge representation  is  that knowledge  is brittle at  the edges of a given 
domain. Brittleness of knowledge  is meant  to  indicate  that  the knowledge used  to 







Corpus Based Knowledge Representation has  its  foundations  in  the matching and 
mapping of  schemas where different  representational  schemas of  a given domain 
are matched by mapping the elements within those schemas to one another. [Halevy 






schema  consists  of  a  set  of  elements  related  on  the  basis  of  their  attributes  and 
organizational properties. A mapping  results when a matching operation between 
two schemas results  in certain elements that  indicate that some components of one 
schema are related  to  those of  the other. Since schemas do not completely capture 









A measure of similarity  is needed  for  the matching of components between 
two  schemas.  This  similarity  measure  must  be  well‐defined  so  that  there  is  no 
ambiguity  to what  the system means by a match,  the user can decide whether  the 
system  is  applicable  to  the  situation  given  to matching,  and  the  system  can  use 
special  purpose  techniques  for  the  matching  process  with  ease.  The  similarity 
measure  should  ideally  correspond  to  the way  similarity  is  intuitively viewed, by 
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focusing solely on the semantic content of the concepts involved, not on the syntactic 






every  schema may model  a  different  view  of  similar  content  of  the  domain,  the 
schemas  may  model  different  perspectives  of  the  domain,  they  may  represent 
similar non‐identical domains, or they may use similar terminology to have different 
connotations and semantic associations. [Madhavan et al., 2001] The information in 







application  compatible without  compromising  the  robustness  of  the  solution. The 
durability  and  sturdiness  of  the  solution  depends  upon  its  abilities  of  (1) 
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match  substrings  of  data.  Using  generic  and  domain‐specific  thesauri,  the 
process of matching compares the equality of names, synonyms and hypernyms. 
This  characteristic  of  schema matching  is best  applied  to  information  retrieval 
(IR) applications that use descriptions to annotate schema elements. 
− Constraint  based  –  A  matcher  that  uses  constraints  to  perform  its  functions, 
utilizes  schema  constraints,  such  as  data  types,  value  ranges,  uniqueness,  its 
requirement,  cardinalities,  and  intra‐schema  relationships  such  as  referential 
integrity.  
− Matching of cardinality based– The cardinality of the mappings between elements 
found  by  the  schema  matchers  may  be  1:1,  1:many,  many:1  or  many:many, 
depending upon the situation. 









Mapping between  representational models of domains  is  important  for  facilitating 
the  sharing  of  knowledge  and  data  between multiple  representations  of  a  single 
domain. When  different  representations  of  a  single  domain  are mapped  to  one 
another,  they  can provide  a more  complete  representation  of  that domain  than  a 
single  representation alone. For example, queries answered by  simple  information 
integration systems use data sources across several databases  in an enterprise, and 
the semantic web uses agents coordinating over multiple ontologies. It seems more 
feasible  to develop multiple ontologies  and  schemas by  independent  entities,  and 
coordinate them by mapping between the different models, using a set of formulae 
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that provide the relationships between the components in the models. Most systems 
that  use manual model mapping  techniques  are  labor‐intensive,  error‐prone,  and 
make scaling‐up difficult. The tools that provide support for constructing mappings 
are  usually  domain  dependent  and  heuristics  based.  They  work  by  identifying 
structural and naming similarities between models, or use machine learning to learn 
mappings. The  system may  require  feedback  from  the user  in  order  to  refine  the 
mappings. A generic  robust method must be domain  independent,  and use  these 
methodologies  in a principled manner. For  the method  to  function well  there  is a 
need  for well‐defined and explicit  representations of mappings.  [Madhavan et al., 
2002] 
 
2.2.2.1.  Framework  for  Defining  Representations  of  Mappings  with  Associated 
Semantics 
Representations  of  mappings  with  associated  semantics,  such  as  a  mapping 
language that works with fixed source and destination languages can be done using 
an associated framework. This framework enables mapping between models in very 
different  representation  languages  without  first  translating  the  models  into  a 
common language, using a helper model in the mapping when it is not possible to 
map directly. This allows the representation of mappings that are incomplete or lose 
information.  Semantics  are  defined  in  terms  of  instances  in  the  domain,  and 
interpretations map these  instances to components  in the models. Heterogeneity  in 
the making of the models of a domain does not allow the representation of exactly 
the same perspectives of the domain, making it difficult for a mapping to map all the 
concepts  in  one model  to  all  the  concepts  in  another.  Some  properties  that  can 
determine whether  a mapping  from  the many  others generated  is  sufficient  for  a 
particular  task  and  context  include,  the  ability  of  the mapping  to  answer  queries 
asked over a model, the inference ability of mapping formulas, and the composition 
of  the  mappings  generated.  For  the  many  ontologies  that  do  not  have  actual, 
associated instances, but have well‐defined semantics, implicit interpretation can be 
done. The framework can be used for types of applications that need mapping, such 
as  ontology  or  information  integration  systems,  data  migration  and  data 
warehousing systems. The mappings generated show  the relationship between  the 
mediated  schema  and  the  data  sources  schemas.  For  example,  (1)  ontology 
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integration uses the generated mappings and merge algorithms to create a minimal 
ontology,  (2)  data  integration  allows  queries  to  be  answered without  having  to 
access  different  data  sources  independently,  (3)  information  integration  answers 
queries over a mediated schema that encapsulates only those aspects of the domain 
relevant to the query and the application, (4) data migration takes knowledge from 
an  external  source  and merges  it with  some  other  data  that  exists  in  a  different 
schema or ontology with  the  least  loss of data possible, and  (5) data warehousing 




The  use  of  tools  to  facilitate  the  automatic  creation  of  mappings  by  proposing 
possibilities  can  speed  up  the mapping  process.  Among  the  many methods  for 
building these tools is one that uses a wide range of domain‐independent, language‐
dependent  and  application‐dependent  heuristics  based  on  structure  or  naming  to 
generate  mappings.  In  another  method,  the  system  learns  mappings  that  are 
manually provided as examples  for a  learning algorithm. This method  can  isolate 
general patterns  and propose  subsequent mappings  based  on  those patterns. The 
potential drawbacks of mapping tools are that mapping between models have to be 
specified in a host of different representation languages, and that certain concepts in 
one model may not have corresponding ones  in  the other since not all concepts  in 
one  model  exist  directly  in  the  other.  Some  desirable  properties  for  tools  that 
facilitate  representation  of mappings  include  having  clear  semantics,  having  the 
ability  to  accommodate  incompleteness,  and  allowing  heterogeneity  of 
representation models and  languages. The properties of a mapping usually decide 
whether  a mapping  suits  a  given  task,  and whether  it  is  adequate  enough  for  it. 
These  properties  are  query  answerability,  mapping  inference  and  mapping 
composition.  Query  answerability  is  a  formalization  of  partial  or  incomplete 
mappings  that  have  lost  some  information  due  to  the mapping,  and  yet  can  be 








consider  inaccurate mappings,  the uncertainty about mappings, and  the means of 
handling them. The absence of precise mapping in many contexts creates inaccuracy, 
while the generation of mappings  involving the combination of different heuristics 
and  learned hypotheses gives  rise  to uncertainty. The  choice of  the best mapping 
depends  on  the  application  of  heuristics  in  the  cases where  no  perfect mappings 




These heuristics  include restrictions of  the  language  that expresses  the mapping  to 
prune  the  search  space  of  possible mappings.  Some  other  heuristics  or mapping 
formulae are generated by applying a set of matching rules, or by evaluating some 
applicable similarity measures  that compare and select  from  the set of all possible 
associations. Heuristics may use  syntactic  information  [names of concepts, nesting 
relations  between  concepts],  semantic  information  [inter‐relationship  between 
concepts,  the  types of  the  concepts, or  the  labeled‐graph  structure of  the models], 
data  instances belonging  to  input models  [estimation of  the probability of possible 
correspondences], and  features  that efficiently capture user  interaction. Other  than 
the context and the accuracy, the choice of mapping is also dependent on the cost of 




Using  a  single mediated  schema,  data  integration  systems  offer  access  through  a 
uniform interface to multiple data sources of disparate schemas. Queries are posed 
against  a  mediated  schema,  which  is  a  virtual  schema  that  encapsulates  the 
domain’s  salient  aspects.  Such  systems  employ manual  construction  of  semantic 
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to  match  schemas.  Learner  based  approaches  use  properties  such  as  field 
specifications  and  statistics  of  data  content  to  match  schema  elements,  or  they 





Work  related  to  the  LSD  system  also  centers  around  the  concept  of  value 
correspondences  that specify  functional  relationships among  related elements. The 
LSD  approach  is  extensible  in  that  it  uses  both  schema  and  data  information 
automatically. The LSD  system  also makes use  of data  information  such  as word 
frequencies and  field  formats. The LSD  system uses attribute matching  in  its base 
learner,  and  combines  the  base  learner’s  output  with  the  meta  learner.  Value 
correspondences  and  the  LSD  system work  in  conjunction where  the mappings 
produced by the LSD system are used as an input for the value correspondence.  
Learning  Source  Descriptions  [LSD]  is  the  basis  for  the  development  of 
Corpus Based Knowledge Representation, which is the focal basis of this work and 
is discussed  further  in  section 2.3. The  semi‐automatic LSD  technique  is based on 




to  find semantic mappings  for a new data source by combining  the predictions of 
the learners. The LSD technique can use domain constraints as an additional source 
of knowledge, as  its architecture  is  flexible enough  to allow additional  learners  to 
use new  types of  information. The data  integration  system uses a  set of  semantic 
mappings between the mediated schema and the  local schemas of the data sources 
to reformulate a user query into a set of queries on the data sources, with the help of 
wrapper programs attached  to each data source, which handle  the data  formatting 
transformations between  the  local  and  the  integrated  system data model. All  this 
work does not give any specific basis for association forming methodologies that are 
employed to do the mappings.  
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the  mediated  schema  to  propose  mappings  for  ensuing  data  sources.  The  LSD 
technique  uses multi‐strategy  learning  to  discover  semantic mappings,  and  learn 
from  both  schema  and  data  related  features.  It  is  easily  extensible  to  additional 
learners, where machine‐learning  techniques utilize  integrity  constraints  and user 
feedback  to  increase  the  accuracy  of  the mappings.  The  input  to  the matcher  is  
structured data,  so  that unstructured data does not have  to be  converted  to  some 
structured form. [Doan et al., 2001]  
  The working  of  the  LSD  system,  essentially  consisting  of  base  learners,  a 
meta‐learner,  a prediction  converter,  and  a  constraint handler,  is divided  into  the 
two phases of training and matching. In the training phase, the LSD technique asks 
the user  to manually  specify  the mappings  for  several  resources,  it  extracts  some 
data from each source, and creates training examples for the base learners from the 
extracted data, where different learners need different sets of training examples, and 
it  trains  the meta‐learner,  all  in  consecutive  order.  The matching  phase  uses  the 
trained learners to match new source schemas, and works in the following steps: the 
extraction  of  some  data  from  the  source,  and  the  creation  of  a  set  of  associated 
structured  elements  for  each  source‐schema  element,  the  application  of  the  base 




those  that  cannot be violated at all, and  soft domain  constraints are  those  that all 






mappings,  and  use  the mined  knowledge  for matching  new  schemas. One  such 
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methodology  is  that  of  the Mapping  Knowledge  Base,  or MKB,  that mines  and 
retains  the  knowledge  from  previous  matching  operations,  and  uses  its  own 
methods to apply this knowledge to new matching operations. The MKB approach 
is based on  the observation  that  the various  tasks  that accomplish matching many 
times are at  least partially  repetitive, and  therefore capable of generating patterns. 
Every  matching  task  is  fully,  partially  or  not  at  all  automated,  and  every  new 
mapping  between  the  schemas  creates  a  possibility  for  the  extraction  of  generic 
knowledge  that  can  be  generally  applied  in  other  related  tasks.  The  MKB 
methodology  is based on  the  construction of a  corpus of  schemas and knowledge 
such  as, known mappings  and  results  from  earlier matching  tasks. This  corpus  is 
called the Mapping Knowledge Base (MKB). The two parts of an MKB are schemas 
and mappings. Schema knowledge may be names of elements, relationships,  types 
of  elements,  and  descriptions  of  elements  in  the  schema.  Mapping  information 
includes  every mapping  that  is  registered  as  a  set of  correspondences or matches 
between pairs of elements of the two schemas that are under consideration. Schemas 
and mappings, are continuously added to it. The components of the MKB approach 
include  a  data  structure  that  retains  knowledge  about  the  domain  of  the  two 
schemas  that  need  to  be  matched,  and  a  set  of  techniques  that  attempt  to 
approximate  the  perfect  similarity measure.  The  similarity measures  are  created 




that  captures  and  retains matches  between  the  schemas  in  the  domain  and  the 
knowledge that it receives. This section is are a summary of the work by Madhavan 
et al. [Madhavan et al., 2003a]  
Most  matching  algorithms  prior  to  the  MKB  technique  use  linguistic 




sets  of  example  schemas  and matches  to  apply  past  experience  to  new matching 
tasks. The LSD system [Doan et al., 2001 as in [Madhavan et al., 2003a] also exploits 
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previous matching  tasks,  but  it  does  so  in  a  very  restricted  context  as  it maps 
multiple  data  sources  to  one  mediated  schema.  In  the  LSD  approach,  trained 
classifiers recognize the fixed set of different elements in a single schema, and then 
apply themselves to new schema elements that have to be mapped again to the same 
mediated  schema. Since  the MKB approach uses previous mappings  for matching 
any pair of  schemas, general purpose knowledge must be  retained  in  addition  to 
knowledge regarding a particular schema.  
The MKB  technique does not  compare  the  information  in  the  two  schemas 
that are to be matched, but relies instead on accumulated knowledge from previous 
validated matches.  The main  problem  in  the MKB methodology  is  the  semantic 
heterogeneity  of  the  data  sharing  system,  as  in  a  federated  database  [Sheth  and 
Larson, 1990 as  in Madhavan et al., 2003a], a data  integration system [Wiederhold, 
1992  as  in Madhavan  et  al.,  2003a],  a message  passing  system  [BEA,  2003  as  in 
Madhavan et al., 2003a], a web service, or a peer‐data management system [Halevy 
et  al.,  2003  as  in Madhavan  et  al.,  2003a]. The problem of  semantic heterogeneity 
arises due to the independent design of the data sources involved that results in the 
design  and use of different  schemas  to  suit  the  individual data  source. The MKB 
approach  looks  at  schema  matching  from  the  point  of  view  of  determining  a 
semantic mapping of associations and expressions that specify how the data in one 
source of a particular schema corresponds to the data in the other source of another 
schema  in  order  to  obtain  a  meaningful  interoperation  of  similar  elements  in 
different schemas. There can be problems with scalability with the current technique 
as the MKB learns a set of models for every element of every schema that it registers. 
Elements  in  the MKB can be merged and pruned based on  their predictions made 
for  different  matching  tasks.  The  learning  by  the  system  is  done  offline,  and 
therefore  does  not  present  much  concern  about  the  system’s  computational 
efficiency. But,  as  the MKB gets  larger,  interactive  schema matching may become 
increasing  difficult. As  yet, matching  is  not  domain  independent,  in  that  a MKB 
trained on one domain  cannot be  easily  adapted  to match  schemas  in  completely 
different domains. 
Another  related  system  is  the COMA  system  that also makes use of  stored 
mappings [Do and Rahm, 2002 as in Madhavan et al., 2003a]. For two schemas that 
are to be matched, COMA searches for a schema in its reuse library for which there 




This technique  is  limited  in the sense that the mappings of the two schemas under 
consideration  to  the  library  schema  have  to  already  exist,  which  can  be  an 
uncommon  occurrence. Another  approach  suggested  by Berlin  and Motro  [Berlin 
and Motro, 2002 as in Madhavan et al., 2003a] is similar to the MKB approach. This 
system maintains  an  element dictionary  that  is  incrementally  added  to.  It  is  very 




Lateral  to  traditional  knowledge  representation  methods  is  the  Corpus  Based 
Knowledge  Representation  [CBKR]  methodology.  The  idea  of  corpus  based 
representation  is  that a  large domain can be represented using various schemas  to 
form a corpus or library of schemas. This corpus is able to represent the knowledge 
of  the  domain more  completely  than  any  one  single  schema  representation.  The 




knowledge  effectively.  The  scope  of  this  research  is  limited  to  a  corpus  of 
representational  components of a  single domain. The biggest advantage of  corpus 
based  representation  is  that  it  does  not  need  the  difficult  design  of  a  single 
comprehensive  ontology  that  must  be  adhered  to  by  anyone  who  wishes  to 
contribute  to  the corpus. Multiple ways of representing  the same  information, and 
evolving  the  represented  information  into  a  larger  symbiotic  whole,  creates 
opportunities for exploring problems related to the heterogeneity of representation. 










declaratively  in a knowledge base  (KB)  that  is enhanced with association  forming 
mechanisms.  The  researchers  of  CBKR  claim  that most  domains  in  the  physical 







− Alleviation of  the brittleness of  the knowledge base  in  terms of  the knowledge 
contained,  as  only  that  knowledge  that  has  been  anticipated  in  advance  is 
included. 
These  problems  have  been  significantly  researched,  but  eliminating  all  of 
them  in  order  to make  a  perfect  knowledge  representation  system  still  poses  a 
fundamental  challenge. Corpus  based  representation  analyzes  the  properties  of  a 
large  corpus  of  knowledge  components  that  include,  but  are  not  limited  to, 
individual knowledge bases and queries written over them, database schemas, data 
instances  of  the  schemas,  queries written  over  the  databases,  and  any meta‐data 
associated  with  the  above.  The  corpus  is  constructed  using  independent 
contributions from domain experts and knowledge engineers, pre‐empting the need 
for  a  thorough  and meticulous  ontological design. The Corpus Based Knowledge 
Representation methodology that comes from schema and ontology matching [Doan 
et  al.,  2001, Doan  et  al.,  2002  as  in Halevy & Madhavan,  2003],  is  based  on  the 
perception  that  the  large  corpus  will  hold  patterns  or  associations  in  the 
representational  components  that  can  be  used  for  many  applications  that  have 
knowledge  intensive processes. For  this methodology, matching and mapping are 
related such that the matching problem is to find associative mappings between the 
representational  components of  the  same domain. The  corpus based methodology 
presumes that that the construction of detailed knowledge bases for matching is not 
cost  effective.  Therefore,  this method, which  is  not  a  replacement  for  traditional 
knowledge  representation,  bases  its  approach  on  analyzing  the  differences  in  the 
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representations of  the  schemas. The corpus based method can be applied  to  those 






the  cost of  resources needed  for  creating a knowledge base  that  is  comprehensive 
enough, (2) the complexity of creation, (3) the brittleness of the resulting knowledge 
base  in  terms  of  it  being  used  for  conducting matching  only  on  that  part  of  the 
domain  that  has  been  accounted  for,  and  (4)  the  limitation  of  the  perspectives 
provided  by  a  single  knowledge  base.  The  knowledge  collected  comprises  the 
different ways in which the terms of the database structures, such as relation names, 
attribute  names  and  data  values  are  used,  and  the  variations  in  that  usage.  The 
corpus of representational components and validated mappings does not require the 
meticulous ontological design that a knowledge base does, or a consistent ordering 




that  can  be  used  towards  the  matching  of  schemas  that  are  composed  of 
representational  components.  [Halevy  &  Madhavan,  2003]  A  domain  may  be 
characterized  by many  representational  components  that  are  part  of  the  various 
representational schemas  that embody  the domain. The schemas may be XML  tree 
representations,  SQL‐like  relational  databases, MS  Excel‐like  field  records,  simple 
text  descriptors,  and  so  on,  each  contributing  its  components  to  the  corpus.  The 





as  well  as  indicate  the  use  of  these  concepts  in  CBKR.  Components  of 
representational schemas under consideration are matched using various rules and 
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techniques.  The  foundations  of  Corpus  Based  Knowledge  Representation  lie  in 
generic schema matching,  irrespective of any particular data model or application, 
using mappings  between  schema  components  based  on  their  names,  data  types, 
constraints,  and  schema  structures,  that  are  established  using  a  broader  set  of 
techniques,  such  as  the  integrated  use  of  linguistic  and  structural matching,  and 




a  pair  of  new  schemas. Models  for  categorizing  components  in  the  corpus were 
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The  figure  shows  the  CBKR  methodology,  where  the  blank  box  indicates  the 
possibility of expansion as part of  future  research, and has been  leveraged by  this 
work. The remaining parts are discussed below [Halevy & Madhavan, 2003]: 
− Contents of the Corpus: The corpus itself is a collection of dissimilar structures that 
do  not  form  a  logically  coherent  universal  database.  The  information  of  the 
domain  in  the  corpus  is  manipulated  using  tools  that  work  with  a  set  of 
operators  for manipulating  the representational components of  the domain and 
not  the  data  elements  themselves  [Bernstein,  2003  as  in Halevy & Madhavan, 




oriented  database  schemas  or  entity‐relationship  diagrams,  XML  data  type 








components  of  the  domain,  user  initiated  queries  that  can  generate metadata 
about  the domain on how data  is used based on  the  types  and  frequencies of 
queries and  the sets of answers associated with  them, and other meta‐data  that 
accompany domain models that provide any other information about the domain 
itself, the perspective in which the domain must be viewed, and so on.  
− Statistics  on  the  Corpus:  Analyzing  a  corpus  and  using  the  results  towards 
knowledge representation comes from the area of Natural Language Processing 
[NLP]  [Solan  et  al.,  2005,  Sowa,  2000].  The CBKR methodology makes  use  of 
statistics  that  can  be  computed  over  the  corpus  made  from  representational 
components of the same domain. [Halevy & Madhavan, 2003] These statistics are 
Word  and  Term  Statistics  that  are  run  over  individual words  and  noun/verb 
phrases  to show  the use of words  in structured data, where  techniques such as 
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word  stemming,  synonym  tables,  inter‐language  dictionaries,  and  their 
combinations, determine  the different  versions  of  these  statistics. This  class  of 
statistics includes those like Term Usage, which shows the frequency of the term 
used  as  a  relation  name,  attribute  name,  or  in  data,  Co‐occurring  Schema 
Elements, which  indicates  the  relation  names  and  attributes  that  can  usually 
occur  in  relation  to  a  term,  combinations  of  attribute  names  that  exist 
concurrently, and mutually exclusive uses of attribute names, and similar names 
that  show  for  each  term,  other  terms  that  are  used  with  similar  statistical 
characteristics. The next category of statistics that can be run over a corpus is that 
of Composite  Statistics.  These  statistics  are  similar  to  those  above  but  can  be 
applied to partial structures, such as sets of data instances, sets of relations with 
associated attribute names, and  sets of  relations with associated data. Statistics 
for  partial  structures  must  be  limited  with  regard  to  space  and  complexity 
constraints.  The  third  category  of  statistics  is  that  of  Statistics  for  Schema 
Elements.  Such  statistics  are  run  over  the  particular  schema  to  which  the 
component belongs, and other components mapped to the schema by validated 
mappings.  [Doan  et  al.,  2002  as  in Halevy & Madhavan,  2003]. Figure  2.2  is  a 
representation  of  the  set  of  statistics  associated  with  the  Corpus  Based 









sets  returned  may  often  summarize  sets  of  facts  or  provide  descriptions  of 
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schema  fragments, while  also highlighting  that data which  cannot possibly be 
part  of  an  answer  to  a  query.  Rather  than  responding with  answers  that  are 
based on Boolean conditions on data as in logical knowledge bases, corpus based 
applications rank  the answers according  to given query conditions. The corpus 
based  representation  methodology  attempts  to  provide  interfaces  to  the 
applications  it  supports.  Currently,  these  interfaces  are  classified  on whether 
they  support  factual  queries  or  similarity  queries. When  it  comes  to  factual 
information queries, a complex  function of constants as  input  returns  formulas 
that  include  all  of  these  constants, with  the  goal  to  identify  the  relationship 
between two representational components  independent of the specific role they 
have in the schema. The returned formulas may serve as a template that creates a 
schema  description.  Additional  knowledge  to  the  factual  query may  help  to 
prune the answer set, or result in a different ranking of answers. Queries based 
on similarity  information attempt  to utilize  the different ways of saying similar 
facts,  which  is  one  of  the  characteristics  of  a  corpus.  A  query  could  be  an 
established  basic  fact  with  the  corpus  returning  a  set  of  similar  ways  of 
expressing the same fact.  
− Applications  of  the  Methodology:  Dissimilar  knowledge  fragments  and 
representational components of the schemas modeling that knowledge make the 
corpus  of  the CBKR methodology,  over which  varied  statistics  are  computed. 
This method of  representation presents an alternative  to  traditional knowledge 
representation  for  a  broad  class  of  applications  that  share  some  common 
properties,  such as using  the knowledge base  to  resolve ambiguity by  ranking 
the answers and ruling out the incorrect ones [Halevy & Madhavan, 2003]. This 
methodology  is suited  to applications built on  learning  tasks, natural  language 
processing  and  natural  language  interfaces,  from which  the method  has  been 
inspired,  and,  information  retrieval  [Popescu  et  al.,  2003  as  in  Halevy  & 
Madhavan, 2003].  In addition, classes of applications based on web search and 
query answering  [Kwok  et al., 2001, Radev  et al., 2002, Sizov  et al., 2003 as  in 
Halevy & Madhavan, 2003], and creating and querying structured knowledge to 
close  the structure chasm  [Halevy et al., 2003 as  in Halevy & Madhavan, 2003] 
stand  to  benefit  from  this  methodology.  CBKR  is  ideally  not  suited  for 
applications  that  require  intricate  logical  inference  on  homogeneous  and 
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The  Corpus  Based  Knowledge  Representation  methodology  provides  several 
directions for future research. Some of these are the fine‐tuning that can be done to 











model,  explained ahead, outlines  some  foundational  considerations  for  the  logical 
organization and  representation of knowledge  in a given domain  system  [Gaines, 
1987]. According  to  the creator of  the model,  it  is reasonable  to suppose  that  these 
essential distinctions are  the generators underlying any knowledge  representation. 
Distinctions are  the operations of actions or processes  in computational  terms. The 
assumption of the model  is that  if the primitive process of making distinctions can 
be  considered  to motivate  the knowledge processes,  then  it  should be possible  to 
analyze the associations between the various components of the domain in terms of 
these  underlying  distinctions.  The  following  sections  explain  the  Domains  of 
Reasoning model proposed by Brian Gaines [Gaines, 1987].  












Initially,  the building material of a  complex universe,  including  the domain  to be 




that  it  is  useful  to make  them.  Every  sub‐domain  contains  utilitarian  truth  and 
pragmatic  inference,  generically  speaking,  and  is  called  the World  of  Axiology. 
Within  this  sub‐domain,  there  will  be  Necessary  Distinctions,  Independent 
Distinctions, and Distinction Makers.  
The  sub‐domain  of  Actuality  or  Necessary  Distinctions  contains  those 
distinctions  that  are  necessitated  by  the  actual, physical domain. This World  1  is 
based  on  correspondence  truth  and  causal  inference,  and  is  called  the World  of 
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Epistemology since the distinctions made are based on their value  in modeling the 
physical  world.  As  above,  the  sub‐domain  of  Independent  Distinctions  or 
Abstractions contains those types of distinctions that are considered apart from their 
origins.  This  World  3  justifies  the  distinctions  made  in  terms  of  criteria  that 










it with  the ability  to  form more associations within  the components of  the corpus. 
The  action  of  forming  associations  can  generally  be  based  on  the  context  of  the 







data or simple  information, since knowledge  is semantic and associative  in nature, 
and as a  result, knowledge maybe  incomplete or  incorrect as  regards  the domain. 
Methods of  forming associations  that can arrive at approximate answers are more 
useful  to  knowledge‐based  systems.  This  ability  to  accommodate  more  gradual 
correctness  is  advantageous  to  applications where  approximate  answers  are more 
efficient than typically correct answers. [Utrecht, 2005] 
In  classical  terms,  the  process  of  forming  associations  uses  inductive, 
deductive  and  abductive  inferences.  The  three  forms  share  an  interesting 
relationship.  Deduction  reveals  essential  consequences  on  the  basis  of  a  logical 
consistency  between  premises  and  conclusion  that  can  be  rationally  proven. 
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Induction provides an observed  logic between  the premises and experience, which 
can  also  be  proved,  to  derive  a  possible  generalization. Abduction,  on  the  other 
hand, not only classifies the data, but also offers a theory that attempts to justify the 
causal relation  that exists between  the  facts. Induction  is best used  for quantitative 
verification, while abduction and deduction work with conceptually comprehending 
premises,  facts  and  relations.  When  used  together,  the  goal  of  induction  is  to 
gradually approximate the truth to establish a set of beliefs for further inquiry, while 
deduction  builds  logical  hypotheses  based  on  other  plausible  arguments,  and 
abduction  explores  available  data,  and  identifies  patterns,  to  propose  credible 
hypotheses based on appropriate categories. [Williams & Colomb, 2002, Hoffmann, 
1997, Wirth,  2005]  Therefore,  in  sequence  of  use,  “abduction  creates,  deduction 
explicates, and induction verifies.” [Yokasu, 2005, Page 6] 
Section  2.3.5  listed  fine‐tuning  the  corpus  of  collated  representational 
components in CBKR as a research focus of this work. This research proposes using 
a mechanism  of  forming  associations within  the  components  in  the  corpus.  The 
mechanism will  help  to  refine  the  represented  knowledge  as  it  is  added  to  the 








Corpus  Based  Knowledge  Representation  uses many  representations  of  a  single 
domain, covering same or different perspectives with similar or additive knowledge. 





can  be  done  if  some  form  of  finding  associations within  the  components  of  the 
corpus is incorporated in the creation and use of the corpus. As stated by Gaines, the 




for  a  given  domain.  The  Basis  of  Categorization model,  introduced  in  the  next 
chapter,  is  an  instance  of  the  Domains  of  Reasoning  model  as  applied  in  a 
computational  context.  It  is  suggested  that  the  distinctions  of  the  Domains  of 
Reasoning model can be applied to the CBKR methodology in the form of the Basis 
of  Categorization  model  proposed  by  this  research  to  perform  a  first‐level 
categorization of the domain into possible associations and association makers. This 




This  chapter  discussed  the  background  information  needed  for  this  research.  It 
discussed  the  LSD  and MKB  techniques  of matching,  essential  to  the  process  of 
mapping, which creates associations between the representational components  in a 




























large  amounts  of  information  is  creating  a need  for  representational  systems  that 
model  extensive  domains  with  simplicity  and  ease  of  use.  When  a  domain  is 
modeled  for computational purposes,  the knowledge of  the domain  is modeled by 
the  components  of  the  representational  schemas  of  the  domain.  In  addition  to 
indexing  this  data  efficiently,  the  domains  must  be  able  to  use  competent  and 
effective  mechanisms  for  applications  that  use  these  schemas  and  the  domain 





This  research  focuses  on  an  alternative  form  of  knowledge  representation 
lateral  to  traditional  schemes  called  the Corpus Based Knowledge Representation 
methodology.  There  are  many  domains  where  data  changes  rapidly,  but  the 
essential  structure  of  its  representation  does  not  alter  significantly,  such  as 
demographic databases. One of  the properties supported by applications based on 
these domains  is  that  the applications are more domain schema reliant rather  than 
domain  data  reliant.  The  components  of  the  representational  schemas  of  such 
domains may vary, but are not drastically different. [Waltz & Kasif, 1995] The CBKR 
methodology applies itself to these types of domains. The methodology has certain 
drawbacks  that  must  be  addressed  in  order  to  improve  the  methodology.  This 
chapter is a discussion of the improvements suggested to the CBKR methodology in 
the form of the CBKR+ framework. 
The  CBKR  methodology  is  designed  to  use  a  corpus  of  different 
representational  schemas  of  a  given  domain  towards  applications  such  as  simple 
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query  processing  and  information  retrieval.  However,  the  methodology  lacks  a 
method  for  forming extensive associations between  the components of  the corpus. 
There  is  immense  scope  for  fine‐tuning  the  corpus  and  improving  the 




Association  in  the  CBKR  methodology  in  an  attempt  to  improve  the  CBKR 
approach. The Basis of Categorization model that performs a first‐level segregation 
of the components of the corpus into possible associations and association makers is 
an  instantiation  of  Brian  Gaines’  Domains  of  Reasoning  model  [Gaines,  1987] 
described  in  the  previous  chapter.  The  Set  of Criteria  for Association  contributes 
eight  criteria  that  identify  and  extract  associations  in  the  components  in  the  first‐
level segregated form of the corpus. This chapter also shows that the Set of Criteria 
for Association  is  related  to  the Basis of Categorization model  so  that  the  criteria 









model and  the Set of Criteria  for Association are explored. This  is  followed by an 
explanation of  the relationship between  the Basis of Categorization model and  the 
Set  of  Criteria  for  Association.  This  is  all  put  together  to  derive  the  CBKR+ 
framework. The chapter concludes with an appraisal of the framework using criteria 










and  the  knowledge  contained  within  them.  [Halevy  &  Madhavan,  2003]  The 
intuitive assumption is that a single domain modeled from many perspectives, and 
in different ways, will bring  together more knowledge about  the domain,  thereby 
improving  the  completeness  of  its  representation.  The CBKR methodology  is  not 
designed  for applications based on  intensive  logical  inference  that must adhere  to 
strictly designed domain models,  and  it  cannot  be used  for  applications  that use 
multiple domains at the same time. The methodology can be applied to applications 
that  do  not  need  a  very  expressive  corpus  that  supports  enhanced  analytical 
capability, such as web searching and query answering. The applications addressed 
by  this  methodology  share  the  common  characteristic  that  the  knowledge  base 
resolves ambiguity by  ranking and  rejection, where  the  candidates of an acquired 
result set are ranked according to some predetermined criteria, and those that fail to 
meet  the  criteria are discarded. These applications are based on  the paradigms of 
learning tasks, natural language processing [NLP], natural language interfaces [NLI] 
and  information  retrieval  [IR].  As  mentioned  by  Halevy  [Halevy  & Madhavan, 
2003], there are certain drawbacks of this approach. Some of these are: 





corpus.  This  drawback  can  be  alleviated,  in  some measure,  by  incorporating 
criteria for associations in the methodology.  
− No  support  for  ‘Hypothesis Testing’  and  ‘Prediction  in Context’: Due  to  the  above 
drawback,  limited  applications  lend  themselves  to  the CBKR methodology.  It 
cannot  address  diagnostic  and  probability  based  applications  that  require 
analysis  of  the  corpus.  Such  applications  include  hypothesis  testing  and 
prediction in context. 
Figure 3.1 shows  the researcher’s  interpretation of  the CBKR methodology, and  its 
drawbacks that will be addressed through this research.  








called Statistics Used  shows  the  set of  statistics  that  the methodology uses. These 
statistics include [Doan et al., 2002]: 
− Word and Term Statistics that are associated with individual words and noun or 














in  structures,  and  relate  them  to  usage  of  terms  in  other  structures  of 
components.  The  same  term,  used  in  different  structures,  can  have  different 
connotations.  
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The  block  labeled  ‘Applications  Addressed’  represents  those  applications  that 
















− PERSON    DRUG:  stands  for  the  relation:  component  PERSON  deals 
component DRUG 





adequate  association  forming  mechanisms  and  analyses,  the  association  can  be 
formed  that  since  component  PERSON  deals  component  DRUG,  and  since 
component PERSON is in component PRISON, any PERSON dealing DRUG will be 
confined  to  PRISON.  Result  sets  of  various  individuals  who  have  been  dealing 
various forms of coke and have been confined to various prisons can then be created 
for a demographic profiling of individuals having a higher likelihood of committing 
the  crime of dealing. This  can be used  to  set out All Points Bulletins or Advisory 
Notices for localities with a high concentration of such individuals. 






A  hypothesis  can  be  tested  against  an  adequate  corpus  using  truth‐values,  pre‐
determined  probabilities  and  confidence  intervals. With  regards  to  this  example, 
based on  the  regularity of  the  invocation of  these  relationships,  the probability or 
truth‐values of hypotheses such as:  ‘every person who  is  in prison deals coke’ and 
‘every person who deals coke  is  in prison’ can be established. It however does not 
mean  that  every  component  PERSON  who  is  in  component  PRISON  deals 
component DRUG. The  important  factor here  is  that  the  forming of associations  is 
based  on  the  regularity  of  occurrence  in  the  corpus.  Unknown,  ambiguous 
components,  or  erratic  relationships  between  them must  be  dealt with  different 
methodologies, the suggestions for which are beyond the scope of this research. 
This mechanism can be extended to include a larger section of the corpus, as 
represented  in  Figure  3.3,  below.  By  way  of  example,  the  structure  of  drug 
trafficking  in  the  corpus  of  social  crime  is divided  into partial  structures  such  as 
PERPETRATOR, INSTRUMENT, and STATUS, where component PERSON is one of 
the components in partial structure PERPETRATOR, component DRUG is one of the 















The  idea  underlying  corpus  based  representation  is  that  an  extensive  library  of 
domain‐model  representations  can  be  used  effectively  towards  knowledge 
representation,  in a manner  complementary  to  traditional  representation  schemes. 
The  advantage  is  that  the  need  for  a  strictly  homogeneous  logical  design  of  an 
extensive  and  complete  representational  ontology  is  avoided.  [Doan  et  al.,  2002, 
Halevy & Madhavan, 2003] A knowledge base, as  in a  corpus of  schemas, with a 
mechanism for forming associations between its components can effectively address 
tasks  such  as  analysis  based  query  answering,  probability  based  prediction,  and 
diagnosis  where  a  possible  state  of  the  system  can  be  diagnosed  by  testing  a 
hypothesis posed on that state.  
 








the CBKR methodology  to  form  the CBKR+  framework. The CBKR+  framework  is 
based  on  collecting  a  corpus  of disparate  fragments  of  knowledge  in  the  form  of 
schemas  and  representations  that  model  the  domain,  identifying  and  extracting 
associations between the components of the corpus, analyzing the properties of the 
corpus  through  the  associations,  and  using  this  analytical  capability  to make  the 
CBKR methodology more expressive and applicable to a wider class of applications. 
The  advantage  of  the  CBKR  methodology  is  that  the  corpus  can  contain  a 
heterogeneous  collection  of  schemas  contributed  by  many  experts,  where  the 
domain  representations  do  not  have  to  adhere  to  a  strict  creation method.  This 
advantage is extended to the CBKR+ framework. One of the underlying bases of the 
CBKR+  framework  is  that  if  the corpus  is  large enough,  the patterns  identified by 
observing a sufficient number of regularities within a system in forming associations 
can  be  used  for  knowledge  intensive  tasks.  [Iyengar  &  Bastani,  1992, Halevy  & 
Madhavan,  2003] The  corpus  contains  schemas  that  represent  the  structure of  the 
domain. The components of the corpus represent a macroscopic view of the domain. 
As  a  result,  this  work  identifies  and  extracts  macroscopic  associations.  A 
microscopic  view  of  the  domain would  be  one where  every  entity  and  element 
within the domain, and not just its structure, would be modeled. 
Once associations have been extracted, and analysis is being done, ambiguity 
in generating  the  result  sets  to diagnostic  and probability based queries  could be 
resolved by establishing a  set of predetermined  confidence  levels.  If  the  results of 
the hypothesis being tested fall within the confidence interval, the truth value of the 
hypothesis  can  be  said  to  be  true.  Similarly,  if  the  regularity  of  certain  observed 





Basis of Categorization model uses existing components  in  the  corpus and  strictly 
validated  relationships  between  them  to  create  a  structure  for  finding  possible 
associations and association makers  in  the corpus. This can be called  the  inductive 
process, where  specifics are  leveraged  to  arrive  to general  conclusion about all of 
them.  Then,  the  Set  of  Criteria  for  Associations  identifies  and  extracts  specific 
associations  in  the  corpus.  This  can  be  called  the  deductive  process  since  it 
progresses from general warrants and reasons to specific claims. 












composite  statistics  and  statistics  for  schema  elements  to  study  the  Corpus  of 






applications such as hypothesis  testing and prediction  in context. The domains  for 
such  applications must  be more  domain  schema  reliant  rather  than  domain  data 








finding  associations  in  the domain  can be  analyzed,  and  then  implemented  if  the 
knowledge  processes  in  a  given  domain  are  distinctly  recognized.  This  model 
elaborates on the method in which the world, or the domain, should be modeled to 
represent  it  comprehensively  and  completely  enough.  This  model  identifies  the 
interactions  that  can  arise  within  the  domain.  After  adequate  research,  this 
researcher believes that this model of finding associations would seem to work well 
with  knowledge  systems  that  serve  applications  in  social  contexts  such  as 
Criminology, demographic modeling, and so on. A property of such applications is 




considered  to  be  a  complex  informal  chaos.  This  researcher’s  interpretation  of 
Gaines’  Domains  of  Reasoning  model  segregates  a  given  domain  into  distinct 
worlds or sub‐domains as in Figure 3.6, below. [Gaines, 1987]  






involved  therein are  identified. Only  those  that are useful, based on utilitarian 
truth and pragmatic  inference, are  identified. It  is called the World of Axiology 
since the associations identified are ascribed a truth value. 
− World  1    Epistemology:  The  representational  components  of  a  domain must 
convey their manifestation of physical reality, i.e. which components encompass 
what amount of physical reality. It is termed the World of Epistemology since the 
components  are  characterized by  their value  in modeling  the physical domain 
and setting limits to the manifestation that must be represented. 
− World  2    Psychology:  The  representational  components  of  the  domain  share 
relationships between one  another. Some  associations  are  explicit  and  evident, 
some are  implicit, while others are  latent or have yet  to be  formed. This  is  the 
World of Psychology  since  it  is  formative of  the associations  that are exhibited 
between the components of the domain. 
− World  3    Ontology:  The  components  of  the  domain  are  affiliated  by  some 
common underlying characteristics, in terms of criteria that determine that they 
belong  together.  The  representational  components  have  an  established  nature 
and a system that seeks to find associations within them. This is called the World 
of Ontology,  since  the  nature  of  the  components  clusters  them  in  associative 
groups, thereby forming an ontology for the domain. 
As  an  instance  of  the  Domains  of  Reasoning  model  applied  to  a 
computational context, the Basis of Categorization model has been proposed by the 
researcher  for  a  first‐level  categorization  of  the  components  of  the  corpus  into 
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possible  associations  and  association  makers.  World  1,  World  2  and  World  3 
establish  these possible associations and association makers, while  the associations 
extracted  are  given  a  truth  value  using  the World  of Axiology.  The  researcher’s 
perception of the descriptions of the Worlds is thus defined as the following: 
− Axiology  –  That  part  of  the  domain  reliant  on  the  nature  of  truth‐values  and 
truth‐value judgments. [American Heritage Dictionary, 2000] 
− Epistemology  –  That  part  of  the  domain  reliant  on  the  domain  knowledge 
especially with reference to its limits and validity. [Webster’s, 1998] 




components,  as  such,  or  the  principles  and  causes  of  their  being.  [Webster’s, 
1998] 
When  the  components  of  a domain  are  segregated  into possible  associations  and 
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The  division  of  the  domain  into  ‘Worlds’  as  applied  to  a  computational 
context  forms  the Basis of Categorization model. Figure 3.7 displays  the Levels of 
the Basis of Categorization model. These are described as: 
− Level 0: This indicates the domain that must be represented.  
− Level  1:  The World  of Axiology,  now  called Association Value,  stands  for  the 
goodness or the value of an association.  
− Level 2A: The World of Epistemology, now called Domain Limits and Validity, 





for  the  behavioral  characteristics,  such  as  causes  for  relationships  and 
interactions of the components. It signifies the pre‐existing relationships between 
the components in the corpus. 
Level 1 gives a  truth‐value or a belief  co‐efficient, a weight of belief  to  the 
associations  identified  by  Level  2.  This  level  determines  whether  the  resultant 
associations  fall within  the confidence  intervals  that have been pre‐determined  for 
the  domain.  Levels  2A  and  2B  identify  components  that  can  have  possible 
associations, while Level 2C identifies components that are association makers in the 
corpus. The three parts of Level 2 – 2A, 2B, and 2C – work in conjunction to define 
the  representational  components  and  their  associations  contained  in  the  corpus. 










the  corpus. Pre‐existing  component  relationships  can  serve  to  identify and  extract 
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more  associations  between  the  components  in  the  corpus. Now,  given  the  above 
categorization of  the domain –  into possible associations and association makers – 





capacity by  incorporating some measure of  finding associations  in  the components 
of the corpus. This is done by, first, doing a first‐level categorization of the corpus, 
and then, extracting more objective associations in it by applying the Set of Criteria 









The  hierarchy  of  structures  is  that  the  domain  is  represented  by  a  corpus  of  the 
representational  schemas  that  model  it.  These  schemas  may  be  represented  in 
different  formats,  and  may  be  broken  into  components  at  their  finest  level  of 
granularity.  Every  representation  of  the  domain  may  contain  a  different  set  of 
components and their associations. These collated components may exist in groups 
called  subsets.  They  may  be  categorized  into  structures  based  on  relation  and 
similarity,  to  objectify  the  corpus  and  cleanly  categorize  the  components  in  it  as 















partial  structure.  Sets  of  related  components,  sharing  common  attributes  or 
behaviours can be grouped into subsets SS1 to SSk in order to collate components.  
The  criteria  for association  contributed by  this  research are descriptive and 
inferential in nature, descriptive because, they provide a quantitative account of the 
domain,  and  inferential  because,  the  truth  of  the  hypotheses  suggested  over  the 
domain  can  be  verified,  and  predictions  made  can  be  assumed  to  have  a  high 
probability  of  occurrence.  Figure  3.9  shows  the  criteria  that  compose  the  Set  of 
Criteria for Association.  
 






The Set of Criteria  for Association, as  in Figure 3.9,  is  composed of  the  following 
eight criteria:  
1. Extraction of Roles: The components and subsets of components have descriptive 
features  that  can  be  used  to  define  their  purpose  and  role within  the  corpus. 
These roles may be used in combination with one another. This criterion is sub‐
divided  into  a  group  that  defines  a  given  representational  component.  This 
group contains: 
− Who: The component name, i.e. how should the entity in question be called. 
− What:  The  component’s  purpose within  the  structure  and  /  or  the  partial 
structure. 
− When:  The  instance  of  initiation  and  the  scope  of  activation  of  the  given 
component.  
− Why: The reason for initiation of the component.  
− Where:  The  place  of  the  component  in  the  structure  and  /  or  the  partial 
structure, i.e., its explicit association to the structure or the partial structure. 
2. Component Key Co‐occurrence: The components in the partial structure may occur 
in  the  same  representation  schema,  in  connection with  another  or  separately. 
They may be associated with one another in the same representation schema or 
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4. Component Attributes: Generally, a  component will have  some  characteristics  in 
the  form of  some adjective qualities. This criterion  represents  those descriptive 
features that are most frequently associated with the component.  
5. Component Connectivity: In a given representation of a domain, every component 
and  subset of  components  exists because  it has  cause  to do  so  – maybe,  some 
other  component  or  subset  necessitated  its  existence.  Also,  a  component  or 
subset may  affect  the  existence  of  some  other  components  and  subsets.  This 
criterion  represents  the dependence between  components  and  subsets  – which 
components and  subsets necessitate  the other  components and  subsets  to  exist 
and  how do  these,  then  in  turn,  affect  the  existence  of  other  components  and 
subsets.  More  than  one  component  or  subset  can  be  the  cause  for  a  given 
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between  the  components  and  subsets when  a  search  is  conducted  for  a  given 





association  between  partial  structures.  It  represents  the  abstractions  of  the 
corpus,  i.e.  the  structure  to  establish  domain  points,  which  are  the  partial 
structures.  Basically,  depending  on  some  criteria  of  association,  it  represents 
which  components  are  related  to  one  another  and  forms  partial  structures  of 
those components  that adhere  to  that association.  It  is very  important  to define 
the criteria of association with maximal objectivity so that the segregation of the 
structure  into  partial  structures  causes  minimal  contention  among  the 
components when  they  have  to  be  classified. However,  it  is possible  that  one 
component may be classified under two partial structures. Through this statistic, 
the  library  of  domain  representations  and  the  components  of  those 
representations  are  separated  into  groups  that  further  serve  to  organize  the 
corpus and fine tune it. 
Corpus  based  approaches  find  their  roots  in Natural  Language  Processing 
[NLP] where, often, a corpus of text is used to elucidate linguistic theories. This can 
refer  to  anything  from  fairly  simple  string‐manipulation  tasks  like  building 
concordances of natural language texts, to higher‐level AI‐like tasks like processing 
user  queries  in  natural  language. Concepts  such  as word  and  phrase  translation, 
their  semantic  relevance  and  theories  of  argument  are  generally  validated  using 
corpus of texts. Corpus based approaches also find their roots in Natural Language 
Interfaces [NLI], systems that allows users to access information for a given system 















Individual  Elements,  Composite  Statistics  for  Partial  Structures  and  Statistics  for 
Schema Elements over Different Structures are based on  the paradigms of Natural 
Language  Processing  and  Information  Retrieval  [Halevy  &  Madhavan,  2003]. 
Similarly, the Set of Criteria for Association is also rooted in the axioms of Natural 
Language  Processing  and  Information  Retrieval.  The  set  is  applied  to  individual 
representational components, partial structures composed of those components, and 
independent  structures  of  the  components  that  are  the  sub‐sections  of  the main 








This  research  is done  on  the presumption  that  the  Set  of Criteria  for Association 
should not be a random collection of criteria if the set has to be effectively applied to 
a  corpus  containing  the  representational  components  of  an  entire  domain.  These 
criteria  must  have  some  unifying  factor  so  that  they  can  work  together,  in 
conjunction, to facilitate the identification of associations between the components of 
the corpus. This unifying factor is the Basis of Categorization model. The three parts 
of  Level  2  work  in  conjunction  to  define  the  nature,  origin  and  limits  of  the 












Level  2A, Domain Limits and Validity,  stands  for nature, origin and  limits of  the 
components contained  in the corpus, while Level 2B stands for the nature of being 
or properties of the representational components of the domain, and Level 2C stands 
for  the  behavioral  characteristics,  such  as  relationships  and  interactions  of  the 
components. The Set of Criteria for Association is influenced by these three parts so 
as  to  form  a  cohesive  structure  for  extracting  associations  between  all  the 
components  in  the  corpus.  Level  2A  influences  the  creation  of  the  Key  Subset 
Detection,  Component  Collocations  and  Frequencies  and  Abstraction:  Domain 
Subsets  criteria,  as  these  criteria will  primarily  be  applied  to  extract  associations 
between  components  that model  the  limits  and  validity  of  the  domain.  Level  2B 
influences the need for the Extraction of Roles, Component Key Co‐occurrence and 
Component Attributes  criteria,  as  these  criteria  extract  associations  based  on  the 
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The  previous  sections  have  discussed  the  need  for  a mechanism  to  identify  and 
extract associations in the CBKR methodology. An explanation of such a mechanism 
and  its  incorporation  in  the  methodology  has  been  provided  as  well.  The 
incorporation  of  the  Basis  of  Categorization  model  and  the  Set  of  Criteria  for 
Association  in CBKR methodology gives  rise  to  the CBKR+  framework. As Figure 
3.12  indicates,  the  Basis  of  Categorization  model  plus  the  Set  of  Criteria  for 








incorporates  the  Basis  of  Categorization  model  and  the  Set  of  Criteria  for 
Association  with  CBKR  in  order  to  enhance  the  technique.  CBKR+  is  a  basic 
conceptional structure for classifying and organizing the components in the corpus, 
and  is  thus  termed as a  framework. Figure 3.13  shows  the working of  the CBKR+ 
Framework. The CBKR methodology  and  the Domains  of Reasoning model  have 
been  covered  in  sections 2.3 and 2.4  respectively, while  the  rest  forms  the CBKR+ 
framework. 
 







Categorization model  is  incorporated with CBKR.  This,  then,  facilitates  first‐level 
categorization of  schema  components  in  the  corpus  into possible associations and 





step  identifies  and  extracts more  objective  associations  in  the  corpus, making  the 
CBKR methodology more expressive, and giving it greater analytical capacity. These 
steps  form  the  CBKR+  framework  that  overcomes  the  drawbacks  of  CBKR  as 
identified in section 3.1. The Basis of Categorization model and the Set of Criteria for 
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Association  are  ‘incorporated with’  the CBKR methodology.  Incorporation  of  the 
Basis of Categorization model and the Set of Criteria for Association with the CBKR 
methodology  indicates  that  these  extensions  can  be  used  in  conjunction with  the 
original CBKR approach [Halevy & Madhavan, 2003]. The CBKR+ framework is not 
suggested as a replacement to the CBKR methodology, but as an enhancement to it.  






The CBKR methodology and  its drawbacks have been  explained  in  the preceding 
sections. These include limited association capability and no support for hypothesis 
testing and prediction in context. 
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The  incorporation of  the Basis  for Categorization model and  the Set of Criteria  for 
Association  with  the  CBKR  methodology  forms  the  CBKR+  framework.  This 
framework overcomes the drawbacks of CBKR, in that: 
− Enhanced Association Capability: CBKR+  fine‐tunes  the  corpus and  improves  the 
expressiveness  of  the  domain  representation  using  mechanisms  for  the 
identification  and  extraction  of  associations  between  the  components  of  the 
corpus, and 
− Support  for  Hypothesis  Testing  and  Prediction  in  Context:  CBKR+  enhances  the 
CBKR methodology so  that  it can be used  for applications based on analysis of 
the corpus, such as hypothesis testing and prediction in context. 
While  the  framework has been designed  to be  as  simple  as possible,  three  of  the 
important pre‐requisites for the best possible functioning of CBKR+ are:  
− The meta‐strategy  of  identifying  associations  and  patterns  is  that  the  training 
data used for this initial learning is taken from strict schemas whose components 





− The  truth  values,  goodness  values,  belief  coefficients  and  confidence  intervals 
must be as accurately predetermined and well defined as possible. 
The  following  is a guideline  to assist  the user  in employing  this  framework easily, 
once  the  environment  to  create  the  corpus  and  a  set  of  truth  values  or  belief 
coefficients  that  can  be  used  for  determining  the  confidence  interval  for  a  given 
criterion have been established:   
− Identify the  initial components, subsets, partial structures, and structures  in the 
corpus, and establish the granularity best suited to the domain. 
− Apply  the Basis of Categorization model  to  the  corpus  to  facilitate a  first‐level 
categorization of the corpus into possible associations and association makers. 
− Then,  apply  the  Set  of  Criteria  for  Association  to  identify  and  extract  more 
objective associations between the components of the corpus. 
− Identify a hypothesis that has to be tested, and based on the associations formed; 
check  if  the hypothesis has been  tested  as  true  or  false. Perform prediction  in 
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context using  the predefined probabilities  for associations and  their  impact on 
the state of the system. 
One aspect  to be cautious of  is  that  this model may contain new, hidden variables 
that  have  not  been  accounted  for  earlier.  As  these  are  discovered,  in  the  next 
iteration, integrate them within the structure, as part of existing partial structures or 
a  new  one  altogether. Hypothesis  Testing  and  Prediction  in Context  is  based  on 
observing  transformations  on  the  corpus,  and  identifying  patterns  based  on  the 
regularity of occurrence of components and associations between them. 
This structure of employment has been used  for  the case studies  in  the next 
chapter to demonstrate the CBKR+ framework. The simplest form of diagnostic and 
probability‐based  queries  is  where  the  number  of  a  certain  type  of  instances  is 
compared to the total number of instances that have occurred in the domain. If the 
truth‐value  generated  by  this  comparison  falls  within  the  confidence  interval 
determined  for  the  possibility  of  the  situation  being  valid,  the  outcome  of  a 
fashioned  hypothesis  can  be  ascertained.  [Stark,  2005]  As  regards  this  research, 
predictability  within  the  domain  is  based  on  the  regularity  of  occurrence  of 
phenomena and outcomes. The greater the regularity of these occurrences, based on 
the  truth‐values of  the probabilities generated,  the greater  is  the possibility of  the 
correctness  of  the prediction. However,  the  one  caution  to using  this  approach  is 
that  even  if  the  patterns  recognized  in  the  data  are  prominent,  they  may  be 






domain  is often  computationally problematic. Efforts  to alleviate  this problem are 
the basis for developing a corpus based approach to knowledge representation. The 
advantages are two‐fold [Halevy & Madhavan, 2003]:  
− The  environment  of  the  representational  components  of  the  domain  forms  a 
corpus,  in  a  manner  similar  to  that  of  building  a  library.  This  makes  the 
representation  of  the  domain  more  complete.  Associations  can  be  identified 
between  the  representational  components.  Naturally  occurring  similar 
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components  can  form  groups  that  turn  into  subsets within  the domain. These 
subsets are not  isolated and can  interact with other components on  the basis of 
further associations  that can be established as well. Due  to  the  large amount of 
knowledge  in any  large domain, and the many schemas that can represent  it,  it 
becomes  easier  to  organize  domain  data  using  a  corpus  of  representational 
components that model different perspectives of the domain in many ways. 







The  characteristics  of  the  domain  define  the  success  of  the model  in  adapting  to 
updates  and  changes  in  domain,  and  stabilizing with  regard  to  it.  The  types  of 
domains  that  lend  themselves  to  the  current CBKR methodology  are modeled by 
schemas having characteristics that can be expressed in objective terms more easily, 
allowing  the  use  of  criteria  to  establish  associations  and  patterns  between  the 
components of the domain representation. Even if the environment is too small to be 
reliable,  the  corpus  based  approach  works,  as  the  clustering  of  representational 








is  proposed  and  then  its  truth‐value  is  judged.  Cognitive  interpretation  of  the 
associations  can  recognize  patterns  in  the  environment  based  on  frequency  and 
similarity of occurrence. The CBKR+  framework can also be employed as a simple 
tool  for prediction  in context –  i.e.,  if  the associations between  the components are 
analyzed  on  the  basis  of  the  observed  regularities  and  obvious  patterns  in  the 




the  environment might  look  like  if  certain  components  and  their  associations  are 
changed. The hypotheses themselves maybe contemplative, and if shown to be true, 
can stand as predictions about the domain. This predictability is based on emergent 
behavior  that  results  from  observing  a  sufficient  number  of  regularities  in  the 
associations of the components in the corpus of the domain. Predetermined metrics 
can create a spectrum of  trust values  that are acceptable  for  the given proposition 
within  a  certain  confidence  interval.  Surprising  or  unexpected  interaction  is  not 
considered [Gaines, 1987] in the CBKR+ framework. The outcome of the prediction 
is  one  that  is  expected  to  have  a  high  probability  of  happening  –  the  process 
conclusively determines whether  the prediction or  the hypothesis may be  right or 
wrong.  Testing  hypotheses  and  predicting  possibilities  that  rely  on  unexpected 
representational components and interactions require a more fuzzy form of logic.  
Once proposed  and  explained,  every model must be discussed using  some 
performance measures. A set of criteria has been suggested by Torsun, explained in 
Chapter  1,  for  the  discussion  of  different  knowledge  representation  schemes. 









CBKR+  is  able  to provide  a more  coherent  semantic  theory  of  the domain,  as 
compared to the CBKR methodology. 
− Expressive  adequacy:  This  criterion  evaluates what  part  of  the  domain  can  and 
cannot be represented and how well.  It also evaluates what part of  the domain 
has been used and for what. The CBKR corpus of representations can address the 
needs  of  a  limited  class  of  applications.  In  comparison  to  the  CBKR 
methodology,  the CBKR+  framework  applies  itself  to  additional  applications  – 
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those  that based on  the  analysis of  the  corpus,  such as hypothesis  testing  and 
prediction in context.  
− Naturalness: In some sense, all knowledge can be represented in binary form, but 
such  a  representation  of  the  domain will  be  very  difficult  to  understand  and 
manipulate. The CBKR methodology models the domain using representational 
components of the representation schemas, and uses a library‐like structure that 
can  be  comprehended  easily.  In  the  same  spirit,  the  CBKR+  framework 
represents  the  domain  in  the  form  of  an  easily  understood  and  implemented 




CBKR+  framework  makes  the  domain  representation  more  expressive,  and 
endows the CBKR methodology with greater analytical capacity. 







any domain. The CBKR+  framework  identifies more associations  in  the corpus, 
thereby  achieving  greater  completeness  of  the  representation.  Due  to  the 
dynamic nature of  the world,  the  fine‐tuning of  the corpus will be an ongoing 
process.  The  CBKR+  framework  represents  a  more  complete  picture  of  the 
domain than the CBKR methodology can.  
− Revisable reasoning: Much of what one knows about  the world  is almost always 
true. This metric evaluates  the methods  that  formalize and compute  this  truth. 
The proposed CBKR+  framework does  not  support  a  fuzzy  form  of  logic  and 
reasoning, but  identifies associations between  the components  in  the corpus.  It 
supports confidence intervals and degrees of belief that reflect the real world are 
used as part of the analytical process. 





domain  and update  the  corpus of  representational  components with  ease. The 
CBKR+  framework  has  the  ability  to  accept more  schemas  in  the  corpus,  and 
categorize the new components according to the patterns of association observed 





mechanism  for  forming associations among  the  representational components were 
explained. Towards this goal, the methodology was enhanced by incorporating the 
Basis  of  Categorization model  and  the  Set  of  Criteria  for Association  in  it.  This 
formed  the CBKR+  framework. The  influence of  the Basis of Categorization model 
on the Set of Criteria for Association was discussed. These concepts were collated to 
























of  the proposed  framework are  followed by an  illustration of  the examples of  the 
CBKR methodology, and an  indication of how  the CBKR+  framework can enhance 
the capability of  the methodology. The working of  the CBKR+  framework and  the 
use  of  the  framework  to  support  the  applications  of  Hypothesis  Testing  and 




The  CBKR+  framework  proposed  in  this  research  collates  a  library  of 
representational  models  or  schemas  of  a  given  domain.  These  models  are 
heterogeneous as  they represent different perspectives and different aspects of  the 
domain using various schemas. CBKR and CBKR+ are not proposed as replacements 
for  traditional  knowledge  representation,  but  are  suggested  as  complementary 
methodologies  that  use  schemas  of  domain  representation,  rather  than  data 
elements  and  fragments  of  specific  knowledge. This  collation  of  schemas  and  the 
representational components contained therein in a library‐like structure leads to the 
formation of a corpus. The representation of the domain is macroscopic in character. 
This  is because  the domain  is  represented  in  its  structural  form  through  schemas 
instead  of  the  content  of  the  domain,  such  as  instances  of  data  elements  and 
fragments  of  specific  knowledge.  Specific  data  instances within  each  component 
form  the microscopic view of  the domain, which  is dealt with using  rigorous and 





the  schemas  in  the  corpus.  The  CBKR+  framework  identifies  and  extracts more 
associations in the corpus. The associations identified serve to build a clearer, more 
comprehensive representation of  the domain. The CBKR+  framework enhances  the 
organization  of  the  schema  components  in  the  corpus,  thereby  fine‐tuning  the 
corpus,  and  increasing  the  range  of  applications  that  can  use  this  form  of 
representation.  
Through  the  framework,  the  Basis  of Categorization model  creates  a  first‐
level,  elementary  categorization  of  the  given  domain  corpus  into  possible 
associations  and  association  makers.  Then  the  Set  of  Criteria  for  Association  is 
applied  to  this  corpus  to  identify and  extract more objective associations between 
the components of  the corpus. Finding associations  in  the corpus with  the CBKR+ 
framework  is  conducted on  the presumption  that  there are patterns  in  the  corpus 
that can be identified. These patterns are identified on the regularity of occurrence of 
the  components  in  the  corpus  and  the  relations  that  exist  between  them. 
Representational  models  of  demographic  and  ethnographic  domains  such  as 
environmental  monitoring,  marketing  strategies,  and  criminology  have  a  higher 
possibility  of  containing  potential  patterns.  [Halevy  & Madhavan,  2003]  This  is 
because  there  is  the  possibility  of  (1)  a  large  number  of  schema  representations 
created by a variety of experts due to the large size of such domains, (2) similar data 
content  that  is  modeled  differently  through  many  schemas  giving  rise  to  the 
formation  of  a  corpus,  (3)  the  use  of  such  domains  to  acquire  approximate  or 
partially correct result sets rather than strictly accurate ones, and (4) the use of such 
domains  for multiple applications  that are based on  similar  representations of  the 
domain.  Applications  that  leverage  such  domains  must  also  be  more  domain 
schema  reliant  rather  than domain data  reliant  for  the effective use of  the CBKR+ 
framework.  The  result  sets  of  such  applications  are  gradually  rather  than  rigidly 
correct, where approximate answers can be more useful than classically correct ones. 
The mechanism  of  identifying  associations  by  the CBKR+  framework  first works 
inductively  and  then  deductively.  It  is  inductive  as  specifics  about  the 
representational components of the corpus are used to arrive to general conclusions 




the domain, where  results are used  to  judge  the  truth‐value of  these  claims using 
probabilities and predetermined confidence levels.  
  Figure  4.1  is  a  graphical  representation  of  the  application  of  the  CBKR+ 
framework. Various representational or structural schemas of a domain are brought 
together  in  a  corpus.  These  schemas  are  composed  of  components,  where  a 
component is the finest granularity of a schema, and is determined by the designer 
of  the  schema.  The  Basis  of  Categorization  model  and  the  Set  of  Criteria  for 






This  chapter  applies  the  CBKR+  framework  postulated  in  the  previous 
chapter  the  example  form  the  CBKR methodology,  as well  as  to  the  domain  of 
Criminology.  The  aim  is  to  test  hypotheses  with  regard  to  the  domain  of 




The  setting  up  and  testing  of  hypotheses  is  essentially  stating  the  proposition  of 
some theory that is believed to be true or is to be used as a basis for argument, but 




parameters  like  expected  value  and  variance,  or  statements  about  the  form  of  a 
characteristic of  interest. Outcomes of hypotheses  tests are either  the  rejection of a 
hypothesis  or  an  acceptance  of  it,  i.e.  they may  either  be  true  or  false.  [Easton & 
McColl,  2005]  This  research  considers  a  hypothesis  in  the  following  perspective: 
Given the corpus of a domain represented by various schemas, there may be a need 
to know whether certain propositions and assumptions about the domain hold true. 
A  hypothesis  is  framed  using  the  components  concerned  and  the  associations 
determined between them. Through the analyses and diagnoses of the corpus, if the 
certain related associations between the components are identified, the hypothesis is 
said  to  be  true,  or  the  hypothesis  is  accepted.  Prediction  in  context  expects  the 
domain to be in a certain state given the associations (or the context) that affect that 
state. A  certain  number  of  occurrences  of  particular  associations  are  related  to  a 
certain  probability  of  the  state  of  the  domain  based  on  observed  patterns  in  the 
corpus. If this certain number is achieved, there is a high probability of the domain 
being  in  the said state. Of course, external  factors can  influence  the prediction and 
lower  the  possibility  of  the  domain  having  the  predicted  structure.  The  future 
addition of any new components and their associations with other components will 
be guided by the categorization facilitated by the Basis of Categorization model, the 
associations  identified by  the Set of Criteria  for Association,  the hypothesis  tested, 
and the predictions made in context of the domain. 
As  an  example,  say,  the  components  of  a  representational  schema  S1  are 
associated to those of another schema S2, both of which differently model domain D, 
since D  is  large and  is not modeled only by one schema. These schemas and  their 
components form the corpus. The corpus thus has components Ci that represent the 
domain. If the components of S1 are Ca, Cb, Cc, and those of S2 are Ca, Cc, Cd, then the 
corpus  contains  collated  components Ca, Cb, Cc, Cd. Now,  if  the components of S3, 
another representation schema, Ce, Cf, Cg are added to the corpus, it will contain Ca, 
Cb, Cc, Cd, Ce, Cf, Cg.  If  the associations Ce  ≡ Ca, and Cf  ≡ Cb exist,  then  the corpus 
contains Ca  / Ce, Cb  / Cf, Cc, Cd, Cg, which will still provide a more comprehensive 
representation  of D  than  those  of  S1,  S2,  or  S3  alone.  If  S4  is now  introduced,  and 






pre‐determined  values  for probabilities,  confidence  intervals  and  truth  values  are 
selected after extensive study of the domain, and are modeled within the system and 
updated with regard to inclusion of new information by a domain expert. If a new 
hypothesis  is accepted or a prediction holds  true,  its  representational  components 
and the associations between them become part of the corpus as well. 
As  concerns  the  physical  world  validation  of  the  proposed  CBKR+ 
framework,  the domain of Criminology can be  represented using various schemas 
and models, which  can  be  generated using  literature descriptions  of  the  domain. 
[Aked, 2005, Selie, 1996, Petherick, 2005]. The preliminary associations between the 
representational  components  in  the  corpus  can  be  established  in  the  spirit  of 
[Evermann & Wand, 2005, Solan et al., 2005]. Then,  the CBKR+  framework  is used 
towards  fine‐tuning  the  corpus  of  representational  components  of  the  domain  in 
order  to arrive at a more  comprehensive  representation of  the domain. Given  the 
domain  of  Criminology,  for  example,  one  schema  is  of  text  sentence  type,  and 
models the domains from the point of view of defendant characteristics, i.e. Domain 




such  as  the  nature  and  seriousness  of  the  charge,  the  extent  of  prior  arrests  and 
convictions,  a  history  of  drug  addiction,  and  so  on  can  be  used  to  correctly 
hypothesize that defendants will commit new offences on release. [Petherick, 2005] 
These  defendant  characteristics  may  have  been  part  of  a  single  domain 
representation, or may have been collated from different representations. Figure 4.2 










of  defendant will  be  likely  to  commit  crimes  on  release,  and  it  can  be  predicted 
which type of defendants may do so. While running these criteria on the corpus of 
representational  components of  the domain of Criminology  for hypothesis  testing 
and prediction  in  context,  it  is  better  to  be  overcautious with predictions,  stating 
more often that a criminal type will be  likely to commit offences, even  if they may 
























where  it  is  identified  that certain  individuals will not act dangerously but actually 









components.  For  a  given  query,  the  CBKR  methodology  can  return  a  set  of 
components applicable to the query. This shows that the components form a cluster, 
but  the methodology  is  incapable of  specifying  the exact  relationship between  the 
components. Consider  a  schema  representation  for  the domain of  education  from 
the  student  point  of  view.  The  corpus  contains  the  components  <GPA>, 
<StudentID>, <Student>, <value>, and <address>. For a given  factual query  to  find 
the domain representation of  the GPA of a Student, CBKR may return a result set 
that  includes  the  components  <Student,  StudentID, GPA,  address>  to  specify  the 
schema  description.  It  cannot  however  establish  the  relation  between  the 
components  to  explain  why  this  particular  cluster  was  returned.  The  CBKR 
methodology is also applied to similarity queries. In a corpus, similar facts may be 





representation of  the  review  status, CBKR may  return  result  sets  that  include  the 
cluster  of  components  <LuxuryCar,  Lexus,  Toyota>  or  <Car‐Review,  Lexus, 
LuxuryClass, VeryGood, goodTires>  to  specify  the  schema description. The CBKR 






components  in  the  corpus  into possible associations and association makers using 
the  Basis  of  Categorization  model,  and  (2)  identify  and  extract  particular 
associations between  the components using  the Set of Criteria  for Association. The 
goal is to fine‐tune the corpus and specification of these relations, and by extension, 
make  the methodology  applicable  to  a  broader  class  of  applications. The domain 
examples are very  limited, and may result  in overlaps of associations. Initially,  the 
components  undergo  a  first‐level  categorization  to  be  segregated  into  possible 
associations [Levels 2A and 2B] and association makers [Level 2C]. For the examples 
from  CBKR,  the  components  (1)  <GPA>,  <Student>,  <StudentID>,  <value>  and 





to create partial structures  in  the corpus, where all  the components  in each partial 
structure are associated due to their common value. From (1), a <Student>  is  ‘who’ 
<GPA>,  <StudentID>,  and  <value>  are  ‘what’,  and  <address>  is  ‘where’. From  (2), 
<Lexus>,  <Toyota>,  <LuxuryClass>,  <goodTires>,  and  <luxury>  are  ‘what’,  while 
<Car‐Review> is ‘where’, and <VeryGood> is ‘why’. The criterion of Component Key 
Co‐occurrence  associates  components  that may  occur  in  the  same  representation 
schema,  and  that may be  associated with one  another  in  the  same or  in different 
representation  schemas.  For  (1),  <GPA>,  <StudentID>,  <Student>,  <value>,  and 
<address> occur in the same schema, and for (2) <Car‐Review>, <Lexus>, <Toyota>, 
<LuxuryClass>,  <VeryGood>,  <goodTires>,  and  <luxury>  occur  together.  The Key 
Subset  Detection  criterion  creates  an  association  between  subsets  or  groups  of 
components  that  are most  associated with  an  identified  key  component.  For  the 
examples above, (1) for the key component of <Student>, the subset is formed of the 
components  <GPA>,  <StudentID>,  <value>,  and  <address>,  and  (2)  for  the  key 
component  <Toyota>,  the  subset  formed  includes  <Car‐Review>,  <LuxuryClass>, 
<VeryGood>,  and  <goodTires>.  The  Component  Attributes  criterion  identifies 





for  (2)  <Lexus>  and  <Toyota>  are  frequently  associated with  <Car‐Review>.  The 
dependence  between  components  and  subsets  relating  to  cause  and  effect  form 
associations  based  on  the  criterion  of  Component  Connectivity.  In  the 
representations  from  the CBKR methodology,  (1)  <StudentID>  leads  to  <address>, 
and (2) <LuxuryClass> leads to <Lexus> described in <Car‐Review> as <VeryGood>. 
Component  Collocations  and  Frequencies  identifies  associations  based  on 
juxtapositions and arrangements that most frequently occur with respect to a given 
representational  component.  For  (1),  <GPA>  is  frequently  seen  to  occur  with 
<value>,  <StudentID>  and  <address>,  and  (2)  <Car‐Review>  occurs  with 
<VeryGood>, <goodTires>, while <LuxuryClass> occurs with <Lexus>, <Toyota>. The 
associations  that  arise  between  the  components  and  subsets  when  a  search  is 
conducted  for a given query, consecutively or  in some definable pattern are based 
on the criterion of Search Activity & Association. For (1), searches for <StudentID> : 
<Student>,  and  <StudentID>  :  <address>  result  in  <StudentID>  :  <Student>, 
<address>, and (2) searches for <Lexus> : <LuxuryClass>, <Toyota> : <LuxuryClass>, 
and  <LuxuryClass>  :  <Car‐Review>  result  in  <Car‐Review>  :  <LuxuryClass>, 
<Lexus>,  <Toyota>.  The  Abstraction:  Domain  Subsets  criterion  identifies  which 
components form domain points through partial structures. In example (1), <GPA>, 
<StudentID>,  <address>  are  formed  around  <Student>,  and  in  (2),  <LuxuryClass>, 
<VeryGood>, <goodTires> are formed around <Car‐Review>.  
As  seen  from  the  above, CBKR  could  only  find  components  associated  as 
<Student,  StudentID,  GPA,  address>,  and  <LuxuryCar,  Lexus,  Toyota>  or  <Car‐
Review,  Lexus,  LuxuryClass,  VeryGood,  goodTires>  to  specify  the  schema 








and  recognition within  personal  activity  and  structure,  an  adequate  basis  for  the 















collation  and  analysis  of  information  acquired  by  a  case‐by‐case  analysis  of  the 
crime  domain.  Specific  instances  involving  specific  individuals  and  specific 
circumstances  have  to  be  dealt  by  a  human  task‐force  due  to  the  sensitivity  and 
volatility of the nature of the domain.  
The psychological perspective of  the domain of Criminology  says  that “the 
applicability of psycho‐dynamically oriented theoretical concepts and the capability 
of  the  investigator  to  recognize  concrete  behavioural  patterns  and  their 
interpretation  in  a  given  situation  are  based  on  the  postulates  of  psychological 
connection between personal characteristics and behavioural manifestations.” [Selie, 
1996, Page 1] In simple terms, that means that any situation and behaviour must be 
interpreted  keeping  the personality  – desires,  expectations, motives  and  interests, 
and  circumstantial  conditions  in mind. Criminology  then  becomes  a  tool  for  the 
creative  synthesis  of  knowledge  towards  identifying  the  important  personal 
characteristics and behavioural patterns of perpetrators. [Selie, 1996] 
According  to  experts  from  the  field,  tools  for  Criminology  use  quantified 
factors  from  the  domain  in  a  systematic manner,  such  that  the  profiling will  not 
point  to  a  specific  individual,  but  to  a  ʹtypeʹ  of  offender.  The  quantified  factors 
include, but are not limited to, information regarding mental health history, possible 
physical  appearance, work history  and  schedule, possible  residential  location  and 
marital status. Conclusions that affect specific  individuals are based on the specific 




behaviour within  the context of  the crime.  It  is claimed,  though,  that  the scientific 




research,  known  offender  populations  are  studied  and  broad  offender  groups 
known  as  typologies  are  defined.  These  are  clusters  of  types  of  individuals  or 
circumstances or any aspect  relevant  to  the domain by virtue of  shared or  similar 
characteristics,  such  as  the  motive  for  offences  committed  by  the  group,  the 
behavioural precursors to offending, and different probabilities for repeat offending. 
The  crimes  of  unknown  offender  types  are  then  compared  to  these  groups  to 
identify  and  confirm  specificities.  Police work  then  applies  the  typologies  to  the 
assessed  crime  scene  or behaviour  of  the  offender during  the  offence. Typologies 
generalize behaviour based on past similar offenders, are not equipped  to provide 
any  detailed  offender  information,  and  should  be  only  used  as  an  initial 
investigative tool. Typologies produce a list of characteristics likely to be possessed 





of  Criminology.  It  is  assumed  that  a  collection  of  typologies  will  represent  the 
domain more completely than any one alone. Each typology is a representation of a 
certain aspect or perspective of the domain. The CBKR+ framework does not profile 
single  and  exact  cases.  It  generates possibilities  that  serve  to  test  hypotheses  and 
predictions. The components for the formation of the corpus could be acquired from 
the schemas of domain representations formed by (1) the analysis of solved cases, (2) 
discussions  with  perpetrators,  condemned  and  otherwise,  (3)  interviews  with 
offenders  in  correctional  facilities  about  their  backgrounds,  (4)  study  of  crimes, 
crime  scenes,  and  victims,  (5)  official  sources  of  information,  such  as  court 
transcripts,  police  reports,  and  psychiatric  and  criminal  records,  evidence  logs, 
evidence  submission  forms  and  autopsy  reports,  (6)  interviews  of witnesses  and 
neighbours,  (7)  victim  background  information,  (8)  literature  on  criminal 
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psychology  and  victimology,  forensic  sciences,  security  sciences,  and  so  on. 
[Petherick, 2005, Selie, 1996] The schemas in Figure 4.4 have been developed by the 
referenced sources on the basis of the above. The various forms in which the domain 
may  be  represented  include,  but  are  not  limited  to  text  descriptions,  tabular 
conjunctional  values,  record  sets, XML  templates,  generation  charts,  classification 
trees, concept maps, and so on.  
Figure 4.4  is a high‐level  representation of  the  corpus. The  corpus  contains 






Each  representation  is  explained  in  the  following  sections  in  terms  of  its 
components. The many aspects and perspectives of the domain include, but are not 
limited  to,  the  typologies  described  in  the  following  sections.  Overall,  domain 





10,  11  and  12  model  different  aspects  of  the  domain  individually.  There  exist 




In  [Selie,  1996],  a  set  of  components  of  the  representation  of  the  domain  using 






− Neighborhood  information  around  the  place  of  the  crime: Data  on  the  racial, 
ethnic and social structure around the crime scene. 
− Forensic report available: Autopsy minutes – intuitive observations of dissector, 
highlights  of  the  cadaver  –  contusions,  bruises,  wounds,  ballistics  report, 
chemical analyzes, toxicological reports. 


















In  another model  to  represent  the  same perspective  of  the domain,  as  above,  the 
following  components  are  used:  age,  race,  ethnicity,  marital  status,  vocational 
stability,  education,  socioeconomic  status,  developmental  family,  juvenile  arrest 
history,  adult  arrest  history, mental  health  status,  intelligence  and  psychological 
scores on standardized tests, level of arousal, history of violence, and a signature if 












− Profiling  inputs: Materials  relating  to a  case,  such as photographs  taken of  the 
crime  scene  and  victim,  a  comprehensive  background  check  of  the  victim, 
autopsy reports, other forensic examinations relating to the crime. 
− Decision process models: Various arrangements of all  the  information gathered 
into spatially and temporally logical and coherent patterns. 



















4.4.1.5.  Representation  5:  Domain  modeled  on  ‘Offender  Characteristics  based 
Analysis – I’ 
Criminology  can  be modeled  from  the  perspective  of  the  type  of  offender.  This 




























Such  components  are  best  considered  as  individual  representational  components 
rather than partial structures of any sort within the corpus 
 
4.4.1.6.  Representation  6:  Domain  modeled  on  ‘Offender  Characteristics  based 
Analysis – II’ 
Another  model  of  offender  characteristics  based  analysis  contains  the  following 
components. Note that the perspective of the domain that is being modeled here is 
the  same  as  above,  but  the  components  are  slightly  different:  physical  build, 
offender  sex,  work  status  and  habits,  remorse  or  guilt,  offender  vehicle  type, 












situations,  the offender will hold back  from  choosing a victim until he meets one 
that meets his needs based on fulfilling some fantasy or desire. This gives an insight 
into  how  the  offender  thinks  and  acts. By understanding  how, where, when  and 
why  the  victim  is  chosen,  a  relationship  between  the  offender  and  victim  can  be 





prior  to  offence,  drug  and  alcohol  history,  friends  and  enemies,  family 
background, and employment history. 
− Victim  as  a  target: possible  reasons  for  attack, method  of  attack  – planned  or 
opportunistic,  chances  of  random  victimization,  risk  taken  by  the  offender  to 
commit  the crime, method of approach and restraint, victimʹs  likely reaction  to 
the attack. 
− Victim  lifestyle  risk:  capability  to  entertain  aggressive  and  angry  emotions, 








4.4.1.8.  Representation  8:  Domain  modeled  on  ‘Interaction  between  Victim  and 
Offender – I’ 
This model of representing the Criminology domain is based on the interaction that 
takes  place  between  the  victim  and  the  offender.  The  components  of  this 
representation include [Petherick, 2005]: 
− Interpersonal  coherence: Refers  to whether a variation  in  criminal activity will 
relate to variations  in  the way  in which the offender deals with other people  in 
non‐criminal situations. 
− The significance of time and place: information about offender mobility. 
− Criminal  characteristics:  subsystems  for  the  classification  of  offender  groups 
[e.g.: organized, disorganized]. 
− Criminal  career:  criminal activity engaged  in by  the offender  in  the past, what 
kind of activity this is most likely to have been. 









4.4.1.9.  Representation  9:  Domain  modeled  on  ‘Interaction  between  Victim  and 
Offender – II’ 
In  another  model,  that  represents  the  same  perspective  as  above  from  a  cyber 
stalking  point  of  view,  components  such  as  type  of  obsession with  the  victim  – 
simple, based on prior relationship, and love, based on the obsessed fan syndrome, 










In  the domain of Criminology,  serial murder  is best explained on  the basis of  the 
biopsychosocial model,  in which  it  is assumed  that oneʹs developmental outcomes 
are largely the result of oneʹs biology, or oneʹs physical make up, oneʹs psychology, 
or  oneʹs mental make  up,  and  the  social  forces  in  oneʹs  life. No  one  influence  is 
considered  to  be more  important  than  the  other  and  all  three  influences  together 
determine the individual’s overall personality and behaviour. [Petherick, 2005] One 
of the domain models of Criminology that represent the aspect of serial murderers, 
has  been  generated  from  the perspective  of  fiction  and  fantasy  based  on popular 









such as  ‘limbic psychosis’, head  trauma  resulting  from  childhood accidents, or 
other biological anomaly such as an extra Y chromosome, or circumstantial.  
− Issues with  significant  female  figures:  Existence  of  unresolved  or  contentious 
issues with a significant female caregiver. 










Stalking  occurs  when  an  individualʹs  behaviour  is  related  to  a  thought,  and 
possession of that thought is not enough, leading to practice of prohibited conduct. 
Stalkers  can  be  classified  broadly  into  two  categories:  psychopathic  personality 
stalkers and psychotic personality stalkers. The  following are  the components  that 




















− Reason:  deviant  lifestyle,  self‐destructive  tendencies,  dealing  with  society, 
expressing anger and frustration. 











the  domain  for  the  corpus  and  a  set  of  truth  values  or  belief  coefficients,  the 
confidence intervals and the probabilities for a given criterion have been established, 
these guidelines are followed as below: 
− Identify the  initial components, subsets, partial structures, and structures  in the 
corpus, and establish the granularity best suited to the domain. 
− Apply  the Basis of Categorization model  to  the  corpus  to  facilitate a  first‐level 
categorization  of  the  corpus  into possible  associations  and  association makers. 
The associations are assigned a predetermined goodness value. 
− Apply  the Set of Criteria  for Association  to  identify and extract more objective 
associations between the components of the corpus. 
− Identify a hypothesis that has to be tested, and based on the associations formed 
between  the  components  critical  to  the hypothesis,  check  if  the hypothesis has 
been  tested as  true or  false. Perform prediction  in context by  (a) observing  the 
regularity  of  the  occurrence  of  associations,  (b)  estimating  the  number  of 
occurrences  and  ensuring  that  they  fall  within  predetermined  confidence 












The Criteria  for Association  to  be  applied  to  the  corpus  are  the  following. 





− Extraction  of  Roles: Who, What, When, Why, Where  of  the  representational 
components. 
− Component Key Co‐occurrence:  The  components  in  the  partial  structure may 












− Search Activity & Association: Associations  that arise between  the components 













The Basis of Categorization model  is applied  to  the  corpus  in order  to  facilitate a 






<Survey  report>,  <Pictorial  evidence  available>,  <Neighbourhood  information>, 
<Forensic  report available>, <Data about  the victim>, <Age,  race, ethnicity, marital 
status>,  <Vocational  stability,  education,  socioeconomic  status,  developmental 
family>, <Movements and activities of the victim> and <Juvenile arrest history, adult 
arrest  history>  are  related  to  Levels  2A  and  2B,  while  <Mental  health  status, 
intelligence and psychological scores on standardized  tests>  is related  to Level 2C. 
Given  the  structures  Crime  Scene  –  I  and  Crime  Scene  –  II,  <Profiling  inputs>, 
<Crime  assessment>,  <The  criminal  profile>,  <Planned  offence,  targeted  victim>, 
<Victim personalization, type of crime scene>, <Use of tools, acts before death> and 
<State  of weapons  and  evidence>  conform  to  Levels  2A  and  2B, while  <Decision 
process models> conforms to Level 2C. In Offender Characteristics – I and Offender 
Characteristics  –  II  <Intelligence>,  <Social  skills>,  <Work  preference>,  <Sexual 
competence>,  <Birth  order  status>,  <Parent’s  work  stability>,  <Childhood 
discipline>, <Mood during crime>, <Use of alcohol>, <Situational stress>, <Partner>, 
<Mobility>, <Crime follow‐up>, <Behaviour change>, <Physical build, offender sex>, 
<Criminal  history,  skill  level,  offender  vehicle  type,  aggressiveness,  Offender 
residence in relation to the crime>, <Work status and habits> and <Medical history, 




place>,  <Criminal  characteristics>,  <Criminal  career>,  <Forensic  awareness>  and 
<Type of obsession with the victim> relate to Levels 2A and 2B, while <Interpersonal 
coherence> and <Love for the victim> relate to Level 2C. On similar principles, from 
Fiction‐based  Behaviour,  <Sex  of  the murderer>,  <Factor  of  insanity>,  <Outward 
appearance  as  compared  to  normal  people>  and  <Issues with  significant  female 
figures>  fall  in 2A and 2B, while <Forces of motivation> and <Prevalence of  serial 
murders  in  society>  fall  in  2C.  In  Cyber  Stalking  Typology,  components  <Sex>, 
<Victims>,  <Mental  disorder>  and  <Harassment>  relate  to  2A  and  2B,  whereas 
<Precipitating  stressor>  relates  to  2C.  Finally,  in Arsonist  Typology,  components 




Possible Associations Association Makers 
Level 2A: Domain Limits 
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− Extraction  of  Roles:  Using  Extraction  of  Roles,  each  component  in  every 
representation has  a descriptive who, what, when, why  and where value. The 
associativity  for  each,  i.e.  values  for  associated  who(s),  values  for  associated 
what(s), and so on can serve to create the related partial structures in the corpus. 
To  examine  this  in  greater  detail,  the  five W(s)  are  applied  to  the  subset  of 
<Survey report> from the partial structure General Information – I and <Reason> 
from Arsonist Typology. <Survey report>  is the subset name, and  is a subset or 
partial  structure within  the  corpus.  It  shall be active  for  its entire  lifetime as  it 
contains  information about the crime  in a survey report of the entities  involved 
and  the  flow  of  events  form.  This  partial  structure  is  part  of  the  structure  or 
subset of Gathered  Information –  I. <Reason>  is  the  component name and  it  is 
part of  the partial  structure of Arsonist Typology.  It  shall be also active  for  its 
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entire  lifetime  as  it  describes  the  various  reasons  for  a  perpetrator  to  commit 
arson. This component is a part of the structure Arsonist Typology. 
− Component  Key  Co‐occurrence:  For  Component  Key  Co‐occurrence,  the 
components  in  the  subsets of <Decision Process Model>  from Crime Scene –  I, 
<The  Criminal  Profile>  from  Crime  Scene  –  I,  and  the  components  of 
<Intelligence>, <Work preference>, <Birth order status>, <Childhood discipline>, 
<Use of alcohol>, <Partner>, <Social skills>, <Sexual competence>, <Parent’s work 
stability>,  <Mood  during  crime>,  <Situation  stress>,  and  <Behaviour  change> 
from Offender Characteristics  –  I  occur  in  conjunction with  <Profiling  inputs> 
from Crime Scene –  I. Similarly,  the  components <Types of obsession with  the 
victim>  and  <Love  for  the  victim>  from Victim  and Offender  Interaction  –  II, 












criterion  that  they  are most  associated with  the  key  component  of  <Forensic 
awareness>. 
− Component  Attributes:  For  the  adjective  qualities  of  Component  Attributes, 
<Victim  information>  from  Victimology  and  <Data  about  the  victim>  from 
Gathered  Information  –  I  are  all  descriptive  in  nature  and  serve  to  create  a 
picture  of  the  victim.  Similarly,  <Pictorial  evidence  available>  and  <Forensic 
report  available>  from  Gathered  Information  –  I,  <Crime  assessment>  from 







− Component Connectivity: Using Component Connectivity,  from Crime Scene –  I, 
<Crime  assessment>  is  dependent  on  <Decision  process  models>,  which  is  a 
product of <Profiling inputs>. Therefore, <Profiling inputs>   cause   <Decision 
process  models>    effect    <Crime  assessment>.  Similarly,  the  subsets  of 
Gathered Information – II may cause the components of Offender Characteristics 
–  I,  as  well  as  those  of  Victimology.  In  another  instance,  the  <Victim 
information>, <Victim as a target>, <Victim lifestyle risk> from Victimology and 
the components of Offender Characteristics – I and Offender Characteristics – II 
may  cause  the  subsets  of Victim  and  offender  Interaction  –  I  and Victim  and 
offender Interaction – II. Also, the components of Victim and offender Interaction 
–  II  affect  the  components  of Cyber  Stalking Typology. Establishing  the  cause 
and effect of components  is a result of knowledge gained  through study of  the 
domain of Criminology from the sources referenced in this chapter. 
− Component  Collocations  and  Frequencies:  For  Component  Collocations  and 
Frequencies,  given  subset  <Survey  report>  from Gathered  Information  –  I,  all 
subsets  and  components  from  Fiction  based  Behaviour,  and  Cyber  Stalking 
Typology, the different arrangements and juxtapositions are best represented by 
the component of <Decision process models> from Crime Scene – I. 
− Search  Activity  and  Association:  Using  Search  Activity  and  Association,  given 
consecutive  searches  for  age  of  offender,  sex  of  offender  (from  Offender 
Characteristics  –  I),  age  and  sex  of  victim,  and  conditions  for  victim  as  target 
(from  Victimology),  and  factor  of  insanity  of  perpetrator  (from  Fiction  based 
Behaviour),  with  results  of  male,  familiar  victim,  no  mental  disorder,  and 
anonymous  harassment,  it  may  be  a  psychopathic  stalker  who  may  be  an 
arsonist. 
− Abstraction: Domain Subsets: Abstraction: Domain Subsets yields domain points 
around Offender  in  the  form  of  the  subsets  or  partial  structures  of Offender 
Characteristics – I and Offender Characteristics – II, around Victim in the form of 
subsets  from  Victimology  and  <Data  about  the  Victim>  from  Gathered 








the  CBKR+  framework  adds  to  the  repertoire  of  the  CBKR  methodology  are 
discussed as follows. On the collated corpus of representational components, within 
given constraints, hypotheses such as the following can be tested:  
− “given <juvenile arrest history>  from Gathered  Information –  II,  the <intent> of 
vandalism  from Arsonist Typology, and <forensic awareness>  from Victim and 
offender  Interaction  –  I,  the  arsonist  organized  the  crime  using  incendiary 
devices  that  cannot  be  traced  and  leave  no  physical  evidence  (Arsonist 
Typology)”,  
− “given  <pictorial  evidence  of  signature>  from  Gathered  Information  –  I,  and 
<known signature  type>  from Gathered  Information –  II,  the perpetrator was a 
serial murderer  (Fiction  based  Behaviour)  preying  on  a  victim  satisfying  his 
needs (Victimology)”, 
− ʺgiven  <Victim  lifestyle  risk>  from Victimology,  <The  significance  of  time  and 
place> from Victim & offender Interaction – I, and <Movements and activities of 
the  victim>  from  Gathered  Information  –  I,  the  perpetrator  is  likely  to  have 
planned an offence against targeted victim (Crime Scene – I)ʺ, and 
− “given  <Interpersonal  coherence>  from  Victim  &  offender  Interaction  –  I, 
<Intelligence  and  psychological  scores  on  standardized  tests>  from  Gathered 
Information – II, and <Outward appearance as compared to normal people> from 





significant  female  figures>  from Fiction based Behaviour, <forensic awareness> 
from Victim  and  offender  Interaction  –  I  and  <anonymous  harassment>  from 





− “given  appropriate  associations  between  the  components  of  Offender 
Characteristics – I and <juvenile arrest history> from Gathered Information – II, a 
likelihood of disorganized criminal activity re‐occurrence can be predicted.”  
− “given  appropriate  associations  between  <Use  of  alcohol>  from  Offender 
Characteristics – I, <Criminal career> from Victim & offender Interaction – I, and 









Sections  4.3  and  4.5  demonstrate  the  application  of  the  CBKR+  framework  to 
examples  from  the  CBKR  methodology  and  to  the  real  world  domain  of 
Criminology.  In  the  CBKR  examples  in  section  4.3,  it  is  seen  that  the  CBKR 
methodology is unable to derive specific associations between the components. For 
factual  and  similarity  queries  posed  on  the  corpus,  a  cluster  of  components  is 
returned, but the methodology is unable to say how the components are specifically 
associated. When the corpus is analyzed using the CBKR+ framework, it is seen that 
specific  associations  between  the  components  are  formed  using  the  Basis  of 
Categorization model and the Set of Criteria for Association. The CBKR+ framework 
identified  and  extracted  specific  associations,  such  as,  <GPA,  StudentID,  value, 
address>,  <Car‐Review,  LuxuryClass,  VeryGood,  goodTires>,  and  <Car‐Review, 
LuxuryClass, Lexus, Toyota>.  
  The enhanced ability of the CBKR+ framework over the CBKR methodology 
is  better  shown  through  the  application  of  the  framework  to  the  domain  of 
Criminology, as follows:  
− Improved Association Capability: The CBKR methodology  is  limited to addressing 
factual and similarity queries over a given corpus. As a result, the methodology 
would only return a set of components that were clustered together by a binding 
factor.  For  a  query  posed  about  victims,  components  that modeled  all  victim 
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information  would  be  returned,  such  as,  <Victim  information>,  <Victim  as  a 
target>,  and  <Victim  lifestyle  risk>  from Victimology,  and  the  components  of 
Victim & Offender  Interaction  –  I  and Victim & Offender  Interaction  –  II. The 
methodology  would  be  unable  to  associate  <Data  about  the  victim>  from 
Gathered  Information –  I  to give a more complete representation of  the victim. 
Using CBKR+: 
− First,  the  relevant  components  of  the  three  structures  are  categorized  as 
possible  associations  by  the  Basis  of  Categorization  model,  as  is  the 
component <Data about the victim> from Gathered Information – I.  
− Second,  the  criterion  of Component Attributes  also  establishes  an  objective 
association between <Victim information> from Victimology and <Data about 
the victim> from Gathered Information – I.  
Similarly,  the  criterion of Search Activity  and Association uses  related  specific 
searches  for  <Age  of  offender>,  and  <Sex  of  offender>  from  Offender 
Characteristics – I, <Age and sex of victim>, and <Conditions for victim as target> 
from Victimology,  and  <Factor  of  insanity  of  perpetrator>  from  Fiction  based 
Behaviour to associate these components together, since most searches done for 
these components follow a similar pattern.  
− Hypothesis  Testing:  This  association  can  result  in  the  hypothesis  that  a  male, 
familiar  with  victim,  having  no  mental  disorder,  and  practicing  anonymous 
harassment  may  be  a  psychopathic  stalker  who  may  be  an  arsonist.  This 
hypothesis can be accepted or rejected based on the study of the domain and the 



















corpus based approach  to  representation,  there  is a need  to be able  to analyze  the 
schemas in the corpus, and establish associations between their components. This is 
done to create a more complete representation of the domain than any one schema 















guidelines  suggested  for  it.  The  chapter  illustrated  the  examples  of  the  CBKR 
methodology,  and  indicated  how  the  CBKR+  framework  could  enhance  the 
capability  of  the methodology.  The  CBKR+  framework  was  then  applied  to  the 



























the  resultant  data.  Enhancement  of  traditional  representational  systems  has  been 
largely geared towards very constrained queries on rule‐based, absolute systems of 
knowledge  based  on  mathematics  and  inventories.  [Waltz  &  Kasif,  1995]  Some 
criteria suggested by Torsun [Torsun, 1995] were recommended for the creation and 
evaluation of any form of a knowledge representation system.  It was seen that one 
of  the bigger problems  in  the area was  that any  representation of a given domain 
was inherently incomplete, i.e., it was almost impossible to represent a domain in its 
entirety.  The  researcher  found  that  the Corpus  Based Knowledge  Representation 
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A  brief  study  of  traditional  representation  systems,  as  seen  in  chapter  2, 
established  the  fact  that most  traditional  representation  techniques were  complex 
and  could  not  fully  represent  a  domain.  The  various methods  of  representation 
demonstrated  that  modeling  a  given  domain  and  leveraging  it  for  use  in 
applications  could  be  a  costly,  complex,  and  tedious  challenge.  This  chapter  also 
reviewed  the  CBKR  methodology,  a  wholly  new  approach  to  knowledge 
representation, and the related research that led to this methodology. The approach 
complemented  traditional  representation  schemes,  and  added  to  the  repertoire  of 
methods  available  to model  a  given  domain  and  use  it  for  various  purposes.  In 
contrast to traditional knowledge representation schemes, corpus‐based approaches 
used the notion of a corpus, a collection of schema representations of a domain, to 
allow multiple representations of  the domain  to be used  for query processing  (e.g. 
factual  and  similarity  queries).  The  need  for  matching  and  mapping  between 
representational  components  of  the  domain was  explained,  along with  the many 
efforts  that have been employed  to accomplish  it.  It was concluded  that, although 
corpus‐based approaches had been successfully applied  in  fields such as  language 
translation  and  information  retrieval,  they  were  limited  in  terms  of  association 
capability and their support for hypothesis testing and prediction when applied to a 
corpus  of  schema  representations  of  a  given  domain.  The  lack  of  association 
capability came from the fact that the methodology did not have criteria in place to 
extract  substantial  associations  in  the  corpus.  The  lack  of  support  for  hypothesis 
testing and prediction  in context,  limited what could be analyzed using  the CBKR 
approach to query‐processing, without support for analysis and  inference from the 
corpus. The discussion of the CBKR methodology was followed by a description of 
the  Domains  of  Reasoning  model.  This  provided  the  background  information 
needed for the framework proposed by this research.  
Chapter  3  introduced  and  discussed  the  proposed  CBKR+  framework  in 
detail. As part of  this  framework,  the Basis of Categorization model and  the Set of 
Criteria  for  Association  were  discussed  as  well.  The  framework  increased  the 
expressiveness  of  the  corpus‐based  approach  by  identifying  and  incorporating 
association  criteria  to  allow  the  support  of  new  forms  of  analyses  related  to 
hypothesis testing and prediction in context that could be applied to domains such 
as criminology. This framework revealed a variety of properties of the domain, and 
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a  corpus  containing  the  representational  components  of  an  entire  domain.  These 












spectrum of applications, such as hypothesis  testing and prediction  in context  that 
leverage diagnostic and probability‐based queries. 
The  researcher arrived at  the conclusion  that while CBKR was a competent 
methodology  for  representing  and  using  knowledge  of  the  form  of  domain 
representations,  the  proposed  CBKR+  framework  enhanced  its  competence  in  an 
elegant and easy  to  comprehend manner, as evidenced by  the  case  studies above. 
The quality of elegance was viewed  in  terms of  the simplicity and structure of  the 




was achieved, and  (2) additional applications – hypothesis  testing & prediction  in 
context  –  based  on  analysis  of  the  corpus  could  be  addressed.  The  corpus’s 
improved  associative  capacity  and  expressive  adequacy  could  be  applied  to 
diagnostic  and  probability  based  applications  such  as  hypothesis  testing  and 
prediction  in  context. There was  improved  flexibility  in  the CBKR+  framework as 











based  on  observed  real  world  domains.  The  CBKR+  approach  works  for  large 
domains  where  patterns  in  data  can  be  identified.  Representational  models  of 
demographic  and  ethnographic  domains  such  as  environmental  monitoring, 
marketing  strategies,  and  criminology  have  a  higher  possibility  of  containing 
potential  patterns.  A  practical  implementation  of  the  CBKR+  framework  was 
impossible  due  to  the  difficulty  in  procuring  real  data  in  the  form  of  actively 
employed  schema  representations  for  any  of  the  above  domains,  due  to  the 
limitations  of  cost,  availability,  and  time  considerations.  Domain  representations 
were  needed  that were  sufficiently  complex, made  up  of  a  host  of multivariate 
schemas,  easily  available,  sound  enough  to  be  used  for  demonstration,  and  cost‐
effective.  Such  a  single  domain  for  environmental  monitoring  and  marketing 
strategies  was  impossible  to  procure  despite  many  endeavors.  The  common 
problems with acquiring real data  for criminology were  (1)  the reluctance  to share 
such  data  due  to  security  concerns,  and  2)  non‐availability  of  such  data  in  soft 






to  a  developing  domain,  rather  than  contribute  to  domains  that  had  more 
mechanisms  for  representation.  An  implementation  of  the  CBKR+  framework  to 
Criminology, attempted with the limited amount of information that was available, 
would have given results not truly reflecting the capacity and usability of the model. 
CBKR+,  essentially,  is  a  conceptual  framework.  The  working  is  therefore 
Conclusions and Future Work 
 
111 
demonstrated  through  the  case  study  on  criminology  that  has  been  done  using 
theoretical models from academic research.  
Some of the other biases that the CBKR+ framework is subject to are:  
− The  framework  appeals  only  to  a  certain  class  of  applications,  even  though  it 
extends the spectrum of applications the CBKR methodology could address. The 
CBKR methodology  has  been  successfully  applied  in  fields  such  as  language 
translation  and  information  retrieval,  but  it  is  limited  in  terms  of  association 
capability and  its support  for hypothesis  testing and prediction  in context. The 
proposed CBKR+  framework  improves  the association capability of CBKR, and 
can be used for applications, such as hypothesis testing and prediction in context, 
which are based on analyses of the corpus. 
− The  approach  is  applied  to  a  restricted  level  of  granularity  of  domain 
representation.  The  granularity  cannot  be  very  fine,  as  this  may  cause 
unnecessary and overlapping associations  to be  formed,  thereby decreasing  the 
simplicity  of  the  approach.  The  components  of  the  corpus  represent  a 
macroscopic view of  the domain. As a  result,  this work  identifies and  extracts 
macroscopic  associations.  A  microscopic  view  of  the  domain  would  be  one 




acquired  from  multiple  sources,  and  in  multiple  formats,  the  domain 
representation is only as complete as that possible by the experts contributing to 
the corpus. 
− The  reasoning methodology gives  results of gradual  rather  than dogmatic and 
highly  precise  correctness.  Though  this  is  desired  in  the  CBKR  and  CBKR+ 
approaches, it is a bias, in that it makes these approaches applicable to a certain 
class of domains and applications. A property of such applications  is  that  they 
are  more  domain  schema  reliant  rather  than  domain  data  reliant,  in  that, 
leveraging the schemas can be more useful to acquire possible result sets rather 
than leveraging data to acquire exact, precise results. 
− The  identification  and  extraction  of  associations  in  the  corpus  is  based  on  the 
regularity  of  occurrence  of  representational  components,  and  the  patterns 






− The approach works  for  large domains  in which  there  is a scope of  identifying 
patterns in the data. Representational models of demographic and ethnographic 
domains  such  as  environmental  monitoring,  marketing  strategies,  and 
criminology  have  a  higher  possibility  of  containing  potential  patterns.  This  is 




partially correct result sets rather  than strictly accurate ones, and  (4)  the use of 
such domains for multiple applications that are based on similar representations 
of the domain. 




fully understand  the  relative  capabilities and  limitations of  the model outlined 
above.  The  greater  goal,  essentially,  is  to  create  a methodology  for  adaptive, 
complete,  application  independent  representations  of  domains  without  rigid 
input methods and costly labor of human experts and programmers.  
− In  the physical world, hermetically  sealed domains  rarely  exist. Most domains 
are  co‐dependent with  other  domains.  The  proposed  framework  reduces  the 
incompleteness  of  the  representation  of  a  given domain.  It  however, does  not 
alleviate  the  problem  of  cross‐domain  association.  Associations  may  be 
established  across  different  domains  under  the  condition  that  the  different 
domains must have some common underlying characteristics.  
− The  element  of  surprise  [Gaines,  1987]  is  not  considered.  Dealing  with 
unaccounted  for  or  random,  unexpected  representational  components  and 
associations  requires  a more  fuzzy  form of  logic.  It  is  important  to  emphasize 
that  the  identification  of  associations  in  the  proposed  framework  is  based  on 
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observing  and  quantifying  the  regularity  of  occurrence  of  representational 
components and the associations between them.  
− The  outcomes  of  the  hypothesis  testing  and prediction  in  context  can  be  false 




The directions suggested  for  future research with  the CBKR+  framework are  those 
outlined below: 
− The  CBKR+  framework  can  be  formalized  using  Formal  Concept  Analysis 
[Ganter & Wille,  1999,  Faid  et  al,  1999].  Formalization  of  the  framework will 
create  a  set  of  rules,  grammars  and  mathematical  logic  for  the  associations 
formed  that  will  be  universally  recognized  and  be  easier  to  manipulate 




− Formalizing  the CBKR+  framework can be  followed by creating a  standard  for 
comprehensive, multi‐schema domain model representation – an XML‐like set of 
rules that are universally applicable and understood.  
− The  research  has  proposed  a  preliminary  Set  of  Criteria  for  Association  to 
enhance  the  CBKR  methodology  in  terms  of  fine‐tuning  the  corpus  of 
representational  schema  components  and  addressing  a  wider  range  of 
applications. With  further  research, more  criteria  can be added  to  enhance  the 
CBKR+ framework to further refine the corpus and make the approach useful for 
even more types of applications.  
− An  immediate  direction  would  be  to  obtain  implemented  representational 
schemas for a domain and apply the CBKR+ framework to a real world scenario. 
In addition to the above, Corpus Based Knowledge Representation is effective 
for a  certain  class of applications. The  enhancement proposed by  this  thesis –  the 
CBKR+ framework – extends this class of applications. Additional applications can 
make  use  of  this  approach  if  it  is  further  enhanced  by  the  SOKR  and  ISA 
frameworks explained next:  





backgrounds.  Self‐organization  is  an  alternative paradigm  to  static  knowledge 
representation methods. This paradigm addresses the brittleness and rigidity of 
representational  systems  by  enabling  them  to  adapt  dynamically  in  order  to 
handle unspecified domains. [Iyengar & Bastani, 1992]  
− The Information Systems Architecture [ISA] model  is a matrix of  five rows and 









The  ISA  model  portrays  thirty  of  these  perspectives  on  knowledge 
representation, and  shows  their  inter‐relation.  It works on  the assumption  that 
the  concrete  aspects  of  the  domain must  be  related  to  the  abstract  bits  in  the 
computer for useful processes to take place. [Zachmann, 1987]  
This  research  suggests  that  incorporating  Self‐Organizing  Knowledge 
Representation  [SOKR]  paradigms  into  the  CBKR+  framework  will  help  it  to 
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dynamically adapt  to a  changing domain. The axioms of  the  Information Systems 
Architecture [ISA] model will provide a concrete structure for the categorization of 
information  in  the  SOKR  methodology.  It  will  also  provide  a  framework  of 
relationships between the various components of a domain, which will again assist 







the  CBKR+  framework  – may  combine  to  form  an  efficient,  flexible,  and widely 
applicable  methodology  of  knowledge  representation.  The  final  result  of  self 
organization of the knowledge in the CBKR+ model, assisted by the ISA framework, 
will increase the types of applications that can be addressed by including those that 
benefit  from  a  well‐defined  domain  representation,  fine‐tune  the  corpus  by 








of  applications.  The  methodology  had  two  identified  drawbacks:  (1)  limited 
association  capability  and  (2) no  support  for hypothesis  testing  and prediction  in 
context. The lack of association capability arose from the fact that the methodology 
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did not have criteria  in place  to extract  substantial associations  in  the corpus. The 
lack of support for hypothesis testing and prediction  in context limited what could 
be  analyzed  using  the  CBKR  approach  to  query‐processing, without  support  for 
analysis and inference from the corpus.  
Through  this  work,  the  researcher  provided  a  solution  to  the  drawbacks 
identified  above  in  the  form  of  the  proposed  Corpus  Based  Knowledge 
Representation  Plus  [CBKR+]  framework.  The  framework  increased  the 
expressiveness of the corpus‐based approach by identifying association criteria, and 
incorporating  them  with  the  CBKR  methodology.  This  was  done  to  allow  the 
support  of  new  forms  of  analyses  related  to  hypothesis  testing  and prediction  in 
context  that  could  be  applied  to  domains  such  as  criminology.  This  framework 
revealed  a  variety  of  properties  of  the  domain,  and  helped  to  improve  the 
completeness  and  expressiveness  of  the  domain’s  representation.  The  new 
framework led to the following contributions of this thesis: 
− Improved the expressiveness of the representation by identifying associations in 
the  corpus  of  schema  representations  using  a  suggested  Set  of  Criteria  for 
Association, 
− Interpreted  a  traditional  domain  categorization  model,  called  Brian  Gaines’ 
Domains  of  Reasoning  model  [Gaines,  1987],  to  define  a  new  domain 
categorization model called the Basis for Categorization model, 




− Defined analysis mechanisms  to  identify and extract  further associations  in  the 
corpus  through  the  suggested Set of Criteria  for Association,  so  as  to perform 
hypothesis testing and prediction in context, 




knowledge  in  the  form  of  the  representational  components  of  a  given domain.  It 
makes  available  an  organized  framework  to  create  associations  within  the 






of  queries.  It will  be  of  interest  to  data  analysts  and  information  specialists  as  it 
offers a simple method to collate and organize knowledge in the form of the schema 
components  of  a  given  domain  that  can  be  analyzed,  and  used  for  various 
applications. This work will also be of significance to database developers and soft 










































The Corpus Based Knowledge Representation  is  a method  that  builds  and 
uses  a  library  of  domain  representations  and  schemas  and  the  knowledge 
contained within them. [Halevy & Madhavan, 2003] 
Corpus Based Knowledge Representation [CBKR] Methodology 
CBKR  is  called  a methodology  because  it  is  a  set  of  rules  and  procedures 
applied to a corpus of schemas that represent a domain.  
Corpus Based Knowledge Representation Plus [CBKR+]  









CBKR+  is  called  a  framework  because  it  incorporates  the  Basis  of 
Categorization model and  the Set of Criteria  for Association with CBKR  in 
order to enhance the technique. 
Domain 








to  be  able  to  encode  and  utilize  information  about  the  domain  under 
consideration. [Stone, 2003] 
Schema 
A  schema  is  a  specific way  to  document  a  given  domain,  and model  its 
structure and content. [Doan et al., 2001, Madhavan et al., 2003] 
Set of Criteria for Association 
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