In this paper, Ky Fan's KKM mapping principle is used to establish the existence of solutions for simultaneous variational inequalities. By applying our earlier results together with Fan-Glicksberg fixed point theorem, we prove some existence results for implicit variational inequalities and implicit quasi-variational inequalities for set-valued mappings which are either monotone or upper semi-continuous.
INTRODUCTION
It is well known that variational inequality theory does not only have many important applications in partial differential equations such as free boundary problems and so on (e.g., see [2] ), but it also has been successfully used in the study of operations research, mathematical programming and optimization theory (e.g., see [1] ). Due to the development of set-valued analysis, the study of variational inequalities has been under much attention recently, for example, see Ding and Tan [3] , Harker and Pang [8] , Husain and Tarafdar [9] , Granas [7] , Karamolegos and Kravvaritis [11] , Kravvaritis [12] , Mosco [13] , Shih and Tan [14] [15] [16] , Tarafdar and Yuan [18] and many others whose names are not mentioned here. It is our purpose in this paper to study the existence of solutions for variational inequalities and quasivariational inequalities of set-valued mappings either in simultaneous form or in implicit form as applications of Ky Fan's KKM-mapping principle in [5] and Fan-Glicksberg fixed point theorem (see [4, 6] ).
Precisely, we shall establish the existence of solutions for simultaneous variational inequalities in Section 2. Then implicit variational inequality and implicit quasi-variational inequality in which set-valued mappings are monotone (resp., upper semicontinuous) will be investigated in Section 3 (resp., in Section 4). Our results either generalize or improve corresponding ones given in recent literature.
We shall denote by and N the set of real numbers and the set of natural numbers, respectively. Let X be a set. We shall denote by 2 x the family of all non-empty subsets of X. If X is a topological space (resp., a non-empty subset of a topological vector space), we shall denote by K(X) (resp., KC(X)) the family of all non-empty compact subsets of X (resp., the family of all non-empty compact and convex subsets of X). If X is a subset of a vector space E, then cox denotes the convex hull of X in E. Let f: X 2 t be a (set-valued) mapping. For each x E X, let inf f(x):=inf{z: z Ef(x)}. Let E* be the dual space of a Hausdorff topological vector space E and X be a non-empty subset of E. We shall denote by (w, x) the dual pair between E* and E for w E* and x E, and by Re(w, x) the real part of the complex number (w, x). A mapping T:X 2 E* is said to be monotone if for each x,yX, Re(u-v,x-y) >_0 for all u T(x) and v E T(y). Throughout this paper, E denotes a given Hausdorff topological vector space unless otherwise specified.
Let X be a non-empty convex subset of E, f,g:XxX2 , fl:X2t,h:XIRU{-oc, +ec} andH:X 2E*. Then (1) {f, g} is said to be a monotone pair if for each x, y X, u + w _> 0 for each u f(x, y) and w g(y, x); f is said to be monotone if the pair {f, f} is monotone. In particular, when f is single-valued, we recover the notion of monotone pair reduces to that of a monotone mapping defined by Mosco [13] (see also [9, 17] Ob(x) {p E E*" b(x) b(z) <_ Re(p, x-z) for all z E X}.
Then the mapping A X 26* defined by A(x) := Ob(x) for each x E Xis a monotone mapping. Define f: X X 2 byf(x, y) := {Re(u, x y): u E A(x)} for each x EX. It is clear thatfis a monotone mapping. For each fixed positive real number/3, define g: X X--+ 2 r by g3(x,y) := {Re(u,x-y): u E A(x)} + 31[x-Y[I} for each (x, y) E X X. Then it is obvious that {f, g} is a monotone pair.
Let X and Y be two topological spaces, F: X 2 Y and G X 2. Then (a) F is said to be upper semicontinuous (in short, USC) (resp., lower semicontinuous (in short, LSC)) if for each x E X and for each open set U in Y with F(x)C U (resp., F(x)fq U : 0), there is an open neighborhood N of x in X such that F(y)c U (resp., F(y)N U 0) for all y E N; (b) the graph of F is the set {(x, y) E X x Y: y E F(x)}; and (c) G is lower (resp., upper) demicontinuous if for each x E X and s E R with G(x) c (s, ee) (resp., G(x) C (-ee, s)), there is an open neighborhood N of x in X such that G(y) c (s, o) (resp., G(y) c (-oe, s)) for all y E N. We note that (i) if G is USC, then G is both lower demicontinuous and upper demicontinuous; (ii) when X c E, Y-E* and E* is equipped with the w*-topology, if F is USC, then F is w*-demicontinuous; and (iii) when G is single-valued, the notions of lower demicontinuity (resp., upper demicontinuity) and LSC (resp., USC) For each non-empty subset A of E and each r > 0, let U(A; r)"-{wEE*" SUpxA[(w,x)l<r}. Let (E*,E) be the topology on E* generated by the family U(A; r): A is a non-empty bounded subset of E and r > 0} as a base for the neighborhood system at 0. Then E*, when equipped with the topology (E*,E) becomes a locally convex topological vector space. The topology (E*,E) is called the strong topology on E*.
SIMULTANEOUS VARIATIONAL INEQUALITIES
Let X be a non-empty convex subset of E, " X R and f,g: X x X R. One of the interesting problem is to find a point x0 E X which simultaneously satisfies the following inequalities" 
i.e., to find a common solution for both variational inequalities (I) and (II) above. This is the so-called existence problem for solutions of simultaneous variational inequalities and this problem has been studied by Husain and Tarafdar [9] . In this section, we shall study the existence of solutions for the simultaneous variational inequality problem in the set-valued setting. We first need the following result.
LEMMA 2.1 Letf, g: X X 2 .
(1 Hence inff(zto,Zto) inff(zto, (1 t)xo + tyo) >_ (1 to)s > 0, which contradicts the assumption that inff(x, x) < 0 for each x X.
As an application of Lemma 2.1, we have the following: THEOREM 2.1 Letf, g" X X-+ 2 be such that (i) { f, g} is a monotone pair;
(ii) for each x X, inff(x, x) <_ 0 and infg(x, x) <_ 0; (1) {f, g} is a monotone pair; (2) for each x X, f (x, x) g(x, x) 0; and (3) for each fixed x X, bothf(x, .) andg(x, .) are concave; and f andg are hemicontinuous.
Then there exists Xo X is a common solution of both (I) and (II)/f and only ifXo is either a solution of (I) In what follows, we shall prove some sufficient conditions which guarantee that either inequality (III) or (IV) has a solution. In order to do so, we need the following: LEMMA 2.2 Let g: X 2 be lower demicontinuous. Then the mapping G X--]K tO {-o} defined by G(x) := infg(x)for each x X is LSC.
Proof Let A be given. Suppose {x}r is a net in X and Xo E X such that infg(x) _< A for all a E 1 and x x0. Suppose infg(x0) > A.
Choose any sI such that infg(xo)>s> A. Let U'-(s, oe), then g(xo)C U. Since g is lower demicontinuous, there exists an open neighborhood N of Xo in X such that g(x)c U for all x N. But then there exists a0 1 such that x N for all a >_ a0. Hence g(xo) c U so that infg(xo) _> s > A which is a contradiction. Therefore we must have infg(x0) <_ A. This shows that the set {x E X: infg(x) <_ A} is closed in X.
Thus G is lower semicontinuous.
Let X be a non-empty subset of a vector space V and F" X 2 v.
We recall that F is said to be a KKM mapping (e.g., see [5] Then the set S:= {y6X:infw-yRe(w,y-x) < O for allx EX} is anonempty weakly compact convex subset of B. Proof Define f: X X 2 by f(x,y) {Re(u,x-y): u Tx)
for each x, y E X. Then we have (1) f is monotone as T is monotone.
(2) For each x, y 6 X, f(x, y) is a non-empty compact subset of .
(3) For each x X, f(x, x)= {0} so that inff(x, x) <_ 0. We note that under the assumptions in Corollary 3.1, the conditions "T is USC from line segments in X to the weak topology of E" and "T is w*-demicontinuous from line segments in Xto the w*-topology of E" are equivalent (see e.g., [ (ii) For each u, x X, the mapping y g(u, x, y) is concave.
(iii) For each u X, the mapping (x, y) g(u,x,y) is monotone and hemicontinuous.
(iv) For each x X, the mapping (u, y) g(u, x, y) is LSC.
Then the set W:= {u X: inff(u, u, w) <_ O for allw X} is anon-empty compact subset of X. Proof For each fixed u X, define f:X X 2 by fu(X, y) g(u, x, y) for each x, y E X. Then fu satisfies all hypotheses in Theorem 2.3 so that the set S(u) {x 6 X: inffu(x, w) < 0 for all w 6 X} {x E X: inf g(u,x, w) < 0 for all w X} is a non-empty compact convex subset of X and S is thus a mapping from X to K(X). [4] or [6] ), there exists X such that E S(), i.e., inf g(, , w) < 0 for all w X so that W .T o complete the proof, it remains to show that Wis a closed subset of X. Suppose {us}r is a net in Wsuch that us u0 X. Then infg(us, us, w)< 0 for all w X. Now by the same argument as above (with y--xs--us for all a I and x0-Yo-u0), infg(u0, Uo, w) < 0 for all w E X. Thus Uo S(uo) so that Uo W.
Therefore W is closed in X.
As an application of Theorem 3.2, we have the following implicit quasi-variational inequality:
3 Let E be locally convex, X be a non-empty compact convex subset of E, S" X KC(X) be continuous and g" X X X 2 t be such that (i) For each u, x X, infg(u, x, x) <_ O.
(ii) For each u, x X, the mapping y g(u, x, y) is concave and for each y X, the mapping u g(u, y, u) is concave. (iii) For each u X, the mapping (x, y)--g(u,x, y) is monotone and hemicontinuous. Now we shall show that Fhas a closed graph. Indeed, let ((x, y,)) r be a net in X x X and (Xo, Yo) X x X be such that (x, y) -(Xo, Yo) and y F(x) for all a E F. Since y S(x) for each a I', Yo S(Xo) as S is USC. Now fix an arbitrary Wo S(xo). Since S is LSC, there is a net (w,)er in X with w S(x) for all a I' such that w Wo.
Since inf g(y, y, w)<_ 0 for all a I', by (iii) and Lemma 2.1(1), we have infg(y,w,y,)>_0 for all a EI'. By (v) and Lemma 2.4, inf g(Yo, Wo, Yo) >_ 0. Since Wo S(xo) is arbitrary, we have inf g (Yo, w, Yo) >_ 0 for all w S(xo). By (ii), (iii) and Lemma 2.1(2), it follows that infg(yo, Yo, w) _< 0 for all w S(Xo) so that Yo F(xo (b) By (a), the set (y X: y S(y) and infg(y, y, w) _< 0 for all wS(y)} is non-empty; it is also compact by following the same argument as in the proof of Theorem 3.2.
We would like to remark that our results in this section unify and generalize corresponding results in the literature given by Aubin and Ekeland [1] , Baiocchi and Capelo [2] , Harker and Pang [8] , Husain and Tarafdar [9] , Mosco [13] , and Shih and Tan [14, 16] . 4 Then the set W:-{u X: inff(u, u, w) < O for allw X} is anon-empty compact subset of X. Proof For each fixed u E X, define fu" X X 2 by fu(X, y) g(u, x, y)
for each x, y X. Thenfu satisfies all hypotheses in Theorem 2.2 so that the set S(u) {x X: inffu(X, w) < 0 for all w X} {x X: inf g(u, x, w) < 0 for all w E X} is a non-empty compact convex subset of X and S is thus a mapping from X to K(X). We shall now show that S has a closed graph. Indeed, let (x) v be a net in X and y E S(x,) for each c E I such that x---,x0X and yy0X. Note that for each cT, infg(x,y, w)<_ 0 for all w X. By (iii) Finally, we have the following implicit quasi-variational inequality" THEOREM 4.3 Let E be locally convex, X be a non-empty compact convex subset orE, S: X-KC(X) be continuous and g: X X X--2 be such that (i) For each u, x X, infg(u, x, x) < 0.
(ii) For each u, y X, the mapping w H g(u, y, w) is concave. (iii) g is lower demicontinuous on X X X. (iv) For each (u, w) X x X, the mapping y H infg(u, y, w) is convex. for each u E X. By Theorem 2.2, F is non-empty valued. Now we shall show that F has a closed graph. Indeed, let ((x, Y))er be a net in X x X, (x0, Y0) X x X such that (x, y) ---, (Xo, Yo) and y S(x) for each c E I'. Then Yo S(xo) since S is USC. Now fix an arbitrary Wo S(xo). Since S is LSC, there is a net (w) e r in Xwith w S(x) for all c F such that w w0. Note that inf g(x, y, w) < 0 for all c I'. By (iii) and Lemma 2.2, infg is jointly lower semicontinuous. It follows that infg(x0, Y0, w0)< 0. As Wo S(xo) is arbitrary, Yo F(xo). Thus F has a closed graph. It follows that for each u X, F(u) is closed in X and is therefore compact, and is also convex by (iv). Therefore F is welldefined. Moreover, as Xis compact and Fhas a closed graph, Fis USC.
By Fan-Glicksberg fixed point theorem again, there exists 9 X such that )3 E F(33); i.e., ) s()), infg(33, 33, w) < 0 for all w E S(33).
