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Let f be an analytic function deﬁned on a complex domain 
and A ∈Mn(C). We assume that there exists a unique α sat-
isfying f (α) = 0. When f ′(α) = 0 and A is non-derogatory, we
completely solve the equation XA − AX = f (X). This generalizes
Burde’s results. When f ′(α) /= 0, we give a method to solve com-
pletely the equation XA − AX = f (X): we reduce the problem to
solving a sequence of Sylvester equations. Solutions of the equation
f (XA − AX) = X are also given in particular cases.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Usually, the exact solutions of algebraic matrix equations are obtained as limits of approximating
solutions. For instance, thismethod is used to ﬁnd positive solutions of the equation X + BX−1B∗ = A,
where A is a hermitian matrix (see [2]). Riccati equation XAX + XB + CX + D = 0 or its hermitian
counterpart XAX + XB + B∗X + C = 0 (A, C hermitian matrices) and the quadratic equation AX2 +
BX + C = 0 are also solved in this way (see [10,3,8]). On the other hand, very few results are known
about explicit solutions of algebraic matrix equations. In [11], the authors give general complete para-
metric forms for the solutions (X, Y) of the generalized Sylvester equation AX − XF = BY . In [6], the
author ﬁnds exact rational solutions of the equation p(X) = A, where p is a polynomial. Finally, the
author in [4] found exact solutions of the system {A + B + C = αIn, A2 + B2 + C2 = βIn, A3 + B3 +
C3 = γ In},α,β , γ ∈ C, n ∈ N 2, where the (n × n) matrices A, B, C are to be determined.
Let n ∈ N 2, K be a ﬁeld and A ∈ Mn(K). In [1], the equation XA − AX = τ(X), where τ is a K-
automorphism of ﬁnite order is studied. In [5], Burde completely solved the related matrix equation
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XA − AX = Xp, with p ∈ N 2, unknown X ∈ Mn(C) and A a given (n × n) non-derogatory complex
matrix. In this paper, we propose to extend Burde’s results to amore general class of matrix equations.
We introduce notations that will be used in the sequel of the paper.
Notation. (i) For any X ∈ Mn(C), σ(X) denotes the spectrum of X .
(ii) Denote by In the identity matrix of Mn(C).
Let  be a complex domain and f :  → C be an analytic function. We consider the matrix equation
XA − AX = f (X), (1)
where the (n × n) complex matrix A is given and the unknown is a (n × n) complex matrix X such
that σ(X) ⊂ . We assume that there exists a unique α ∈  such that f (α) = 0.
When f ′(α) = 0 and A is non-derogatory, we completely solve Eq. (1). The solution of this problem
follows Burde’s method.
When f ′(α) /= 0 and there exist two eigenvalues of A whose difference is f ′(α), we prove that Eq.
(1) admits non-trivial solutions. Moreover, we give a method to completely solve Eq. (1). Indeed we
reduce the problem to solving a sequence of Sylvester equations. We apply this to the equation
XA − AX = log(X).
Now it should be noted that the method used to prove these results differs from that of Burde.
We have a look at the equation f (XA − AX) = X when f is locally invertible in a neighborhood of
0. In particular we show that the equations XA − AX = log(X) and eXA−AX = X have same solutions.
Further results on the equation
f (XA − AX) = X
are also given in the case where f is not locally invertible in any neighborhood of 0.
2. General remarks
Recall the following deﬁnitions.
Deﬁnition. (i) Let A, B ∈ Mn(C). The matrices A, B are said simultaneously triangularizable if there
exists an invertible matrix P ∈ Mn(C) such that P−1AP and P−1BP are upper triangular.
(ii) [7] Let X ∈ Mn(C) be such that σ(X) ⊂ . We put
f (X) = 1
2iπ
∫
	
f (z) (zIn − X)−1 dz,
where 	 is a counterclockwise oriented closed contour in  that encloses σ(X).
(iii) [7] The matrix f (X) is said to be a primary matrix function.
Remark. The matrix f (X) does not depend on the choice of the contour 	.
We have the following well-known result.
Proposition 1. (i) The matrix f (X) can be written as a polynomial in X whose coefﬁcients depend on X.
(ii) We have the equality σ(f (X)) = f (σ (X)).
Proof. See [7]. 
Theorem 1. Let A, X ∈ Mn(C) be such that XA − AX = f (X). The matrices A and X are simultaneously
triangularizable and σ(X) ⊂ f−1(0).
Proof. Let V be the vector space spanned by {A, In, X, . . . , Xn−1}. One checks easily by induction
that:
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for all i 1, XiA − AXi = iXi−1f (X). (2)
By Cayley–Hamilton’s Theorem and Proposition 1, XiA − AXi belongs to V , and V is a Lie algebra. The
derived series of V is
V1 = [V, V] ⊂ C[X], V2 = [V1, V1] = {0}.
Thus V is solvable. According to Lie’s Theorem, V is triangularizable, that is A and X are simultaneously
triangularizable. Therefore, XA − AX is a nilpotent matrix and f (σ (X)) = {0} (see Proposition 1).

Deﬁnition. Let M = [mij] be a strictly upper triangular (n × n) matrix. For every i ∈ {1, . . . , n − 1}
the set {m1,i+1, . . . , mn−i,n} is said to be the false diagonal of M with index i.
Theorem 2. Assume that there exists a unique α ∈  such that f (α) = 0. Eq. (1) admits a solution X
such that X /= αIn if and only if there exist λ,μ ∈ σ(A) such that λ − μ = f ′(α).
Proof. Let X ∈ Mn(C) be a solution of Eq. (1). According to Theorem 1, σ(X) ⊂ f−1(0) = {α}. Thus
X = αIn + NwhereN is a nilpotentmatrix. ReplacingX byαIn + N in Eq. (1), one obtains the following
equivalences:
X is solution of Eq. (1) ⇔NA − AN = f (αIn + N)
⇔NA − AN = f ′(α)N + · · · + f
(n−1)(α)
(n − 1)! N
n−1. (3)
Nowwe prove that Eq. (3) admits a non-zero nilpotent solutionN if and only if there exist λ,μ ∈ σ(A)
such that λ − μ = f ′(α).
(⇐). We may assume that A = [aij] is a upper triangular matrix such that a11 = μ and ann = λ. We
consider the non-zero nilpotent matrix N =
⎛
⎜⎜⎜⎝
1
0
⎞
⎟⎟⎟⎠. Since N2 = 0, one has
NA − AN = (λ − μ)N = f (αIn + N).
(⇒). We may assume that A and N are upper triangular matrices such that N /= 0 and, for every i,
aii = λi. Suppose that
for all i /= j, λi − λj /= f ′(α). (4)
By considering the non-zero false diagonal of N with minimal index k, Eq. (3) gives the following
relations:
n1,1+k(λk+1 − λ1 − f ′(α)) = 0
...
...
...
nn−k,n(λn − λn−k − f ′(α)) = 0.
According to Inequality (4), the false diagonal of index k is zero. That is a contradiction. 
3. The case f ′(α) = 0
Now, we assume that there exists a unique α ∈  such that f (α) = 0 and f ′(α) = 0. Then we look
for the non-zero nilpotent solutions of the equation:
XA − AX = Xpg(X), (5)
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where p ∈ {2, . . . , n − 1} and g is a polynomial depending on f only, such that g(0) /= 0 and deg(g) <
n − p. Relation (2) can be rewritten as
for all i 1, XiA − AXi = iXi+p−1g(X). (6)
Remark. (i) According to Theorem 2, necessarily A has multiple eigenvalues.
(ii) The case p = n reduces to ﬁnding the nilpotent matrices that commute with A.
Deﬁnition. Let h(X) = ∑ki=0 aiXi be a non-zero polynomial. The valuation of h is
val(h) = min{i|ai /= 0}.
Lemma 1. Let s, l ∈ N∗. The following equality holds:
AsXl =
s∑
j=0
hj(X)A
s−j , (7)
where, for every 0 j s, hj is a polynomial such that val(hj) l + j(p − 1).
Proof. The proof is by induction on s. The case s = 1 is clear because, according to Relation (6),
AXl = XlA − lXl+p−1g(X). We assume that Relation (7) is true. Then we have
As+1Xl =
s∑
j=0
Ahj(X)A
s−j =
s∑
j=0
AXl+j(p−1)φ(X)As−j ,
where φ is a polynomial. For every l, j ∈ N, j s, thanks to Relation (6), the following equality holds:
AXl+j(p−1)φ(X)As−j =
[
Xl+j(p−1)A − (l + j(p − 1))Xl+(j+1)(p−1)g(X)
]
φ(X)As−j.
Thus it remains to consider Xl+j(p−1)Aφ(X)As−j , the ﬁrst part of the RHS of the previous expression or,
by linearity, an expression in the form Xl+j(p−1)AXqAs−j where q ∈ N. Again thanks to Relation (6),
Xl+j(p−1)AXqAs−j = Xl+j(p−1)
(
XqA − qXq+p−1g(X)
)
As−j
= Xl+j(p−1)+qA(s+1)−j − qXl+(j+1)(p−1)+qg(X)A(s+1)−(j+1).
One deduces that for every 0 j s
AXl+j(p−1)φ(X)As−j =
s+1∑
t=0
gt(X)A
s+1−t ,
where each gt is a polynomial satisfying val(gt) l + t(p − 1). 
Lemma 2. Assume that the matrices A and X satisfy Eq. (5) and that X is a nilpotent matrix. Let v ∈ Cn
and m ∈ N∗ such that Amv = 0, r, k be integers such that r  n and 1 k < r
p−1 . For every t ∈ N such
that t  r − k(p − 1), one has Am+k−1Xtv = 0.
Proof. Theproof is by inductiononk. Let t  r − p + 1. ByRelation (6),AXt − XtA = −tXt+p−1g(X) =
0. Thus, A and Xt commute and AmXtv = XtAmv = 0. This proves the case k = 1.
We assume that Lemma 2 is true for k − 1. Let t  r − k(p − 1). By Relation (6),
Am+k−1Xtv = Am+k−2XtAv − tAm+k−2Xt+p−1g(X)v. (8)
Thanks to the induction hypothesis and to the inequality t + p − 1 r − (k − 1)(p − 1), one has
Am+k−2Xt+p−1g(X)v = 0.
By Lemma 1, we can write
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Am+k−2XtAv =
m+k−2∑
j=0
hj(X)A
m+k−j−1v,
with for every j ∈ [[0, m + k − 2]], val(hj) t + j(p − 1).
For every j k one has
val(hj) t + j(p − 1) t + k(p − 1) r  n.
Hence, for all j k, one has hj(X) = Xnφ(X) = 0where φ is a polynomial. Obviously, if j < k then one
hasm + k − j − 1m and Am+k−j−1v = 0. According to Relation (8), we are done. 
Theorem 3. Assume that thematrix X satisﬁes Eq. (5) and that X is a nilpotentmatrix. Then the generalized
eigenspaces of A are X-invariant.
Proof. LetλbeaneigenvalueofA and letHλ = ker(A − λIn)n be thegeneralizedeigenspace associated
toλ. Wemay assumeλ = 0. For every v ∈ H0, there exists an integerm such that Amv = 0. Let k ∈ N∗
such that r = 1 + k(p − 1) n. Applying Lemma 2, with k = r−1
p−1 and t = 1, we obtain Am+k−1Xv =
0, that is Xv ∈ H0. 
The generalized eigenspaces of A span Cn and thus we can deduce easily the following result.
Corollary 1. Let σ(A) = {λ1, . . . , λk} and P be an invertible matrix such that
P−1AP =
k⊕
i=1
(λiIαi + Ni),
where
∑k
i=1 αi = n and, for all i, Ni is an (αi × αi) nilpotent matrix.
If X is a nilpotent matrix solution of Eq. (5), then P−1XP = k⊕
i=1
Xi, where for every i, Xi is a nilpotent
matrix that satisﬁes XiNi − NiXi = Xpi g(Xi).
4. The case f ′(α) = 0 and A non-derogatory
Deﬁnition. A complex square matrix M is said to be non-derogatory if, in its Jordan normal form, for
all λ ∈ σ(M), the number of Jordan blocks associated with λ is 1.
We assume A is non-derogatory and we consider Eq. (5). According to Corollary 1, it is enough to
solve the equation:
XJn − JnX = Xpg(X), (9)
where Jn is the nilpotent Jordan block of dimension n and X is a unknown nilpotent matrix.
4.1. The case where A is a Jordan block
Lemma 3. Let X be a nilpotent matrix that is solution of Eq. (9) and let (ei)1 i n be the canonical basis
of Cn. Then Xe1 = 0.
Proof. • We show that for l p, Xle1 = 0 implies Xl−(p−1)e1 = 0. Indeed, one has
JnX
l−(p−1) − Xl−(p−1)Jn = −(l − (p − 1))Xlg(X).
Thus we deduce that JnX
l−(p−1)e1 = 0. Therefore, there exists λ ∈ C such that Xl−(p−1)e1 = λe1.
Since X is nilpotent, λ = 0.
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• Obviously, Xne1 = 0. By repeating the previous argument, there exists k p such that Xke1 = 0.
Thus Xpe1 = 0 and Xe1 = 0. 
Lemma 4. Every nilpotent solution of Eq. (9) is strictly upper triangular.
Proof. The proof is by induction on n. The result is obvious for n = 1. Let X be a nilpotent solution
of Eq. (9). According to Lemma 3, X =
(
0 ∗
0 X1
)
where X1 is a (n − 1 × n − 1) matrix. Clearly, X1 is
nilpotent and satisﬁes
X1Jn−1 − Jn−1X1 = Xp1g(X1).
Thus, X1 is strictly upper triangular by induction hypothesis. 
Theorem 4. We can obtain all nilpotent solutions X = [xij] of Eq. (9) in the following way. Let k be the
coefﬁcient of degree two of the polynomial Xpg(X). We choose arbitrarily the last column of X with xn−1,n
satisfying:
for all i ∈ {1, . . . , n − 2}, 1 − ikxn−1,n /= 0. (10)
The other coefﬁcients of the strictly upper triangular matrix X are obtained recursively by solving equations
of degree one.
Proof. • The computation of the false diagonal of index 2 in Eq. (9) gives:
for all 2 i n − 1, xi−1,i(1 − kxi,i+1) = xi,i+1.
If there exists an i ∈ [[2, n − 1]] such that 1 − kxi,i+1 = 0 then Eq. (9) admits only the zero solution.
Otherwise, one has for all i ∈ [[2, n − 1]],
xi−1,i = xi,i+1
1 − kxi,i+1 .
Hence if Condition (10) is satisﬁed, then for all i ∈ [[2, n − 1]], one has:
xi−1,i = xn−1,n
1 − (n − i)kxn−1,n .
• We reason in the same way for the false diagonals of index 3, 4, . . . , n − 2. Finally, for the last false
diagonal, x1,n can be arbitrarily chosen. 
Remark. (i) Once the last column of X is chosen, the matrix X is uniquely determined.
(ii) The obtained matrix X is similar to Jn if and only if xn−1,n /= 0.
4.2. Numerical computations
Theperformanceof computationswasmeasuredbyusinga2GHz Intel CoreDuoprocessorprovided
with 2 GB RAM. One checks easily that the complexity of the calculations is O(n2). On the other hand,
the determination of the coefﬁcients of X as a function of the last column, is much more complicated.
For instance, for n = 10, we consider the equation
XJ10 − J10X = −7X2 + 3X3 − X4 + X5 − 2X6 − X7 + 3X8 − 5X9,
where X is a nilpotent matrix.
First case:We look for thematrix X = [xij] as a function of the (xi,10)1 i 9. UsingMaple, we obtain
for every 1 i < j 9, xij = Pij(x1,10 ,...,x9,10)Qij(x9,10) , where Pij, Qij are polynomials. The duration of calculation
is 12 s but the display requires more than 2000 Maple lines.
Second case: For every 1 i 9, xi,10 is randomly chosen as integer in [[−10, 10]]. We obtain the
exact values of the entries of X , as rational fractions, in 0.6 s.
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4.3. A is non-derogatory
Thanks to Corollary 1 and Theorem 4, we obtain easily the following result concerning a matrix A
such that σ(A) = {λ1, . . . , λk}.
Theorem 5. Assume that A = [aij] is non-derogatory. All the nilpotent solutions of Eq. (5) can be explicitly
determined. Moreover a nilpotent solution X of Eq. (5) has coefﬁcients inQ((aij)ij , (λi)1 i k, (u1,αi , . . . ,
uαi−1,αi)1 i k) where the (u1,αi , . . . , uαi−1,αi)1 i k are chosen as last columns during the calculations
of Theorem 4. In particular, the general solution X depends on n − k parameters.
5. The case f ′(α) = 0
Nowwe assume that there exists a unique α ∈  such that f (α) = 0 and that f ′(α) /= 0.We study
the non-zero nilpotent solutions of the equation
XA − AX = Xg(X), (11)
where g is a polynomial such that deg(g) < n − 1 and g(0) /= 0. Moreover, g depends only on the
function f . We may assume g(0) = 1. Relation (2) can be rewritten in the following manner:
for all i 1, XiA − AXi = iXig(X). (12)
Remark. For g = 1 we obtain a particular case of the Sylvester equation (see [7])
φ(X) = XB − CX = D, (13)
where B ∈ Mq(C), C ∈ Mp(C) and D ∈ Mpq(C) are given and X ∈ Mpq(C) is to be determined.
Note that
σ(φ) = {λ − μ|λ ∈ σ(B),μ ∈ σ(C)}. (14)
Lemma 5. Let k ∈ N∗. Then ker(Xk) is A-invariant.
Proof. Let u ∈ ker(Xk). The equality
XkA − Xk−1AX = Xkg(X)
implies that XkAu = Xk−1AXu. With Equality (12), we obtain Xk−1AXu = 0. 
5.1. Decomposition of the solutions
Let A ∈ Mn(C) and X be a nilpotent solution of Eq. (11). Let λ ∈ σ(A), u ∈ Cn and p ∈ [[1, n]] such
that (A − λIn)pu = 0.
Lemma 6. Let s be a positive integer. One has
(i) Xu ∈
n−1⊕
i=1
ker(A + (i − λ)In)p.
(ii) Xsu ∈ ⊕
i s
ker(A + (i − λ)In)p.
Proof. We may assume λ = 0. For any integers r, s, P(r)s denotes a polynomial in the variable X such
that val(P
(r)
s ) s. We prove the equalities
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(a) for k n, (A + kIn)Xk = XkA + P(0)k+1, (15)
(b) for k < l n, (A + kIn)Xl = XlA + P(0)l ,
(c) for k < l n, (A + kIn)P(0)l = P(1)l A + P(2)l .
By Relation (12), AXk + kXk = XkA + kXk(1 − g(X)). Since g(0) = 1, this shows (a). In the sameway,
the equality AXl + kXl = XlA + Xl(k − lg(X)) shows (b). Finally, by linearity, we deduce (c) from (b).
• Using Equalities (15), we easily see that
(A + In)pXu =
⎛
⎝XAp + p−1∑
r=0
P
(r)
2 A
r
⎞
⎠ u = p−1∑
r=0
P
(r)
2 A
ru.
By induction on s, we obtain for every s ∈ N∗:
(A + sIn)p · · · (A + In)pXu=
⎛
⎝XsApQ(A) + p−1∑
r=0
P
(r)
s+1Ar
⎞
⎠ u
=
p−1∑
r=0
P
(r)
s+1Aru,
where Q is a polynomial. We choose s = n − 1. Since for all r ∈ N, P(r)n = 0, this shows (i) above.• The proof of (ii) is by induction on s. Assume that Xsu = ∑i s ui, where for every i, ui ∈ ker(A +
iIn)
p. Then Xs+1u = ∑i s Xui where, by (i), Xui ∈ ⊕
j>i
ker(A + jIn)p. 
Lemma 7. Let s be a positive integer such that λ − s /∈ σ(A). Then
Xsu = 0 and Xu ∈
s−1⊕
i=1
ker(A + (i − λ)In)p.
Proof. Wemay assume λ = 0.
•SupposeXsu /= 0. Letk sbe the integer such thatu ∈ ker(Xk+1)\ker(Xk). Then (A + kIn)pXku =∑p−1
r=0 P
(r)
k+1Aru and, by Lemma 5,
Xku ∈ ker(A + kIn)p. (16)
On the other hand, by Lemma 6, Xsu ∈ ⊕
i s
ker(A + iIn)p = ⊕
i>s
ker(A + iIn)p. In the same way,
Xku = Xk−sXsu ∈ ⊕
i>k
ker(A + iIn)p. (17)
By Relations (16) and (17), we deduce that Xku = 0, which is a contradiction.
• Since Xsu = 0, one has (A + (s − 1)In)p · · · (A + In)pXu = ∑p−1r=0 P(r)s Aru = ∑p−1r=0 φ(r)s XsAru =
0 where each φ
(r)
s is a polynomial in X . 
Notation. Let A ∈ Mn(C). We can write σ(A) =
k⊔
r=1
Br where the sequence (Br)1 r  k satisﬁes the
following:
(i) for every 1 r  k, there exists λr ∈ C, cr ∈ N such that Br = [[0, cr]] + λr .
(ii) If r /= s and u ∈ Br , v ∈ Bs, then u − v /= 1.
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We consider the ordering of the eigenvalues of A induced by the sequence (Br)1 r  k and the
associated Jordan normal form of A: there exists an invertible matrix P such that P−1AP = k⊕
r=1
Ur
where for every r, σ(Ur) = Br and Ur is a Jordan matrix.
Theorem 6. Let A ∈ Mn(C) and X be a nilpotent solution of Eq. (11). With the previous notation,
P−1XP = k⊕
s=1
Xs, where for every s, Xs is a nilpotent upper triangular matrix that satisﬁes
XsUs − UsXs = Xsg(Xs).
Proof. This follows from Lemmas 6 and 7. 
5.2. The complete solution
Remark. According to Theorem 6, we have reduced the problem to solving Eq. (11) to the case A = Us.
In the following, we show that if A = Us then it remains to solve a sequence of Sylvester equations
(cf. Eq. (13) and Property (14)). Moreover if Us is diagonalizable, then we obtain an explicit solution
that is computable by iteration.
First we consider the general case and we may assume that σ(A) = [[0, k − 1]].
Proposition 2. Let A = diag(n1, Is2 + n2, . . . , (k − 1)Isk + nk) where each ni is a nilpotent matrix of
dimension si andwhere
∑k
i=1 si = n. Letα2, . . . ,αn−1 be complex numbers. The general nilpotent solution
of the equation
XA − AX = X +
n−1∑
i=2
αiX
i (18)
is a strictly upper triangular (k × k) block matrix X. Let 1 i k − 1. Knowing the false block diagonals
of X with indices j < i, the false block diagonal of X with index i can be obtained by the resolution of k − i
similar Sylvester equations.
Proof. By Lemma 7, X = [xij] is a strictly upper triangular (k × k) block matrix and satisﬁes Xk = 0.
By identiﬁcation, the false diagonal of X with index 1 satisﬁes
for every j ∈ [[1, k − 1]], xj,j+1nj+1 − njxj,j+1 = 0.
Hence, xj,j+1 is any element of ker(φ), where φ is the nilpotent Sylvester operator x → xnj+1 − njx.
Now the false diagonal of X with index i ∈ [[2, k − 1]] satisﬁes
for every j ∈ [[1, k − i]], xj,j+i((i − 1)Isj+i + nj+i) − njxj,j+i = ψij ,
where ψij depends on (αk)2 k i, and on the false diagonals of X with indices in [[1, i − 1]]. These
Sylvester equations are in the form φ(xj,j+i) = ψij with φ = (i − 1)Id + ν where ν is a nilpotent
operator. Thus
xj,j+i =
(
1
i − 1 Id −
1
(i − 1)2 ν +
1
(i − 1)3 ν
2 − · · ·
)
ψij. 
In the case where A is diagonalizable, one has the following result.
Proposition 3. Let A = diag(0s1 , Is2 . . . , (k − 1)Isk) with s1 + · · · + sk = n and α2, . . . ,αn−1 be com-
plex numbers. The general nilpotent solution of Eq. (18) is a strictly upper triangular (k × k) block matrix
X = [xij] such that each xi,i+1 is an arbitrary (si × si+1) matrix and, for every r > 1,
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xi,i+r = Pr(α2, . . . ,αr) xi,i+1 xi+1,i+2 . . . xi+r−1,i+r ,
where Pr is a polynomial in α2, . . . ,αr , with coefﬁcients in Q, that depends only on r.
Proof. By Lemma 7, X satisﬁes Xk = 0 and is a strictly upper triangular (k × k) blockmatrix X = [xij].
Let i ∈ [[1, k − 1]]. We obtain, by identiﬁcation,
for every r ∈ [[1, k − i]], (r − 1)xi,i+r =
r∑
s=2
αs
∑
i<i1<···<is−1<i+r
xi,i1xi1 ,i2 · · · xis−1 ,i+r .
Thus thematrices (xi,i+1)1 i k−1 are arbitrary. Moreover xi,i+2 = α2 (xi,i+1xi+1,i+2) or P2(α2) = α2.
Obviously xi,i+r is expressed as a function of (xj,j+u)1 j<k,1 u<r . Then, by induction on the index r of
the false diagonal of X , it is easy to show the required formula for xi,i+r . 
Example 1. For instance, one has
P3(α2,α3) = α22 +
α3
2
, P4(α2,α3,α4) = α32 +
4
3
α2α3 + α4
3
,
P5(α2, . . . ,α5) = α42 +
29
12
α22α3 +
7
6
α2α4 + 3
8
α33 +
α5
5
,
P6(α2, . . . ,α6) = α52 +
37
10
α32α3 +
13
5
α22α4 +
8
5
α23α2 +
3
5
α3α4 + 11
10
α2α5 + α6
5
.
Using Maple, one obtains (Pi)i 13 in 1 min 50 s.
Remark. The solution X = 0 is always a cluster point of the set of the solutions of Eq. (18).
5.3. Application to the logarithm function
Let A be a (n × n) complex matrix.
Deﬁnition. Let X be a (n × n)matrix that has no eigenvalues onR− = {x ∈ R|x 0}. The X-principal
logarithm log(X) is the (n × n) matrix U such that eU = X and the eigenvalues of U lie in the strip
{z ∈ C|
(z) ∈ (−π ,π)}.
Remark. The function X → log(X) is a primary matrix function.
Proposition 4. We consider the (n × n) matrices X that have no eigenvalues on R− and that satisfy:
XA − AX = log(X). (19)
The general solution of Eq. (19) is X = In + N where N is a nilpotent matrix that satisﬁes NA − AN =
N +∑n−1i=2 (−1)i−1i Ni. Moreover, if A is given explicitly, then, using the proof of Proposition 2, we can
calculate the solutions N.
Proof. Weuse Proposition 2.with f (X) = log(X), = C \ R−,α = f−1(0) = 1 and f ′(α) = 1. Then
X = In + N where N is a nilpotent matrix that satisﬁes NA − AN = log(In + N) =
N − 1
2
N2 + 1
3
N3 − · · · 
Remark. If A is diagonalizable, then the values of the polynomials cited in Example 1 are: P2 =−1
2
, P3 = 512 , P4 = −3172 , P5 = 361720 , P6 = −45377200 .
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6. The matrix equation f (XA − AX) = X
Of course XA − AX = log(X) implies eXA−AX = X . But is the converse true? We consider the equa-
tions in the form: f (XA − AX) = X .
6.1. The general case
Let f :  → C be an analytic function and  be a complex domain containing 0. We denote α =
f (0).
Proposition 5. Let X be a (n × n) matrix such that f (XA − AX) = X. There exists a nilpotent matrix N
such that X = αIn + N, NA − AN is nilpotent and
n−1∑
k=1
f (k)(0)
k! (NA − AN)
k = N.
Moreover, if f ′(0) /= 0, then there exists a ball B containing α and an analytic function g deﬁned on B
such that g′(α) /= 0 and NA − AN = ∑n−1k=1 g(k)(α)k! Nk. The derivatives (g(k)(α))1 k n−1 are explicitly
computable quotients of the known derivatives (f (k)(0))1 k n−1.
Proof. The matrix f (XA − AX) is a polynomial in XA − AX . Clearly, X and XA − AX commute. Thus,
XA − AX is a nilpotentmatrix,σ(X) = {α} and there exists a nilpotentmatrixN such thatX = αIn + N
and f (NA − AN) = αIn + N. If f ′(0) /= 0, then f admits a local inverse g, an analytic function deﬁned
on a neighborhood of α and with values in a neighborhood of 0. Consequently,
NA − AN = g(αIn + N).
The last assertion is trivial. 
Taking f (z) = ez , we deduce the following result.
Corollary 2. The equations eXA−AX = X and XA − AX = log(X) have the same solutions.
Remark. Since the nilpotentmatrixN commuteswithNA − AN, thematricesNA and AN are nilpotent.
This result is due to Kostant [9].
6.2. The case f ′(0) = 0
We study the equation
f (XA − AX) = X
when f ′(0) = 0. We see that, in this case, the properties of the solutions of the previous equation are
very different from the case f ′(0) /= 0 studied in Proposition 5.
Proposition 6. Let A be a (3 × 3)matrix such that A has three pairwise distinct eigenvalues. The equation
(XA − AX)2 = X (20)
admits non-zero solutions in M3(C).
Proof. Here f (x) = x2 and α = 0. By Proposition 5, X is nilpotent. We may assume A = diag(u, v, w).
Let X = [xij] be a solution of Eq. (20). Obviously, X2 = (XA − AX)4 = 0. From the relations X2 =
0 and (XA − AX)2 = X , in a coordinatewise way, using Maple, one obtains all the non-zero solutions
in the form:
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X =
⎛
⎜⎜⎝
1
(w−u)(u−v) q qr(u − v)(v − w)
1
q(u−v)2(v−w)(w−u)
1
(u−v)(v−w) r
1
qr(u−v)2(v−w)2(w−u)2
1
r(v−w)2(w−u)(u−v)
1
(v−w)(w−u)
⎞
⎟⎟⎠ ,
where q, r are non-zero arbitrary complex numbers. 
Remark. (i) The matrix 0 is an isolated point of the set of the solutions of Eq. (20).
(ii) Let X /= 0. Since X and A have no common eigenvectors, they are not simultaneously triangu-
larizable.
(iii) The matrix XA − AX is a square root of X. Hence, solving Eq. (20) is equivalent to solving the
equation Y2A − AY2 = Y with X = Y2.
6.3. A mixed equation
Let f , g be two analytic functions deﬁned on  that vanish on 0 only. We show that the equation
f (XA − AX) = g(X) may have non-nilpotent solutions.
Proposition 7. Let A be a (2 × 2) matrix such that A has two distinct eigenvalues. The equation
(XA − AX)2 = X2 (21)
admits essentially non-nilpotent solutions in M2(C).
Proof. We may assume A = diag(u, v). It is easy to show that Tr(X) = 0. Hence X is in the form X =(
a b
c −a
)
, and satisﬁes the unique relation a2 + bc((u − v)2 + 1) = 0. The solution X is nilpotent if
and only the supplementary condition bc = 0 is fulﬁlled. 
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