Probability distributions in Stiefel manifold such as the von-Mises Fisher and Bingham distributions find diverse applications in signal processing and other applied sciences. Use of these statistical models in practice is complicated by the difficulties in numerical evaluation of their normalization constants. In this letter, we derive asymptotical approximations to the normalization constants via recent results in random matrix theory. The derived approximations take simple forms and are reasonably accurate in regimes of practical interest. As an application, we show that the proposed analytical results lead to a remarkably reduction of the sampling complexity compared to existing simulation based approaches.
I. INTRODUCTION
Orientation statistics [1] are natural generalizations of directional statistics as data models from unit sphere to Stiefel manifold. The classical models for directional data, i.e. the von-Mises Fisher and Bingham distributions have recently experienced a revival with matrix variate applications across seemingly unconnected fields. These applications include angle-of-arrival estimation [2] and interference alignment [3] in signal processing, privacy preserving algorithms in machine learning [4] as well as characterizing the priors for Bayesian inference [5] . However, the complicated form of normalization constants of matrix variate von-Mises Fisher and Bingham distributions limits their usefulness in practice. To date, only computationally intensive simulations [6] are available to obtain the numerical value of the normalization constants. This simulation based solution prevents efficient sampling from the distributions and is unamiable for further analytical studies as pointed out in [4, 5] . To address the issue, we derive simple yet accurate analytical approximations to the normalization constants via random matrix theory tools. The key idea is to interpret the normalizations as moment generating functions of linear spectral statistics of certain random matrix ensembles. Given the rapidly increasing recent interest, the results of this letter provide a timely solution to the practical challenges in using the considered orientation statistics for a wide variety of applications.
II. ORIENTATION STATISTICS AND THEIR ASYMPTOTICAL DISTRIBUTIONS

A. Orientation Statistics
The real (resp., complex) Stiefel manifold V R n,p (resp., V C n,p ) is defined as the space of orthonormal p-frames in n-dimensional Euclidean space R n (resp., C n ) and can be represented by n × p (n ≥ p) matrices X such that 1 X ′ X = I p (resp., X † X = I p ). Orientation statistics [1] defined on Stiefel manifold generalize the concept of directional statistics defined on the unit sphere from p = 1 to an arbitrary p.
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1 (·) ′ and (·) † denote transpose and conjugate-transpose, respectively.
For a random matrix X ∈ V R n,p , the density function of a von-Mises Fisher distribution 2 reads [7, 8] 
where the normalization constant is given by the Bessel hypergeometric function of real matrix argument [9]
and F is an n × p real parameter matrix. For X ∈ V C n,p , the corresponding von-Mises Fisher density was derived in [10] as
where
denotes the Bessel hypergeometric function of complex matrix argument [11] . Another probability distribution in Stiefel manifold is Bingham distribution, which is antipodally symmetric. For vector valued cases, i.e. p = 1 the real and complex Bingham distributions were first proposed in [12] and [13] , respectively. For a random matrix X ∈ V R n,p , the Bingham distribution is given by [8, 14] 
where the normalization can be represented as the confluent hypergeometric function of real matrix argument [11] 
and G is an n × n real symmetric parameter matrix. In complex Stiefel manifold, i.e. X ∈ V C n,p the resulting Bingham distribution reads
denotes the confluent hypergeometric function of complex matrix argument [11] and G is a Hermitian parameter matrix. To the authors' knowledge, the complex extension (7), (8) is new, where the normalization (8) can be established by verifying that matrix variate Laplace transforms [11] of both sides of
are identical. Note that the normalization constant (8) Before proceeding to the derivation of the asymptotics of normalization constants (2), (4), (6) and (8), we need the following definitions. For an n × n Hermitian matrix A, the hypergeometric function of complex matrix argument is defined as [11, 16] 
where κ denotes a partition of integer k into no more than n parts, i.e. k = κ 1 + κ 2 + · · · + κ n with κ 1 ≥ κ 2 · · · ≥ κ n ≥ 0, and
is the multivariate hypergeometric coefficient [16, Eq. (84)]. In (10), C κ (A) denotes a zonal polynomial [11, 16] , which is a homogenous symmetric polynomial of degree k in the n eigenvalues of A. Denote a j the j-th eigenvalue of A, the zonal polynomial can be represented as [16, Eq. (85)],
and
is a Schur polynomial. The corresponding notations for real matrix case are similar, and are omitted here. An exact evaluation of the matrix variate hypergeometric function (10) that involves a slow converging infinite sum over partitions is notoriously difficult [17, 18] . This motivates the search for simple and accurate analytical approximations.
B. Asymptotic Matrix Variate von-Mises Fisher Distribution
We start with the complex case, where the key idea is to interpret the normalization constant (4) as moment generating function [11] 
of the linear spectral statistics
at ν = 1. By the definition (10), we can write (15) as
where the last step is established by (14) . In principle, approximations to (4) can be constructed by calculating the first few terms of zonal polynomials (18) , which amounts to approximating the distribution of z in (17) by the first few moments. In fact, it was shown in [19] that the linear statistics (17) follows a Gaussian distribution as n approaches infinity, i.e.
Thus, for a large n the problem boils down to computing the first two moments of the random variable (17) via the connection to zonal polynomials. By comparing (16) with (18), we have the first moment E [z] = 0 and when k = 1 the second moment is obtained as
The partition in (20) is simply κ 1 = 1 and κ 2 = · · · = κ p = 0. Consequently, after some manipulations we obtain (n) κ = n, χ κ (1) = 1 and χ κ F † F = 
Following similar lines of reasoning, the real case is obtained as
where, with a slight abuse of notation, f j denotes the j-th eigenvalue of the symmetric parameter matrix F ′ F. The proof of (22) is parallel to the complex case (21) and is omitted. In literature, an analytical approximation to the normalization constant of real matrix variate von-Mises Fisher distribution was proposed in [8] , which was improved and extended to the complex case in [10, Sec. 2d]. Whilst being more accurate than the result in [8] , the approximation in [10, Sec. 2d ] is limited to the case n = p. Moreover, the above mentioned results are formally only valid when the eigenvalues f j , j = 1, . . . , p, of the parameter matrix F ′ F approach infinity. In Table I we compare the relative approximation errors 4 between the large f j expansion [10, Sec. 2d] valid for n = p and our proposed approximation (21) . The exact values of the normalization constant (4) are computed by the determinantal representation [15] for hypergeometric functions of matrix argument. In Table I we consider various values for f 1 , while keeping the ratio of consecutive eigenvalues fixed at f j /f j−1 = 1.2. It is seen that the proposed approximation (21) outperforms the one in [10, Sec. 2d] for not-so-large concentration parameters f j . This represents a crucial scenario in practice, where it is challenging to distinguish different targets when f j are small [8] . We may also observe that the asymptotical result (21) converges quite fast as n increases, though its accuracy decreases for large f j . Finally, we note that the asymptotics of hypergeometric function (4) in the special case n = p with F = I n was recently derived in [20] .
C. Asymptotic Matrix Variate Bingham Distribution
Here, we also first focus on the complex case. Similarly to (15) , the starting point is to interpret the normalization constant (8) as a moment generating function of certain linear spectral statistics. This is possible due to the integral representation [11, p. 370]
that relates the hypergeometric function (8) to the generating function of linear statistics
Thus, we can write
The density in (23) is often referred to as Jacobi ensemble in random matrix theory [21] . It is a standard fact, see, e.g. [21, 22] that when the eigenvalues of G tend to each other sufficiently fast as n approaches infinity, the linear statistics (24) over Jacobi ensemble (23) follows a Gaussian distribution. Formally, we have
Thus, to construct a Gaussian approximation the remaining task is to compute the first two moments of random variable (24). By the definitions (10) and (14) , the hypergeometric function (8) can be written as
By comparing (25) with (27), the first moment is calculated for k = 1 as
where the partition in (28) is κ 1 = 1, κ 2 = · · · = κ n = 0 and g j denotes the j-th largest eigenvalue of the Hermitian parameter matrix G. For k = 2 in (27), the second moment is recovered by matching it to (25) as
Here, the two possible partitions are κ 1 = 2, κ 2 = · · · = κ n = 0 and κ 1 = κ 2 = 1, κ 3 = · · · = κ n = 0.
After some manipulations, the respective Schur polynomials (14) are calculated as
1≤i<j≤n g i g j and χ κ (G) = 1≤i<j≤n g i g j , whereas in both cases χ κ (1) = 1. The ratio of multivariate hypergeometric coefficients (11) of the two partitions are computed as (p) κ /(n) κ = p(p + 1)/n(n + 1) and (p) κ /(n) κ = p(p − 1)/n(n − 1), respectively. With the above results, the second moment (30) is simplified to
Inserting the derived first two moments (29) and (31) into (26) and setting ν = 1, we arrive at an asymptotical normalization constant of complex matrix variate Bingham distribution
Following the steps of the above derivations, the real case is calculated as
where g j denotes the j-th eigenvalue of the symmetric parameter matrix G. The proof of (33) is parallel to the complex case (32) and is omitted. The authors are not aware of any closed-form analytical approximations to the normalization constants of matrix variate Bingham distribution in literature. In the special case p = 1, a large g j expansion for real Bingham case was derived in [10, Eq. (9) ]. A Laplace approximation for matrix variate real Bingham (6) was proposed in [17, Eq. (17) ], which, however, involves numerically solving a non-trivial algebraic equation for every p and n.
To illustrate the accuracy of the derived results, in Table II we tabulate the relative errors of the proposed approximation (33) to real Bingham case for diverse parameter settings. The exact values of the normalization constant (6) are obtained by the numerical algorithm in [18] , where, unlike the complex case [15] , the corresponding determinantal representation does not exist. We denote the ratio of consecutive eigenvalues of the symmetric parameter matrix G by r = g j /g j−1 , which measures the deviation of G to an identity matrix. It is seen that although in principle valid only for r = 1, the derived approximation (33) in practice performs well for a rather wide spread of the eigenvalues of G. We also observe that when p = n the approximation errors decrease dramatically. In this case, by definition [11, 16] the hypergeometric function (6) reduces to 1 F 1 (n/2, n/2, G) = 0 F 0 (G) = etr (G). On the other hand, for n = p the approximation (33) is simplified to D r B = exp n j=1 g j = etr (G). Thus, when n = p the derived approximation (33) becomes exact for any finite n. Consequently, the errors in blue color of Table II may be related to numerical error induced from the algorithm in [18] . It can be also seen that the proposed approximation achieves better accuracy when the eigenvalues of G are relatively small. (5), (7) to a much simpler exponential sampler and Gaussian sampler, respectively. As an example, in Table III we compare the time required (in seconds) between the Gibbs sampler [6, 23] and the approximation (22) induced exponential sampler to generate one sample from the von-Mises Fisher distribution (1). The R software package 'rstiefel' [23] has been used to implement the Gibbs sampler [6] . In Table III the running time of the sampling is measured by the user time 5 via R function 'proc.time()'. Table III shows that the sampling time of the induced exponential sampler is almost constant with the dimension, whereas that of the Gibbs sampler increases dramatically for dimensions above 40. The corresponding ratio of the sampling time grows to a few hundreds very rapidly. Note that for illustrative purposes, the number of iterations of the Gibbs sampler [6] is set to 1, whereas in practice thousands of iterations are usually needed to reach converge [4, Sec. 6.2]. Thus, our approximation induced samplers are expected to be much more efficient in real world statistical experiments involving orientations statistics.
