MUSIC is conventionally defined as an ordered arrangement of sounds of different acoustic frequencies (pitches, tones) in succession (melody), of sounds in combination (harmony), and of sounds spaced in temporal succession (rhythm) 1 . However, which one of these is mainly responsible for the musicality of the signal, still remains unresolved. According to Mandelbrot 2 , the quality of a certain kind of sound remains unaffected even with a change in playing speed, which he termed 'scaling noise'. White noise is the simplest scaling noise. The power spectral density S(f ) of a time series produced in accordance with the temporal variation of white noise varies with f-frequency content, according to the relation S( f )  f  , where  is the scaling exponent. Brownian noise is another type of scaling noise with scaling exponent  = 2. According to Mandelbrot 2 , fractal is a geometric pattern which is iterated at smaller or larger scales to produce self-similar, irregular shapes or surfaces that cannot be represented using Euclidian geometry. Fractal systems are infinite, i.e. they can extend to insurmountably large values of their coordinates, outwards in all directions from the centre. Another important feature of fractals is their self-similarity, i.e. smaller and bigger fragments of a system look similar, but are not necessarily identical, to the entire fractal system. To express self-similarity of the large and small, power law [a mathematical pattern in which the frequency of occurrence of a given size is inversely proportionate to some power (n) of its size.] is applied. This n is defined as the scaling exponent or the fractal dimension of the system. Fractals can be of two types: monofractals and multifractals. Monofractals are those whose scaling properties are the same in different regions of the system. Multifractals are more complicated self-similar objects which consist of differently weighted fractals with different non-integer dimensions. Hence their scaling properties are different in different regions of the systems 3 . In nature, there exist many geometries which are fractals, like the profile of a mountain or shape of snowflakes. If we investigate them closely, we can deduce self-similarity of the system. Music was originated in the sounds that nature produces, and hence music also has a fractal property like many other naturally occurring fluctuations. Vincenzo Galilei was the first to analyse the numerology of music 4 . He pointed out that the octave can be obtained through different ratios of 2n : 1. It is 2 : 1 in terms of string length, 4 : 1 in terms of weights attached to the strings, which are inversely related to the crosssection of the string, and 8 : 1 in terms of volume of sound-producing bodies, such as organ pipes. Studies have shown that an octave can be divided by the rule of equal temperament 1, 5 . It is one of the most popular methods considered to play a musical composition harmonically in all keys. The first fractal analysis of music was carried out by Voss and Clarke 6 . They showed that it is pink noise or 1/f noise. Bak et al. 7 also showed that this type of noise occurs often in nature. Tricot 8 applied some fractal theories on self-affine functions, and found a power law relationship between power spectra and fractal dimension. Hsü and Hsü 1, 9 analysed the variations in pitch interval between successive notes in a series of music scores composed by Bach and Mozart, and showed that the incidence frequency approximately exhibits a power-law relationship.
Detrended fluctuation analysis (DFA) is a scaling analysis method where the scaling exponent (similar to a single-scale Hurst exponent) is used to quantify the longrange correlation of stationary and non-stationary signals 10 . Shi 11 employed the calculation method of the Hurst exponent to examine the pitch sequence fashioned in folk songs and piano pieces. Gunduz and Gunduz 12 studied the mathematical structures of six songs by treating them as complex systems. From the above study, it can be summarized that apart from the frequency-domain stationary methods like Fourier power spectrum, techniques like DFA have also been used to compute the Hurst exponent and the value of fractal dimension of the non-stationary music signal. But fractal dimension refers to the overall properties of the song sequence. Recent research with complex systems showed that naturally evolving geometries and phenomena cannot be characterized by a single scaling ratio (as in monofractal system), as different parts of the system are scaled differently. Such a system is better characterized as a multifractal system 13, 14 . Multifractal detrended fluctuation analysis (MFDFA) method has been applied successfully to study multifractal scaling behaviour of various non-stationary, scale-invariant time series 15 . MFDFA method is a robust tool for performing scaling analysis in case of nonlinear, non-stationary time series. Results obtained by this method turn out to be more reliable in comparison to methods like wavelet analysis, discrete wavelet transform, wavelet transform modulus maxima, detrending moving average, band moving average, modified detrended fluctuation analysis, etc. [16] [17] [18] . It has been applied for analysing various phenomena such as heart-rate dynamics, DNA sequences, neuron spiking, human gait and economic time series as well as weather-related and earthquake signals.
In recent years works have been reported, where nonstationarity and nonlinearity of the time series of music signals have been used to quantify the complexity/ musicality of the acoustic signal. As musicality in audio signal has naturally evolving geometry and non-uniform pattern in its progression, it is necessary to reinvestigate the musical structure from the viewpoint of the multifractal theory. Multifractal analysis of music has been carried out by some researchers 19, 20 . Substituting both rhythm and melody by a geometrical sequence of points, Su and Wu 19 showed that these quantities can be considered as multifractal objects. Although some work (as described above) has been done for Western Music under nonstationary conditions, not much has been done for Indian music, specially Indian classical music (INDIC). Nowadays, automatic classification and retrieval of audio or music information has become a significant area of research. An effective music and audio classification system for INDIC built under non-stationary conditions, would be a step forward towards various applications like music or audio indexing, music information retrieval (MIR) and genre classification. Other applications include music learning in distant mode, performer recognition and music synthesis.
We have used MFDFA technique to measure temporal variation of self-similarity of the audio waveforms of various music and speech signals to reveal the internal dynamics of their so-called musicality. The width of the multifractal spectrum for the waveform of each audio sample is measured. First, the excerpts of speech and drone signals are used for the experiment. Drone signal has a perceived periodicity as its musical feature and thereby one can intuitively conclude that it is less multifractal in nature. On the contrary, speech is believed to have less or no musicality in its nature and one can conclude that its multifractality is much higher than that of a drone signal. Experimental results justify this fact. For them, multifractality remains almost consistent throughout the signal and the value of the spectrum width varies within a small range. Further, we have experimented with different kinds of Rāga in the INDIC domain and have compared the results among themselves and with the limiting value of drone. The result shows that the range of variation of the spectrum width of music signals is much higher and different compared to the drone. Using these experimental inferences, the future road-map for a computational system for categorization of speech, drone and music signals from INDIC can be initiated.
To study the musicality in INDIC, some details of the Rāga framework are analysed. It should be noted that acoustic signals like speech and music can be differentiated by their musicality content. A sequence of notes, the rhythm, the mood, the temporal and spatial variation of a note sequence, the time of compositions -all create a multidimensional piece, called a musical composition. Corresponding to the framework of Western music, Rāga is the soul of INDIC. According to some studies 21, 22 , Rāga, the nucleus of INDIC, may be defined as a melodic structure with fixed notes and a set of rules characterizing a certain mood conveyed by performance. Each Rāga expresses different moods in certain characteristic progressions. This Rāga framework contributes to the musicality of INDIC system and makes it distinctly different from the Western music system. So, Rāga greatly contributes towards fixing the degree of complexity of an audio signal for INDIC system. We can classify various compositions of INDIC by their Rāga-base.
The rest of the communication is organized as follows. First, the details of data are elaborated. The method of analysis and inferences from the test results are then presented followed by concluding remarks.
The experimental data are as follows:
 Speech signal which has less amount of musical content.  Drone signal which contains more amount of periodically occurring musical content or sequence of notes according to INDIC system. 23 for noise removal from the original signal.
Each 160 sec sample is divided among 80 samples of 2 sec from start to end. Then, multifractal spectra of the whole signal and the segments are generated. Widths of the spectrum are denoted as follows:
 W -Width of spectrum for the whole signal (160 sec).  w-Width of spectrum for the segmented samples (2 sec).
These widths are calculated according to the method of Kantelhardt et al. 15 . The step-by-step process is described below. Software implementation is done in Matlab. Then the analysis of w and W is done for all the samples and inferences are drawn from it.
Step 1: Each digitized audio signal represents a time series having time instants in the x-axis and for each time instant a corresponding amplitude value in the y-axis. Suppose for a particular audio sample i = 1, 2, …, N, are the time instants and corresponding amplitude value is x(i). The mean of this time series is calculated as where C k is the kth coefficient of the fit polynomial with degree m. Here we have taken m as 1.
Step 3: The qth order overall RMS variation for each scale s is denoted by F q (s), which is calculated according to eq. (4) of Kantelhardt et al. 15 as shown below
For our experiment we have calculated qth order RMS variation F q (s) for 100 values of q ranging between (-5) and (+5).
Step 4: Steps 2 and 3 are repeated and F q (s) is calculated for various values of s. If the time series is longrange correlated, the F q (s) versus s for each q will show power law behaviour as F q (s)  s h(q) . When one quantity varies as the power of another, then the quantities are said to be showing power law behaviour. If such a scaling exists, log 2 (F q (s)) will depend linearly on log 2 (s), where h(q) is the slope. The exponent h(q) depends on q. Here h(q) is the generalized Hurst exponent. This h(q) of MFDFA is related to the scaling exponent (q) according to eq. (13) of Kantelhardt et al. 15 , i.e.
Step 5: Multifractal signals have multiple Hurst exponents. Hence (q) depends nonlinearly on q. If  is singularity strength, the singularity spectrum is f (). This is related to h(q) according to eq. (15) of Kantelhardt et al. 15 , i.e.
The resulting multifractal spectrum f () is an arc as shown for a test sample in Figure 1 . The difference between the maximum and minimum values of , is called the multifractal spectrum width. The width of the spectrum gives a measure of the multifractality of the time series. In our experiment, first the width of the multifractal spectrum for the whole signal is calculated for each input. Then for each input, the whole signal is shuffled and the width of the multifractal spectrum for that shuffled signal is calculated. If there are long-range correlations in the original data, they will be removed by this shuffling and the sequence will become uncorrelated. Hence the width of the multifractal spectrum for the shuffled signal will be much less and different from the width of the multifractal spectrum for the original signal. This was found to be true for all the test samples of speech, drone and music signals used in our experiment. Figure 1 shows the multifractal spectrum for one such original sample and its shuffled version. This test result clearly indicates that the multifractality in the speech, drone and music signals is due to their broad probability distribution and long-range correlation. The widths of the multifractal spectrum for the whole signal (W) and the width of the multifractal spectrum for the segments for a particular musical sample. The peak of the histogram is denoted by w p , which is considered here as the width of the multifractal spectrum for the segmented signal.
Trend of W and w for speech and drone signals: w i -s, where i = 1, 2, …, 80, are plotted from the start towards the end of the signal for speech and drone. What we get from the trend are as follows:
 Figure 3 shows that the respective w i -s vary within the range W  t, where t = 0.15 for speech and t = 0.12 for drone signals. It is also evident from the figure that W for speech is much higher and different from the drone.  Figure 3 also shows that for both speech and drone signals, the respective W and w p are almost similar.  Finally if we compare both W and w p for speech and the drone (Figure 4 ), we can see that the parameters have a striking difference in values. Hence we can conclude that speech and drone signals can be distinguished by the width of their multifractal spectrum.
Trend of W and w for music and drone signals:
As the difference between speech and drone is now been established, we attempt to compare the progression of w-s for each of the musical samples with that of drone signal, as drone is believed to be most musically periodic in nature. The inferences are as follows:
 Figure 5 shows that although the w p -s for a particular music sample and drone are quite similar, their W-s are vastly different. This is because the w-s for the music signal change has a wider range of variation as compared to the drone signal. This results in a high value of W for music. So we can conclude that the multifractality of this particular music sample varies from very small to very high.  We have done similar kind of comparison for the remaining three music samples with the drone and found a range of values for w compared to the drone signal. This range may be considered as a parameter for categorization of different music signals.
We have compared the overall W-s for the music samples with W of the drone sample. The inferences are as follows:
 Figure 6 shows that all W-s of the music samples are consistently higher than that of drone sample. It can be concluded that the drone signal contains the least amount of multifractality among all musical samples.  Figure 6 also shows that W for sample-1 is much higher compared to sample-2. This is also true for the samples 3 and 4. Table 1 shows that samples 1, 2 and samples 3, 4 have almost opposing mood contents according to the Rāga framework. We may conclude that this opposing mood content contributes to the difference in W-s of the respective samples.
We can infer here that degree of complexity increases with increasing musicality. Hence the width of the multifractal spectrum increases as we move from the drone towards music samples. Also, the degree of complexity varies largely for samples with mutually exclusive musicality and mood content. Hence with the help of this parameter we may try to classify music samples with different musicality or mood content as an extension of this work. In this work we have taken the initial step towards devising a non-stationary computation model for audio signal classification. Using MFDFA method, the widths of multifractal spectra for the whole signal as well as segmented signal, have been calculated and analysed. These parameters make a clear distinction between speech and drone signals. The proposed parameters can also classify Rāga signals of the INDIC system, containing mutually exclusive musicality. The success in the experiment lends us to believe that we may hereafter be able to differentiate and alienate the musicality and moods in different Rāgas which are mutually inclusive in some aspects and yet different in nature. More rigorous analysis of large samples of INDIC and Western music data with different genres of music conveying a variety of emotions, needs to be done to frame a computational system for MIR. The methodology may be extended to develop a framework to classify different types of music signals according to INDIC and Western music systems.
