Hadronization geometry from net-charge angular correlations on momentum subspace (η,ϕ) in Au–Au collisions at √sNN = 130 GeV by Adams, J. et al.
Physics Letters B 634 (2006) 347–355 
www.elsevier.com/locate/physletb 
Hadronization geometry from net-charge angular correlations on momentum √
subspace (η, φ) in Au–Au collisions at sNN  = 130 GeV 
STAR Collaboration 
J. Adams c, M.M. Aggarwal  ac, Z. Ahammed ar, J. Amonett t, B.D. Anderson t, D. Arkhipkin m ,
 
G.S. Averichev l, S.K. Badyal  s, Y. Bai  aa, J. Balewski  q, O. Barannikova  af, L.S. Barnby c, J. Baudot r ,
 
S. Bekele ab, V.V. Belaga l, A. Bellingeri-Laurikainen am, R. Bellwied au, J. Berger  n ,
 
B.I. Bezverkhny aw, S. Bharadwaj  ah, A. Bhasin  s, A.K. Bhati  ac, V.S. Bhatia  ac, H. Bichsel  at ,
 
J. Bielcik aw, J. Bielcikova aw, A. Billmeier au, L.C. Bland  d, C.O. Blyth  c, S.-L. Blyth u, B.E. Bonner ai ,
 
M. Botje aa, A. Boucham am, J. Bouchet am, A.V. Brandin  y, A. Bravar  d, M. Bystersky  k ,
 
R.V. Cadman a, X.Z. Cai  al, H. Caines  aw, M. Calderón de la Barca Sánchez q, J. Castillo u, O. Catu  aw ,
 
D. Cebra g, Z. Chajecki ab, P. Chaloupka k, S. Chattopadhyay ar, H.F. Chen  ak, J.H. Chen  al, Y. Chen  h ,
 
J. Cheng ap, M. Cherney  j, A. Chikanian aw, H.A. Choi ag, W. Christie d, J.P. Cofﬁn  r, T.M. Cormier  au ,
 
M.R. Cosentino aj, J.G. Cramer  at, H.J. Crawford  f, D. Das  ar, S. Das  ar, M. Daugherity ao ,
 
M.M. de Moura aj, T.G. Dedovich  l, M. DePhillips d, A.A. Derevschikov ae, L. Didenko  d, T. Dietel n ,
 
S.M. Dogra s, W.J. Dong h, X. Dong  ak, J.E. Draper  g, F. Du  aw, A.K. Dubey o, V.B. Dunin  l ,
 
J.C. Dunlop d, M.R. Dutta Mazumdar ar, V. Eckardt w, W.R. Edwards  u, L.G. Eﬁmov  l, V. Emelianov y,
 
J. Engelage f, G. Eppley  ai, B. Erazmus am, M. Estienne am, P. Fachini  d, J. Faivre  r, R. Fatemi v ,
 
J. Fedorisin l, K. Filimonov u, P. Filip k, E. Finch  aw, V. Fine d, Y. Fisyak  d, K.S.F. Fornazier aj, J. Fu  ap,
 
C.A. Gagliardi an, L. Gaillard c, J. Gans aw, M.S. Ganti ar, F. Geurts ai, V. Ghazikhanian h, P. Ghosh ar ,
 
J.E. Gonzalez h, H. Gos  as, O. Grachov au, O. Grebenyuk aa, D. Grosnick aq, S.M. Guertin h, Y. Guo  au ,
 
A. Gupta s, N. Gupta  s, T.D. Gutierrez  g, T.J. Hallman d, A. Hamed au, D. Hardtke  u, J.W. Harris aw ,
 
M. Heinz b, T.W. Henry an, S. Hepplemann ad, B. Hippolyte r, A. Hirsch  af, E. Hjort  u ,
 
G.W. Hoffmann ao, M.J. Horner u, H.Z. Huang  h, S.L. Huang ak, E.W. Hughes e, T.J. Humanic ab ,
 
G. Igo h, A. Ishihara  ao, P. Jacobs  u, W.W. Jacobs  q, M. Jedynak as, H. Jiang  h, P.G. Jones c, E.G. Judd f ,
 
S. Kabana b, K. Kang  ap, M. Kaplan i, D. Keane  t, A. Kechechyan l, V.Yu. Khodyrev ae, B.C. Kim  ag,
 
J. Kiryluk v, A. Kisiel as, E.M. Kislov l, J. Klay u, S.R. Klein u, D.D. Koetke  aq, T. Kollegger n ,
 
M. Kopytine t, L. Kotchenda y, K.L. Kowalik u, M. Kramer  z, P. Kravtsov  y, V.I. Kravtsov  ae ,
 
K. Krueger a, C. Kuhn  r, A.I. Kulikov l, A. Kumar ac, R.Kh.  Kutuev  m, A.A. Kuznetsov  l ,
 
M.A.C. Lamont aw, J.M. Landgraf d, S. Lange  n, F. Laue  d, J. Lauret  d, A. Lebedev d, R. Lednicky l ,
 
C.-H. Lee ag, S. Lehocka l, M.J. LeVine d, C. Li  ak, Q. Li  au, Y. Li  ap, G. Lin  aw, S.J. Lindenbaum z ,
 
M.A. Lisa ab, F. Liu  av, H. Liu  ak, J. Liu  ai, L. Liu  av, Q.J. Liu  at, Z. Liu  av, T. Ljubicic d, W.J. Llope  ai ,
 
H. Long h, R.S. Longacre d, M. Lopez-Noriega ab, W.A. Love  d, Y. Lu  av, T. Ludlam d, D. Lynn  d ,
 
G.L. Ma al, J.G. Ma  h, Y.G. Ma  al, D. Magestro ab, S. Mahajan s, D.P. Mahapatra o, R. Majka  aw ,
 
L.K. Mangotra s, R. Manweiler aq, S. Margetis  t, C. Markert  t, L. Martin am, J.N. Marx  u, H.S. Matis  u ,
 
Yu.A. Matulenko ae, C.J. McClain a, T.S. McShane j, F. Meissner  u, Yu. Melnick ae, A. Meschanin ae ,
 
M.L. Miller v, N.G. Minaev ae, C. Mironov t, A. Mischke  aa, D.K. Mishra  o, J. Mitchell ai ,  0370-2693  2006 Elsevier B.V. Open access under CC BY license. 
doi:10.1016/j.physletb.2006.01.061 
348 STAR Collaboration / Physics Letters B 634 (2006) 347–355 B. Mohanty ar, L. Molnar af, C.F. Moore  ao, D.A. Morozov ae, M.G. Munhoz aj, B.K. Nandi ar , 
S.K. Nayak s, T.K. Nayak ar, J.M. Nelson c, P.K. Netrakanti ar, V.A. Nikitin m, L.V. Nogach ae , 
S.B. Nurushev ae, G. Odyniec u, A. Ogawa  d, V. Okorokov y, M. Oldenburg  u, D. Olson  u, S.K. Pal  ar , 
Y. Panebratsev l, S.Y. Panitkin d, A.I. Pavlinov  au, T. Pawlak as, T. Peitzmann aa, V. Perevoztchikov d , 
C. Perkins f, W. Peryt  as, V.A. Petrov  au, S.C. Phatak o, R. Picha  g, M. Planinic ax, J. Pluta  as , 
N. Porile af, J. Porter  at, A.M. Poskanzer u, M. Potekhin d, E. Potrebenikova l, B.V.K.S. Potukuchi s , 
D. Prindle at, C. Pruneau au, J. Putschke u, G. Rakness  ad, R. Raniwala ah, S. Raniwala  ah, O. Ravel  am , 
R.L. Ray ao, S.V. Razin  l, D. Reichhold af, J.G. Reid  at, J. Reinnarth am, G. Renault  am, F. Retiere  u , 
A. Ridiger y, H.G. Ritter u, J.B. Roberts ai, O.V. Rogachevskiy l, J.L. Romero g, A. Rose  u, C. Roy  am , 
L. Ruan ak, M.J. Russcher aa, R. Sahoo o, I. Sakrejda u, S. Salur  aw, J. Sandweiss aw, M. Sarsour q, 
I. Savin m, P.S. Sazhin  l, J. Schambach ao, R.P. Scharenberg af, N. Schmitz w, K. Schweda u, J. Seger  j, 
P. Seyboth w, E. Shahaliev l, M. Shao  ak, W. Shao  e, M. Sharma  ac, W.Q. Shen  al, K.E. Shestermanov ae , 
S.S. Shimanskiy l, E. Sichtermann u, F. Simon v, R.N. Singaraju  ar, N. Smirnov  aw, R. Snellings aa , 
G. Sood aq, P. Sorensen  u, J. Sowinski q, J. Speltz r, H.M. Spinka a, B. Srivastava  af, A. Stadnik  l , 
T.D.S. Stanislaus aq, R. Stock  n, A. Stolpovsky au, M. Strikhanov y, B. Stringfellow af, A.A.P. Suaide aj, 
E. Sugarbaker ab, M. Sumbera k, B. Surrow v, M. Swanger j, T.J.M. Symons u, A. Szanto  de  Toledo  aj, 
A. Tai h, J. Takahashi aj, A.H. Tang  aa, T. Tarnowsky af, D. Thein  h, J.H. Thomas u, A.R. Timmins c , 
S. Timoshenko y, M. Tokarev l, T.A. Trainor at,∗, S. Trentalange h, R.E. Tribble an, O.D. Tsai  h , 
J. Ulery af, T. Ullrich d, D.G. Underwood a, G. Van  Buren  d, N. van der Kolk  aa, M. van Leeuwen u , 
A.M. Vander Molen x, R. Varma  p, I.M. Vasilevski m, A.N. Vasiliev ae, R. Vernet  r, S.E. Vigdor q, 
Y.P. Viyogi ar, S. Vokal  l, S.A. Voloshin au, W.T. Waggoner j, F. Wang  au, G. Wang  t, G. Wang  e , 
X.L. Wang ak, Y. Wang  ao, Y. Wang  ap, Z.M. Wang  ak, H. Ward  ao, J.W. Watson  t, J.C. Webb  q, 
G.D. Westfall x, A. Wetzler u, C. Whitten Jr. h, H. Wieman  u, S.W. Wissink q, R. Witt  b, J. Wood  h , 
J. Wu ak, N. Xu  u, Z. Xu  d, Z.Z. Xu  ak, E. Yamamoto u, P. Yepes ai, I.-K.  Yoo  ag, V.I. Yurevich  l , 
I. Zborovsky k, H. Zhang  d, W.M. Zhang t, Y. Zhang ak, Z.P. Zhang ak, C. Zhong al, R. Zoulkarneev m , 
Y. Zoulkarneeva m, A.N. Zubarev l, J.X. Zuo  al 
a Argonne National Laboratory, Argonne, IL 60439, USA
 
b University of Bern, 3012 Bern, Switzerland
 
c University of Birmingham, Birmingham, United Kingdom
 
d Brookhaven National Laboratory, Upton, NY 11973, USA
 
e California Institute of Technology, Pasadena, CA 91125, USA
 
f University of California, Berkeley, CA 94720, USA
 
g University of California, Davis, CA 95616, USA
 
h University of California, Los Angeles, CA 90095, USA
 
i Carnegie Mellon University, Pittsburgh, PA 15213, USA
 
j Creighton University, Omaha, NE 68178, USA 
k Nuclear Physics Institute AS CR, 250 68 ˇRež/Prague, Czech Republic 
l Laboratory for High Energy (JINR), Dubna, Russia 
m Particle Physics Laboratory (JINR), Dubna, Russia 
n University of Frankfurt, Frankfurt, Germany
 
o Institute of Physics, Bhubaneswar 751005, India
 
p Indian Institute of Technology, Mumbai, India
 
q Indiana University, Bloomington, IN 47408, USA
 
r Institut de Recherches Subatomiques, Strasbourg, France
 
s University of Jammu, Jammu 180001, India
 
t Kent State University, Kent, OH 44242, USA
 
u Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA
 
v Massachusetts Institute of Technology, Cambridge, MA 02139-4307, USA
 
w Max-Planck-Institut für Physik, Munich, Germany
 
x Michigan State University, East Lansing, MI 48824, USA
 
y Moscow Engineering Physics Institute, Moscow, Russia
 
z City College of New York, New York City, NY 10031, USA
 
aa NIKHEF and Utrecht University, Amsterdam, The Netherlands
 
ab Ohio State University, Columbus, OH 43210, USA
 
349 STAR Collaboration / Physics Letters B 634 (2006) 347–355  
ac Panjab University, Chandigarh 160014, India
 
ad Pennsylvania State University, University Park, PA 16802, USA
 
ae Institute of High Energy Physics, Protvino, Russia
 
af Purdue University, West Lafayette, IN 47907, USA
 
ag Pusan National University, Pusan, Republic of Korea
 
ah University of Rajasthan, Jaipur 302004, India
 
ai Rice University, Houston, TX 77251, USA
 
aj Universidade de Sao Paulo, Sao Paulo, Brazil
 
ak University of Science & Technology of China, Anhui 230027, China
 
al Shanghai Institute of Applied Physics, Shanghai 201800, China
 
am SUBATECH, Nantes, France
 
an Texas A&M University, College Station, TX 77843, USA
 
ao University of Texas, Austin, TX 78712, USA
 
ap Tsinghua University, Beijing 100084, China
 
aq Valparaiso University, Valparaiso, IN 46383, USA
 
ar Variable Energy Cyclotron Centre, Kolkata 700064, India
 
as Warsaw University of Technology, Warsaw, Poland
 
at University of Washington, Seattle, WA 98195, USA
 
au Wayne State University, Detroit, MI 48201, USA
 
av Institute of Particle Physics, CCNU (HZNU), Wuhan 430079, China
 
aw Yale University, New Haven, CT 06520, USA
 
ax University of Zagreb, HR-10002 Zagreb, Croatia
 
Received 12 September 2005; received in revised form 19 November 2005; accepted 25 January 2006 
Available online 3 February 2006 
Editor: V. Metag 
Abstract 
We present the ﬁrst measurements of charge-dependent correlations on angular difference variables η1 − η2 (pseudorapidity) and φ1 − φ2√(azimuth) for primary charged hadrons with transverse momentum 0.15 � pt � 2 GeV/c and |η| � 1.3 from Au–Au collisions at =sNN  
130 GeV. We observe correlation structures not predicted by theory but consistent with evolution of hadron emission geometry with increasing
 
centrality from one-dimensional fragmentation of color strings along the beam direction to an at least two-dimensional hadronization geometry
 
along the beam and azimuth directions of a hadron-opaque bulk medium.
 
 2006 Elsevier B.V. Open access under CC BY license.
 
PACS: 24.60.Ky; 25.75.Gz 
Keywords: Net-charge correlations; Net-charge ﬂuctuations; Hadronization; Heavy ion collisions 1. Introduction 
Analysis of correlations and ﬂuctuations plays an important 
role in studies of the colored medium produced in ultrarela­
tivistic heavy-ion collisions [1–3]. In-medium modiﬁcation of 
parton scattering and fragmentation of energetic partons by 
the bulk medium produced in heavy-ion collisions may sig­
niﬁcantly alter large-momentum-scale two-particle correlations 
relative to those observed in p–p collisions. Large-momentum­
scale correlations may result from initial-state multiple scat­
tering [4,5], in-medium dissipation of scattered energetic par-
tons [6] and hadronization of the colored medium to ﬁnal-state 
hadrons (fragmentation of color strings in p–p, hadronization 
of the bulk medium in A–A). The local geometry of hadroniza­
tion, which can be accessed by net-charge correlations, is the 
subject of this Letter. 
* Corresponding author.
 
E-mail address: trainor@hausdorf.npl.washington.edu (T.A. Trainor).
 String fragmentation models [7] describe two-particle cor­
relations on pseudorapidity and azimuth (η, φ) in high-energy 
p–p collisions in terms of local conservation of transverse mo­
mentum and net charge leading to canonical suppression of 
event-wise net-momentum and net-charge ﬂuctuations. The na­
ture of the corresponding process in A–A collisions remains 
an open question. Some change should be expected in the 
correlation structure as the medium evolves from that pro­
duced in very peripheral collisions (approximating minimum-
bias proton–proton collisions) to that in central heavy-ion col­
lisions. Predictions have been made of dramatic suppression 
of net-charge ﬂuctuations in central A–A collisions as a sig­
nal of quark–gluon plasma formation [8]. The question arises 
what detailed net-charge correlation structure would corre­
spond to such predictions, and what structure is actually present 
in heavy-ion collisions. 
In this Letter we report the ﬁrst measurements in heavy-
ion collisions of the centrality dependence of two-particle 
charge-dependent (net-charge) correlations on angular sub-
space (η, φ), where charge-dependent here refers to the dif­
350 STAR Collaboration / Physics Letters B 634 (2006) 347–355 ference between correlations for like-charge-sign pairs and 
unlike-sign pairs. This analysis is based on Au–Au collisions at√ 
sNN  = 130 GeV obtained with the STAR detector at the Rel­
ativistic Heavy Ion Collider (RHIC). The observed correlation 
structure suggests that local charge conservation at hadroniza­
tion combined with increasing system density and spatial 
extent results in evolution with Au–Au centrality from one-
dimensional (1D) charge-ordering (locally alternating charge 
signs) on conﬁguration space z (the collision axis), coupled to 
pz (or pseudorapidity η) by longitudinal Bjorken expansion, to 
two-dimensional (2D) charge ordering on beam and azimuth 
directions (z,φ). Those results have not been anticipated by 
theoretical models [5,9]. 
2. Analysis method 
We wish to access the complete charge-dependent (CD) 
structure of two-particle density ρ(pp1,pp2) with minimal dis­
tortion and without imposition of a correlation model. In this 
analysis of net-charge angular correlations we project the 
two-particle momentum space onto angular subspace (η1, η2, 
φ1, φ2) by integrating over a speciﬁc transverse momentum in­
terval. The structure of net-charge correlations on transverse 
momentum with speciﬁc angular constraints will be considered 
in a future analysis. 
Correlations are obtained with a differential analysis which 
compares object and reference pair density distributions. The 
object distribution is comprised of particle pairs formed from 
single events, referred to as sibling pairs, and the reference 
distribution consists of pairs combining particles from two 
different but similar events, referred to as mixed pairs. The 
corresponding pair densities are denoted by ρsib( p1, p2) and 
ρmix( p1, p2), respectively. The two-particle correlation func­
tion C (as commonly deﬁned in nuclear physics) and pair-
number density ratio r (as used in the study of quantum cor­
relations or HBT [10]) are then deﬁned and related by 
C( p1, p2) = ρsib( p1, p2) − ρmix( p1, p2) ( )= ρmix( p1, p2) r( p1, p2) − 1 , (1) 
with r ≡ ρsib/ρmix. Difference r − 1 is the correlation mea­
sure we use. In order to visualize the CD correlation structure 
in the 4D angular subspace (η1, η2, φ1, φ2) pair densities can 
be projected onto separate 2D subspaces (η1, η2) and (φ1, φ2). 
Those projections, discussed further below, discard a substan­
tial amount of the information in the full two-particle space. 
However, they reveal that signiﬁcant variation is restricted to 
difference variables ηt ≡ η1 − η2 and φt ≡ φ1 − φ2 (the no­
tation is explained in Section 4). For this analysis we therefore 
simultaneously project the 4D subspace onto those angular dif­
ference variables. The resulting 2D distribution is referred to 
as a joint autocorrelation. An autocorrelation is a projection 
by averaging1 from subspace (x1, x2) onto difference variable 
1 Averaging rather than simple projection is an essential feature of autocor­
relations required to properly account for acceptance effects in two-particle 
spaces. xt = x1 − x2. A  joint autocorrelation is a simultaneous pro­
jection onto two difference variables. The result of this projec­
tion technique is a nearly lossless (distortion free) projection 
from the initial 4D angular subspace onto a 2D autocorrelation 
space. 
In this analysis, sibling and mixed pair-number densities 
ρ( p1, p2) for four charge-pair combinations (++,+−,−+, 
−−) were projected onto (η1, η2), (φ1, φ2) and (ηt,φt). 
The projection was done by ﬁlling histograms of pair num­
bers nab � ExEyρ(xa, yb), where subscripts ab denote the 2D 
bin indices and Ex, Ey are histogram bin widths on variables 
x, y ∈ {η1, η2, φ1, φ2, ηt,φt}. Sibling and mixed pair-number 
histograms for each charge-pair combination were separately 
normalized to the total number of detected pairs in each  
centrality class: nˆab,sib = nab,sib/ ab nab,sib and nˆab,mix =  
nab,mix/ ab nab,mix. Normalized pair-number ratios rˆab = 
nˆab,sib/nˆab,mix are the basis for this analysis. 
To reduce systematic error, ratio histograms were obtained 
for subsets of events within a given centrality class which have 
similar multiplicities (differences � 50) and primary collision 
vertex locations within the detector (within 7.5 cm along the 
beam axis). Ratios rˆab for each centrality class were deﬁned as 
weighted (by total number of sibling pairs) averages over all 
subsets in that centrality class. Ratios were further combined 
to form like-sign (LS: ++,−−), unlike-sign (US: +−,−+), 
and charge-dependent (CD = LS − US) ratios. In this analy­
sis we adopt a CD sign convention compatible with standard 
particle physics isospin convention and net-charge ﬂuctuation 
measures [11]. 
3. Data 
Data for this analysis were obtained with the STAR de­
tector [12] using a 0.25 T uniform magnetic ﬁeld parallel to 
the beam axis. A minimum-bias event sample required coin­
cidence of two Zero-Degree Calorimeters (ZDC); a 0–15% of 
total cross section event sample was deﬁned by a threshold 
on the Central Trigger Barrel (CTB), with ZDC coincidence. 
Event triggering and charged-particle measurements with the 
Time Projection Chamber (TPC) are described in [12]. Tracking 
efﬁciencies, event and track quality cuts and primary-particle 
deﬁnition are described in [11,13]. Charged particles were ac­
cepted in |η| � 1.3, full azimuth and transverse momentum (pt ) 
range 0.15 � pt � 2 GeV/c. Particle identiﬁcation was not im­
plemented but charge sign was determined. Corrections were 
made to ratio rˆ for two-track inefﬁciencies due to overlapping 
space points in the TPC (merging) and intersecting trajectories 
reconstructed as > 2 particles (splitting) by applying two-track 
proximity cuts in the TPC to both ρsib and ρmix similar to that 
done in HBT analyses. 
Small-momentum-scale correlation structures due to quan­
tum, Coulomb and strong-interaction correlations [10] were 
suppressed by eliminating sibling and mixed track pairs 
(∼ 22% of total) with |ηt| < 1.0, |φt| < 1.0 and |pt1 − pt2| < 
0.2 GeV/c if pt < 0.8 GeV/c for either particle. Those cuts 
do not signiﬁcantly affect the correlation structures shown 
here. Four centrality classes for 300 k events labeled (a)–(d) 
351 STAR Collaboration / Physics Letters B 634 (2006) 347–355 Fig. 1. Normalized LS pair-number ratios rˆ for collisions in centrality class (a) (most central) for (η1, η2) (left panel) and (φ1, φ2) (right panel). � �
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for central to peripheral were deﬁned by cuts on TPC track 
multiplicity N within the acceptance deﬁned here relative to 
minimum-bias event multiplicity frequency distribution upper 
half-maximum end-point N0, which corresponds to the max­
imum participant number [11]. 2 Four centrality classes were 
deﬁned by (d) 0.03 < N/N0 0.21, (c) 0.21 < N/N0 0.56, 
(b) 0.56 < N/N0 0.79 and (a) N/N0 > 0.79. 
4. Two-particle distributions 
Fig. 1 shows ratio histograms rˆab for the LS charge com­
bination on (η1, η2) and (φ1, φ2) for the most central event 
class, denoted (a). Deviations from unity ( rˆ − 1) of this per-
pair correlation measure contain a dilution factor3 1/N ¯ (N ¯ is 
deﬁned as the mean multiplicity in the detector acceptance) 
and are therefore numerically a few permil for central Au– 
Au collisions. However, the correlation structure is large com­
pared to statistical errors (cf. Figs. 2–4). A sinusoid associated 
with elliptic ﬂow (consistent with conventional reaction-plane 
measurements) dominates the (φ1, φ2) correlations in the right 
panel. The anti correlated LS distribution on (η1, η2) in the left 
panel (anticorrelated: depression along the η1 = η2 diagonal) 
suggests charge ordering from longitudinal string fragmenta­
tion as in p–p collisions [7,14]. However, these correlations 
projected separately onto (η1, η2) and (φ1, φ2) are incomplete, 
and quite misleading for A–A collisions. A more complete pic­
ture is obtained from 2D joint autocorrelations on difference 
variables (ηt,φt) as shown in Fig. 2. 
2 Centrality measure ν estimates the mean participant path length as a 
number of encountered nucleons. For this analysis ν ≡ 5.5(N/N0)1/3 
1/35.5(Npart/Npart,max) 2Nbin/Npart, based on Glauber-model simulations. 
Npart is the number of participants, Nbin the number of binary collisions, and 
N0 is the upper half-maximum endpoint of the minimum-bias data distribution 
plotted as dσ/dN1/4 . 
3 Under composition of independent (uncorrelated) subsystems (e.g., hypo­
thetical independent N–N collisions within A–A collisions) correlations per 
particle remain constant, whereas correlations per pair go as 1/nch. An excep­
tion to that behavior is quantum correlations for bosons (pions) where all pairs 
with momentum difference q below some value are correlated, in which case 
r − 1 → 1 as  q → 0, independent of system size. Because of the symmetry of these distributions on the an­
gular spaces (x1, x2) their description is more natural on di­
agonal sum and difference variables xΣ and xt (reserving 
conventional difference notation tx for displacement on a 1D 
space x). The invariance of correlation structure on sum vari­
ables ηΣ ≡ η1 + η2 and φΣ ≡ φ1 + φ2 in Fig. 1 (i.e., parallel 
to the η1 = η2 or φ1 = φ2 diagonals) implies that each distribu­
tion can be projected onto its difference variable φt ≡ φ1 − φ2 
and ηt ≡ η1 − η2 to form an autocorrelation without loss of 
information. The projection is done by averaging bin contents 
along each diagonal in Fig. 1 parallel to the sum axis (e.g. 
the η1 = η2 diagonal) to obtain the bin contents of a 1D auto-
correlation on ηt or φt (the difference axes). Autocorrelation 
details are described in [15,16]. If projections are made simul­
taneously onto both difference variables of Fig. 1 the result­
ing 2D joint autocorrelation on (ηt,φt) compactly represents 
all signiﬁcant correlation structure on 4D angular subspace 
(η1, η2, φ1, φ2). 
In Fig. 2 perspective views are shown of CD joint auto-
correlations for four centrality classes of Au–Au collisions at√ 
sNN  = 130 GeV. Quantity N(rˆ − 1)4 represents per-particle ¯
correlations (i.e., distribution of average numbers of correlated 
pairs per ﬁnal-state particle) and is O(1) for all centralities. Dis­
tributions in Fig. 2 are dominated by a 2D negative peak which 
is broader and elliptical for peripheral collisions (d) with ma­
jor axis along φt, transitioning smoothly to a narrower and 
deeper peak symmetric on (ηt,φt) for central collisions (a). 
The negative peak means that unlike-sign charge pairs are more 
probable than like-sign pairs for small angular separations on 
pseudorapidity and azimuth, consistent with local charge con­
servation (suppression of net-charge ﬂuctuations). The vertical 
axis limits common to all panels were chosen to enhance the 
visibility of structure at large angular separations as opposed to 
showing the full depth of the negative peak at φt = ηt = 0. 
Note that no CD (charge-dependent) component of elliptic ﬂow 
is observed at the sensitivity level of these data. 1D projections 
of Fig. 2 distributions and their 2D model ﬁts (discussed below) 
onto individual difference variables φt and ηt are shown in 
4 ¯ N(rˆ − 1), measuring correlations per ﬁnal-state particle (typically O(1) for 
all centralities), is invariant with centrality if A–A collisions are linear super­
positions of p–p collisions. 
352 STAR Collaboration / Physics Letters B 634 (2006) 347–355 ¯Fig. 2. Perspective views of two-particle CD joint autocorrelations N(rˆ − 1) on (ηt,φt) for central (a) to peripheral (d) collisions. Center bins at φt = ηt = 0, 
containing photon-conversion electron pairs, were omitted from model ﬁts.  Fig. 3. Solid dots and curves (open triangles and dashed curves) 
correspond to ηt (φt) projections. The projections are over the 
pair acceptances apparent in Fig. 2. 
5. Errors 
Statistical errors for rˆ in Fig. 1 (central collisions) are 
±0.00015 for all bins. Statistical errors for 1D autocorrelations 
are uniform on φt (since φ is a periodic variable) but approx­
imately double as |ηt| increases from 0 to 2 (due to ﬁnite η 
acceptance). Statistical errors at ηt ∼ 0 vary from ±0.00015 
for central collisions to ±0.0007 for peripheral collisions, again 
reﬂecting the 1/N ¯ dilution factor. In contrast, statistical errors 
for ¯ r − 1) in Fig. 2 are approximately ±0.2 (one tick) for N(ˆ
ηt ∼ 0 and are independent of centrality. Statistical errors for 
projections in Fig. 3 are shown explicitly in that ﬁgure by error 
bars. Systematic errors were estimated as in [11]. Systematic 
uncertainties associated with two-track inefﬁciency corrections 
and small momentum scale correlation cuts are negligible for 
this analysis. Systematic error due to non-primary backgrounds 
(dominant source) [13], whose correlation with true primary 
particles is unknown, is estimated to be at most ±7%, assumed 
uniform for all (ηt,φt) in the STAR acceptance. Contribu­
tions from resonance (ρ0,ω)  decays are estimated to be at most 
about 10% of the negative peaks at φt = ηt = 0 in  Fig. 2 in 
the range |ηt| < 0.5, |φt| < 2 [17]. 6. Model ﬁts 
The distributions in Fig. 2 and their counterpart for p–p col­
lisions [18] reveal two asymptotic forms at the centrality limits: 
a 1D Gaussian on ηt (uniform on φt) for  p–p collisions and a 
2D exponential on (ηt,φt) for central Au–Au collisions. The 
two forms may be limiting cases of a single evolving struc­
ture, or they may correspond to two independent correlation 
mechanisms with complementary centrality trends. A prelim­
inary ﬁtting exercise indicated that these 130 GeV Au–Au data 
do not have sufﬁcient statistical power or centrality range to 
explore the possibility of a single evolving peak structure. We 
therefore used the simpler superposition model. 
The distributions in Fig. 2 were ﬁtted with a ﬁve-parameter 
model function consisting of a 2D exponential function peaked 
on both ηt and φt and a 1D Gaussian on ηt, constant on φt 
(the latter motivated by the p–p limiting case [14,18]) plus a
constant offset, all deﬁned relative to quantity rˆ − 1 as  
   r2  r2r1/2 
φt ηt 
F = A0 + A1 exp − +
σφt σηt   r  2
ηt+ A2 exp − √ . (2)
1.5 2 
F interpolates between the 1D Gaussian peak observed in p–p 
and the 2D exponential peak observed in central Au–Au colli­
353 STAR Collaboration / Physics Letters B 634 (2006) 347–355 ¯Fig. 3. Projections of 2D CD autocorrelations N(rˆ − 1) in Fig. 2 onto individual difference variables ηt (solid dots) and φt (open triangles) for central (a) to 
peripheral (d) collisions. Solid (dashed) curves represent projections of 2D analytical model ﬁts to data on ηt (φt). The 2D negative peaks are substantially 
reduced in amplitude after projecting onto 1D. 
Fig. 4. Left panel: efﬁciency corrected correlation amplitudes for 2D exponential (dots) and 1D Gaussian (triangles) components from Table 1 for negative peaks in 
Fig. 2 are plotted on mean path length ν (see footnote 2). Right panel: ﬁtted widths σηt (dots) and tan−1 σφt (triangles) are plotted on ν. Plotting variable tan−1 
permits the divergent p–p σφt value to be included. Hatched regions and ν = 1 data points summarize p–p limiting values. Curves guide the eye. sions. Correlations between amplitudes A1 and A2 were neg­
ligible because of the distinct one- and two-dimensional peak 
shapes. Parameters σφt and σηt are the r.m.s. widths of the 2D 
exponential peak when projected onto the respective difference 
variables. 
Best-ﬁt values for varied parameters and χ2/DoF for the 
four centralities are listed in Table 1. The width of the 1D 
Gaussian, most evident near |φt| ∼ π in Fig. 2(d), was best 
determined by those peripheral data to be 1.5 ± 0.25 and was 
held ﬁxed at that value for the other centralities to obtain the amplitude estimates. The observed peripheral Au–Au φt width 
is deﬁnitely larger than the corresponding width for p–p colli­
sions. Also included is tracking efﬁciency-correction factor S˜. 
Total systematic error for efﬁciency-corrected amplitudes in Ta­
ble 1 was 11% (errors added in quadrature). The model ﬁts 
¯5 Extrapolation factors S˜ for N(rˆ − 1) provide corrections to amplitudes A0, 
A1 and A2 for background contamination and tracking inefﬁciency [13]. Sys­
tematic error in S˜ was estimated to be ±8%. 
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Table 1 
Parameters and ﬁtting errors (only) for model ﬁts (Eq. (2)) to joint autocor­
relation data in Fig. 2 for centrality bins (a)–(d) (central–peripheral). Total 
systematic error for tracking efﬁciency-corrected amplitudes is 11% (see foot­
note 5) 
Centrality (d) (c) (b) (a) Errora (%) 
S˜ (see footnote 5) 1.19 1.22 1.25 1.27 8 (syst.) 
¯ N 115.5 424.9 789.3 983.0 
S˜ ¯ NA0 0.98 0.80 0.91 0.79 11–12 
S˜ ¯ NA1 −4.1 −6.8 −7.7 −7.7 6–4 
σφt 0.94 0.75 0.72 0.72 11–5 
σηt 0.66 0.59 0.58 0.58 10–5 
S˜ ¯ NA2 −0.51 −0.11 −0.15 −0.021 0.17–0.19b 
χ2/DoF 380 315 
315 
315 
314 
315 
329 
315 
a Range of ﬁtting errors in percent, from peripheral to central.
 
b Magnitude of ﬁtting errors.
 
indicate that with increasing centrality the 2D exponential peak 
exhibits (1) strong amplitude increase, (2) signiﬁcant width re­
duction and (3) approach to approximately equal widths on φt 
and ηt for central collisions (cf. Fig. 3; e.g., at mid-rapidity 
σηt = 0.6 corresponds to polar angle difference 0.57, which is 
directly comparable to σφt ). 
7. Discussion 
This analysis demonstrates for the ﬁrst time that charge-
dependent angular correlations for central Au–Au collisions 
differ dramatically from those for p–p collisions. CD angular 
correlations for p–p collisions are dominated by a 1D negative 
Gaussian peak on ηt with σηt 1 [14,18], conventionally as­
sociated with longitudinal charge ordering on z during string 
fragmentation [7], plus a 2D Gaussian peak associated with 
quantum correlations. For the most peripheral Au–Au centrality 
(d) in this analysis we observe CD correlation structure inter­
mediate between p–p and central Au–Au collisions, consistent 
with the fact that collision events in centrality class (d) for these 
130 GeV data are not very peripheral: they contain about 100 
particles in the STAR acceptance (see Table 1). In central Au– 
Au collisions the 1D Gaussian peak is no longer detectable. 
Instead, a large-amplitude 2D negative exponential peak dom­
inates the correlation structure, with similar widths on ηt and 
φt much reduced from those measured in p–p collisions. 
Variations of peak amplitudes and widths with Au–Au cen­
trality are shown in Fig. 4, along with p–p limiting cases 
(cross-hatched bands) from STAR p–p data at 200 GeV [18], 
consistent with ISR p–p data at 52.5 GeV [14]. The  p–p data 
points in Fig. 4 (values at ν = 1) indicate the amplitude and 
r.m.s. width of the 1D Gaussian on ηt, the uniformity of that 
correlation on φt (σφt � 1) and the absence of a 2D ex­
ponential on (ηt,φt) in the ﬁt residuals, represented by the 
solid dot in the left panel at ν = 1. Comparison of the low-pt 
(0.15 pt 0.5 GeV/c) p–p results with the present Au–Au 
results is qualitative but reasonable given the similarity in shape 
of the Au–Au CD correlations for 0.15 pt 0.5 (discussed 
below) to those in Fig. 2. 
The collision centrality is represented by mean participant 
path length ν (see footnote 2), deﬁned as the average number of nucleons encountered by a participant nucleon. That centrality 
measure is desirable because it permits comparisons with p–A 
collisions, initial-state scattering should follow a trend linear in 
ν and ν also provides an estimate (proportionality) of ﬁnal-state 
pathlength. 
We adopt the strategy of plotting tan−1(σφt ) rather than σφt 
so as to include the p–p ‘inﬁnite azimuth width’ on the same 
plot, since that distribution is approximately uniform on φ. In­
terpolations among the measured Au–Au points are sketched 
by the solid and dash-dot curves. Extrapolations to correspond­
ing p–p values are sketched by the dashed and dotted curves. 
The extrapolations contain substantial uncertainties in relating 
p–p to mid-peripheral Au–Au results. Efﬁciency-corrected per-
particle correlation amplitudes ˜NA  for central Au–Au colli-S ¯
sions exceed in magnitude those for p–p collisions by a factor 
10. The dramatic shape and amplitude changes strongly contra­
dict a p–p linear superposition hypothesis (see footnote 4) for  
all but the most peripheral Au–Au collisions. 
These results for net-charge angular correlations suggest that 
CD correlations in Au–Au collisions, as in p–p collisions, 
derive from conﬁguration-space charge ordering as a conse­
quence of local charge conservation during hadronization, but 
the hadronization geometry changes from 1D (η) in  p–p colli­
sions to at least 2D (η, φ) in central Au–Au collisions, leading 
to an approach to angular symmetry on (ηt,φt). Transverse 
charge ordering (on pt ) is also possible but is studied in a sep­
arate analysis. Hadronic rescattering in A–A collisions could 
reduce the CD correlation amplitude at large φt but would also 
reduce the width on ηt and therefore cannot be solely respon­
sible for the nearly symmetric peak shape in central Au–Au 
collisions. In Fig. 4 the contribution from 1D charge order­
ing (Gaussian peak on ηt) is already substantially reduced for 
centrality (d) (ν ∼ 2.5) in favor of the symmetric component 
(exponential peak). 
A hadron-opaque medium in more central collisions may 
contribute to the newly-observed exponential peak shape. An 
exponential distribution on pair opening angle (radius on 
(η, φ)) is consistent with: (1) correlations detected only if 
both members of a correlated pair are not signiﬁcantly scat­
tered, (2) scattering probability determined by a mean free path, 
(3) mean path length in the medium increasing monotonically 
with pair opening angle. That rescattering picture assumes that 
CD correlations do not result from hadronization outside the 
medium. Contributions from charge ordering in jet fragmen­
tation were studied by splitting central Au–Au data at pt = 
0.5 GeV/c, below which jet fragments should be negligible. 
Negative peak structures as in Fig. 2 were observed to dominate 
both subsamples, although the amplitudes were not identical. 
HIJING [5] and RQMD [9,10] charge-dependent angular 
correlations qualitatively disagree with data. HIJING charge-
dependent correlations are determined by the Lund model [7] 
via PYTHIA [19], and are consequently consistent with p–p 1D 
string fragmentation for all A–A centralities: a 1D Gaussian 
on ηt with amplitude about 10% of the exponential peak 
in Fig. 2(a). RQMD, representing mainly resonance decays 
and hadronic rescattering, exhibits a broad 2D Gaussian on 
(ηt,φt), with amplitude also about 10% of the exponential 
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as in Fig. 1 observed for US and LS pairs in data are consistent 
with local charge ordering but inconsistent with CD correla­
tions from decays of hadronic resonances such as the ρ0, which 
affect only the US pair type. That observation further argues 
against a resonance-gas scenario. 
Measurements of net-charge ﬂuctuations have been advo­
cated as a probe of heavy-ion collisions. Predictions of dramatic 
suppression of net-charge ﬂuctuations in the case of QGP for­
mation based on entropy arguments [8] refer by implication to 
an integral of net-charge angular correlations over a detector 
acceptance. Phenix observed net-charge ﬂuctuations in Au–Au 
at 130 GeV [20] slightly reduced from ‘stochastic behavior’ 
and independent of collision centrality. The data were consis­
tent with RQMD representing a resonance gas. STAR observed 
net-charge ﬂuctuations in Au–Au at 200 GeV [21] intermedi­
ate between what is expected from canonical suppression in a 
partial acceptance and a resonance gas, again with little or no 
centrality dependence. Those conclusions are in sharp contrast 
to what we observe in the present analysis. 
It is important to note that net-charge ﬂuctuations within a 
given detector acceptance integrate CD joint autocorrelations 
such as those presented in this Letter (within a constant offset) 
over that acceptance, as described in [15]. As integral quanti­
ties, ﬂuctuation measurements are insensitive to the differen­
tial structure of angular correlations. In the present analysis 
we observe dramatic changes in differential structure (10-fold 
amplitude increase, nearly two-fold width reduction) while cor­
responding peak integrals exhibit only modest change with col­
lision centrality (integrals of observed CD peaks using peak 
parameters in Table 1 increase linearly in magnitude on ν by 
about 20%). We suggest that the theoretical connection be­
tween net-charge ﬂuctuation suppression and QGP formation, 
currently based only on large-scale integral measures, should 
be re-examined in the more differential context of CD autocor­
relation structure. 
8. Summary 
In summary, we have measured charge-dependent angular 
correlations on pseudorapidity and azimuth difference variables √ 
(η1 − η2) and (φ1 − φ2) for Au–Au collisions at sNN  = 
130 GeV. The data are consistent with local charge con­
servation or canonical suppression of net-charge ﬂuctuations, 
evolving from 1D (along η) color-string fragmentation in p–p 
collisions to exponentially-attenuated (on opening angle) 2D 
charge-ordered emission from a hadron-opaque medium in cen­
tral Au–Au collisions. The transition from 1D to 2D correla­
tion structure occurs rapidly with increasing collision central­
ity. These results are qualitatively inconsistent with predictions 
from standard Monte Carlo collision models typically applied 
to single-particle differential distributions and integrated yields from relativistic heavy-ion collisions. Charge-dependent angu­
lar autocorrelations provide unique differential access to the 
changing geometry of hadronization and hadronic rescattering 
as the energy density and spatial extent of A–A collisions vary 
with centrality. 
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