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Abstract— The increasing use of Electroencephalography 
(EEG) in the field of pediatric neurology allows more accurate 
and precise diagnosis of several cerebral pathologies, mainly in 
Neonatal Intensive Care Units (NICUs), where it represents the 
gold-standard for the diagnosis of neonatal epileptic seizures. 
However, EEG interpretation is time consuming and requires 
highly specialized staff. For this reason, in the last years there 
was a growing interest in the development of systems for 
automatic and fast detection of neonatal epileptic seizures. To 
this aim, we propose here hybrid systems that combines 
techniques related to the Stationary Wavelet Transform (SWT) 
as a support to deep-learning algorithms such as Convolutional 
Neural Networks and Fully Convolutional Networks. The 
proposed methods are validated on a public dataset of NICUs 
seizures recorded at the Helsinki University Hospital. Results 
are encouraging both in terms of Area Under the receiver-
operating Curve, AUC (81%), Good Detection Rate, GDR 
(77%) and False Detection per hour, FD/h (1.6). Actually, the 
SWT step increases the performance of the proposed methods 
of about 5% for the AUC as compared to considering the raw 
EEG time-series only. These results, though preliminary, 
represent a significant step forward in solving the problem of 
neonatal seizure detection. 
Keywords—Epilepsy, SWT, NICU, Seizure Detection, Neural 
Networks 
I. INTRODUCTION 
One of the most challenging issues in Neonatal Intensive 
Care Units (NICUs) concerns the early neonatal seizures 
detection (NSD). Epilepsy, especially in the preterm newborn, 
represents one of the most common brain syndromes [1]. Its 
aetiology may be due to various causes and several co-
morbidities [2]. Its early detection, especially in the first 48 
hours after birth, could be essential for a timely and effective 
administration of the appropriate therapy and thus a possible 
better prognosis. Moreover, it could help in controlling the 
adverse effects of the syndrome on brain health and patient’s 
neurodevelopment. Currently, for a correct diagnosis, the 
identification of epilepsy in newborn is tricky and time-
consuming, requiring expert and high qualified staff [3]. This 
is mainly due to the high incidence in this population of the 
so-called subtle seizures [4]. These seizures exhibit a limited 
or even absent motor activity, thus without the classical 
clinical signs as in the tonic-clonic seizures of the adult [5]. 
Therefore, in clinical practice the gold-standard for the NSD 
is represented by the electroencephalogram (EEG), both 
amplitude-EEG (aEEG) and continuous (cEEG). The aEEG is 
useful for neonatologists as it provides a first assessment about 
patient’s brain health. The cEEG allows a complete and 
exhaustive understanding of the pathology, also in those cases 
that cannot be detect with aEEG [6]. Unfortunately, the 
analysis of cEEG signals is time-consuming, especially for 
long-monitoring recordings and even for expert staff. For 
these reasons, recently in the literature there was a growing 
interest in investigating methods that could allow an automatic 
detection of neonatal seizures [7]. For newborns this is in fact 
still an open problem, mainly due to the high variability of the 
electrophysiological pathological patterns, also related to 
different gestational ages [8].  
Recently, Temko et al. [9] and Tapani et al. [10] developed 
machine-learning algorithms that exhibit high performance 
(Area Under the receiver-operating Curve AUC 0.97 - 0.98). 
They represent the state-of-art for the development of 
automatic NSD methods based on machine-learning 
techniques. The main drawback of these approaches concerns 
complex hand-crafted features that may not be optimal in 
some scenarios [11]. To get over such limitations, deep 
learning methods for EEG applications were widely 
investigated in the last years, and are becoming increasingly 
popular [12]. Ansari et al. [13] evaluated deep neural networks 
for multi-channel EEG systems to solve the NSD problem on 
a private dataset. In addition, they developed a hybrid 
algorithm where deep learning techniques are used as a 
support to features extraction and then as input to several 
classifiers (Support Vector Machine, Random Forest etc.). 
These techniques enhance the time characteristics inside the 
EEG signals. Finally, for the NSD Temko and O’Shea 
evaluated deep-learning algorithms for a single-channel EEG 
system [14]. Moreover in [15] they proposed a first multi-
channel EEG analysis with a Fully Convolutional Network 
(FCN) with high performance (AUC 98.5% and AUC90 
88.2%) trained on a private dataset. These results could 
represent the state-of-art for solving the NSD problem with 
deep-learning algorithms. 
In this paper, we propose hybrid techniques that allow 
better information balance both in space and time domain. To 
this aim, we propose a combination of Stationary Wavelet 
Transform (SWT) [16] applied to the raw EEG signal as the 
input to Convolutional Neural Networks (CNN) and FCN. 
This work was funded by POR FSE TOSCANA 2014/2020 and 
carried on under the PhD Course in Genetics, Oncology and Clinical 
Medicine, GenOMeC, University of Siena (Italy). 
The SWT was added with the aim of eliminating unnecessary 
frequency information for the NSD problem [10] and 
performing a sort of data-augmentation [17] on the EEG 
signals, representing each single derivation through its levels 
of decomposition and approximation. The use of Time-
Frequency representation for EEG signals in deep-learning 
applications was already successfully tested by Yuan et al. 
[18] for another seizure detection problem. 
All the methods proposed here were trained and tested on 
a public dataset of neonatal EEG signals collected in NICU at 
the Helsinki University Hospital [19].  The sampling 
frequency is 256 Hz. In particular, the dataset consists of 79 
multi-channel EEG recordings from at-term neonates 
independently evaluated by three experts: 39 had seizures and 
22 were diagnosed seizure free with unanimous consent of the 
three experts. To date, this dataset represents one of the most 
complete public datasets of neonatal seizures. As stated by the 
authors in [19], it is also the only dataset with multi-expert 
clinical annotations. Therefore it can be used as a reference set 
of neonatal seizures, especially for validation and 
reproducibility assessment of algorithms related to the NSD. 
Indeed, one of the possible limitations of proposed algorithms 
could be their evaluation on private datasets only. 
Furthermore, we highlight the fact the multi-expert 
annotations may affect the quality and the impact of the 
information provided to the algorithms, especially in case of 
disagreement between the experts. 
This paper is organized as follows: in Section II the 
proposed methods for the SWT to generate the EEG input 
matrix, the CNN and FCN architectures used are described. 
Results concerning the proposed techniques applied to the 
dataset in [19] are presented in Section III. Section IV is 
devoted to the discussion about the encouraging results 
obtained, and the possible impact of these hybrid techniques 
(SWT + CNN or FCN) to the solution of the NSD problem. 
II. METHODS AND MATERIAL 
The proposed methods are implemented under MATLAB 
computing environment (Deep Learning Toolbox, version 
2019b [20]), OS Windows 10, 64 bit. Processor: AMD Ryzen 
5 2600 Six-Core, CPU 3.40 GHz, RAM 16 Gb, GPU NVIDIA 
GeForce GT 1030. 
A. Pre-processing and SWT-EEG generation 
In this work the same bipolar configuration as in [15] were 
used: F4-C4, C4-O2, F3-C3, C3-O1, T4-C4, C4-Cz, Cz-C3, 
C3-T3.  
One of the most critical points about the analysis of EEG 
signals is the choice of the appropriate time-window to 
evaluate the information inside it. This is due to the non-
stationarity of the signals [21] and the presence of artifacts that 
affect the recordings. In the literature, different settings of the 
window length have been proposed. In [15] windows with 
duration of 8s were used, in analogy to the clinical definition 
of epileptic seizures. In [13] Ansari et al. argued that some 
neonatal seizures with a very low electrophysiological activity 
cannot be found using 8s windows, therefore they used a 
window length of 90s to detect them. Instead, in [18] Yuan et 
al. used 3s windows to compute the EEG spectrogram, 
applying the Short Time Fourier Transform. This short 
duration helps with taking into account the quasi-stationarity 
of the signal. 
In this work, time windows of 4s, 8s and 16s duration and 
50% overlap were considered. Each window was filtered with 
a pass-band filter (0.5-32Hz) and a Notch Filter (50Hz). The 
high-pass cutoff (0.5Hz) in the pass-band filter was selected 
following the considerations presented in [9, 10]. The low-
pass cutoff (32Hz) was selected according to [10] and based 
on the subsequent downsampling steps of the method 
(described in the following paragraphs). 
To each window (4s, 8s and 16s) the Stationary Wavelet 
Transform (SWT) with 6 levels of decomposition was applied. 
The mother wavelet function is the Daubechies 5 shown in 
Fig. 1 [22]. Fig. 2 shows an example of decomposition for a 
8s window (only one EEG channel is displayed). Six levels of 
decomposition and one approximation level allow expanding 
one single derivation 1xn, where n is the number of samples 
in the time series, into a 7xn matrix where each row represents 
the corresponding level of decomposition and approximation 
(Fig.2). 
According to [23], for each derivation the decomposition 
levels d6, d5, d4 and the approximation level a6 were taken 
into account. This choice was made as they approximately 
correspond to the conventional EEG rhythms for a sampling 
frequency of 256Hz [23]. Thus, the other decomposition 
levels were removed, obtaining a 4xn matrix. As an example, 
for an 8s window with sampling frequency 256 Hz, a 4x2048 
matrix is obtained for each derivation. The SWT operation 
could thus be seen as a sort of data-augmentation or 
transformation of the input signals. The eight derivations were 
concatenated together, generating a 32x2048 matrix. Then a 
down-sampling step was performed to have windows with 
256 samples for each row. This 32x256 matrix was used as 
 
Fig. 1 . Db5 Profile. 
Fig. 2.  Upper plot: example of single channel EEG showing a 
seizure 
Lower plot: its corresponding 6-levels SWT. Window size: 8s. 
input for the proposed neural networks. The down-sampling 
step was added both to increase the balance between the 
information across the matrix dimensions (conforming to the 
remaining decomposition levels in the final matrix) and to 
obtain a matrix with standard lengths for each window 
considered.  
To assess possible redundancy of the SWT operation, two 
different tests were performed. First, an EEG matrix 8x256 
was built without using the SWT operation, that is keeping the 
original time series. In other words, after filtering only the 
concatenation and the down-sampling steps were replicated 
for the original time series. This test aims at evaluating 
whether for a neural network it is better to keep the original 
EEG signal or to use a modified version of it, and if the 
processed versions could be somewhat harmful to correctly 
detect seizures. For the second test an EEG matrix 32x256 was 
built, but in this case each derivation was replicated for each 
decomposition and approximation level considered. More 
precisely, each original time series was replicated 4 times and 
then concatenated with the others. This test is intended to 
mimic the same data-augmentation on the data performed by 
the SWT, establishing whether an increase in performance 
could be due to the concatenation step only and not to the 
application of the SWT. 
In this paper, we refer to the first test as Test_1 and to the 
second one as Test_2. 
B. Convolutional Neural Networks and Fully Convolutional 
Networks 
For all the case studied (windows 4s, 8s and 16s) a 
preliminary Convolutional Neural Network (CNN) 
architecture was built, whose parameters are summarized in 
Table I. Furthers details about the layers can be found in [20, 
24]. Based on it, a Fully Convolutional Network (FCN) 
architecture was developed, where the densely connected 
layers in the Classification Blocks (Table I, Classification 
Blocks FCN) were replaced by convolutional and pooling 
layers. For Test_1 the architecture described in Table I was 
adapted to allow an 8x256 matrix as input layer. The layer 
devoted to assess if an input matrix corresponds to a seizure 
or not is the Classification Layer: according to [19], a value 
equal to 1 means that a seizure is detected, while a value equal 
to 0 means no seizure. In addition it gives a score between 0 
and 1 for each class. The parameters used in the training phase 
of network are the following: Solver stochastic gradient 
descent with momentum [15, 25] with learning rate 0.001 and 
momentum 0.9, Mini-Batch Size 128, Validation Patience 8 
[20]. We also investigated other activation functions such as 
Rectified Linear Unit (ReLu) and LeakyReLu [26], but 
without satisfying results and lower performance than the 
hyperbolic tangent (Tanh) layer. Therefore they were not 
included in the Results section. The architectures and the 
parameters used in the training phase were obtained by a trial-
and-error process, thus they might not represent the optimal 
configuration. In the data set the seizure set was much lower 
than the non-seizure one. Considering only the consensus 
seizures, using the multi-expert labels provided in [19], there 
were 39259 seizures labels and 363566 non-seizures labels, 
where a label represents the corresponding time instant (in 
seconds) of the EEG exam (at sampling frequency 256 Hz). 
Thus, for example considering the 8-seconds windows and the 
50% overlap, we obtained 10239 seizures windows and 90342 
non-seizures windows (with an imbalance ratio of 8.82).  
TABLE I.  ARCHITECTURES PROPIERTIES  
Feature Extraction Blocks (CNN and FCN)
Input Layer 32x256 rescale symmetric [-1,1]
Convolution 2d Layer, filter size (2,4), 32 filters, Stride (2,2) 
Batch Normalization Layer 
Max Pooling Layer, pool size (1,2), Stride (1,2) 
Tanh 
Convolution 2d Layer filter size (2,4), 64 filters, Stride (2,2) 
Batch Normalization Layer 
Max Pooling Layer, pool size (1,2), Stride (1,2) 
Tanh 
Convolution 2d Layer filter size (1,4), 128 filters, Stride (1,1) 
Batch Normalization Layer 
Max Pooling Layer, pool size (1,2), Stride (1,2) 
Tanh 
Classification Blocks 
CNN                                                        FCN 
Fully Connected Layer 
(1024x1024) 
Dropout (0.5) 




Convolution 2d Layer, filter 
size (1,3), 2 filters, Stride (1,2) 
Average Pooling, pool size (1,2) 





Therefore, a random down-sampling for each patient was 
applied to the non-seizures set to obtain approximately a ratio 
1:1 between the two classes. In other words, the non-seizures 
windows in excess were excluded randomly a priori before 
each training phase of the networks. To avoid over-fitting, 
during the training phase an internal k-fold cross-validation 
was applied, using 5 patients randomly selected in the original 
training set. This operation was performed during the training 
phase only, to get a stop criterion according to the Validation 
Patience parameter previously mentioned. To correctly 
quantify the performance of the methods, a Leave-One-Out 
approach was used.  
The reasons of this choice, crucial for the correct 
assessment of the performance for a neonatal seizure detector, 
are discussed in the following sub-section. 
C. Performance Evaluation 
When a new automatic detector is proposed with the aim 
of solving the NSD problem, the most critical point is the 
choice of the correct validation procedure. As demonstrated in 
[27] and reaffirmed in [10], classical validation approaches 
such as k-fold cross-validation tend to overestimate the 
algorithm performances of a patient-independent system. 
Thus, we performed a Leave-One-Out validation for our 
methods. A single patient during the training process was 
iteratively excluded and used as test set. This procedure 
ensures the independence between the training and the test set 
and allows a true evaluation of the generalization and accuracy 
of the proposed methods.  
Furthermore, as in the used dataset the annotations are 
provided by three experts, we have considered as ground truth 
the combination ‘and’ of them, i.e. when all the three experts 
agree. Thus, in our experiments epileptic patients are only 
those for which there is a full consensus among the three 
clinicians (39 patients). The last point taken into account 
concerns the metrics used to evaluate and compare the 
methods. As in [27] the following epoch-based metrics are 
applied: Accuracy (Acc); Sensitivity (Sen); Specificity (Spe), 
F1score (F1); Matthews Correlation Coefficients (MCC); 
Area Under the receiver-operating Curve (AUC), based on 
False Positive Rate and True Positive Rate) and AUC 
concatenated (AUCcc), considering all the patients as a single 
recording [10, 15].  Moreover, according to [27, 28] we 
reported also the event-based metrics: Good Detection Rate 
(GDR) and False Detection per hour (FD/h) with moving-
average filters of different length, greater than or equal to the 
used windows. This filter averages the scores obtained after 
the classification step made by the neural networks 
(Classification Blocks in Table I). If the scores were lower 
than a predefined threshold the outputs were considered as 
not-seizures, otherwise as seizures. The window parameters 
(length of the filters and thresholds used) were optimized in 
order to obtain the best event-based metrics for each window 
considered (i.e. at the same time the highest GDR and the 
lowest FD/h).To choose the best methods, we considered as 
primarily metrics the parameters AUC and AUCcc [10, 15, 
27]. However, all the metrics are considered and shown here, 
for a complete view about the performance of the tests. 
III. RESULTS 
Table II shows the average epoch-based performances 
obtained for each window using the CNN architecture. In 
Table III, the epoch-based metrics obtained using the FCN 
architecture are reported. This comparison is useful to 
ascertain which one, among the two architectures, could be 
considered the best one, and how the performances change 
according to the selected time window. Next, only the test 
with the highest AUCcc, that corresponds to 8s windows, is 
taken into account. To assess if the SWT operation could 
effectively increase the performance, Table IV reports the 
comparison between the best case, Test_1 and Test_2. The 
ROC curves related to the parameters AUCcc are shown in 
Fig.3. Furthermore, in Table IV, epoch-based and event-based 
metrics are shown. For the GDR and FD/h metrics the 
parameter Latency-Time is reported. Latency-Time represents 
the time duration of the moving-average filters used for each 
test. The Latency-Time can be considered as an event-based 
metric that provides a measure of the system’s time-response, 
necessary to obtain such performances. Therefore, high values 
of the Latency-Time are not suitable for online seizure 
detection, but only for offline application [29, 30]. Results 
were obtained after a complete Leave-One-Out validation 
process: each patient was iteratively excluded and the 
networks trained with the remaining ones, using the internal 
k-fold cross-validation as stopping criterion (see subsection 
Performance Evaluation). After training, the networks were 
used as seizure detectors for all the test patients’ epochs.  
Then, the performances were averaged across all patients. 
These procedures were repeated for all the windows (4s, 8s 
and 16s). As the EEG signals were splitted into several 
windows, to complete one single validation process the 
proposed approaches required different computational time 
depending on the window considered: the shorter the window 
the larger the training set.  















4s 77 76 83 39 92 40 0.28 
8s 77 79 79 51 81 41 0.27 
16s 75 77 85 37 94 49 0.30 















4s 79 83 84 47 89 42 0.29 
8s 81 87 82 63 83 48 0.35 
16s 79 84 80 57 82 45 0.31 
 
With the available hardware and software resources it took 
more than 20h for the 4s window, about 12h for the 8s window 
and less than 6h for the 16s window. Because of the random 
selection of the patients in the internal cross-validation, we 
investigated if this approach could significantly alter the 
performance. To this aim, we repeated all the described 
procedures three times with the five patients used, without 
finding significant differences in the performances (less than 
1-2% in Accuracy). An exhaustive research about the optimal 
number of patients for the internal cross-validation was not 
performed, but it will be considered in future developments of 
the methods.  
Anyway, we tried also with three patients and ten patients. 
In both cases the performances were lower than with five 
patients. Specifically, the 3-fold networks exhibited an 
overfitting trend while the 10-fold networks showed a worse 
fitting on the training data and very poor performances on the 
test patients. 
TABLE IV.       COMPARISON BETWEEN SWT-FCN, TEST_1 AND TEST_2 
Test 
Metrics 





















81 87 82 63 83 48 0.35 78 1.6 32 
Test_1 76 81 78 55 80 41 0.26 75 1.9 40 
Test_2 75 81 81 50 84 40 0.27 77 2 32 
Fig. 3 . ROC curves of AUCcc values reported in Table IV. 
IV. DISCUSSION AND CONCLUSION 
Results show a better performance of the proposed FCN 
with respect to the original CNN for all the parameters 
considered, in agreement with [15]. The results presented in 
Table IV show that the SWT is a valid support to reach a 
higher performance with respect to the original time series 
(Test_1 and Test_2). The SWT operation seems capable to 
better detect the discriminative information inside a seizure 
sample. Indeed it gives the best results in terms of Sensitivity 
(Table IV). Instead, the tests show the same ability to detect a 
non-seizure sample (Specificity). This may suggest that the 
original time series cannot provide a useful representation of 
the information for the networks to discriminate between a 
seizure sample and a non-seizure sample. This could be due to 
the fact that without any pre-processing some noisy or 
redundant information prevail that might significantly alter the 
classification rules produced by the networks during the 
training step. Another possible explanation is that separating 
the frequency information in their decomposition levels with 
SWT provides more details about higher frequencies (about 4-
16 Hz for levels d4 and d5). Instead, when the original time 
series were considered, the lower frequencies (about 0-4 Hz 
for levels d6 and a6) might mask the information present in 
the higher frequencies, given their higher amplitude. In our 
opinion the separation operated by the SWT could effectively 
balance the information across frequencies and mitigate the 
effect of non significant information. 
Among the considered time windows (4s, 8s and 16s), the 
best choice could be the 8s window that corresponds to the 
best AUCcc value, although also the 4s one should be taken 
into account, thanks to its high values in Specificity and 
Accuracy. For the 16s window we found that the 
performances are lower than with the 8s one (CNN and FCN). 
The reason could be that, increasing the scale of observation, 
the useful details for a correct discrimination between seizure 
and not seizure become a negligible part of the available 
information.  
The latency times obtained (Table IV) suggest that the 
systems can provide a reply to the user almost two times per 
minute (32, 40 seconds). This timing could provide an almost 
constant feedback about the brain condition of the newborn in 
NICU, and thus a valid support for an early detection of 
possible seizures events and timely application of the most 
suitable therapy for each patient. 
The performance obtained for the 8s window are close to 
those presented in [15], both for epoch-based metrics (AUC 
83%) and event-based metrics (GDR 77% and FD/h 0.90). 
However, they are still lower than those obtained by O’Shea 
et al. in [15]. One reason could be that the training dataset used 
in [15] is larger than the dataset used here. Indeed, the authors 
used recordings with an overall duration of 834h with 1389 
seizure events. Instead, the overall duration of the recordings 
in the dataset used here amounts to 112h and there are only 
342 seizure events. As stated in [15] the deep-learning 
performance strictly depend on the available training data set; 
therefore, the possibility to have a large data set may represent 
one of the basic requirements for the success of the methods 
proposed in this field. 
The performances shown in Table IV are the average 
among all the 39 patients for which all the three experts agree 
about seizures. Thanks to the Leave-One-Out validation, we 
have found that 5 patients among them show performances, in 
terms of Sensitivity, well below the average of the observed 
population (about 18% for 8s windows). This result could be 
related to the seizure patterns of these patients that could be 
quite different from those of the other patients in the dataset. 
Therefore, the proposed system cannot correctly detect them.  
We remark that we performed also the training and 
validation steps on this data set. Therefore, it could be 
considered as a starting point for future works concerning the 
same methodologies. Based on the information presented in 
Table IV, the results are still to be considered preliminary. The 
methods need further refinement before being comparable to 
the already existing machine-learning methods applied to the 
neonatal seizure detection problem. However, promising 
results are obtained, especially for the event-based metrics, 
highlighting that our methods might be used in the next future 
for a clinical validation even for different datasets. In addition, 
SWT operations could really increase the performances of 
deep-learning methods when applied to highly irregular time 
series such as newborn EEG. 
Future work will be devoted to the neural network 
architectures used and to the choice of the mother-wavelet 
function for the SWT. Furthermore, to enlarge the case studies 
and solve the unbalancing problem between classes, we will 
explore the use of the Generative Adversarial Networks 
(GAN) [31, 32]. 
In conclusion, the work presented here is one of the first 
approaches to the application and testing of deep-learning 
methods on a public dataset. It provides first indications about 
the use of the Stationary Wavelet Transform in combination 
with deep-learning algorithms to solve the NSD problem, 
using a public dataset with multi-expert labels. The 
encouraging results show the possibility of successfully using 
these hybrid techniques. Moreover, they pave the way for a 
novel approach to perform data-augmentation for EEG time-
series. 
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