I. INTRODUCTION
Learning from imbalanced data sets is an important issue in machine learning research. The class imbalance problem corresponds to domains for which one class is represented by a large number of instances while the other is represented by only a few. It occurs frequently in datasets from many real-world applications. Traditional classifiers that seek accuracy over a full range of instances are not suitable to deal with imbalanced learning tasks, because they tend to be overwhelmed by the majority class which is usually the less important class. This paper addresses the challenge on Nonparallel Plane Proximal Support Vector Machine and proposes a novel LS-NPPC model for class imbalance data classification.
On the basis of statistical learning theory, Support Vector Machine (SVM) was proposed as computationally powerful tools for supervised learning including both classification and regression [1] [2] [3] [4] [36] [37] . SVM have established themselves as a successful approach for various machine learning tasks. But as for the extremely imbalanced datasets, the decision boundary of SVM obtained from the training data is largely biased toward *Corresponding author Manuscript received Jan 19, 2014 ; revised Mar 7, 2014 ; accepted March 25, 2014 the minority class. A large number of studies [10] [11] [12] [13] [14] [15] [16] have been conducted for investigating the impact of class imbalance on supervised machine learning. There are roughly two types of approaches to deal with imbalanced data classification problems. One is to instance data, either randomly or intelligently, to obtain an altered class distribution. These approaches consist of under-sampling the majority class or over-sampling the minority class, such as randomly under-sampling, randomly oversampling, one sided selection, cluster-based oversampling, Wilson's editing, SMOTE, and borderline-SMOTE [17] [18] [19] [20] [21] . The other is to modify the standard learning algorithms, such as cost-sensitive methods [12] [13] , margin calibration method [14] , unsupervised selforganizing method [15] , minimax probability machines [16, 17] , and one-class support vector machine [18] .TWSVM [2, 3, [32] [33] [34] [35] was proposed by the proximity of patterns to one of the two nonparallel planes. Instead of finding a single hyper-plane, TWSVM finds two nonparallel hyper-planes such that each plane is clustered around one particular class data. For this purpose it solves two smaller sized quadratic programming problems (QPPs) instead of solving large one as in the standard SVM [1] . As standard SVM, TWSVM achieves good classification accuracy.
In this paper, based on the idea of nonparallel plane classifier, we propose a novel nonparallel plane proximal classifier, called LS-NPPC, to build two decision hyperplanes for minority class and majority class respectively. The new method enhances utilization of the minority class data. The experimental results on benchmark data sets show the prediction accuracy of the minority class is apparently improved.
The paper is organized as follows. The backgrounds including the classical SVM and TWSVM are introduced in Section 2. In Section 3, we discussed the advantage of nonparallel plane classifier for imbalance data classification and built a novel LS-NPPC model. Following that, we evaluate LS-NPPC model on a series of benchmark data experiments and a real-world application in Section 4. Section 5 is the conclusion.
II. BACKGROUND
Consider the traditional classification problem with the training set
where Where , .
A. Support Vector Machine (SVM)
n w R b R ∈ ∈ 0 C > is a parameter used to tune the tradeoff between the maximum margin and the minimum training error, and i ξ are slack variables to deal with the linearly non-separable problem.
The Lagrangian of (2-2-1) is: The necessary conditions for the optimality are:
Based on Eq. (2-2-3), the optimization problem (2-2-1) could be converted into the following dual problem: To predict a new instance x's class, the decision function is given as follows:
B. Twin Support Vector Machine and Nonparallel Plane Proximal Classifier
The essential idea of classical SVM is to search a linear separating hyperplane which maximizes the distance between two classes of data to create a classifier [2] . For classifying a new instance, the classifier will judge which half space the new instance points located (Fig.1a) .
Instead of finding a single hyper-plane in classical SVM, Twin Support vector Machine (TWSVM) [2] is proposed, which finds two nonparallel hyper-planes such that each plane is clustered around one particular class data (Fig.1b) . x ∈ ℜ is assigned to class +1 or -1 depending on which of the two hyperplanes lies closest to the point in terms of perpendicular distance. Finally, the decision function can be written as:
Nonparallel Plane Proximal Classifier (NPPC) [3, 32] is an improvement formulation of TWSVM. The formulation of NPPC for binary data classification is based on two identical mean square error (MSE) optimization problems which lead to solving two small systems of linear equations in input space. Thus it eliminates the need of any specialized software for solving the quadratic programming problems [3] . The model of NPPC is following: A. Motivations To this day, a large number of studies proposed all kinds of methods to deal with imbalanced data classification. But, whether sampling the imbalanced data, including over-sampling and under-sampling, or modifying the classical learning algorithms, there are still some difficulties in the imbalanced data learning:
• There are only a few minority class data. The lack of minority class data will lead to the decision boundary is largely biased toward the minority class. It greatly reduced the prediction accuracy of the minority class.
• The problem of data fragmentation Some divide-and-compute algorithms, such as undersampling method, are leading to the problem of data fragmentation.
• Poor parameters will hurt the performance of method.
In some classical imbalanced data learning algorithms, such as cost-sensitive methods, the bias of imbalance two classes will be reflected in the parameters of the model.
• The affect of noises. In the imbalanced data learning, because of the lack of minority class data, it is difficult to discriminate one instance is belong to minority class instance or it is noises instance. Therefore noises bring great influence to classify minority class data. It is an important challenge that how to suppress noise affects on the minority class data.
Based above challenges in imbalanced data learning, we find proximal based SVM has inherent advantages in imbalanced data learning. (1) Different from classical SVM, proximal based SVM build the decision hyperplane by all the data. Although lost the decision hyperplane are not sparse, but improved the utilization of data, especially data of minority class, can be boosting the prediction accuracy of the minority class. (2) Compared with some divide-and-compute algorithms, proximal based SVM considering all the data by one model, the problem of data fragmentation can be avoid. It can be more extensive application with different distributions of data. (3) The bias of imbalance two classes is natural reflected in the proximal based SVM model. It is not affected by the alteration of the parameters from learning process. (4) Obviously, the influence of noise on proximal based classifier is greatly reduced, since all training data is working on the final decision hyper-plane.
Based above reason, we will consider proposed a proximal based SVM for imbalanced data classification. In order to improving the generalization ability for imbalanced data classification and cost less time, we made some improvements on the NPPC model and proposed LS-NPPC formulation as following.
B.
The LS-NPPC Formulation For the NPPC model, a large amount of instance from the majority class will be used in the minority class decision hyper-plane which built by NPPC1 model. In order to avoid the largely biased of the decision boundary toward the minority class, as it can greatly impact the performance of the classifier, we only use the instance of minority and removed the instance of majority class in NPPC1. This can improve the utilization rate of minority class instance, thus boosting the prediction accuracy of the minority class. It is noteworthy that the LS-NPPC1 problem can be consider as a version of least square one class support vector machine (LS-OCSVM) [4] . Compared with LS-OCSVM, the advantage of LS-NPPC1 is that: LS-OCSVM can't be used in classification problem, since it cans only ranking the new instance and can't determine the new instance's class. But LS-NPPC1 can be classifying the new instance with LS-NPPC2.
The LS-NPPC1 problem in (3-2-1) can be solved as follows. By introducing Lagrangian multipliers 1 α , the corresponding objective function can be written as the following.
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Using the block matrix inversion [6, 7] , one can easily obtain 1 b , 1 α and 1 w as follows. The hyper-plane for LS-NPPC1 obtained from (3-2-6) can be written in a vector form as follows:
Meanwhile the LS-NPPC2 problem in (3-2-1) also can be transfer to linear equations to solve [3] . And we can get its analytic solution as follow: (  )   2  2  2  2  2   2  2  2 2  2 1 2   3  2 2  2  2  2 2  2  2 , , , 
The hyper-plane for LS-NPPC2 obtained from (3-2-9) can be written in a vector form as follows: We now cite our algorithm for implementation of LS-NPPC as follow. 
Algorithm 1 Least Square Nonparallel Plane Proximal Classifier

IV. EXPERIMENT AND RESULT
In this section, the LS-NPPC model will be applied to six UCI datasets and one real application. The effectiveness of the proposed model for imbalanced data classification problems will be tested.
A.
UCI Dataset Six UCI imbalanced datasets [9] are used in our experimental study to test our proposed method, including Glass, Segment, Abalone, Satalog, Letter4 and Letter1. The numbers in the parentheses indicate which classes are selected as minority (positive) class, and all others are used as majority (negative) class. These datasets are often appeared in related works about imbalanced research. The basic information about these datasets is summarized in Table 4 -1 including the size of every dataset, the number of features, the number of positive instances and negative instances in each dataset respectively. These datasets are seriously selected to vary in data size (from several hundreds to tens of thousands) and imbalance ratio; the first two datasets are mildly imbalanced, while the rest ones are highly imbalanced as less than 10% instances are positive. We employ g-means, sensitivity, and specificity [10] which are the popular measures for imbalanced learning to evaluate the performance of algorithms in our experiments.
(1) g-means = acc + × acc Where acc + indicates the sensitivity and acc − the specificity; TP and TN denote true positives and true negatives, respectively. FN and FP denote false negatives and false positives, respectively. Sensitivity is defined as the accuracy on the positive class and specificity is the accuracy on the negative class. The value of g-means is high when both acc + and acc − are high as well as the difference between acc + and acc − is small. Obviously, if a classifier is highly biased toward one class, the G-mean value would be low. Hence G-mean is used to compare classification performance of models with imbalanced datasets in our experiments.
In the following, LS-NPPC algorithm is compared with four other popular methods, which are SVM, UnderSampling, SMOTE and Cost-sensitive learning. In our experiments we use 10-fold cross-validation to train our classifier since it provides more realistic results. Each dataset in Table 4 -1 is trained respectively by all methods, while finding the optimal parameters the final 10-fold cross-validation results can be obtained. SVM is implemented in LIBSVM [9], and LS-NPPC is implemented by writing procedure in Matlab, but the results of other three methods on different datasets are referred to different literatures [17] [18] [19] [20] [21] as shown in Table  4 -2. Our G-mean measure is gained by running the experiment 10 times with different train and test data sets, besides the measurement of G-mean, the standard error of the G-mean are also given to our classifier. Table 4 -2 also illustrates the comparison of the G-mean value by our method and the rest ones. Table 4 -2 shows obviously that the performance of LS-NPPC algorithm is better than previously proposed methods, the G-mean value of LS-NPPC is higher than other methods on most of experiment datasets. There are only two datasets on which LS-NPPC does not perform best, but the G-mean value of LS-NPPC is much close to the best result. The last line of Table 4 -2 displays the average G-mean values over all datasets of each methods, the result of LS-NPPC is higher overwhelmingly than other methods, and the standard errors show that LS-NPPC is stabile too.
B. Detection of Horizontal Gene Transfer in Bacterial Genomes
In this section, LS-NPPC algorithm will be test in a real application. It is used to detect the horizontally transferred genes.
Horizontal Gene Transfer (HGT), also called Lateral Gene Transfer (LGT), is defined as movement of genetic material between different species, or across broad taxonomic categories. Although most thinking in genetics has focused on the more prevalent vertical transfer, there is a recent awareness that horizontal gene transfer is a significant phenomenon [29] .
In our research, we simulated the HGT between bacterial and phage genomes which indeed happens in real nature. For example, Lysogenic phages are able to integrate into the host genome and become part of the genetic material which make up of the host bacterium. Furthermore, transduction is regarded as one of three main mechanisms of gene transfer in prokaryotes, which is a bacteriophage-facilitated transfer of genetic material from one bacterial host to another [30] . Therefore, we used three complete bacterial genomes including Escherichia coli str. K-12, Bacillus cereus E33L and Borrelia burgdorferi B31 as host genomes. Meanwhile we took the overall 1574 gene sequences of 27 phages as donor pool, and randomly sub-selected an appropriate fraction of these genes that were then incorporated into the bacterial host genome [31] . The intention of our experiment was to recover as many as possible of the inserted donor genes. All of these sequence data were downloaded from NCBI/Gen-Bank.
In this study, the training data sets are large and imbalanced for detection of HGT. In artificial simulated experiments, for example, the genome of Bacillus cereus E33L contains 103 positive instances data and 5134 negative instances data in which there are noises. In other words, the training dataset is highly imbalanced and there are some positive data in negative class and we don't know which one is false, also we know the false negative ones may distribute closed to true positive instances data.
For each of the 3 host bacterial genome in turn, we carried out 100 experiments of simulated transfers from a gene pool composed of 1574 gene sequences of 27 phages [31] . In each experiment, the number of added genes was chosen to be a fixed percentage of the number of genes in the host genome, as to the genome of Escherichia coli str. K-12 and Bacillus cereus E33L, the transfer percentages were both 2%, but we chose 8% for the genome of Borrelia burgdorferi B31 because its genome size was smaller. The transferred genes were selected at random from the donor pool, the objective is to recover as many of the artificially transferred genes as possible, without using any a priori knowledge about the host genome or the donor genes.
For each training procedure, discrimination functions whose coefficients could be calculated were used to discriminate the test data consisting of only phage genes. Consequently, we also used 'hit ratio (HT)' [29] [30] [31] to denote the proportion between the number of artificially inserted genes and the number of genes recovered by a particular procedure. HT can be calculated by Where PT i and NT i represent the number of genes and the number of predicted horizontally transferred genes in test dataset respectively. So HT was used to evaluate the reasonability of a method for the detection of HGT.
Furthermore, we compared our methods against other methods including C-SVC and OC-SVM which were used by Aristotelis T. and Isidore R. in 2005 [29, 30] and Jiansheng Wu et al. in 2007 [31] . In experiments we used LS-NPPC implemented by writing procedure in Matlab. Table 4 -3 and Figure 4 -2 show the comparison of the HT by our two methods and previous proposed methods on each bacterial genome. It can be seen from the results that our proposed methods outperform all the other methods in this case. The results of first four columns in Table 4 -3 are obtained from [31] , the last one is the result of LS-NPPC. Obviously, HT of LS-NPPC is much higher than previous proposed methods. It also can be observed that proposed methods get higher relative improvements on Escherichia coli str. K-12 and Bacillus cereus E33L genomes than on Borrelia burgdorferi B31 genome, the reason is that the codon usage in Borrelia burgdorferiB31 genome is strongly biased which is related to the translation and codon choice of a gene [31] . It proves that LS-NPPC algorithm is suitable for the detection of HGT.
V. CONCLUSON
In order to improve the prediction accuracy of imbalance data classification problem, this paper pays close attention to the uniqueness of uneven data distribution in imbalance classification problems. Without change the original imbalance training data, this paper indicated the advantages of proximal classifier for imbalance data classification. Based on nonparallel plane proximal classifier model, we proposed the new SVM model, LS-NPPC method. The new method can get better prediction accuracy and cost less time. The advantages of new method can be mainly summarized as the following:
(1) Because the enhancing of the minority class data utilization rate, the prediction accuracy of the minority class can be apparently improve.
(2) Considering all the data by one classification model, the problem of data fragmentation, which produced by using the divide and compute method classification algorithms, can be avoid. New method can be more extensive application with different distributions of data.
(3) The bias of imbalance two classes is natural reflected in the LS-NPPC model. It is not affected by the alteration of the parameters from learning process.
(4) The LS-NPPC method construct decision hyper plane by all training data. The influence of noise on classifier is greatly reduced.
In experiment studies, the proposed method was applied to six UCI datasets and one real application, and the results confirmed its better performance than previously proposed methods for imbalance data classification problem. Further research is required for discussing the relationship between the performance of the algorithm and the parameter in the model, and developing the parameter search algorithm to search for the best setting. Meanwhile the linear kernel function just is used in LS-NPPC model. How to handle the non-linear kernel function in LS-NPPC model is another area we would like to further investigate.
