Abstract
Introduction
NASA has a continuing effort in developing small rockets that operate on electric power for both primary and auxiliary propulsion on satellites. In a previous study, the flow of carbon dioxide in a nozzle was computed with two numerical techniques predicated on different flow regimes t. The first technique was based on continuum theory and numerically solved the Navier-Stokes equations for compressible flow.
The second technique was based on kinetic theory and used the method of direct simulation Monte Carlo (DSMC). Both numerical methods were applied to a reference problem defined to be a low-density, viscous gas flow in a convergent-divergent nozzle of conical shape.
The work described
in Referen(_e 1 demonstrated that the numerically intensive DSMC technique could be readily applied to a lowdensity nozzle flow, where the flow varied from continuum (Kn~10-3) at the throat to rarefied (Kn _, 10 -_) at the exit plane, where Kn is the Knudsen number based on local nozzle diameter.
The solutions from the two techniques exhibited differences, mainly in the region near the wall at the nozzle lip.
In a subsequent study 2, nitrogen was used in place of carbon dioxide to remove the ambiguity of specifying an effective specific heat ratio in the continuum method, and allowed for a more direct comparison between the analytical schemes.
To provide verification of the analyses, the reference problem was also run as an experiment in a large vacuum facility.
The objective of the experiment was to measure pressure in the nozzle exit plane and near-field plume with Pitot tubes. Similar work was done by Bailey and Price 3 for flow of CO2, and served as a guide for the work of this study. This paper presents pressure measurements taken in a nitrogen nozzle plume and the comparable pressures computed from the two numerical codes.
Reference Problem
The reference problem was defined to typify the nozzle flow of an electric propulsion device while also matching the flow capacity of the vacuum pumps on the experimental facility.
A conical nozzle geometry was selected for both analytical and machining simplicity, but it is also typical of small thruster nozzles. The geometry for the problem is illustrated in Figure 1 , with details given in 
Test Facility
The experimental tests for this study were conducted in a space-simulation vacuum tank. The test apparatus was mounted in a 1 m diameter section about 1 m in length, and attached to a larger tank 4.9 m in diameter and 19 m long.
The facility pumping system consists of twenty oil-diffusion pumps in series with four blowers and four roughing pumps. A detailed description of the test facility can be found in Reference 5.
The pumping system was able to maintain a vacuum during the tests of order 10 -z Pa for a nozzle flowrate of 6.8 x 10 -S kg/s.
The vacuum pressure was monitored with a hotcathode ionization gage mounted on the test section and connected to a digital meter.
Expe.rimental Apparatus
The test apparatus consisted of a heat exchanger and nozzle that simulated a thruster and traversing tables that permitted surveying the plume with pressure probes. Two heat-exchanger assemblies of different design were used in the tests.
The purpose of the second design was to reduce the temperature of the heating element to lengthen its operational life.
In the original apparatus (configuration 1), the nitrogen was heated in a 3.2 mm diameter tube that was coiled around a 15.9 mm cartridge heater.
In the newer apparatus (configuration 2), the nitrogen was heated in an annular area comprised of a 12.7 mm diameter cartridge heater contained in a larger tube of 17.3 mm internal diameter.
A schematic of this configuration is shown in Figure  2 . The heater for configuration 2 had a lower power density than configuration 1. The heat exchangers produced the same gas temperature, but the second design lowered the heat 
Nozzle wall temperatures
were measured by two chromel-alumel thermocouples tackwelded to the outer wall surface. One thermocouple was located about mid-way between the nozzle throat and exit plane (T,,1), and the other, at the exit plane (T,_), as shown in Figure 1 .
Test Procedure
The test section containing the experimental apparatus was first evacuated, without flow, and the capacitance manometers zeroed.
The vacuum pressure without flow was about 10 -4 Pa which served as the zeroreference pressure for the manometers. The flowmeter was zeroed while containing nitrogen at the accumulator supply pressure. After all instrumentation was zeroed, flow was established at 6.8 x 10 -5 kg/s and maintained by the flow controller.
Simultaneously, 70 volts at about 0.9 A was applied to the cartridge heater and time allowed for the system to equilibrate at a nozzle inlet temperature of 700 K.
After the system reached steady-state, pressure scans were made by moving the Pitot tube to a given axial and radial location and then rotating the probe to determine the point of maximum pressure.
The maximum pressure was the Pitot pressure reading for the particular location and the rotation angle, 8, was the flow-angle reading.
A typical rotary scan, in this case atthe exit plane (Z=O ram) and a radial position 12 mm from the nozzle centerline, is shown in Figure 4 . The flow angles were measured with respect to the nozzle axis. The error in the pressure measurement was estimated to be + 5 Pa, and in the flow angle, + 2°.
Pressure scans were made primarily in the horizontal plane of the apparatus.
Comparisons of vertical
and horizontal scans of pressure across the entire nozzle diameter indicated that the flow was symmetrical, within experimenal error.
All reported pres-sure scans were taken only in the horizontal plane starting at the nozzle centerline (R=O).
Analytical Methods
Two methods of analysis were applied to the problem.
One was a numerical code based on continuum flow, and the other, a code based on kinetic theory that considered molecular motion by the method of directsimulation Monte Carlo.
Continuum Method
The continuum computation of the flow was made with the numerical code termed the Since the stream exhausted to an ambient pressure near zero, the outflow boundary condition for the subsonic portion of the flow in the exit plane was modified from the original scheme which required the explicit specification of an ambient pressure. It was assumed that the pressure of the subsonic flow did not match the ambient at the exit plane and was not known a priori, but did match the ambient atsome finite distance into the plume. This condition was simulated by extrapolating the exit-plane pressure from interior points (as normally done in the supersonic flow) in the subsonic region at each time step and along each grid line, then using the new value as the specified ambient pressure. In this manner the exit-plane pressure was continually updated iteratively. This scheme computed relatively smooth profiles of properties in the vicinity of the wall at the exit plane, but did impose an effective back pressure on the flow. In cases where the subsonic exit-plane pressure was explicitly fixed, the properties exhibited a discontinuity across the sonic line where the flow decelerates from supersonic to subsonic in the direction normal to the wall. 
Comparison of Numerical Results
The computed flowfield for the nozzle problem from both numerical schemes is shown in Figure 5, 
where Po_ is the total pressure behind the shock, P, and M, are the static pressure and Mach number ahead of the shock obtained from the numerical solutions, and _/= 1.4 is the ratio of specific heats. Equation (2) is a fit of the parametric curve for To= 700 K.
The ideal pressure
In Reference 12, the probe Reynolds number was defined as
where p= and Uoo are the density and velocity of the free stream preceding the shock, Dp is the probe diameter, and p._,the viscosity of the gas at the stream temperature, T_, behind the shock.
In the probe Reynolds number, lhe actual diameter of the Pilot tube on the experimental apparatus was used for Dp. The values of p= and U= were obtained directly from the output of the codes, except for the DSMC results, where the mass density was first calculated from number density, the actual quantity computed by the code. 
where p,°t is the value for viscosity of nitrogen at the reference temperature, T,°_, and n = 0.75.
The presentation of analytical results from the DSMC solutions (except those of Figure 7) utilize P_.
No corrections were made to the Pitot-pressure measurements.
.Experimental and Analytical Results
Radial scans of Pilot pressures for both experimental configurations, at an axial station 12 mm from the exit plane of the nozzle, are shown in Figure 6 . The pressures from configuration 2 (triangular symbol) are lower, and the profile flatter, in the core flow near the centerline than those for configuration 1 (circular symbol).
The pressures from both configurations are nearly the same in the outer region of the plume.
This figure is typical of the difference in pressure profiles between the two experimental configurations.
A comparison of results from the numerical methods and the experimental data at the nozzle exit plane (Z=0) is given in Figure 7 for configuration 1. Plotted in the figure is Pitot pressure, both measured and calculated from each of the numerical methods, as a function of radial distance.
The radial scale starts at the nozzle axis and extends to the nozzle wall at 16 mm. In this figure the results from the numerical methods are not corrected for rarefaction effects, so the numerical results are those for the ideal, total pressure, P=_, behind a normal shock.
Because of the fairly large region of subsonic flow in the continuum solution, the correction for rarefaction effects could not be applied to a considerable portion of the flow (a subsonic probe-recovery factor would have to be used).
Furthermore, in the core region near the centerlinewhere the variationin pressureis greatestbetweenthe two analyses, Rep > 5.6, making the rarefaction correction nil. Thus for a fair portion of the flow, Figure 7 presents a valid comparison of the pressures.
It can be seen from the figure that the DSMC computation gives the better correspondence to the experimental data. The continuum computation, while yielding a higher pressure in the core, yields a slightly lower pressure in the viscous region near the wall.
In Figure 8 (Z=0) and 12, 24, and 36 mm downstream into the plume.
In general, the DSMC solution reasonably predicts the measured pressure profiles.
In Figures  12 and 13 , at the 12 and 24 mm axial stations, the centerline pressure from the DSMC solution is nearly identical to the measured value. The pressures from the DSMC solution are slightly lower at all radial positions for the 36 mm axial station, Figure  14 .
Finally, Figure  15 shows a comparison of flow angles from the DSMC solution and measured values from configuration 2 for the axial station 12 mm from the exit plane. There is fair agreement between the computed and measured values of flow angle, with the largest descrepancy occuring at a radial distance of about 10 ram. The experimental measurements exhibited some scatter in the region from 8 mm to 12 mm in radial distance.
Discussion of Results
In general the correspondence between the DSMC results and experimental data is better for configuration 1, but the DSMC solutions do predict the difference in pressure profiles between the two experimental apparatus.
As previously mentioned, the principal difference in experimental configurations was the design of the heat exchangers.
The earlier design (configuration 1) produced nozzle wall temperatures about 40°K higher because of higher heat conduction along the tube of the heat exchanger to the nozzle wall. The cooler wall of configuration 2 would tend to flatten the pressure profile as the density and pressure of the flow near the wall would be higher relative to the centerline region. Also, for the same flowrate, the total pressure of 6210 Pa for the nozzle of configuration 2 was slightly lower than the 6400 Pa of configuration 1 which would give lower stream pressures overall for configuration 2.
The continuum code was not run for the Conditions of configuration 2, so properties of the inflow surface were not provided the DSMC model for this case. Rather, the inflow number density for the DSMC simulation was scaled from the perfect gas relation, where the stream static temperature was the same as the first case. Nozzle surface temperatures were scaled from experimental measuremenls to simulate the wall boundahy condition for configuration 2. Although the DSMC simulation for configuration 2 needs some refinement, the computed results, nonetheless, agree reasonably well with the experimental data.
One factor that would affect the comparison between computed and experimental results is the actual ambient pressure of the test facility.
In particular, the facility pressure during testing was about 10-z Pa whereas an absolute vacuum was essentially assumed for the DSMC simulation.
The ambient pressure of the test facility would restrict plume expansion and have an effect on both pressure and flow angle, especially in the far-field regions of the plume, This may be the reason that the pressures from the DSMC simulation were slightly less than measured values at an axial distance of 36 mm as given in Figure 14 . 
Summary and Conclusion

