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Abstract
In the context of analytic functions on the open unit disk, a weighted
composition operator is simply a composition operator followed by a
multiplication operator. The class of weighted composition operators
has an important place in the theory of Banach spaces of analytic
functions; for instance, it includes all isometries on Hp (p 6= 2). Very
recently it was shown that only weighted composition operators pre-
serve the class of outer functions.
The present paper considers a particular question motivated by
applications: Which smallest possible sets of test functions can be
used to identify an unknown weighted composition operator? This
stems from a practical problem in signal processing, where one seeks
to identify an unknown minimum phase preserving operator on L2(R+)
using test signals.
It is shown in the present paper that functions that determine
weighted composition operators are directly linked to the classical nor-
mal family of schlicht functions. The main result is that a pair of
functions {f, g} distinguishes between any two weighted composition
operators if and only if there exists a zero-free function h and a schlicht
function σ such that span {f, g} = span {hσ, h}. This solves completely
the underlying signal processing problem and brings to light an intrigu-
ing geometric object, the manifold of planes of the form span {hσ, h}.
As an application of the main result, it is proven that there exist com-
pactly supported pairs in L2(R+) that can be used to identify minimum
phase preserving operators.
1 Introduction
Let A denote the space of all analytic functions f : D → C on the open
unit disk, endowed with the usual topology of uniform convergence on com-
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pact sets. Given any two functions ψ,ϕ ∈ A, where ϕ(D) ⊂ D, define the
multiplication operator Mψ : A → A by the formula
Mψf = ψf (f ∈ A),
and the composition operator Cϕ : A → A is by the formula
Cϕf = f ◦ ϕ (f ∈ A).
The present article is concerned with the class W of weighted composition
operators, consisting of all operators of the formMψCϕ. The central problem
at issue is to characterize the smallest possible sets of test functions in A
that will identify an arbitrary operator A ∈ W. The problem may be stated
precisely as follows.
A set X ⊂ A separates points in a given family of operators W ′ ⊂ W
if the mapping A 7→ A|X is injective on W ′. Put another way, X separates
points in W ′ if for every A1 6= A2 in W ′, there exists a point f ∈ X such
that A1f 6= A2f .
Main Problem: Give a systematic representation of the set of all
smallest possible sets X ⊂ A that separate points in W.
The pair {1, z} evidently separates points in W, since given a non-zero
operator A =MψCϕ ∈ W, the functions
ψ = A1 and ϕ =
Az
A1
completely determine A. Moreover, one can see from this example that the
smallest sets separating points in W consist of precisely two elements (see
Proposition 2). However, not every linearly independent pair works. For
instance, it can be shown that the pair {cos z, sin z} fails to separate points
in W. A priori, it is not clear why one linearly independent pair should
work while another doesn’t, and this is essentially what the main problem
seeks to resolve. As it turns out, the full family of separating pairs has a
rather subtle structure; it is intimately connected with the classical family
S of schlicht functions that map the disk onto any conformally equivalent
region in C, appropriately normalized. The main result of the present paper
is that a pair {f, g} separates points in W if and only if there is a function
σ ∈ S and a function h(z) = ezk(z), where k ∈ A, such that
span {f, g} = span {hσ, h}.
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1.1 Overview of the paper
The main problem originates from a practical question in signal processing;
this connection is detailed in Section 1.3.
The theoretical importance of weighted composition operators in the
context of complex functional analysis, including their emergence in some
recent results, is briefly surveyed below, in Section 1.2.
The solution to the main problem is worked out in Sections 2 and 3. The
first step, carried out in Section 2, is to find a tractable characterization of
pairs of functions that separate points inW. Such a characterization is given
in Theorem 1.
The second step is to give an explicit parameterization—in other words,
a constructive representation with no redundancy—for the family of pairs
that satisfy the characterization. This second step is carried out Section 3,
culminating in Theorem 2, which is the paper’s main result.
In Section 4 the main result is applied to solve a non-trivial problem in
signal processing. The paper concludes in Section 5 with a brief indication
of directions for further research.
1.2 Background on weighted composition operators
The books by Shapiro [13] and Cowan and MacCluer [1] present an overview
of weighted composition operators’ connections to classical function theory
and operator theory; Chapter 5 of Mart´ınez-Avendan˜o and Rosenthal’s book
[12] gives a more recent survey of composition operators in the context of
H2
D
. Hoffman’s classic [10] serves as a useful reference for the theory of Hardy
spaces, and in particular for the various characterization of outer functions.
For reference, a function f ∈ H1
D
is outer if it is not identically zero and
log |f(0)| = 1
2pi
∫ 2pi
0
log |f(eiθ)| dθ.
Equivalently, f is outer if f/||f ||1 is an extreme point of the closed unit ball
in H1
D
.
A fundamental role of weighted composition operators was discovered in
1964 by Forelli [6], who proved that for all p 6= 2 in the range 1 ≤ p < ∞,
every isometry of Hp
D
into itself is a weighted composition operator. The
result does not hold for p = 2, since in this case the Hilbert space structure
gives rise to many additional isometries. Forelli’s paper builds on earlier
work of De Leeuw, Rudin and Wermer [4]; they showed that isometries of
H1
D
onto itself are weighted composition operators. Their proof exploits the
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fact (see [3]) that extreme points of the unit ball of H1
D
are precisely the
outer functions of norm 1, and so any surjective isometry must permute the
outer functions.
Very recently a related result that applies to all Hp
D
spaces was estab-
lished in [8]. The idea is to abandon isometries and simply consider outer
functions. It follows immediately from [8, Theorem 2] that any linear oper-
ator on Hp
D
that maps the class of outer functions into itself is necessarily a
weighted composition operator. (Actually much more is true; any operator
that maps polynomials having no zeros in D to functions that are zero free in
a neighbourhood of a point is a weighted composition operator. See [8] for
details.) The result is suggested by a theorem in [9], wherein an operator is
proved to be a weighted composition operator under the stronger hypothesis
that all shifted outer functions in H2
D
be mapped into shifted outer func-
tions. (However the techniques used in [9] are inadequate to handle the case
of unshifted outer functions.)
The main problem considered in the present paper stems from an appli-
cation of Theorem 2 in [8] to minimum phase functions on R+; see [7] for
full details.
1.3 Connection to signal processing
The following signal processing considerations comprise the motivation be-
hind the main problem.
A function f ∈ L2(R+) is defined to be minimum phase if its Fourier-
Laplace transform, which belongs to the Hardy space H2
C+
, is outer. Mini-
mum phase functions are important in a range of applications, and in partic-
ular, in geophysical imaging. This is partly because the (generally unknown)
operator that models the transmission of an acoustic signal through a sec-
tion of layered earth has a very special property: it maps minimum phase
signals to delayed minimum phase signals. Geophysical imaging entails de-
termining this unknown operator using test signals. The series of papers [9],
[8], [7] has culminated in a precise characterization of the linear operators
on L2(R+) that preserve delayed minimum phase signals, thereby narrow-
ing down the class of unknown operators that one seeks to identify. It is
shown in [7] that an operator preserves delayed minimum phase only if it
is conjugate via the Fourier-Laplace transform to a weighted composition
operator on the right half plane C+. Furthermore, there is a particular pair
of L2(R+) test functions that serves to identify any such operator, namely
the pair {f, f ′}, where f(t) = te−t.
This result raises a basic question that has direct implications for geo-
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physical imaging: what other sets of test functions suffice to identify the
class of operators in question? This is especially important in analyzing
data that has already been recorded, where the test signals are almost cer-
tainly different from those just mentioned. It is known that not all pairs of
linearly independent test functions can distinguish between minimum-phase
preserving operators, and it is not a priori clear how to construct good
test functions. This question is easily translated to the setting of H2
D
. As
will be seen in Section 4, solving the main problem in the broader setting of
A ⊃ H2
D
, leads immediately to the desired Hardy space results, and with less
technicalities than working directly in H2
D
. Thus the results in the present
paper resolve completely the original signal processing question.
2 Characterization of separating spaces
The following simple observation streamlines the analysis considerably.
Proposition 1 A set X separates points in a family W ′ if and only if the
vector space spanX separates points in W ′.
Proof. Given A1, A2 ∈ W ′, the statement A1f = A2f holds for all f ∈ X if
and only if it holds for all f ∈ spanX. Therefore X fails to separate points
in a set W ′ if and only if spanX fails to do so.
In what follows, it will be convenient to take advantage of Proposition 1
and to pass freely between sets and their spans when analyzing the separa-
tion of points in a family of operators. Smallest possible separating sets are
bases of minimum dimensional separating spaces. Since all bases of a given
space V are in this sense equivalent, the more natural object to consider is
V itself, and not its bases. Thus the main problem is more naturally stated
as follows.
Main Problem (reformulated): Give a systematic representation of
the set of all minimum dimensional subspaces V ⊂ A that separate points
in W.
Given a constant function ϕ = z0, where z0 ∈ D, the composition op-
erator Cϕ will be denoted Cz0 . This corresponds to evaluation at a point,
since Cz0f = f(z0), but where the value f(z0) ∈ A has to be formally in-
terpreted as a constant function and not a number. (It will be clear from
context whether an object is a number or a constant function, so this point
will not be emphasized further.) Let E denote the subset of W consisting of
all operators of the form αCz0 where α ∈ C and z0 ∈ D.
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(More abstractly, let K ⊂ A denote the subspace comprised of constant
functions. Then E may be characterized as the subset of operators in W
mapping A into K. Since K ∼= C, this means that E is essentially the
intersection of the dual space of A with W.)
Evidently a subspace V ⊂ A must separate points in E if it is to separate
points in W; surprisingly, the converse is also true. (This will be proved
shortly—see Corollary 4.)
Proposition 2 No singleton {f} ⊂ A separates points in E.
Proof. The singleton {0} clearly fails to separate points in E . If f is not
identically 0, then there exist distinct points z0, z1 ∈ D with f(z0) 6= 0. Thus
f(z1)
f(z0)
Cz0 6= Cz1 , but f(z1)f(z0)Cz0f = Cz1f.
So {f} does not separate points in E .
Proposition 3 If a pair {f, g} ⊂ A separates points in E, then f and g
have no common zero, and the meromorphic function f/g : D → C ∪ {∞}
is injective.
Proof. Write V = span {f, g}, and let z0 ∈ D. If f(z0) = g(z0) = 0, then
Cz0 |V = 0|V , but Cz0 6= 0, so V doesn’t separate points in E . Thus if V
separates points in E , then f and g have no common zero.
Next suppose f and g have no common zero and consider µ = f/g.
Suppose that µ(z0) = µ(z1) for distinct points z0, z1 ∈ D. Then g(z1)f(z0) =
f(z1)g(z0) and one of the four numbers f(z0), f(z1), g(z0), g(z1) is non-zero.
Therefore either
g(z1)Cz0 6= g(z0)Cz1 or f(z1)Cz0 6= f(z0)Cz1 .
But both
g(z1)Cz0 |V = g(z0)Cz1 |V and f(z1)Cz0 |V = f(z0)Cz1 |V ,
so V fails to separate points in E . Thus if V separates points, µ is injective.
Note that by symmetry the conclusion of Proposition 3 actually implies that
both f/g and g/f are injective.
Theorem 1 If f, g ∈ A have no common zero and the meromorphic func-
tion f/g : D→ C ∪ {∞} is injective, then {f, g} separates points in W.
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Proof. As before, write V = span {f, g} and µ = f/g. Suppose first that
A =MψCϕ ∈ W is arbitrary. Then for all z ∈ D such that ψ(z) 6= 0, at least
one of Af(z) = ψ(z)f(ϕ(z)) and Ag(z) = ψ(z)g(ϕ(z)) is different from zero,
since f and g have no common zero. So if A 6= 0, then A|V 6= 0, showing
that V distinguishes any non-zero operator in W from the zero operator.
Next let A1 = Mψ1Cϕ1 and A2 = Mψ2Cϕ2 be non-zero elements of W,
and suppose that A1|V = A2|V . Since A1 and A2 are non-zero, the same is
true of ψ1 and ψ2, so that the set Z of points z ∈ D at which ψ1(z)ψ2(z) = 0
is at most countable. At each z ∈ D \ Z,
µ ◦ ϕ1(z) = A1f(z)
A1g(z)
=
A2f(z)
A2g(z)
= µ ◦ ϕ2(z).
Since µ is injective it follows that ϕ1 = ϕ2. Since f and g have no common
zeros, one of f(ϕ1(z)) or g(ϕ1(z)) is non-zero, for every z ∈ D \ Z. Thus at
least one of f ◦ ϕ1 or g ◦ ϕ1 is non-zero on an uncountable set; suppose for
definiteness that f ◦ ϕ1 has this property. Then, given that ϕ1 = ϕ2,
ψ1(z) =
(A1f)(z)
f ◦ ϕ1(z) =
(A2f)(z)
f ◦ ϕ2(z) = ψ2(z)
for uncountably many z ∈ D. It follows by analyticity that ψ1 = ψ2 and
hence that A1 = A2, proving that V separates points in W.
In conjunction with Proposition 3, Theorem 1 immediately yields the fol-
lowing corollary.
Corollary 4 A pair {f, g} ⊂ A separates points in W if and only if it
separates points in E.
3 Parameterization of separating spaces
Given a zero-free function g ∈ A and a schlicht function σ, the pair {gσ, g}
satisfies the hypothesis of Theorem 1, and therefore the vector space V =
span {gσ, g} separates points in W. Moreover, it is minimum-dimensional.
The next theorem asserts that every two-dimensional space V separating
points in W arises this way. To represent them in a systematic way, a bijec-
tive parameterization of the family of all minimum dimension (i.e. two-
dimensional) separating spaces will be constructed. This requires some
setup, as follows.
Let G2 denote the family of all two-dimensional subspaces of A, and let
V2 ⊂ G2 denote the subfamily consisting of spaces V that separate points
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in W. (Roughly speaking, G2 is like an infinite-dimensional grassmannian,
with V2 being a special submanifold to be parameterized. Indeed one can
formalize this perspective. However, putting charts on G2 requires cutting
down from A to the Hardy space H2
D
, and then using the Hilbert space
structure of H2
D
. The geometric perspective will not be pursued in the
present article—although it provides a useful picture.)
Let A∗ ⊂ A denote the multiplicative group consisting of all f ∈ A such
that: (i) 0 6∈ f(D); and (ii) f(0) = 1. Let S ⊂ A denote the classical family
of schlicht functions, that is, the family of all injective analytic mappings
σ : D → C with the normalization σ(0) = 0 and σ′(0) = 1. For present
purposes a further reduction of S is needed. Define σ, τ ∈ S to be equivalent,
writing σ ∼ τ , if they are related by an automorphism of the Riemann
sphere. To be explicit, σ ∼ τ if there exists a point ξ ∈ C ∪ {∞} such that
τ =
σ
1− 1
ξ
σ
equivalently σ =
τ
1 + 1
ξ
τ
.
Note that since τ ∈ S, it is required that ξ 6∈ σ(D); on the other hand,
ξ = ∞ is permitted, whence σ ∼ σ. (The relation ∼ is easily seen to
be transitive and hence an equivalence relation; furthermore, equivalence
classes are closed.) Let S˜ denote a section of the quotient structure S/ ∼
(which inherits compactness from S), meaning that S˜ ⊂ S contains precisely
one representative of each ∼ equivalence class in S.
Theorem 2 The mapping Φ : A∗ × S˜ → G2 defined by the formula
Φ(f, σ) = span {fσ, f}
is a bijection from A∗ × S˜ onto V2.
Proof. If (g, σ) ∈ A∗ × S˜, then the pair {gσ, g} satisfies the hypothesis of
Theorem 1 with f = gσ, and so V = span {gσ, g} ∈ V2. Thus
Φ(A∗ × S˜) ⊂ V2.
Next write V1 = Φ(g1, σ1) and V2 = Φ(g2, σ2), and suppose that V1 = V2.
Observe that, by the normalizations that define A∗ and S, each of V1 and
V2 contains a unique element, g1σ1 and g2σ2 respectively, which takes the
value 0 at 0 and has derivative 1 at 0. Therefore
g1σ1 = g2σ2. (1)
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Since g1 ∈ V2, and g1(0) = 1, it follows that g1 has the form
g1 = g2 + αg2σ2 = g2 + αg1σ1,
and hence g2 = g1(1− ασ1). It follows in turn from (1) that
σ2 =
σ1
1− ασ1 ,
so that σ2 ∼ σ1. By definition of S˜, this forces σ2 = σ1, which in turn by
(1) forces g1 = g2, proving that Φ is injective. It remains only to show that
every point of V2 belongs to the range of Φ.
Let V = span {f, g} ∈ V2 be an arbitrary two-dimensional space that
separates points in W. By Proposition 3, f and g have no common zero,
and the meromorphic functions f/g and g/f are injective. One of f(0) and
g(0) is different from zero; suppose for definiteness that g(0) 6= 0, and set
µ = f/g. Let
α ∈ C \ µ(D).
Such an α is guaranteed to exist, since the disk is not conformally equivalent
to the Riemann sphere, or the Riemann sphere with a point deleted. Set
σ = λ
µ− µ(0)
µ− α = λ
f − µ(0)g
f − αg ,
where λ ∈ C is chosen so that σ′(0) = 1. Then σ ∈ S, and the function
G = (f − αg)/(f(0) − αg(0)) belongs to A∗. Furthermore,
span {Gσ,G} = span {f, g}.
Finally, let τ ∈ S˜ be equivalent to σ, with
τ =
σ
1− 1
ξ
σ
.
Then, setting h = (1− 1
ξ
σ)G, it follows that (h, τ) ∈ A∗ × S˜, and
span {hτ, h} = span {Gσ,G} = span {f, g} = V,
proving that V is in the range of Φ.
Note that the group A∗ consists of all functions of the form f(z) = ezg(z),
where g ∈ A is arbitrary. Thus is it easy to produce such functions. On the
other hand, while univalent functions have a long history (see [5]), explicitly
constructing schlicht functions σ ∈ S is not something that can be done
systematically. De Branges’s Theorem [2] gives necessary conditions in terms
of the Taylor coefficients but there is no known necessary and sufficient
condition.
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4 An application to signal processing
The signal processing perspective outlined in Section 1.3 was the original
impetus for the main problem, and it is a source of numerous particular
questions. For example, do there exist compactly supported test functions
in L2(R+) that can be used to identify an unknown minimum phase pre-
serving operator on L2(R+)? (Any physically realizable test function must
be compactly supported.)
This question can be solved in the affirmative with the help of Theorem 2,
as follows. Note that one may pass between the Hardy spaces on the half
plane and the disk by way of the outer preserving isometry
Φ : H2C+ → H2D, (Φf)(z) =
2
√
pi
(1 + z)
f
(1− z
1 + z
)
.
(See [10] and [7].) Let F denote the Fourier-Laplace transform
F : L2(R+)→ H2C+ , (Fg)(z) =
1√
2pi
∫ ∞
0
g(t)e−zt dt,
which is also an isometry. An operator A on L2(R+) preserves minimum
phase if and only if
B = ΦFA(ΦF)−1 : H2D → H2D
maps outer functions to outer functions, which by [8, Theorem 2] is only
possible if B is a weighted composition operator. A pair {f, g} of test
functions determines A if and only if their image {ΦFf,ΦFg} determines
B. Note that the family of operators E is comprised of bounded operators on
H2
D
(technically each operator in E restricts to a bounded operator on Hardy
space), and except for 0, each such operator preserves outer functions (since
non-zero constant functions are outer). Therefore, if a pair of test functions
is to identify B, it must, according to Corollary 4, separate points in W.
Hence to construct a pair {f, g} of compactly supported test functions
that determines A it suffices that their image {ΦFf,ΦFg} be generated
according to Theorem 2. Consider first the compactly supported function
g(t) = χ[0,2pi](t)e
−t sin t, (2)
which has Fourier-Laplace transform
(Fg)(z) = 1− e
−2pi(1+z)
√
2pi(1 + (1 + z)2)
.
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The function Fg is zero-free on C+, and it follows that ρ = ΦFg ∈ H2D is
zero-free on D. Thus by Theorem 2, the H2
D
pair {ρσ, ρ} separates points in
W for any schlicht function σ. The simplest choice is to take the identity
σ(z) = z, then define
f = F−1Φ−1(ρσ),
and check that f has compact support. Note that Φ is self-inverse, up to a
constant:
Φ−1 : H2D → H2C+ , (Φk)(z) =
1√
pi(1 + z)
k
(1− z
1 + z
)
.
Thus
(Ff)(z) = Φ−1(ρσ)(z) = (Fg)(z) · 1− z
1 + z
.
The inverse Fourier-Laplace transform of (1 − z)/(1 + z) is the tempered
distribution
ν(t) =
√
2pi
(
2χ[0,∞)(t)e
−t − δ(t)).
Therefore,
f(t) =
1√
2pi
(g ∗ ν)(t)
=
(
2
∫ min{t,2pi}
0
e−(t−x)e−x sinx dx
)
− g(t)
=
(
2e−t
∫ min{t,2pi}
0
sinx dx
)
− g(t)
= χ[0,2pi](t)e
−t(2− 2 cos t− sin t).
(3)
Thus the pair of test functions {f, g} defined by (3) and (2) serves to identify
minimum phase preserving operators on L2(R+), proving that it is possible
for such functions to have compact support. (The pair g, ν is rather exotic
in that its convolution has the same support as one of the factors; this is
the reason for choosing g as a product of an exponential and a function that
integrates to zero over the support.) Of course one may replace {f, g} by
any pair having the same span. For instance, setting h(t) = χ[0,2pi](t)e
−t(1−
cos t), one sees that
span {h, h′} = span {f, g},
so the compactly supported pair {h, h′} also serves to identify minimum
phase preserving operators. As a concluding remark, note that the occur-
rence of the derivative is no accident. Differentiation in L2(R+) corresponds
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to multiplication by z in H2
C+
; since the function z is univalent on C+, this
engenders a pair that separates points in the family of weighted composition
operators as long as the Fourier-Laplace transform of the original function
is zero-free on C+.
5 Conclusions
While the identification of weighted composition operators using test func-
tions comes from a practical question in signal processing, the parametriza-
tion of all two-dimensional separating spaces that emerges (Theorem 2) is of
considerable mathematical interest in its own right. By virtue of Corollary 4
and the fact that scaled point evaluation is a continuous operator on Hp
D
for
every 1 ≤ p ≤ ∞, Theorem 2 is easily adapted to any of the Hardy spaces
on the disk. The corresponding sets
V
p
2 = {V ∈ V2 |V ⊂ HpD}
comprise an intriguing family whose geometric structure calls for further
investigation. The most interesting case is perhapsV22, where one can exploit
the Hilbert space structure to mimic the usual way of defining charts for
finite-dimensional grassmannians. Given that such an infinite-dimensional
construction arises in the theory of classifying spaces, it is of interest to
know what V22 looks like from the topological standpoint—see [11].
There is a great deal more to be said concerning the application of The-
orem 2 to signal processing; the example discussed in Section 4 is not meant
to be exhaustive. Rather, it is intended merely to illustrate the utility in a
practical setting of the paper’s main result. Further analysis of minimum
phase preserving operators will be dealt with in a separate paper.
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