Hybrid Energy Systems (HESs) are becoming popular for standalone applications due to price volatility of fossil fuel resources and global concern on GHG emission. Expansion of an existing standalone Internal Combustion Generator (ICG) system while incorporating renewable energy sources is taken in to discussion in this work which converts ICG systems into a HES. In order to achieve this, a standalone HES consisting of wind turbines, SPV panels, batter bank, ICG and bi-directional converters is mathematically modeled, simulated and optimized considering power supply reliability, Levelized Energy Cost (LEC) and Renewable Energy Capacity (REC). Obtained Pareto fronts were analyzed and simple multi-criterion decision making technique is used to come up with the final system design.
Introduction
Higher depletion rate of fossil fuel resources and global concern on Green House Gases (GHG) emission encourage energy system designers to come up with innovative methods to increase the role of renewable energy sources in energy systems [1] . Furthermore, combining energy sources with different characteristics can improve the power supply reliability while minimizing the life cycle cost of the system [2] . Hybrid Energy System (HES)s are becoming an attractive solution in such an ambience especially for standalone application where existing main grid neither reached nor economical [3] .
Number of techno economical and environmental constraints need to be met when designing standalone hybrid energy system (HES)s. Therefore, simultaneous optimization of several objectives is expected although most of these objectives are conflicting to each other [4] . Agustín et al [5] introduced Pareto multi objective optimization technique for the first time in order to optimize HESs considering Levelized Energy Cost (LEC) and pollutant emission. Several research groups worked on multi objective optimization of HESs considering conflicting objectives such as power supply reliability, utilization of renewable energy etc [6] [7] [8] . Fadee and Radzi [9] reviews previous literature on Pareto optimization of HESs and highlights the importance of identifying critical objectives to be considered based on the application. More importantly, Bhattacharyya [10] highlights the significance combining Pareto multi objective optimization with a multi criterion decision making technique in order to support decision makers when coming up with the final design which is taken as the subject of this study.
Several groups have worked on combining renewable energy sources to existing energy systems which highlights the importance of combining a multi criterion decision making technique with Pareto optimization [11, 12] . Levelized Energy Cost (LEC), Power Supply Reliability and Renewable Energy Capacity (REC) were simultaneously optimized in this work in order to obtain a non dominant set of alternatives. The obtained Pareto front was subsequently analyzed and came up with a simple decision making technique to come up with the optimum system considering multiple criterions..
Mathematical Modeling
Mathematical modeling was carried out in this study for a HES consisting of wind turbines, Solar PV (SPV) panels, ICG, battery bank, AC-DC converters, DC-AC converters and a battery charger. Hourly solar irradiation on a horizontal plane was taken, which was used to calculate hourly tilted solar irradiation using Climed-2 [13] and Klucher [14] models. Semi empirical model proposed by Durisch et al. [15] was used to compute the energy conversion efficiencies of SPV panels. Hourly wind speed throughout the year at the anemometer height was taken to calculate wind speed at hub level using power law approximation. Wind turbine power was calculated using wind turbine model proposed by Chedid et al [16] . State of Charge (SOC) model was used to compute the charge level of the battery bank and Rain Flow algorithm based on Dawning algorithm [17] was used to calculate battery life. Detailed description about the mathematical model used in this work can be found in Ref [18] . 
Simulation and Optimization of HES
Simulation of HESs combines hourly varying meteorological data and Electricity Load Demand (ELD) according to the operation strategy decided by the system designer known as dispatch strategy. Combined dispatch strategy [19] which is a combination of Frugal Discharge strategy, SOC Set Point strategy, and Load Following strategy, is used in this work as the operation strategy. The operation strategy was determined based on the load difference between hourly ELD and renewable energy output. Parameters required for the dispatch strategy such as Critical Load (P C ), Dispatch Load (P D ), SOC set-point etc were optimized using the optimization algorithm which is illustrated later in this section. Furthermore, unmet load fraction was calculated as measures of power supply reliability. Hourly average wind speed and solar irradiation values at Hambanthota, a southeast location of Sri Lanka (06°07′ N 81°07′ E) were taken for the simulation and ELD proposed by IEEE subcommittee on system reliability was taken in order to carry out the analysis.
Decision Space Variables
System configuration parameters that relates with both dispatchable and non-dispatchable energy components including number, type of wind turbines, SPV panels, number of battery banks, ICG capacity were taken into the optimization algorithm. Upper bound and lower bound of those variables were selected according to Table 1 . Variables related to the operation strategy were also optimized using the optimization algorithm. Operation of ICG is controlled through three main parameters i.e. Critical Load (P C ), Dispatch Load (P D ) and minimum ICG power output (P min ). Upper and lower bounds of those three variables were selected according to Table 1 . Similar to ICG, SOC min and SOC Set-Value were used to control the charge-discharge cycle of battery bank (Table  1) . 
Objective Functions
The decision space of the optimization problem consists of variables related to system configuration and operation strategy. LEC, unmet load fraction, and REC were taken as the objective functions. However, a detailed description about the formulation of objective functions can be found in previous publications of co-authors [18] .
Steady state ε-Multi objective [20] optimization technique based on ε-dominance [21] method is used in this work with Simulated Binary Real crossover operator [22] , Polynomial Real mutation operator [23] and Constrained Tournament method [23] in order to come up with Pareto fronts. Finally, optimization algorithm was linked with the mathematical model and simulation according to Fig. 1 . 
Results and Discussion
Two expansion scenarios with ICG capacity of 2 kVA and 4 kVA were taken into discussion in this paper (Fig. 2) . Obtained Pareto fronts from the optimization are given in Fig. 3 . It is essential to consider the critical objectives in the multi criterion decision making process initially and subsequently move towards the rest (Fig. 4) Table 2 , 3). By using this approach, set of alternatives can be minimized considering techno-economical constraint related with the design. When analyzing the decision space it was found that some of the alternatives for Case B were having close system configurations to each other (B3, B4 and B5). At the same time, significant changes were also observed especially in Case A (A5 and A1). When it comes to objective functions, there are instances where marginal increase of one objective resulted in significant drop of another objective. For example in Case B, when moving from B2 to B3 LEC increases marginally while unmet fraction drops by 1.5 %. This clearly depicts the nonlinearity of the Objective Space (Pareto front) and hence the difficulties that decision makers come up with when coming up with the final design. When considering the set of alternatives in Case B, all the design solutions are having unmet load fraction above 1% except B1 and B7. Hence, these two designs are much appropriate when considering power supply reliability. When it comes to capacity of renewable energy components, it varies from 11.2 kW to 15.2 kW. Although, waste of renewable energy and Initial Capital Cost (ICC) of these two designs are slightly higher than the other alternatives, improvement in the power supply reliability needs to be highlighted beside the drawbacks. When it comes to Case A, A5, A8 and A12 are having lower unmet load fractions below 0.1%. Among them, A8 is having the highest power supply reliability and renewable energy capacity that need to be integrated lies in between the other two options. Therefore, A8 is much suitable when compared to other two options when considering these three objectives together.
With the increase of renewable energy capacity, ICC gets increases. Therefore it is more advisable complete the design in number of stages (Fig. 5) . When considering Case A, it would be advisable to arrive at design A10 in the initial expansion and then incorporate renewable energy components and convert the system to A5 later which would increase power supply reliability while reducing fuel consumption. Upper and lower bounds of LEC for both Case A and Case B were taken straight away in this work. However, when it comes to certain applications it is difficult to come up with such constraints straight away. In such instances, it is more preferable to come up with decision support system considering the relative importance of the objectives. Methods such as Fuzzy TOPSIS, weighted sum and Analytical Hierarchical Process can be used in such instances which need to be combined with Pareto optimization in order to support decision makers.
Conclusion
This study illustrates the mathematical modeling, computational simulation, and optimization work carried out in order to evaluate the impact of both system configuration and operation strategy on REC, Unmet load fraction and LEC. Simple approach was used in this work to come up with the final design considering the multiple techno-economical factors. Finally, importance of combining decision support system with multi objective optimization was highlighted in order to come up with the optimum system design.
