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VECTOR DISTRIBUTIONS WITH VERY LARGE SYMMETRIES
VIA RATIONAL NORMAL CURVES
BORIS DOUBROV AND IGOR ZELENKO
Abstract. We construct a sequence of rank 3 distributions on n-dimensional
manifolds for any n ≥ 7 such that the dimension of their symmetry group grows
exponentially in n (more precisely it is equal to Fibn−1+n+ 2, where Fibn is the
n-th Fibonacci number, starting with Fib1 = Fib2 = 1) and such that the maximal
order of weighted jet needed to determine these symmetries grows quadratically
in n. These examples are in sharp contrast with the parabolic geometries where the
dimension of a symmetry group grows polynomially with respect to the dimension
of the ambient manifold and the corresponding maximal order of weighted jet
space is equal to the degree of nonholonomy of the underlying distribution plus 1.
Our models are closely related to the geometry of certain curves of symplectic
flags and of the rational normal curves.
1. Introduction
1.1. Algebraic statement of the problem: How large can be Tanaka pro-
longation? We start with the pure algebraic setting. Let m be a (negatively)
graded nilpotent Lie algebra of (negative) depth µ, that is m = ⊕−µi=−1mi. Recall the
following
Definition 1. Tanaka prolongation of m is by definition a graded Lie algebra g =
g(m) = ⊕i∈Zgi(m) satisfying the following three properties:
(1) g− = ⊕i<0gi(m) = m;
(2) (non-degeneracy) for any u ∈ gi(m), i ≥ 0 the condition [u, g−] = 0 implies
u = 0;
(3) (maximality) g is the largest graded Lie algebra satisfying properties (1) and
(2).
We also assume that m is generated by g−1. In this case the algebra m is called
fundamental. As described in more detail in subsection 1.3, a fundamental algebra
m and its Tanaka prolongation g describe geometrically a left invariant distribution
on a Lie group corresponding to m and its Lie algebra of infinitesimal symmetries,
respectively. Hence, all algebraic questions below can be interpret geometrically as
questions on the Lie algebra of infinitesimal symmetries of certain vector distribu-
tions.
Denote g+ =
∑
i>0 gi(m). Note that the degree 0 component g0 of g(m) coincides
with the Lie algebra Der0m of derivations of m preserving the grading. In particular,
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g0 6= 0, since it contains the grading element, i.e. the elements e such that [e, x] = ix
for all x ∈ mi, i < 0.
We say that the Lie algebra m is of finite type, if its Tanaka prolongation is finite-
dimensional. According to [11], this is the case if and only if the complexification of
Der0(m) contains no non-zero rank 1 elements that annihilate all m−i for i ≥ 2. From
now on we shall consider that m satisfies this condition and, thus, dim g(m) <∞.
We say that the Tanaka prolongation g = g(m) is of positive depth ν, if g =∑ν
i=−µ gi. The main questions treated in this paper are:
• How large can be positive depth of the Tanaka prolongation in comparison
with the (negative) depth of m?
• How large can be the dimension of the Tanaka prolongation in comparison
with the dimension of m.
One class of examples related to these questions comes from graded semisimple
Lie algebras. Namely, let g be a semisimple graded Lie algebra, and let m = g−.
Then except for a few cases (see [12]) we have
(1.1) g(m) = g.
In particular, in this class of examples we have µ = ν and dim g+ = dim g−. More-
over, in all those cases of semisimple g, when (1.1) does not hold, g(m) is infinite
dimensional.
This led to the conjecture that if dim g(m) < ∞ the following inequalities are
true:
(1.2)
dim g+ ≤ dim g−(= dimm),
ν ≤ µ.
However, we show in this paper that this conjecture does not hold by providing
explicit counterexamples.
1.2. The counterexample. Let us fix an arbitrary integer k ≥ 2 and define the
fundamental graded nilpotent Lie algebra m as a (k + 4)-dimensional vector space
with a basis (X,E1, . . . , Ek, Fk−1, Fk, N) (the reasons for such notation will become
clear later in the paper) and the following non-zero Lie brackets of basis elements:
m−1 = 〈X,E1, Fk−1〉;
m−2 = 〈E2 = [X,E1], Fk = [X,Fk−1], N = [Fk−1, E1]〉;
m−i = 〈Ei = [X,Ei−1]〉, 3 ≤ i ≤ k.
(1.3)
In particular, its negative depth µ is equal to k. For k = 2 this Lie algebra cor-
responds to the parabolic geometry of type (C3, α1) ([1]). In particular, we have
µ = ν = 2 and dim g− = dim g+ = 6.
Theorem 1. For k ≥ 3 we have
(1.4) dim g≥0 = Fibk+3+2,
(1.5) ν =
⌊
(k + 1)2
4
⌋
− 2,
where Fibn is the n-th Fibonacci number (starting with Fib1 = Fib2 = 1).
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Theorem 1 is proved in sections 2–4.
Conclusion. Theorem 1 gives the negative answer to both questions stated
in (1.2). Moreover, we got a sequence of negatively graded nilpotent algebras with
dimensions growing to infinity such that the dimensions of the positively graded part
of their Tanaka prolongations grow exponentially with respect their dimension and
the positive depth of their Tanaka prolongations grows quadratically with respect to
their negative depth.
1.3. Geometric consequences: vector distributions with “very large” sym-
metry groups. Negatively graded fundamental Lie algebras appear as basic local
invariants (called Tanaka symbols) of regular vector distributions on manifolds (sub-
bundles of their tangent bundles), while their Tanaka prolongations of a Tanaka
symbol are isomorphic to algebras of infinitesimal symmetries of the maximally
symmetric distributions with given Tanaka symbol.
In more detail, given a distribution D on a manifold M one can use the iterative
Lie brackets of smooth sections pf D to define a filtration
(1.6) D1(q) ⊂ D2(q) ⊂ . . .
of the tangent space TqM for every q ∈M by the following recursive formula:
D1(q) = D(q); Dj(q) := Dj−1(q) + [D,Dj−1](q), j > 1.
A distribution D is called bracket-generating (or completely nonholonomic) if for any
q there exists µ(q) ∈ N such thatDµ(q)(q) = TqM . The minimal positive integer µ(q)
satisfying the last identity is called the degree of nonholonomy of the distribution
D at q.
A distribution D is called regular at a point q ∈ M if there is a neighborhood U
of q in M such that for each j < 0 the dimensions of subspaces Dj(y) are constant
for all y ∈ U .
Now assume that D is a bracket generating, q is its regular point, and µ is its
degree of nonholonomy at q. Set m−1(q)
def
= D1(q) and m−j(q)
def
= Dj(q)/Dj−1(q) for
1 < j < µ and consider the graded space
(1.7) m(q) =
−1⊕
j=−µ
mj(x),
corresponding to the filtration (1.6).
The space m(q) is endowed with the natural structure of a graded Lie algebra.
Indeed, take Y1 ∈ m−i(q) and Y2 ∈ m−j(q) and extend them to the local sections
Y˜1 of the distribution D
i and a local section Y˜2 of the distribution D
j. Then the
bracket [Y1, Y2] ∈ mi+j(q) is defined as:
(1.8) [Y1, Y2]
def
= [Y˜1, Y˜2](q) mod D
i+j−1(q).
It is easy to see that the right-hand side of (1.8) does not depend on the choice of
local sections Y˜1 and Y˜2. Besides, m−1(q) generates the whole algebra m(q). The
graded nilpotent Lie algebra m(q) is called the Tanaka symbol of the distribution D
at the point q.
Now assume that the Tanaka symbols m(q) of the distribution D at the point q
are isomorphic, as graded Lie algebra, to a fixed fundamental graded Lie algebra
m = ⊕−1i=−µmi. In this case D is said to be of constant symbol m or just of type m.
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If the Tanaka prolongation g(m) of m is finite dimensional, then, as shown by
Tanaka [11, 12], the algebra g(m) ofm is isomorphic to the Lie algebra of infinitesimal
symmetries of the so-called standard (or flat) distribution Dm of constant type m.
To describe the flat distribution, let M(m) be the simply connected Lie group with
the Lie algebra m and let e be its identity. Then Dm is the left invariant distribution
on M(m) such that Dm(e) = m
−1. Besides, the algebra g≥0 = g0 + g+ is isomorphic
to the Lie algebra of the isotropy subgroup of the symmetry group of Dm, i.e. of
the subgroup of all symmetries preserving the point. Note that the positive depth
ν of g(m) is the minimal natural number such that if the infinitesimal symmetry of
Dm has the weighted (ν + 1)-jet equal to zero then it is trivial or, equivalently, the
symmetries are determined by (ν + 1)-st weighted jet.
With all these constructions and terminology our Theorem 1 and Conclusion of
the previous subsection implies the following:
Corollary 1. For any k ≥ 3 there exists a rank 3 distribution on a (k + 4)-
dimensional manifold with degree of nonholonomy k such that the dimension of
its Lie algebra of infinitesmal symmetries is equal to Fibk+3+k + 6 and its local
symmetries are determined by (⌊(k + 1)2/4⌋ − 1)-st weighted jet.
The geometric constructions behind our models are briefly described in section 5
(for more details see [3]).
2. Partial Tanaka prolongations
By a partial Tanaka prolongation we mean any graded Lie algebra that satisfies the
first two properties in Definition 1 of the Tanaka prolongation, but not necessarily
the third condition (of maximality).
2.1. First partial prolongation. Define the first partial prolongation g′ of m as
follows:
g′ = 〈E0, E1, . . . , Ek〉+ 〈F0, F1, . . . , Fk〉+ 〈N〉+ 〈X〉;
[Ei, Fk−i] = (−1)
iN, i = 0, . . . , k;
[X,Ei] = Ei+1, [X,Fi] = Fi+1, i = 0, . . . , k − 1.
(2.1)
The degrees of additional basis elements are:
degE0 = 0;
deg Fi = k − 2− i, i = 0, . . . , k − 2.
(2.2)
It is easy to see that with these definitions g′ is a graded Lie algebra and for any
non-zero element u ∈ g′≥0 we have [X, u] 6= 0.
2.2. Second partial prolongation. Further, let
n = 〈E0, . . . , Ek, F0, . . . , Fk, N〉;
n−1 = 〈E0, . . . , Ek, F0, . . . , Fk〉, n−2 = 〈N〉;
Then n is the (2k + 3)-dimensional Heisenberg algebra and the subspace n−1 is en-
dowed with the line of symplectic forms (the canonical conformal symplectic struc-
ture on n−1), generated, for example, by the symplectic form σ given by
(2.5) [X, Y ] = σ(X, Y )N, ∀X, Y ∈ n−1.
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Hence the Lie algebra Der0(n) (with respect to the grading n = n−1⊕n−2) can be
identified with the subalgebra csp(n−1) of gl(n−1) consisting of all endomorphisms
preserving the canonical conformal symplectic structure on n−1.
Next, define
E = 〈E0, . . . , Ek〉, F = 〈F0, . . . , Fk〉.
Note that by (2.1) and (1.7), the subspaces E and F are Lagrangian with respect
to the symplectic form σ. In particular, σ defines the non-degenerate pairing of the
spaces E and F , and thus, induces the identification
(2.6) E
σ
∼= F ∗.
As the form σ is defined up to a multiplication by a nonzero constant, this identifi-
cation is also defined up to a multiplication by a nonzero constant.
Fixing the basis (E0, . . . , Ek, F0, . . . , Fk) in n−1 we have the following identification
csp(n−1) ∼=
{(
A+ λ C
B −A′ + λ
)
: A ∈ gl(k + 1,R), B = B′, C = C ′
}
.
Here for any (k+1)×(k+1) matrixX we denote byX ′ the matrix Jk+1X
tJ−1k+1, where
J is (k+1)× (k+1) matrix with the (i, j)-th entry equal to σ(Ei, Fj) = (−1)
iδi,k−j,
0 ≤ i, j ≤ k.
Let C be a rational normal curve in the projectivization of the space E such that
in the basis (E0, . . . , Ek) it is given by
C =
[
uk : uk−1v :
uk−2v2
2!
: · · · :
vk
k!
]
.
Note that the operator adX , which acts on E by adX(Ei) = Ei+1 for i = 0, . . . , k−1,
is an infinitesimal symmetry of C, that is the one-parametric group {exp(ad tX) :
t ∈ R} preserves C for all t ∈ R.
It is well-known (see, for example [5]) that the symmetry group of C, is isomorphic
to PGL(2,R) irreducibly embedded into PGL(k + 1,R). Denote by gl(2,R) the
corresponding subalgebra of gl(E) = gl(k + 1,R).
Denote by I2(C) ⊂ Sym
2E∗ the space of all homogeneous polynomials of degree
2 on E vanishing on C. By constructions, I2(C) ⊂ Sym
2E∗ is a gl(2,R)-submodule
of Sym2E∗. It is well known I2(C) is exactly the sum of all irreducible gl(2,R)-
submodules, except the top dimensional one, in the decomposition of Sym2E∗ into
the sum of all irreducible gl(2,R)-submodules (see [5, §11.3]). In other words, if Vk
denotes the (k + 1)-dimensional irreducible gl(2,R)-submodule, then
(2.7) Sym2E∗ =
⌊k/2⌋⊕
i=0
V2k−4i
and
(2.8) I2(C) =
⌊k/2⌋⊕
i=1
V2k−4i.
Note that by subspaces V2k−4i in equations (2.7) and (2.8) we mean the embeddings
of the corresponding abstract gl(2,R)-modules into the gl(2,R)-module Sym2E∗.
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Using (2.6) we can identify Sym2E∗ with the corresponding self-adjoint linear
maps from E to E∗ ∼= F . Then, using the grading on Hom(E, F ) ∼= E∗ ⊗ F
inherited from the grading on n ⊂ g′, we get that the highest weight vector (i.e. the
vector annihilated by the action of X on E∗ ⊗ F ) of the gl(2,R)-module V2k−4i in
the decomposition (2.7) has degree 2i − 2. Since degX = −1, this is the minimal
degree of elements in V2k−4i. This and (2.8) gives the following characterization of
I2(C):
Lemma 1. I2(C) coincides with the subspace of Sym
2E∗ ⊂ Hom(E, F ) spanned
by all gl(2,R)-submodules concentrated in non-negative degree with respect to the
grading on Hom(E, F ) inherited from the grading of n ⊂ g′.
Now define the second partial prolongation g′′ as follows:
g′′ = s⋉ n,
where s is the following subalgebra in csp(2k + 2,R):
{
s =
(
A+ λ Id 0
B −A′ + λ Id
)
: A ∈ gl(2,R), B ∈ I2(C), λ ∈ R
}
,
or shortly
s = gl(2,R)⊕ 〈Id〉 ⊕ I2(C).
Finally, note that by Lemma 1 we added only elements in non-negative degree
and that none of them commutes with g′′− = m. So, g
′′ is indeed a partial Tanaka
prolongation of m.
2.3. Second partial prolongation as symmetry algebra of a curve of sym-
plectic flags. Note that n is equipped with two different gradings: the first one is
inherited from the embedding n ⊂ g′ and the second one is the standard grading of
Heisenberg Lie algebra, that is n = n−1 ⊕ n−2 with the notation as in (2.4).
Proposition 1. Equip csp(n−1) with the first grading (i.e., the grading inherited
from the grading of n ⊂ g′). Assume that k ≥ 3. Then the subalgebra s is the largest
graded subalgebra s in csp(n−1) such that s− = 〈adX〉.
Proof. Let s′ be the largest among all graded subalgebras s in csp(n−1) such that
s− = 〈adX〉. Since the subalgebra gl(2,R) does satisfy this condition, we have
gl(2,R) ⊂ s′.
Consider now the action of gl(2,R) on csp(n−1). The algebra csp(n−1) is decom-
posed as an gl(2,R)-module into the direct sum of irreducible gl(2,R)-submodules.
Since s′− = 〈adX〉, it follows that, apart from gl(2,R) itself, all other gl(2,R) sub-
modules inside s′ must be concentrated in non-negative degree.
It is easy to see that the converse is also true. Indeed, the bracket of any such
two submodules is also concentrated in the non-negative degree, and hence the sum
of all such submodules forms a subalgebra. Note that
(2.9) csp(n−1) ∼= gl(E)⊕ 〈Id〉 ⊕ Sym
2E ⊕ Sym2 F,
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where, using the identification (2.6), Sym2 F is embedded into Hom(E, F ) and
Sym2E is embedded into Hom(F,E). Then it is easy to see that for k ≥ 3 the com-
ponent Sym2E in the decomposition (2.9) does not contain any irreducible gl(2,R)-
submodules concentrated in non-negative degree, the component gl(E) contains no
such submodules complementary to gl(2,R), and for Sym2 F (∼= Sym2E∗) we can
use Lemma 1. Hence s′ = gl(2,R) + 〈Id〉+ I2(C) = s. 
Remark 1. Using the first grading (i.e., the grading inherited from the grading of
n ⊂ g′), we can define the decreasing filtration {J i}k−1i=−k on the space n−1 from (2.3),
where J i is spanned by all elements in n−1 of first degree ≥ i. Note that J i is the
skew-orthogonal complement (with respect to the symplectic form σ) of J−i−1. In
particular, the skew-orthogonal complements of {J i}k−1i=−k form the same flag. A flag
satisfying the latter property is called symplectic. Let FX be the orbit of the flag
{J i}k−1i=−k under the action of the one-parameter subgroup {exp ad tX} ⊂ CSp(n−1).
Obviously, this is a curve of symplectic flags. It turns out (see [4]) that the algebra s
is isomorphic to the subalgebra in csp(n−1) consisting of all infinitesimal symmetries
of the curve FX .
3. Tanaka prolongation for the second grading via secant varieties
of rational normal curves
Recall that the Tanaka prolongation can be defined not only for negatively graded
Lie algebras, but also for non-positively graded Lie algebras. The only change that
we have to make in Definition 1 in the latter case is that in property (1) we require
that the non-positively graded part of the Tanaka prolongation coincides with the
original non-positively graded Lie algebra.
Now consider the Heisenberg algebra n with the standard grading n = n−1 ⊕ n−2
with the notation as in (2.4) and the algebra s as a subalgebra in Der0(n) ∼= csp(n−1).
Then n⊕ s it is the non-positively graded Lie algebra (with s being the component
with degree zero. Denote the Tanaka prolongation of n⊕ s by g(n, s) = ⊕i∈Zgi(n, s).
Now we calculate g(n, s), as it is crucial for the proof of our main Theorem 1 (see
Proposition 2 in section 4).
As above, let C be the rational normal curve in P k = P (E). Recall that the
r-th secant variety σrC is the Zariski closure of the union of all linear spaces in P k
spanned by collections of r + 1 points on C. In particular, σ0C = C and σ1C is the
closure of the union of all lines passing through two points on C.
Similar to defining C by quadratic polynomials from I2(C), it is well-known [6, 9]
that the secant varieties σrC can be defined as zeros of all polynomial of degree (r+2)
from Ir+2(σrC). The space Ir+2(σrC), in its turn, can be explicitly described by the
space of (linearly independent) maximal minors of the catalecticant (or Hankel)
matrix:
(3.1)


0! x0 1! x1 2! x2 . . . (k − r − 1)! xk−r−1
1! x1 2! x2 3! x3 . . . (k − r)! xk−r
...
...
(r + 1)! xr+1 (r + 2)! xr+2 (r + 3)! xr+3 . . . k! xk

 ,
where [x0 : x1 : · · · : xk] are homogeneous coordinates in P k with respect to the
basis (E0, . . . , Ek).
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In order to compute g(n, s) consider first the Tanaka prolongation g(n) of the
Heisenberg Lie algebra n. It is well known that it can be identified with the Lie
algebra of polynomial contact vector field on R2k+3, where the contact structure is
given as the annihilator of the following 1-form:
θ = dz +
1
2
k∑
i=0
(
xi dyi − yi dxi
)
.
All such contact vector fields Xf are parametrized by a single polynomial function
f(x0, . . . , xk, y0, . . . , yk, z) such that
(LXf θ) ∧ θ = 0, θ(Xf ) = f.
Here the first relation is means that the flow of Xf preserves the contact distribution
and the second relation is the normalization condition.
By direct computations, in the chosen coordinates
(3.2) Xf =
k∑
i=0
(
−
df
dyi
d
dxi
+
df
dxi
d
dyi
)
+ f
∂
∂z
,
where
(3.3)
d
dxi
=
∂
∂xi
+
yi
2
∂
∂z
,
d
dyi
=
∂
∂yi
−
xi
2
∂
∂z
, i = 0, . . . , k.
The Lie bracket of contact vector fields induces the bracket {f, g} of polynomials f, g:
X{f,g} = [Xf , Xg].
Explicitly, we have:
(3.4) {f, g} = f
∂g
∂z
− g
∂f
∂z
+
k∑
i=0
(
df
dxi
dg
dyi
−
dg
dxi
df
dyi
)
.
Now we identify g(n) with the space of polynomial functions f equipped with the
above Lie bracket. First, the Lie algebra n itself can be represented in the following
form:
(3.5)
n−2 = 〈1〉, n−1 = E ⊕ F, where
E = 〈y0, y1, . . . , yn〉, Ei = yi,
F = 〈x0, x1, . . . , xn〉 ∼= E
∗, Fi = (−1)
ixk−i.
Using standard formulas for the irreducible embedding of gl(2,R) into gl(k + 1,R)
(see [5, §11.1]) and (3.2), we get that the subalgebra s ⊂ g0(n) is represented as
follows:
(3.6)
s = 〈X = x0y1 + x1y2 + · · ·+ xk−1yk,
H =
k∑
i=0
(k − 2i)xiyi,
Y =
k∑
i=1
i(k + 1− i)xiyi−1,
Z1 = x0y0 + x1y1 + · · ·+ xkyk〉 ⊕ 〈Z2 = z〉 ⊕ I2(C),
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where I2(C) is represented by 2× 2 minors of the matrix
(3.7)
(
0! x0 1! x1 . . . (k − 1)! xk−1
1! x1 2! x2 . . . k! xk
)
.
Theorem 2. Assume k ≥ 3. Then
g(n, s) = g′′ +
[k/2]−1∑
r=1
Ir+2(σrC).
Proof. First, recall that given vector spaces V and W , and an arbitrary subspace L
of Hom(V,W ) ∼= V ∗ ⊗W , the (standard) first prolongation L(1) of L is a subspace
in Hom(V, L) = V ∗ ⊗ L such that:
(3.8) L(1) = {φ ∈ Hom(V, L) : φ(v1)v2 − φ(v2)v1 = 0, for all v1, v2 ∈ V }
or, shortly,
L(1) = (V ∗ ⊗ L) ∩
(
Sym2 V ∗ ⊗W
)
.
Here we treat both spaces in the right hand side are subspaces of V ∗ ⊗ V ∗ ⊗W .
Then one can define the standard i-th prolongation L(i) of L recursively by
L(i) :=
(
L(i−1)
)(1)
,
which also equivalent to:
(3.9) L(i) =
(
(V ∗)⊗i
)
⊗ L ∩
(
Symi+1 V ∗ ⊗W
)
.
Remark 2. By (3.9) the elements of L(i) can be identified with W -valued degree i+1
homogeneous polynomials on V such that all their partial derivatives of order k (in
the coordinate system on V with respect to any basis) belong to L (see [8, 10]).
Lemma 2. The standard r-th prolongation I2(C)
(r) of I2(C), considered as the sub-
spaces of Hom(E, F ) ∼= E ⊗E∗, coincides with Ir+2(σrC).
Proof. From the fact that I2(C) ⊂ Sym
2(E∗) and Remark 2 it follows immediately
that I2(C)(r) can be identified with the space of polynomials of degree r + 2 in
variables (x0, . . . , xk) such that all their r-th partial derivatives belong to I2(C). Let
us show that a polynomial F satisfies this property, if and only if F ∈ Ir+2(σrC).
Indeed, let F be such polynomial and let p0, . . . , pr be an arbitrary set of r + 1
points on C. Consider the linear map defining the embedding of the corresponding
secant space through the points p0, . . . , pr:
W : P r → P k, [z0 : z1 : · · · : zr] 7→ z0p0 + z1p1 + . . . zrpr.
Then F ◦W is a polynomial of degree r + 2 on P r that vanishes at (r + 1) points
[1 : 0 : · · · : 0], [0 : 1 : · · · : 0], . . . , [0 : 0 : · · · : 1] ∈ P r,
and, in addition, all its derivatives of degree ≤ r also satisfy this property. This
immediately implies that F ◦W = 0. Hence, F vanishes identically at σrC, and thus
belongs to Ir+2(σrC). Conversely, it is easy to see that if F ∈ Ir+2(σrC) then all its
first partial derivatives lie in Ir+1(σr−1C). By induction, this implies that all r-th
partial derivatives of F belong to I2(C). 
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By Lemma 2, to prove Theorem 2 it is sufficient to prove that
(3.10) gi(n, s) = I2(C)
(i), ∀i ≥ 1
We first prove (3.10) for i = 1, then for i = 2, and then by induction for i ≥ 3
1. Proof of the identity (3.10) for i = 1.
First, directly from definition of the Tanaka prolongation g1(n, s) can be identified
with the space of all degree 1 maps φ : n→ n⊕ s such that
φ(v1)v2 − φ(v2)v1 = φ([v1, v2]), for all v1, v2 ∈ n.
Taking into account (2.5), the last relation yields
(3.11) φ(v1)v2 − φ(v2)v1 = σ(v1, v2)φ(N), for all v1, v2 ∈ n−1
where, as before, σ represents the canonical symplectic structure on n−1 and N
generates n−2.
Further, I2(C)(1) can be naturally embedded into g1(n, s). Indeed if φ ∈ I2(C)(1) ⊂
Hom(E, F ), then by extending it to be equal to zero to F and 〈N〉 and using (3.8)
we obtain an element of g1(n, s), which defines the required embedding.
To prove the opposite inclusion it is sufficient to prove that for an arbitrary
φ ∈ g1(n, s), one has φ(N) = 0 and φ|n−1 takes values in I2(C).
Now analyze (3.11) separately in the following cases:
Case 1: v1, v2 ∈ F . Since the subspace F is Lagrangian with respect to σ we
get φ(v1)v2 = φ(v2)v1, which is exactly the equation for the standard prolongation
of the restriction of s to F . This restriction is equal to the image of the irreducible
embedding of gl(2,R) into gl(F ), because the restriction of any element of I2(C) ⊂
gl(n−1) to F is zero.
According to the result of Kobayashi–Nagano [7], the first prolongation of the
irreducible embedding of gl(2,R) is non-zero only if the dimension of the represen-
tation space does not exceed 3. In our case the lowest possible dimension of F is
equal to 4. Thus, we see that φ(v1)v2 = 0 for all v1, v2 ∈ F . In particular, this
implies that φ(F ) lies in R(Z1−Z2)+I2(C) (here Z1 and Z2 are as in (3.6)), because
the latter is exactly the subspace of all elements in s for which the restriction to F
is equal to 0.
Case 2: v1, v2 ∈ E. As E is also Lagrangian, we also get φ(v1)v2 = φ(v2)v1.
Considering this equation modulo F , we again get that φ(v1)v2 = 0 mod F . This
implies that φ(E) ⊂ R(Z1 + Z2) + I2(C).
Cases 1 and 2 above imply that φ can be decomposed as follows:
φ(f + e) = φ¯(f + ve) + α(f)(Z1 − Z2)/2 + β(e)(Z1 + Z2)/2,
∀f ∈ F, e ∈ E,
(3.12)
where φ¯ takes values in I2(C), α ∈ F ∗ and β ∈ E∗.
Case 3: v1 = f ∈ F , v2 = e ∈ E. We have:
φ(f)e− φ(e)f = σ(f, e)φ(N).
Considering this equation modulo F and taking into account that I2(C) vanishes on
F and sends E to F , we get:
α(f)e = σ(f, e)N mod F, for any f ∈ F, e ∈ E.
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As the dimensions of E and F are at least 4, for any f we can find a non-zero vector
e ∈ E such that σ(f, e) = 0. Hence, we see that α(f) = 0. In particular, this implies
that φ(N) ∈ F .
Let us now fix an arbitrary f ∈ F . From (3.12) we have φ(f) = φ¯(f). Let us
prove that φ¯(f) = 0. Indeed, we have
φ¯(f)e = σ(f, e)φ(N) + β(e)f, for any e ∈ E.
The element φ¯(f) lies in I2(C), while the right-hand side defines a certain linear
map from E to F , which has rank ≤ 2. However, from the description of I2(C) as
maximal minors of the Hankel matrix (3.7) it follows that the space I2(C) does not
contain any non-zero elements of rank 2 or less. Thus, we get φ¯(f) = 0 and φ(N) is
proportional to f . As f can be arbitrary and the dimension of the subspace F is at
least 4, this implies that φ(N) = 0 and β = 0.
Hence, φ takes values in I2(C) and, thus, g1(n, s) coincides with I2(C)(1), as desired.
2. Proof of the identity (3.10) for i = 2. Here we again consider g(n, s) as a
subalgebra of the algebra of contact vector fields or the algebra of polynomials with
respect to the brackets given by (3.4). Denote x = (x0, . . . , xk), y = (y0, . . . , yk). In
this description gi(n, s) can be recursively identified with the space of homogeneous
polynomials g(x,y, z) of weighted degree i + 2 ≥ 4, where the weight of variables
xi and yi is 1 and the weight of z is 2, such that the polynomials {xi, g} and {yi, g}
belong to gi−1(n, s) for all i = 0, . . . k.
For i = 2 a homogeneous polynomial g of weighted degree 4 has the form
(3.13) g = Q0(x,y) +Q1(x,y)z +Q2z
2,
where Q2 is constant, Q1(x,y) is a quadratic polynomial, and Q0(x,y) is homo-
geneous polynomial of degree 4 and by part 1 we have g ∈ g2(n, s) if and only
if
(3.14) {xj, g} ∈ I2(C)
(1), {yj, g} ∈ I2(C)
(1), ∀j = 0, . . . k
From (3.4) and (3.3) it is easy to show that
(3.15) {xj , g} =
∂g
∂yj
+
xj
2
∂g
∂z
, {yj, g} = −
∂g
∂xj
+
yj
2
∂g
∂z
, ∀j = 0, . . . k.
Applying (3.15) to g as in (3.13) we get:
(3.16)
{xj, g} =
∂Q0
∂yj
+
∂Q1
∂yj
z +
xj
2
(Q1 + 2Q2z) =(
∂Q0
∂yj
+
xj
2
Q1
)
+
(
∂Q1
∂yj
+Q2xj
)
z,
(3.17)
{yj, g} = −
∂Q0
∂xj
−
∂Q1
∂xj
z +
yj
2
(Q1 + 2Q2z) =(
−
∂Q0
∂xj
+
yj
2
Q1
)
+
(
−
∂Q1
∂xj
+Q2xj
)
z.
Recall that all elements of I2(C)(1) are polynomials in x. Therefore from (3.14) it
follows that the polynomial factors near z in the last two equations must vanish,
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i.e.,
(3.18)


∂Q1
∂yj
+Q2xj = 0
−
∂Q1
∂xj
+Q2yj = 0
Differentiating the first equation in (3.18) with respect to xj and the second equation
with respect to yj, summing up the results, and using that Q2 is constant, we get
that Q2 = 0. This in turn implies that
∂Q1
∂xj
=
∂Q1
∂yj
= 0 for every j = 0, . . . k. Since
Q1 is a quadratic polynomial, we get that Q1 = 0.
Substituting Q1 = Q2 = 0 into (3.16) and (3.16) -(3.17)
(3.19)
∂Q0
∂xj
,
∂Q0
∂yj
∈ I2(C)
(1) for any j = 0, . . . , k.
Hence, first, Q0 is independent of y and second, using Remark 2, we get that
g = Q0(x) belongs to I2(C)(2). So, we proved that g2(n, s) ⊂ I2(C)(2). The opposite
inclusion is obvious, so we proved (3.10) for i = 2.
3. Proof of the identity (3.10) for i ≥ 3. We make the proof by induction. Assume
that (3.10) holds for all 1 ≤ r < i and prove it for i. If g ∈ gi(n, s), then
g =
[ i
2
]+1∑
r=0
Qr(x,y)z
r,
where Qr(x,y) are homogeneous polynomials of degree i+2−2r. Further, note that
the constant polynomial 1 has weight −2 in algebra g(n). Therefore using (3.4), the
grading condition in the algebra g(n), and he induction hypothesis we get that
{1, g} =
∂g
∂z
∈ gi−2(n, s) = I2(C)
(i−2)
In particular, ∂g
∂z
depends on x only. Consequently g has the form
g = Q0(x,y) +Q1(x)z
From this and (3.15) it follows that for every j = 0, . . . , k
{xj , g} =
∂Q0
∂yj
+
xj
2
Q1,
{yj, g} = −
∂Q0
∂xj
−
∂Q1
∂xj
z +
yj
2
Q1.
Then from (3.21), using that {yj, g} ∈ gi−2(n, s) = I2(C)(i−1) by the induction
hypothesis, and in particular that {yj, g} depends on x only, we get that
∂Q1
∂xj
= 0
for every j = 0, . . . , k and so Q1 = 0. Consequently, from this and formula (3.20) it
follows that
∂Q0
∂xj
,
∂Q0
∂yj
∈ I2(C)
(i−1).
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Using the same arguments as after relation (3.19), we conclude that g = Q0(x)
belongs to I2(C)(i). So, we proved that gi(n, s) ⊂ I2(C)(i). The opposite inclusion is
obvious, so we proved (3.10) for i, which concludes our proof of (3.10) by induction
and therefore, by Lemma 2, the proof of Theorem 2. 
4. End of Proof of Theorem 1: the same Tanaka prolongation for
different gradings
Proposition 2. For k ≥ 3 the Tanaka prolongation g(m) of the graded nilpotent Lie
algebra m coincides (as abstract Lie algebra) with the Tanaka prolongation g(n, s)
of the non-positively graded Lie algebra n⊕ s.
Remark 3. Note that these two Lie algebras g(m) and g(n, s) have different gradings,
and the proposition states that they only coincide as abstract Lie algebras. In fact,
as we shall see in the proof, they also coincide as bi-graded Lie algebras, if we take
into account both gradings.
Proof. Consider first the Lie algebra g(n, s) and equip it with the second grading
inherited from the grading of g′ as specified in (1.3) and (2.2). This turns g(n, s)
into a bi-graded Lie algebra:
g(n, s) =
⊕
i,j
gi,j(n, s).
Identifying g(n, s) with the polynomials in x,y, z as given in the previous section and
in Theorem 2 and taking into account the grading of g′ given by (2.1)-(2.2) and the
identification (3.5), we get that g•,j(n, s) is spanned by homogeneous polynomials of
weighted degree j + 2, where the weight of xi is equal to i, the weight of yi is equal
to 2− i, and the weight of z is 2.
Let us now prove that g(n, s) ⊂ g(m). In order to do this, it is enough to show
that
(1) g•,−(n, s) = m;
(2) if u ∈ g•,j(n, s), j ≥ 0 is any homogeneous element and [u,m] = 0, then
u = 0.
Both statements immediately follow from the explicit description of g(n, s) given
in Theorem 2. With the above rule of determining the second grading of g(n, s), the
elements H , Z1, and Z2 from (3.6) belong to g0,0(n, s), and Y belongs to g1,1(n, s).
Finally, all the spaces Ii+2(σiC), i ≥ 0 are spanned by maximal minors of Hankel
matrices (3.1), which are weighted homogeneous polynomials in x of weighted degree
≥ 2, so that they belong to gr,j(n, s) with j ≥ 0. This proves property (1) above.
Property (2) follows from (3.5), (3.15), and the fact that all elements of non-negative
degree correspond to nonconstant polynomials.
Thus, g(n, s) is naturally embedded into g(m). Let us prove the opposite embed-
ding. From the second partial prolongation g′′ we know that ⊕i≤0gi(n, s) = n⊕ s is
naturally embedded to g(m). Let us construct a graded subalgebra g0 ⊂ g(m) which
satisfies the following three properties:
(P1) g(m) = n⊕ g0;
(P2) for any u ∈ g0 such that [u, n] = 0 we have u = 0;
(P3) if u ∈ g0 satisfies [u, n−i] ⊂ n−i for i = 1, 2, then u ⊂ s.
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By definition of g(n, s), this would guarantee that g(m) is embedded into g(n, s) and
would complete the proof.
For any integer l define gl(m) = ⊕i≥lgi(m). Let
(4.1) V0 = 〈X,E1, . . . , Ek, Fk−1, Fk〉+ g
0(m).
Note that the by (1.3) the subspace V0 is a hyperplane in g
0(m) and
(4.2) g0(m) = V0 ⊕ 〈N〉.
Consider an isotropy action of the subalgebra g0(m) on g(m)/g0(m) and let h be the
subalgebra of g0(m) that stabilizes the subspace V0.
Note that the first partial prolongation g′ (see (2.1)) is embedded into g(m) by
definition of the Tanaka prolongation. We see that
g′ ∩ g0(m) = 〈E0;F0, . . . , Fk−2〉.
As we have [E0, Fk] = N and [Fi, Ek−i] = ±N for k = 0, . . . , k−2, we see from (4.1)
and (4.2) that g′ ∩ h = {0}.
Lemma 3. We have g′ ⊕ h = g(m).
Proof. Let G be the simply connected Lie group that corresponds to the Lie algebra
g(m), and let G0 be the connected subgroup in G that corresponds to the subalgebra
g0(m). Consider the homogeneous space M = G/G0. Its tangent space ToM at the
point o = eG0 can be naturally identified with g(m)/g0(m). Let H be the subgroup
in G0 that stabilizes the hyperplane V0/g
0(m) in ToM . Then it is clear that h is
exactly the subalgebra that corresponds to this subgroup H .
Note that V0 contains the subspace
g−1(m)/g0(m) = (m−1 + g
0(m))/g0(m),
which, by definition of g(m), is stable with respect to the action of g0(m) and hence
G0. So, H is essentially the stabilizer of a fixed hyperplane in g(m)/g−1(m) or, equiv-
alently, a fixed point in the projectivization
(
g(m)/g−1(m)
)∗
. Since dim g(m)/g−1(m) =
k, the codimension ofH in G0 is at most k and its codimension in G is at most 2k+4.
But we have dim g′ = 2k + 4. Since g′ ∩ h = {0}, we see that g′ ⊕ h = g(m). 
Recall that n = 〈E0, . . . , Ek+1, F0, . . . , Fk+1, N〉 is a subalgebra in g′ and hence is
contained in g(m). Moreover g′ = n⊕ 〈X〉.
Hence, we see that
(4.3) g0 = h⊕ 〈X〉
is indeed a subalgebra in g(m) complementary to n, i.e. it satisfies property (P1)
above.
Let us prove that g0 satisfies property (P2). Indeed, let u ∈ g0 and [u, n] = 0.
First, prove that u ∈ h. Indeed, by (4.3) we can assume that u = h + cX for
some h ∈ h and c ∈ R. This implies that 0 = [h + cX,E1] = [h,E1] + cE2, i.e.
[h,E1] = −cE2. Since
(4.4) h ⊂ g0(m),
the latter equality implies that c = 0, so u ∈ h.
Hence, by inclusion (4.4) , Property (2) of Definition 1 of the Tanaka prolongation,
and the fact that m is generated by m−1 it follows that in order to prove that u = 0,
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it is sufficient to prove that [u,m−1] = 0. Recalling that m−1 = 〈X,E1, Fk−1〉 and
the fact that {E1, Fk−1} ⊂ n, it remains to prove that [u,X ] = 0. Assuming that
it is not the case, let u be a nonzero element of h of minimal weight (with respect
to the grading in g(m)) such that [u, n] = 0. Since [X, n] ⊂ n this will imply that
[[u,X ], n] = 0. Note that by assumptions [u,X ] 6= 0 and it has the weight one less
than u, which contradicts the minimality of the weight of u and completes the proof
of property (P2).
Now prove property (P3). Obviously, the space of all ad u, u ∈ g0, such that
[u, n−i] ⊂ n−i is a subalgebra of csp(n−1). Also, it contains adX and from the
splitting (4.3) and the fact that h ∈ g0 it follow that the space 〈adX〉 coincides with
the negative graded part of this subalgebra. This together with the maximality of
the algebra s implies property (P3) and completes the proof of Proposition 2. 
Finally, using the explicit description of the spaces Ir+2(σrC) in terms of maximal
minors of Hankel matrices, we get that dim Ir+2(σrC) =
(
k−r
r+2
)
, i.e. it is equal to the
number of maximal minors in matrix (3.1). Further, note that dim g′ = 2k + 4 and
so
dim g′′ = 2k + 8 + dim I2(σrC) = 2k + 8 = k + 6 +
2∑
i=0
(
k + 2− i
i
)
.
From the last formula, Theorem 2, and Proposition 2 it follows that
(4.5) dim g(m) = dim g(n, s) = k + 6 +
⌊k/2⌋+1∑
i=0
(
k + 2− i
i
)
Now recall that
⌊k/2⌋+1∑
i=0
(
k + 2− i
i
)
= Fibk+3,
because Fibn can be seen as the number of ordered integer partitions (i.e. composi-
tions) of n−1 by 1’s and 2’s. And the number of such compositions with summands
2 appearing exactly i times is equal to
(
n−1−i
i
)
. This together with (4.5) yields
dim g(m) = dim g(n, s) = k + 6 + Fibk+3 .
and hence identity (1.4).
Now let us prove the identity (1.5). As in the proof of Proposition 2, identify
gi(m) with the space of homogeneous polynomials in x, y, z of weighted degree
i + 2, where the weight of the variable xi is equal to i, the weight of the variable
yi is equal to 2 − i, and the weight of variable of z is equal to 2. Note that with
this rule all elements of gi(m) with i ≥ 2 are weighted homogeneous polynomials
in x0, x1, . . . , xk of weighted degree i+ 2. They are spanned by maximal minors of
Hankel matrices (3.1). As we will see in the next paragraph, for k ≥ 3 the maximal
weighted degree of such minors is greater or equal to 4. Hence, the maximal positive
nonzero ν for which gν(m) 6= 0 is equal to this maximal weighted degree minus 2.
Consider the case of even and odd k separately. If k ≥ 4 is even, then the minor
with maximal weighted degree corresponds to the determinant of the square Hankel
matrix (3.1) with r =
k
2
− 1 and it has the weighted degree equal to 2 + 4 + . . . k =
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(k + 2)k
4
=
⌊
(k + 1)2
4
⌋
≥ 6, which implies (1.5) for this case. If k ≥ 3 is odd, then
the minor with maximal weighted degree corresponds to the minor of the Hankel
matrix (3.1) with r =
k − 1
2
− 1, obtained by removing the first column. It has
weighted degree 1+3+ . . .+k =
(k + 1)2
4
≥ 4, which also implies (1.5) for this case.
This completes the proof of Theorem 1.
5. Geometry behind our models
In this section we briefly describe the original geometric constructions that led to
our models (for more detail, see [3]). The key point is that, with any bracket gen-
erating rank 3 distribution D on a (k + 4)-dimensional manifold M with dimD2 =
D + [D,D] of rank 6 one can naturally associate another geometric structure con-
sisting of a contact distribution ∆ on a (2k+3)-dimensional manifold Σ and a fixed
curve of symplectic flags in each ∆λ, λ ∈ Σ. The algebras of infinitesimal symmetries
of the original rank 3 distribution and the new structure are isomorphic.
In the case of the flat rank 3 distribution Dm with the Tanaka symbol m as in (1.3)
this curve of the symplectic flags on each fiber of ∆ coincides, up to a symplectic
transformation, with the curve FX defined in Remark 1. Taking into account that
the Tanaka prolongation g(m) is isomorphic to the algebra of infinitesimal symme-
tries of Dm, the Heisenberg algebra n is isomorphic to the Tanaka symbol of the
contact distribution ∆, and for k ≥ 3 the algebra of infinitesimal symmetries of FX
is isomorphic to s, we obtain the geometric justification of Proposition 2.
In more details, let, as before, D1 := D Assume that D2 is a distribution as well.
Denote by (Dj)⊥ ⊂ T ∗M , j = 1, 2 the annihilator of Dj, namely
(Dj)⊥ = {(p, q) ∈ T ∗qM | p · v = 0 ∀ v ∈ D
j(q)}.
Let pi : T ∗M 7→ M be the canonical projection. For any λ ∈ T ∗M , λ = (p, q),
q ∈M , p ∈ T ∗qM , let ς(λ)(·) = p(pi∗·) be the tautological Liouville form and σˆ = dς
be the standard symplectic structure on T ∗M .
Since dimD = 3, the submanifold D⊥ has odd codimension in T ∗M , and the
kernels of the restriction σˆ|D⊥ are non-trivial. Moreover, it is easy to see ([3]) that
on Σ̂ = D⊥\(D2)⊥ these kernels are one-dimensional. They form a characteristic
line distribution on Σ̂, which will be denoted by X̂ . This line distribution defines in
turn a characteristic 1-foliation Â on D⊥\(D2)⊥.
Now we define the same objects on the projectivization of D⊥\(D2)⊥. As ho-
motheties of the fibers of D⊥ preserve the characteristic line distribution, the pro-
jectivization induces the characteristic line distribution X on Σ = PD⊥\P(D2)⊥.
Similar to above, it defines the characteristic 1-foliation A on Σ, and its leaves are
called the characteristic curves of the distribution D.
The distribution X can be defined equivalently in the following way. Take the
corank 1 distribution on Σ̂ given by the Pfaffian equation ς|D⊥ = 0 and push it
forward under projectivization to Σ. In this way we obtain a corank 1 distribution on
Σ, which will be denoted by ∆˜. The distribution ∆˜ defines a quasi-contact structure
on the even dimensional manifold Σ and X is exactly the Cauchy characteristic
distribution of this quasi-contact structure, i.e. the maximal subdistribution of ∆˜
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such that
(5.1) [X , ∆˜] ⊂ ∆˜.
Fix a point λ0 ∈ Σ. Then locally the space of leaves of A is a well-defines smooth
manifold that will be called the characteristic leaf space and will be denote by N .
Let Φ: Σ → N be the canonical projection to the quotient manifold defined in
a neighborhood of λ0. By (5.1) the push-forward of ∆˜ by Φ defines the contact
distribution on N , which will be denoted by ∆.
In this way we obtain the following double fibration on Σ:
(5.2) Σ
pi
~~⑥⑥
⑥⑥
⑥⑥
⑥
Φ
  
❅❅
❅❅
❅❅
❅❅
M N
The double fibration (5.2) induces the additional structure on each fiber of the
contact distribution ∆ of the characteristic leaf space N . Namely, let J 0 be the
distribution of tangent spaces to the fibers of the fibration pi : Σ→M and for every
γ ∈ N define a curve
(5.3) λ 7→ J0γ (λ) = Φ∗(J
0(λ)), ∀λ ∈ γ.
In (5.3) γ is considered as the leaf of the characteristic foliation A. It is easy to see
([3]) that {λ 7→ J0γ (λ) : λ ∈ γ} is a curve of isotropic subspaces of ∆(γ) with respect
to the canonical conformal symplectic structure. Using operations of osculation and
skew-orthogonal complement, we can build the following symplectic flag of subspaces
of ∆(γ) from the curve (5.3):
(5.4) λ 7→
{
0 ⊂ · · · ⊂ J1γ (λ) ⊂ J
0
γ (λ) ⊂ J
−1
γ (λ) ⊂ · · · ⊂ ∆(γ)
}
, λ ∈ γ,
where the curve {λ 7→ J−iγ (λ), λ ∈ γ} is the i-th osculation of the curve (5.3) for
j ≥ 0, and J iγ(λ) is th skew-orthogonal complement of J
−i−1(λ) with respect to the
canonical conformal symplectic structure on ∆(γ). So the contact distribution ∆ on
N together with the curve of symplectic flags (5.4) on each fiber ∆ is exactly the
structure we mentioned in the first paragraph of this section.
Finally, if we implement the construction of this section to rank 3 distribution Dm
with constant symbol m as in (1.3), then it is easy to see that
(1) Σ can be identified with the simply connected Lie group G′ with the Lie
algebra isomorphic to g′ defined in (2.1);
(2) the characteristic line distribution is generated by the left invariant vector
on G′ corresponding to the element X ∈ g′;
(3) the leaf space N can be identified with the quotient of G′ by the subgroup
exp(ad tX). This quotient is isomorphic to the Heisenberg Lie group with
the Lie algebra n;
(4) the contact distribution ∆ is the left invariant distribution on N which is
equal to n−1 at the identity;
(5) the curve of symplectic flags (5.4) at the identity of the group N coincides
with the curve FX described in Remark 1, and the curve (5.4) at any other
point of N is obtained by left shifts in N .
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