Abstract. We consider finite dimensional Jordan superalgebras J over an algebraically closed field of characteristic 0, with solvable radical N such that N 2 = 0 and J/N is a simple Jordan superalgebra of one of the following types:
Introduction
In 1892, T. Mollien [1] proved that for any finite-dimensional associative algebra A with nilpotent radical N over the complex field there exists a subalgebra S ⊆ A such that S ∼ = A/N and A = S ⊕ N . This result was generalized in 1905 by J. H. Maclagan-Wedderburn [3] for all finite dimensional associative algebras over an arbitrary field. This result is known as the Wedderburn's Principal Theorem (WPT). Analogues of the WPT were proved for finite-dimensional alternative algebras by R. D. Schafer [4] , and for finite-dimensional Jordan algebras by A. Albert, Penico, Askinuze, and Taft [5, 7, 8, 6] . Thus it is natural to try to extend this result to superalgebras.
In the case of finite dimensional alternative superalgebras A over a field of characteristic zero, Pisarenko [9] proved an analogue to the WPT. He proved that the theorem holds if some restrictions are imposed over summands in the semisimple superalgebra A/N . It was also shown with counter-examples that the restrictions are essential.
In the current paper, we consider finite dimensional Jordan superalgebras A over a field of characteristic zero with radical N such that N 2 = 0 and A/N is a
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simple Jordan superalgebra of one of the following types: Kac K 10 , Kaplansky K 3 , superform or D t .
The cases of simple quotients of the types K 10 , superform, D t , K 3 are considered. It's proved that a Wedderburn decomposition is possible with certain essential restrictions This paper is organized as follows. In Section 2, the basic examples of Jordan superalgebras are given. Sections 3-6 contain the proof of the Main Theorem. In Section 3, the necessary reductions are done. Sections 4-6 are devoted to prove of theorem. Section 7, the main theorem is enounced.
Note that the cases M n|m (F) (+) and Josp n|2m (F), are considered in [19] and [20] respectively. The other cases, when J/N is isomorphic to JP n (F), Q n (F) (+) , K 3 ⊕ K 3 ⊕ · · · ⊕ K 3 ⊕ F · 1, and Kantor superalgebra, are to be considered in the next paper.
We also stress that the Main Theorem implies that the second cohomology group H 2 (J, N ) is not trivial for some simple Jordan superalgebra J and some irreducible J-superbimodule N . This gives one more subject of interest to be considered in future papers.
Jordan superalgebras, definition and some examples
Throughout the paper, all algebras are considered over an algebraically closed field of characteristic zero F.
Recall that an algebra A is said to be a superalgebra if it is a direct sum A = A 0 ∔ A 1 of vector spaces satisfying the relation A i A j ⊆ A i+j(mod 2) , i.e. A is a Z 2 -graded algebra. For an element a ∈ A i , i = 0, 1, the number |a| = i denotes a parity of a.
Let Γ = alg 1, e i , i ∈ Z + |e i e j + e j e i = 0 be the Grassmann algebra. Then Γ = Γ 0 ∔ Γ 1 , where Γ 0 and Γ 1 are the spans of all monomials of even and odd lengths, respectively. It is not difficult to see that Γ has a superalgebra structure.
For a superalgebra A = A 0 ∔ A 1 , we define the Grassmann envelope of A as follows: Γ(A) = Γ 0 ⊗ A 0 ∔ Γ 1 ⊗ A 1 . Assuming that M is a homogeneous variety of algebras. The superalgebra A is said to be an M-superalgebra if the Grassmann envelope Γ(A) lies in M. Following this definition, one can consider associative, alternative, Lie, Jordan, etc. superalgebras.
We recall that an algebra J is said a Jordan algebra if its multiplication satisfies the identity ab = ba of commutativity and the Jordan identity (a 2 b)a = a 2 (ba). In this paper, we consider algebras over a field characteristic zero. Thus, the Jordan identity is equivalent to its complete linearization
((ac)b)d + ((ad)b)c + ((cd)b)a = (ac)(bd) + (ad)(bc) + (cd)(ba).
An associative superalgebra is just a Z 2 -graded associative algebra, but it is not the case in general terms. It is easy to see that a Jordan superalgebra it is not a Jordan algebra. One can verify that a superalgebra J = J 0 ∔ J 1 is a Jordan superalgebra iff it satisfies the superidentities a i a j = (−1) ij a j a i , (2.1) ((a i a j )a k )a l + (−1) l(k+j)+kj ((a i a l )a k )a j + (−1) i(j+k+l)+kl ((a j a l )a k )a i = = (a i a j )(a k a l ) + (−1) l(k+j) (a i a l )(a j a k ) + (−1) jk (a i a k )(a j a l ) (2.2) for homogeneous elements a t ∈ J t , t ∈ {i, j, k, l}.
We stress that, in view of the restriction on the characteristic of ground field, superidentity (2.1) yields that the Jordan superalgebra J = J 0 ∔ J 1 is a (Z 2 -graded) Jordan algebra iff (J 1 ) 2 = 0.
Throughout the paper, we denote by ∔ a direct sum of vector space, by + denote a sum of vector space and by ⊕ we denote a direct sum of superalgebras.
Some examples of Jordan Superalgebras.
Let A be an associative superalgebra with multiplication ab. We define on the vector space A a new multiplication a
It is not hard to verify that A gains a structure of Jordan superalgebra with respect to the defined multiplication. We denote this superalgebra by A (+) .
C.T.C Wall [14] proved that every associative simple finite-dimensional superalgebra over an algebraically closed field F is isomorphic to one of the following associative superalgebras:
where
(I) Applying the multiplication "•" to the associative superalgebras Q n (F) and M n|m (F), we get the Jordan superalgebras Q n (F) (+) and M n|m (F) (+) respectively.
(II) Let A be an associative superalgebra. A graded linear mapping * : A −→ A is called superinvolution if (a * ) * = a and (ab)
denote the set of symmetric elements of A relative to * . Then H(A, * ) is a Jordan superalgebra such that H(A, * ) ⊆ A (+) .
Let I n , I m be the identity matrices of order n and m respectively, t be the transposition and
Consider linear mappings
Osp :
given by
It is easy to check that Osp and σ are superinvolutions and its Jordan superalgebras are H(M n|2m (F), Osp) and H(Q n (F), σ). We denote these superalgebras by Josp n|2m (F) and JP n (F) respectively.
One also may consider the following Jordan superalgebras.
with nonzero products given by e 2 i = e i , e i x = xe i = 1 2 x, e i y = ye i = 1 2 y, xy = −yx = e 1 + te 2 . The superalgebra D t is simple for t = 0.
(IV) The non unital 3-dimensional Kaplansky superalgebra K 3 = F·e∔(F·x+F·y), with nonzero products ex = xe = 1 2 x, ey = ye = 1 2 y, xy = −yx = e. The superalgebra K 3 is simple.
(V) Let V = V 0 ⊕ V 1 be a vector superspace. We say that a bilinear mapping f : V × V −→ F is a superform if f is symmetric over V 0 , skew-symmetric over V 1 , and satisfies f (V 0 , V 1 ) = 0. Consider a superalgebra J = (F · 1 ⊕ V 0 ) ∔ V 1 with the unit 1 and the multiplication v · w = f (v, w) · 1, (v, w ∈ V ). If f is a non-degenerate superform and dim V 0 > 1, then J is a simple Jordan superalgebra.
(VI) The introduced by Kac 10-dimensional superalgebra K 10 is a simple Jordan superalgebra. A detailed description of K 10 is given in Section 4.
(VII) I. Kantor [11] defined a simple Jordan superalgebra structure in the finitedimensional Grassmann algebra generated by e 1 , . . . , e n . V. Kac [10] , proved that every simple finite-dimensional Jordan superalgebra over F is isomorphic to one of the superalgebras M n|m (F)
, a superalgebra of superform or a Kantor superalgebra.
A J-superbimodule M = M 0 ∔ M 1 is called a Jordan superbimodule if the corresponding split null extension E = J ⊕ M is a Jordan superalgebra [?] . Recalling that the split null extension is a direct sum J ⊕ M of vector spaces with a multiplication that extends the multiplication in J through the action of J on M, while the product of two arbitrary elements in M is zero.
Let M be a J-superbimodule. The opposite superbimodule 
op is a Jordan one as well.
Let A = J as a vector superspace and let am, ma with m ∈ J, a ∈ A be the products as defined in the superalgebra J. It is easy to see that A has a natural structure of J-superbimodule. We call A a regular superbimodule.
The irreducible superbimodules over the Jordan superalgebras of superform,
, were classified by C. Martinez and E. Zelmanov [17] . E. Zelmanov, C. Martinez and I. Shestakov [18] , classified the irreducible superbimodules for Jordan superalgebras Q n (F) (+) . Irreducible superbimodules for
Jordan superalgebra D t and K 3 were classified by C. Martinez and E. Zelmanov [16] and independently by M. Trushina in [15] . C. Martinez and I. Shestakov [?] , classified the irreducible superbimodules over the Jordan superalgebra M 1|1 (F) (+) and Shtern classified the irreducible superbimodules over Jordan superalgebras of type K 10 , and Kantor superalgebra γ(e 1 , . . . , e n ), n ≥ 4 [13] .
The Peirce decomposition Recall, that if J is a Jordan (super)algebra with unity 1, and {e 1 , . . . , e n } is a set of pairwise orthogonal idempotents such that 1 = n i=1 e i , then J admits Peirce decomposition [17] , it is
where J ii = { x ∈ J : e i x = x, } and J ij = { x ∈ J : e i x = 1 2 x, e j x = 1
Let J be a unital Jordan superalgebra of dim J = n. Assume that for any unital Jordan superalgebra of dimension less that n the WPT is true. A base for induction is dim F J = 1, J = F · 1. 
Since the inverse inclusion is obvious, we have the equality
Now by the Zelmanov Theorem [12] , in the case of characteristic zero, it is sufficient to prove the WPT for unital finite dimensional Jordan superalgebras J satisfying one of the following conditions:
, where K 3 is the Kaplansky superalgebra. 
Then if WPT is true for all superalgebras B ∈ K(M, J) with the restriction that the radical N (B) is an irreducible J-superbimodule, then it is true for all superalgebras A from K(M, J).
Proof. We use the induction on dim A. The base of induction is provide by the case dim A = dim J, so A = J, N (A) = 0. Assume that the theorem is true for all Jordan superalgebras B ∈ K(M, J) with dim B ≤ dim A. Let us set by N = N (A). If N is an irreducible J-superbimodule, then the theorem is true by the conjecture. Suppose that N is not irreducible, then let us take a minimal J-superbimodule M contained in N . Since that A is unital JM = AM = M, therefore N is irreducible. Observe that N /M = 0, otherwise N = M would be irreducible. We see that
Since A/N is semisimple, we have that
Therefore there exists a subsuperalgebra S ⊆ A/M such that S ∼ =
and A/M = S ⊕ N /M. By the main theorems on homomorphisms, there is a subsuperalgebra S ⊆ A such that M ⊆ S and S/M ∼ = S ∼ = A/N ∼ = J. We observe that S ∈ K(M, J) and N (S) = M is an irreducible J-superbimodule. By the assumption, WPT is true for S, hence there is a subsuperalgebra S 1 ⊆ S ⊆ A, such that
Let V 1 , . . . , V k be irreducible J-superbimodules, and J be a simple Jordan superalgebra. Let M(J; V 1 , . . . , V k ) = {V / V is a J-superbimodule, doesn't containing amoung its irreducible subsuperbimodule any copy isomorphic to one of the superbimodules V 1 , . . . , V k } It is clear that M is closed with respect to taking of subsuperbimodules and homomorphic images. Thus it satisfies the conditions of Theorem 3.3.
In each section, we assume that A is a finite dimensional Jordan superalgebra over F, with radical N and such that N 2 = 0, A/N ∼ = J, where J is a simple Jordan superalgebra and N is an irreducible J-superbimodule. Moreover, if b 1 , b 2 , . . . , b n is an additive base of J 0 , then we assume that b 1 , b 2 , . . . , b n is an additive base of 
In each case we can assume that a · n = an, where a ∈ A 0∪ A 1 , a ∈ J 0∪ J 1 , n ∈ N 0∪ N 1
Kac superalgebra
In this section, we consider the 10-dimensional Kac superalgebra
, and all nonzero products of the basis elements are the following
(4.2)
The zero characteristic of the ground field implies that K 10 is a simple Jordan superalgebra. Consider the regular superbimodule over K 10 , Reg (K 10 ) and assume that a ↔ e, b ↔ f , u i ↔ v i , m j ↔ x j , and n j ↔ y j for i = 1, 2, 3, 4, j = 1, 2, thus
Lemma 4.1.
Proof. Firts prove e x 1 = 1 2 x 1 . To start, we can assume that there exist scalars λ 
Combining the above equality with
e , we have Similarly one can prove the equalities 
Thus, combining the above observation with (4.5), we obtain the equality
Using the fact that n 1 and n 2 are linearly independent, we obtain λ
Thus we obtain λ
Similarly, we obtain λ 
Therefore we have λ 
Proof. We can assume that there exist Λ 
xy and x 2 · y 2 = e − 3 f + Λ 22 xy .
We assume that there exist η u 4 for i, j ∈ {1, 2} and t ∈ {x, y, xy}. (2.2) and using (4.4); we have ((
Therefore, η x12 u2 = 0. In the same way one can prove that η x12 u4 = η x12 u3 = 0, thus
Similarly, we obtain that
Since (4.4) and replacing a i = x 1 , a j = x 2 and a k = a t = v 2 in (2.2), we obtain
Replacing (4.7) and its equivalent for y 1 · y 2 in (4.8), we obtain 2
= 0. Similarly to above case we obtain η xy21 u1
Let a i = x 1 , a j = y 1 , and a k = a t = v 1 in (2.2). Using the products in S 0 and (4.4), we obtain ((
From the above equality, it is easy to see that η . Thus we have that
Let a i = x 1 , a j = x 2 and a k = a t = wty 1 in (2.2), hence
).
If we take a i = x 1 , a j = y 1 , a k = x 2 and a t = y 2 in (2.2), we obtain η Proof. Recall that A. S. Shtern [13] proved that any irreducible Jordan superbimodule over K 10 is isomorphic to Reg (K 10 ). ByTheorem 3.3, we only need to consider this case. By Lemma 4.2, we can assume that there exists α ∈ N such that (4.10)
By Lemma (4.3), there is a β ∈ F such that x i = x i + β m i and y i = y i + β n i . It is easy to verifies the following equalities (4.11)
Using (4.10) and (4.11), we get
and y 1 · y 2 = v 2 if and only if, 2β = α. This equality has always a solution. Therefore the WPT holds in the case under consideration.
Jordan superalgebra of superform.
In this section we use the classification of irreducible J-bimodules obtained by E. Zelmanov and C. Martinez in [17] , where J = J(V, f ) = (F·1 ⊕ V 0 )∔ V 1 be a Jordan superalgebra of nondegenerate super-symmetric superform f on a superspace V.
We may assume that dim V 1 > 1. Let v 1 , . . . , v n be an f -orthonormal basis of V 0 , i.e. f (v i , v i ) = 1, f (v i , v j ) = 0 for i = j, i, j = 1 . . . , n. Let w 1 , . . . , w 2m be a basis of V 1 such that f (w 2p−1 , w 2p ) = 1, 1 ≤ p ≤ m, and all the other products of basis elements are zero.
We know that all products v
2m form a basis of C, where i 1 , . . ., i n ∈ {0, 1} and k 1 , . . . , k 2m are nonnegative integers and C denotes the Clifford superalgebra of V. Let C r be the subspace in C spanned by the products of basis elements of length at most r, and let J = (F·1+V 0 )∔V 1 be the Jordan superalgebra of superform f . Let a be an even vector, V ′ = V ⊕ F · a. We extend the superform
in the same way as C r in C.
In this section, for every element v
2m of the basis of C, we put into correspondence a pair (I, K), where I = (i 1 , . . . , i n ) is a n-tuple and K = (k 1 , . . . , k 2m ) is a 2m-tuple where i s , k t satisfies the above conditions. We write
Note that for any pair of elements η I,K , η I ′ ,K ′ ∈ C, the following relation holds η I,K = η I ′ ,K ′ if and only if I = I ′ , and K = K ′ . Thus every element of the basis of C has a unique representation in terms of (I, K). We denote
Let I, K be the following sets
Some relations in C (+) .
From symmetric product in superalgebra C + we have
..,kp+1−1,...,k2m)
for j = 1, . . . , n and p = 1, 3, . . . , 2m − 1. We note that a similar relation to (5.2) with some change of signs holds for even p. In this section, A 0 = (S 0 ⊕ N 0 ) and (
. We consider two cases for N .
5.1.
N is isomorphic to C r /C r−2 . Without loss of generality, we can take N 0 = vect F η I,K , |η I,K | = r, r − 1 and |K| is even , N 1 = vect F η I,K , |η I,K | = r, r − 1 and |K| is odd .
Using the notation introduced above, due to the equations (5.1) and (5.2), we have the following products:
Firts, we prove three lemmas.
Proof. Setting a i = w s , a j = a l = v i and a k = v j in (2.2), we have
we may assume that there exist some scalars ξ
Let ξ k (I,k) η I,K ∈ N 1 be a nonzero element and j = k, j, k ∈ {1, 2, . . . , n}. Using (5.3) and (5.5), we obtain the following relations: (a) If |η I,K | = r − 1 and i j = 1, then (ξ
From (a) -(d) and (5.5), we have
If we apply (5.5) to the obtained above equation for all j = k, we get (5.6)
Substituting a i by w s and a j = a k = a l by v k respectively in (2.2), we obtain
Applying (5.7) to (5.6), to get
Substituting a i , a j , a k , and a l by w s , v k , v j and v j respectively in (2.2), we have
Applying the obtained equality to (5.8), we have v k · w s = 0.
Lemma 5.2.
Proof. Since w p · w q ∈ E 0 , we can assume that there exist some scalars α
such that
where α p,q 0 is 0 or 1.
If we take a i = w p , a j = w q and a k = a l = v i in (2.2), and use Lemma 5.1, then we obtain (( w p · w q ) · v i ) · v i = w p · w q . Combining (5.9) in the stated before equality, we have 
Using statments (i) -(iv), we note that if |η| = r − 1 and i j = 1 for some j then the left part of (5.10) is equal to zero and, consequently, the right part is zero. Thus, in the right part of (5.10) the only terms of length r − 1 are of type w k1 1 · · · w k2m 2m . Now, if |η| = r and i j = 0 for some j then, v j · η = 0. Hence, every term of length r on the right hand side of (5.10) must contain every v j , but this is only possible if n is an odd integer.
We have thus proved
Lemma 5.3.
Proof. Let p ∈ {1, . . . , 2m} be a fixed integer. We assume that there exist some scalars ξ p (I,K) such that
Using Lemma 5.1, we have that w p · v j = 0, and therefore,
Let η = ξ I,K η I,K be a nonzero element in (5.12). We shall use atatments (i) -(iv) from Lemma 5.2. We note that If |η| = r − 1 and i j = 1, then η · v j = 0. Using (5.12) one can easily verify that if I = (1) then ξ (I,K) = 0. Therefore, we see that the only elements in (5.11) of lenght r − 1 are of type V (1) W K . Let |η| = r and i j = 1, then (η · v j ) · v j = η and therefore, if V I = 1, then ξ (I,K) = 0. Thus, the only elements of lenght r that are not zero on the right part of (5.12) are precisely those where i j = 0. As this is valid for every j, we have that the only elements of lenght r that appear in (5.11) are of type w k1 1 · · · w k2m 2m , with |K| = r. Thus, we have proved that
5.2.
N be isomorphic to u C r /u C r−2 , where r is an even integer and u is an even vector. Without loss of generality we can take
As in above case, one can easily verify that
Moreover, we have
Now, we note that there exist analogues to Lemmas 5.1, 5.2 and 5.3, implying the following equalities
We shall prove the following theorem 
Proof. By Theorem 3.3 it suffices to prove the theorem when N is irreducible. So, by Theorem 7.7 in [17] we only need to consider the two cases. Using Lemma 5.1, we have w p · v i = 0 for i = 1, . . . , n; p = 1, . . . , 2m. Let p be an odd integer. Due to Lemmas 5.2 and 5.3, we can assume that 
Combining the above equality with a linear independence property of the elements V I W K we have the following relations: .,kp+1,...,k2m) .
Let α p,q (0,St) W St be a nonzero element at the left part of (5.17), such that S t = (s 1 , . . . , s p−1 , s p , s p+1 , . . . , s n ) is a 2m-tupla, with |S t | = r − 1. We shall find a 2m-tupla S p+1 and S p−1 on the right part of (5.17), such that S t+1 = (s 1 , . . . , s p−1 , s p , s p+1 + 1, . . . , s n ) and S t−1 = (s 1 , . . . , s p−1 + 1, s p , s p+1 , . . . , s n ). We observe that
Applying similar arguments to above stated, and using (5.18), we have that for each
It is easy to see that the equations (5.17) and (5.18) are respectively equivalent to (5.19)
Using the linear independance of W K , V (1) W K and (5.19), for each t ∈ {1, . . . , 2m}, we have
Hence, we have a solvable linear equation system if r = n. We note that an analogous procceding is valid if r is an even integer.
Remark 5.5. By Lemmas 5.2 and 5.3, if n is an odd integer and r = n, then
We see that the system α 5.3. counter-examples to WPT for Jordan superalgebras of superform with radical C r /C r−2 and dim J 0 = r. Now we will show that the restrictions imposed in the Theorem 5.4 are essential, and we have two cases to consider: Case 1. Let n be an odd integer. Consider the superalgebra
All nonzero products of the basis elements of J are defined as follows v
We note that J/N = (F·1 + F·v 1 + · · ·+ F·v n )∔ (F·w 1 + · · ·+ F·w 2m ) is a Jordan superalgebra isomorphic to Jordan superalgebra of superform, N is isomorphic to C n /C n−2 .
If we assume that the WPT is valid for J, then, for i = 1, . . . , 2m there exists w i ∈ J 1 such that w i ≡ w i (modN 1 ), and w 2i−1 · w 2i = 1.
2m . Hence,
We observe that w 1 · w 2 = 1 if and only if
Using the fact that v 1 · · · v n and w Case 2 Let n be an even integer. Consider the superalgebra |K| is odd , where i 1 , . . . , i n are 0 or 1 and k i are nonnegative integers, |K| = k 1 + · · · + k 2m , |I| = i 1 + · · · + i n and |K| + |I| = n or |K| + |I| = n − 1.
All nonzero products of the basis elements of J are defined as follows
It is easy to verify that J/N is a Jordan superalgebra of superform and N ∼ = u C n /u C n−2 .
If we assume that the WPT is valid for J, then, for i = 1, . . . , 2m there exists w i ∈ J 1 such that w i ≡ w i (modN 1 ), and w 2i−1 · w 2i = 1, i ≥ 2.
By an analogous to Lemma 5.3, we have that
It is clear that In this section, we consider the Jordan superalgebra D t = (F · e 1 + F · e 2 ) ∔ (F · x + F · y), and Kaplansky,
We stress that D t is a simple Jordan superalgebra if t = 0. If t = 0, then D 0 contain K 3 . Unital irreducible superbimodules over D t and K 3 were classified by C. Martinez and E. Zelmanov in [16] and by M. Trushina in [15] . In this section, we shall use the examples, notations and ideas introduced by M. Trushina. We shall say that a module L with the basis l 0 , l 1 , . . . , l n is an irreducible sl 2 -module with standard basis l 0 , l 1 , . . . , l n if
By R a we denote the operator of right multiplication by a, we also denote it by the capital letter A. One can easily check that the operators
span the simple lie algebra sl 2 . In terms of operators above, it is easy to see that a superbimodule L with basis l 0 , l 1 , . . . , l n is an irreducible sl 2 -module with the standard basis l 0 , l 1 , . . . , l n if (6.1)
In terms of right multiplication operators, equality (2.2) may be written as follows:
Substituting a i = a k = x and a j = e 1 (respectively a i = a k = y and a j = e 1 ) in (6.2), we obtain [
, where E denote R e1 .
6.1. Jordan superalgebra D t . In this section, we shall prove the following theorem.
Theorem 6.1. Let A be a finite-dimensional Jordan superalgebra with a solvable radical N such that
Proof. Using 3.3 and the Theorem 1.1 in [15] , we need to consider three main cases.
Case 1 Let n be a positive integer and suppose t ∈ R, t = 0, 1, − n+2 n . We assume that where
, L n+2 , L n are the same as in Example 1 in [15] .
It is easy to see that E | N1 ≡ 
3)
where γ (ξ
2(1+t)(n+1) , we have that (6.6)
Note that fixing the ξ's in (6.4), we get (6.7) (1 + t) ,
such that the equality (6.6) holds.
Case 2. Let n be a positive integer,
. Consider the following cases:
where N 0 is the irreducible sl 2 -module with the standard basis l 0 , . . . , l n and N 1 is spanned by l 0 x, l 0 y, l 1 y, . . . , l n y. 
which gives rise to the system of equations
for k = 1, 2, . . . , n − 1. We note that the system (6.8) has always a solution.
(B) N ∼ = M(n + 1, n) where N 0 is the irreducible sl 2 -module with the standard basis l 0 , . . . , l n and N 1 is spanned by l 1 x, . . . , l n x.
As in the case (A), e i · x = 
which gives rise to the system of equations (6.9)
System of equations (6.9) has always a solution.
(C) Finally, if N ∼ = M(n 1 ), n 1 = n. This case is similar to Case (1), with the replacement of n by n 1 .
Case 3. Let t = 1. In this case, N is isomorphic to M(n) or to a 1-dimensional vector space with a generator m such that mx = mx = 0, me = It only remains to consider the case when N is isomorphic to a 1-dimensional vector space. The case when N ∼ = M(n) is similar to Case (1). In particular we take t = 1 in the equation (6.6). Now we shall consider two subcases:
(A) If m is an even vector, then N 0 = F·m. Assume that x·y = e 1 +t e 2 +ηm, for some η ∈ F Since N 1 = 0 we have x = x, y = y. Note that the equality x· y = e 1 +t e 2 holds if and only if η = 0. If we take a i = x, a j = y, a k = e 1 and a l = e 2 in the equalitie (2.2) we obtained, 0 = (( x · y)e 1 )e 2 = ((e 1 + te 2 + ηm)e 1 )e 2 = 1 4 ηm and therefore, η = 0, thus the WPT is valid.
(B) If m is odd vector. In this case N 0 = 0 and N 1 = F · m. Therefore, x · y = e 1 + t e 2 . Let x = x + β u m and y = y + β z m, hence x · y = e 1 + t e 2 is always solvable.
From Case (1) -(3), we conclude that it is possible to give some conditions for η u and η z ∈ N 1 , such that an analogue to WPT is valid under the Theorem conditions. 6.2. Jordan superalgebra K 3 . We shall proof the following theorem Theorem 6.2. Let A be a finite-dimensional Jordan superalgebra with solvable radical N , N 2 = 0 and such that A/N ∼ = K 3 . Then there exists a subsuperalgebra S ⊆ A such that A/N ∼ = S and A = S ⊕ N .
Proof. Since Theorem 3.3 and [15] , we have to consider two cases to know, N ∼ = Reg K 3 and N ∼ = M(n). But the second cases is analogous to case (1), for D t , one can obtain an analogue of equality (6.5) substituting t = 0. This gives rise to the system of equations equivalent to 6.7. Therefore, we consider N ∼ = Reg K 3 . Assume that (K 3 ) 0 ∼ = S 0 = F · e 1 and (K 3 ) 1 ∼ = A 1 /N 1 = F ·x + F ·ȳ, and N = F · f ∔ (F · u + F · z), where f ↔ e, u ↔ x, z ↔ y. Let x and y be some preimages ofx andȳ respectively and suppose that xy = e 1 + ηf for some η ∈ F. Let α, β, γ and δ scalars such that x = x + αu + βz and wy = y + γu + δz. We note that x · y = e 1 if and only if α + δ = η. and the equality is always solvable.
Remark 6.3. In the case of the Jordan superalgebra K 3 ⊕ F · 1 we have that the irreducible superbimodules are the same as the ones for the Jordan superalgebra K 3 . In general, for any algebra A there exist an isomorphism of category of superbimodules over A, (Bimod A) into category of unital superbimodules over A # , (Bimod A # ). Thus, the proof of the above theorem is also true if we substitute K 3
by K 3 ⊕ F · 1.
6.3.
Counter-examples to WPT for Jordan superalgebras of type D t , t = −1. Now we will show that restrictions imposed in Theorem 6.1 are essential. Let B = A ⊕ N be a superalgebra, where A 0 = F · e 1 + F · e 2 + F · a 1 + F · a 2 , A 1 = F · x + F · y + F · v + F · w, N 0 = F · a 1 + F · a 2 and N 1 = F · v + F · w. All nonzero products of the basis elements of B are defined as follows: for i = 0, 1. The products in (6.10) and (6.11) commute and anticommute respectively and t = −1.
One easily verifies that B is a Jordan superalgebra, and B/N is a Jordan superalgebra isomorphic to D t , t = −1, N ∼ = Reg D t and N 2 = 0.
Consider the product xy = e 1 + te 2 + αa 1 + βa 2 . Replacing a i = a k = x, a j = y and a l = e 1 in (2.2) we obtain ((xy) · x) · e 1 − 1 2 (xy) · x = 0, thus we have 1 + t + α + β = 0, later on α + β = −1 − t and therefore, B is a Jordan superalgebra.
If we assume that the WPT is valid for B, then there are x, y such that x ≡ x, y ≡ y (mod N 1 ) and x y = e 1 + te 2 , e i x = 1 2 x, e i y = 1 2 y. We note that x = x + σv and y = y + ωw. If x = x + σv + λw, using x 2 = 0, we obtain λxw = 0 and therefore λ = 0. Now x y = xy + σyv + ωxw = e 1 + te 2 + a 1 + (−2 − t)a 2 − σ(a 1 + ta 2 ) + ω(a 1 + ta 2 ) Therefore, 1 − σ + ω = 0 and (−2 − t) − σt + ωt = 0, later on ω − σ = −1 and 0 = (−2 − t) + t(ω − σ) = −2 − 2t, thus t = −1 and this is a contradiction.
Main theorem
Using the Theorems 4.4, 5.4, 6.1 and 6.2, we have the following theorem:
Theorem 7.1. Let A be a finite dimensional Jordan superalgebra with solvable radical N such that N 2 = 0 and A/N ∼ = J where J is a simple Jordan superalgebra.
We set M(J; N 1 , . . . , N t ) = { V /V is a J-superbimodule such that homomorphic images of V do not contain subsuperbimodules isomorphic to N i for i = 1, 2, . . . , t}, and M(J; N 1 , . . . , N t ) as an analogue of the class M(J; N 1 , . . . , N t ) for irreducible J-superbimodules N i . If one of the following conditions holds:
ii) J ∼ = K 3 ;
iii) J is a superalgebra of a superform with even part of dimension n such that N ∈ M(J; C n /C n−2 (n is odd), u · C n /u · C n−2 (n is even)); iv) J ∼ = D t , t = −1, N ∈ M(D t ; Reg D t ); then there is a subsuperalgebra S ⊆ A such that S ∼ = J and A = S ⊕ N , the restrictions of items iii) and iv) are essential.
