Abstract
Let A denote the abundance matrix in which the element a ij is the true abundance of transcript j in sample i, C the read count matrix in which the element c ij represents the read count of transcript j in sample i. The total read counts of row C i is the sequencing depth (or library size) of sample i, M i = j c ij . Let A rel denote the relative abundance matrix, of which the element a Since references are constant across samples, their sum is also constant.
Thus, the equation (6) 
149
For simplicity, feature abundance is treated as condition-specific constant, that is, assum-
150
ing biological (and technical) variance to be 0. With this simplification, the reference features are absolute constants, i.e.
153
T
Since read counts depends on true abundance T , sequencing depth M , and transcript
Similarly with condition j,
From Eq. (8) and (9), it is true that
Remark (1). If u and v are both reference features, their read counts are linearly correlated.
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Graph-based normalization for RNA-seq
u is differential, v is reference (or vice versa)

162
Equivalently,
With similar operation, the observed relation between u and v in each condition are
Remark (2). If u is a differential feature and v is a reference one (or vice versa), their read 169 counts are not linearly correlated. Equivalently,
Linear correlation in this case requires that read count matrix C R , is the normalized sum of the singular values except the first one. 
Practical considerations
205
The outline in Listing 1 is in fact not efficient enough for realistic data. First, the construction be eliminated with a non-zero filter. to construct the benchmark data as illustrated in Figure 2B . In these data, the ERCC spike
233
RNAs serve as reference features, while the differential features are emulated by genes known 234 to participate in signal transduction pathways (REACTOME accession R-MMU-162582
235
[6]). This choice of differential genes aims to ensure that the benchmark data (1) 
Performance on benchmark data
243
It follows from the derivation that if the quantitation step has accounted for all the unwanted 244 biases, such that read counts are distributed proportionally to relative abundance, we should In comparison with a state-of-the-art method, TMM [13] , srms deviation of graph-based 275 normalization (gbnorm) is always lower, and the distributions of srms deviation showed a 276 distinctively better performance on the benchmark data. 
Performance on real data
278
The best setting of the above procedure, i.e. graph built with PCC on read counts without 279 any transformation, was applied on the full data set of 71 samples × 69691 genes, resulting 280 in 23 references. If these genes are references is the full set, they are also references in 281 any subset of samples and can be used to normalize these subsets. To evaluate the quality 282 of this method on the real data, we used the full spiked set which has both internal and 
