Introduction
The photorealistic modeling of large-scale scenes, such as urban structures, has received significant attention in recent years [9] . Outdoor urban environments are complex due to the variability of objects (such as buildings, people, cars, street level structures, roadways, curbs, etc. -see Fig.  1 ), occlusions, partial views, multiple resolutions and noise. On the other hand, indoor scenes face similar challenges due to clutter, significant occlusions as well as variability of materials (such as glass or metal). One of the most significant problems is that of segmentation and classification from 3D laser range data. Time-of-flight laser scanners acquire 3D points sequentially. In that set-up, it makes sense to develop classification techniques that operate on-the-fly, as data is being acquired. Even in the case of other scanner technologies, real-time classification through fast sequential techniques is desirable. Important applications include augmented reality, and scene understanding for robotics.
In this work we develop a system for the sequential classification of 3D points captured by a range scanner, by introducing a novel hierarchical framework which consists of various low-complexity change-detection algorithms. A change detector is defined as a method that distinguishes between two states from a stream of observations. In our previous work [15] , it was shown how the basic format of the CUSUM/SPRT change-detection algorithms (to be defined in Sec. 4) could be used to build a toolbox of useful sequential classifiers. In the current paper, we introduce a novel hierarchical classification framework by extending this basic scheme. This results in a robust and efficient set of routines for online classification.
Hierarchical information processing is ubiquitous and has proven very useful in artificial intelligence, particularly in the field of neural networks. With this in mind, we explore the idea of building a hierarchy of change detectors. Within this framework, while the first layer of processing may involve detecting changes in distribution directly on the sensor output, subsequent layers of the hierarchy receive input in the form of alarms emitted by change detectors lower in the hierarchy. We are classifying points acquired by a 3D range scanner into one of the categories {vegetation, vertical, horizontal, curb}. Note that the location of curbs can be used for identifying drivable terrain and can serve as a cue for the identification of other objects of interest. This procedure can be adapted for detection of various step-like changes (such as stairs for instance).
In the next section we review related work. Then in Sec. 3 we provide an overview of our system. Sec. 4 describes the basic CUSUM and SPRT hypothesis testing procedures. Secs. 5 through 7 go into more detail about the components of our system, and in Sec. 8 we discuss the complexity of the algorithm. Finally, in Sec. 9 we present experimental results on a collection of 3D urban scenes. 
ij (a), the SBIJ statistic (b) is computed in an online-fashion and then fed into a second layer CUSUM, giving the out classification in (c).
Related work
Classifying different types of objects has received a great deal of attention in recent years [3, 10, 2, 15] . Most work in 3D vision is based on the detection of features and the use of machine learning techniques for classification in an offline fashion. In [4] , urban objects are segmented and classified by comparing them to annotated examples using shape and contextual features. In the early work of [6] , spin-image features are used for the recognition of objects in cluttered scenes. In [3] , the Maximum Margin Associative Markov Networks for point cloud labeling were introduced. [19] extended it with more classifiers, while [8] generalized it to high-order Markov Random Fields (MRFs) using the Functional Boosting method. [20] presents a multi-stage inference procedure that uses point cloud statistics to learn relational/contextual information between classes, while [12] presents message-passing methods for classification. The technique is applied to point cloud classification and 3D surface estimation from single images. The work of [17, 18] involves the recognition based on keypoints, while [14] provides a comparison of various 3D keypoint descriptors (such as [13] ) within the context of classification.
However, these techniques assume that the data becomes available all at once, as opposed to sequentially. Online detection techniques have been used in 3D Computer Vision but mainly in the context of a moving car [7, 16] , where rough object types need to be identified for determination of drivable vs. non-drivable surfaces. Our earlier work [5] constructs online detection techniques to classify points in one of three classes, namely horizontal, vertical and vegetation by exploiting the sequential nature in which data points are acquired by the 3D laser range-scanner. Yet, the techniques developed therein use only a first layer of online classification algorithms which are limited to information provided within each scanline and thus fail to combine vital information contained across scanlines.
Considering a comparison to more standard approaches, the online nature of our algorithm means that as soon as data begins streaming in, the classification of each new point re- Figure 2 . Description of laser-scanning mechanism. A set of laserbeams are emitted in a sequential fashion. The angle between the beams in the vertical direction is α and in the horizontal β. The device measures the distance between the center of projection and the surface point along the beam direction. Each point is acquired sequentially in a raster-scanning order (i.e. first column then second column, etc., within a column first row, second row, etc.).
quires a constant amount of time, comparable to the acquisition time. This is in contrast to methods based on, e.g. MRFs, where inference is a global operation involving optimization. At the same time, we are able to achieve some benefits of MRFs-namely the ability to enforce smoothness. In MRFs this is achieved through pairwise or higher order potential functions while here we use aggregation (Sec. 7).
Finally, hierarchical systems involving change detection have been explored for instance in [1] . In that work, a two level change detection procedure is described, in which the rise of an alarm from one change detector activates another change detector that confirms or rejects the alarm raised by the first. Also, intrusion detection systems have employed change detection schemes at various stages of processing. In these systems, the output of change detection elements serve as input to other processing modules. However, a novel feature of the present work is that we use the output of one change detector as the input to another change detector. This is reminiscent to the fact that neural networks are not just hierarchical information processing systems, but they are hierarchies of homogeneous components, wherein the output of one can serve as input to another.
System overview
Our system consists of three stages. The first layer produces a coarse classification of points into one of the classes {vegetation, vertical, horizontal}. This is done via a sequential approach using the CUSUM and SPRT procedures, which are described in the next section. The second layer implements pattern detection on this classification. This is relevant for object classes that can be characterized by a certain pattern of alarms produced by change detectors. Curbs are an example of this; they can be identified by a pattern of the form "horizontal → vertical → horizontal". This is described in more detail in Sec. 6. The final layer is aggregation, which eliminates noise in the first layer classification by taking into account observations from larger neighborhoods. This is described in Sec. 7. Although each stage serves a different purpose, a single methodology is used in their design: (1) identify useful summary statistics on the input and (2) apply sequential identification and/or detection routines in the proper combination on these statistics.
Time-of-flight range scanners acquire 3D points in a sequential fashion, whereas triangulation-based scanners can acquire a larger number of points at once. In both cases, the 3D points are organized in a structured grid manner, as shown in Fig. 2 . As a result, we acquire a grid of 3D points
Let us first introduce the collection of major object classes C = {C k }, k = 1, . . . , K that are present in a scene. We then focus on the specific class C k for a fixed k which we denote by C and define the indicator variables
and the decision variables
where r denotes the stage in which a decision is taken with r = 1, . . . , R and i = 1, . . . , M, j = 1, . . . , N. In fact, the decision rules at stage r + 1 are built on top of statistics of decisions made at stage r. This enables us to compute a coarse classification into major classes at first and to subsequently use this initial classification to identify patterns that characterize more detailed objects. The final layer of classification is used to robustify decisions on object types by combining information in adjacent scanlines.
To be more specific, we list the different classifications we intend to achieve in the following three layers:
Layer 1 We first classify the 3D points in one of three classes C 1 : Horizontal, C 2 : V ertical, C 3 : V egetation, using information within each scanline.
Layer 2 We then further classify the 3D points into given patterns. One of these patterns could be a transition from horizontal to vertical and then back to horizontal. Based on the height of the vertical region such a pattern would signify the existence of a curb. Note that other similar patterns (such as steps) can be detected following the same paradigm.
Layer 3 Finally, we aggregate the above classifications, by combining results from neighboring scanlines.
It is important to mention that δ (r) ij are not necessarily determined at the time the point P i,j is scanned. In the examples developed below, δ (R) ij is determined based on a statistic whose value depends on the decisions δ (r) ij , for r = 1, . . . , R − 1 computed after a window of size n × n (which requires at least n scanlines) becomes available. Using information across scanlines results in, as expected, more robust and accurate decisions.
Online detection and identification algorithms
This work builds off well known algorithms from sequential analysis. Many online classification tasks can be phrased as the problem of detecting the time at which the process generating observations switches from one statistical mechanism to another. The CUSUM (Cumulative SUM) change-detection procedure is one such change detector, and is known to satisfy a number of optimality conditions [11] . Closely related is the SPRT (Sequential Probability Ratio Test), a sequential hypothesis testing scheme [11] . We use various combinations of these two procedures to classify points, as described below.
We briefly review the CUSUM and SPRT. More details can be found in [11] . To describe the CUSUM and SPRT rules we begin by considering the summary statistic or observation V i,j for j = 1, 2, . . . , N associated with each point P i,j for every fixed scanline i. There are two hypotheses at hand regarding the distribution of these summary statistics, namely 
The observations follow either
In the first case the objective is to stop and declare an alarm as soon as possible. The CUSUM stopping rule is known for its optimal property of balancing the trade off between a small detection delay for any given tolerance on the mean time to the first false alarm. It is defined as
where u 0 = 0; u j := max{0, u j−1 + g(V i,j )} and 
The threshold h is then determined by the user's tolerance on the mean time to the first false alarm, namely
In the second case the objective is to decide between H 0 and H 1 by devising a sequential decision rule (s.d.r.) which is a pair of a stopping rule S and a decision variable Δ S the latter of which takes values in {0, 1} corresponding to hypotheses H 0 and H 1 respectively. The idea is to devise an s.d.r. that minimizes the number of observations required to make a decision subject to given type I (P H0 (Δ S = 1) = α) and type II (P H1 (Δ S = 0) = β) error probabilities. It is known that the SPRT S enjoys such an optimality property [11] where 
First layer: Coarse classification
The first stage of processing in our system is a preliminary classification of points into one of several classes. This is performed as in [15] . As an example of the first layer of algorithms, we consider classifying point P i,j as vertical, generating the decision variables δ (1) ij . A summary statistic which can be used for this can be calculated from the sequence D i,j = P i,j+1 − P i,j defined within each scanline i. We define the sequence V i,j j = 1, . . . , N as the angles between the vector D i,j with the pre-determined z axis. See • . We assume that the scanner is initially placed on a horizontal surface and as such the CUSUM stopping rule (4) is designed to detect a change from the mean μ 0 to the mean μ 1 above. Under the Gaussian distributional assumption the form of g(x) in (5) becomes g(x) = − x − μ1+μ0 2 which ensures the proper functionality of both CUSUM and the subsequent SPRT rules.
To concretize the final values of our decision variables δ (1) ij , suppose that the CUSUM stopping rule T of (4) goes off at observation L. We then run the SPRT and suppose it stops at observation L + Q after exit on the right (i.e. Δ S = 1). Then δ (1) ij are set to 1 for all j, such that L ≤ j < L + Q. Also δ (1) ij is set to 0 for all j with j < L. The SPRT is repeated starting from observation L + Q + 1. If Δ S = 1 at observation L + Q + X then δ (1) ij are set to 1 for all L + Q + 1 ≤ j < L + Q + X and to 0 if Δ S = 0. The SPRT is repeated from observation L + Q + X + 1. The reader may consult [15, 5] for more details.
Second layer: pattern detection
Information about where curbs are in a 3D scene can be very useful low level information for tasks further along a pipeline. For instance it can be used to help detect drivable terrain for autonomous driving or mapping applications. Information about curbs can also be used as contextual information when classifying building facades or ground/sidewalk areas.
Our curb detector is a component of second layer processing, meaning that curbs are detected by a combination of CUSUM/SPRT procedures whose inputs are a signal derived from a combination of CUSUM/SPRT outputs at the first layer of processing described in Sec. 5. The form of the statistics used for curb detection are motivated by a few simple observations about curbs and the area surrounding them. Firstly, there is a gradual change in the height of points where a curb occurs, going from very close to the ground to the sidewalk. Secondly, the curb appears as a vertical segment of short length between two horizontal sections (before and after the curb). Therefore, we use both the height of points above the ground (determined by their z-coordinate), and the output of the vertical classifier δ (1) ij to construct the statistic used for curb detection.
In particular, the summary statistics V i,j , j = 1, 2, . . . , N will be the z-coordinate of each point P i,j . We then make distributional assumptions for V i,j according to the hypotheses (3). In particular we set f 0 (x) = φ(
), where μ g stands for the mean of the z-coordinate on the ground and μ pw stands for the mean of the z-coordinate on the pedestrian walk. Note that φ( We can estimate the # of points in pattern of interest using the distance from the scanner, the scanning resolution, and from prior data.
The intuition behind the above is as follows. The distribution f 0 (x) describes the state of the world before the appearance of the curb. Before a curb, the z-coordinates should be around the mean z-coordinate for the ground. Then, there is a gradual change to the z-coordinate of the pedestrian walk. The 3D points that are part of this gradual change should have been classified as vertical from the classifier of the previous level. The distribution f 1 (x) is a mixture model that describes just that gradual change, by taking into account the classification of the previous level in the form of the parameters j that act as weights.
The above discussion largely assumes that the curb is not running parallel to the scanning direction. For curbs parallel to the scanning direction, performing the sequential processing in the direction across scanlines would be sufficient.
Using the above distributional assumptions we use the algorithm described in the second paragraph of Sec. 5 to determine the decision variables δ (2) ij (i.e. the curb classification). Fig. 5b shows a curb detected by this procedure.
Final layer : aggregation
The first or second layer of algorithms produce a local decision per point, which may be noisy. The goal of the final layer is to aggregate the results of the first (or second) layer algorithms, by focusing on aggregating first (or second) layer decisions δ (1) ij (or δ (2) ij ). In the next two sections we consider the aggregate statistic and the final layer CUSUM on the statistic that we use to achieve this.
Aggregate statistic
We consider windows of size n × n that run sequentially on the result of the previous layer (for example on the δ (1) ij shown in Figs. 3(a),6(a) ). We can consider various aggregation functions on this window. One proposed function is described below. At each position (i, j) in the n × n window for which δ (1) ij = 1 has been provided from the first layer, we can calculate the distances in the Euclidean space between point P i,j and every other point P k,l with a δ (1) kl = 1 in the same window. A window is represented by its lower left corner (I, J) and its size n. Within each window we calculate the following aggregate scalar as the summary statistic:
where
with mean μ equal to the sample mean of all pairwise distances between points P i,j with δ (1) ij = 1 in the window, and variance σ 2 the sample variance of the same pairwise distances. K() is a Gaussian kernel of 0 mean and of standard deviation σ = n/5. For a given window size n, the values K(n − 1), . . . , K(0) need to be computed once. The kernel values K(i) act as weights in order to favor points closer to the direction of movement of the window. Note that when the distance between two points is close to the sample mean, the Gaussian kernel G I,J () will be close to its maximum value. For large pairwise distances the Gaussian kernel will be close to zero. Therefore, in windows with many points that are tightly concentrated in space, SB IJ will be large. In windows with a few points that are away from each other in space, SB IJ would be small. In addition, we favor distances from points closer to the window movement direction (via the use of K()), because we want to accelerate the increase of SB IJ as the window is moving from an area of low concentration of points to an area of high concentration.
The fact that the mean of G I,J () is the sample mean and variance of pairwise distances in the window is important. Areas of further away objects are sampled less densely from areas of close objects. That means that the pairwise distances in windows of further away objects will be larger, than the ones from close by objects. The use of the sample mean and variance removes the bias generated by denser sampling of the closer to the scanner objects.
An illustration of how the statistic is computed is given in Fig. 4 . The statistic requires many pairwise distances to be computed; these can be cached for efficiency. Figs. 3 and  6 show the SB IJ statistic and the refined classifications, in the case of vertical and vegetation respectively. In each case we find that noise has been reduced significantly.
Final layer CUSUM
As stated above, a CUSUM procedure is run on the SB statistic. Assume that we have calculated the decision variables δ (1) ij for the vegetation class. We now calculate the SB IJ statistic on an n × n moving window both in a vertical (i.e. fix scanline I and vary J = 1, . . . , N −n+1) and in a horizontal direction (i.e. fix J and vary I = 1, . . . , M − n + 1). Initially the procedure assumes that the category is absent and is thus detecting a change from the hypothe-
Once the change has been detected, a separate test takes over which detects the change from H 1 back to H 0 . Specifically, focusing on scanline I, a change from H 0 to H 1 is detected as T c = min{k; d k > h} where respectively. Likewise, a change from
for J = 1, 2, . . .. For the parameter μ 0 , it is easy to see that under H 0 the mean of the SB IJ is 0, and thus we set μ 0 = 0. The value of μ 1 is set to 100 which is an approximation of the value of the SB IJ in regions with a high density of δ
The thresholds h and h are set to 50 for the purpose of our experiments in light of (6) . It is important to note here that the CUSUM alarm times T c and T c are robust to the choice of μ 1 whose only strict restriction is μ 1 > 0. In fact it is the difference in μ 1 and μ 0 that matters.
Complexity Analysis
Our method is online and can run in real-time. Signed angle, CUSUM, and SPRT computations are O(1) per 3D point and require O(1) memory. The complexity of the aggregate statistic (Sec. 7) depends on the window size n selected, and n is to be kept small in order not to over-smooth and for real-time processing. In the worst-case scenario computation of each SB I,J (Eq. 7) requires calculation of all pairwise distances and it costs O(n 3 ) per point. This is due to the fact that distances calculated for SB I,J can be carried over to SB I,J+1 (or SB I+1,J ). The Gaussian weights K used in the computation are constant and can be pre-computed. Since n is small the computation of the aggregate statistic is fast, and memory requirements are O(1).
Experiments
We tested the algorithms described above on a large dataset of urban scenes. The data was captured using a Leica ScanStation 2 scanner that obtains points in the order depicted in Fig. 2 . We performed two sets of experiments. First we tested the ability of the system to classify points into one of the three classes {vegetation, vertical, horizontal}. This experiment was performed on a set of 9 scans, totalling about 6.4 million points. The scenes contained buildings, cars, light poles, streets, sidewalks and smaller items such as fire hydrants, garbage cans, etc., typical to urban settings. Ground truth data was obtained using custom labelling software. The results are shown in Tables 1 and 2 below. For each class we report the precision, recall, and F1 score. Note that the precision increases, while recall decreases (except of the horizontal class, where the opposite is true). The available ground truth data for curbs was smaller, and we performed a smaller experiment( ≈ 400, 000 points) where points were classified into one of {vegetation, vertical, horizontal, curb}. The precisionrecall results are shown in Table 3 . Fig 7 shows a sample of ground truth data and the classification output by our system. The curb detection is very robust.
These numbers demonstrate a reduction of the number of false positives due to aggregation, without sacrificing too many true positives. For example the false positives for vegetation were reduced significantly from around 360, 000 points to 207, 000 points. One aspect not captured in Tables 1 and 2 is that second layer processing significantly improves the cohesion of detected objects. This can be seen by comparing Figs. 9 and 7.1. We suspect that poor Horizontal numbers can be due to the difficulty in labeling by hand horizontal points in numerous windows in large facades.
There are a number of constants which need to be set in our system. The parameters of the CUSUM on the SB IJ statistic are discussed in the last paragraph of the previous section. Also, computing the statistic requires the selection of a window size n, for which we used n = 5 in the experiments. The curb detector from Sec. 6 requires the mean of the sidewalk, μ pw (taken to be μ g + 0.1), and the multiplier η (we used 0.2 since the approximate number of points scanned on a curb given the position of our scanner is about 5), used to calculate the sequences j defined in that section. Table 3 . Results using only first layer (coarse) classification (one scan)
The CUSUM threshold used for the curbs was h = 0.0001 again in light of (6) . Note that the subtlety of the change in the statistics induced by curbs leads to a choice of a small threshold though the algorithm is robust to its exact value. We also report on the timing of our algorithm. For one of our typical scans, the scanner attempted to acquire 681, 400 points. The processing of this scan took around 12 minutes in a 2.2 GHz laptop, leading to an average of 1.05 milliseconds per point. This is almost the time of 1ms required for the acquisition of a single point with this last-generation scanner.
Conclusion
In this work we sought to demonstrate that the methodology of sequential detection can serve as a unifying principle in the design of hierarchical systems for classification. We found that added layers of sequential processing, notably the aggregation step of Sec. 7 significantly improved the performance of our system. Our methodology should also be applicable to other sequential tasks outside of 3D vision. Future work could possibly explore this, as well as the integration of machine learning methods.
