Abstract-This paper develops asymptotic properties of a class of sign-error algorithms with expanding truncation bounds for adaptive filtering. Under merely stationary ergodicity and finite second moments of the reference and output signals, and using trajectory-subsequence (TS) method, it is proved that the algorithm convergers almost surely. Then, a mean squares estimate is derived for the estimation error and a suitably scaled sequence of the estimation error is shown to converge to a diffusion process. The scaling factor together with the stationary covariance gives the rate of convergence result. Moreover, an algorithm under mean squares criterion with expanding truncation bounds is also examined. Compared with the existing results in the literature, sufficient conditions for almost sure convergence are much relaxed. A simple example is provided for demonstration purpose.
I. INTRODUCTION
T HIS work aims to develop asymptotic properties of sign algorithms for adaptive filtering. Adaptive filtering problems can be described as follows. Let and be measured output and reference signals, respectively. Assuming that the sequence is stationary, we adjust the system parameter adaptively so that the weighted output best matches the reference signal in the sense that a cost function is minimized. To solve the problem, we construct a recursive algorithm (gradient estimate of evaluated at ), where is a sequence of positive scalars, known as step sizes, satisfying as .
[For simplicity, we take henceforth.] If is used, the recursive algorithm takes the form (1) Results on such algorithms can be found in [22] , [24] , [29] , and [30] , among others; see also [14] and [25] for related problems involving time-varying parameters and stability of product of random matrices. Such algorithms are of stochastic approximation type; see [1] , [6] , [20] , and [12] , among others, for reference on stochastic approximation. In addition to many applications in adaptive control, estimation, and signal processing, [1] , [6] , [7] , [13] , [19] , [20] , [22] , [24] , [25] , [27] , [29] , [30] , our motivation stems from blind multiuser detection problems arising from code-division multiple-access implemented with direct-sequence (CDMA/DS) wireless communication can be recast into the form of adaptive filtering; see [16] , [26] , [28] , [31] , and the references therein. It is conceivable that adaptive filtering algorithms will play more important role in the emerging technology. This paper focuses on the asymptotic properties of a class of sign-error algorithms, which is frequently used in various applications but its properties are lesser understood compared with that of (1) . We concern ourselves with the cost function and its gradient given by (2) respectively; see [7] and [13] . The minimizers of are zeros of the gradient of or the solutions of To minimize given in (2), a recursive sign algorithm takes the form (3)   with  where  , if  if  , and , if for any . Since the algorithm is easy to implement and is appealing in various applications, it has been studied in [8] , [9] , [13] , [21] , and [27] (see also the related work [2] ).
Although the sign algorithm is easy to use, the analysis is more difficult due to the use of the hard limiter. As a result, the conditions posed in the literature are strong. For instance, in a recent paper of Eweda [9] , it is required that the joint probability density function of and be known and strictly positive, and the sequence be -dependent, whereas only stationary ergodicity and finite second moments are used to establish the convergence in this paper. The technique used can be applied to treat adaptive filtering algorithm of the form (1) as well. In the literature, effort has been devoted to improve sufficient conditions for convergence; see, for instance, [7] and [23] among others. In these papers, to prove the iterates converge almost surely (a.s.), in addition to the stationarity, either rationally decreasing covariance (i.e.,
, for some and , In this paper, we study algorithms with expanding truncation bounds. The use of truncation procedures stems from practical needs of ensuring boundedness of the iterates. In addition, truncation algorithms also provide more robust estimates and are less sensitive to the influence of the initial data. As pointed out in [20, p. 87] , an important issue in application of stochastic approximation concerns if the iterates become too large. Practical algorithms tend to deal with this problem via appropriate adjustments to the basic algorithm. The expanding truncation algorithm suggested is such an adjustment. In various applications, the useful parameter values in properly parameterized practical problems (such as in applications to multiuser detection etc.) are usually confined to a compact set. A commonly used projection or truncation procedure uses a fixed truncation/constraint region. The procedure suggested in this paper uses expanding truncation bounds, which is an alternative to the usual truncation procedures. One of the advantageous of the suggested procedure is that one need not predetermine the truncation region or restrict the growth rates of the functions under consideration. Originating in [5] and subsequently developed further in [4] and [6] , the expanding truncation methods have been proved to be successful to deal with a large class of recursive estimation algorithms; see [4] , [6] , and [11] . In addition to being easily implemented, after a finite number of steps, the iterates are forced to be in a bounded region.
The convergence analysis to follow is based on the trajectory-subsequence (TS) method in [4] (see also [6] ). The main ingredients include both the T-part and the S-part. For the T-part, it concentrates on the trajectory of the iterates. Unlike the ordinary differential equation (ODE) method, it deals with the iterates directly. As far as the S-part is concerned, it is concerned with the trajectories along a convergent subsequence. The main steps include to evaluate the closeness along a convergent subsequence, to verify an averaging condition for the noise process, to detail the crossing behavior of a real-valued function of the trajectories with respect to a fixed but otherwise arbitrary interval, and to estimate the distance between the sequence of iterates and the root set of the function under consideration.
Upon obtaining the convergence results, we further examine the rate of convergence of the sign error algorithm, which was posed as an open problem in [9] . The main technique used here is the method of weak convergence and martingale averaging of Kushner [17] (see also [20] ). A suitably scaled sequence of the estimation errors is shown to converge to a solution of a stochastic differential equation. The limit diffusion has a stationary covariance . In particular, the asymptotic result implies that is approximately normally distributed with mean 0 and covariance . The scaling factor along with the covariance provides us with the desired rate of convergence.
The rest of the paper is arranged as follows. Section II presents the sign algorithm with expanding truncation bounds.
Section III demonstrates the convergence and Section IV derives the rates of convergence. Section V gives the corresponding results for adaptive filtering algorithm (1) with expanding truncation bounds. Sufficient conditions for almost sure convergence appeared in the literature have been substantially relaxed. Finally, Section VI provides a simple example for demonstration purpose and concludes the paper with a few more remarks.
To proceed, a word of notation is in order. Throughout the paper, we use to denote the transpose of , and use to denote the norm of a vector.
II. ALGORITHM WITH EXPANDING TRUNCATION
Since it is not known a priori that is bounded, an algorithm ensures the boundedness of the iterates is desirable. We propose to use expanding truncation bounds in lieu of a fixed truncation region (see [4] and [6] ). To proceed, let us make the following assumption.
A) The sequence is stationary and ergodic such that , a positive-definite matrix. Remark 2.1: The previous condition is the only one needed to prove the convergence of the algorithm and is much weaker than that used in [9] . Neither the rationally decreasing covariance nor the finite memory in [7] and [23] is required. The covariance condition in A) implies that and . It will be shown that the conditions are also sufficient conditions for convergence of algorithm (1) . Now, we are in a position to present the recursive algorithm. First, generate a sequence of expanding truncation bounds. If the current iterate is less than or equal to the truncation bound, do nothing. If the iterate escapes from the current bounding sphere, make it return to the origin. The use of 0 is mainly for convenience; we could use any point interior to the bounding sphere.
1) Truncation Algorithm:
Suppose is a monotone increasing sequence of positive real numbers such that as . Define a sequence of nonnegative random variables as (4) Let be the root set of . In view of given in (2) , (4) is a root-seeking stochastic approximation algorithm for finding the root set of .
III. CONVERGENCE
This section is devoted to proving the convergence of the algorithm. For future use, define
Let be a countable set that is dense in , let be a sequence of positive real numbers satisfying and as , and denote (7) where and is an integer. Since by virtue of A) the summands in (7) are all stationary and ergodic with finite expectations for any , any integer , and any , the well-known strong ergodic theorem then yields that (8) Therefore, there is an -set such that and for each the convergence stated in (8) takes place for any , any integer , and any and positive integer . Let us restrict our attention to . Henceforth, the analysis is carried out for a fixed sample point in the underlying sample space, and is divided into several steps.
1) Step 1: Closeness:
We state the result as a proposition. Proposition 3.1: Under condition A), with any fixed , for sufficiently large and for all (9) and, in addition (10) where may depend on but is independent of both and .
Proof: In view of the ergodicity in (8), for any and sufficiently large , (i.e., there is an such that for all ), a.s. [Recall .] In particular, for any , choosing , and using a partial summation and the definition of , by (7), for sufficiently large, since , we obtain (11) and Thus (12) where . There are two cases to be considered. If , then for large enough, and, hence, (9) holds. If is bounded, the truncations cease to exist in a finite number of steps so (9) also holds. It follows from (9) and (12) that for (13) 2) Step 2: Noise Property: We define a noise sequence by (14) where and are defined in (2) and (6), respectively. We shall show that the noise is averaged out along any convergent subsequence with limit in . Proposition 3.2: Assume the condition of Proposition 3.1 and let be any convergent subsequence with limit . Then (15) Proof: Since as , for sufficiently large and , (9) and (14) lead to (16) It is readily seen that (17) By virtue of a partial summation and using the definition of in (7) and its limit in (8),
Thus (19) Let . Then (10) leads to or for some integer independent of and and for all , because is fixed. Next, we examine the terms in the second sum on the right-hand side of (17) . Using the observation that many of the terms in are zero, we arrive at (20) By (A), a.s. Applying the dominated convergence theorem to the last equation in (8) yields that (21) Therefore, from (20) and (21) (22) Thus (23) Finally, for the third sum on the right-hand side of (17), we have (24) The estimates (19) , (23), and (24) lead to the desired result (15) .
3)
Step 3: Crossing: Since is the cost function to be minimized, it may be used as a Lyapunov function. The following argument parallels that of [4] ; see also [6] or ( [11, Appendix] ). Nevertheless, in Proposition 3.2, the convergent subsequences are allowed to take limits in the countable set only, so special care must be taken to accommodate this situation.
Note that is a continuous function because for each a.s., by the dominated convergence theorem, as (25) Since may be a nonsingleton set, denote by the set of values of with running over , i.e., . However, by the convexity of is a singleton set. . Again, using (9) and (10) (26) where is a point on line segment joining and . The continuity of yields that for the last term of (26),
. By (16) and (26) (27) By (10) and the continuity of , the next to the last term in (27) tends to 0 as then . By (15) , the third term also tends to 0 first as and then as . Therefore, for sufficiently large and , there is an satisfying (28) which implies that (29) On the other hand, , as , which implies that for large enough. Thus, , which is a contradiction to (29) .
To prove b), assume the converse. That is, there exists . Using the same argument as before, we arrive at (28) . By the assumption, the left-hand side has a limit 0, which leads to a contradiction.
4) Step 4:
: We record the result in the following proposition. 
IV. RATE OF CONVERGENCE
This section is devoted to the rate of convergence of the sign algorithm (4). Assuming that for some , the rate of convergence refers to the asymptotic properties of normalized estimation errors about the point . Taking , we are interested in finding the largest scaling factor such that has a nontrivial limit in distribution. Since random algorithms are considered, the variations (i.e., limit covariance) also need to be taken into consideration. Thus, the scaling factor along with the covariance provides us with an assessment of rate of convergence. In what follows, we show that the scaling factor is . Following the approach in [20, Ch. 10], we divide the work into natural parts. We first derive an estimate on the scaled iterates in terms of a Liapunov function, which is equivalent to the tightness of the sequence. Then by examining the stochastic process aspect of the problem, we prove that a suitably scaled sequence of estimation errors converges weakly to a diffusion process. Therefore, is approximately normal with a covariance (to be specified), which gives us the "order" of convergence as well as the quality of convergence in terms of variations or deviations from the true parameter.
Similar to [4] , [5] , and [11] , it can be shown that for sufficiently large , no truncations are needed. That is, a.s., and there is a positive integer such that
Thus, for the rate of convergence study, we need only consider iterates given by (30) (i.e., no truncations are needed). We need the following assumptions.
B1) In addition to A), assume that , a minimizer of , a.s. as .
B2) Use to denote the conditional expectation with respect to , the -algebra generated by . a) Denote . There is an such that and for each (31) b) The matrix is stable, i.e., all of its eigenvalues have negative real parts. c) There is a deterministic sequence of real numbers satisfying for each and such that for each and for some (32) d) and for some . Remark 4.1: Since the main concern here is the rate of convergence, we assume the a.s. convergence of to , which is needed in the study of rate of convergence for stochastic approximation algorithms (see [6] and [20] ). This condition is also verified in the example considered in Section VI.
It is interesting to note that although the function is not smooth, its conditional expectation can be viewed as a smoothing tool to produce a smooth function of . Condition (31) indicates that is locally (near ) linearizable, which is verified in the example discussed in Section VI (see also [28] ). We give a sufficient condition for (31) [3, p. 166 ]. The inequality is modeled after the well-known mixing inequalities (see [3] , [10] , and [17] (40), and by virtue of (37), we obtain (41) for some . Taking expectation and iterating on (41), for any (42) We have chosen the sequence so that it goes to as , but . Furthermore, by using (37) again, we also have . This concludes the proof.
B. SDE Limit
To further study the rate of convergence, let us take a closer look at the centered estimation error . Define , and
. In view of Theorem 4.2, consider the scaled sequence and its continuous-time interpolation defined by (43) for . We proceed to obtain the limit of . The rationale of our analysis is that the discrete iteration mimics the continuous-time dynamics of the stochastic differential equation (44) where is a standard Brownian motion and is the covariance of the noise.
A pertinent way of carrying out the analysis is to first take an -truncation (see [20, p. 278] Define the associated interpolation for . Then up until the first exit from . That is, is an -truncation of (see [17, p. 43] and [20, p. 278] ). To proceed, we first work with , and derive its tightness, and then obtain its weak convergence. Finally, we let to conclude the proof.
1) Tightness of
: We shall use the tightness criterion due to Kurtz (see [10, Sec. 38 ., p. 132]). In view of the interpolation and using (46), for any and 
Using (31) Detailed estimates then yield Proof: Since is tight, by Prohorov theorem, we can extract a convergent subsequence. Without loss of generality, still use to denote its index. Assume converges to . Moreover, by Skorohod representation, we may assume that converges to a.s. and the convergence is uniform on any bounded time interval. We proceed to characterize the limit of . Recall that . Using (31) and (45), rewrite (47) as (54) where in probability uniform in as . In the above, we have used , and . In (54), we have used the fact and by virtue of (31 As in [20, Ch. 8] , it can be shown that the last term in (58) goes to zero in probability uniformly in . Hence, the limit of the left-hand side of (58) is . Likewise, for the third term on the right-hand side of the equality sign of (54), we have in probability uniformly in as . For the fourth term, using B2) in probability uniformly in as . Thus, not only is (55) verified, but also the limits of the two terms on the right-hand side of (55) 
V. ALGORITHM USING QUADRATIC COST CRITERION
In this section, we examine adaptive filtering algorithm that is resulted from minimization of the quadratic cost function mentioned at the beginning of Section I; see [7] , [19] , [22] , [24] , [29] , and [30] , among others. The main ingredient of the proof is still the use of ergodicity and the trajectory-subsequence method. Since the techniques of proof are similar to that of the sign algorithm discussed previously, we will not provide the verbatim argument. However, the main distinctions are pointed out. Suppose that the sequence of signals is as before. The cost function and its gradient now become (59) The expanding truncation algorithm now becomes (60) Note that, equivalently, the recursive formula can be written as where , and . We can obtain Propositions 3.1-3.4 just as before. As a result, we have the following convergence theorem.
Theorem 5.1: Suppose condition A) holds. For the iterates generated by (60), as almost surely. As far as convergence rate is concerned, the conditions of Theorem 4.2 and Proposition 4.5 can be much relaxed. In fact, in this case, assume and . Then . Theorem 5.1 implies that converges almost surely to the root set of . Since this set is a.s. Thus, B1) is not needed. Replace B2) by the following.
') In addition to A), assume the following. a) and for some and is stable (i.e., all its eigenvalues have negative real parts). b)
, and , where denotes the conditional expectation with respect to as in B2). c) Using converges weakly to a Brownian motion with covariance , where . Theorem 5.2: Assume B'). Then, the conclusion of Theorem 4.2 continues to hold. Define and define to be a continuous-time interpolation as in the previous section. Then, converges weakly to , the solution of the stochastic differential equation 
VI. EXAMPLE AND FURTHER REMARKS

A. Example
Consider a single-input-single-output system. For the sign algorithm, the cost function is the absolute deviation given by (2) . As a result, the optimal weights are the roots of the nonlinear equation , where denotes the distribution function of . For the algorithm using quadratic cost criterion (59), the optimal weight is given by . Let and be sequences of independent and identically distributed random variables such that and are normally distributed with means and , and variances and , respectively. We take , and . For (59), the optimal wight is . As for the cost function (2), although a closed form solution is not available, it can be solved numerically. Using MATHEMATICA, we found that there is a unique solution . We plotted as a function of ; see Fig. 1 . Note that the double integral in is evaluated by using the error function , and by selecting nonuniform grids for the integration. If more points are selected, a smoother curve will be shown. However, our choice of grid points is sufficient for finding the root of . It is observed that this function is locally (near ) linear, and is a Gaussian-like curve, which also verifies our assumption (31) in B2). Numerical experiments are performed using MATLAB. Take the initial estimates to be for both (4) and (60), respectively, and use the step size with . To generate the expanding truncation bounds, we use as the increasing sequence of integers. Setting the iteration number , taking 100 replications, denoting the value at the th replication as , and defining the arithmetic average as , we obtain for (4) and for (60), respectively. It is readily seen that they well approximate the true values of . To demonstrate further, we study the dependence of on examining the sequence of scaled estimation errors , which is a function of "time" (iteration number) and underlying sample point . With "time" fixed at , we consider the frequency counts and construct histograms of the scaled estimation errors. By letting the sample points varying with 100 replications, we obtain the frequency distributions for , for both algorithms. These distributions are seen to be approximately normal. Next, with a fixed sample point (with one simulation run), we generate sample paths of the sequences of scaled estimation errors. The plots of the sample paths are approximately diffusion type processes.
For better visualization, we tabulate the results into Fig. 2 . The left column presents the results using algorithm (4) and the right column displays the results using algorithm (60). In each column, the top figures display one realization of the "dynamics" of the iterates; the middle figures give the frequency distribution of ; the bottom figures provide sample paths of the centered and scaled estimation errors with a fixed sample point (a single simulation run).
We remark that the previous example is for demonstration purpose only. It has been found recently that many problems arising in blind multiuser detection can be recast as adaptive filtering procedures. Several schemes including LMS, sign-error, and sign-regressor algorithms were considered together with numerical results and applications in [15] , [16] , [26] , [28] , and [31] . More simulation studies and applications to a synchronous -user binary DS/CDMA communication system can be found in [28] .
B. Further Remarks
This work focuses on sign algorithms for adaptive filtering. Both convergence and the rates of convergence have been studied. As a by-product, sufficient conditions for convergence of algorithm with quadratic criterion has also been revisited. Compared with the existing results for almost sure convergence, the conditions posed are weaker and close to the minimal requirement needed. The proof of convergence uses the trajectory-subsequence method. The convergence rate is ascertained by weak convergence methods. For future work, asymptotic properties of algorithms with constant step size are worth of examination. Furthermore, various applications in emerging technologies such as wireless communication pose new problems in adaptive filtering for further investigation.
