Steenrod operations and the diagonal morphism by Podkorytov, S. S.
ar
X
iv
:1
30
7.
13
24
v2
  [
ma
th.
AT
]  
15
 Ja
n 2
01
4
Steenrod operations and the diagonal morphism
S. S. Podkorytov
Abstract
We show how to find the Steenrod operations in H•(X) (the coefficients
in Fp) given the diagonal morphism d# : S•(X) → S•(X
p) and the action
of the cyclic group Cp on S•(X
p). Our construction needs no other data
such as Eilenberg–Zilber morphisms.
1. Introduction
Fix a prime p. Chains, cohomology, etc. have coefficients in Fp. For a (topo-
logical) space X , S•(X) is the singular chain complex and d
p
X : X → X
p is the
diagonal map. The group Cp of cyclic permutations of the set {1, . . . , p} acts
on Xp (on the left) in the obvious way.
1.1. Theorem. Let X and Y be spaces. Suppose we have a commutative dia-
gram of complexes and morphisms
S•(X)
dp
X # //
f

S•(X
p)
F

S•(Y )
dp
Y # // S•(Y p),
where F preserves the Cp-action. Then the induced homomorphism f
∗ : H•(Y )→
H•(X) preserves the action of the Steenrod algebra Ap.
Proof is given in § 4. We do not assume F to be “f to the power p” in
any sense, cf. [D, Satz 4.4]. To get an example of a pair (f, F ) satisfying our
hypotheses, we may take any linear combination of pairs of the form (a#, (a
p)#),
where a : X → Y is a continuous map and ap : Xp → Y p is its Cartesian power.
In this case, the assertion of the theorem is obvious. Note that f∗ here need
not preserve the cup product.
Theorem 1.1 implies that the Steenrod operations in H•(X) are encoded
somehow in the diagonal morphism dpX# considered as a morphism from S•(X)
to some complex of Fp-modules with a Cp-action. We show how to extract Steen-
rod operations from dpX #, see Theorem 4.1. Note that Steenrod’s construction
of the operations requires knowing, in addition, the cross product morphism
ξpX : S•(X)
⊗p → S•(X
p) (see § 6).
We conjecture that, conversely, the Ap-module H
•(X) determines the diag-
onal morphism dpX# up to coherent quasi-isomorphisms.
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Conjecture. Let X and Y be spaces with finite Fp-homology groups and k : H
•(Y )→
H•(X) be an isomorphism of graded Ap-modules. Then there exists a commu-
tative diagram of complexes and morphisms
S•(X)
dp
X # //
f

S•(X
p)
F

S•(Y )
dp
Y # // S•(Y p),
where F preserves the Cp-action, f and F are quasi-isomorphisms, and f
∗ = k.
Most of the paper is taken by known facts about Steenrod’s construction.
The only point we state as new, besides Theorems 1.1 and 4.1, is Corollary 9.2.
Acknoledgements. I thank N. J. Kuhn and S. V. Lapin for many discus-
sions and the referee for bringing Huy`nh Mu`i’s work to my attention and other
remarks.
2. Preliminaries
Fix a field k. Convention: ⊗ = ⊗k, Hom = Homk. Complexes are over k. k[n]•
(n ∈ Z) is the complex with k[n]n = k and the other terms zero.
Cohomology. For a complex A•, let h
•(A•) be the cohomology of the cochain
complex Hom(A•,k). We naturally identify h
n(A•) with the k-module of ho-
motopy classes of morphisms A• → k[n]•. For a morphism f : A• → k[n]•, we
thus have {f} ∈ hn(A•).
Group actions. Let G be a group. A kG-module is, clearly, a k-module
equipped with a (k-linear) G-action. Given two kG-modules, we equip their
tensor product (over k) with the diagonal G-action. We equip k with the trivial
G-action.
Let A• be a G-complex (i. e., a complex over kG) and M be a kG-module.
For n ∈ Z, we have the G-complex M [n]•. The G-homotopy class {f}G of a
G-morphism f : A• →M [n]• is naturally identified with an element of the nth
cohomology k-module of the cochain complex HomG(A•,M).
Group cohomology. The bar resolution R•(G) is a complex of free kG-
modules. H•(G) is defined as the cohomology of the cochain complex HomG(R•(G),k).
The augmentation ǫ : R•(G)→ k[0]• and the comultiplication ∆: R•(G)→
R•(G)⊗R•(G) are G-quasi-isomorphisms. H
•(G) is a graded algebra with the
unit 1 = {ǫ}G ∈ H
0(G) and the product H•(G)⊗H•(G)→ H•(G) induced by
the composition of morphisms
HomG(R•(G),k)⊗ HomG(R•(G),k)
(1)

HomG(R•(G) ⊗R•(G),k)
(2) // HomG(R•(G),k),
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where (1) is the obvious product and (2) is induced by ∆.
Equivariant cohomology. For a G-complex A• and a kG-module M , let
h•G(A•,M) be the cohomology of the cochain complex HomG(R•(G)⊗A•,M).
If a G-morphism f : A• → B• is a quasi-isomorphism, then the induced ho-
momorphism h•G(f, id) : h
•
G(B•,M) → h
•
G(A•,M) is an isomorphism. We put
h•G(A•) = h
•
G(A•,k).
h•G(A•) is a graded H
•(G)-module with the module structure H•(G) ⊗
h•G(A•)→ h
•
G(A•) induced by the composition of morphisms
HomG(R•(G),k)⊗HomG(R•(G) ⊗A•,k)
(1)

HomG(R•(G)⊗R•(G) ⊗A•,k)
(2) // HomG(R•(G) ⊗A•,k),
where (1) is the obvious product and (2) is induced by ∆.
The case of a trivial action. Let A• be a complex. Equip it with the trivial
G-action. The obvious morphism
HomG(R•(G),k)⊗Hom(A•,k)
(1) // HomG(R•(G)⊗A•,k)
induces a graded k-homomorphism
H•(G) ⊗ h•(A•)
(2) // h•G(A•),
for which we use the notation
z ⊗ u 7→ z × u.
The homomorphism (2) is an H•(G)-homomorphism. If G is finite, then (1)
and (2) are isomorphisms.
3. The algebra H•(Cp)
Here k = Fp. The algebra H
•(Cp) has a standard basis. It consists of classes
ei ∈ H
i(Cp), i = 0, 1, . . . . We have eiej = cp(i, j)ei+j , where cp(i, j) ∈ Fp is 1 if
pij is even and 0 otherwise. See [M, proof of Proposition 9.1, p. 206]; cf. [SE,
Ch. V, § 5].
4. Our construction of Steenrod operations
Here k = Fp. For each k > 0, we define the degree k operation Σ
k ∈ Ap by
putting: Σk = Sqk if p = 2 and
Σk =


(−1)sP s, k = 2(p− 1)s,
(−1)s+1βP s, k = 2(p− 1)s+ 1,
0 otherwise
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if p 6= 2. (These Σk differ from the common Stk in the sign.) For u ∈ Hn(X),
we have Σku = 0 if n+ k > pn. The operations Σk generate the algebra Ap.
4.1. Theorem. Let X be a space and u ∈ Hn(X) (n > 0). Consider the Cp-
morphism dpX # : S•(X)→ S•(X
p) (Cp acts on S•(X) trivially) and the induced
homomorphism
hpnCp(S•(X)) h
pn
Cp
(S•(X
p)).
hpn
Cp
(dp
X #
)
oo
Then: (a) there exists a unique class w ∈ ImhpnCp(d
p
X #),
w =
pn∑
i=0
epn−i × vi, vi ∈ H
i(X),
such that vi = 0 for i < n and vn = u; (b) we have vn+k = Σ
ku for n 6 n+k 6
pn.
Proof is given in § 9. Theorem 4.1 is a way to find/construct the operations
Σk.
Proof of Theorem 1.1. Take u ∈ Hn(Y ) (n > 0). We show that Σkf∗(u) =
f∗(Σku) for n 6 n+ k 6 pn.
Consider the commutative diagram
hpnCp(S•(X)) h
pn
Cp
(S•(X
p))
hpn
Cp
(dp
X #
)
oo
hpnCp(S•(Y ))
hpn
Cp
(f)
OO
hpnCp(S•(Y
p)).
hpn
Cp
(dp
Y #
)
oo
hpn
Cp
(F )
OO
By Theorem 4.1 (a), there is a class w ∈ ImhpnCp(d
p
Y #),
w =
pn∑
i=0
epn−i × vi, vi ∈ H
i(Y ),
such that vi = 0 for i < n and vn = u. By naturality of the operation ×, we
have
hpnCp(f)(w) =
pn∑
i=0
epn−i × f
∗(vi).
By commutativity of the diagram, hpnCp(f)(w) ∈ Imh
pn
Cp
(dpX #). We have f
∗(vi) =
0 for i < n and f∗(vn) = f
∗(u). By Theorem 4.1 (b) for Y and X , vn+k = Σ
ku
and f∗(vn+k) = Σ
kf∗(u). The promised equality follows.
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5. The equivariant power map θrG
Let G be a group acting on the set {1, . . . , r} (r > 0). For n ∈ Z, we define the
G-module k(n) as k on which an element g ∈ G acts by multiplication by sn,
where s is the sign of the permutation corresponding to g.
Let A• be a complex. G acts on the complex A
⊗r
• by permuting factors and
multiplying by ±1 according to the Koszul convention.
Given a morphism f : A• → k[n]• (n ∈ Z), we introduce the G-morphism
f rG : R•(G)⊗A
⊗r
•
ǫ⊗f⊗r // k[0]• ⊗ k[n]⊗r•
(1) // k(n)[rn]•,
where (1) is the G-isomorphism given by 1⊗ 1⊗r 7→ 1. We have {f} ∈ hn(A•)
and {f rG}G ∈ h
rn
G (A
⊗r
• ,k
(n)).
5.1. Lemma. Let f0, f1 : A• → k[n]• be homotopic morphisms. Then the G-
morphisms (fi)
r
G, i = 0, 1, are G-homotopic.
This follows from [M, Lemma 1.1 (ii)]; cf. [SE, Ch. VII, Lemma 2.2].
Proof. Let L• be the complex with a basis consisting of b ∈ Ln−1 and c0, c1 ∈ Ln
and the differential given by ∂ci = (−1)
ib. Define morphisms s : k[n]• → L•
and ti : L• → k[n]•, i = 0, 1, by s(1) = c0 + c1 and ti(cj) = δij (the Kronecker
delta). We have ti ◦ s = id. Thus, for each i, we have the commutative diagram
hrnG (L
⊗r
• ,k
(n))
s#
vv♠♠♠
♠♠
♠♠♠
♠♠
♠♠♠
hrnG (k[n]
⊗r
• ,k
(n)) hrnG (k[n]
⊗r
• ,k
(n))
idoo
t#
i
hh◗◗◗◗◗◗◗◗◗◗◗◗◗
(we put s# = hrnG (s
⊗r, id), etc.). Since s is a quasi-isomorphism, s# is an
isomorphism. It follows that t#0 = t
#
1 . Put e = id: k[n]• → k[n]•. We have
{(ti)
r
G}G = t
#
i ({e
r
G}G). Thus {(t0)
r
G}G = {(t1)
r
G}G.
It follows from the definition of chain homotopy that there exists a morphism
F : A• → L• such that fi = ti ◦ F , i = 0, 1. Consider the homomorphism
F# : hrnG (L
⊗r
• ,k
(n)) → hrnG (A
⊗r
• ,k
(n)). We have {(fi)
r
G}G = F
#({(ti)
r
G}G).
Thus {(f0)
r
G}G = {(f1)
r
G}G.
Lemma 5.1 allows us to introduce the map
θrG : h
n(A•)→ h
rn
G (A
⊗r
• ,k
(n)), {f} 7→ (−1)nr(r−1)/2{f rG}G.
It is not additive in general.
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6. Steenrod’s construction of Σk
Here k = Fp. Define the Steenrod numbers ap(n) ∈ Fp, n ∈ N: put ap(n) = 1 if
p = 2 and ap(n) = (−1)
qn(n+1)/2(q!)n if p = 2q + 1. We have ap(n) 6= 0.
LetX be a space. We have the cross product quasi-isomorphism ξpX : S•(X)
⊗p →
S•(X
p), which preserves the action of Cp (in fact, of the whole symmetric group
Σp). Consider the diagram of Cp-complexes
S•(X)
dp
X # // S•(Xp) S•(X)⊗p,
ξp
Xoo
where the Cp-action in S•(X) is trivial. Given a class u ∈ H
n(X) = hn(S•(X))
(n > 0), we have the class θpCp(u) ∈ h
pn
Cp
(S•(X)
⊗p) (note that F
(n)
p = Fp as an
FpCp-module). Define the classes Ψ(u) and Φ(u):
Φ(u) Ψ(u)✤oo ✤ // ap(n)−1θ
p
Cp
(u)
hpnCp(S•(X)) h
pn
Cp
(S•(X
p))
hpn
Cp
(dp
X #
)
oo
hpn
Cp
(ξp
X
)
// hpnCp(S•(X)
⊗p).
They are well-defined since hpnCp(ξ
p
X) is an isomorphism.
We have
Φ(u) =
pn∑
i=0
epn−i × φi(u)
for some φi(u) ∈ h
i(S•(X)) = H
i(X), i = 0, . . . , pn.
6.1. Fact. We have φi(u) = 0 for i < n, φn(u) = u, and φn+k(u) = Σ
ku for
n 6 n+ k 6 pn.
This is the construction of Steenrod operations given in [M, §§ 2, 5, 7, 8], note
Remarks 7.2, Theorem 7.9 (i), Propositions 8.1 and 2.3 (iv), and also formula
(2) in the proof of Proposition 9.1 there. We used unnormalized chains, but
we could use normalized ones equivalently, thus following [M]. Cf. also [SE,
Ch. VII].
7. The transfer and the functor h˜•G
Let G be a finite group. Put
M =
∑
g∈G
g ∈ kG.
Let A• be a G-complex. The morphism ǫ⊗M : R•(G)⊗A• → k[0]•⊗A• = A•
induces a morphism Hom(A•,k) → HomG(R•(G) ⊗ A•,k). The induced k-
homomorphism on the cohomology t : h•(A•) → h
•
G(A•) is called the transfer
([SE, Ch. V, § 7], cf. [B, Ch. III, § 9]).
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Equip h•(A•) with a (trivial) H
•(G)-module structure using the k-algebra
homomorphism H•(G) → H•(1) = k induced by the group inclusion 1 → G.
Then t becomes an H•(G)-homomorphism (cf. [B, Ch. V, (3.8)]).
Put h˜•G(A•) = Coker t. This is anH
•(G)-module. Obviously, h˜•G is a functor.
It respects quasi-isomorphisms.
The following lemmas are immediate.
7.1. Lemma. Let A• be a complex. Consider the G-complex B• = A• ⊗ kG.
Then h˜•G(B•) = 0.
7.2. Lemma. Let A• be a complex. Equip it with the trivial G-action. Then
the transfer t : h•(A•)→ h
•
G(A•) is given by t(u) = |G| × u.
8. The functor h˜•Cp(?
⊗p) and the map θ˜pCp
Here we follow [H, Ch. II, proof of Theorem 3.7].
We have a prime p. We show that the functor h˜mCp(?
⊗p) takes sums to
products. It follows that it is additive.
8.1. Lemma. Let Ai •, i ∈ I, be a family of complexes. Put
A• =
⊕
i∈I
Ai •.
Let ki : Ai • → A• be the canonical morphisms. Then
h˜mCp(A
⊗p
• )
(h˜mCp (k
⊗p
i
))i∈I
// ∏
i∈I h˜
m
Cp
(A⊗pi • )
is an isomorphism for each m ∈ Z.
Proof. Put J = Ip \ Im d, where d : I → Ip is the diagonal map. Cp acts on J
by permuting coordinates. Consider the complex
N• =
⊕
(i1,...,ip)∈J
Ai1 • ⊗ . . .⊗Aip •.
Equip it with the obvious Cp-action. We have the Cp-isomorphism
A⊗p•
(⊕
i∈I A
⊗p
i •
)
⊕N•,
((k⊗p
i
)i∈I ,l)oo
where l = (ki1 ⊗ . . . ⊗ kip)(i1,...,ip)∈J : N• → A
⊗p
• . Obviously, the functor h˜
m
Cp
takes sums to products. Thus
h˜mCp(A
⊗p
• )
((h˜mCp (k
⊗p
i
))i∈I ,h˜
m
Cp
(l))
//
(∏
i∈I h˜
m
Cp
(A⊗pi • )
)
⊕ h˜mCp(N•)
is an isomorphism. It remains to show that h˜mCp(N•) = 0.
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Choose a section s : J/Cp → J and put J
′ = Im s ⊆ J . Consider the complex
N ′• =
⊕
(i1,...,ip)∈J′
Ai1 • ⊗ . . .⊗Aip •.
Since p is prime, Cp acts on J freely. It follows that N• ∼= N
′
• ⊗ kCp. By
Lemma 7.1, h˜mCp(N•) = 0.
Set k = Fp. Given a complex A• and a class u ∈ h
n(A•) (n ∈ Z), we define
θ˜pCp(u) ∈ h˜
p
Cp
(A⊗p• ) as the image of θ
p
Cp
(u) ∈ hpCp(A
⊗p
• ) under the projection
(note that F
(n)
p = Fp as an FpCp-module).
8.2. Lemma. Let A• be a complex. Then: (a) the map θ˜
p
Cp
: hn(A•)→ h˜
pn
Cp
(A⊗p• )
is Fp-linear; (b) the H
•(Cp)-homomorphism
H•(Cp)⊗ h
•(A•)→ h˜
•
Cp(A
⊗p
• ), 1⊗ u 7→ θ˜
p
Cp
(u), u ∈ hn(A•), n ∈ Z,
is a (non-graded) isomorphism.
Proof. (a) The map θ˜pCp : h
n(A•)→ h˜
pn
Cp
(A⊗p• ) is natural in A•. Its source and
target are additive in A• (obvious for h
n(A•), Lemma 8.1 for the h˜
pn
Cp
(A⊗p• )). It
follows that it is additive and thus Fp-linear.
(b) There exists a quasi-isomorphism
A•
⊕
i∈I Ei •,
q=(qi)i∈Ioo
where Ei • = Fp[mi]•, mi ∈ Z. We have the commutative diagram
hn(A•)
(hn(qi))i∈I //
θ˜p
Cp

∏
i∈I h
n(Ei •)
∏
i∈I
(θ˜p
Cp
: hn(Ei•)→h˜
pn
Cp
(E⊗p
i•
))

h˜pnCp(A
⊗p
• )
(h˜pn
Cp
(q⊗p
i
))i∈I
// ∏
i∈I h˜
pn
Cp
(E⊗pi • ).
The functors hn and h˜pnCp(?
⊗p) respect quasi-isomorphisms (obvious) and take
sums to products (obvious for hn, Lemma 8.1 for h˜pnCp(?
⊗p)). Thus the horizontal
arrows are isomorphisms. Tensoring by H•(Cp) commutes with products since
Hk(Cp) are finite. Thus all reduces to the case A• = Fp[m]•, where the assertion
is verified immediately.
9. Back to topology
Here k = Fp. Let X be a space.
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9.1. Lemma. (a) The maps Φ: Hn(X) → hpnCp(S•(X)), n > 0, are Fp-linear.
(b) The image of the H•(Cp)-homomorphism
h•Cp(S•(X)) h
•
Cp
(S•(X
p))
h•Cp (d
p
X #
)
oo
is H•(Cp)-generated by classes of the form Φ(u), u ∈ H
n(X), n > 0.
This is known, see [H, Ch. II, proof of Theorem 3.7]. The assertion (a)
follows also from Fact 6.1 and the well-known linearity of Σk. Our proof follows
[H].
Proof. We have the commutative diagram
Φ(u) Ψ(u)
✤oo ✤ // ap(n)−1θ
p
Cp
(u)
hpnCp(S•(X))
r

hpnCp(S•(X
p))
hpn
Cp
(dp
X #
)
oo
hpn
Cp
(ξp
X
)
//

hpnCp(S•(X)
⊗p)

h˜pnCp(S•(X)) h˜
pn
Cp
(S•(X
p))
h˜pn
Cp
(dp
X #
)
oo
h˜pn
Cp
(ξp
X
)
// h˜pnCp(S•(X)
⊗p),
where the vertical arrows are the projections. By Lemma 7.2, the transfer for
S•(X) is zero (cf. [SE, Ch. VII, proof of Lemma 4.1]). Thus r is an isomorphism.
Since ξpX is a Cp-quasi-isomorphism, h˜
•
Cp
(ξpX) is an isomorphism. By Lemma 8.2,
the maps θ˜pCp : H
n(X) → h˜pnCp(S•(X)
⊗p) are Fp-linear and the H
•(Cp)-module
h˜•Cp(S•(X)
⊗p) is generated by classes of the form θ˜pCp(u), u ∈ H
n(X), n > 0.
The desired assertions follow.
9.2. Corollary. Take a class w ∈ ImhmCp(d
p
X #) (m > 0),
w =
m∑
i=0
em−i × vi, vi ∈ H
i(X).
If vi = 0 for i 6 m/p, then w = 0.
Proof. By Lemma 9.1 (a, b), we have
w =
[m/p]∑
k=0
em−pkΦ(uk) (∗)
for some uk ∈ H
k(X). Using the formulas
Φ(uk) =
pk∑
i=0
epk−i × φi(uk)
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and eiej = cp(i, j)ei+j , we get
vi =
∑
k: i6pk6m
cp(m− pk, pk − i)φi(uk).
We take successively n = 0, . . . , [m/p] and show that un = 0. On each step,
uk = 0 for k < n. By Fact 6.1, φn(un) = un and φn(uk) = 0 for k > n.
Therefore, vn = cp(m − pn, pn− n)un. We have cp(m − pn, pn − n) = 1 since
p(pn− n) is even. Thus vn = un. By assumption, vn = 0. Thus un = 0.
A similar reasoning shows that the presentation (∗) is unique for any w ∈
ImhmCp(d
p
X #). Thus we get a (non-graded) isomorphism Imh
•
Cp
(dpX #)
∼= H•(Cp)⊗
H•(X). It follows also that h˜•Cp(d
p
X #) is injective. This stuff is known, see [H,
Ch. II, proof of Theorem 3.7].
Proof of Theorem 4.1. The uniqueness follows from Corollary 9.2. By
Fact 6.1, w = Φ(u) satisfies the conditions of the parts (a) and (b). Thus
we are done.
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