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!. INTRODUCTION 
The search for periodic solutions of ordinary differential equations is a ‘I ery old 
problem which has been the subject of an enormous number of studies. The 
earliest motivations for these studies were problems in mechanics, and the most. 
interesting and difficult of these problems lie in celestial mechanics (Poincare 
1111)~ Later the techniques developed to study celestial mechanics were adapted 
for use in solving electrical circuit problems (Andronov and Chaikin [Z]). More 
recently, the search for periodic solutions has become important in mathe- 
matical studies of chemistry and biology see, e.g., D. S. Cohen [4, 51, Cohen and 
Keener [6], Othmer and Tyson [IO]. 
In all of these applications, the stability properties of the periodic solutions 
have crucial importance, but the stability studies take very different form in 
different applications. The differential equations in celestial mechanics are 
Hamiltonian systems and stability questions concerning their solutions are 
delicate, complicated and profound. One underlying reason for this delicacy 
is the fact that a periodic solution of a Hamiltonian system cannot be asymptotic- 
ally stable in the sense that nearby solutions actually approach the periodic 
solution. (Later we will give a format definition of asymptotic stability. This has 
to be done with some care because of the differences between autonomous and 
nonautonomous systems.) Thus one must, at the outset, consider more delicate 
notions of stability. On the other hand, the differential equations arising in 
chemical and biological problems are generaily not Hamilton&n systems and so 
it is reasonable to investigate the asymptotic stability of their periodic solutions. 
Moreover since it is highly likely that there occur srnall disturbances in the 
chemical and biological systems which are not described by or taken into 
account by the differential equations, then the asymptotically stable periodic 
solutions are probably the only periodic solutions which have chemical or 
biological significance. 
Our purpose here is to discuss one aspect of the search for asymptotically 
sta’ble periodic solutions. The most frequently used procedure in this search is 
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to establish the existence of a periodic solution and then to study its stability 
properties. This is, for example, the approach that is used in Hopf bifurcation 
studies. This approach is very successful if the existence of the periodic solution 
is established by analytic means so that the periodic solution can be approxima- 
tely computed. (This is, of course, the case with Hopf bifurcation.) But if the 
existence of the periodic solution is established by qualitative means, e.g., by 
using a fixed point theorem, then one has little or no idea of the location of the 
orbit of the periodic solution and the stability study becomes far more difficult. 
The procedure to be used here consists in reversing the steps of the customary 
procedure described above. That is, we search for asymptotically stable solutions 
and then look for the periodic solutions among these asymptotically stable 
solutions. The motivation for using this procedure is a theorem due to Gearge 
Sell [12] which actually answers the question of whether there exist periodic 
solutions among the asymptotically stable solutions. Roughly speaking, Sell’s 
theorem states that a bounded asymptotically stable solution of an autonomous 
system approaches an asymptotically stable periodic solution. (The theorem was 
rediscovered and applied to biological problems in [7] and [8].) Thus Sell’s 
theorem reduces the search for asymptotically stable periodic solutions to the 
question of whether there exist bounded asymptotically stable solutions. The 
primary purpose of this paper is to obtain an explicit criterion for asymptotic 
stability of bounded solutions of a system 9 = f(x). The criterion (Theorem 1 in 
Section 3) is explicit in the sense that in simple cases, elementary calculations 
can be used to determine if the criterion is satisfied. (In more complicated cases, 
it may be possible to use a computer to determine if the criterion is satisfied.) 
Our result can be regarded as a generalization of the classical result that the 
equilibrium point 0 of the system 
3i = Ax + g(t, x) 
where g(t, x) is higher-order in x, is asymptotically stable if the eigenvalues of A 
all have negative real parts. The underlying idea of the proof is to impose 
conditions on the eigenvalues offS(XO) at each point x0 of a set which contains 
the orbit of the solution. As will be seen, the situation in the autonomous case is 
complicated by the fact that, roughly speaking, it is not necessary to control 
all the eigenvalues, i.e., one eigenvalue is “left free”. Combining Theorem 1 
and Sell’s Theorem, we obtain (Theorems 2 and 3 in Section 3) sufficient condi- 
tions for the existence of a unique asymptotically stable periodic solution. Also 
we obtain (Theorem 4) a sufficient condition for the existence of a globally 
asymptotically stable equilibrium point. Theorem 4 is related to the Aizerman 
Conjecture (see Aggarwal and Vidyasagar [I]) in that we impose additional 
hypotheses on the eigenvalues so that the conclusion of the Aizerman Conjecture 
holds. 
In Section 4, a simplified version of the criterion is obtained for studying the 
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asymptotic stabihty of solutions of nonautonomous systems. Finally in Secrion 5, 
we describe an application concerning suppression of oscillations and a two- 
dimensional example. 
While the main result (Theorem 1) seems to be a step in the right direction 
since it is a fairly straightforward extension of a classical result, it is not a 
complete result. Our criterion is a sufficient condition for a particular strong 
kind of asymptotic stability. Roughly speaking, the criterion is a sufficient condi- 
tion for asymptotic stability in which solutions approach one another (or get 
closer) monotonically. (This will be seen in detail in the proof of Theorem 1.) 
It would be desirable to obtain a sufficient condition which insured asymptotic 
stability without such monotonicity. 
2. PRELIMIIINARIES 
In this section we state two well-known definitions and a theorem which has 
already been mentioned in the Introduction. Throughout this and the following 
sections, we use the following notations. If x = (xi ,..., XJ is an n-vector and 
A = [uij] is an n x n matrix, then j x ( = xF=, xi ! and I A ( = ~~~,,_, j ajj . 
Now let 
k = f(t, x) (Eb 
be an n-dimensional differential equation where each component of J has 
continuous first derivatives with respect to t and each of the n components 
Xl )..., x, of the vector x at each point (t, X) t R x XT”, 
DEFINITION. A solution x(t) of (E) is asymptotically stable iff the following 
conditions are satisfied. 
1. There is a point t, and a positive number b such that if y(t) is a solution 
of (E) and 
1 y(b) - x(t,)l < b 
then y(t) is defined for ail t > t, . 
2. Given E > 0 then there exists 6 E (0, b) such that if r(t) is a solution of 
(E) and 
then for all I > to , 
and 
I Y(h) - x(&J < 6 
Y(t) - w < 6 
$E ( y(t) - x(t)\ = 0. 
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Note. The conditions on the function f can be considerably weakened. The 
conditions imposed above are used in the interests of clarity and brevity, 
If f is independent of t, i.e., if the differential equation is the autonomous 
equation 
2 =f(x) (4 
then it is easy to show that if x(t) is a solution of (A) and S # 0, then the function 
x(t + 6) is also a solution of (A). From this fact it follows easily that if x(t) is an 
asymptotically stable periodic solution of (A), then x(t) is a constant function, 
i.e., an equilibrium point or critical point of (A). Thus for periodic solutions of 
autonomous equations, the following weaker definition of asymptotic stability is 
more appropriate. 
DEFIKITION. A solution x(t) of (A) is phase asymptotically stable if the follow- 
ing conditions are satisfied. 
1. Given E > 0 then there exists 6 > 0 such that if y(t) is a solution of (A) 
and there exist numbers t, and t, such that 
1 x(td - Y(4l < f3 
then for all t > 0, x(t, + t) and y(tz + t) are defined and 
i x(tl + t) - $4 + 41 < E 
2. There exists t, such that 
py j x(t + ts) - y(t)/ = 0. 
DEFINITION. A solution x(t) of (A) is bounded if there exist t, , M > 0 such 
that for all t > t, 
lx(t)1 <M. 
SELL'S THEOREM. If x(t) is a bounded phase asymptotically stable solution of 
(A), then the set of w-limit points of x(t) is the orbit of a phase asymptotically 
stable periodic solution of (A). 
Note. Sell’s Theorem is valid for general dynamical systems. In this discus- 
sion, we will use only the weak version stated above. 
3. A CRITERION FOR PHASE ASY.MPTOTIC STABILITY 
We consider an n-dimensional autonomous system 
3 =f@) (1) 
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where f has continuous first derivatives at each point of R”. Suppose there exists 
a bounded open set U C Rm such that the following conditions hold: 
(C,) Each solution of (I) which intersects 80 is “‘headed into” the interior 
of U, i.e., if x(t) is a solution of (1) and x(t,,) E au, then there is a 6 > 0 such 
that if 
then x(t) E I; and if 
t,-zi<t<t, 
then x(t) E R” - a. 
(Condition (C,) implies that no solution of (1) escapes I;‘. Also since G is 
bounded, it follows that if x(fs) E U, then solution x(t) is defined for all t > t, .) 
(C,) Each component off has continuous third derivatives in x1 )...) X, ) 
the components of X, at each point of U. 
(C,) Let P, denote a matrix such that j P, = 1 and 
where J is the real canonical form off,(y). (F or a description of the real canonical 
form, see Coddington and Levinson [3], page 358). There exists M > 0 such 
that 
lub / P,-’ 1 < M. 
YE27 
(C,) For each y E u, the eigenvalues of the matrixJ,(y) satisfy the follow- 
ing hypotheses: 
(i) There exists Y > 0 (where Y is independent of y) such that (n - 1) 
of the eigenvalues of the matrix fz( y), counted with their algebraic multipli- 
cities, have real parts which are G--r. If there is a y E i7 such that one of the 
eigenvalues of f,(y) h as a nonsimple elementary divisor then we require that 
r > M, the constant in condition (C,). 
(ii) There exist positive number 6, c such that 
+-M-Z>0 and 6< 
5-M-c 
M 
and such that for all y E u, the imaginary part of each eigenvalue of j=(y) has 
absolute value <&. In the special case that the eigenvalues of the matricesf,(y), 
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withy E u, all have simple elementary divisors, we require only that there exist 
positive numbers & and 5 such that 
r--c>0 r--c and he---- 
M 
and such that for all y E u, the imaginary part of each eigenvalue of f,(y) has 
absolute value <6. 
(Computable criteria for condition (C,) are given in Marden [9], especially 
p. 197 and p. 203.) 
(C,) There exists d > 0 such that if y E u and the eigenvalue A, of f,(y) 
has real part >--Y and u(y) is an eigenvector associated with A, such that 
( u(y)1 = 1, then the following condition holds: If f&y) is the coefficient of 
u(y) in the expansion of f(y) in terms of the n (generalized) eigenvectors of 
f,(y), then 
I Mr>l 3 d. 
(G) Let -ql ,..., -qk denote the real parts of the (n - 1) eigenvalues 
which have real part G--r. Then for j = 2 ,..., k, 
(C,) If x,, E U is an equilibrium point of (l), i.e., if f&J = 0, then all the 
eigenvalues off,(x,) have negative real parts. 
Throughout the following discussion, we shall assume, except where other- 
wise noted, that conditions (C,), (C,), (C,), (C,), (C,), (C,), (C,) hold. Condi- 
tions VU (Cd, G> and (G) are messy and unattractive, but they are mostly 
just analytic descriptions of quite simple uniformity conditions. 
Suppose that x(t) is a solution of (1) and t, is a number such that x(t,) E U. 
By (C,), it follows that for all t > t,, , solution x(t) is defined and x(t) E U. We 
study the stability properties of x(t) by comparing x(t) with a solution y(2) of (1) 
such that y(t,,) E U. Since x(t) and y(t) are solutions of (l), we have at once: 
where, by condition (C,), 
(3) 
and this limit is uniform in X(&J E tf. Using the notation 
w(t) =Y(t) - 44 
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we may write (2) as: 
and by (C,), we may write for all t > t, , 
The finite Taylor’s expansion yields 
w(t) - w(tJ = [w’(t,)] (t - t,) + -qQ (t - to>” 
where t, < i < t. Using (5), we obtain: 
u(t) = v + (t - 4?)f&(to)l> 44J 
+ (t - to) G[x(t,), z&J] w(t,) + T (t - t,)“. 
Next we examine equation (6) in some detail. For this examination, It is 
convenient to have the following lemma. 
LEMMA I. If y(to) - x(tO) is suficiently small, then y(t) can be ~,e~a~anze~e~~~~~ 
so that 
where w&t,) is the component of [y(to) - x(t,j] along the eigenvector u[x(tJj 
which is described in condition (C,). (That is, 
is a linear combination of the (generalized) eigenvectors associated with the (n - 1) 
eigenvalues which have real part <-r.) 
Proof. The proof is a familiar application of the Implicit Function Theorem. 
Let y(t,y) denote the solution of (1) such that y(to ,y) =r. The problem is 
then to solve the equation 
Ydt, 7) - w(tLJ = 0 (7) 
for i as a function of y. For if t = t(y) is a solution of (7) near the initial solution 
254 JANE CRONIN 
then we have 
Y& + ra - 4J, 3 - %,(4J = 0 
and the desired reparameterization of y(t, 7) is obtained by replacing t with 
t + P(Y) - 4-J* 
As already stated the values 
t = to, 9 = x(h) 
are an initial solution of (7). Also 
and by KG,> 
f w&J) = fd4441 
I f~I,[~(al 3 d > 0. 
Hence by the Implicit Function Theorem, equation (7) can be solved uniquely 
for t as a function of ji in a neighborhood of the initial solution t = to and 
y = x(tJ. This completes the proof of Lemma 1. 
The underlying idea of the remainder of this section is to use equation (6) 
to show that x(t) is phase asymptotically stable. We consider first the case in 
which the real canonical form off,[y] is of the form 
b 
--cl 
1 0 
0 1 
-q b 1 
-b -q 0 
0 
1 . 
-9 b 
-b -q- 
(8) 
where q > T and a is a real number. 
Let P be a nonsingular real matrix such that j P 1 = 1 and 
p~&(to)l P-l = J 
or 
J&&>l = P-lJP. 
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Then (6) can be written as: 
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w(t) = P-y + (t - to) J> Pw(to) 
+ (t - 43) @4~,)~ w(4Jl w(GJ + q!i (t -._ f,)Z. 
For brevity we denote w”(t)/2! by A(t) and rewrite (9) as: 
w(f) = P-1(1 + (t - to) (-q)} Pz&) + F(t - to> APzO(rO) 
i F(t - lo) %sw(t,) + (t - to) G[x(t,), w(&)] 7&) 
;9) 
ilO) 
T If - 4J2 -4 
where the matrices 33 and V are defined as follows: 
0 
0 b 
.gj = -b 0 
0 b 
-b 0 
0 
0 0 1 0 
0 0 0 1 
0 0 
0 0 
1 0 
0 1 
0 0 
0 0 
We can rewrite (9) in this way because by Lemma 1 
P-~d.Pw(t,) = 0 
where the matrix ~8’ is defined as: 
256 JANE CRONIN 
Next we observe that 
I P”~~f+o)l < I P-l I I p I b I ~(&)>I 
and hence by condition (C,), 
Applying condition (C,), we have 
1 P-%mo(t,)~ < M ( y - E - ” ) j w(t,)/ 
= (Y - M - c) / w(t,)l . 
(11) 
Also by condition (C,), we have: 
I P-l~P+,,>/ < M I w(t,)l (12) 
From (11) and (12), it follows that 
I[1 + (t - 4J (--4)144-J + p-v - to) ~Pw(trJ) + P-l@ - to) WPw(t,)l 
< I 1 + (t - 4,) L-P + (y - M - 4 + M I I =@,)I 
= I 1 + (t - 43) (-4 + y - 4 I 444 
(13) 
e I 1 - qt - 4dl I Al . 
From the definition of A(t), it follows that if 1 t - to j is sufficiently small, 
\(t - t(J) A(t)1 < +. (14) 
From (3), it follows that there exists rr > 0 such that if j w(t,)l < yl, then 
I GW,), 4~oH +,)I < c I ~&,)l .8 (15) 
From (lo), (13), (14) and (15), we have: if t - to > 0 and t - t,, is small enough 
so that ~(t - t,) < 1, then 
I4t)l -=I I 1 - qt - &)I I w(&l)l 
+ $ I t - +I I 4GJl + $- I t - 4l I I fad (16) 
zz 
(1 - 3 (t - a) I Nt,)l . 
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Inspection of the derivation of (16) shows that it is uniform in 1, j x(t,) and the 
restriction on the magnitudes of 1 w(t,JI and t - t, . 
The case in which the real canonical form offJy] is of the form 
2 6 1 0 
-q 0 1 
-cl b 
J= -6 -q 
-q 6 
4 -q 
where 4 > I’ can be dealt by a simplified version of the discussion for the case 
in which the real canonical form off,[y] is (8). For this special case it is unne- 
cessary to invoke Lemma 1. 
Xow we consider the derivation of (I 6) for the general case in which the real 
canonical form off,[y] is 
(17) 
where Jk (k = I,..., m) has the form 
As before, we analyze equation (9). Now however, equation (10) becomes: 
+ P-yt - to) J%u(t,) + P-l@ - to) BPw(t(J 
i- p-yt - t(J @R&J + (t - to) G + (t - to)2 A(t) 
where 
258 
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41 - % . 3$ = 
I 
(j = 2,..., k). 
41 - 4j 
BY G> 
Hence by a small extension of the arguments used earlier we find that (16) 
is still valid. 
Summarizing this discussion we obtain: 
LEMMA 2. 1Tf, fey each y E u, the matrix f,[yJ has the canonical form J as 
given in (17), or (17) without the eigenvalue a, then if 1 w(t,,)l and t - to are 
suficiently small, inequality (16) holds. Moreover (16) holds una~ormly in t, , x(t,,) 
and the restrictions on the magnitudes of j w(tO)/ and (t - t,). 
Our next objective is to apply (16) repeatedly. That is, we choose a fixed 
tl > t,, such that tl - to is sufficiently small so that (16) can be applied. Thus 
we have 
I w(t,)l < [l - + (5 - to)] I w(to>l -, 
We would like then to apply (16) g a ain with tz - t1 small and positive to obtain: 
I w(tJi <.[I - + (tz - t,,] I w(t1)l * 
If (16) were applied repeatedly in this way, we would expect to obtain the con- 
clusion of the theorem. But in order to apply (16) repeatedly, we must have at 
the jth step (j = 1, 2,...) 
where wcl,(tj) is the component of w(tj) along the eigenvector u[x(tJ] described 
in (C,). 
To insure that (18) holds, we must at each step apply Lemma 1. That is, at 
the jth step we must solve the equation 
(19) 
for t as a function of 3 by applying the Implicit Function Theorem. 
By the argument used in the proof of Lemma 1, i.e., invoking condition (CJ, 
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it foo!lows that the Implicit Function Theorem can be -used to solve (19), i.e., 
we obtain a function 
t = T(y) 
such that 
T[x(t,)] = tj 
and 
qqjq, ii] = 0. (20) 
T’he matrix ,gz[~(tj)] has n - 1 eigenvalues A, ,...i A, , with real part less than 
or equal to --Y. Let Sj denote the (PZ - 1)-dimensional hyperplane which is 
spanned b!- the eigenvectors (and generalized eigenvectors) associated with 
h, )...) A, . Let SjPl denote the corresponding hyperplane associated with 
jJ~(t+r)]. It follows from conditions (C,) and (C,) (i), that the eigenvalues of 
&(,y) which have real part less than or equal to --Y and the associated generalized 
eigenvectors depend continuously on’y. Hence if tj - tj+r is sufficiently small, 
then Sj and Siel are nearly parallel. 
Let a be the angle between the vectors y[T(y), y] - x(tj) and Y(Q) - x(t$); 
let ,8 be the angle between the vectors z(tj) - y[ T(y), y] and y(tj) - y[T(y), y] ; 
and let y be the angle between the vectors y(t,) - y(ti) and y[T(y), y] - y(tj). 
(See Figure I.) 
Let B > 0. Then there exists 6 > 0 such that if 
then 
0 < tj - Q-1 < 8 
(i) SjUl and Sj are nearly parallel; 
(ii) a: is very small; 
(iii) for t E [tj-2 , tj], j(t) and k(t) are near+ parallel straight lines anu 
x($) -- X(tj-J is small. 
FIGURE 1 
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If (i), (ii), (iii) hold then angles /3 and y are both close enough to r/2 so that 
1 - E < sin y/sin /3 < 1 + 6. 
By the Law of Sines, 
and hence 
This estimate is uniform in tj-1 and tj because equation (1) is autonomous and 
we considerf(x) andf,(x) for x E u, where ?? is a compact set. Thus we obtain: 
LEMMA 3. Given E > 0, then there exists 6 > 0 such that if 
0 < tj - tj-1 < 6 
then 
I YlW), Yl - x(4)1 < (1 + 4 I Y(4) - &>I 
By (C,) each equilibrium point in U of (1) is isolated. Also if x0 is an equili- 
brium point in U of (I), there exists a neighborhood N of x,, such that if x(t) E N, 
then for all t > f, x(t) E N and lim,_, x(t) = x,, and if x E IV, then all the eigen- 
values off,(x) have negative real parts and these negative real parts are bounded 
away from zero. Thus if x(t) enters N, it is not necessary to apply Lemma 1 or 
Lemma 3. The conclusion of the theorem follows at once for x(t). 
Hence we may assume that for all t, solution X(t) remains in a compact set K 
such that if x E K, f(z) # 0 and hence that there exists m > 0 such that if 
x E K, If(x)1 > m. 
Now choose the E in Lemma 3 so that 
1 + E < 1 - W/4) (4 - 4-l) 
1 - (c/2) (tj - t&r) . 
(Remember that tj - tiMI is given by Lemma 2 and is independent ofj.) Then 
by Lemma 3 
I YPW 71 - eI < 1 - (c/4) (tj - tj-1) - 1 - (q!) (tj - &) 1 y - @d . (21) 
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But 
y - &)I = j y(tJ - x(tJl 
= I 4a 
< [l - -$ (tj - ti-,)] ; z(t,& . 
From (21) and (22) it follows that 
ly[T(~),y] - x(tj)l < [I - $ (tj - tj-1 
or 
/ yjtj T {T(y) - tj>] - x(t$ < [l - $ (ti - tj-,)I 1 ZL;(tj-.& b (2 
Thus at the jth step, the parameter adjustment is: 
Tj = T(y) - tj . 
Now we want to obtain an estimate for j T,? 1 ~ First we have 
and 
y(T(ji), 9) - y&), < ( y(T(y), T) - x(t:;), -7 x(q) - y(t& 
But 
! y(T(y), ji) - y(tj)l = i y’(f) [T(jj) - tJ 
= I f[Y(Ql CT(y) - fj31 
> 7% j T(y) - tj ) I 
But by (22) and (23) 
and 
y(T(y), ~) - Al < il - (Cj4) (ti -~ tj-I)] I “jt,-l)l 
! x(tj) - y(tj)i = i 7 - X(tj)i 
< [l - (Cj2)(tj - ?,-I)] j ‘iL.(tj-l)j . 
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Combining (24), (25), (26), (27), we obtain: 
Let 
k = [l - (c/4) (tj - tj-r)]. 
Then from (23) and (28), we have: 
1 7j / = I T(y) - tj / < (2/m) kj j w(t(J . 
Thus the series Cj”=, / rj ( converges because Cj”=, / ~~ j is dominated by the 
convergent geometric series 
LEMMA 4. The solution x(t) is phase asymptotically stable. 
Proof. Let 01 = Cr=‘=, rn and let S, denote the partial sum cb, rT, . The 
preceding discussion shows that 
I At, + 4) - &>i (29) 
is monotonic decreasing and approaches 0 as 2 3 co. But 
! y(t + 8,) - y(t t a)I -+ 0 (30) 
as 4 + co and this convergence is uniform in t because dxjdt = f (x) and 
/ f [x(t)]1 is bounded since x(t) E f7. From (29) and (30), it follows that 
Y(t* + 4 - X(h) + 0 
as q-f co. But the sequence t, starts from to, arbitrary, and tn - tael can be 
arbitrarily chosen (as long as it is sufficiently small). Hence 
p% 1 y(t + a) - x(t)/ = 0. 
It remains to show that condition 1, in the definition of phase asymptotic 
stability is satisfied. Since 
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then by choosing j z(t,Jj small we can make ~1 / as sma!i as desired. Suppose 
aft,) - y(t,)l < 6. 
Let y(t) = y(t --,- t, - tr). Then I = y(t.J and i .v(tr) -- y(t,)i < 6. Then 
: “Y(Q - y(t& < j tc(tJ - x(t, f Cf)i + i X(t, i a) - j$tJi 
and for t > 0, 
; x(t, -; t) -$t, + t); 
< 1 “(t, t t) - x(t, t t + cr)l -j- “(1, T t + cc) - :J(t, ?‘ t); ” 
3y the uniform continuity of x(t) (x(t) E 0, compact, and therefore 1 {[x(t)] j = 
: x’(t)\ is bounded) if u is suffciently small 
! x(t, + t) - X(t; + t + a)I < E/2 
for d! t > 0. We have already shown that there exists M > 0 such that if t > 34, 
then 
I x(tl f t + CL) - y(tl f t)/ < E/2. 
Thus if t > M 
: “(t, + t) - u(te -i- t)] =z x(t, + t) -- ;I(tl -5 i:); i’ E. 
This compietes the proof of Lemma 4. 
Summarizing our results thus far, we have: 
THEOREM I. If conditions (C,), (C,), (C,), (C,), (C,), (C,), (C,) aye satisjed 
alzd if x(t) is a solution of (1) such that fey some t, , 
x(q)) E i7, 
then x(t) is phase asymptotically stable. 
Now it is convenient to introduce the following notation. 
Let O[y(t)] denote the orbit of solution y(t), i.e., 
B[y(t)] = {y(t)/t in the domain of y(t)> 
and iet n[y(t)] denote the B-limit set of y(t), i.e., 
Q[y(t)] = (p 5 P/there exists sequence {tJ such that t, ---f co and r(t3 --f p>. 
439/74/t-i8 
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THEOREM 2. If fi is connected theye es exactly one phase asymptotically stable 
periodic so&ion x(t) of (1) such that ify(t) is a sobtion of (1) with y(tl) E u, then 
Q[YWl = w4t>l. 
Note. In the statements of Theorems 2 and 3, “one periodic solution” or 
a “unique periodic solution” means unique up to reparameterization. 
Proof. By Sell’s Theorem, there is at least one phase asymptotically stable 
periodic solution x(t) with U[x(t)J C u. 
Suppose there exist two distinct such periodic solutions x(t) and a(t). Let y(t) 
denote any solution of (1) such that 
Let 
The sets V and w have the following properties: 
1. V # 4 because U[x(t)] C V”. 9Y # 4 because U[%(t)] C ‘#‘-. 
2. V n YV = 4 from the definition of Y and w. 
3. -Y is closed. 
Proof. Suppose {dmJ(t)> is a set of solutions of (1) such that for each m 
U[aW(t)] n l7 # 4 
and suppose there is a sequence {tm> such that 
x(m)(tm) E v (for all m) 
and 
x(“)(t,) 3 u(t,) E i7 
where u(t) is a solution of (1). W e must show that u(t,,) E V”. It is sufficient to 
show that 
QWI = ~bWl* 
Since x(“)(tm) E V, then 
a[xyt)] = q4q. 
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By ‘Theorem 1, each solution x cm)(t) is phase asymptotically smb;b!e and solution 
u(t) is phase asymptotically stable. If 
then by Sel’s Theorem, Q[u(t)] is the orbit of another periodic solution, say 
Z(t). Since u(t) is phase asymptotically stable, then if m is sufficiently large (so 
that j x(m)(tm) - u(t& is sufficiently small) we must have 
Q[x’“‘(t)] = Q[u(t)] = c!@(t)]. 
Bur this contradicts the assumption that 
and hence that 
Therefore 
a+yt,) t v 
qxyt)] = B[x(t)]. 
f@(t)] n Q(t)] f 4 
and so by Sell’s Theorem 
Q[u(t)] = O[x(t)]. 
4. W* is closed by the same kind of argument that was used in 3. to prove 
that r’r is closed. 
5. n = V U ‘V because by Sell’s Theorem the LMimit set of each 
solution in u is the orbit of a periodic solution. 
Since g is bounded, Y and W are disjoint compact sets. Hence there exist 
disjoint open sets S(V) and &J(W) such that 
This contradicts the hypothesis that v is connected and hence completes the 
proof of Theorem 2. 
THEOREM 3. If u is connected and there is m e~~~~ibyi~~z point of (1) in u, 
then there is a unique phase asymptotically stable nontrivial periodic solution x”(t) 
of(l) such that if y(t) is a solution of (1) and there exists t, such that y(t,) E u, then 
Q[Y(f)l = fwa 
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Proof. This follows at once from Theorem 2. 
THEOREM 4. If i7 is connected and the set of equilibrium points of (1) has a 
non-empty intersection with u, then there is exactly one equilibrium point p, of (1) 
in u and ;fy(t) is a solution of (I) with t, such that y(tJ E 0, then Q[y(t)] = p, . 
(Thus p, is globally asymptotically stable i?a u.) Also the function 
I y(t) - PO I 
is monotonic decreasing in t. 
Proof. This is also an immediate consequence of Theorem 2. 
4. A CRITERION FOR ASYMPTOTIC STABILITY 
Now in place of equation (1) in Section 3, we consider the nonautonomous 
equation 
9 =f(t, x) (31) 
and we seek a theorem for nonautonomous systems which parallels Theorem 1 
for autonomous systems. 
With obvious modifications of the hypotheses used for Theorem 1, certain 
of the arguments of the proof of Theorem 1 remain valid. IHowever the proce- 
dure of reparameterizing solution y(t) at each step, i.e., applying Lemma 1 at 
each step, cannot be used because for nonautonomous systems it is not generally 
true that if y(t) is a solution, then y(t + h), where h is a constant, is also a 
solution. An examination of the proof of Theorem 1 shows that in order to 
avoid the reparametrization step, we must exclude the possibility of one eigen- 
value having unrestricted real part. 
We use the following hypotheses: 
(Ci) Each component of f(t, X) has continuous third derivatives in t 
and x, ,..., x, , the components of x. 
(CL) For each y E u and for each t > to , the eigenvalues of fJt, y] 
satisfy the following hypothesis: 
(i) There exists Y > 0 such that all of the eigenvalues of fz(t, y) have 
real parts which are G-r. If there exist y E 0 and t > to such that one of the 
eigenvalues of f,(y) has a nonsimple elementary divisor, then Y > M, the con- 
stant in condition (Cl). 
(ii) There exist positive numbers 6, z such that 
r--M--c>0 and 
r-M--c 
b< M 
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and such that for all y E u, t > f, i the imaginary ;sart of each eigenvaiue of 
Jz(t, y) has absolute value <I;. In the special case that the eigenvalues of the 
matrices f,(t, y), where y E u and t > t, , ail have simple elementary divisors, 
we require only that there exist positive numbers 6 and E such that 
and such that for all y E U’, t > t, , the imaginary part of each eigenva!ue of 
fz(t, y) has absolute value <b. 
Following arguments parallel to those used in the proof of Theorem 1, we 
obtain: 
~IIHE~REM 5. Suppose equation (3) satis$es (C,), (Ci), (CT,), (CJ and (C,). 0 
x(t) is a solution of (3) such that x(t,) E a, then x(t) is asyln~tot~cal~l stable. 
5. h'PLICATIONS 
(i) Su$pession of Qscillatiom 
Consider the system 
where each fj (j = I,..., n) has continuous third derivatives in x1 ,..., Y’,~ and for 
each y E R”, the eigenvalues of [(&/ax,) (y)] all have multiplicity one. 
2, =j& ,I..) x,) - Rs, 
. . . $2) 
1, =j& ,...; x,) - Rx, 
iias a unique eguilibGm2 point p, in 
ad p, is glo!obully asymptotically stable in I?, . 
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PYOO~. First if R is sufficiently large, then on 3B, . 
Y+ = x& = c (xjfj - RxJ < 0 
j=l 
and hence by a standard theorem, (32) has at least one equilibrium point in BN . 
Also each solution of (32) which intersects aB, crosses i?B, into the interior of 
BN . Now we show that if R is large enough, then system (32) satisfies conditions 
(Cl>, (CA, (G), (G), ((3, (C,), (Cd of Section 3 with u = BN . 
Since 0 = BN , then certainly (C,) is satisfied. We have already assumed that 
(C,) is satisfied. Since the eigenvalues of [&/a+) (y)] all have algebraic multi- 
plicity one, then it follows by standard argument that the corresponding eigen- 
vectors may be chosen so that they are continuous functions of y E BN , 
Since the eigenvectors are continuous functions of y, there exists M > 0 as 
described in (C,), i.e., there exists P, such that 
where J is the real canonical form and / P, 1 = 1 and 1 P;’ j < M for ally E B. 
If 
then 
Pvfdr) PG’ = 1 
P,[f,(y) - RI] P;’ = J - RI. 
Thus J - RI is the real canonical form of the matrix 
and conditions (C,) is satisfied for system (32). Clearly if A1 ,.,., h, are the eigen- 
values of fz( y) then X, - R,... , X, - R are the eigenvalues of fz( y) - RI. 
Hence it is clear that if R is sufficiently large, condition (C,) is satisfied. If R 
is sufficiently large, all the eigenvalues off.(y) - RI have real parts which are 
negative and bounded away from 0. Hence (C,) is vacuously satisfied. If R is 
sufficiently large, then (C,) is also satisfied. The proof of Theorem 6 thus 
follows from Theorem 4. 
(ii) A Two-Dirmmional Example 
We indicate how the results of Section 3 can be applied to the standard 
illustrative example: 
kl = ax, + x1( 1 - xl2 - xzz) = fl(xl , x2) 
k2 = --ax, + x2( 1 - xl2 - x2%) = f2(xl , x2) 
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where a is a positive constant. The characteristic equation of [(2&i&~) (xl ) x2)] 
is easily computed and if xl2 f x2 2 = 1, the roots of the characteristic equation 
are: 
x = -1 r;t (1 - 4v. 
If Q E (0, I)> the roots are real, distinct, negative and bounded away fr m 0. 
Since they are distinct, they depend continuously on (x1 ) x2). If 
where E is a sufficiently small positive number, it follows by elementary argu- 
ments that conditions (C,), (C,), (C,), (C,), (C,), (C,) are satisfied and hence by 
Theorem 3, that there is a unique phase asymptoticaliy stable periodic solution 
whose orbit is the set of w-limit points of every solution which enters fi. This is 
the solution: 
x1(t) = cos at 
x,(t) = sin at. 
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