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Abstract
This Thesis aims to investigate the role of correlations arising in cold Ry-
dberg samples as a consequence of the strong interactions between its con-
stituents. For this purpose, two different approaches, which allow the study
of different types of correlations, are presented here. On the one hand, as a
consequence of the interactions between the excitations, resonantly excited
Rydberg ensembles exhibit a strong degree of anti-correlation, which becomes
visible either through the blockade of the excitation, or through a slowing
down of the dynamics. On the other hand, the Rydberg-Rydberg interac-
tions in the off-resonant regime enhance the generation of new excitations,
leading the system to exhibit strong correlations. Moreover, by analyzing
the full counting statistics (FCS) of the excitation events we get more in-
sight into this process. Thus, in the off-resonant case, the most notable
features of these strong correlations are the bimodal shapes of histograms of
the counting distributions. Furthermore, under strong dissipative conditions,
the FCS analysis reveals signs of a transition between two dynamical phases.
Although the afore-mentioned effects were observed in a system governed
by an Ising-type Hamiltonian, correlations emerge in other systems as well.
For instance, in systems described by Heisenberg XX-type Hamiltonians, the
strong interactions lead the dipolar energy exchange between the excitations.
Riassunto
In questa Tesi viene investigato il ruolo delle correlazioni che emergono in
un gas di atomi di Rydberg fortemente interagenti. Nel caso in cui le ecci-
tazioni di Rydberg vengano create su risonanza, come conseguenza delle forti
interazioni, si verifica sia un effetto di bloccaggio della eccitazion, che un ral-
lentamento della dinamica. D’altro canto, per eccitazione fuori risonanza,
le forti interazioni favoriscono la generazione di nuove eccitazioni Rydberg
creando un sistema con un forte di grado di correlazione, come conseguenza
della natura sequenziale del processo di eccitazione. Attraverso l’analisi della
statistica completa dell’eccitazione e` possibile ottenere una maggiore quan-
tita` di informazioni sul sistema. La conseguenza piu` evidente di queste forti
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correlazioni e` il carattere bimodale della distribuzione. Inoltre, in condizioni
di regime fortemente dissipativo, l’analisi della statistica completa delle ecci-
tazioni mostra segni di una transizione fra due fasi dinamiche. Sebbene questi
effetti siano stati osservati su un sistema descrito da una Hamiltoniana tipo
Ising, questi sono osservabili anche in altri sistemi fortemente correlati, come
quelli descritti da una Hamiltoniana tipo Heisenberg-XX, dove le forte inter-
azioni fra gli atomi producono gli scambi energetici dipolari tra le eccitazioni.
Zussamenfassung
In dieser Doktorarbeit wird die Rolle der Korrelationen untersucht, die auf-
grund der starken Wechselwirkungen zwischen Rydbergatomen in kalten Gasen
auftreten. Zu diesem Zweck werden hier zwei verschiedene Methoden vorgestellt,
die eine Untersuchung dieser Korrelationen ermo¨glichen. Zum einen weisen
resonant angeregte Ensembles von Rydbergatomen starke Anti-Korrelationen
aufgrund der Wechselwirkungen zwischen den angeregten Atomen auf; diese
werden entweder als Anregungsblockade sichtbar oder durch eine Verlangsamung
der Dynamik. Zum anderen versta¨rken die Rydberg-Rydberg Wechselwirkun-
gen im nichtresonanten Anregungsregime die Bildung neuer Anregungen, was
zu starken Korrelationen im System fu¨hrt. Wir erhalten einen tieferen Ein-
blick in diesen Prozess durch eine Analyse der Full Counting Statistics (FSC)
der Anregungsereignisse. Im nichtresonanten Fall sind die auffa¨lligsten Merk-
male der starken Korrelationen gegeben durch eine bimodale Form der His-
togramme der Anregungsereignisse. Unter stark dissipativen Bedingungen
offenbart die Analyse der FSC zudem Anzeichen eines Phasenu¨bergangs zwis-
chen zwei dynamischen Phasen. Die obengenannten Effekte wurden zwar in
Systemen nachgewiesen, die durch einen Hamilton-Operator vom Ising-Typ
beschrieben werden, doch entstehen Korrelationen auch in anderen Systemen.
So fu¨hren starke Wechselwirkungen in Systemen vom Typ Heisenberg-XX zu
einem dipolaren Energieaustausch zwischen den angeregten Atomen.
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Introduction
Research on the correlations arising in natural systems and how they influ-
ence the evolution of the constituent particles constitute a very active field
of science, due to the fact that understanding the meaning of a simple cor-
relation can be the key to explaining the behavior of complex systems. The
influence of strong correlations is visible in a wide range of systems. For
instance, in solids the interactions between the electrons and the coupling
between the charge, spin, orbital, and lattice degrees of freedom play an im-
portant role in determining the electronic and magnetic ordering of electronic
ensembles [2]. Furthermore, the physics of strong correlations is behind some
properties of technologically relevant materials such as high-temperature su-
perconductors [3], magnetic systems [4, 5]; and is also relevant in quantum
information [6, 7]. Particularly important for our research are the correlations
emerging in atomic systems due to the interactions between its constituent
particles. As a consequence of these interactions, small changes in an exter-
nal parameter may have dramatic effects on the ground state of the system,
changing, for instance, the electronic or the magnetic phase of the material.
These phase transitions, which can be induced at zero temperature, are a
quantum-mechanical effect, and exhibit a quantum critical point separating
the two ground states [8].
In recent years, Rydberg atoms, i.e. atoms excited to high energy states,
in ultracold gases have been extensively studied due to their peculiar prop-
erties (e.g. lifetimes of the order of hundreds of microseconds high sen-
sitivity to electric fields and strong interactions), which make them the
ideal candidates for a large variety of applications, ranging from the im-
plementation of fast quantum gates for quantum computation to the real-
ization of quantum simulators of strongly interacting many-body systems,
[9, 10, 11, 12, 13, 14]. In fact, the strong interactions these systems exhibit,
which can be dipole-dipole or van der Waals interactions, make them ideal
candidates for studying many-body effects involving long-range correlations
[15, 16, 17, 18, 19, 20, 21, 22, 1]. The aim of the present Thesis is to study the
correlations emerging in cold atoms gases excited to such strongly interacting
Rydberg states and the characterization of the rich phenomena that arise in
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these systems as a consequence of the strong intractions. In our experiments,
we use two different approaches to characterize the interaction-related phe-
nomena in Rydberg systems. On the one hand, the resonant laser driving
in the non-dissipative regime, under which the majority of the experiments
involving Rydberg atoms have been performed [10, 1, 23]. The interest in
this regime relies on the fact that one of the most striking features of Ry-
dberg systems emerges under these conditions: the so-called blockade effect
[24, 25, 26]. This phenomenon, whereby only a single excitation is allowed
within the blockade sphere, has recently attracted the attention of the sci-
entific community due to its potential application in quantum information
processing [23, 27, 28]. In the experiments done under resonant conditions,
the strong interactions between Rydberg atoms manifest themselves either
as spatial correlations [22, 21], or through a reduction of fluctuations [29].
Despite the importance it has received in the past years, the blockade effect is
not the only characteristic phenomenon arising in resonantly excited Rydberg
samples. Recent theoretical investigations have shown that the incoherent
dynamics of such a system is described by a master equation with manifest
kinetic constraints [30]. These constraints lead to a spatially correlated col-
lective relaxation of the system, which in experimental terms becomes visible
through the dynamical heterogeneity (some regions of the sample experience
faster dynamics than others) that slows down the global dynamics.
The second way to approach the study of correlations arising from Ryd-
berg systems arises in the context of an off-resonant excitation of Rydberg
states, for which the behavior of the system depends strongly on the detuning
and the sign (attractive or repulsive) of the interaction. As a further impor-
tant ingredient, dissipation has been shown to lead to novel phases and exotic
phenomena. In our experiments, such correlations are characterized through
the analysis of the full counting statistics of the excitation events, similarly
to the methods recently used in condensed matter physics to evidence corre-
lations in electronic transport processes [31, 32]. Both excitation regimes (on
and off-resonant) are reached using the same experimental setup, allowing us
to study correlations or anti-correlations in a controlled many-body system
depending on the selected parameters.
This concept is summarized in Fig. 1. In Fig. 1(a) I show a cloud full of
blockade spheres. Intuitively, one can expect that for long durations of the
excitation time, a higher number of excitations should be generated. In Fig.
1(b) I show the expected Rydberg fraction (continuous red line) versus the
measured one (red circles) as a function of the excitation time. The strong
suppression of the excitation is a consequence of the blockade effect. The
difference between the curves evidences the strong degree of anti-correlations
present this system. This issue will be discussed in detail in Ch. 3. In
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Figure 1: (a) Resonantly excited Rydberg sample. As a consequence of the
dipole blockade effect, the spheres in which only a Rydberg excitation is
allowed are generated. In the fully blockade regime the cloud is full by the
maximum number of spheres that fit into it. (b) Qualitative theoretical time
dependence in absence of interactions (continuous red line) and the actually
measured Rydberg fraction (red diamonds). The latter one exhibits a strong
suppression as a consequence of the blockade effect. This evidences the strong
degree of anti-correlation present in this system. This will be explained in
detail in Ch. 3. (c) Off-resonant Rydberg excitations in a cold cloud. (d)
Due to the strong dependence of the generation of the excitations event on
the detuning and the character of the interaction between Rydberg atoms,
not many excitations are expected to occur (continuous blue line). However
under the right conditions, i.e. the interactions between the atoms and the
detuning present the same value and sign; the interactions compensate the
energy shift (more details Ch. 4); leading to new Rydberg excitations to be
generated as the system evolves (blue diamonds). The fact that the measured
excitations reach higher values than the expected ones evidences the strong
degree of correlations in this system.
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Fig. 1(c) the same sample is reported but, this time, atoms are excited off-
resonantly. The plot in Fig. 1(d), is a study of the dynamics of this system.
The continuous blue line indicates the expected dynamics of the system in
the absence of interaction-induced correlations and symbols represent the
actually measured dynamics (blue diamonds). In this case, the differences
between the two curves indicates a strong degree of correlations present in
this system. This argument will be explained in detail in Ch. 4.
This thesis is organized as follows:
Ch.1 reviews the concepts of Rydberg atoms and their associated strong
interactions, as well as the basic aspects of the Dicke Model and the Coop-
erative Dicke Model, developed by the group of P. Pillet (Laboratoire Aime´
Cotton, Orsay, France), which is used in the frame of this Thesis as theoret-
ical support for some of the experimental results. Ch.2 describes in detail
the experimental setup present in the BEC lab in Pisa, used to perform all
the experiments I will present on the following pages. Here I describe as
well some innovations regarding to the setup that have been done during my
PhD, like the techniques to prepare atomic samples varying the density of
the cloud (Ch.2.1), published in [33], and the seed technique used to generate
off-resonant excitations (Ch.2.2.3). In Ch.2.3 I introduce the full counting
statistics analysis, which has proved to be a powerful tool for unveiling many-
body effects in Rydberg gases. From Ch.3 to 6, I present the central results
obtained during my PhD. More specifically, in Ch.3 I present the results
of an experimental study on the dynamics of Rydberg samples excited on
resonance in the incoherent and non-dissipative regime. Under these condi-
tions, the strong interactions of Rydberg systems lead to the emergence of
anti-correlations, through the well-known blockade effect. These results have
already been published in [34]. Additionally, I study also the incoherent dy-
namics of a resonantly excited Rydberg gas, where signatures of kinetic con-
straints, like dynamical heterogeneity, are expected (predicted theoretically
in [30]). Ch.4 and Ch.5 report on the experimental results obtained when
Rydberg atoms are excited off resonance, leading, in this case, to strong corre-
lations. Hence, in Ch. 4, I describe how off-resonant Rydberg excitations - or
aggregates - are generated under non-dissipative conditions. The cooperative
Dicke model will be used here in order to offer a more consistent interpreta-
tion of the experimental observations. Contrary to the resonant case, here
the interactions between Rydberg excitations enhance the generation of new
ones, favouring the growing of the aggregates. This process exhibits three
different stages: ignition, when the first excitation is generated; facilitation,
when the aggregates grow; and avalanche, in which multiple excitations are
generated and exotic phenomena arises, specially under highly dissipative
conditions. Each one of these stages is characterized by a certain degree of
xxi
correlation. In Ch.4.2.2 I present some experimental results in which the fa-
cilitation stage is studied by using a simple technique (whose implementation
in the setup is described in Ch.2.2.3) that allows us to “isolate” the facili-
tation stage from the other ones. In Ch.5 I explore the avalanche stage and
the rich phenomena emerging in the presence of strong dissipation. I discuss
the experimental signatures we found, supported also by theoretical works,
of the existence of two dynamical phases with a transition region in between
and its interpretation. These results and their interpretation provided as well
the basis for a paper published last year [35]. In the last chapter, Ch.6, I
report on a theoretical investigation that I performed in the “Physikalisches
Institut” of the University of Heidelberg (Germany), in the framework of the
Thesis cotutelle. During the time I spent there, I was involved in the study of
short-range interactions in Rydberg systems. My task consisted of generating
the computer code and simulating dipole mediated exchange of population
between S and P Rydberg states. Particularly, I focused on the different
interaction regimes that arise in these samples depending on which timescale
dominates: that of the dipole-dipole interactions or the Rabi frequency. This
work served also to characterize a new component of the setup, a microwave
pulse generator that allows to generate Rydberg P -excitations, which is the
first step for future investigations in energy transport experiments.
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Rydberg atoms
Atoms excited to high energy states, so-called Rydberg atoms [9], have been
studied since the beginning of the twentieth century, mainly due to the role
they play in quantitative atomic spectroscopy [36] . In the 1970′s it became
apparent that Rydberg atoms could play an important role in naturally oc-
curring physical systems, specially in astrophysics [37, 38] and plasma physics
[39]. Besides, the developement of the tunable dye laser [40, 41] made it pos-
sible, in combination with a simple apparatus, to excite large numbers of
atoms to a well-defined Rydberg state. However, it was necessary to wait
until the 1990′s, when the field of cold atomic gases faced a revolution with
achievements such as the Bose-Einstein condensation [42, 43, 44]; when Ry-
dberg atoms came back to the scientific community spotlight, due to their
extreme properties and their possible applications. Since then, the field of
ultracold Rydberg physics evolved towards different research areas, ranging
from quantum computation and quantum simulation [45, 23, 46, 47, 48, 49]
quantum non-linear optics [50, 51], energy transport [52], ultracold chem-
istry [53] or the study of phase transitions [16, 54, 55, 56, 57] and exotic
quantum phases [58, 59]. The common denominator of those works relies
on the fact that such diverse phenomena can be approached experimentally
making use of the properties of Rydberg atoms: their size (which can be as
large as several microns), the strong interactions between them, the large
lifetimes or the sensitivity to electric fields. In this chapter we review some
of the basic properties of Rydberg atoms. Then, we will focus on the nature
of the Rydberg-Rydberg interactions and how the interplay with the laser
field induces correlations in the system. Moreover, we will introduce some
theoretical tools like the Cooperative Dicke Model, which will be used in the
interpretation of the results during the following chapters.
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1.1 Rydberg atoms
5.632 a0
2384.2 a0
Figure 1.1: Comparison of the sizes (not to scale) in atomic units [1] of a
Rydberg atom and a ground state atom in order to highlight the giant size
of the former one. The size of Rydberg atoms is proportional to n2.
Rydberg atoms are characterized by an electron in a high energy state, i.e.,
with a large principal quantum number, n. This concept is schematically
illustrated in Fig.1.1, where a ground state atom is compared with a Rydberg
atom. The first time that Rydberg atoms appear historically is in 1885, in
the Balmer series for wavelength of visible series of atomic Hydrogen for
transitions from nI = 2 to higher lying levels [9]:
λ =
4c
Ry
n2
n2i − 4
(1.1)
In 1888, J. R. Rydberg generalized that expression for each pair of states
n1 and n2, extending to the non-visible region the description of the spectra
[60]
1
λ
= R∞
(
1
n21
− 1
n22
)
(1.2)
where R∞ = 109736.62 cm−1 is the Rydberg constant.
A few years later, the Bohr atomic model [61] introduces quantized values
of the energy of the electron according to the principal quantum number, n,
by linking the binding energy of the electron with the hydrogen spectra:
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En = hc
R∞
n2
(1.3)
In analogy to this, the characteristic scaling of other properties of the
hydrogen atom with the principal quantum number can be directly derived
from the Bohr model. Due to the similarities of Rydberg states to those of
hydrogen, these scaling laws appear also in the properties of Rydberg atoms.
In the experiments presented in this Thesis, we deal with highly excited
states of rubidium, which has one valence electron. The orbit of the valence
electron is large (∼ n2), thus it is possible to separate it from the rest of
the electrons and the nucleus, that together form the core. In this sense, a
Rydberg atom is quite similar to a hydrogen atom, with the only difference
coming from the size of the core. The core electrons are tightly bound and
almost unperturbed by the valence electron. The main effect of the core is
to screen the nuclear charge in a way that the effective potential seen by the
Rydberg electron is approximately the same as that of the Hydrogen atom.
The Quantum defect Theory (QDT) allows to quantify the deviations of the
real core potential from that of a single positive charge, which result in a
phase shift of the wave functions.This means, that the energy eigenvalues
should be corrected by a certain factor as compared to those of the hydrogen
atom.This is done by replacing the principal quantum number n with an
effective principal quantum number. The so-called quantum defect factor,
δn,l,j, depends both on the principal quantum number, n, as well as on the
angular momentum l. In practice, it translates the principal quantum number
into an effective quantum number: (n∗) = n− δn,l,j. With this modification
the energy levels of the rubidium Rydberg-states can be written like the
hydrogen levels as:
En,l,j = −hc R∞
(n∗)2
(1.4)
The quantum defect is determined by spectroscopic measurements [62]
and can be approximated using the empirical Rydberg-Ritz formula [9]:
δn,l,j = δ0 +
δ2
(n− δ0)2 +
δ4
(n− δ0)4 + . . . (1.5)
The values of δ0,δ2, . . . have to be determined experimentally for each
atomic species. In Table 1.1 we show the values of these parameters for the
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case of rubidium [9]. The quantum defects depends slightly on the value of
the principal quantum number, and, specially for high n states, the first two
terms of Eq. 1.5 are often sufficient.
Series δ0 δ2
ns1/2 3.13109(2) 0.204(8)
np1/2 2.65456(15) 0.388(60)
np3/2 2.64145(20) 0.33(18)
nd3/2,5/2 1.347157(80) −0.59553
nf5/2,7/2 0.016312 −0.064007
Table 1.1: Rubidium quantum defects, from [9].
1.2 Properties
The high principal quantum number, n, gives Rydberg atoms remarkable
properties, that scale with the value of the principal quantum number. Ta-
ble1.2 shows some of these properties as well as the scaling law with (n∗):
Property (n∗)-scaling
Binding Energy En (n
∗)−2
Orbital radius (n∗)2
Level spacing (n∗)−3
Lifetime τ (n∗)3
Polarizability α (n∗)7
Ionisation field Eion (n∗)−4
Dipole-dipole interaction coefficient C3 (n
∗)4
van der Waals interaction coefficient C6 (n
∗)11
Table 1.2: Some properties of Rydberg atoms and scaling laws with the
effective principal quantum number (n∗) = n− δn,l,j (see [9]).
Of particular importance for the work presented in this thesis are the long
lifetime of Rydberg atoms and their high sensitivity to electric fields.
1.2.1 Lifetime of Rydberg atoms
The lifetime of alkali Rydberg atoms, determined by the radiative decay to
lower lying levels but also by transitions to higher (and lower) lying states
induced by blackbody radiation, can be on the order of hundreds of microsec-
onds for n ≥ 50 (much larger than, for instance, the lifetime of the 5P3/2,
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τlifetime ≈ 26.2 ns). The spontaneous decay rate between of the state |nl〉
to the lower lying state |n′l′〉 can be expressed in terms of the A Einstein
coefficient :
An′l′,nl =
2e2ω3nl,n′l′
30~c3h
|〈n′l′|r|nl〉|2 (1.6)
The stimulated emission as well as absorption of blackbody radiation are
given by the Einstein B coefficient :
B = AN(ω) (1.7)
where, N(ω) is the number of photons per mode of the black body radia-
tion at temperature T and frequency ω, given by the Bose distribution:
N(ω) =
1
e~ω/kBT − 1 (1.8)
Hence, the total lifetime of the state |nl〉 can be calculated by summing
these contributions over all the possible all states |n′l′〉 [1]:
τ−1nl =
∑
n′l′
A+
∑
n′l′
AN(ωnl,n′l′) (1.9)
The first sum is limited to states with energies below the Rydberg state,
whereas the second sum runs over all allowed dipole transitions (transitions
to ionized states are neglected).
The experiments described in this manuscript were performed using Ry-
dberg states with n ranging from n = 70 to n = 90, and their lifetimes
(∼ (n∗)3) are between 150 − 200µs [63]. In order to measure the lifetimes
of Rydberg states accurately, state-sensitive detection schemes as in [64, 65],
are required.
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1.2.2 Rydberg atoms in electric fields
Rydberg atoms are extremely sensitive to electric fields, due to their size and
the loose binding to the electron core. This feature allows a simple and fast
manipulation of the excited-state energies by applying small electric fields.
When moderate electric fields (which for the Rydberg states used in this
thesis means electric fields on the order of ∼ 20 Vcm−1) are applied instead,
the loose binding of the electron allows to separate it from the core and to
ionize the Rydberg atom, which is employed as mechanism of detection of
Rydberg atoms.
The effect of electric fields on Rydberg atoms can be seen by estimating
the perturbation of an atomic system due to an external static electric field
along the z−axis: V = ezF . According to the second order perturbation
theory, the energy eigenvalues can be calculated approximately as:
En = E
0
n + 〈n(0)|V |n(0)〉+
∑
k 6=n
|〈n(0)|V |k〉|2
E0n − E0k
(1.10)
For low values of the angular momentum the energy levels are not degen-
erated, and the quadratic Stark shift dominates :
∆E =
∑
k 6=n
|〈n(0)|V |k〉|2
E0n − E0k
=
1
2
αF 2 (1.11)
where α is the polarizability. As the dipole moment scales with (n∗)2 and
the difference between states with (n∗)−3(see Table 1.2), it is immediate that
α ∼ (n∗)7, given as well in Table 1.2.
To give some numbers, in the case of rubidium, the polarizability of the
the 5S state (ground state) is α = −79.4 MHz(V · cm−1)−2 [66], whereas
the polarizability for the 43S state is α = −17.7 MHz(V · cm−1)−2, which
is enough to shift this state, at a field of 1 Vcm−1, 350 linewidths to the
red [1], where the linewidth of Rb transition 5S − 6P is ∼ 60 MHz. If states
with higher angular momentum are considered, then the states with opposite
parity are degenerate, forming new eigenstates with respect to the electric
dipole interaction.These states exhibit a linear Stark shift dependence in
small electric fields.
1.3 Interaction between Rydberg atoms
The extreme sensitivity of Rydberg atoms to external perturbations causes
these atoms to “feel” the presence of other Rydberg atoms even at large
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distances (on the order or several micrometers). The features associated to
those interactions (strength, sign, radial and angular dependences) deter-
mine the behavior of a Rydberg system, making Rydberg gases a very rich
playground for experiments and theoretical studies. Moreover, they allow to
experimentally control these parameters in an easy way.
1.3.1 Dipole-dipole and van der Waals interactions
In experiments with Rydberg atoms, electric fields can be used to ionize
the sample as a part of the detection process (see Ch. 2), or to induce a
permanent dipole moment, because when the electron cloud is shifted with
respect to the nucleus, atoms gain a dipole moment. As a result, dipole-
dipole interactions between two atoms or molecules with permanent dipole
moments emerge.
An electrostatic dipole, with dipole moment µ, situated at the center of
the cloud generates an electric field at the position ~R = R~n can be calculated
as:
~E(~r) =
1
4pi0
3(~n · ~µ)~n− ~µ
R3
(1.12)
From Eq. 1.3.1, the dipole-dipole interaction between two atoms separated
by a distance R along the direction ~n (see Fig. 1.2) is:
Vdd =
1
4pi0
~µ1 · ~µ2 − 3(~µ1 · ~n)(~µ2 · ~n)
R3
(1.13)
If a relatively small electric field, ~F is applied, we can consider that a given
state |r〉 is only coupled with the state |r′〉, closest in energy and connected
by an allowed transition. The Hamiltonian matrix in this case reads:
(
Er
~µ1~µ2
R3
~µ1~µ2
R3
Er + ∆F
)
where Er correspond to the energies of the state |r〉 and ∆F is the Fo¨rster
defect, which quantifies the energy difference between the two pair of states.
By diagonalizing this matrix we obtain the eigenvalues:
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θF
R
μ1 μ2
atom 1 atom 2
(a) (b)
F
R
μ1 μ2
atom 1 atom 2
Figure 1.2: (a) Two excited atoms separated by a distance R in the presence
of an electric field ~F with an angle between the vector of the electric field
and the dipole moment of an atom θ, and (b) with the dipole moments µ1
and µ2 along the direction of the electric field ~F
E± =
∆F
2
±
√(
∆F
2
)2
+
(µ1µ2
R3
)2
(1.14)
Depending on the energy of the pair states, the Fo¨rster defect can be
positive or negative, which determines the sign of the interaction and also
its character. These features can be tuned by using a small electric field,
1
2
α~F = ~µ, where α is the polarizability. Depending on the value of ∆F we
have different types of interactions:
• Resonant dipole dipole interactions (µ1µ2
R3
>> ∆F
)
. For small dis-
tances or when ∆F = 0 (Fo¨rster resonance), the dipole-dipole term
dominates, leading Rydberg atoms to exhibit dipolar interactions. The
energy shift of the pair states is:
∆E = ±~C3
R3
(1.15)
Here, the C3 coefficient determines the interaction amplitude. C3 in-
creases with the principal quantum number scaling with (n∗)4, (µ1,2 ∼
(n∗)2) [24].
• van der Waals interaction (µ1µ2
R3
<< ∆F
)
. For large distances be-
tween the atoms, the dipole-dipole coupling is only perturbative. Thus,
the energy shift is given by:
1.3 Interaction between Rydberg atoms 9
∆E = ±~C6
R6
(1.16)
with, C6 =
(µ1µ2)2
∆F
. Considering the scalings with the principal quantum
number of µ1,2 ∼ (n∗)2 and ∆F ∼ (n∗)−3, we find C6 ∼ (n∗)11 [24]
1.3.2 Dipole blockade and collective excitation
A distinctive feature which comes directly from the strong interactions be-
tween Rydberg atoms is the dipole blockade [11, 12, 25, 26, 24] whereby the
excitation of a particular atom can be suppressed by a neighboring one that
is already in a Rydberg state. It can be understood from a pair state picture,
see Fig. 1.3, where a laser field resonant with the excitation frequency of a
single Rydberg atom cannot excite a second Rydberg atom in the vicinity of
the first due to the energy shift of the doubly excited state, caused by the
interactions between atoms in the Rydberg state.
0 rb r
Er
2Er
|g,g>
|r,r>
|r,g>, 
]
C6
r6
|g,r>
δ=0
rb
rb
Figure 1.3: Schematic representation of the dipole blockade effect. Once
a Rydberg excitation is generated, the interactions between Rydberg atoms
induce a shift of the energy levels of the surrounding ground state atoms,
blocking the excitation process within a volume defined by the radius, rb.
10 Chapter1. Rydberg atoms
The radius of influence of an atom in this sense is called the blockade
radius,
rb ≡ 6
√
C6
~Ω
(1.17)
where Ω is the Rabi frequency, i.e. the excitation linewidth (for a sufficiently
narrow linewidth of the laser). Consequently, the value of the blockade ra-
dius depends on the interaction strength and the linewidth of the Rydberg
excitation. If the interaction energy becomes larger than the Rabi frequency
and the laser linewidth, the excitation laser frequency is out of resonance
with the shifted state and hence, only one atom at a time can be excited to
the Rydberg state within a blockade radius. At the beginning of the excita-
tions the blockade spheres are generated independently, Fig.1.4 (a). As the
system evolves in time, more and more blockade spheres are created, and, as
a direct consequence of the dipole blockade, the excitation dynamics of the
atoms are strongly correlated. This leads to a cutoff in the excitation when
all the available blockade volumes in the sample have been exhausted, see
Fig.1.4 (b).
rb
(a) (b)
Figure 1.4: Illustration of the Rydberg blockade spheres in the cloud. When
the laser field irradiates the cloud some atoms are excited to Rydberg states.
Around each excitation, a blockade sphere (an area within which only a
single Rydberg excitation is possible) is generated. At the beginning of the
excitations few blockade spheres are generated (a). As the system evolves
with time, more and more blockade spheres are generated until the system
arrives to the fully blockade regime (saturated regime) in which the maximum
number of spheres that can fit into the cloud volume has been reached (b)
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Depending on the strength of the interactions between Rydberg exci-
tations, three different types of resonant excitation regimes can be distin-
guished:
• Single atom excitation, which occcurs if a single atom is driven to
the Rydberg state by a Rabi frequency Ω0;
• N non-interacting atoms excitation, which undergo the same Rabi
oscillation. In this case the amplitude of the population in the Rydberg
state is equal to N .
• Collective excitation, where N interacting atoms of the sample are
illuminated together with the same laser field. The atoms being indis-
tinguishable relatively to the laser excitation and Rydberg excitations
are shared collectively by all the atoms.
The ground state of the system is:
|ψ(N,0)〉 = |g1, g2, ..., gN〉 (1.18)
When the jth atom is excited to the Rydberg state we get : |g1, g2, ...rj, ...gN〉.
Due to symmetry with respect to permutation, the collective state with one
excitation is written as:
|ψ(N,1)〉 = 1√
N
N∑
j=1
|g1, g2, ..., rj, ...gN〉 · e−i ~Rj~k (1.19)
where N is the number of atoms of the sample. The phase factor e−i ~Rj~k
accounts for the relative phase of the laser field with wave vector ~k at the
position~Rj of the Rydberg atom. As this phase factor is not relevant when
considering the blockade phenomenon itself, in the following we disregard it.
Thus, in the case of a fully blockaded ensemble, the |ψ(N,1)〉 is the only
possible state, all the states with two Rydberg excitations are shifted out of
resonance of the laser field due to Rydberg-Rydberg interactions.
The full basis of the system will be formed by |ψ(N,1)〉 and |ψ(N,0)〉. The
Rabi frequency associated to the excitation of the state |ψ(N,1)〉 from the
ground state |ψ(N,0)〉 differs from the single atom case by a factor √N :
Ωcoll =
√
NΩ0 (1.20)
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+ +( (+ ... +... =
|r1> |r2> |ri> |Ψ1>
1/√N
Figure 1.5: Sketch representing the collective excitation.
The appearance of the factor
√
N factor is a typical characteristic for
collective excitation. The N ground state atoms inside the blockade sphere
share equally one excitation. In this sense a fully blockaded ensemble can be
treated as a two-level system, characterized by an enhanced coupling with the
laser field. In Rydberg literature, it is often called a superatom [13, 14, 67].
1.4 The Cooperative Dicke model
In the frame of this Thesis we use an extension of the Dicke model [68] applied
to Rydberg excitations, in a work done in collaboration with the group of P.
Pillet (Laboratoire Aime´ Cotton, Orsay, France), which is explained in Ch.4.
The Dicke states represent a useful theoretical tool to study the coupling of
an ensemble of identical atoms with the electromagnetic field. It has been
mainly used in the frame of the Superradiance phenomenon, reviewed in
[69, 70].
Here, the original Dicke model, based on the laser excitation conserving the
cooperative character of the collective atomic wave functions, was modified by
including the van-der-Waals interactions between the collective Dicke states,
taking into account the r−3 contribution at short distances for S states. A
detailed description of the so-called Cooperative Dicke model can be found
in [71].
1.4.1 The Dicke states
We consider an ensemble of N two-level atoms. These levels are labeled
|g〉, for the ground state, and |r〉, for the Rydberg state. The position of
the atom i is ~Ri. Additionally, a laser field defined by its wave vector ~k
is considered. From the transition and projector operators of each atom,
σˆiα,β = |αi〉〈β|(α, β = g, r), the collective operators can be defined as:
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Rˆ+~k =
∑N
i=1 σˆ
i
rge
i~k. ~Ri
Rˆ−~k =
∑N
i=1 σˆ
i
gre
i~k. ~Ri
Rˆ
(3)
~k
= 1
2
∑N
i=1 σˆ
i
rr − σˆigg
(1.21)
whose commutation relations are:
[
Rˆ+~k , Rˆ
−
~k
]
= 2Rˆ
(3)
~k[
Rˆ+~k , Rˆ
(3)
~k
]
= 2Rˆ+~k
(1.22)
From these equations, the collective operator Rˆ2~k is defined as:
Rˆ2~k = Rˆ
(3)2
~k
+
1
2
(
Rˆ+~k Rˆ
−
~k
+ Rˆ−~k , Rˆ
+
~k
)
(1.23)
Hence, the Dicke states are the common eigenstates of Rˆ2~k and Rˆ
(3)
~k
. It is
important to note here the analogy with angular momentum operators. Eq.
1.4.1 corresponds to the angular momentum algebra with the Rˆ2~k and Rˆ
(3)
~k
operators defined in terms of the raising and lowering operators accordingly
to the definitions for the two-level an non-interacting atoms:
S
(j)
− = | ↓〉j〈↑ |j
S
(j)
+ = | ↑〉j〈↓ |j
(1.24)
where | ↓〉j and ↑〉j are the ground and excited states for the j − th atom.
Dicke states are labeled by their eigenvalues, c, m (c ∈ [0;N/2] and
m ∈ [−c; c]). The cooperative number, c denotes the symmetry of the state
relatively with the laser excitation (i.e. reflects how the superposition of the
atomic states is symmetric or not relatively to the exchange of atoms), and
m refers to the inversion of population of the Dicke state [71]. These values
satisfy:
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Rˆ
(3)
~k
|c,m〉 = m|c,m〉
Rˆ2~k|c,m〉 = c(c+ 1)|c,m〉
(1.25)
In [71], the Dicke states are labeled as as |j, c〉 (j is the number of atoms in
the Rydberg state j = N/2−m, and c remains as the cooperative number).
Then their range of values will be: j ∈ [0;N ] and c ∈ [|N
2
− j|; N
2
]
. Due to the
symmetry of the laser excitation, only the states with the same cooperative
number c are coupled together by the laser field. For each pair of values
(j, c), the number:
Nc=
(
N
N
2
− c
)
-
(
N
N
2
− c+ 1
)
accounts for the Dicke states degeneracy. The states with c = N
2
are called
fully symmetric states and there is only one for each j value.
As an example, we show here the Dicke basis in the case of N = 2 atoms
(it is possible only one) compared with the spin-1/2 basis of the ensemble.
For this case, a spin-1/2 basis that describes all possible states of the
system can be: {| ↓↓〉, | ↑↓〉, | ↓↑〉, | ↑↑〉}. In order to treat the collective
interaction between the system and the electromagnetic field, we change the
basis to another one characterized by the quantum numbers c, the cooperative
number that refers to the symmetry of the state, and j, which indicates the
number of atoms in the Rydberg state. Thus for N = 2 atoms, c ∈ [0, 1], we
have:
N Spin-1/2 basis |c; j〉 Dicke basis
0 | ↓↓〉 |c = 1; j = 0〉 | ↓↓〉
1 | ↑↓〉 |c = 1; j = 1〉 1√
2
(| ↑↓〉+ | ↓↑〉)
1 | ↓↑〉 |c = 0; j = 1〉 1√
2
(| ↓↑〉 − | ↑↓〉)
2 | ↑↑〉 |c = 1; j = 2〉 | ↑↑〉
Table 1.3: Spin-1/2 and Dicke basis for N = 2 atoms.
all non-degenerate.
1.4.2 Description of the cooperative model
The advantage of using the Dicke basis regards to the electric dipole selection
rules, which allow electromagnetic transitions only between the states with
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the same cooperative number c. The statements done for the two-atom case
can be easily extended to the N -atom system, where the formal analogy
between the Dicke basis and the angular momentum algebra remains valid.
For simplicity, we define Ne = −N/2 + j as the number of excited atoms.
Once Ne is fixed, Ne + 1 values of c are possible, see Fig. 1.6
N/2 N/2-1 N/2-2 N/2-3 c
0
1
2
3
Ne
Figure 1.6: Schematic representation of the Dicke states: not degenerated
symmetric states (blue) and degenerated non-symmetric states (red)
The quantum wave function of a system of N two-levels atoms evolves in
a 2N dimensional Hilbert space. Using 2N linearly independent Dicke states
it is possible to construct a quantum basis. Those states will be effectively
coupled if the laser is resonant with the |g〉 → |r〉 and if the dipole moment
of that transition is not zero. Within a Dicke basis, the states with c = N/2
are called fully symmetrical Dicke states. The fully symmetrical Dicke state
with one Rydberg excitation corresponds to the Rydberg state populated in
the case of a fully blockaded ensemble or, to the excited state of a superatom.
The Dicke collective states are defined in function of their symmetry rel-
ative to the electromagnetic field. Thus, it is possible to define the Dicke
collective states such that the laser excitation only coupled the states with
the same symmetry, greatly simplifying the problem.
In the case of a sample of non-interacting atoms, all of them behave iden-
tically and independently. If at time zero all the atoms are in the ground
state, the system is in the state |N/2, 0〉 and following the selection rules,
only states of the type |N/2,Ne〉 can be reached. The coupling constant
between the state with Ne and the state with Ne + 1 is the collective Rabi
frequency: Ωcoll =
√
(N −Ne)(Ne + 1) · Ω0. Thus, in this situation, all the
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atoms of the system collectively oscillate at the single atom Rabi frequency,
Ω.
To include the strong interactions between Rydberg atoms in the model
has two effects on the Dicke collective states. The first one is that the states
with the same number of excitations are no more degenerate in energy. The
discrete levels become energy bands. Secondly, transitions between states
with the same number of excitations but different cooperative numbers are
induced. Fig. 1.7, taken from [71] represents qualitatively these two effects
in the frame of an interacting Dicke basis.
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Figure 1.7: Dicke states in the interacting case . An electromagnetic field
acts independently in each subset of states with the same symmetry (vertical
axis), whereas the Rydberg-Rydberg interaction couples the states with the
same number of excitation, j (horizontal axis). States with same j and c are
no more degenerate in energy due to the van der Waals interactions (original
from [71]).
Here it has been assumed that the only non-symmetric states populated
are those ones with c = N/2−Ne, which comes from the fact that the num-
ber of these states is higher than the number of states with higher value
of c. The population of those states can be transferred with a rate Γ only
to states with a higher number of excitations, which excludes oscillations in
the dynamics of the system. Additionally, when the system reaches a cer-
tain number of excitations the dipole blockade role becomes important, in a
way that the radiation is not resonant anymore with the transitions between
non-symmetric states. This causes the system to remain trapped in a region
of the space of the states. To summarize, when looking at the properties
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of symmetry of the laser excitation of an assembly of indistinguishable two-
level atoms, there exists a basis which contains naturally those properties,
the so-called Dicke basis. The cooperative model explains the behavior of
interacting particles and shows how the symmetry properties of the collective
states, caught through the coupling degree between the Dicke states, influ-
ences the dynamics of the system. Besides, the collective Dicke states contain
the full statistical information about the collective Rydberg excitation and
therefore allow the calculation of all the moments of the excitation statistics.
The improved Dicke model, will be used in the frame of this Thesis as a
support for the correct understanding of the experimental investigations on
the excitation of Rydberg atoms off-resonance described in Ch.4.
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Chapter 2
Experimental setup, excitation
to Rydberg states and methods
In the present Chapter we describe the experimental apparatus in Pisa, em-
ployed to perform the majority of the experiments presented in this Thesis.
In Ch.2.1 we describe in detail how we prepare the cold atomic ensembles
used in Rydberg experiments. The procedure to excite atoms to Rydberg
states as well as the process to detect them are explained in detail in 2.2.
Additionally, we present the full counting statistics analysis as a useful tool
in order to characterize strongly correlated systems like ours in Ch.2.3. A
more detailed description of the experimental apparatus can be found in [72].
2.1 Preparing cold atomic samples for Ryd-
berg studies
Our experiments are performed using 87-rubidium atoms in magneto-optical
traps (MOTs) excited to different Rydberg states with principal quantum
number n. The typical sizes of the MOTs used in the experiments presented
in this Thesis vary from few tens of microns up to∼ 200µm, with typical peak
densities at the center of the cloud around n ≈ 1 · 1011 cm−3. The realization
of these clouds, which are considerably smaller than those typically used in
cold atom experiments, requires particular attention on the aligment of the
cooling beams and the use of high magnetic field gradients (∼ 20 G/cm along
the coil axis).
To realize the MOTs we use two different laser sources, the cooling and
the repumping lasers, both of them in master-slave configuration. In Fig. 2.1
we show the scheme of the atomic levels used in the trapping process. The
confinement of the atoms in the trap is done by the cooling laser, which is
resonant to the transition |5S1/2;F = 2〉 → |5P3/2;F ′ = 3〉. Although much
20
Chapter2. Experimental setup, excitation to Rydberg states and
methods
less likely, an atom can make an off resonant transition into the |5P3/2;F ′ = 2〉
state. When this happens, the atom is able to decay into the |5S1/2;F = 2〉
or the |5S1/2;F = 1〉 state. In order to avoid atoms in the |5S1/2;F = 1〉 state
to be excluded of the trapping process, the repumping light, resonant with
the |5S1/2;F = 1〉 → |5P3/2;F ′ = 2〉 is applied. This cycle allows to confine
and cool the rubidium atoms in the magneto-optical trap at the Doppler
limit temperature, TD ' 150µK.
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Figure 2.1: Level scheme of the magneto-optical trap (MOT), in which the
cooling and repumping transitions are evidenced in red and the spontaneous
decay in green.
The experimental apparatus consists of two quartz cells of sizes: Vbig =
80 mm · 47 mm · 47 mm and Vsmall = 70 mm · 24 mm · 18 mm, separated by
a distance of 20 cm and connected by a graphite tube of 5 mm of internal
diameter. Two ionic pumps from VARIAN connected to the two parts of the
vacuum chamber generate the pressure gradient between the two cells, with
10−8 mbar inside the big cell and 10−10 mbar inside the small one. Two pairs
of rubidium dispensers, consisting of electric resistances in which rubidium
atoms are chemically bound to their surfaces, are placed close to the bigger
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cell. An electric current heats the strips and thus induces a chemical reaction
allowing atoms to be emitted into the system.
Inside each cell, a MOT presenting different geometries and functions,
is created. The 2D+ MOT is generated in the bigger cell by two pairs of
circularly polarized counterpropagating beams of wavelength λ = 780 nm
and waists of 12 mm. The beams are detuned by ∆ = −2.4Γ from the
|5S1/2;F = 2〉 → |5P3/2;F ′ = 3〉 transition, where Γ = 6.055 MHz is the
natural linewidth of the |5P3/2;F ′ = 3〉 level; and a repumper beam is added
to them. The 2D+ MOT gradient is ∼ 22 G/cm. The atoms are cooled in
two dimensions, in a cigar shape cloud. In the same direction as the long
axis of this cloud, a pushing beam is sent in order to transfer the atoms
into the small cell, where the atomic flux loads the 3D MOT. In this case,
three pairs of counterpropagating beams of waist of of 8 mm and power of of
∼ 5 mW are used together with repumper light. These beams are detuned
by ∆ = −2.9Γ from the |5S1/2;F = 2〉 → |5P3/2;F ′ = 3〉 transition and the
gradient of the 3D MOT is is ∼ 12.2 G/cm. The continuous load from the 3D
MOT is lead by the flux from the 2D+ MOT but also counteracted by atom
loss processes, mainly due to the collisions with background atoms. During
the experiments, the MOT is monitored by a CCD camera from DTA. This
device collects a portion of the light scattered by the atoms and from this
signal we calculate the number of atoms in the MOT as well as its size, with
a statistical error of ∼ 10% (the systematic error is estimated to be around
a factor of 2 due to uncertainties in the calculation of the atom number from
the scattered light collected by the camera).
2.1.1 Density variation techniques
Generating atomic clouds in different density regimes can be a way to study
strongly interacting Rydberg systems in different scenarios, e.g., many-body
collective effects [73, 74], or glassy features that Rydberg systems exhibit in
the incoherent regime [30]. Here we describe two experimental techniques
which allow us to work in different density regimes ranging from the single-
atom regime to the high density regime.
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Figure 2.2: Variation of the number of ions as a function of the depump-
ing pulse duration. On the left axis, we plotted the normalized number of
ions obtained as a function of the duration of the depumping pulse (blue
diamonds). The dashed line is a guide to the eye. On the right axis, we
indicated the mean interparticle distance (grey circles).
The first one consists of depumping some of the atoms of the sample into
a hyperfine level of the ground state not coupled to the Rydberg transition.
This is achieved by irradiating the cloud with a pulse of laser light of intensity
I = 3.6 · Isat (where Isat is the saturation intensity of the |5S1/2〉 → |5P3/2〉
transition ), resonant with the transition |5S1/2;F = 2〉 → |5P3/2;F ′ = 2〉,
after the MOT and the repumping beam are switched off. The |5P3/2;F ′ = 2〉
state has a lifetime τ = 30 ns and decays both to the |5S1/2;F = 2〉 and to
the |5S1/2;F = 1〉 states, with a branching ratio of 1/5 [75]. Although
atoms in the state |5S1/2;F = 1〉 are still present in the atomic cloud, they
are no longer coupled to the Rydberg transition due to the large energy
difference between the sub-levels of the ground state (∼ 6, 8 GHz). This
leads to a decrease in the effective density neff , i.e, the density of atoms
in the |5S1/2;F = 2〉 state. In order to measure neff using this technique,
after the depumping pulse goes off, we directly photoionize the atoms of
the cloud using an up to 2µs pulse of the 421 nm laser and measure the
number of ions created. The photoionization technique will be explained in
more detail in Ch. 2.2. We observed that the efficiency of this technique is
maximum in absence of magnetic field. Consequenctly, the MOT magnetic
field is switched off before illuminating the cloud with the depumping pulse.
Using this technique we manage to decrease the effective density of the
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Figure 2.3: Variation of the number of atoms in the MOT as a function of
the loading time. On the left axis, the normalized number of atoms in the
MOT is plotted as a function of τ loading in ms. On the right axis is shown
the absolute value for each point. Grey circles indicate the number of atoms
directly measured by the CCD camera (statistical error of ∼ 10%, systematic
error estimated to be around a factor of 2). Blue diamonds correspond to
the number of atoms calculated based on the number of ions measured when
the sample is directly ionized. For both cases, the error bars are smaller than
the symbols.
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sample, while its size remains constant. In Fig.2.2 we plot the normalized
number of ions as a function of the duration of the depumping pulse on the
left axis (blue diamonds), and, on the right, we indicated for each case the
averaged interparticle distance: a (grey circles) We observed that applying
a pulse of duration up to τ depump = 2µs led to a decrease of the effective
density of the sample by 3− 4 orders of magnitude, having clouds of N ≈ 10
atoms. For τ depump values longer than 2µs, the efficiency of this technique
decreased, which made difficult to reach the regime of a single atom (on
average) in the cloud. These conditions, however, could be reached using the
second technique, in which we reduce the loading time (τ loading) of the MOT.
In Fig.2.3, grey circles indicate measurements of the number of atoms of
the MOT obtained directly from the CCD camera. Below N ≈ 300 atoms,
the background noise made it impossible to obtain an accurate estimation of
the atom number in this way. Hence, from this point (i.e., when τ loading <
220 ms), N was deduced by photoionizing the sample and measuring the
number of ions generated. Knowing N from the CCD measurement and the
number of ions created in the photoionization experiment for a certain τ loading,
we extrapolate the value of N in the regime where the CCD measurement
is not possible (blue diamonds in Fig.2.3). Regarding to the cloud size,
we measure it using the CCD camera for τ loading values up to 220µs. As
the measurements did not show significant variations, we assumed that the
same behavior would be verified for lower values of τ loading. As can be seen in
Fig.2.3 using this technique we are able to reach a regime with N ≤ 10 atoms.
Thus, both techniques offer the possibility to generate clouds from several
thousands to a few atoms. The variation of the loading time of the MOT
allows us to reach the few atom regime, whereas the depumping technique
presents the advantage that the effective density of the sample can be varied
at any time of the experiment without changing the size of the cloud.
2.2 Generation and detection of Rydberg atoms
2.2.1 Excitation to Rydberg states
The excitation to the Rydberg states is achieved by using a two-photon ex-
citation process. The scheme is shown in Fig.2.4. For the first step of the
transition, 5S1/2 → 6P3/2, we use a 840 nm MOPA laser TA100 from TOP-
TICA which is sent to a doubling cavity SGH 1004 also from TOPTICA,
giving an output power at 421 nm of around 60 mW. In order to avoid pop-
ulation of the intermediate state, this laser is detuned by δ, ranging from
+300 MHz to +2 GHz.
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Figure 2.4: Excitation to Rydberg states using two-photon ionization scheme.
The first step of the transition, 5S1/2 to 6P3/2, is done using a 421 nm laser
source. This laser is detuned by 2 GHz in order to avoid population in the
6P -level. The second step is done using a 1013 nm laser which allows us to
reach the desired Rydberg state.
The second step of the transition, 6P3/2 → nl is done using a DL100 diode
laser from TOPTICA injected in a TIGER laser from SACHER. Using this
configuration, we a get typical output power at 1013 nm of 160 mW. Taking
into account that we are able to control the ionizing electric fields up to
∼ 5 V/cm, we can access to Rydberg states with principal quantum numbers
ranging from n = 55 to n = 120.
The effective two-photon Rabi frequency is given by:
Ω =
√
ΩBlueΩIR
4∆
+ δ2 (2.1)
where δ is the detuning of the second transition laser with respect to the
Rydberg state. In the following, the values of the Rabi frequency will be
given on resonance (δ = 0).
The stabilization in frequency of the Rydberg excitation lasers is done
using a Fabry-Perot interferometer (TOPTICA FPI100). Both the 421 nm
and the 1013 nm beams are coupled into the Fabry-Perot cavity together to a
reference laser (of λ = 780 nm), locked to a known atomic transition. The FPI
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used in our experiment is a piezoelectrically scanned device which combines a
high finesse F , (F ∼ 120for the 421 nm laser [72]) with the flexibility of using
it as a stable reference cavity. A Labview program provides the interface to
control the stabilization of the Rydberg excitation lasers. This is done by
modulating the length of the FP cavity over its full free spectral range with a
frequency of 200 Hz. On the transmission signal of the FP, four transmission
peaks are identified, two of them correspond to the Rydberg excitation lasers,
and the other two peaks belong to the reference laser. The latter ones serve
as to determine a well defined relative frequency scale for the position at
which other peaks appear. The program measures the relative positions of
the transmission peaks and compares them to the reference position. The
error signal is then sent to a PID110 TOPTICA module used to stabilize
the laser frequency on the chosen value. This way the program is able to
generate error signals from the transmission signal of the FP and use them
to stabilize the Rydberg excitation lasers. Additionally, it is also possible to
scan the 1013 nm laser by changing the reference position used to generate
the error signal. The interface of the program shows the reading and setting
of the relative motion of the laser frequency directly in MHz allowing to scan
within a free spectral range FSR of the order of 1 GHz for a set wavelength.
The linewidth of the Rydberg excitation (on the µs time scale ), which is
determined by the intrinsic quality of the Rydberg excitation lasers and the
overall mechanical stability of the setup, has been evaluated in the past to
be around700 kHz, so the main task of the FP is to stabilize the spectral
lines against thermal drift during the measurement. In order to stabilize the
temperature of the FP cavity it has been placed inside an isolated wooden box
controlled by a heating system. Using this configuration the lasers remain
locked for hours.
Depending on the requirements of the experiment, two different configu-
rations based on the superposition of the excitation beams can be used. In
Fig. 2.5 we show an schematic of these two configurations. The waist of
the 1013 nmbeam is 110µm, whereas the waist of the 421 nm beam varies
depending on the selected configuration. In the counterpropagating or 3D
configuration, the optical paths of the 421 nm and the 1013 nm are overlapped
before entering in the quartz cell. In this case, the laser 421 nm laser presents
a waist of 40µm. We call this configuration the 3D configuration because the
interaction volume has approximately the same size of the cloud, see Fig 2.5
(b). The focused 1D configuration in which a tightly focused 421 nm beam
with with a waist of 6µm is superimposed with the 1013 nm at 45◦ inside
the quartz cell. In this case, the interaction volume can be approximated by
a cylinder of base S = piw2Blue, and height h = 2 ·
√
2wIR, see (a). In order to
estimate the number of atoms contained in this volume, the spatial variation
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of the density must be taken into account.
Let us assume that the density of the sample follows a gaussian distribu-
tion:
n(x, y, z) = n0 · e
(
−x2
σ2x
·−y2
σ2y
·−z2
σ2z
)
(2.2)
Then, the total number of atoms in the MOT can be obtained as:
Nat =
∫ ∫ ∫
n0 · e
(
−x2
σ2x
·−y2
σ2y
·−z2
σ2z
)
dx dy dz (2.3)
Assuming also that the intensity of the beams is given by the expression
Ij = I0,j · e
−2r2
σ2
j (2.4)
with j = 421 nm, 1013 nm.
Hence, given the total number of atoms in the MOT, Nat, the number of
atoms within the interaction volume can be written as:
NVint = Nat · erf
(√
2σBlue
σy
)
· erf
(√
2σBlue
σz
)
· erf
(
2σIR
σx
)
(2.5)
where erf denotes the error function.
During the entire excitation and detection sequence, the MOT beams are
switched off in order to keep all the atoms initially in the ground state. A
slightly modified version of this excitation scheme can be used to directly
photoionize atoms [76, 34] by leaving the MOT trapping beams switched on,
exciting, consequently, atoms to the 5P3/2-level.These atoms are then pho-
toinized by applying a 1− 2µs pulse of the 421 nm laser. The ions produced
are detected using the same electric field pulses as in the Rydberg detection.
A detailed explanation of this excitation technique is given in Ch.3.2.2, in
which the ions measurement be used as a reference to evidence the Rydberg
excitation blockade.
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Figure 2.5: Optical paths of the 421 nm and 1013 nm laser. (a) Quasi 1D
configuration. (b) 3D configuration. In both cases a detail of the overlap-
ping of the beams with the MOT that helps to visualize the shape of the
interaction volume is included (Drawings are not to scale, but designed to
give complementary information not clear enough in the left figures).
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2.2.2 Ionization and detection of Rydberg states
The extremely high sensitivity to electric fields of Rydberg atoms (∼ n−4) is
used in our experiment in the detection process.
In the Fig.2.6 we present a scheme of the quartz cell with the detection
system. In the detection process, the sample is first field ionized using two
pairs of plates applied on the external face of the quartz cell. The electric
field needed in order to ionize a certain Rydberg state can be calculated using
the following expression:
EIon =
Ry2
4k(n− δn,j,l)e3 (2.6)
where k = 1
4pi0
, e is the electron charge and δn,j,l is the Quantum defect
theory correction to the principal quantum number. For the states used
in this thesis the calculated ionization field is ∼ 16 V/cm (calculated for
the 70S1/2 Rydberg-state, used in most of the experiments presented in this
thesis).
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Figure 2.6: Experimental setup. In (a) The laser beams are superimposed
so as to excite atoms within the same volume. In (b) the ion signal detected
by the channeltron is presented.
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The frontal plates are kept at +3.5 kV while the voltage applied on side
ones is −1 kV and they remain switched on during 4.3µs in order to avoid
charging up the cell and the creation of an extra electric field acting on the
atoms for a significant time. As a consequence of the screening effect due to
the quarz cell, the field seen by the atoms is reduced, allowing us to ionize
Rydberg states with a principal quantum number higher than n = 52.
The emitted ions are then guided towards the detector, a Channel Elec-
tron Multiplier (CEM) KKBL510, located around 15 cm from the center of
the quartz cell. However, its position is not right on the axis determined
by the atomic cloud position and the direction of the electric field of the
ionization pulse. Thus a grid connected to a high voltage (∼ 1.15 kV) is
used to guide the emmited ions towards the CEM. The channeltron has an
internal gain determined by a potential, we set it to the maximum, −2.5 kV,
in order to ensure the maximum detection efficiency. Finally, the output
signal is acquired on the oscilloscope, the LeCroy WaveRunner, connected
to a computer in which is installed the LabView program used to count the
peaks, signal the arrival of the detected ions, with an accuracy better than
5%. Fig. 2.6(b) shows the typical signal of the arrival of the ions given by the
oscilloscope. A limitation that our detection device presents comes from the
minimum time interval between two peaks in order to be resolved (approx-
imatly 10 − 20 ns) and counted. Above a certain number of ions (typically
approx. 40) the arrival times of the ions are too closely spaced, preventing
us from counting the peaks. The experiments were performed for a number
of detected ions below 40 in order to avoid saturation effects.
An important aspect in our experiments is to know precisely the number of
Rydberg atoms we create. Assuming that all those Rydberg atoms are ionized
by the electric field pulse and that we can determine the number of detected
ions, from the observations we conclude that not all ions that are created and
accelerated towards the channeltron are finally detected. Thus, knowing the
efficiency of detection of our system becomes very important. Basically, two
effects play a role here, the proportion of ions reaching the detector and the
finite efficiency of the detector. The estimation overall detection efficiency for
this setup, η ≈ 35±−10%, has been reported in details in [76]. In that case,
the determination of the detection efficiency consisted in comparing, during
a photoionization process, the number of detected ions with an evaluation of
the atomic loss from the cloud performed for different atomic densities and
laser power values. For the experiments reported in this Thesis, a detection
efficiency of our experiments of η ≈ 40% was considered. Besides, except for
the cases in which it is explicitly indicated, we show observed values, both
for the mean number of ions (〈N〉obs = η〈N〉) as well as for the standard
deviations (SDobs = ηSD).
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In the treatment of our experimental results, we consider that the pro-
cesses involved in the detection efficiency follow a Poissonian statistics, which,
as we will see in the following sections, will play a significant a role in the
determination of the Rydberg excitations statistics.
2.2.3 Generation of off-resonant excitations: the tech-
nique of the seed
In this section we describe how to create a single Rydberg excitation, so-
called the seed, which serves to start a sequential evolution process that ends
with the generation of an avalanche of Rydberg excitations.
A laser pulse of duration τ is divided in two parts with different frequen-
cies. The first part, with frequency ν, is resonant with the transition to the
selected Rydberg state in order to create the seed. The second part, at fre-
quency ν+ δν happens off resonance and corresponds to the stage where the
evolution and the avalanche take part.
In the experiments discussed in this Thesis we used two different configu-
rations. The first one allows to realize a jump in frequency up to +30 MHz;
this technique is limited both by the diffraction efficiency of the acousto-optic
modulator (AOM),which decreases quickly as the AOM is operated at fre-
quenices much below or above the centre frequency of 80 MHz , and by the
shifting of the optical paths due to the different value of the radio frequency.
A sketch of this configuration is reported in Fig.2.7 (a). As seen on it, an
square pulse, beginning at τ0 and of duration δτ , is sent to an AOM which
acts as a switch for the 421 nm laser beam. The accuracy of the switching on
an off of the pulses is mainly determined by the AOM rise time: ∼ 100 ns.
The output radiation from this AOM is temporally divided in two parts, the
first one resonant with the Rydberg transition (when the seed is created ),
and the second one off-resonant with the Rydberg transition.
As previously mentioned, the first configuration presented a limit of jumps
up to +30 MHz. In order to work with detuning values higher than that, we
employed a different experimental configuration. In this case, the 1013 nm
laser path was modified in a way that the sample could be illuminated with
two different orders of the radiation diffracted by the AOM in m = 0,−1.
The sketch is represented in Fig.2.7 (b). The m = 0,−1 orders present a
difference in frequency up to ∼ +80 MHz. When the AOM was switched on,
the m = −1 order of the 1013 nm beam, whose frequency was resonant with
the Rydberg transition, illuminated the cloud for a duration τseed. After
that, the AOM was switched off, and the MOT irradiated by the m = 0
order of the 1013 nm laser at a frequency shifted to the blue. Using this
configuration, we are able to perform experiments in the range from +80 MHz
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to +55 MHz, which is again limited by the efficiency of the acousto-optic
modulator (AOM) and by the shifting of the optical paths. Even though
we cannot realize experiments in between of +55 MHz and +30 MHz, the
range we can cover using the techniques described above is enough in order
to describe the dynamics in the off-resonant regime, as we will see in the
following chapters.
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Figure 2.7: Optical paths of the m = 0,−1 orders of the 1013 nm beam. The
off-resonant pulse comes from the m = 0 order of the 1013 nm beam and lasts
for a total duration of ∆t. When the AOM is switched on, a pulse of light
resonant with the Rydberg transition of duration τseed (very short compared
to the off-resonant one); illuminates the cloud generating a seed (see Ch. 4).
2.3 Full counting statistics in ultracold Ryd-
berg atom samples
In order to study the evolution of the Rydberg atom systems, our experi-
ments are repeated several times ( typically, between 50-500) under the same
conditions, in order to obtain sufficiently good statistics. For each single
experiment the number of counts are registered on the CEM, allowing us to
acquire the complete counting distribution, which represents the probability
of registering a number k of counts in a single excitation. Apart from the
mean number of Rydberg excitations, 〈N〉 and the variance, 〈(∆N)2〉, the
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analysis of the full counting distribution as well as of the higher order sta-
tistical moments provides more insight into the properties of the system of
study, as pointed out, e.g., in [77] for the phase transition of a spin 1D Ising
model. Hence, the analysis of the full counting statistics contains important
information regarding to the evolution of many-body systems, similarly to
the methods recently used in condensed matter physics to unveil correlations
in electronic transport processes [31, 32].
2.3.1 The Mandel Q-parameter
Besides the well-known importance of the the mean number, 〈N〉, and the
variance, 〈(∆N)2〉 to characterize our results, there are some other statistical
parameters, that can be obtained from the analysis of the full counting statis-
tics of the excitation events, which result specially useful for our research.
Of particular importance is the Mandel Q parameter, which describes the
deviation from a Poissonian distribution [78]:
Q =
〈(∆N)2〉
〈N〉 − 1 (2.7)
In the regime in which interactions are negligible each excitation to a Ryd-
berg state is independent of all the others, which gives Q factor equal to zero
because the variance is equal to the mean. The resulting distribution is close
to a Poissonian distribution, with the deviation from a Poissonian caused by
finite Rydberg excitation probability [79]. However, when the interatomic in-
teractions are strong, the excitation processes are highly correlated [29], and
one expects sub-Poissonian counting statistics, characterized by Q < 0. The
minimum Q = −1 represents a theoretical case without any fluctuations.
Q > 0 corresponds to super-Poissonian excitation statistics, which will be
studied in more detail in Ch. 5.
In the limit of negligible interaction between the atoms, the dynamics of
each atom is independent of that of the other atoms. Assuming that the
excitation laser covers the whole sample and acts on each atom in the same
way, the excitation probability is the same for all atoms [79]:
Pexc =
〈NRydb〉
〈Na〉 (2.8)
where 〈Na〉 is the number of atoms in the sample. If each one of this
atoms has 100% probablity to be excited to a Rydberg state, we obtain:
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Q = −Pexc. Now we consider a “fully blockaded” Rydberg sample due to
infinitely strong interaction between the excitation, where one atom is excited
with probability 1, and excitation of this atom completely suppresses the
excitation of any other atom. Hence, as stated above, in the case of non-
interacting atoms the deviation of the atom counting statistics from a Poisson
distribution is simply determined by the excitation probability Pexc, i.e. the
finite ratio of the number NRydb of excited atoms to the number Na of atoms
in the gas cloud. Moreover, as is the case in the opposite limit of strong
interaction, the value of Q does not depend on the time evolution of the
excitation process, but just on the final number of excited atoms [79].
Independent excitations
Poissonian distribution Q=0
Highly correlated processes
Sub-Poissonian distribution Q<0
Fully blockade
Q≈-1
Figure 2.8: Representation of the different kind of interaction regimes in
Rydberg atom gas: from the independent excitations to the fully blockaded
regime. Also, the Q factor values are shown for each case.
It is important to point out here that these parameters were corrected
by a factor which takes into account the efficiency of our measurements.
Therefore, in the following chapters, all the results that will be presented
will be already corrected by the detection efficiency, η,
〈ND〉 = η〈N〉 (2.9)
QD = ηQ (2.10)
where 〈ND〉 and QD are the detected mean number of counts and Q factor.
2.3.2 Analysis of higher order moments of the counting
distributions
As stated before, the full counting distribution provides more information of
our system than an analysis of only the mean. The full counting statistics
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P (x) can be studied by analyzing the n-th order central moments (performed
up to n = 4 in the experiments presented in the following pages)
µn = 〈(x− x¯)n〉 (2.11)
as well as their associated normalized quantities, shown in Table 2.1, as
a function of the mean number x¯. The full counting statistics can be stud-
ied with more accuracy by analyzing higher-order central moments of the
counting distributions.
Associated Normalized Quantities Expression
Mandel Q-factor (Q) Q = µ2/x¯− 1
Skewness (γ) γ = µ3/µ
3/2
2
Binder Cumulant (B) B = 1− µ4/(3µ22)
Bimodality Coefficient (b) b = (γ2 + 1)/(µ4/µ
2
2)
Table 2.1: Associated normalized quantities to the n-th order central mo-
ments (up to n = 4) of a counting distribution.
The finite detection efficiency η in the experiment, which transforms the
actual counting distribution P (x) into an observed counting distribution
(P (x))obs:
(P (x))obs =
∞∑
y=x
(
y
x
)
ηx(1− η)y−xP (y), (2.12)
which can be taken into account easily through the transformation to µFn
n-th factorial moments [80]:
(µFn )obs = η
nµFn (2.13)
We make use of the factorial moments here because they simplify the writ-
ing of the equations when one wants to include the finite detection efficiency.
The relationship between the factorial moments and the real quantities (cen-
tral moments µn) [81] is given by:
µn =
n−1∑
i=0
n−i∑
j=1
[
(−1)i
(
n
i
)
S(n− i, j)
]
µiµFj + (−x¯)n, (2.14)
where S(i, j) is the Stirling number of the second kind and x¯ the mean
of the distribution. Finally, the observed mean and the second, third and
fourth central moments are then related to the actual central moments by
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(x¯)obs = ηx¯
(µ2)obs = η
2µ2 + (η − η2)x¯
(µ3)obs = η
3µ3 + 3(η
2 − η3)µ2 + (2η3 − 3η2 + η)x¯
(µ4)obs = η
4µ4 + 6(η
3 − η4)µ3 +
[
6(η3 − η4)x¯+ +(11η4 − 18η3 + 7η2)]µ2
+(3η4 − 6η3 + 3η2)x¯2 + (−6η4 + 12η3 − 7η2 + η)x¯ (2.15)
from which the observed values of the normalized quantities can be cal-
culated (for the Mandel Q-factor, the particularly simple result (Q)obs = ηQ
holds). Alternatively, the above procedure can be used to calculate the actual
central moments and normalized quantities from the observed ones.
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Atoms in high-lying Rydberg states interact with each other, either via van
der Waals or dipole-dipole potentials [9], which are many orders of magni-
tude stronger than those between ground state atoms. Resonantly optically
excited Rydberg samples [26, 82, 15, 13, 14, 83, 84, 29, 21, 22, 85] constitute
a rich playground for the study of those interactions and their consequences.
The dipole blockade effect [24, 86, 25, 26], which allows only a single excita-
tion to the Rydberg state within the volume of the blockade sphere, or the
manifestation of kinetic constraints [30] in analogy to glassy systems, are just
two examples among the wide range of possibilities that those ensembles of-
fer.Theoretical calculations of the coherent excitations dynamics are difficult
because of the exponential growth of the computational resources required
with N . Thus, for small numbers of particles it is possible to solve directly
the Schro¨dinger equation, whereas in case of large N , the master equation
has to be approximated to a rate equation [87], or numerical simulations
techniques, like the MCWF (Monte Carlo Wave Function) [88, 89], can be
used alternatively to approach the solution of the master equation. From the
experimental side, the observation of the universal scaling laws with density
and laser intensity provide earlier evidence of the coherent dynamics [82], re-
cently observed for an N -atom system on the µs timescale [83, 21]; whereas
the predictions for the incoherent regime have not been verified and they are
a subject of study nowadays [87, 30].
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Figure 3.1: Different regimes of Rydberg excitation dynamics: (a)-(b) co-
herent, (c)-(d) incoherent. (a) Coherent dynamics of a single superatom. A
single Rydberg excitation is shared collectivelly by all the atoms contained
in the blockade sphere. The population of this system, which is described as
a two-level system, oscillates between the ground and the excited state with
collective Rabi frequency Ωcoll. Coherent dynamics are observed via Rabi
oscillations. (b) When more excitations are generated, each blockade sphere
is considered like an independent superatom. The number of Rydberg exci-
tations measured at a certain time is the sum of the contributions of all the
superatoms present in the cloud. The dynamics (red) exhibits a fast growth
for short excitation times and saturates for long times to a value Nsat, as a
sign that the sample is fully blockaded. (c) In the incoherent case, initially
Rydberg excitations are generated independently. The interactions between
them do not affect the dynamics, and the number of excitations increases
linearly. (d) As the time increases, the space available for generating new
excitations, gets tighter (nearest neighbors are closer and interact strongly
preventing the generation of new Rydberg atoms). This effect becomes more
pronounced in the high density regions of the sample. Ground state atoms
located in the available space keep a low (but non-zero) probability of being
excited if the time of interaction with the laser field is large enough (red
spheres). As a consequence, a slowing down of the dynamics is observed.
In this chapter we report on the realization of a resonantly excited Ryd-
berg gas and the study of the strong atomic interactions within this system.
After a short review of the mathematical description of the single atom dy-
namics, we approach the N -atom system. There, we focus our studies on
the characterization of coherent and incoherent excitation, the verification of
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the time-scaling laws [82] predicted for each case, as well as the estimation
of the coherence time of our system. Those results motivated a deeper in-
vestigation of the role that Rydberg interactions play under these conditions
both in the saturated regime as well as before reaching the stationary state.
Hence in Ch. 3.2.1 we studied the Rydberg dynamics before reaching the
saturated regime, where kinetic constraints are expected to become manifest
[30] giving rise to characteristic features of the dynamics like an increase of
the relaxation time scale of the atomic ensemble (see Fig. 3.1); whereas, in
Ch.3.2.2 a method to spatially visualize the effect of dipole blockade inside
a cold atomic cloud is presented.
3.1 Theoretical description of the evolution
of a resonantly excited Rydberg system
In this section we want to study the effect of the relaxation terms on the
dynamics of a two-level atom Rydberg sample. Before approaching the many-
body problem, we present here some basics of the mathematical description
of the behavior of the a single atom and some qualitative aspects of the
dynamics of a Rydberg atoms system that can be seen from a single atom
model.
3.1.1 Single atom case
We considered a single two-level atom interacting with a light field of Rabi
frequency, Ω0. The optical Bloch equations (OBE) can be written as [90]

d ˜ρeg
dt
= −(γ⊥ − iδ)ρ˜eg + iωΩ02
dw
dt
= −γ‖(ω + 1)− iΩ0(ρ˜eg − ρ˜ge)
(3.1)
In the absence of relaxation terms, γ⊥, γ‖ = 0, the population oscillates
between the ground |g〉 and the excited state, |e〉 at frequency Ω around the
stationary value: 〈Ne = 12〉. Our case of study, instead, presents γ⊥, γ‖ 6= 0 in
a regime where the population of the ground and the excited states changes
slowly with respect to the coherences, i.e. γ‖ << γ⊥. The coherences follow
an adiabatic evolution of the populations that result almost stationary on
time γ−1⊥ .
Thus, the system of equation 3.1 can be solved by imopsing an adiabatic
approximation.
From the first equation 3.1 we obtain:
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
ρ˜eg = −e(γ⊥−iδ)t
∫
c˜e−(γ⊥−iδ)t dt = c˜
(iδ−γ⊥)
dω
dt
= −γ‖(ω + 1)− Ω2
[
γ⊥
γ2⊥+δ2
]
ω
(3.2)
Then, the second equation can be solved, by setting as initial condition
ω(0) = −1:
ω(t) =
γ‖(γ2⊥ + δ
2) + γ⊥Ω2e
−t
(
γ‖+
γ⊥
γ2⊥δ2
Ω2
)
γ‖(γ2⊥ + δ2) + γ
2
⊥Ω2
(3.3)
Doing this we obtain the characteristic population inversion rate:
Γ ∼ γ‖ + γ⊥ Ω
2
γ2⊥ + δ2
(3.4)
where, the first term is determined from the relaxation of the populations,
γ‖, and the second one, defined as excitation rate, depends on the Rabi
frequency, Ω. For long excitation times, the system reaches the stationary
value predicted for the average population of excited state:
〈Ne〉 = 1
2 + 2
γ‖
γ⊥
(
γ2⊥+δ2
Ω2
) (3.5)
This equation predicts that in the limit of low spontaneous emission, γ‖,
the population of the excited states reaches the value 1
2
independently of the
detuning, contrary to what is expected for coherent radiation.
3.1.2 Excitation dynamics of strongly interacting many-
body systems
The study of the dynamics of an ensemble of N strongly interacting atoms
presents the additional difficulty of the exponential growth of the Hilbert
space with N . For systems of a limited number of particles, the Schro¨dinger
equation can be solved analytically for coherent dynamics [91, 92, 16, 93];
whereas, under strongly dissipative conditions, the master equation must be
approximated by a rate equation, whose basis grows linearly with N [94, 95].
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Alternatively, different numerical simulation techniques (equivalent to the
master-equation treatement) were proposed in order to gain more physical
insight into those systems, like the wave-function Monte Carlo (MCWF)
technique[88, 89]. A method specifically developed for the blockaded Rydberg
ensemble is the so-called, superatom model [92, 96, 97], which combines the
description of a non-fully blockaded ensemble with the results obtained for
the case of a fully blockaded one. Let us consider a cloud formed by N atoms
placed in a sphere of radius rb with only one Rydberg excitation present
in it, i.e. the sample is fully blockaded. The behavior of such a system
can be described using the single-atom equations, detailed in Ch.3.1.1, by
treating the whole system as a two-level atom. This approximation, known
in Rydberg literature as superatom, is necessary because a more rigorous
treatment of the problem would require to take into account the different
contribution of the relaxation terms γ‖ and γ⊥, that here we assumed: γ‖ =
γ⊥ = 0. The laser field couples coherently the ground state |g〉 and the
symmetric excited state of the superatom |r〉 with amplitude:
[
Ω2coll
Ω2coll + δ
2
]
(3.6)
The average population of the Rydberg state within the superatom oscil-
lates with collective Rabi frequency, Ωcoll, around the stationary state 〈Nr〉SS.
By keeping γ⊥ = 0, the presence of a relaxation term γ‖ 6= 0 damps the
oscillations until the stationary state is reached, whose average population
presents an upper limit equal to 1/2. Under these conditions, the superatom
behaves exactly like a single two-level atom. The experiments presented in
this thesis were performed in atomic ensembles of N atoms randomly dis-
tributed in a cloud of size bigger than the blockade radius, so the sample can
be divided into blockade spheres, which can be treated as independent su-
peratoms. The spatial dependence of the density distribution of the ground
state atoms, n(r), results in a variation of the number of ground state atoms
inside each superatom, which can be calculated by summing the populations
of all the superatoms present in the sample at a time τ :
〈Nr〉τ =
∫
nR(r)sin
2
(
1
2
Ωcoll(r)τ
)
d3r (3.7)
This integral sums the contribution of each superatom whose population
oscillates with Ωcoll(r) =
√
N˜Ω. The saturation curve [82] shows an initial
linear increase with time and a saturation to a constant value Nsat. Both
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the slope of the curve and the value of Nsat have been used to characterize
either the type of dynamics, (coherent, coherent collective or incoherent), as
well as the underlying interaction (non-interacting or strongly interacting),
by studying the scaling of the excitation time with the density of the ground
state atoms and the Rabi frequency [82, 16]. In this thesis we focus on the
study of the incoherent dynamics of a Rydberg ensemble. As we will see in
the following pages, the aforesaid scaling laws, specially the ones with the
Rabi frequency, will be used to justify that we are in conditions of incoherent
evolution.This problem, that has been recently approached theoretically in
[30], where the authors directly solve the equations of the dynamics of a
sample of N interacting atoms that evolve in the incoherent regime.
The description of the two-level system is done by using the spin 1/2
formalism, representing for each atom the ground state as | ↓〉 and the excited
state as | ↑〉. The Pauli matrices are indicated as σkx,y,z and nk = (1 + σkz )/2
is the projector onto the excited state. Additionally, the excitation time was
rescaled as: τ = t · (Ω2/γ⊥). In order to calculate the excitation rate in [30]
the authors study the evolution of the density matrix:

∂tρ = L0 + L1
L0 = −i[H0, ρ] + δ⊥ +
∑N
k=1(nkρnk − 12{nk, ρ})
L1 = −iΩ
∑N
k=1[σ
k
x, ρ]
(3.8)
where H0 is the Hamiltonian of the system:
H0 = −
N∑
k=1
δnk +
∑
k,m
Vk,m
2
(3.9)
L0 and L1 are the Lindblad terms, which account for the incoherent pro-
cesses such as decay or dephasing. Here, L0 and L1 describe the fast and the
slow part of the dynamics, respectively. The interest is focused on the regime
where L0 dominates, i. e., γ⊥ >> |Ω|, which is the incoherent regime. The
authors approximate the master equation as an effective master equation
where the fast dynamics has been integrated out.
This analysis can be interpreted by observing that, in the limit Ω2 >>
γ⊥γ‖, the population dynamics in the Bloch equations is characterized by the
excitation rate:
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Γ =
Ω2
γ⊥
(
1
1 + δ
2
γ2⊥
)
(3.10)
and in case of atomic interactions of the kind of:
Vj,k =
Cα
|rk − rj|α (3.11)
with α = 6. In the denominator of Eq. 3.10, it is necessary to replace ~δ
by ~δ − Cα|rk−rj|6 in order to account for those interactions. At this point, the
theoretical interpretation becomes hard due to the random positions of the
atoms within the sample, the authors solve this problem by placing the atoms
in a regular lattice of a certain spacing, which allows them to express all the
distances as a function of the spacing of the lattice. In our case, although
the atoms are randomly distributed in the cloud we were able to apply the
same simplification by expressing all the distances as a function of the mean
interparticle distance among the atoms of the sample, a. This allows one to
define an interaction term, which depends on the interaction strength among
the atoms, C6, as well as on the mean distance between excitations, a.
R =
1
a
(
C6
~γ⊥
)(1/6)
(3.12)
From here, it is possible also to introduce the rescaled detuning ∆ as:
∆ =
δ
R6γ⊥
(3.13)
Note that the excitation rate of the single atom depends on the interactions
with atoms in the excited state with occupation nj
Hence, it is possible to rewrite Eq. 3.10 as:
Γˆ =
1
1 + 2k
(3.14)
where:
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k = R
6
[
∆−
∑
j 6=k
nj
|rk − rj|6
]
(3.15)
Finally, the excitation rate of the kth atom case is:
Γk =
Ω2
γ⊥
· 1
1 + [R6(∆−∑j 6=k nj|rˆk−rˆj |6 )]2 (3.16)
The equation accounts for the interaction between atoms through the
single atom detuning δ, plus the energy shift caused by the neighboring
Rydberg atoms:
R6 ·
∑
j 6=k
nj
|rˆk − rˆj|6 (3.17)
An increase of this product means stronger interactions within the system,
which leads to a decrease of the excitation rate because in the vicinity of
excited atoms the dynamics are slowed down due to the effect of the Rydberg-
Rydberg interactions.
More insight into the relaxation dynamics can be gained by doing the
mean field analysis, which allows us to rewrite the equation for the Rydberg
density as:
∂tρ(τ) =
1− 2ρ(τ)
1 + [
∑
k |rk|−α ·Rαρ(τ)]2
(3.18)
whose stationary solution is compatible with the expected result for a
system of N non-interacting atoms:
ρ stationary ≡ limτ→∞ρ(τ) = 1/2 (3.19)
This intuitively leads to the state in which all the atoms in the sample
reach the equilibrium between the populations of the ground and the excited
state. Integrating the equation 3.18 and imposing as initial condition ρ(0) =
0, the implicit equation for ρ(τ) has the form:
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τ = −(1/8)[4 +
(∑
k
|rˆk|−α
)2
R2α]× log(1− 2ρ(τ))−
1/4 · (∑k |rˆk|−α)2R2α(ρ(τ) + 1)ρ(τ)
(3.20)
From Eq. 3.20 it is possible to distinguish three different excitation time
regimes, depending on the value of τ :
• ρ(τ) << 1/2 (short excitation times). In this case the solution of
Eq. 3.20 has the form: ρ(τ) = e−τsinh(τ), which means that the
number of excitations grows independently of the atomic interactions.
This behavior occurs at the beginning of the excitation process, where,
assuming that the Rabi frequency is uniformly distributed across the
sample, the new excitations are randomly distributed in the cloud and
separated enough in order to ensure that they do not influence the
dynamics of the rest of the atoms.
• ρ(τ) ≈ 1/2 (long excitation times). Here the Eq. 3.20 solution looks
like ρ(τ) ≈ [1 − exp(−8τ/(4 + F 2αR2α))]/2. In this case the system
approaches to the stationary state, independently of the atomic inter-
actions. All the atoms in the sample reach the equilibrium between the
population of the ground and the excited state at the expected value
ρ(τ) ≈ 1/2. The dynamics is blocked because there are no more atoms
in the cloud that can be excited to the Rydberg states.
• ρ(τ) << 1/2 (intermediate times), but the product Rαρ(τ) >> 1. Un-
der these conditions, the Eq. 3.20 solution adopts the form ρ(τ) ∼
[3/(R2αF 2α)]
1/3τ 1/3. This constitutes the most complex situation be-
cause, when the excitation time is increased, the volume size available
to get a new Rydberg excitation without considering the interactions
decreases. As a consequence, a slowing down of the dynamics is ob-
served.
The size of the excluded volume, defined as the space available for gener-
ating a new excitation (see Fig. 3.1 (d)); decreases with time, representing
a key factor of these dynamics. Thus, in the dipole blockade regime the
laser linewidth , γ⊥ defines the minimum distance between two Rydberg
excitations,rb, in a way that the generation of subsequent excitations within
the volume defined by rb is blocked. However, a ground state atom located
at a distance lower than rb from a Rydberg excitation, exhibits a very slow
dynamics and, therefore, has a very low but non-zero probability of being
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excited to the Rydberg state. In fact, if the time of interaction with the laser
field is long enough, then the excitation to the Rydberg state can happen. In
this sense the sample is not divided in rigid blockade spheres but in regions
in which the excitation rate is large or small. This property is not contained
in the mean field analysis, where all the atoms of the sample are considered
equal. The authors obtain the dynamics in this limit by solving the effec-
tive master equation: µ = Pρ = limt→∞eL0tρ. This shows a heterogeneous
evolution of the atomic system characterized by large fluctuations within the
relaxation time. Another aspect that is not considered in the mean field ap-
proximation is the hierarchic evolution of the excitations. Each atom excited
to the Rydberg state conditions the successive excitations of its neighboring
atoms so, but there is no “sharing” of excitation as in the case of coherent
collective excitation.
3.2 Coherent versus incoherent Rydberg dy-
namics
The scaling laws for Rydberg dynamics [82] predict a linear dependence of the
timescale with the Rabi frequency in the coherent regime and a quadratic
dependence for the incoherent case. In our case we verify these laws by
measuring the dynamics of a Rydberg ensemble for three different values
of the Rabi frequency: 387 ± 77 kHz (red diamonds), 207 ± 41 kHz (blue
diamonds) and 98±20 kHz (grey diamonds). The experiment was performed
in a MOT of N = 70000 atoms and sizes V = 92.4µm · 42.9µm · 62.9µm,
where Rydberg excitations are generated under resonant conditions (δ = 0)
using the 3D configuration of the 421 nm laser source, see Ch.2. In Fig. 3.2
(a) we present the measurements of the mean number of excitations as a
function of time.
Rescaling the excitation times with the expected law in case of coherent
dynamics, (τresc = τexc ·Ω), the curves diverge since τresc ≈ 0.23 (τexc ≈ 1µs),
see the open symbols in Fig. 3.2 (b); meaning that our system does not
evolve coherently. By contrast ,when the times are rescaled according to
the incoherent dynamics law,
(
τresc = τexc · Ω2γ⊥
)
, solid symbols in Fig. 3.2
(b); the three curves lie on the top of each other, which demonstrates the
incoherent evolution of the of our system.
In order to gain more insight into the coherent dynamics of our system,
limited by the laser linewidth, γ⊥ = 0.7 MHz, we focus the measurements
in the time range τresc = [0 − 6]. In this experiment we use a MOT of
N = 162000 atoms and size V = 109µm · 55µm · 77µm. In Fig. 3.3 we
show the mean number of excitations as a function of time, already rescaled
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Figure 3.2: (a) Resonant dynamics of a Rydberg system in the 3D con-
figuration varying the Rabi frequency value: 387 ± 77 kHz (red diamodns),
207 ± 41 kHz (blue diamonds) and 98 ± 20 kHz (grey diamonds). The error
bars correspond to one standard deviation of each set of data. (b) Data from
(a) rescaled according to the coherent dynamics law (τresc = τexc · Ω, open
symbols), and according to the incoherent dynamics law (
(
τresc = τexc · Ω2γ⊥
)
,
solid symbols).
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Figure 3.3: Resonant dynamics f in 3D configuration varying the values of
the Rabi frequency: 982 ± 196 kHz (red diamonds), 745 ± 149 kHz (grey
triangles), 414± 83 kHz (violet diamonds), 148± 30 kHz (green circles) and
122 ± 24 kHz (blue squares). The sample had N = 162000 atoms and size
V = 109µm · 55 · µm · 77µm and density n = 6.5 · 1010 cm−3. The excitation
times are scaled as (τresc = τexc · Ω)
with the coherent dynamics law (τresc = τexc ·Ω). The Rabi frequency values
are: 982 ± 196 kHz (red diamonds), 745 ± 149 kHz (grey triangles), 414 ±
83 kHz (violet diamonds), 148 ± 30 kHz (green circles) and 122 ± 24 kHz
(blue squares). It is clear from the Fig. 3.3 that the curves only overlap up
to τresc ≈ 0.23 (τexc ≈ 1µs), and from that point the curves diverge. We
interpret this as a sign of the change of the slope of the dynamics, which in
turn is related to the character of the evolution of the system (coherent or
incoherent).
Although the crossover between coherent and incoherent dynamics has
been studied in theoretically in several works [98, 87], experimentally it has
not been investigated yet. Typically, the coherent evolution lasts only for a
few microseconds, which implies that performing experiments in which the
different types of evolution are clearly differentiated, becomes a challenging
task. In our case, to estimate at which moment the slope of the dynamics
changes, we study the evolution by fitting to our data an ad hoc function,
whose slope changes at a crossover point, τcoh. In the experiment we measure
the Rydberg dynamics in atomic samples of different densities, prepared using
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the depumping beam technique (see 2.1). As the crossover point does not
depend on the density of the cloud, by performing measurements in low
density samples we ensure that our observations correspond to a change in
the slope of the curve related to the coherent-incoherent transition and not
to a slowing down of the dynamics caused by kinetic constraints (this will be
discussed in Ch. 3.2.1).
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Figure 3.4: Time evolution of a Rydberg ensembles excited on resonance in
which the number of atoms per superatom, N˜ , was varied: N˜ = 342.2 (red
circles), N˜ = 111.7 (blue circles), N˜ = 32.9 (grey circles), N˜ = 14.9 (green
circles), N˜ = 9.7 (violet circles). The MOT parameters were: N = 101000
atoms, size V = 71.3µm · 45.5µm · 58.4µm and peak density n0 ≈ 9.8 ·
1010cm−3. The Rabi frequency was: 741± 148 kHz. Each set of data was fit
using an ad hoc function whose parameters are the slopes of regimes of the
excitation dynamics, α0 and α1, the coherence time of the system τcoh and
the interval ∆t. A typical error bar that evidences the Poissoinian character
of the counting distributions is also represented.
The MOT parameters here are: N = 101000 atoms, size V = 71.3µm ·
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45.5µm · 58.4µm, and the Rabi frequency was: Ω = 741 ± 148 kHz. The
results are shown in Fig.3.4. For each set of data we also indicate the number
of atoms per superatom N˜ = 342.2 (red circles), N˜ = 111.7 (blue circles),
N˜ = 32.9 (grey circles), N˜ = 14.9 (green circles), N˜ = 9.7 (violet circles).
We fit each set of data using an ad hoc function (continuous lines in Fig.
3.4), whose parameters are: α0 and α1, corresponding to the slopes of the
coherent and incoherent regime, respectively; τcoh, the crossover time; and
∆t, the range of variation of τcoh.
f(t) = t · α0 + (α1 − α0) · ∆t · ln
[
exp
(
t− τcoh
∆t
)
+ 1
]
(3.21)
In Fig. 3.5 we plot the data from the fits of Fig.3.4 as a function of the
number of atoms per superatom, N˜ . The error bars are also obtained from
those fits. From these measurements we estimate the coherence time of our
system to be around τcoh ≈ 2 . . . 3µs. This measurement has been done in
the past [29] giving τcoh ∼ 2µs, in good agreement with our observations.
The data corresponding to the coherent dynamics is expected to be pro-
portional to
√
N˜ :
N˜ =
4pi
3
r3b (n) · n (3.22)
Hence,we fit separately the coherent and incoherent dynamics sets of data,
α0 and α1 points (red diamonds in Figs. 3.5 (a), (b), respectively) with a
power function y = A · xb.
For the coherent case we obtain b = 0.261 ± 0.76, and for the incoherent
dynamics: b = 0.212± 0.56, and both fits follow in good approximation the
experimental data.
The fact that the values of α0 and α1 slightly change depending on the
number of atoms with the superatom can be explained due to the inhomo-
geneities in the distribution of the both of the laser intensity along the inter-
action volume, which causes the atoms to oscillate with different frequencies
depending on their position in the cloud. Additionally, the inhomogeneous
distribution of the atomic density causes the collective dynamics to be much
faster near the peak density point than in the outermost parts. Due to this,
N˜ varies considerably across the atomic cloud, which, in the coherent dynam-
ics case, can mask the collective oscillations preventing us from seeing them
clearly. In fact, as the observable is an integration over the entire sample,
it becomes hard to confirm the purely coherent or incoherent nature of the
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Figure 3.5: Fit parameters from Fig.3.4 data (α0,α1,τcoh, ∆t), plotted as
function of number of atoms of the superatom, N˜ . The error bars were
obtained also from Fig.3.4 data. (a) α0 points (red diamonds), corresponding
to the slope of the curve in the coherent regime, were fit with a power function
of exponent 0.261±0.76. The coherence time of our system, τcoh (blue points),
shows also a dependence on N˜ and it has been estimated to be 2 . . . 3µs. (b)
For the case of α1 points (red diamonds) the exponent of the fit curve is
0.212± 0.56, ∆t, (blue points) correspond to the range of variation of τcoh.
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evolution of the system [99]. Another direct consequence of this sensitivity
to the density distribution is that the scaling of the data with
√
N˜ or N˜
does not always constitute a definitive proof of the character of the Rydberg
dynamics. We will go back to this argument at the end of Ch. 3.2.2 where an
example of this ambiguous scaling will be presented, as well as the reasons
that justify such analysis at that time, and also an alternative interpretation.
3.2.1 Experimental observation of the inhomogeneous
dynamics and conditioned excitation in a Ryd-
berg ensemble
In this section we provide an experimental verification of the theoretical anal-
ysis of the incoherent evolution of a Rydberg gas developed in [30] and sum-
marized in this Chapter. We studied the dynamics of a Rydberg system in
the incoherent regime, defined according to the coherence time of our system:
τcoh = 2 . . . 3µs. As we have already seen, the role that atomic interactions
play has direct consequences on the incoherent Rydberg dynamics. So, we
perform a set of experiments in which we vary the interaction parameter, R.
This can be achieved by varying the density of the sample by several orders
of magnitude using the depumping beam technique, consisting of depumping
some of the atoms of the cloud into a hyperfine level of the ground state not
coupled to the Rydberg transition, see Ch.2 for details. Also, the duration
of the excitation pulses ranges from 0 to 100µs in order to minimize the
effects of the spontaneous decay from the 70S state, whose lifetime has been
estimated to be τlifetime ≈ 150µs.
We generate Rydberg excitations in a quasi 1D system, see Ch. 2 for
details, using a MOT of N = 1.28 · 106 atoms and size V = 172µm ·
122µm · 146µm. The laser was resonant (δ = 0MHz) with the transi-
tion |5S1/2〉 → |70S1/2〉 and the Rabi frequency Ω = 807 ± 160 kHz. The
incoherent evolution of such a system was characterized by measuring the
mean number of excitations as a function of time for different values of the
the adimensional parameter, R. In Fig.3.6 (a) we presented the results of
these measurements: red diamonds correspond to R = 4.2, green diamonds
R = 2.6 and blue diamonds R = 2. In the case of large values of R (i.e.,
low interparticle distances), the dynamics grows fast, indeed, after 20µs the
saturation was clearly reached. As R becomes smaller (i.e., the interparti-
cle distance among the atoms is bigger) the dynamics of the sample slows
down and pulses of longer duration are needed in order to reach the plateau
characteristic of the stationary state.
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Figure 3.6: (a) Resonant Rydberg dynamics a function of the pulse duration
for different values of the interaction parameter R: red diamonds correspond
to R = 4.2, green diamonds R = 2.6 and blue diamonds R = 2. The MOT
had N = 1.28 · 106 atoms, size V = 172µm · 122µm · 146µm and the Rabi
frequency Ω = 807 ± 160 kHz. The error bars correspond to the standard
deviation for each set of data. (b) Rydberg fraction, fR, as a function of
the pulse duration. The error bars correspond to the measured standard
deviation of the mean number of excitations.
54 Chapter3. Resonant excitation dynamics of Rydberg ensembles
In Fig.3.6(b) we show the Rydberg fraction, fR, meaning the number of
Rydberg excitations divided by the total number of atoms in the interaction
volume, as a function of time, calculated for the same sets of data presented
on the Fig.3.6(a). This analysis illustrates clearly the evolution of the system
depending both on the value of R as well as on the excitation time at which
the observation is done. For short excitation time values interactions do
not influence the excitation process, as can be deduced from the dynamics
behavior which in all cases is independent of the value of R, see the inset
of Fig.3.6(b). For long excitation times the system is expected to be in the
stationary state, where the value of the Rydberg fraction is fR ≈ 1/2. For
the negligible interactions case (low R, blue diamonds) we observe a fast
increase of the Rydberg fraction, reaching a maximum value of fR ≈ 0.25.
As R increases (i.e. stronger interactions, green and red diamonds), the
overall relaxation time increases too. The Rydberg fraction grows slowly
with time, although the stationary state is not reached within the timescale
of the experiment. As the lifetime of the 70S state is ≈ 150µs, the duration
of the pulse cannot be increased in order to check for the stationary state
value of fR. Moreover, for the 1D geometrical configuration, the emergence
of a plateau before the system relaxes to the the stationary state is expected
[30]. On the time scale at which the plateau should appear, the simultaneous
excitation of neighboring atoms is strongly suppressed, i.e. the plateaus will
appear more clearly for the highest R values. Experimentally, although the
fully blockaded regime is reached (red diamonds set), we do not observe the
plateau, mainly due to experimental timescale limitations, as well as the
contribution from the inhomogeneous distribution of the density and Rabi
frequency.
The experiments presented up to this point reproduce in good approxi-
mation the simulations of [30], showing clearly the slowing down effect on
the dynamics of a Rydberg sample. An alternative analysis that can be done
to bear out the kinetic constraints manifestation consists in calculating the
excitation rate for different values of the mean distance between the excita-
tions, aRydb. Intuitively, we expect that when Rydberg excitations are far
from each other, the excitation rate does not depend on the density of the
sample, but for interparticle distances smaller than the blockade radius, the
excitation rate should decrease. This effect is expected to be more evident
for the highest density cases, confirming the slowing down of the dynamics
in the vicinity of the existing Rydberg excitations.
In Fig.3.7 we show the excitation rates, Γk, as a function of the mean
interparticle distance calculated for the data sets of Fig.3.6: R = 4.2 red
diamonds, R = 2.6 green diamonds and R = 2 blue diamonds.The continuous
lines, red, green and blue, respectively; are guides to the eye.
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Figure 3.7: Excitation rate, Γk, as a function of the mean distance between
the excitations, aRydb corresponding to the experimental data of Fig.3.6: R =
4.2 red diamonds, R = 2.6 green diamonds and R = 2 blue diamonds. The
continuous lines (red, green and blue, respectively) are guides to the eye.
The black dashed line corresponds to the analytic solution of Eq. 3.16 for
the highest density conditions (n0 = 7.8 · 1010 cm−3).
To do these calculations, we considered an interaction volume of radial
size σBlue = 6µm and length σIR = 110µm. The number of atoms within
this volume was obtained from Eq. 2.5 (see 2 for the complete mathematical
description):
Nint = N · erf
(√
2σBlue
σy
)
· erf
(√
2σBlue
σz
)
· erf
(
2σIR
σx
)
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giving: Nint ≈ 5197 atoms within the interaction volume. This number
was used to calculate the fraction of Rydberg atoms excited inside the inter-
action volume for a certain duration of the Rydberg pulse:
fR =< Nobs > · η
(Nint)eff
(3.23)
where η ≈ 0.4 is the detection efficiency of our system and (Nint)eff is the
effective number of atoms remaining inside the interaction volume after the
application of the depumping beam pulse. By differentiating each set of data
we obtained the experimental excitation rates for the three cases. The mean
distance between excitations aRydb, was calculated as:
aRydb = (nR)
−1/3 (3.24)
where nR is the density of Rydberg excitations inside the interaction vol-
ume.
For large values of aRydb, the three curves exhibit similar values of the
excitation rate, indicating that new excitations are generated in the system
independently of the interactions that are already present. For aRydb < rb ≈
10µm the excitation rate decreases. This decrease is more pronounced for
smaller mean distances, which lead to larger interactions (green and red
curves). This evidences the slowing down of the dynamics in the vicinity of
the excitations caused by the interactions as well as the low (but non-zero)
probability of generating new excitations even at distances smaller than the
blockade radius, that can be observed if the timescale of the experiment is
long enough. The red, green and blue continuous lines are smoothing fits to
the data, acting as guides for the eye.
We compare the experimental data to the theoretical calculation of the
excitation rate, represented in Fig. 3.7 by the black dashed line. From Eq.3.4
and assuming Ω2 >> γ‖, we obtain the expression for the excitation rate in
the incoherent regime:
Γ ∼ Ω
2
γ⊥
· 1
1 +
(
C6·nj
|rj−rk|6 · γ⊥
)2 (3.25)
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Figure 3.8: Illustration on the approximation method we use to take into
account for the inhomogeneous distribution of the Rabi frequency and the
density within the interaction volume. The collective Rabi frequency is esti-
mated by summing the contributions (the local values of the Rabi frequency
and the density) over the interaction volume.
Some of the parameters included in Eq. 3.25, like the Rabi frequency
or the interparticle distance, are corrected here by a factor that accounts
for the uncertainties these values present. We take into account that the
experiment is performed in a 1D configuration, allowing us to consider that,
on average, each excitation has nj = 2 nearest neighbors. Regarding to the
interparticle distance, we assume that the most probable position where a
new excitation could be generated would be halfway between two already
existing excitations: aRydb =
rj−rk
2
. Additionally, an extra factor α = 3 is
applied to aRydb to account for the uncertainties when measuring the size of
the interaction volume, so: a˜Rydb = 3 · aRydb2 .
With respect to the Rabi frequency, we consider its inhomogeneous dis-
tribution along the sample (for the definition of gaussian distribution we use
the one given in [100]):
Ω(x, y, z) = Ω0 · exp
(−x2
σ2IR
)
· exp
( −y2
σ2Blue
)
· exp
( −z2
σ2Blue
)
(3.26)
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where Ω0 = 1123±224.6 kHz is the peak Rabi frequency in this experiment.
The atomic density is also inhomogeneusly distributed along the sample:
n(x, y, z) = n0 · exp
(−x2
σ2IR
)
· exp
( −y2
σ2Blue
)
· exp
( −z2
σ2Blue
)
(3.27)
Then, the effective “mean” Rabi frequency can be calculated by summing
the contributions of the local Rabi frequencies and densities over the inter-
action volume, see Fig. 3.8):
Ωcoll = n(x, y, z) · Ω(x, y, z) (3.28)
Finally, the excitation rate has to be normalized by the total number of
atoms within the interaction volume, Nint:
Γ ∼ Ω˜
2
coll
γ⊥
· 1
1 +
(
2·C6
a˜6
· γ⊥
)2 · ( 1Nint
)
(3.29)
Doing this approximation, we obtain an excitation rate which is a factor
of ∼ 10 lower than the experimental data. This may be due to the sys-
tematic errors when measuring the number of atoms with the CCD camera,
which carries a systematic error of a factor of ∼ 2; and also to errors in the
estimation of the size of the interaction volume.
In Fig. 3.7, we show the theoretical curve represented as a black dashed
line (it was adjusted by a factor ∼ 10 in the vertical axis for an easier com-
parison with the experimental data). It reproduces in good approximation
the experimental behavior, exhibiting as well the change of the slope of the
curve around the blockade radius value for the 70S1/2 state: ∼ 10µm. These
results agree as well with the model of [30], providing a valid description of
the incoherent dynamics of Rydberg excitations.
3.2.2 Rydberg tomography of an ultracold atomic cloud
At this point we have already proved the importance of know and control the
density of the sample in Rydberg experiments, because the visualization of
some interesting phenomena that emerge in these systems, like the manifes-
tation of the kinetic constraints, are strongly dependent on this parameter.
The depumping beam technique allowed us to vary the effective density of
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the sample, i.e. the number of ground state atoms liable to be excited to the
Rydberg state. However this is not the only way in which the density-related
effects on Rydberg dynamics can be studied. In the studies of the current
section we present a method that allows to change the atomic density within
the interaction volume by moving the excitation beam across the sample in
one spatial direction, i.e. doing a tomography of the cloud. We use this
technique to study as well one of the most characteristic feature of Rydberg
systems, the dipole blockade effect [24].
The dipole blockade regime was studied in different conditions: from ex-
periments in which only two individual atoms were used [13, 14], to disordered
clouds of cold atoms [25, 26, 101, 84, 86, 82, 102, 103], or Bose-Einstein con-
densates [82, 104]. Besides the creation of entanglement in the strongly block-
aded regime was recently proved [48, 49]. Hence, using the above-described
method we are able to spatially visualize the blockade phenomenon in an
inhomogeneous gas of ultra-cold rubidium atoms.
In our experiment we create small clouds of ultra-cold 87-Rb atoms in a
magneto-optical trap (MOT) whose parameters (loading flux from a primary
two-dimensional MOT, magnetic field gradient, and size of the MOT beams)
are chosen such as to obtain clouds with a Gaussian density profile: 1
n(x, y, z) =
N
σxσyσz(pi/2)3/2
e
−( x2
σ2x
+ y
2
σ2y
+ z
2
σ2z
)
(3.30)
Those clouds are scanned by moving the excitation beam along the x-
direction (see Eq.(3.30)). In our experiments, MOTs have typical widths
σx,y,z ≈ 21µm and contain up to N ∼ 105 atoms. The resulting peak density
is n ≈ 2.5 × 1010 cm−3, which corresponds to a mean inter-particle spacing
of around 3.5µm.
We realize a scan of the position of one of the excitation lasers across
the cold cloud, determine the number of Rydberg excitations detected as a
function of the position and compare this distribution to the one obtained
for the number of ions created by a two-photon ionization process via the
intermediate 5P level. To get a good estimate of the mean number of ions
and the variance, the experimental sequence is repeated 50 times for each set
of parameters. In order to reveal the effect of the blockade on the Rydberg
excitation, we probe different density regions by scanning the position of
the 1D configuration laser beam at 421 nm vertically through the density
profile of the MOT (see Fig.(3.9)) using a mirror equipped with a piezo-
driven motorized actuator that allows us to control the position of the laser
1These results are published in [34], where a different definition of the Gaussian density
profile of the cloud was used.
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Figure 3.9: Experimental procedure for the Rydberg tomography of a cold
atomic cloud. The vertical position of the 421 nm excitation laser was verti-
cally scanned across the density profile of the atomic cloud represented here
by n(x) = n(x, y = 0, z = 0), i.e., the peak density at position x). The larger
excitation beam at 1013 nm is not shown in the Figure.
beam in steps of 0.7µm. A similar technique was demonstrated recently
in [105]. Since the MOT has a roughly Gaussian shape in all three spatial
directions and the size of the 421 nm laser beam is much smaller than the
MOT size (σBlue ∼ 6µm), we assume that the atomic density was roughly
constant over the radial extent of that beam and had a Gaussian shape
along its direction of propagation. Consequently, a variation of the position
of the laser beam results in a variation of the mean atomic density inside the
excitation volume defined by the beam width, while the effective length of
the sample along the propagation direction of the beam remains constant.
In the experiment of direct ionization from the 5P3/2 state, we expect that
the number of ions detected by the channeltron is directly proportional to
the density profile of the MOT in the vertical direction. This is confirmed
by the comparison between the ion signal as a function of position and the
integrated density profile of the MOT obtained with a CCD camera, as it
is shown in Fig.3.10(a). Repeating the scanning experiment with a two-step
Rydberg excitation, we again obtain a roughly Gaussian dependence of the
mean detected ion number (and hence the mean number of excitations) on
the beam position, but this time the measured width of the distribution is
noticeably larger.
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Figure 3.10: Spatial tomography of a MOT using Rydberg excitations to
the 71D5/2 state. In (a), the normalized number of detected ions is plotted
for the direct ionization from the 5P3/2 state using only the 421 nm beam
(blue squares) and for the Rydberg excitation (red circles). The duration
of the excitation pulse is τ = 1µs for direct ionization process, in which
NIons(0) ≈ 8, and for the Rydberg excitation it is τ = 3µs withNRyd(0) ≈ 12.
The error bars correspond to one standard deviation of each set of data. For
comparison, the density profile of the MOT (integrated along the y and z-
directions) is also shown (grey line). Dashed lines are Gaussian fits to the
data. In (b), the normalized ion number for the Rydberg excitation plotted in
(a) (without the error bars) is shown together with a Gaussian fit to the wings
of that distribution with a fixed width equal to that of the MOT (solid line,
left-hand side scale). The solid line also represents the spatial variation of
the calculated number of atoms per blockade volume (right-hand side scale),
obtained by multiplying n(x, y = 0, z = 0) by the blockade volume obtained
from the blockade radius of 10µm.
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This can be explained in terms of the Rydberg blockade: In the high-
density region close to the centre of the atomic density distribution, the
interactions between the Rydberg states leads to a suppression of the num-
ber of excited atoms compared to the non-interacting case, resulting in a
flattening - and, therefore, broadening - of the distribution. It is important
to note here that for the purposes of this work, we characterize the system
by a single (peak) density at position x, n(x) = n(x, y = 0, z = 0), neglect-
ing the variation in the other directions, particularly along y. Whereas this
approach does not capture the detailed dynamics of the system, it still leads
to reasonable agreement with the expected variations and scalings.
Another way of visualizing the blockade effect consists in fitting a Gaussian
curve to the wings of the spatial distribution, because there one can assume
that interaction effects are negligible and hence the measured Rydberg num-
ber is roughly linearly proportional to the local density, as shown in Fig.3.9.
Fixing the width of the Gaussian to that of the atomic density distribution
but leaving the amplitude as a fitting parameter, we obtain the solid curve in
Fig.3.10 (b). That curve shows the number of Rydberg excitations expected
to be found in the absence of the Rydberg blockade effect based on the num-
bers observed in the low-density wings of the atomic cloud. At the centre
of the distribution, the detected number of Rydberg atoms is suppressed by
a factor of ∼ 12 compared to the expected number. Fig.3.10(b) also shows
the number of atoms per blockade sphere as a function of position, calcu-
lated assuming a blockade radius of around 10µm expected for the 71D5/2
state [104] used in this experiment. While in the wings of the distribution
(50 − 60µm from the center) that number is less than ≈ 0.1, justifying the
above assumption of negligible interactions; towards the centre of the MOT
it rises to around 10, in good agreement with the suppression by a factor 12
of the number of Rydberg excitations calculated above.
The suppression of excitations due to the Rydberg blockade was also
clearly visible in a plot of the ion and Rydberg measurements as a func-
tion of the local density in the MOT, as seen in Fig.3.11 (a). Whereas the
number of ions grows linearly with the density, the dependence of the number
of Rydberg atoms on the density exhibits a decreasing slope as the density
increases and is fitted with a power law with an exponent of around 0.43. A
simple explanation for this dependence is that the collective Rabi frequency
depends on the square root of the density (see below) and the number of
excitations (for fixed time) depends roughly linearly on the collective Rabi
frequency (as long as the saturated regime is not reached). This leads to an
expected power-law dependence of the number of excitations on density with
an exponent of around 0.5, close to the observed value.
Further evidence for the blockade effect was obtained by measuring the
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Figure 3.11: Characterization of the Rydberg excitations to the 71D5/2 state
as a function of the MOT local density and statistics of the detected ions. In
(a), the data of Fig.3.10(a) is plotted as a function of the normalized local
density in the MOT. The Rydberg excitation (red circles) data are fitted
with a power law with exponent 0.43±0.02 whereas a linear function is used
to fit the data corresponding to direct ionization (blue squares). In (b), the
Mandel Q-factor of the detected ion signal for both experiments is shown
as a function of the normalized number of detected ions. Typical error bars
(one standard deviation) for the blue and red symbols are shown. Dashed
lines are linear fits to guide the eye.
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fluctuations in the number of detected ions.
In Fig.3.11 (b) the detected Q-factor, QD, is plotted as a function of the
detected ion signal. For the case of Rydberg excitations (red circles) QD
depends linearly on the mean number of excitations. The negative values of
QD, reached at high values of the number of detected ions, constitute a clear
indication of sub-Poissonian statistics due to the Rydberg blockade which
lead to strong (anti-) correlation of the excitation probabilities. In the direct
ionization experiment (blue squares), QD was approximately independent of
the mean number and fluctuates between 0 and 0.4 which, given the limited
sample size of 50, was compatible with a Poissonian process for which in
practice we expect QD ≥ 0 (since technical noise would result in a positive
value of QD).
Additionally, we study the time evolution of the detected number of Ry-
dberg atoms at three different positions of the 421 nm beam (i.e., in three
different local densities n(x)): at the center of the cloud, at n(x) ≈ 1.0σx
and at n(x) ≈ 1.4σx from the center, respectively. Fig.3.12 (a) shows the
results obtained for each position of the beam.
Depending on the size of the sample, the blockade can be total (single ex-
citation allowed) or limited [24]. As it was explained before, the excitation of
a single Rydberg atom prevents, via the blockade mechanism, the excitation
of other ground-state atoms within the radius rb of the blockade sphere, as
it is shown in Fig. 3.9.
At the time at which these experiments were performed we used the “su-
peratom” picture in order to interpret our results. According to this picture,
the timescale for the excitation dynamics should scale with
√
N˜ in case of
coherent dynamics, where N˜ needs to be determined experimentally. For
this reason, we rescaled the excitation time values of Fig. 3.12 (a) by a
factor
√
n(x)/n(0). In Fig. 3.12 (b) we show how the three curves fall on
top of each other, indicating the expected dependence on
√
N˜ of the Rabi
frequency. Since the publication of our paper we have gained more insight
into the system, appreciating the fundamental difference between the coher-
ent and incoherent excitation regime (see Ch. 3.2), and now conclude that
the
√
N˜ scaling is valid only for the coherent part of the dynamics (the first
2 . . . 3µs), while the above experiment was conducted mainly in the incoher-
ent regime (where the scaling is expected to be proportional proportional to
N˜). The apparent agreement with the coherent scaling law is a result of the
uncertainties of the experiment, mainly regarding to the estimation of the
local density and to the fact that both the density and the Rabi frequency
are inhomogeneously distributed along the interaction volume. All these fac-
tors contribute to the evolution of the system in different degrees, leading in
the end to a dynamics curve similar to the one expected for the collective
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Figure 3.12: Excitation dynamics in the 88D5/2 Rydberg state for different
beam positions: at the center of the MOT (dark red circles) and at distances
of n(x) ≈ 1.5σx and n(x) ≈ 2σx from the MOT center (medium red squares
and light red diamonds, respectively). Fig.3.12 (a) shows the mean number
of detected Rydberg atoms as a function of time. In Fig.3.12 (b) the same
data is plotted as a function of a renormalized time that takes into account
the different collective Rabi frequencies due to the different local densities.
The error bars correspond to one standard deviation of each set of data.
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behavior but that in reality is a mixture between coherent and incoherent dy-
namics. In fact, by scaling the data with the incoherent dynamics law (∼ N˜)
we also obtained a reasonable overlap between the curves, which indicates
that more accurate experiments and models are necessary in order to clearly
distinguish between the coherent and incoherent regimes.
3.3 Summary and perspectives
In this Chapter we presented an experimental study on the resonant Ryd-
berg excitation dynamics in the incoherent and non-dissipative regime. Un-
der these conditions we studied the effect of the strong interactions between
Rydberg atoms, both in the saturated regime through an experiment which
illustrates how the dipole blockade works, as well as in the non-saturated
regime, where we observed that in these systems some regions exhibit faster
dynamics than others, and a hierarchical excitation process whereby each
new Rydberg excitation conditions the successive ones. We also present a
series of experiments in which we find evidence of a crossover between coher-
ent and incoherent dynamics. This distinction turned out to be not always
clear, mainly due to the inhomogeneous distribution of the densities and the
Rabi frequency along the sample. Indeed, we tried to verify the universal
scaling laws predicted for the dynamics of a Rydberg ensemble in the differ-
ent regimes [82] with the Rabi frequency and the number of atoms within
the superatom, N˜ , obtaining different results. Regarding the scaling with Ω,
we got a good agreement when scaling the excitation time values with ∼ Ω2
(suggesting that the dynamics of our system is mainly incoherent), whereas
when the same data were rescaled with ∼ Ω (the expected law in the coher-
ent regime), the curves diverge from each other. By contrast, when when we
applied the same reasoning to the scaling with the number of atoms inside
the superatom, N˜ , we did not got the same degree of agreement as in the
Rabi frequency case. We observed different slopes on the dynamics curve for
the two regimes, as well as signatures of the crossover between them. From
those experiments we estimated the coherence time of our system to be:
τcoh ≈ 2 . . . 3µs. This value of τcoh is quite sensitive to the number of atoms
of the superatom, which could be explained due to the inhomogeneous dis-
tribution along the sample both of the laser intensity as well as of the atomic
density, leading to a global evolution which is a sum of all the different local
contributions. This high sensitivity to the density effects, already noticed in
[82], means that the scaling laws with N˜ become ambiguous in some cases,
making it necessary to look for other indicators of the coherent or incoherent
nature of the system. Although some steps in this direction have been taken
both in the coherent dynamics case [106, 107], as well as on the incoherent
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regime [108, 109], the lack of a solid explanation of the behavior of the dy-
namics of those systems suggest that further theoretical investigations, with
realistic experimental conditions taken into account, need to be carried out.
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Chapter 4
Generation of Rydberg
aggregates under
non-dissipative conditions
Strong interactions in Rydberg system have been studied almost exclusively
in resonantly excited Rydberg ensembles, where they manifest themselves ei-
ther as spatial correlations [22, 21] or through a reduction of fluctuations [29].
However, the emergence of those interactions is not limited to that regime.
For instance, the effect of those interactions is observable in the evolution
of the Rydberg dynamics off-resonance, where they enhance the generation
of new excitations[110, 111, 35, 112], in contrasts to the blockade and dy-
namical constraint that happens on resonance.Furthermore, for off-resonant
excitation of strongly interacting Rydberg systems in a dissipative regime,
one expects to create highly correlated many-body states exhibiting, among
other characteristics, intermittency and multi-modal counting distributions
[57, 54, 55, 56].
The dynamics presents some peculiarities not fully understood yet. In
this chapter we present a systematic study of the off-resonant dynamics of
a Rydberg system, performed to provide a more complete description of
the aforeseaid processes. Thus, in the non-dissipative regime we study how
the excitation process evolves making use of a technique described in Ch.
2, which allows us to focus properly in the regime of our interest. The
information contained in the histograms of the full counting distributions
of those experiments serves to establish the main differences either between
the resonant and the off-resonant excitation processes, but also among the
different stages of the off-resonant dynamics.
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4.1 Off-resonant excitation of Rydberg atoms
Figure 4.1(b-d) illustrates the different excitation regimes. Away from res-
onance (Fig.4.1(d)), the excitation of Rydberg atoms can happen mainly in
two ways. One possibility is that two atoms at a distance r from each other
could be simultaneously excited via a resonant two-photon excitation process
if:
C6/r
6 = 2~∆ (4.1)
where C6 = ~×1.2 THzµm6, is the van-der-Waals coefficient for the 70S1/2
Rydberg state.
Here, a typical detuning of +10 MHz, corresponds to a resonant distance
r = 6 ± 0.1µm (where the range in r is due to the finite laser linewidth of
about 0.7 MHz). As already mentioned, in order to verify the above condi-
tion, the detuning values and the van der Waals interaction strength must
present the same sign.
Alternatively, an initial off-resonant Rydberg excitation could be gener-
ated and be followed by the resonant excitation of a nearby ground state
atoms located at the appropiated distance (where the energy shift due to the
interactions is compensated by the laser energy):
C6/r
6 = ~∆ (4.2)
This resonant condition is the opposite of the blockade effect (Fig.4.1(c)),
where the interaction suppresses the excitation process, allowing at most one
single (collective) excitation within a blockade radius.
The timescale for generating off-resonant excitations through the two-
photon process can be estimated from the two-photon Rabi frequency ex-
pected for the pair excitation of two Rydberg atoms with an intermediate
singly-excited state detuned by ∆ from resonance:
Ωoff = Ω
2/(2δ) (4.3)
Thus, for our typical Rabi frequency values (Ω ≈ 2pi × 200 kHz) and a
detuning of δ/2pi = +2 MHz, the expected time needed for generating off-
resonant excitations is: τoff ≈ 100µs ; where Ωoff ≈ 2pi × 10 kHz, much
smaller than the collective Rabi frequency Ωcoll ≈ 2pi×1.4 MHz (for a number
Ndb ≈ 50 of atoms inside a blockade volume , [24, 83]). The generation
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Figure 4.1: (a) Schematic representation of the experimental procedure. The
histograms and full counting statistics (i.e., the moments of the counting
distribution) are calculated from the individual counts of the detected Ryd-
berg excitatons.(b-d) Resonant and off-resonant excitation two-photon pro-
cesses for interacting Rydberg atoms. For resonant excitation (c) the van-
der-Waals interaction between the atoms shifted a second excitation out of
resonance, leading to the dipole blockade effect and the generation of the
blockade spheres. Off resonance, interactions between pairs could either lead
to resonant excitation (d) or to strong suppression of excitations (b). In (e)
a plot of the mean number of Rydberg excitations as a function of detun-
ing revealed the interaction-induced resonances for positive detuning, which
showed up as an asymmetry of the lineshape. The excitation durations were
1µs (grey symbols, right vertical axis) and 20µs (black symbols, left vertical
axis). (f-h) Histograms of the counting distributions P (x) as a function of the
excitation number x in the resonant and off-resonant regimes. For positive
detuning δ/2pi = +3.5 MHz (h) the histogram exhibited a bimodal structure,
whereas on resonance (g) it presented a single peak. For negative detun-
ing δ/2pi = −3.5 MHz (f) the mean number of excitations was considerably
smaller than in (h). The dashed vertical lines indicated the mean number of
excitations. The Rabi frequency was 2pi × 400 kHz, the interaction volume
10−7 cm3 and the density 1.8× 1011 cm−3.
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of subsequent excitations from an already excited atom can occur faster:
τoff ≈ 50µs.
By contrast, for a detuning with opposite sign to that of the van-der-Waals
interaction, neither single-particle nor pair excitations are resonant, leading
to an overall suppression of the excitation probability (Fig.4.1(b)).
Clear signatures of those interactions can be found already in the excita-
tion spectra, as is shown in Figure 4.1(e), where the mean number of Rydberg
excitations as a function of detuning is plotted for two different excitation
durations. For the 1µs pulse (white dots), off-resonant excitations are neg-
ligible , leading to a symmetric lineshape. For a 20µs pulse (black dots),
however, the excitation time is an appreciable fraction of τoff ≈ 100µs, and
off-resonant excitations become visible resulting in a lineshape that is clearly
asymmetric with respect to zero detuning.
Further evidence for the different excitation regimes is found in the his-
tograms of the counting distributions (Fig. 4.1(f)-(h)). In order to obtain
the full counting distribution of the Rydberg excitations we perform 500
repetitions of the experiment. As seen in Fig 4.1(f)-(h), on resonance the
distribution is roughly Poissonian (it becomes sub-Poissonian in the fully
blockaded regime, as seen in Fig. 4.1(b)). By contrast, for positive detuning
the distribution becomes multi-modal with a dominant feature close to zero
excitations and another one centered around a mean value of 12. For the
negative detuning, the histogram confirms the expected strong suppression
of excitations.
The main features of this experiment are reproduced by a numerical simu-
lation (Fig.4.2 (a)-(d)) developed in collaboration with the group of P. Pillet
(Laboratoire Aime´ Cotton, Orsay, France).based on an extension of the Dicke
model applied to Rydberg excitations (see the basic foundations in Ch.1.4).
Some other recent works like,[97] also adapted the Dicke model to describe
the excitation of Rydberg atoms.
The collective Dicke states contain the full statistical information about
the collective Rydberg excitation and therefore allow the calculation of all
the moments of the excitation statistics. The improved Dicke model, used
here as a support for the correct understanding of our experimental results,
takes into account the time-dependent coupling between the Dicke states,
which become increasingly important as the number of Rydberg excitations
increased.
We do not expect the model to reproduce the experimental results in a
perfect way, as several details of the experiment (inhomogeneous density of
the cloud, other Rydberg levels, decay from the excited state, finite velocity
of the atoms) are not taken into account. Nevertheless, Fig. 4.2 shows that
for a reasonable choice of parameters in the simulation, which are similar
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Figure 4.2: (a-c) Numerical simulations of the counting distributions for
∆/2pi = −5, 0, 5 MHz, respectively. The finite detection efficiency in the ex-
periment is taken into account through a convolution with a binomial func-
tion. In (d) the Rydberg mean values obtained from that simulation are plot-
ted as a function of detuning. Comparison with a Lorentzian fit (dashed line)
centered at zero detuning highlights the asymmetry of the lineshape. The
parameters used for the simulation are: Rabi frequency 130 kHz, excitation
duration 4µs, density 9× 1010 cm−3 and interaction volume 8.9× 10−8 cm3.
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to the experimental ones, the results agree quite well with the measured
data. In particular, the agreement at the level of the full counting statistics
(histograms in Fig. 4.2 (a)-(c)) is satisfactory. For positive detuning the
histogram exhibits a bimodal structure, while a single peak is essentially
observed on resonance and very few atoms are excited for negative detuning.
4.2 Off-resonant Rydberg dynamics in the
non-dissipative regime
The results obtained in previous section evidence strong qualitative differ-
ences in the excitaton of Rydberg atoms on and off resonance. Those studies
were performed at fixed time values, however, it is possible to obtain more
information about the correlations present on those systems by observing its
evolution in time. Thus, in this section we present a systematic study of the
off-resonant dynamics of a Rydberg system, which will allow us to gain more
insight into the nature of the phenomena observed in that regime.However,
before showing our results, a review of the theoretical description developed
in [113] will be detailed.
4.2.1 Theoretical description
As in Ch. 3, we consider a system of N non interacting two-level atoms
irradiated by a coherent laser field. The laser frequency is ωL, and the en-
ergy difference between the ground and the excited states is ωgr. Thus the
detuning can be expressed as: δ = ωL − ωgr. The system oscillates between
the two levels with a generalized Rabi frequency: Ω˜(r) =
√
Ω(r)2 + δ2 and
amplitude Ω(r)
2
Ω2(r)+δ
. From this, it is possible to predict the number of observed
Rydberg excitations as:
NRydb(t) ≈
∫
n(r)
Ω(r)2
Ω2(r) + δ
· sin2
(
Ω2(r) + δ2
2
· t
)
dV (4.4)
where n(r) is the local density.
As discussed in Ch. 3 , when atoms do not interact with each other,
the system can be described as the single atom case. It must be taken
into account only that, in case that the Rabi frequencies are not uniformly
distributed along the sample, the oscillations of the number of atoms would
be damped. The analysis of the interacting system case was performed using
the theory developed in [30, 113], explained in detail in Ch. 3, but applied
this time to the excitation of Rydberg atoms off-resonance.
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Briefly, we know that the excitation rate, Γˆk = Γk/(Ω
2/γ⊥) (where k refers
to the kth position in the lattice, see Ch. 4) can be written as:
Γˆ =
1
1 + 2k
(4.5)
where:
k = R
6
[
∆−
∑
j 6=k
nj
|rk − rj|6
]
(4.6)
where R = 1
a
(
C6
~γ⊥
)
, a is the interparticle distance, and ∆ is the rescaled
detuning. Considering that the 70S1/2 state presents repulsive interactions,
i.e. for positive detuning values, the rate of Eq.4.5 would be optimal at a
distance given by the facilitation radius, rfac:
rfac =
(
C6
~δ
)1/6
=
(
Ω0
δ
)1/6
· rb (4.7)
where rb is the blockade radius: rb =
(
C6
~Ω0
)1/6
. As an example, for a
detuning of δ = +10 MHz, Rabi frequency Ω0 = +1 MHz, and the blockade
radius of the 70S1/2 Rydberg state, rb = 10µm; the facilitation radius is:
rfac ≈ 6.82µm
The term facilitation radius was already used in [113] in analogy with
kinetically constrained glass models, where the presence of excitations also
alters the rate for the transitions of neighboring sites and thus, “facilitates”
the dynamics [114, 115, 116].
Thus, the points that satisfy the equation:
0 =
∑
j 6=k
nj
|rfac,k − rj|6 −∆ (4.8)
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define a facilitation surface for the kth atom, Sk(∆). Within this area,
the atomic interactions compensate the energy difference, leading to reso-
nant excitation dynamics. Due to the laser linewidth, γ⊥, the distance rfac
presents an uncertainty, ∆rfac, dependent as well on the detuning. Taking
this into account it is possible to define a facilitation volume, Vfac, from
Eq.4.8. All atoms within this volume are resonant with the Rydberg transi-
tion with an excitation rate: Γ0 = Ω
2/γ⊥. The size of the facilitation volume
depends on the contributions of all the Rydberg atoms present in the sample.
Each new excitation increases the volume size, leading to the formation of
spatial structures, known as aggregates [35, 84, 22, 112, 74]. In analogy to
the resonant case, the evolution is considered hierarchic due to the fact that
atoms are excited sequentially. Hence, the probability of exciting one atom
is conditioned to the previous excitations, whereas the probability of excit-
ing simultaneously two or more atoms within the same facilitation volume is
negligible.
As an example, we report here on the description of the off-resonant ex-
citation process assuming the presence in the sample of an initial Rydberg
excitation. The excitation rate of an atom situated at a distance r in the
limit Ω2 >> γ⊥γ‖ is given by:
Γ(r) =
Ω2
γ⊥
1
1 + 1~γ2⊥
(
~δ − C6
r6
)2 (4.9)
which means that Rydberg atoms are generated on resonance within the
first facilitation volume. This volume can be imagined as an spherical shell
of radius rfac, allowing us to express it as:
Vfac =
4pi
3
[(rfac + ∆r)
3 − r3fac] =
2piγ⊥
3δ3/2
[
1 +
γ⊥
6δ
+
γ2⊥
108δ2
]√
C6
~
(4.10)
where:
∆r =
(
C6
~
)1/6
γ⊥
6δ7/6
(4.11)
For the same parameters used to give a typical value of the facilitation
radius (δ = +10 MHz, Ω0 = 1 MHz and rb = 10µm) we obtain ∆r ≈ 0.082µm
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Figure 4.3: Illustration on the growth of the aggregate in 1D and 2D. The
facilitation surface (highlighted in blue) grows with the number of excitations.
The growth of the aggregate depends on many factors, not only on the evo-
lution of the facilitation volume. First, the maximum number of subsequent
excitations in the chain reaction process is proportional to the excitation time
from the moment at which the first excitation is generated. Furthermore, for
each step the generation of the subsequent excitation depends on the number
of atoms within the facilitation volume:
Nˇ = Vfac · nrfac (4.12)
where n(rfac) is the local density at rfac. Clearly, the larger Nˇ , the higher
is the probability of continuing the chain reaction. As mentioned above, the
shape of the facilitation volume is defined considering the contributions of
all the excitations. In order to illustrate this, we considered the case of a 1D
system, where the excitations mainly happen along one axis (for instance, xˆ
axis ). If the first excitation is placed on x = 0, then the second will happen
at a distance rfac form this point. The facilitation volume created from this
second excitation is defined from ∆r and the surface:
~δ − C6
(x2 + y2 + z2)3
− C6
((x− rfac)2 + y2 + z2)3 = 0 (4.13)
from which it is possible to estimate that the third excitation will happen
at a distance r = 2rfac + ∆r. Taking into account the strong dependence
of the distance on the interaction strength (∼ 1/r6), the contribution of the
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previous excitations to the facilitation volume along the axis is negligible(
∆r
r
≈ 1%). For this reason, we assumed that all the excitations happen at
a regular distance rfac away from the others.
Figure 4.3 illustrates the aggregate growth. Although the width ∆rfac is
not represented in the figure, we observed that the exact value of the facil-
itation volume and the one obtained taken into account the contribution of
just one atom were practically the same, so the difference between them was
neglected. From this, it is possible to extend the analysis to the subsequent
excitations, accounting for the evolution of the facilitation volume. Hence, as
the interaction volume is defined by the laser beams, the number of Rydberg
excitations generated in the chain reaction process will be different depending
on the geometrical configuration (1D or 3D) used in each experiment.
4.2.2 Experimental results
In this section we present the experimental results of the study of the dy-
namics of atoms off-resonantly excited to the 70S1/2 Rydberg state. We will
show that these results are described in good approximation by the theory
presented in the previous section. Moreover, making use of the full counting
statistics analysis, we will extract additional information from the counting
distributions that will be used to explain the correlations that emerge in
these systems.
Dynamics of the off-resonant chain reaction excitation process
We can gain more insight into the mechanism of formation of those excita-
tions by comparing the dynamics of Rydberg ensembles generated both res-
onantly and off-resonance under non-dissipative conditions (τexc < 150µs).
We create a MOT of N = 78000atoms and size V = 50µm · 40µm · 44µm.
In this case we use the 3D laser beam configuration with Rabi frequen-
cies of 1.6 ± 0.32 MHz. In Fig.4.4 we present the results of these exper-
iments: δ = 0 MHz (red diamonds), and off-resonance, both for positive
(δ = +19 ± 1 MHz, blue diamonds) and negative (δ = −19 ± 1 MHz, green
diamonds) detuning values: δ = ±19±1 MHz. In the three cases, the dashed
lines are guides to the eye. On resonance we observe very fast dynamics for
short τexcit values, followed by a slow down of the dynamics at intermediate
τexcit values, due to the manifestation of the kinetic constraints ( see Ch.4).
As anticipated before, the dynamics off-resonance exhibit different behav-
ior not only with respect to the resonant case, but also comparing the results
for the different signs of the detuning. Hence, during the first 5µs of the
process, where 〈N〉 < 1, the dynamics behavior is independent of the sign of
the detuning, as can be appreciated in the inset of the graph.
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Figure 4.4: On and off resonance Rydberg excitation dynamics: red diamonds
correspond to δ = 0 MHz, blue diamonds to δ = +19 ± 1 MHz and green
diamonds to δ = −19 ± 1 MHz. In the three cases, the dashed lines are
guides to the eye. The error bars correspond to the measured standard
deviation for each set of data. The experiment was performed using the 3D
laser beam configuration with Rabi frequencies of Ω/2Π = 1.6± 0.32 MHz in
a MOT of N = 78000 atoms and size V = 50µm · 40µm · 44µm and density
1.6 · 1011 cm−3.
This interval of time corresponds to the first stage of the off-resonant
excitation process where no Rydberg atoms are present in the sample.Once
the first excitation (on average) occurs, (τ > 5µs), the two curves start to
diverge. In the positive detuning case (blue diamonds), each atom located at
the right distance could be shifted into resonance and thus be excited to the
Rydberg state, leading to an increase of the excitation rate. By contrast, for
the negative detuning case (green diamonds), the excitation rate does not
increase because the resonant condition is never satisfied. This explains why
the curve is almost flat even for the highest values of the excitation time.
From these results, we distinguish three different stages in the off-resonant
excitation process:
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• An ignition stage, characterized by an excitation rate corresponding to
the single atom case, which in the limit δ >> γ⊥ is:
Γ(δ) ≈ Ω
2γ⊥
δ2
(4.14)
• A facilitation stage, where the initial Rydberg excitation serves to begin
the aggregate growth process throughout subsequent excitation of the
neighboring atoms, leading to a chain reaction excitation process with
a rate:
Γ0 =
4Ω2
γ⊥
(4.15)
• An avalanche stage, where the size of Vfac is maximum and interesting
phenomena arise, specially in the highly dissipative regime.
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Figure 4.5: Growth rates (ζi(τ)) calculated for the experimental data shown
in Fig. 4.4: δ = 0 MHz (red diamonds), δ = +19 ± 1 MHz (blue circles)
and δ = −19 ± 1 MHz (green squares). In (b) we show the error of these
measurements obtained from the standard deviation of the experimental data
shown in Fig. 4.4.
A direct comparison between the dynamics in the first and second stages
must be done carefully. An absolute estimation of the excitation rate is not
simple, due to the inhomogeneous distribution of the Rabi frequency and the
atomic density within the facilitation volume. Nevertheless, we observed that
the ratio between the excitation rate in these two stages was independent of
those quantities and reproduced the single atom one:
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Γ0/Γ(δ) ' 4δ2/γ2 >> 1 (4.16)
According to this expression we expect an increase of the excitation rate
when the dynamics goes from the ignition to the facilitation stage. In order
to quantify the evolution of the excitation rates, we can calculate the growth
rates as:
ζ0,±(τ) = [N(τ1)−N(τ2)/(τ1 − τ2)] (4.17)
where ζ+, ζ− indicate the growth rates for positive and negative values of
the detuning, respectively and ζ0 refers to the resonant case.
Fig.4.5(a) shows the results of these calculations for the three values of the
detuning of the experimental data presented in Fig.4.4: δ = 0 (red diamonds),
δ = +19 ± 1 MHz (blue circles) and δ = −19 ± 1 MHz (green squares).
Fig.4.5(b) shows the error ∆ζi of the results presented in Fig.4.5(a) obtained
from the standard deviation of the measurements presented in Fig. 4.4.
The resonant case, exhibits a strong decrease of the growth rate for τ >
1− 2µs due to the blockade effect, reaching a similar value to the one shown
by the negative detuning case (green squares). By contrast, the data corre-
sponding to the positive detuning, shows an increase of the growth rate for
20µs < τ < 50µs, reaching its maximum at ζ+,max = 1.3µs
−1. This value
agrees with the expected one, calculated according to Eq. 4.14. For the neg-
ative detunig case, however, the value given by Eq. 4.14 and ζ− = 0.075µs−1
differs by a factor of ∼ 10. These calculations were done neglecting the
fact that both the Rabi frequency and the density of the sample are in-
homogeneously distributed in the cloud, which can explain the differences
between the measured values and the calculated ones. In fact, this difference
is more pronounced when the calculation is done for the data taken on reso-
nance. From the measured values, we obtained a growth rate ζ0,max ≈ 23 at
τ = 0.2µs. By estimating the excitation rate taking into account the peak
values of the Rabi frequency and the density, we obtain a value of Γ which
is higher than the experimental one by a factor of ∼ 100. For this reason
we repeat this calculation but, this time, calculating the Rabi frequency and
the density values for the different blockade spheres. Doing this, a value
Γ ≈ 68 is obtained, in good agreement with the experimental observation.
This result evidences once more (see Ch. 3) the extremely sensitivity to the
Rabi frequency and density distribution of these experiments. Here a factor
of 30 is missing between the theoretical calculation and the one taken into
account the inhomogeneous distribution along the sample.
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Fig.4.5(a) also shows two different saturation values for the resonant and
the positive detuning cases. The latter one is difficult to interpret because
it depends strongly both on the density of the sample as well as on the
detuning. These parameters determine the probability of continuing the
aggregate growth when changing Nˇ . An intuitive interpretation could be
that the growth of the aggregate is interrupted before occupying the whole
interaction volume, which can be explained due to the decrease of the density
for big sizes of the aggregate.
In the following, we will show the technique employed to skip the first
stage, in order to focus the experiments on the facilitation stage. The
avalanche stage has been also studied in detail and the results of that in-
vestigation will be presented in an independent Chapter of this thesis, Ch.
5.
Controlling the aggregates growing: idea of the seed
rfac
Δrfac
...N steps
Figure 4.6: Illustration describing the seed technique. When the seed is
inserted in the center of the sample, it generates a facilitation volume around
it (left). An atom within this volume satisfies the off-resonant excitation
condition, leading to the formation of an aggregate (center). The growth of
the aggregate is a sequential process that happens in any spatial direction
(right). After N steps, the aggregate will have N excitations. This value is
very sensitive to the conditions of the aggregate growth (i.e. density).
The conclusions obtained regarding to the off-resonant excitation rate mo-
tivated a series of experiments to try to control it. To do so, we took into
account that the growth of the aggregate during the facilitation stage depends
on the presence of an initial Rydberg excitation, which starts the chain re-
action. In the experiments shown previously this event could happen at any
time of the dynamics, but now we present a technique which allows us to
insert in the system an initial Rydberg excitation, acting as a seed, in order
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to isolate the facilitation stage and study the chain-reaction process more in
detail. Figure 4.6 illustrates this concept. The seed was generated in the sys-
tem using the technique described in Ch.2. The duration and timing of the
seed impulse were easily controllable, allowing us to control the mean number
of seeds generated, as well as the precise moment at which it was inserted
in the sample. Once a seed is present in the sample, it defines a facilitation
volume, Vfac within which the excitations to the Rydberg state happen with
an excitation rate: Γ0. The generation of a seed is not a deterministic pro-
cess, but presents a statistical uncertainty. By irradiating the cloud with a
resonant light pulse of duration τseed we obtained a certain value of 〈Nseed〉,
which was kept around 1 in order to neglect processes with multiple seeds
and consider predominantly the cases having 0 or 1 seed. Nevertheless, this
should not create strong restrictions. In fact, if more than 1 seed is gener-
ated in the sample, then we expect to create several independent aggregates,
that could also combine among themselves while growing. For this reason,
the maximum number of excitations depends more on the conditions of the
aggregate growth, like the density, than on the initial number of seeds, as
we have experimentally proven with an experiment that will be shown in the
following.
In order to test qualitatively the effect of the seed on the dynamics, we
perform an experiment using the 3D configuration, in which a fixed number
of seeds 〈Nseed〉 ' 2 is inserted at different times of the dynamics: τ =
10µs, 24µs, 45µs The MOT we use has N = 170000 atoms, size V = 160µm·
100µm ·130µm and density of n ≈ 1.55 ·1011cm−3.The Rabi frequency of the
resonant process is set to a low value: Ω = 270±54 kHz in order to minimize
the creation of spontaneous seeds before the desired time, and the excitation
laser was detuned by δ = +75 ± 1 MHz. The results of this experiment are
shown in Fig.4.7, from which it is clear that the beginning of the facilitation
stage corresponds to the times at which the seed was inserted in the sample.
To verify the effect of the number of seeds on the dynamics, we realize an
experiment, always using the 3D configuration, in which we measure the
mean number of excitations as a function of the mean number of seeds. The
laser pulse of fixed total duration of τ = 100µs is divided in two parts: a
first one on resonance (τseed), in order to create the seed; and, a second one
off-resonance, where the facilitation stage occurs. The mean number of seeds
is changed by varying τseed using the technique described in Ch.2.
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Figure 4.7: Off-resonant Rydberg excitation dynamics using an initial seed
in 3D. A fixed number of seeds 〈Nseed〉 ' 2 was inserted at different times of
the dynamics: τ = 10µs(red diamonds), 25µs (blue diamonds), 45µs(green
diamonds). Dashed lines are guides to the eye. The excitation laser was
detuned by: δ = +75 ± 1 MHz, the Rabi frequency of process was: Ω =
270± 54 kHz and the MOT density was: n ≈ 1.55 · 1011cm−3
In this experiment, τseed is varied from 0 to 0.5µs which lead to a variation
in the mean number from 〈Nseed〉 = 0 to 〈Nseed〉 = 5. Consequently, the
mean number of excitations 〈N〉 is obtained after an off-resonant impulse
of duration τ − τseed. The MOT has N = 90000 atoms, size V = 60µm ·
50µm · 55µm and density of n ≈ 8.5 · 1010cm−3. The excitation laser is
detuned by: δ = +27 ± 1 MHz and the Rabi frequency of the process is:
Ω = 280 ± 56 kHz. Fig.4.8 shows the results of this experiment. On it, 〈N〉
increases notably once the seed is present in the sample, which we interpret
as a clear sign of the growth of the aggregate. Furthermore, we observe that
after a certain number of seeds, 〈Nseed〉 ≈ 1, the saturation value of 〈N〉 ∼ 20
is reached, indicating that the aggregate stopped growing. This confirms our
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initial hypothesis that the number of seeds does not influence the maximum
number of excitations that can be reached by the chain reaction process.
The Mandel Q-factor exhibits high positive values, characteristic of super-
Poissonian statistics, when the 〈Nseed〉 ≤ 1; whereas, for larger ones, the
Q-factor goes close to zero, indicating Poissonian behavior.
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Figure 4.8: Mean number of excitations as a function of the mean number of
initial seeds (red points) and Mandel Q-parameter as a function of the mean
number of seeds (blue). The lines (continuous red line for the mean number
of excitations, dashed blue line for the Mandel Q-parameter) correspond to a
simple model which simulates the excitation dynamics taking into account the
probability of having no seed or having at least one seed in the system. The
laser pulse duration was fixed to τ = 100µs. The excitation laser was detuned
by: δ = +27± 1 MHz, the Rabi frequency of process was: Ω = 280± 56 kHz
and the MOT density was: n ≈ 8.5 · 1010cm−3
In Fig.4.8 we also include the results of a simple model (continuous red
line for the mean number of excitations and dashed blue line for the Mandel
Q-parameter) which accounts for the probability of having no seed or having
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at least one seed, and that represents a very good approximation of the
excitation dynamics. The mean number of excitations can be obtained from:
〈N〉th = P (Nseed = 0) ·N1 + P (Nseed ≥ 1) ·N2 (4.18)
a bimodal probability distribution, where N1 and N2 the mean number of
excitations of each mode, P (Nseed = 0) is the probability of having no seed,
and P (Nseed ≥ 1) the probability of having, at least, one seed.
Additionally,we consider the following hypothesis:
• The probability of having one seed is Poissonian, so P (Nseed = 0) and
P (Nseed ≥ 1) are given by:
P (Nseed = 0) = e
−〈Nseed〉
P (Nseed ≥ 1) = 1− e−〈Nseed〉 (4.19)
• In the absence of any seed, the chain reaction does not start and, con-
sequently, N1 = 0. By contrast, in presence of one seed at least, this
model assumes that the chain reaction process continues up to N2 = 20.
The good agreement obtained between the simulation results and the ex-
perimental observations shows that the simple bimodal model is able to de-
termine in good approximation the final number of excitations.
Analysis of the histograms of the counting distributions
In the previous section we provided a description of the facilitation stage
of the off-resonant excitation dynamics, where the aggregates growth deter-
mined the final mean number of Rydberg excitations of the system. However,
this is not enough in order to describe completely the process. Some exper-
imental works [35, 29, 112, 84, 103] proved the usefulness of the analysis of
the full counting distributions, which can be a powerful tool in order not only
to understand better the excitation of Rydberg atoms off-resonance but also
to highlight the main differences of the off-resonant processes and the reso-
nant ones. Here we focused on the analysis of the histograms of the counting
distributions as a function of different parameters, like the detuning or the
density of the sample.
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Figure 4.9: Histograms of the counting distributions of the excitation of
Rydberg atoms off-resonance as a function of the excitation time. The ex-
periments were performed using the 3D configuration of the laser beams
with a Rabi frequency of 290± 58 kHz. The excitation laser was detuned by
δ = +10± 1 MHz. The histograms correspond to different values of the exci-
tation time (a) τexc = 5µs; (b) τexc = 10µs; (c) τexc = 20µs; (d) τexc = 30µs;
(e) τexc = 50µs; (f) τexc = 100µs
In order to illustrate this, we present in Fig.4.9 the histograms of the
counting distributions of a Rydberg sample off-resonantly excited as a func-
tion of the excitation time. The detuning of the excitation laser was set to
δ = +10 ± 1 MHz and the Rabi frequency of the process was 290 ± 58 kHz.
This experiment was done using the 3D configuration with a MOT con-
taining N = 80000 atoms, size V = 45µm · 42µm · 44µm and density
n ≈ 1.6 · 1011cm−3. The histograms exhibit a different shape as τexc is
increased. Thus, for τexc < 20µs (Fig. 4.9(a),(b)) the histograms present
only one peak centered around zero; whereas, for τexc ≥ 20µs the presence
88
Chapter4. Generation of Rydberg aggregates under
non-dissipative conditions
of a second peak centered around the mean number of excitations becomes
evident.
In the experiments the density is not uniform, and precisely this fact,
together with the probabilistic nature of the start of the facilitation stage, are
the dominating factors in the aggregate growth. In analogy to the experiment
of Fig. 4.9, we measured the histograms of the counting distributions of the
off-resonant excitation of Rydberg atoms when an initial seed is used.
These results were also compared to a model which reproduces qualita-
tively the evolution of counting distributions within the facilitation volume
for different numbers of atoms within the facilitation volume, Nˇ . The model
simulates the behavior of a 1D system with density n(x) = n0exp
[
− x2
2σ2
]
. An
initial excitation placed at the center of the system allows the chain reaction
process to begin. Additionally, we assumed that the Rabi frequency is high
enough so that if, at least, one atom is present in the facilitation volume,
then one Rydberg excitation is generated with 100% probability.
In this model we considered just two quantities: the number of steps of
the excitation chain, K, and the number of ground state atoms within the
facilitation volume, Nˇ . For each step, the model calculates the probability
Pi(Nˇ) of having at least one atom in the ground state within Vfac. Regarding
Pi(Nˇ), we made some extra assumptions:
• Independency : atoms in the ground state do not interact with each
other so, their relative positions within the volume are independent.
• Regularity : the number of atoms contained in the facilitation volume
is proportional to the volume and to the atomic density.
• Stationarity : taking into account the typical time and temperature
values (T ∼ 150µK, averaged velocity 0.23 m/s) of the experiments,
the positions of the atoms within the sample may be considered fixed.
So, the probability of having a certain number of atoms within a certain
volume is independent of time.
These assumptions allowed us to consider the number of ground state
atoms contained in the facilitation volume to be described by a Poisson dis-
tribution. Hence, given 〈Nˇ〉, it is possible to calculate the probability of
having Nˇ atoms within the facilitation volume:
P (Nˇ) =
Nˇ 〈Nˇ〉
N !
e−〈Nˇ〉 (4.20)
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As we already know, in order to start the sequence of steps it was necessary
to have, at least, one seed which for convenience was set to x = 0. Thus, for
a given mean number of seeds, 〈Nseed〉, the probability of having Nˇ atoms
within the facilitation volume was:
Pstart = [1− Pseed(0)] = [1− e〈Nseed〉] (4.21)
In the model, the facilitation volume was estimated considering only the
contribution of the previous step excited atom:
Vfac(δ) = 4pir
2
fac(δ) ·∆r(δ) (4.22)
Additionally, we considered that the system evolves only towards the pos-
itive values of x, as is represented in Fig.4.10.
Y
Z
X
Figure 4.10: Illustration on the quasi 1D model with the 421 nm beam on
the x axis.
The mean number of atoms within the facilitation volume for a given value
of the local density can be obtained:
〈Nˇ(x)〉 = [4pir2fac ·∆r] · n0exp
[−x2
2σ2
]
= N0exp
[−x2
2σ2
]
(4.23)
Then, assuming a Poissonian probability distribution, this value deter-
mines the probability of having at least one atom within the facilitation
volume and continue the chain reaction:
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P (Nˇ ≥ 1) = 1− P (0) = 1− e〈Nˇ(x)〉 (4.24)
The maximum number of steps of the process was determined by the Rabi
frequency and the excitation time, assuming that each single step happens
within the coherent regime, ∼ Ω · τ .
The probability of doing at least K steps is given by:
PA =
K∏
i=1
(1− exp[−N0 · exp[−i2 ·
r2fac
2σ2
]]) (4.25)
whereas, the probability of not continuing the chain reaction is:
PB = exp[−N0 · exp[−(K + 1)2 ·
r2fac
2σ2
] (4.26)
Consequently, the probability of doing exactly K steps,corresponding also
to the number of Rydberg atoms, is:
PK = Pstart · PA · PB (4.27)
Finally, the mean number of excitations to the Rydberg state happening
after the seed can be calculated as:
〈N〉 =
M∑
K=1
K · Pnorm(K) (4.28)
where Pnorm is the normalized probability:
Pnorm(K) =
P (K)∑M
i=1 Pi
(4.29)
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with M the maximum number of steps.
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Figure 4.11: Histograms of the counting distributions of the excitation of
Rydberg atoms off-resonance as a function of the detuning (bars) together
with numerical simulations (points). The experiments were performed using
the 1D configuration of the laser beams. The Rabi frequency was 520 ±
100 kHz, the laser was detuned by δ = +12 ± 1 MHz and the excitation
time was set to τ = 100µs. The density of the sample was varied using
the depumping beam technique (a) δ = +12 MHz; (b) δ = +15 MHz; (c)
δ = +18 MHz; (d) δ = +22 MHz.
To start with, we study the qualitative behavior of the histograms of
the counting distributions of a Rydberg sample excited off-resonance as
a function of the size of the facilitation volume, which, from Eq.4.10 we
know is proportional to δ. To perform this experiment we use a MOT of
N = 2.9 · 106 atoms and size V = 224µm · 132µm · 172µm with maximum
density of n0 = 1 · 1011 cm−3. Here we use the 1D laser beam configuration
with Rabi frequency 520 ± 100 kHz. In Fig.4.11 we report on the results of
these experiments for detuning ranging from δ = +12 MHz to δ = +22 MHz.
Our results show that the histograms present bimodal character only for low
values of the detuning, which can be explained considering the variation of
the size of the facilitation volume. Hence, for high values of the detuning
the facilitation volume decreases, because Vfac ∝ δ−3/2 for each step and,
the same happens with the mean number of atoms within it. A lower value
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of 〈Nˇ〉 means a lower probability of continuing the excitation sequence. We
perform also the numerical simulation using the 1D model described above
(blue points) for each case, which reproduces qualitatively the variation of
the distributions character: from monomodal to bimodal. In the latter case,
however, the simulations show only one peak centered around the mean value
of the excitations but not the one centered around zero, which can be ex-
plained due to the simplicity of the model.
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Figure 4.12: Histograms of the counting distributions of the excitation of Ry-
dberg atoms off-resonance as a function of the density of the sample (bars)
together with numerical simulations (points). The experiments were per-
formed using the 1D configuration of the laser beams. The Rabi frequency
was 520 ± 100 kHz, the laser was detuned by δ = +12 ± 1 MHz and the
excitation time was set to τ = 100µs. The density of the sample was
varied using the depumping beam technique: (a) n ' 9.1 · 1010 cm−3; (b)
n ' 4.7 · 1010 cm−3; (c) n ' 4.0 · 1010 cm−3; (d) n ' 3.3 · 1010 cm−3.
In order to study the qualitative behavior of the counting distributions
with the the number of atoms within the facilitation volume, Nˇ , the density
of the cloud was varied using the depumping beam technique (see Ch. 2),
from n(x) ' 9 · 1010 cm−3 to n(x) ' 2.6 · 1010 cm−3. In Fig.4.13 we show the
histograms corresponding to the counting distributions of a Rydberg sample
excited off-resonance using an initial seed for different values of the density of
the sample (red color). In those experiments, we used a MOT of N = 3.8·106
atoms and size V = 250µm·155µm·197µm. Also in this case, the experiment
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was performed in 1D, with Rabi frequency of 520 ± 100 kHz. In all cases,
the laser was detuned by δ = +12 ± 1 MHz and the excitation time was set
to τ = 100µs.
For the highest density cases, the distributions are clearly bimodal (Fig.4.13(a)-
(c)) whereas, when the density is lower than n ' 3.0·1010 cm−3 (Fig.4.12(d)),
the histograms exhibit just one peak centered around zero. The numerical
simulations using the 1D model (red points) reproduce in good qualitative
agreement the behavior of the observed counting distributions. In order to
improve the degree of this agreement, we increased the density of the sam-
ple by a 30% in the calculations. This is justified, on one hand, due to the
uncertainties on the measurement of this parameter, and, on the other, due
to the extremely sensitivity that the model presents to this parameter.
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Figure 4.13: Histograms of the counting distributions as a function of the den-
sity of the sample for off-resonant Rydberg excitation case (red histograms)
as well as for the resonant excitation case (grey histograms). The density
of the sample was varied using the depumping beam technique. The figures
in the same row, presented similar values of density and mean number of
excitations: (a) δ = +12 MHz, n(x) ' 9.1 · 1010 cm−3, 〈N〉 ' 13.2 (red);
δ = 0 MHz, n ' 7.6 · 1010 cm−3, 〈N〉 ' 13.7 (grey). (b)δ = +12 MHz,
n ' 4.0·1010 cm−3, 〈N〉 ' 7.2 (red); δ = 0 MHz, n ' 3.0·1010 cm−3, 〈N〉 ' 8.3
(grey). (c) δ = +12 MHz, n ' 3.2 · 1010 cm−3, 〈N〉 ' 6.5 (red); δ = 0 MHz,
n ' 2.0 · 1010 cm−3, 〈N〉 ' 6.2(grey). (d) δ = +12 MHz, n ' 2.6 · 1010 cm−3,
〈N〉 ' 3.4 (red); (h) δ = 0 MHz, n ' 1.1 · 1010 cm−3, 〈N〉 ' 4 (grey).
For comparison, we repeated the same experiment on resonance, in or-
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der to observe the qualitative differences between the two processes. The
experiments were realized using a MOT of N = 2.6 · 106 atoms and size
V = 255µm · 145µm · 190µm, and Rabi frequency of 503 ± 100 kHz. Also
here we used the depumping beam technique to vary the density of the sam-
ple from n ' 7.6 ·1010 cm−3 to n ' 0.33 ·1010 cm−3.In this case, the excitation
time was reduced to τ = 15µs to obtain mean number of excitations similar
to the ones of the off-resonant case. In Fig.4.13 we compared the qualita-
tive behavior of the counting distributions. The grey histograms (Fig.4.13
(b),(d),(f) and (h)) corresponds to the histograms obtained for δ = 0 MHz,
whereas the red ones (Fig.4.13 (a),(c),(e) and (g)) showed the results obtained
for δ = +12 MHz. On resonance, the distributions preserved its monomodal
shape, centered around a mean value that decreases with the density, for
the whole range of study; whereas, off-resonance, the counting distributions
exhibited a bimodal shape for the highest density values and a peaked shape
centered around the mean number of excitations for the lowest density cases,
as we also seen in Fig.4.12.
The comparison between red (δ = +12 MHz) and grey (δ = 0 MHz) his-
tograms in Fig.4.13 evidences the qualitative differences between the excita-
tion of Rydberg atoms on resonance and off-resonance. On resonance, the
correlations become less and less important while the density decreases (see
also Ch.3); starting, for the highest density case, with a sub-Poissonian distri-
bution, consequence of the dipole blockade, and finishing with a Poissonian,
centered around the mean value, for the lowest value of the density. By
contrast, off-resonance the role of the interactions determines the aggregates
formation even at low densities; where due to the chain reaction mechanism,
the presence of at least one excitation influences the subsequent ones and cre-
ating strong correlations in the system. This is evidenced by the shape of the
distributions, which off-resonance are exponential with a long tail towards
high numbers, whereas, for the resonant case this shape is not observed.
4.3 Summary and perspectives
In this Chapter we analyzed the formation of off-resonant Rydberg excita-
tions as well as the dynamics in this regime. Under non-dissipative condi-
tions, we identified experimentally three different stages within this process:
ignition, facilitation and avalanche. In order to focus our studies in the fa-
cilitation stage, we presented a simple technique in which a seed is inserted
in the sample allowing us to skip the first stage and realize a controllable
study of the second one. By analyzing the full counting statistics of our mea-
surements, we manage to observe how the chain reaction excitation process
evolves in time. Specially, the histograms of the distribution of the excitation
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events revealed the extremely sensitivity of this process on the detuning or
the density of the sample. These results help us to understood how the chain
reaction excitation process works, as well as to obtain an agreement with the
theoretical predictions of [113]. Moreover, we observed that, under certain
conditions, those distributions present bimodal shape, that are compatible
with intermittency phenomena or coexistence of dynamical phases as pre-
dicted theoretically in [54, 56] and observed experimentally in [57, 117]. This
issue will be discussed in more detail in Ch. 5, where the avalanche stage
of the off-resonant excitation of Rydberg atoms will be studied under highly
dissipative conditions.
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Chapter 5
Full counting statistics analysis
and phase diagram of a strongly
dissipative Rydberg gas
In Ch. 4 we introduced the three different stages of the off-resonant excitation
of Rydberg atoms: ignition, facilitation and avalanche. The first two were
discussed in detail in the previous chapter. Here we focus our attention
on the latter one, the avalanche stage. For this regime and in presence of
dissipation, evidences of diverse rich phenomena have been identified, like
intermittency and/or coexistence of quantum phases [54, 56], or bistability
[117]. By analyzing the full counting statistics of the excitation events we
will show the signatures of those phenomena we found in a Rydberg cold gas
in the dissipative regime.
Hence, a brief description of the Ising model, used to the theoretical de-
scription of our system, will be given in Ch. 5.1. Some specifications about
the open Ising models and how dissipation affects those systems, as well as
the model developed in [54] will be summarized in Ch. 5.1.1, in order to
highlight the main points that will be useful for our analysis. In Ch. 5.2 we
will present our experimental results on the generation of Rydberg excita-
tions off resonance under high dissipative conditions and the analysis of the
full counting distributions.
5.1 Quantum Ising model
In order to describe the quantum Ising model we consider spins 1/2 on a
lattice. The Hamiltonian [118] of the model is given by:
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H = −(g
∑
j
Sˆjx + J
∑
j,k
Sˆjz Sˆ
k
z ) (5.1)
where Sˆjx,y,z correspond to the spin-1/2 matrices at the lattice site j:
Sˆx =
1
2
(
0 1
1 0
)
; Sˆy =
1
2
(
0 −i
i 0
)
; Sˆz =
1
2
(
1 0
0 −1
)
The nearest neighbors pairs of lattice sites are 〈j, k〉, J corresponds to
a coupling constant and g is the transverse coupling field. This model is
known as the transverse Ising model, because the first term accounts for
a transverse magnetic field applied perpendicular to the axis of the Ising
interaction (second term of the Hamiltonian), which favors parallel alignment
between the neighboring spins. Depending on the values of g and J different
situations arise within this system:
• g = 0, J > 0. In this case the ground state is given by the ferromagnetic
states in which all the spins take the value Sjz = 1 or S
j
z = −1 ( spin
up | ↑〉 or spin down | ↓〉). Correspondingly, the ground state is doubly
degenerate.
• g > 0, J > 0. As the transverse field is increased from zero, it can flip
spins between Sjz = 1 or S
j
z = −1, introducing quantum fluctuations.
• In the limit g/J → ∞ or, equivalently, J = 0 and g > 0 all the
spins are aligned in the x direction (Sx = 1) in the ground state. The
ground state in this case is unique. However, although the spins are
completely “ordered” in terms of Sx, the ground-state configuration
appears disordered in the Sz basis.
From this emerges the qualitative different nature of the ground state of
the system between the two limits g/J = 0 and g/J → ∞. The transition
from one regime to the other predicts an abrupt change in the ground state
of a many-body system due to its quantum fluctuations. This is used to
argue the existence of a phase transition between the two limiting cases,
that occurs at a critical point. In order to find it, the exact solution of the
1D Ising model in a transverse field can be found using the Jordan-Wigner
transformation [119, 120]. From this solution, it is possible to define two
phases: an ordered phase with g < gc; and a disordered phase with g > gc.
The critical point: gc = g = J evidences a second order phase transition at
a critical value of the transverse field. Thus, the quantum phase transitions
(QPTs) arise as a result of competing interactions in a quantum many-body
system.
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For higher-dimensional systems, there is no exact analytical solution of
the problem. However a sharp phase transition between the ordered and the
disordered phases can be numerically found. [121, 122]
gc g
T
Ordered phase
(ferromagnetic)
Disordered phase
(paramagnetic)
Tc
Figure 5.1: Schematic of the 2-dimensional quantum Ising model phase dia-
gram. The square denote a quantum phase transition (at gc = 0, T ) and the
cricle a thermal one (at g = 0, Tc) . Figure taken from [123].
Fig. 5.1 shows the phase diagram for the two-dimensional quantum Ising
model in a transverse field. When T = 0, there is a quantum phase transition
at gc. In addition, when g = 0 the system becomes the two-dimensional
classical Ising model which exhibits a thermal second order phase transition
at T/J = 2.2691 . . . so there is a quantum phase transition at (gc = 0, T ) and
a thermal one at (g = 0, Tc). These two transitions are typically connected
by a line of thermal critical points [123], as is shown in Fig. 5.1.
5.1.1 Dissipative quantum Ising model
The problem of dissipation in quantum systems dates back to almost thirty
years ago, when macroscopic quantum tunneling and coherence in supercon-
ducting quantum interference devices (SQUIDs) were proposed [124]. Re-
cently, the interest in the behavior of interacting atomic samples in the
presence of dissipation has experienced a notable increase. Recent exper-
iments with cold atoms study the effect of spontaneous emission, since it
is an inherent characteristic of these systems. In particular, evidences of
the the emergence of quantum phases and rich dynamics as a consequence
of interplay between coherent and dissipative evolution have been shown
[112, 35, 54, 56, 125].
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In the frame of this thesis, we study the effect of dissipation in an Ising-
like system, as we will see in the following pages. Theoretically, this problem
has been treated [54], where the authors study the behavior of an open Ising
model in a transverse magnetic field in the presence of dissipation. The
system consists of N spin-1/2 particles arranged in a lattice of spacing a and
coupled to a thermal bath of zero temperature. The coupling to the thermal
bath is assumed to take place at the single-particle level and it is mediated by
the Lindblad operators, Jν [126], which induce sudden changes of the state
of the system and, therefore, describe spontaneous emission events of quanta
into the bath. In Fig. 5.2 we show a schematic representation of the open
Ising model discussed in [54].
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Figure 5.2: Schematic representation of the quantum Ising model in the
transverse magnetic field.
Their interest relies on the statistics of these emission events and their
connection to the quantum dynamics of the system. To do so, they employ
the thermodynamics of trajectories approach [127], which has shown that
dynamical phase behavior can be uncovered by means of an activity order
parameter [128, 129, 130]. In their case, the mean emission rate of quanta
from the open quantum system into its environment (events often referred to
as quantum jumps [56]) has been identified as the dynamical order parameter.
The activity is proportional to the magnetization, the parameter that defines
a phase transition in the traditional quantum Ising model. By studying the
behavior of the system as a function of this parameter, they observed two
dynamical phases: an active (whose trajectories are dense in quantum jumps
and characterized by a large activity parameter) and an inactive one (where
quantum jumps rarely occur and that shows small values of the activity
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parameter). In the middle of the two, there is a discontinuity region which
indicates a phase transition of first order between the active and the inactive
phases. As we will see experimentally in the following sections, the analysis
of the histograms of the activity reveals that for certain combinations of
parameters, the distributions show bimodality, one peak will correspond to
the active phase and the other to the inactive one. These results will be used
to interpret our experimental observations.
5.2 Full Counting Statistics and phase dia-
gram of a strongly dissipative Rydberg
gas
As it was explained in Ch. 2, the information contained in the full counting
distribution and the analysis of higher statistical moments provides more in-
sight into the properties of our system. Indeed, a comparison of the counting
distributions for different durations (Fig.5.3), in which the Rabi frequency
was adjusted in order to keep the mean value constant, confirms that the dis-
tributions become more strongly bimodal for longer excitation durations, as
has been previously shown inf Fig. 4.9. This is confirmed by the increase in
the bimodality parameter with excitation duration (inset of Fig.5.3). More-
over, it has been theoretically predicted that dissipation favors the appear-
ance of bimodality [54, 55, 56].
As we have already seen in Fig. 4.13 the excitation of Rydberg atoms
on resonance and off-resonance exhibit strong qualitative differences that
become evident in the shape of the histograms of the counting distributions.
This effect is also visible under strong dissipative conditions. Figs.5.4(a)
and 5.4(b) show the off- and on-resonant counting distributions, respectively,
for two mean values (< N >= 6 (dashed lines) and < N >= 23 (solid
lines)), indicated by the arrows in the inset of (a), which shows the mean
number of Rydberg excitations as a function of the Rabi frequency. These
distributions illustrate that also under strongly dissipative conditions, the
distribution exhibits a bimodal character for off-resonant excitation; whereas
the distribution on resonance is clearly sub-Poissonian.
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Figure 5.3: Experimental results showing the crossover to the dissipative
regime. The detuning was δ/2pi = +11.5MHz and Rabi frequency was ad-
justed in order to keep the mean value constant. As the duration of the
excitation is increased from 20µs (dashed line) to 950µs (solid line), the
counting distributions become more strongly bimodal. The inset shows the
bimodality parameter as a function of the excitation duration.
Our experimental results are compared to three simple models in order to
highlight the main features of the dependence of the various quantities on the
mean, x¯. For the resonant case, we use a perfectly monomodal model (green
dashed line inFig.5.4(b)), with mean x¯ and central moments (µ2,3,4,...)obs =
0 (the detection efficiency η has been included here, as indicated by the
subindex “obs”, see Ch. 2); and a Poissonian monomodal model, with mean
x¯ and central moments µ2 = µ3 = x¯, and µ4 = x¯(1 + 3x¯) (continuous grey
line inFig.5.4(b)).
For the data off-resonance, we use again the Poissonian model (continuous
grey line inFig.5.4(a)); and as a bimodal model, similar to the one we have
already used in Ch.4.2.2, with two excitation modes at x1 and x2, proba-
bilities 1 − α and α, respectively, and having mean x¯ = (1 − α)x1 + αx2
and central moments µn = (1 − α)(x1 − x¯)n + α(x2 − x¯)n (red dashed line
inFig.5.4(b)). The differences between both excitation regimes can be clearly
seen by analyzing the second, third and fourth central moments of the dis-
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tribution (µ2,3,4) as well as their associated normalized quantities, like the
Mandel Q parameter, the skewness, the binder cumulant or the bimodality
coefficient.
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Figure 5.4: (a) Off-resonant (δ/2pi = +11.5 MHz) and (b) resonant counting
distributions, for equal mean numbers 6 (dashed lines) and 23 (solid lines),
respectively (indicated by the arrows in the inset of (a)), which shows the
mean number of Rydberg excitations as a function of the Rabi frequency).
The dotted lines are the results of the bimodal model in (a) (in red color) and
of the perfectly monomodal model in (b) (in green color), whereas the solid
light gray lines show the distributions expected for Poissonian distribution
with the same mean values.
We report this analysis in Fig.5.5.The lines in graphs (a-f) are obtained
from the simple theoretical models explained above: the bimodal model (blue
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dashed line ), with x1 = 1 and x2 = 65 Rydberg excitations; the Poissonian
model (grey dotted line); and the monomodal model (grey dot-dashed line).
In these calculations, the detection efficiency of η ≈ 40% was taken into
account. For the bimodal model case, the theoretical values were scaled by
a factor of ≈ 0.5 in order to facilitate a qualitative comparison with the
experimental data. The interaction volume is 3.6 · 10−6 cm3, the density
1 · 1011 cm−3 and the duration of teh excitation τexc = 950µs.
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Figure 5.5: (a-c) The second, third and fourth central moments of the off-
resonant (blue points) and on-resonant (gray points) counting distributions.
(a-f) show the associated normalized quantities: Mandel Q-factor, skewness,
and Binder cumulant as well as the bimodality coefficient. The lines in
graphs (a-f) are the results of the simple bimodal (dashed), with x1 = 1
and x2 = 65 Rydberg excitations, Poissonian monomodal (grey dotted) and
perfectly monomodal (grey dot-dashed) models described in the text.
For the case of µ2 and the Mandel Q-factor dependence on the mean
number, on resonance we see that those quantities are consistent with Pois-
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sonian distributions (grey dotted lines) for small mean numbers but become
increasingly sub-Poissonian for larger numbers as the system enters the fully
blockaded regime. By contrast, in the off-resonant case µ2 initially increases
with the mean, reaching a peak at about half the maximum number of ex-
citations (the Mandel Q-factor has a maximum at smaller mean numbers
due to its normalization). As can be seen in Fig.5.5(a-f), the results of the
off-resonant case are in qualitative agreement with a simple bimodal model
(blue dashed line). In particular, the bimodality coefficient (Fig.5.5(f)) of
the off-resonant counting distributions is consistently higher (0.7− 0.8) than
for the resonant case (∼ 0.4), emphasizing the qualitative difference between
the two regimes. However, it is also obvious, that while the agreement is
excellent for µ2, it is less good for the higher central moments. This demon-
strates the usefulness of the full counting statistics, which allows comparisons
with theoretical predictions that are far more sensitive than the mean and
standard deviation alone.
The results shown in Fig.5.3 can also be interpreted in terms of a dy-
namical phase transition between a paramagnetic and an antiferromagnetic
phase in a dissipative Ising model with a transverse field, as shown recently
in [54, 56]. Based on [54], where the authors propose a way to realize ex-
perimentally the quantum dissipative Ising model using Rydberg atoms, in
Fig.5.6 we show a phase diagram for our system as a function of the Rabi
frequency and the detuning. Although in [54] (and also in [56]) the atoms
are assumed to be arranged in a crystalline structure, the distance-selective
resonance mechanism described above means that in our experiment the Ry-
dberg excitations should arrange themselves in a regular array with a spacing
that depends on the detuning [74]. In our observations, the mean Rydberg
number as a function of the Rabi frequency exhibits a smooth crossover be-
tween 0 excitations and a maximum number of around 30 excitations (see
also Fig.5.5(a)), where the position of the crossover depends on the detuning.
This is expected from the analogy with an Ising spin system [46], where the
critical value of the transverse field (which corresponds to the Rabi frequency
in our system) increases with increasing Ising interaction (the detuning in our
case). Moreover, the distinct increase in the MandelQ-factor in the transition
region is compatible with the intermittent behavior of the system theoreti-
cally predicted in [54, 56] (as evidenced by the bimodal counting statistics
in that region) due to the coexistence of active and inactive phases. In order
to prove that interpretation directly, however, it will be necessary to observe
the time evolution of a single experimental realization, e.g., through the ob-
servation of photons emitted during the decay process, [117]. Together with
other recent experimental results [112, 57, 117], our work has inspired sev-
eral theoretical investigations in the field [125, 113, 131, 132, 133, 134]. In
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[134], the authors make use of a variational principle, described in [133], to
study the non-equilibrium steady states of dissipative quantum many-body
systems.
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Figure 5.6: Phase diagram in the dissipative regime. (a) shows the mean
number of Rydberg excitations and (b) the Mandel Q-factor as a function of
Rabi frequency and detuning. In (a) and (b) the red dashed lines indicate the
transition to Q > 1 and to Q > 7. The interaction volume is 3× 10−7 cm−3
and the density 1.6× 1011 cm−3.
The authors simulate the stationary state of a dissipative Rydberg gas
using the parameters of the experiment shown in Fig. 5.6, obtaining a very
good agreement between the theoretical and the experimental phase dia-
grams. However, their interpretation differs from the one given in [54]; where
the authors refer to a phase diagram evidencing the existing of two-dynamical
phases and a coexistence region. In [134] the authors interpret their results
as a first-order first transition between a low-density gas and a high density
liquid, ending in a critical point whose absence in our resultsmight be due
to experimental limitations related to the Rabi frequency and the dephasing
rate. Considering these new interpretations, it is clear that further theoreti-
cal and experimental investigations are required in order determine the exact
nature of the observed transition.
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5.3 Summary and perspectives
In this Chapter we continued the investigations started in Ch. 4, focusing
on the avalanche stage of the off-resonant excitation. By increasing the role
that dissipation plays in the excitation dynamics of such systems, a different
picture compared to the one described in Ch. 4 emerges. Strong correla-
tions within the sample emerge and become visible through super-Poissonian
counting distributions (Q > 0). Besides, for off-resonant excitation it was
predicted that this highly correlated many-body state systems show inter-
mittency and multimodal counting distributions. We found that some of
these features are clearly observable in our experiments. By analyzing the
full counting statistics of our measurements, we realized that it contains
much more information of the behavior of our system than what we can ex-
tract from mean or standard deviation, typically measured in experiments
like ours. We found strongly bimodal probability distributions, which can
be compatible with intermittency or the coexistence of dynamical phases
[54, 56]. Recent publications interpreted our results as a signs of a first-order
phase transitionin [134], which leaves for now, this problem as a still open
question. Further experiments and theoretical analysis of the dissipative
open quantum systems will be needed to shed light on those interpretations.
More generally, our analysis technique should be useful for the character-
ization of Rydberg excitations in optical lattices , in which, e.g., the Ising
model can be realized, and in experiments with chirped excitation lasers
aimed at the adiabatic creation of Rydberg crystals [17, 18, 135]. More
generally, the full counting statistics will be an important tool for unveiling
many-body effects in Rydberg excitations [35, 112].
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Chapter 6
Spin models with Rydberg
atoms. Characterization of
Rydberg-Rydberg interactions
Spin hamiltonian models have been used to study a wide range of strongly
interacting systems present in nature, from quantum magnetism [136], to
the coherent energy transfer in quantum systems [137], and photochemistry
or photosynthesis [138]. However, the complexity of those systems makes it
difficult to get exact analytical solutions for many interacting spins, and even
on powerful computers exact numerical solutions can only be found for the
simplest cases. For that reason it has recently been suggested to use fully
controllable laboratory systems to implement these models.
Rydberg atoms have been proposed as candidates to realize spin models
to explore the physics of strongly correlated systems. As described in Ch. 1,
Rydberg atoms interact via dipole-dipole potentials, which are many orders
of magnitude stronger than all other interactions between neutral atoms or
molecules. As an example, with the atomic ground state and the Rydberg
state defining an effective spin-1/2, it is possible to describe the many-body
dynamics in terms of a model of interacting spins [1, 139, 140]. Besides, they
also provide a platform for the exploration of nonequilibrium phase transi-
tions created by the competition between coherent and dissipative dynamics
within an open system [141].
The study of the effects of Rydberg-Rydberg interactions in the dynamics
of these systems is the common denominator among the chapters of this
thesis. Up to this point we have focused our investigations on systems
described by Ising-type Hamiltonians [16, 17, 19, 142, 143]. Additionally,
the experiments presented up to this point are perfomed in the incoherent
dynamics regime and exhibit interaction potentials of van-der-Waals type
(Vvdw ∼ 1/r6).
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Here, we present the investigations done during a 4-month period in the
“Physikalisches Institut” of the University of Heidelberg (Germany) under
the supervision of Prof. Matthias Weidemu¨ller, in the frame of a Thesis
cotutelle between the University of Pisa and the University of Heidelberg.
During this period I was involved in studying the role of the dipole-dipole
interactions in Rydberg systems (with a dipole-dipole potential, Vdd ∼ 1/r3),
which can be described by a Heisenberg XX - type Hamiltonian. This analysis
allows us to reproduce the dipolar exchange process between, for instance, S
and P Rydberg states. By exploring the different regimes of the interaction,
we are able to identify different degrees of correlation within the system
as well as to get a better understanding of the energy exchange process.
Furthermore, these results also served to characterize a new component of
the experimental setup, a microwave pulse generator used to excite atoms to
the P -Rydberg states.
6.1 Description of the problem and general
working of the program
The main purpose of the work presented here was to study the dipolar popu-
lation exchange between S and P Rydberg states excited using a microwave
system. In Ch.2 we described the two-photon excitation technique which al-
lows to excite cold atoms from the ground state to S and D Rydberg states.
The excitation to P states, by contrast, requires the absorption of an ad-
ditional photon, which can be done by using a microwave source. Those
experiments served to measure the dipole-dipole interaction strength inde-
pendently and set the basis for the study of energy transport experiments
with direct S − P exchange.
A recent work reports on the the investigation of the dipole-mediated
transport of Rydberg excitations using an interaction enhanced imaging
method [144] (a similar method has been proposed also in [145]). This
method consists of exciting some atoms to the Rydberg state (impurities)
embedded in a bath of ground state atoms which could be rendered transpar-
ent by realizing an electromagnetically induced transparency (EIT) scheme
[146], making use of an additional Rydberg state (probe atoms). In a three-
level systems consisting of two long-lived states (|g〉, |r〉) and one rapidly
decaying level (|e〉), coherently coupled by two laser fields, named probe (Ωp)
and coupling (Ωc, see Fig. 6.1) EIT can occur in a narrow spectral range.
In EIT, the two light fields interfere destructively, in a way that presence of
a strong coupling field changes the optical properties of the sample respect
to the weak probe field, rendering an otherwise strongly absorbing medium,
into a transparent one. A simple sketch of the EIT scheme is represented in
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Figure 6.1: Mechanism of the enhanced imaging technique. The impuri-
ties (indicated as orange spheres) interact with the Rydberg states of the
surrounding bath of probe atoms (green spheres) within a radius Rip. The
interactions, of strength Vip, shift the Rydberg levels of the probe atoms
breaking the EIT condition. As a consequence the atoms in the vicinity of
an impurity are rendered absorbing.
Fig. 6.1. The imaging is done by mapping the properties of the impurities
Rydberg state onto a strong optical transition using EIT and taking advan-
tage of the fact that the impurity-probe interactions enhance the signature
of the former ones. First, the atoms that will be imaged (the impurities) are
excited to the Rydberg state |i〉 (orange spheres in Fig. 6.1).The impurities
are embedded in a bath of ground state atoms which are made transpar-
ent by realizing an EIT system involving a probe Rydberg state, |p〉. The
impurity Rydberg atom shifts the Rydberg states of the surrounding atoms
thereby introducing an effective detuning of the coupling field. This effective
detuning is given by the interaction energy between the impurity and the
probe atom, Vip, and depends on their spatial separation d.
A way to increase the enhancement of this imaging system consisted in
using a Fo¨rster resonance, which allows one to maximize the impurity-probe
interactions. On or close to a Fo¨rster resonance the impurities and probe
atoms interact via dipolar exchange: Vip(r) = Vdd(r) = C3/r
3 [147, 148],
leading to a coherent excitation transfer of the impurity to a probe atom.
In [144] the authors report on the observation of the dipole-mediated energy
transport dynamics of Rydberg atoms as well as the way used to control these
dynamics by tuning the interactions and the coupling to the environment.
The energy transport phenomenon is not new, in fact, it has been exten-
sively studied, specially in biological systems [138, 149, 150]. In this context,
some theoretical publications predict an optimal efficiency of this transport
for dephasing rates which are on the order of the coherent couplings [151, 152].
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Figure 6.2: Illustration of the excitation to P Rydberg states by a microwave
coupling field and dipolar exchange process. (a) Once a P−Rydberg exci-
tation is generated in the system by means of the microwave coupling, the
dipole-dipole interaction between it and the other S− Rydberg atoms lead
to an exchange of energy between the two states. (b) The dynamics, (c),
is the sum of the contributions of the microwave coupling and the dipolar
exchange.
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The large dipole moments of Rydberg atoms renders them the perfect candi-
dates to study the dipolar energy transfer. These experiments can be realized
similarly to those of [144], using Rydberg P states as impurities in order to
restrict the transport channels to |nS, nP 〉 → |nP, nS〉.
To investigate this problem theoretically, we first solved numerically the
evolution in time of a system of N ≤ 7 atoms, which are already in an S-
Rydberg state. Neither the excitation to the S-state nor the effects of the
interactions among the remaining ground state atoms are included in the
simulations. In our case, atoms are initially in the |48S1/2〉 state. This
ensemble is then irradiated by a microwave field of frequency ∼ 6 GHz and
Rabi frequency ΩMW , such that one atom is excited to the |48P〉 state. By
making these simplifications, the coupling of atom in the |48S1/2〉 level to the
|48P1/2〉 level can be treated as a two-level system. Fig. 6.2 (a) illustrates
this process.
The microwave field irradiates the sample and, once a P−Rydberg exci-
tation is generated in the system, Fig. 6.2 (a), the dipole-dipole interaction
between it and the other S−Rydberg atoms becomes manifest leading to an
exchange of energy between the two states, Fig. 6.2 (b). Considering the
interaction of the impurity with each one of the probe atoms separately, two
Rydberg atoms in the positions jth, kth interact with:
Vˆdd =
C3
|rj − rk|3 (6.1)
Hence, the total process will be the sum of the contributions both from
the coupling and the dipole-dipole exchange, as can be seen in Fig. 6.2(c)
This system can be described in terms of a Heisenberg XX Hamiltonian
that reads:
Hˆ =
∆
2
N∑
j
Sˆ(j)z +
N∑
j=1
ΩMW · Sˆ(j)x +
N∑
j=1
N∑
k=1,k 6=j
Vdd(Sˆ
(j)
+ · Sˆ(k)− + Sˆ(j)− · Sˆ(k)+ ) (6.2)
where: ΩMW is the microwave Rabi frequency, ∆ is the detuning and rj,k
are the positions of the jth, kth atoms respectively.
As building blocks for the Hamiltonian we use the 1/2-Spin matrices:
Sˆx =
1
2
(
0 1
1 0
)
; Sˆy =
1
2
(
0 −i
i 0
)
; Sˆz =
1
2
(
1 0
0 −1
)
From these matrices we define the raising and lowering operators for site
j as:
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Sˆ
(j)
± = (Sˆ
(j)
x ± iSˆ(j)y ) (6.3)
For a single atom we set the basis:
|s〉 =
(
1
0
)
; |p〉 =
(
0
1
)
Therefore:
|s〉〈p| = Sˆ+; |p〉〈s| = Sˆ− (6.4)
The simulations are performed using two different configurations: a 1D
lattice, in which atoms are placed in a chain separated by a distance a; or a
3D spatial configuration in which atoms are placed in a sphere of radius r
in random positions. Due to this, several spatial arrangements are realized
and, the final result will be the average over them. Fig. 6.3 illustrates both
configurations.
a
a
Figure 6.3: Illustration of the spatial configurations employed in our simula-
tions. (a) 3D (b) 1D
These two configurations were choosen for different reasons. While the
1D lattice provides an excellent context for studying the behavior of few
interacting particles, or how the system size and the interactions character
affect the dynamics; the 3D configuration offers a more realistic results that
can be directly compared to experimental measurements.
6.2 Excitation dynamics in a 1D lattice
The simplest case of study is a system of two atoms coupled to the p-state
with ΩMW and that interact with each other through Vdd. For this case, at
∆ = 0, the Hamiltonian matrix in the |ss, sp, ps, pp〉 basis is:
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Hˆ =

0 ~·ΩMW
2
~·ΩMW
2
0
~·ΩMW
2
0 Vdd
~·ΩMW
2
~·ΩMW
2
Vdd 0
~·ΩMW
2
0 ~·ΩMW
2
~·ΩMW
2
0

In it, the two competing energies of this system, ΩMW and Vdd are present.
By varying the ratio between them: U = Vdd/~ · ΩMW , we distinguish three
different regimes of the dynamics:
• U << 1 : weakly interacting regime. The Rabi frequency, ΩMW , dom-
inates the dynamics and no visible effects caused by the interactions
are expected
• U ≈ 1: competing regime. The two energies, Vdd and ~ · ΩMW are
similar, leading to the emergence of a competition between the two
forces. The contribution of ΩMW is constant whereas the interaction
will increase with time because more atoms will contribute.
• U >> 1: Strongly intreacting regime. Characterized by a small contri-
bution of ~ · ΩMW and a total dynamics clearly dominated by Vdd.
Fig. 6.4 illustrates these regimes. In it, we show variation of the pop-
ulation in the p-state as a function of the rescaled time: t˜ = τexc/τRabi for
N = 2 atoms using the 1D configuration. The Rabi frequency was set to:
ΩMW = 2pi · 1.48 MHz and the values of the interaction parameter were:(a)
U = 0.1, (b)U = 1, (c)U = 5. Here and throughout the whole chapter, all the
atoms are initially in the 48S-state ( thus, the population in the 48P -state
is zero).
In the weakly interacting regime, Fig. 6.4(a), the Rabi frequency domi-
nates the total dynamics, as evidenced by the clear Rabi oscillations between
the S and P -state. Beatings and revivals of the decaying oscillations are
clearly visible. In Fig. 6.4(b), the Rabi frequency and the interactions have
similar values. An irregular pattern on the oscillations can be appreciated due
to the competition between the interaction and the Rabi frequencies. When
the driving field is much weaker than the interaction strength, Fig. 6.4(c),
although signatures of the Rabi oscillations due to the microwave field are
still visible, the dipole-dipole interaction clearly dominates the dynamics.
116
Chapter6. Spin models with Rydberg atoms. Characterization of
Rydberg-Rydberg interactions
0 5 10 10
1
2
Np
0 5 10 150
1
2
Np
(a)
(b)
(c)
0 5 10 150
1
2
Np
t~
Figure 6.4: Dynamics for two atoms illustrating the different interaction
regimes characterized through the dimensionless parameter U = Vdd/ΩMW :
(a) U = 0.1 , (b) U = 1, (c) U = 5. In all cases the Rabi frequency is:
ΩMW = 2pi · 1.48 MHz and N = 2 atoms.
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Figure 6.5: Dynamics of the Rydberg P -state population (Np) for different
number of atoms: (a) N = 2, (b)N = 4, (c) N = 7. In all cases Ω =
2pi · 1.48 MHz and U = 0.1. As the number of atoms increases, more energy
components are included in the Hamiltonian, which gives rise to a more
pronounced damping and requires longer times for revivals in the oscillations
to occur.
When more atoms are added to the system, a noticeable change in the dy-
namics occurs, as a consequence of the ∼ 1/r3 dependence of the interaction
strength. Contrary to the van der Waals interaction case (∼ 1/r6), where the
significant contribution to the interactions is only due to the nearest neigh-
bors; in this case also next-nearest neighbours participate in the exchange in
a significant way. As a consequence, the competition between ΩMW and the
atomic interactions, shows a different picture where the 1/R3 dependence is
visible. In Fig. 6.5 we compare the cases of: (a) N = 2 atoms, (b) N = 4
atoms and (c) N = 7 atoms.
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When comparing the dynamics of N = 4 and N = 7 atoms in a lattice
taking into account the interactions among all of them (Fig. 6.6 (a), (b),
respectively evidenced in blue) and only with the nearest neighbors (Fig. 6.6
(b), (d), evidenced in red) the dynamics is very different. In cases (c), (d)
atoms in the outermost positions of the chain interact only with each other
(the ones placed in middle positions interact with two) which explains the
reduction of the amplitude of the oscillations.
Np
Np
t~ t~
0 10 200
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4
0 10 200
2
5
7
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Figure 6.6: Dynamics of the Rydberg P -state population (Np) for N = 4
atoms (a),(c) and N = 7 atoms (b),(d). In all cases Ω = 2pi · 1.48 MHz and
U˜ = 0.1. In (a)-(b), the interaction is calculated taken into account all the
atoms present in the lattice. In (c)-(d), only the interaction with the nearest
neighbors is included.
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6.3 Rydberg excitation dynamics in a 3D sys-
tem and characterization of microwave Rabi
oscillations
To study of the dipole-dipole interactions in the 3D system, N atoms are
placed in a sphere with homogeneous density, n(x), in random positions.
In order to obtain sufficiently good statistics, the program is run 100 times
and the results presented in this section correspond to the average over all
the repetitions. For parameters like density or Rabi frequency values, similar
values to those given in [153] were chosen, in order to reproduce the conditions
of the experiments.
We start with the simplest case, i.e. the study of the dynamics for N = 2
atoms. In analogy to the 1D case, we define an dimensionless interaction
parameter, U˜ , that will be used to characterize the interaction regime: U˜ =
(C3 · nS/~ · ΩMW ), where also three different interaction regimes (weakly,
competing or strongly interacting) are defined depending on the value of U˜ .
nS is the density of Rydberg atoms in the S state.
In Fig. 6.7 we show the dynamics for N = 2 atoms for different values
of the U˜ parameter: (a) U˜ = 0.1, nS = 2.84 · 108 cm−3; (b) U˜ = 1, nS =
2.84·108 cm−3; (c) U˜ = 5, nS = 1.42·109 cm−3. In all cases the Rabi frequency
was set to a typical value from the experiments [153]: ΩMW = 2pi · 1.48 MHz.
In the weakly interacting case, (a), the dynamics exhibits a steep slope in
the first Rabi cycle ( ≈ 0.68µs) and oscillations around the stationary state
for longer times. As the interactions role become more and more important
(Fig. 6.7 (b) and (c), respectively), the initial slope of the curve is less pro-
nounced (the dynamics becomes slower) and the saturated regime is reached
for longer times: ∼ 2 Rabi cycles (≈ 1.35µs) for the competitive regime and
∼ 6 Rabi cycles (≈ 4µs) for the strongly interacting case.
When we look at higher values of N , Fig. 6.8, in the weakly interacting
case (U˜ = 0.1) for the 2 atom case we see Rabi oscillations for short values
of the excitation time and for longer ones a light damping is visible. This
effect is more evident for higher N values due to the fact that more atoms
are contributing to the exchange process.
Similar behavior is observed when, instead of changing N , we vary the
density of the sample or the Rabi frequency. Fig. 6.9 shows the dynamics
of the Rydberg population of the P -state for different values of the density
of the S-Rydberg excitations (from top to bottom): nS = 0.6 · 107 cm−3
(green curve), nS = 1.0 · 107 cm−3 (blue curve), nS = 5 · 107 cm−3 (black
curve) and nS = 2.84 · 108 cm−3 (red curve). As parameters we use: N =
7 atoms and ΩMW = 2pi · 1.48 MHz for the microwave Rabi frequency. These
parameters were chosen with the idea of simulating the conditions described
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Figure 6.7: Dynamics for two atoms illustrating the different interaction
regimes characterized through the adimensional parameter U˜ : (a) U˜ = 0.1,
nS = 2.84 · 108 cm−3, a = 32.8µm; (b) U˜ = 1, nS = 2.84 · 108 cm−3, a =
15.2µm ; (c) U˜ = 5, nS = 1.42 · 109 cm−3, a = 8.9µm. The Rabi frequency
is: ΩMW = 2pi · 1.48 MHz.
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in the experiments reported in [153].
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Figure 6.8: Dynamics for different values of N illustrating weakly interacting
regime for: (a) N = 2 atoms; (b) N = 4 atoms; (c) N = 6 atoms. In all
cases: U˜ = 0.1, ΩMW = 2pi · 1.48 MHz and nS = 2.84 · 107 cm−3.
At low Rydberg densities (green curve), Rabi oscillations between S and
P states are clearly visible with a light damping. However, the more the
density increases (blue, black and red curves) the more damped out are the
oscillations, as a consequence of the interaction exchange process. This ex-
planation agrees with [154], where the authors claim that the transition from
strong damping to coherent Rabi oscillations is determined by the competi-
tion between the exchange rate with the nearest-neighbors and the microwave
Rabi frequency. Qualitatively, these results are in good agreement with the
simulations shown in Fig. 6.7 as well as with the experiments [153], as proves
Fig. 6.11.
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Figure 6.9: Dynamics for different values of different densities: (a) nS =
0.6 · 107 cm−3, (b) nS = 1.0 · 107 cm−3, (c)nS = 5 · 107 cm−3 and (d)nS =
2.84 · 108 cm−3. In all cases: N = 7 atoms and ΩMW = 2pi · 1.48 MHz.
In Fig. 6.10 the density of the S-Rydberg excitations was fixed to nS =
5.0 · 107 cm−3 and the number of atoms to N = 7. The simulations were
performed for different values of the Rabi frequency, in order to compare the
theoretical curves of different ΩMW values with the estimated value of the
Rabi frequency given by the experiments: ΩMW ≈ 2pi · 1.48 MHz (see [153]).
Also this analysis evidences the different interaction regimes: U˜ << 1 (red
curve), U˜ ∼ 1 (blue curve) and U˜ >> 1 (black and green curves). Thus, when
the Rabi frequency is much lower than the interactions (U˜ << 1, red curve),
the dipole-dipole exchange dominates the dynamics slowing it down (in fact,
the stationary state is not reached within the experimental time scale) and
damping out the oscillations. Increasing the Rabi frequency up to a similar
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Figure 6.10: Dynamics for different values the Rabi frequency: ΩMW =
2pi · 0.48 MHz(red curve), ΩMW = 2pi · 1.48 MHz (blue curve), ΩMW = 2pi ·
5.0 MHz(black curve) and ΩMW = 2pi · 7.0 MHz (green curve). In all cases:
N = 7 atoms and nS = 5 · 107 cm−3.
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Figure 6.11: Dynamics of the population exchange between S and P states
for different densities of the sample: (a) nS = 1.3 · 108 cm−3 and (b)
nS = 6.7 · 105 cm−3. The experimental data (continuous blue line) is com-
pared to the results of the simulations (dashed red lines). For the continuous
line calculations we use an interaction coefficient value of C3 = 2pi · 5.2 GHz;
whereas for the continuous red lines, we set an effective value of the interac-
tion coefficient: C3eff = 2pi · (1± 0.1) GHz.
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value of the interaction strength (U˜ ∼ 1, blue curve) Rabi oscillations start
to be visible at the beginning of the excitation but also a moderate damping
is observed for longer times due to the interaction exchange. When Rabi
frequencies are much higher than the dipole-dipole interaction (black and
green curves), we get the opposite situation, the stationary state is reached
very fast and Rabi oscillations are clearly visible during the whole time scale.
Finally, in Fig. 6.11 we compare the experimental results (blue curves) to
the simulations (dashed red curves) for high and low densities: (a)nS = 1.3 ·
108 cm−3, NPmax ≈ 270 excitations in the P -state and (b) nS = 6.7 ·105 cm−3,
NPmax ≈ 43 excitations in the P -state (see [153] for details). In all cases, the
Rabi frequency is ΩMW = 2pi · 1.48 MHz, and, the simulations are done with
N = 7 atoms. For the high density case the agreement of the simulation with
the experimental data is not very good, evidencing certain limitations of our
model in the strongly interacting regime. This result could be improved
by performing the simulations for a higher number of atoms, as shown in
[153]. For the low density case, however, the agreement is much better.
In order to account for the experimental details we introduce in the model
an effective interaction strength that accounts for the angular dependence:
C3eff = 2pi · (1±0.1) GHz, estimated from the experimental measurements in
[153]. The results of these simulations are plotted as continuous red lines. It
is evident that this modification improves the results, indicating that for the
exchange processes between P and S states, the orientation of the dipoles in
the space must be taken into account in order to get better fits to the data
and a better calibration of the setup.
6.4 Summary and perspectives
In this chapter we have investigated the dipolar exchange process between S
and P Rydberg excitations. To do so, we numerically solve the evolution of
a Heisenberg-XX Hamiltonian for cases in which the geometry of the sam-
ple, the density or the Rabi frequency of the coupling process are varied.
We identifiy three interaction regimes dependent on which force (dipolar or
coupling) dominates the dynamics. The comparison with the experimen-
tal results described in [153] exhibit a good qualitative agreement, specially
when the angular dependences of the dipoles are taken into account. This
is done by replacing the interaction coefficient by an effective value of the
C3eff , estimated from experimental measurements, [153]. In view of these
results, a way to gain more insight into the Rydberg-Rydberg interactions
mechanisms would be to compare the results obtained in the present chapter
to a numerical investigation of the dynamics of an Ising-type hamiltonian.
In the experiments presented in this chapter we observed that increasing the
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number of atoms, i.e. enhancing the exchange process, influences the dynam-
ics of the total process. In order to link the investigations performed in the
experimental setups present in Pisa and Heidelberg; an Ising-type Hamilto-
nian, which describes the experiment in Pisa, could be modeled in analogy
to the Heisenberg XX-type Hamiltonian. By comparing the results of these
simulations one could see, for instance, whether kinetic constraints appear as
well in the coherent dynamics (as they do in the incoherent regime, see Ch. 3)
of the Ising-like system; or if they become manifest in a system governed by
a Heisenberg-XX type Hamiltonian.
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The study of correlations emerging as a consequence of the strong interac-
tions between Rydberg atoms in a cold gas has been the unifying subject of
this thesis. To do so, two different approaches were employed, depending on
which, different types and degrees of correlation (or anti-correlation) become
manifest in such a system: resonant and off-resonant excitation. Both exci-
tation regimes were reached using the same experimental setup, allowing us
to study correlations or anti-correlations in a controlled many-body system
depending on the selected parameters. Thus, I have studied the dynamics
of an atomic system in which atoms are resonantly driven to Rydberg states
under non-dissipative conditions. Here, the most striking phenomenon aris-
ing from these interactions is the dipole blockade. In this Thesis I present a
method that spatially visualizes this effect. By realizing a tomography of the
cold cloud, we obtain the excitation profile for Rydberg excitations and also
for the ions generated from direct two-photon ionization. The comparison of
these profiles evidences a modification of the shape of the Rydberg profile,
which is a consequence of the suppression (blockade) of the excitation. An
analysis of the counting distribution shows negative values of the Mandel-
Q parameter in the high density regions as expected for a sub-Poissonian
excitation process due to the Rydberg blockade. Apart from the blockade
effect, by studying the incoherent dynamics of a resonantly excited Rydberg
gas, we found evidences of the kinetic constraints, which lead to the exhibi-
tion of glassy features, as predicted theoretically in [30]. Experimentally, we
observed that the dynamics of the system experienced a more or less pro-
nounced slowing down depending on the interaction between the atoms of
the sample.
The second approach described in this Thesis consists in Rydberg excita-
tions off resonance, where the behavior of the system depends strongly on
the detuning and the character (attractive or repulsive) of the interaction.
By inserting an initial excitation acting as a seed in the sample, we managed
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to start the chain reaction excitation process, that allowed us to control the
dynamics of the system. Furthermore, under highly dissipative conditions
novel phases and exotic phenomena have been predicted [54, 56, 57, 134].
By characterizing our system through the analysis of the full counting statis-
tics of the excitation events, we found evidences of this phenomena as, for
example, the bimodal counting distributions compatible with inermittency
and/or coexistence of dynamical phases [54, 56]. All the results above men-
tioned were obtained studying systems that can be described by Ising-like
Hamiltonians. In the last part of this Thesis I also deal with a different
system, present in the Physikalisches Institut in the University of Heidel-
berg, described by a Heisenberg-XX type Hamiltonian which also exhibits
dipole dipole interactions (∼ 1/r3). I performed a theoretical investigation
on the dipolar exchange process between S and P Rydberg excitations. To
do so, I numerically solved the evolution according to this Hamiltonian for
cases in which the geometry of the sample, the density or the Rabi frequency
of the coupling process are varied. By comparing the simulations with the
experimental results described in [153] we found a good qualitative agree-
ment. Moreover, this work allowed us to do a better characterization of the
experimental setup.
The experiments presented here constitute the first step in further in-
vestigations of the incoherent dynamics of Rydberg systems. In fact, some
questions have been left open throughout these pages. For instance, when
studying the incoherent dynamics of a resonantly excited Rydberg sample, we
found evidences that neither the superatom model [92, 96, 97] nor the univer-
sal scaling laws [82] with the Rabi frequency and the number of atoms match
the experimental observations. Recent studies of the superatom model in the
incoherent regime [108] predict that the steady-state probability of resonantly
driven Rydberg excitations, which saturates to the value 1/2 in the coherent
regime, exhibits a higher saturation value in the presence of strong dephasing
[155] and, in analogy to the coherent case, that the collective Rydberg ex-
citation of superatoms increases with the atomic density. These predictions
do not explain completely our observations suggesting that, away from the
fully-blockaded regime, the role of the kinetic constraints is not negligible
and, in fact, they dominate the dynamics. Moreover, the inhomogeneous
distributions of the Rabi frequency and of the atomic density in our partic-
ular case explain why the universal scalings predicted by [82] do not agree
with our observations. Hence, there is a need for further theoretical investi-
gations of the incoherent Rydberg dynamics in which the kinetic constraints
and the inhomogeneous distributions of the density and Rabi frequency are
taken into account in order to get a better approximation to real systems.
Regarding the experiments performed off-resonance and under highly dis-
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sipative conditions, recent publications in which our results are analyzed
[134], suggest a different interpretation of our observations, explaining them
as signs of a first-order phase transition. Although our work agrees well with
the predictions of [54], different theoretical approaches to dissipative open
quantum systems must be considered in order to analyze the discrepancies
between them. Thus, while in [54] the authors employ the mean field approx-
imation to simulate the behavior of an Ising-like system, in [134] a variational
principle (described in [133]) and which includes the system correlations, was
used.
On the experimental side there are additional limitations due to the in-
homogeneous distribution of the density of the sample and of the Rabi fre-
quency, which make it difficult to model the real conditions of the system.
This could be improved, for instance, by employing a laser beam with a flat
intensity distribution [156]. On the theoretical side, the inclusion of our ex-
perimental limitations on the models would allow a clearer interpretation of
our observations.
Under non-disspative conditions, the techniques introduced in this Thesis
could be used in future experiments to measure, for instance, the interaction
forces between atoms generated. This could be done through time-of-flight
experiments after the excitation, which should be able to detect the velocity
imparted on the Rydberg atoms by the strong van-der-Waals forces.
Finally, a way to link the investigations performed in both setups, Hei-
delberg and Pisa could be the modeling of an Ising-type Hamiltonian which
could be used to study phenomena like the manifestation of kinetic con-
straints both in the coherent regime of the Ising-type system or their emer-
gence in a system governed by a Heisenberg-XX type Hamiltonian.
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