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Fractional diffusion limit of a linear Boltzmann model with
reflective boundaries in a half-space
Ludovic Cesbron ∗
Abstract
We investigate the fractional diffusion limit of a Linear Boltzmann equation with heavy-
tailed velocity equilibrium in a half-space with Maxwell boundary conditions. We derive a
new confined version of the fractional Laplacian and show uniqueness of weak solution to the
associated non-local diffusion equation. This paper extends previous results of L. Cesbron, A.
Mellet and M. Puel [5] on the same kinetic model with diffusive boundary conditions.
Contents
1 Introduction 1
1.1 Main results and outline of the paper . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Preliminary results 9
2.1 A priori estimates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 The free transport equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3 The specular reflection boundary condition 11
3.0.1 Macroscopic limit, proof of Theorem 1.1 . . . . . . . . . . . . . . . . . . . . . 13
4 The diffusive boundary condition 15
4.0.1 Macroscopic limit, proof of Theorem 1.2 . . . . . . . . . . . . . . . . . . . . . 18
5 The Maxwell boundary condition 23
5.1 Well-posedness of the limit problem, proof of Theorem 1.4 . . . . . . . . . . . . . . . 24
6 Convergence of test functions 26
1 Introduction
This paper addresses the fractional diffusion limit of a linear kinetic equation in bounded domains.
We consider a linear Boltzmann equation in a bounded domain Ω subset of Rd :{
∂tf + v · ∇xf = L(f) in (0,+∞)× Ω× R
d
f(0, x, v) = fin(x, v) in Ω× R
d
(1)
where the collision operator L is a scattering operator
L(f)(v) = ν0(ρF − f) (2)
∗Department of Mathematics, ETH Zürich, Switzerland. This work was partially supported by a public grant as
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with ν0 > 0 and ρ =
∫
Rd
f dv. Throughout this paper, the thermodynamical equilibrium F will be
a normalised heavy-tail distribution function satisfying
F ∈ L∞,
∫
F (v) dv = 1, F (v) = F (|v|) ≥ 0∣∣∣F (v)− γ
|v|d+2s
∣∣∣ ≤ C
|v|d+4s
for all |v| ≥ 1.
(3)
This kinetic equation models the evolutions of a particle distribution function f(t, x, v) ≥ 0 depend-
ing on time t > 0, position x ∈ Ω and velocity v ∈ Rd. The left-hand-side of the equation (1)
models the free transport of particles – notice that we do not consider any electric of magnetic field
in this model – whereas the right-hand-side the scattering operator L models the diffusive and mass
preserving interaction between the particles and the background.
On the boundary of Ω, we need to prescribe the behaviour of the particles in order for (1) to be
well-posed. These boundary condition take the form of a balance between the outgoing and ingoing
particles, hence we introduce the sets
Σ± :=
{
(x, v) ∈ ∂Ω× Rd : ±n(x) · v > 0
}
where n(x) is the outward unit normal vector to ∂Ω at x ∈ ∂Ω. Writing γ±f the restrictions of the
trace of f to Σ± the boundary condition takes the form
γ−f(t, x, v) = Bα[γ+f ](t, x, v) on (0,+∞)× Σ− (4)
We write Bα is the Maxwell boundary operator defined as a combination of specular and diffuse
reflections: for some α ∈ [0, 1]:
Bα[γ+f ](t, x, v) = αBD[γ+f ] + (1− α)BSR[γ+fε] (5)
with the specular boundary operator is given by
BSR[γ+f ](t, x, v) = γ+f(t, x,Rxv) = γ+f
(
t, x, v − 2(v · n(x))n(x)
)
(6)
and the diffuse boundary operator given by
BD[γ+f ](t, x, v) = c0F (v)
∫
w·n(x)<0
γ+f(t, x, w)|w · n(x)| dw. (7)
Note that the constant c0 in the diffusive boundary condition is a normalizing constant that ensures
that the equilibrium F satisfies the boundary condition, i.e.
c0 =
(∫
w·n(x)<0
F (w)|w · n(x)| dw
)−1
so we want the first moment of F to be finite in order for this boundary condition to make sense,
hence we will assume in the diffusive case that s > 1/2 since, by the assumptions (3) we know that
exactly 2s-moments of F are finite.
These boundary conditions were introduced by Maxwell in [17] in order to model the interaction
between a particle and a boundary surface. The specular diffusion boundary condition models a
billiard-like reflection, it can be seen as a first approximation of the reflection process where the
boundary is assumed to be perfectly smooth fixed surface without any minute asperities. The
diffusive boundary condition is then a correction of this smoothness assumption, it can be derived
by considering the boundary to be a stratum of particles whose velocities are distributed according to
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the equilibrium F , in other words the boundary in a thick layer of particles at the thermodynamical
equilibrium. When a particle reaches the boundary it collides with a particle from the thick layer and
re-enters the domain. Note that, unlike the specular reflection condition, in the diffusive reflection
case the velocity of a particle before and after its interaction with the boundary are independent
from one another.
The diffusion approximation of (1) is obtained by investigating the long time, small mean-free-path
asymptotic behaviour of f . To this end, we introduce the Knudsen number ε and the following
rescaling of (1)-(4): 
ε2s∂tfε + εv · ∇xfε = L(fε) in (0,+∞)× Ω× R
d
fε(0, x, v) = fin(x, v) in Ω× R
d
γ−fε(t, x, v) = Bα[γ+fε](t, x, v) on (0,+∞)× Σ−
(8)
We see that the particular choice of power of ε for the rescaling in time depends on the equilibrium
F . This is due to the fact that, for such a linear Boltzmann model as (8), the limit diffusion process
will be a 2s-stable Levy process, with s the parameter of the polynomial decay of F , as was proved
e.g. in [19, 18, 2] when Ω = Rd. Our choice of rescaling (8) follows directly from the self-similar
property of this Levy process, or equivalently from the fact that the fractional Laplacian of order s
is homogenous of degree 2s. Note that, in general, one does not need to know a priori the power of
ε that is needed in order to derive a fractional diffusion approximation.
In the case Ω = Rd, it was proved in [19, 18, 2] via different methods that in the limit as ε goes to
0, fε converges to a function
ρ(t, x)F (v) ∈ ker(L) := {φF, φ independent of v}
where ρ is the weak solution to a fractional diffusion equation of the form
∂tρ+ κ
(
−∆
)s
ρ = 0 in (0,+∞)× Rd
ρ(0, x) = ρin(x) =
∫
Rd
fin dv in R
d.
Recall that the fractional Laplacian
(
−∆
)s
is a non-local integro-differential operator which can be
defined through its Fourier transform:
F
((
−∆
)s
ρ
)
(ξ) := −|ξ|2sF (ρ) (ξ)
or equivalently as a singular integral
(
−∆
)s
ρ(x) = cd,sP.V.
∫
Rd
ρ(x)− ρ(y)
|x− y|d+2s
dy
where cd,s is an explicit constant, see e.g. [6, 15] for more details.
Since our equation is set in a subset Ω of RN we expect to derive a fractional diffusion equation
confined to the domain Ω. The question at the heart of this paper is to determine the appropriate
boundary conditions for this asymptotic equation. When the thermodynamical equilibrium F is a
Gaussian (or Maxwellian) distribution then it is well known that the diffusion limit of (1), with
s = 1, leads to the classical heat equation supplemented with the homogeneous Neumann boundary
condition. Interestingly, this boundary behaviour is not very sensitive to the type of kinetic boundary
conditions in the sense that if (1) is supplemented with any Maxwell boundary condition (5) with
α ∈ [0, 1] – including the purely specular and purely diffusive reflection conditions – then the limiting
boundary condition is the same homogeneous Neumann condition.
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Moreover, if one considers non-linear Boltzmann models, then local Maxwellian equilibria will
depend on the mass density, the bulk velocity and the temperature and one will derive fluid equations
in macroscopic limits. In the hydrodynamical scaling, the limiting boundary condition is again
not very sensitive to the kinetic reflection condition, as shown by N. Jiang, D. Levermore and
N. Masmoudi in [13]. However, in a diffusive scaling, the boundary condition of the Stokes or
Navier-Stokes limits derived in [16] and [14] does depend on the kinetic boundary interaction. More
precisely, it was proved in [16] and [14] that if the accommodation coefficient α in (5) is fixed or
goes to 0 slower than the Knudsen number ε then one obtains a Dirichlet-type boundary condition
on the limit system. On the other hand, if α depends on ε in such a way that αε → C < +∞ than
one recovers a Navier boundary condition in the limit.
The question of boundary behaviour is even more delicate with non-local operators such as the
fractional Laplacian. Indeed, these operators are classically associated with α-stable Lévy processes
(or jump processes). Unlike the Brownian motion, these processes are discontinuous and may exit
the domain without touching the boundary. This is the reason why the usual Dirichlet problem for
the fractional Laplacian requires a prescribed data everywhere outside of Ω rather than just on the
boundary ∂Ω. Neumann boundary value problems correspond to processes that are not allowed to
jump outside Ω (sometimes referred to as censored stable processes). Several construction of such
processes are possible. A classical construction consist in cancelling the process after any outside
jump and restarting it at the last position inside the set (resurrected processes). This construction,
see [3, 9, 10] for details, leads to the regional fractional Laplacian defined by
(
−∆
)s
Ω
ρ(x) = cN,sP.V.
∫
Ω
ρ(x)− ρ(y)
|x− y|N+2s
dy (9)
However, other construction of censored processes (e.g. the mirror reflection described below) are
possible and will lead to different operators. Note that, because of the non-local nature of the
problem, the choice of boundary condition for the stochastic process may change the properties its
generator inside the domain and thus may lead to very different PDEs. Several such problems have
been studied in the literature, see e.g. [1, 9, 8, 7].
In [4], the author studied the derivation of fractional diffusion approximation from a fractional
Vlasov-Fokker-Planck equation in a bounded domain with specular reflection at the boundary. It is
well known that this kinetic model has the same asymptotic behaviour under a diffusive scaling as
the linear Boltzmann equation which is studied in the present paper. In that case, the asymptotic
equation reads {
∂tρ+ (−∆)
s
SR
ρ = 0 for (t, x) ∈ (0,+∞)× Ω
ρ(0, x) = ρin(x) for x ∈ Ω
with
(−∆)sSRρ(x) = cN,sP.V.
∫
Rd
ρ(x)− ρ
(
η(x,w)
)
|w|d+2s
dw (10)
where η : Ω × Rd → Ω¯ is the flow of the free transport equation with specular reflection on the
boundary. When Ω is the upper-half space, we simply have
η(x,w) =
{
x+ w if xd + wN > 0
(x′ + w′,−xd − wd) if xd + wN < 0
(11)
and the underlying alpha stable process is the process which is moved back inside Ω by a mirror
reflection about the boundary ∂Ω upon leaving the domain (see [4, 1]). We will mention some further
results on this flow η in Section 2.2.
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More recently, with A. Mellet and M. Puel, the author considered in [5] the linear Boltzmann model
(1) with diffusive boundary condition (7). In that case, the asymptotic operator is
(−∆)sNρ = −γ0
∫
Ω
∇ρ(y) ·
y − x
|x− y|N+2s
dy (12)
for some γ0 > 0. This operator is neither the regional fractional Laplacian, nor the operator (10).
Furthermore, this operator can be written in divergence form as (−∆)s
N
[ρ] = divD2s−1[ρ] where
D2s−1[ρ] is a non-local gradient of order 2s− 1 defined as
D2s−1[ψ](x) = γ0
∫
w·n<0
(
ψ(x+ w)− ψ(x)
) w
|w|d+2s
dw (13)
and the fractional diffusion equation is then supplemented by the following Neumann-type condition
D2s−1[ρ] · n = 0 on ∂Ω.
In particular, note that while the operator D2s−1 is non-local, the boundary condition itself is only
assumed to hold on the boundary ∂Ω. This is thus different from the non-local Neumann problem
studied in [7], where the Neumann condition is set in Rd \ Ω. In [5], the authors also proved
well-posedness in C0(0,+∞;L2(Ω) ∩ L2(0,+∞;D((−∆)sN)) to the fractional Neumann problem
∂tρ+ (−∆)
s
N
ρ = 0 in (0,+∞)× Ω,
D2s−1[ρ](x) · n = 0 on (0,+∞)× ∂Ω,
ρ(0, x) = ρin(x) in Ω
(14)
for any ρin ∈ L
2(Ω).
The purpose of the present paper is to consider general Maxwell boundary condition (5) for the
Linear Boltzmann model (8) in a half-space Ω = Rd+. To that end, we will present an improved
version of the technique introduced in [5] for the diffusive case. We will see that we can adapt this
improved technique to consider, in turn, specular reflections and Maxwell conditions.
1.1 Main results and outline of the paper
The existence of solutions to (1) with boundary condition (5) is a delicate problem because it is
difficult to control the trace γ+f in an appropriate functional space, see e.g. [20]. Note that for a
given test function φ ∈ D([0,∞)× Ω× Rd), smooth solutions of (8)-(5) with α ∈ [0, 1] satisfies
−
∫∫∫
R+×Ω×Rd
fε
(
∂tφ+ ε
1−2sv · ∇xφ
)
dv dxdt
+ ε1−2s
∫∫
R+×Σ+
γ+f
ε
(
γ+φ− B
∗
α[γ−φ]
)
|v · n| dv dS(x) dt
= ε−2s
∫∫∫
R+×Ω×Rd
fεL∗(φ) dv dxdt+
∫∫
Ω×R
fin(x, v)φ(0, x, v) dxdv.
with
L∗(φ)(t, x, v) = ν0
(∫
Rd
φ(t, x, w)F (w) dw − φ(t, x, v)
)
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and
B∗α[γ−φ](x, v) = (1− α)B
∗
SR[γ−φ](x, v) + αB
∗
D[γ−φ](x, v) (15)
where 
B∗SR[γ−φ](x, v) = γ+φ
(
t, x, v − 2(v · n(x))n(x)
)
,
B∗D[γ−φ](x, v) = c0
∫
w·n(x)<0
γ+φ(w)F (w)|w · n(x)| dw.
(16)
A classical way of defining weak solutions of (8)-(5) without having to deal with the trace γf is then
the following:
Definition 1.1. We say that a function f(t, x, v) in L2F−1((0,∞) × Ω × R
d) is a weak solution of
(8)-(5) if for every test functions φ(t, x, v) such that φ, ∂tφ and v · ∇xφ are L
2
F ((0,∞) × Ω × R
d)
and satisfying the boundary condition
γ+φ = B
∗
α[γ−φ],
the following equality holds:
−
∫∫∫
R+×Ω×Rd
fε
(
∂tφ+ ε
1−2sv · ∇xφ
)
dv dxdt
= ε−2s
∫∫∫
R+×Ω×Rd
fεL∗(φ) dv dxdt+
∫∫
Ω×Rd
fin(x, v)φ(0, x, v) dxdv. (17)
Here and in the rest of the paper, we used the notation
L2F−1((0,∞)× Ω× R
d) =
{
f(t, x, v) ;
∫ ∞
0
∫
Ω
∫
Rd
|f(t, x, v)|2
1
F (v)
dv dx dt <∞
}
and a similar definition for L2F ((0,∞)× Ω× R
d).
Our first theorem concern the specular reflection case for which the method we develop in this
paper is particularly efficient. This is the only case in this paper where we will consider convex
domains and not just half-spaces. We will give a precise characterisation of admissible domains in
Section 2.2, note in particular that the result holds for the unit ball in Rd. In order to state our
result, let us define the operator LSR as
LSR[ψ](x) = −γ1P.V.
∫
Rd
ψ(x) − ψ
(
η(x, v)
)
|v|d+2s
dv (18)
where η the flow of free transport with specular reflections, see Section 2.2 for details, and the
constant γ1 is given by
γ1 = γν
1−2s
0 Γ(2s+ 1) (19)
with γ the constant of the velocity equilibrium F , see (3). Note that the operator LSR is equal, up
to a negative constant, to (−∆)s
SR
introduced in [4] and restated above in (10). We have changed
the constant in an effort to homogenise the notations of this paper. Furthermore, we also recall the
definition of the functional space Hs
SR
(Ω) introduced in [4]:
Hs
SR
(Ω) =
{
ψ ∈ L2(Ω) :
∫∫
Ω×Rd
(
ψ(x) − ψ
(
η(x, v)
))2 1
|v|d+2s
dv dx <∞
}
. (20)
Our first result reads as follows
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Theorem 1.1. Assume F satisfies (3) with s ∈ (0, 1) and let Ω be an admissible domain in the
sense of Definition 2.1. Assume that fε is a weak solution of (8)-(6) in R+ × Ω× R
d in the sense
of Definition 1.1. Then fε converges weakly in L
∞(0,+∞;L2F−1(Ω × R
d)), as ε goes to 0, to the
function ρ(t, x)F (v) where ρ is the unique weak solution in C0(0,+∞;L2(Ω)) ∩ L2(0,+∞,Hs
SR
(Ω))
to {
∂tρ− LSR[ρ] = 0 in R+ × Ω,
ρ(0, x) = ρin(x) in Ω.
(21)
As expected, this asymptotic behaviour is the same as the one established in [4] for a fractional
Vlasov-Foker-Planck model.
Our second theorem concerns the diffusive boundary condition. The theorem itself is exactly the
same as the main result of [5] although the proof will be different and, in particular, it leads us to
define the limit operator LD with the following decomposition
LD[ψ] = −γd,s
(
−∆
)s
Ω
[ψ] + κ[ψ] (22)
where
(
−∆
)s
Ω
is defined in (9), the constant γd.s is given by γd,s :=
γ1
cd,s
and
κ[ψ](x) := P.V.
∫
x+v/∈Ω
(
ψ(xf )− ψ(x)
) γ1
|v|d+2s
dv (23)
with xf = xf (x, v) the forward exit point:{
xf (x, v) = x+ τf (x, v)v ∈ ∂Ω
τf (x, v) = inf{τ > 0 : x+ τv /∈ Ω}.
(24)
Nevertheless, one can easily check, using results from [5], that LD = −(−∆)
s
N
expressed in (12) above
and so we still have LD = divD
2s−1 where
D2s−1[ψ](y) = γ0
∫
w·n<0
(
ψ(y + w) − ψ(y)
) w
|w|d+2s
dw (25)
with γ0 = γν
1−2s
0 Γ(2s). Moreover, noticing that ∇v ·
(
v
|v|d+2s
)
= − 2s
|v|d+2s
and recalling the fact that
v · ∇vxf (x, v) = 0 we get with integration by parts
κ[ψ](x) = γ0P.V.
∫
∂Ω
(
ψ(x) − ψ(y)
)(y − x) · n(y)
|y − x|d+2s
dσ(y). (26)
which is also a corollary of [5, Lemma 2.5]. The theorem reads
Theorem 1.2. Assume F satisfies (3) with s ∈ (1/2, 1) and let Ω be the half-space Rd+. Assume that
fε is a weak solution of (8)-(7) in R+ × Ω × R
d in the sense of Definition 1.1. Then fε converges
weakly in L∞(0,+∞;L2F−1(Ω× R
d)), as ε goes to 0, to the function ρ(t, x)F (v) where ρ satisfies:∫∫
R+×Ω
ρ(t, x)
(
∂tψ(t, x) + LD[ψ]
)
dt dx+
∫
Ω
ρin(x)ψ(0, x) dx = 0 (27)
for all test function ψ ∈ W 1,∞(0,+∞;H2(Ω)) such that LD[ψ] ∈ L
2(R+ × Ω) and
D2s−1[ψ](t, x) · n(x) = 0 (t, x) ∈ R+ × ∂Ω. (28)
7
Finally, our third and fourth theorems concern the Maxwell boundary conditions with accom-
modation coefficient α ∈ (0, 1) in a half-space Ω = Rd+. The first concerns the fractional diffusion
limit and reads
Theorem 1.3. Assume F satisfies (3) with s ∈ (1/2, 1) and let Ω be the half-space Rd+. Assume that
fε is a weak solution of (8)-(5) in R+ × Ω × R
d in the sense of Definition 1.1. Then fε converges
weakly in L∞(0,+∞;L2F−1(Ω× R
d)), as ε goes to 0, to the function ρ(t, x)F (v) where ρ satisfies:∫∫
R+×Ω
ρ(t, x)
(
∂tψ(t, x) + (1− α)LSR[ψ] + αLD[ψ]
)
dt dx+
∫
Ω
ρin(x)ψ(0, x) dx = 0 (29)
for all test function ψ ∈ W 1,∞(0,+∞;H2(Ω)) such that (1− α)LSR[ψ] + αLD[ψ] ∈ L
2(R+ × Ω) and
D2s−1[ψ](t, x) · n(x) = 0 (t, x) ∈ R+ × ∂Ω. (30)
This theorem will come as a corollary of Theorem 1.1 and Theorem 1.2 which is why we chose
to study first the two extreme cases α = 0 and α = 1 before considering the general Maxwell
boundary condition. We conclude this paper with a well-posedness result for this new limit problem.
Introducing the notation
LM[ψ] = (1− α)LSR[ψ] + αLD[ψ] (31)
for any fixed α ∈ [0, 1] and s ∈ (1/2, 1), we have
Theorem 1.4. For all ρin ∈ L
2(Ω), the evolution problem
∂tρ− LM[ρ] = 0 in (0,+∞)× Ω
αD2s−1[ρ](x) · n(x) = 0 on (0,+∞)× ∂Ω
ρ(0, x) = ρin(x) in Ω.
(32)
has a unique weak solution ρ ∈ C0(0,+∞;L2(Ω)) ∩ L2(0,+∞;D(LM)) with
D(LM) :=
{
ψ ∈ Hs(Ω); LM[φ] ∈ L
2(Ω) and αD2s−1[ψ] · n = 0 on ∂Ω
}
. (33)
Note that this last theorem naturally includes the well-posedness results established in [4] and
[5] for the cases α = 0 and α = 1 respectively. This motivates the coefficient α in the boundary
condition.
We make some remarks about these results:
1. Our first remark concerns the domains of the operators. In Theorems 1.2 and 1.3 we need to
assume LDψ ∈ L
2(Ω) and LMψ ∈ L
2(Ω) respectively because it is not necessarily a consequence
of ψ ∈ H2(Ω). Indeed, it was proved in [5, Proposition 3.3] that for s > 3/4 and some β > 0,
a function ψ ∈ H2s+β(Ω) satisfies LDψ ∈ L
2(Ω) if and only if it satisfies ∇xψ · n = 0 on ∂Ω.
However, in the case of the half-space, such condition is not necessary for LSR, it is actually
rather straightforward to show using the explicit expression of LSR as a kernel operator, that
for all ψ ∈ H2s+β(Ω) for some β > 0, we have LSRψ ∈ L
2(Ω). Although we are not able to give
a precise characterisation of D(LM) yet due to some open questions regarding the regularity
theory for (14) – which are the object of a current work in progress by the author with A.
Mellet and M. Puel – we can still observe that for any β > 0
D(LSR) ∩H
2s+β(Ω) ⊂ D(LD) ∩H
2s+β(Ω)
and as a consequence
D(LM) ∩H
2s+β(Ω) = D(LD) ∩H
2s+β(Ω).
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2. Using the following integration by parts formulae proved in [4, 5]∫
Ω
ψLSR[φ] dx =
∫
Ω
φLSR[ψ] dx,∫
Ω
ψLD[φ] dx −
∫
Ω
φLD[ψ] dx =
∫
∂Ω
[
ψD2s−1[φ] · n− φD2s−1[ψ] · n
]
dσ(x)
we see that, assuming these formulae hold for ψ and φ in D(LM), the equation (29) can be
seen as a weak formulation of the fractional Neumann boundary problem (32).
3. We would like to emphasise the fact that, although in this paper the results for the Maxwell
boundary conditions appear to be a sum of the phenomena from the pure specular and pure
diffusive cases, it is because we are in the half-space and we do not expect to have such a simple
interaction between the specular and diffusive conditions in a more general convex domain.
Morally, the half-space is a very particular case because the trajectories associated with the
free-transport part of the kinetic model interact at most once with the boundary.
4. There is a significant difference between Theorem 1.1 and the Theorems 1.2 and 1.3. In the
specular case, we are able to identify the weak limit ρ of the kinetic solution fε with the unique
weak solution to (21) in C0(0,+∞;L2(Ω)) ∩ L2(0,+∞;Hs
SR
(Ω)) thanks to a detailed analysis
of the boundary behaviour of the solution to this problem, we refer the interested reader to
[4, Section 5.3]. However, similar identifications are not yet available in the diffusive case, and
consequently in the Maxwell case. In both those cases, we have proved that the weak limit
ρ of fε is solution to the limit problem in the sense stated in the theorems and we have also
proved uniqueness of weak solutions as stated for the Maxwell case in Theorem 1.4 but we
cannot identify these solutions yet. This identification will be a consequence of the regularity
theory for (14) which is currently in progress.
Outline of the paper. The paper is organised as follows: in Section 2 we recall some useful
results about the kinetic equation (8) and the free transport equation. In Section 3 we will focus
of the specular reflection boundary condition – case for which the method we are developing in this
paper takes its simplest form – and we will prove Theorem 1.1. The Section 4 is devoted to the
diffusive boundary condition and we will present our new proof of Theorem 1.2. Finally, in Section
5 we will see that Theorem 1.3 comes as a corollary of the previous two theorems and then focus on
the proof of well-posedness of (32), i.e. Theorem 1.4. We conclude this paper with Section 6 where
we prove a lemma of convergence of test functions which is useful in the previous three sections, we
chose to prove this lemma in a independent section to avoid repetitions and to emphasise on the
convergence of operators in the other sections.
2 Preliminary results
2.1 A priori estimates
Let us recall the following classical result which shows the convergences of fε, solution to (8)-(5),
toward the thermodynamical equilibrium, i.e. the kernel of L:
Lemma 2.1. Let fin be in L
2
F−1(Ω × R
N ). The weak solution fε of (8) with boundary condition
(5) satisfies, up to a subsequence
fε → ρ(t, x)F (v) weakly in L∞(0,+∞;L2F−1(Ω× R
N ))
where ρ(t, x) is the weak limit of ρε(t, x) =
∫
RN
fε dv and, moreover,
‖fε − ρεF‖L2
F−1
(Ω×RN )→ 0 as ε→ 0.
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This lemma is proved by using equation (8) to control the weighted L2F -norm of the solution
fε, using formal estimates of the trace that follow from the boundary conditions. In an effort of
concision we will not repeat this proof here and refer the interested reader e.g. to [4] and [5] for the
proofs in the cases α = 0 and α = 1 respectively, the proof for any α ∈ (0, 1) is a direct corollary of
those two particular cases.
2.2 The free transport equation
In this section we consider the free transport equation in a bounded domain Ω with specular reflec-
tions on the boundary and initial data uniform in velocity
∂tf + v · ∇xf = 0 in R+ × Ω× R
d
f(0, x, v) = fin(x) in Ω× R
d
γ−f(t, x, v) = γ+f
(
t, x, v − 2(v · n(x))n(x)
)
on R+ × Γ−
(34)
This equation will play a crucial role in the study of the asymptotic behaviour of Linear Boltzmann
with specular reflections in Section 3. In particular, we are interested in the propagation of Sobolev
regularity and our requirement for such propagation will give rise to our definition of admissible
domain Ω for which Theorem 1.1 holds. Although the general propagation of Sobolev (or Hölder)
regularity for this transport equation is still an open question, we do have some results on the
regularity of the spatial flow which are sufficient in the context of fractional diffusion limits and
which we shall recall now.
The characteristic equation associated with (34) reads
X˙t = Vt, X0 = x,
V˙t = 0, V0 = v,
Vt+ = RXt(Vt− ) for all t such that Xt ∈ ∂Ω.
with Ry(w) = w− 2(w · n(y))n(y) is the specular reflection operator, with n(y) the outward normal
vector at y ∈ ∂Ω. We denote Ft the flow of our transport problem: for all (t, x, v) ∈ R+ × Ω × R
d
we have Ft(x, v) := (Xt(x, v), Vt(x, v)). We then have the following existence result from [12]
Theorem 2.2 (Theorem 3, [12]). Let us call ζ the function such that
Ω = {x ∈ Rd/ζ(x) < 0} and ∂Ω = {x ∈ Rd/ζ(x) = 0}.
If ζ has a bounded third derivative and nowhere vanishing curvature in the sense that there exists a
constant Cζ > 0 such that for all ξ ∈ R
d:
d∑
i,j=1
ξi
∂2ζ
∂xi∂xj
ξj ≥ Cζ |ξ|
2 (35)
then Ft(x, v) is well defined for all (x, v) ∈ Ω× R
d.
Morally, the strong convexity assumption (35) ensures that the grazing trajectories stay confined
to the grazing set and do not transport singularities inside the domain.
Now that we have existence, we restrict our investigation to the spatial flow at time t = 1, namely
we define a function η as, for all (x, v) ∈ Ω× Rd
η(x, v) = Xt=1(x, v). (36)
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This function η was introduced and studied in [4], it represents the end point of a trajectory that
starts at x ∈ Ω with velocity v ∈ Rd, moves straightforward at constant velocity v, is specularly
reflected upon hitting the boundary, and stops at time t = 1, i.e. when the length of the trajectory
travelled is equal to the norm of the initial velocity |v|. When Ω is a half-space, η has a simple
explicit expression mentioned above in (11). When Ω is a ball, one can also express η rather
explicitly although the expression is naturally more complicated than in the half-space, we refer the
interested reader to [4, Appendix A] for more details. We will see that η plays a crucial role in the
fractional diffusion limit of linear kinetic equations (such as Linear Boltzmann of fractional Vlasov-
Fokker-Planck models), to the point that it become an integral part of the limit operator LSR as one
can see in (18). As a consequence, it is not surprising that some regularity of η is required in order
to pass to the limit in the kinetic model. This regularity is entirely dependent on the domain Ω so
that it can be seen as an assumption on the domain itself. This leads us to the following definition
of admissible domains.
Definition 2.1. We say that a bounded open domain Ω ⊂ Rd is admissible if
• for all φ ∈ C∞c (Ω¯) such that v · ∇xφ = 0 on ∂Ω :∣∣D2v[φ ◦ η](x, v)∣∣ ∈ L2µ(Ω× V ) (37)
where V ⊂ Rd, µ is radial measure such that µ(V ) <∞ and | · | is any matrix norm,
• the map
(x, v) ∈ Ω× Rd 7→ Ft=1(x, v) =
(
η(x,−v), (v · ∇x)η(x,−v)
)
(38)
has a unitary Jacobian determinant
Note that these conditions are fulfilled if Ω is a ball in Rd, we refer the interested reader to [4,
Lemma A.3, Lemma 5.4] for more details. Moreover, note also the second assumption (38) should
not be absolutely necessary, as long as the Jacobian determinant is finite and never cancels one
should be able to adapt our method and derive similar results.
3 The specular reflection boundary condition
We consider the rescaled Linear Boltzmann equation with specular reflections boundary condition
(8)-(6) on an admissible spatial domain Ω in the sense of Definition 2.1.
Given a test function φ which satisfies γ+φ = B
∗
SR[γ−φ] on Γ+, the weak solution fε of (8) in the
sense of Definition 1.1 satisfies, with Q = (0,+∞)× Ω× Rd∫∫∫
Q
fε∂tφdt dxdv +
∫∫
Ω×Rd
fin(x, v)φ(0, x, v) dxdv
= −ε−2s
∫∫∫
Q
[
fε
(
εv · ∇xφ− ν0φ
)
+ ν0ρεF (v)φ
]
dt dxdv.
(39)
We introduce the operator Aε defined as
Aε = εv · ∇x − ν0Id (40)
on the domain
D(Aε) = {φ ∈ L
2
F (Ω× R
d) : v · ∇xφ ∈ L
2
F (Ω× R
d) and γ+φ = B
∗
SR
[γ−φ] on Γ+}. (41)
We then have the following proposition concerning the inverse of Aε:
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Proposition 3.1. Given ψ ∈ D
(
[0,+∞)× Ω¯), the function φε := A
−1
ε [ν0ψ] can be expressed, using
η : Ω× Rd 7→ Ω¯ defined in (36), as
φε(t, x, v) =
∫ +∞
0
e−ν0τν0ψ
(
t, η(x, ετv)
)
dτ. (42)
Proof. In this proof we omit the variable t which is just a parameter since Aε does not act on t. It
is easy to check that the boundary condition in (41) is satisfied by φε: for any (x, v) ∈ ∂Ω× R
d we
have η(x, v) = η(x,Rxv) so that
φε
(
x,Rxv
)
=
∫ +∞
0
e−ν0τν0ψ
(
η(x, ετRxv)
)
dτ
=
∫ +∞
0
e−ν0τν0ψ
(
η(x, ετv)
)
dτ
= φε(t, x, v).
To prove that φε inverses the operator Aε, we first notice that for fixed (x, v) ∈ Ω× R
d we have
d
dτ
[
e−ν0τν0ψ
(
η(x, ετv)
)]
= −ν0e
−ν0τν0ψ
(
η(x, ετv)
)
+ e−ν0τν0εv · ∇vη(x, ετv) · ∇ψ
(
η(x, ετv)
)
where ∇vη = ∇xη by construction of η and, moreover we recognise
εv · ∇xη(x, ετv)∇ψ
(
η(x, ετv)
)
= εv · ∇x
[
ψ
(
η(x, ετv)
)]
hence
d
dτ
[
e−ν0τν0ψ
(
η(x, ετv)
)]
= −
(
ν0 − εv · ∇x
)[
e−ν0τν0ψ
(
η(x, ετv)
)]
= Aε
[
e−ν0τν0ψ
(
η(x, ετv)
)]
.
A simple integration by parts in τ concludes the proof since ψ
(
η(x, ετv)
)
|τ=0= ψ(x), namely:(
ν0 − εv · ∇x
)
φε(x, v) =
∫ +∞
0
(
ν0 − εv · ∇x
)[
e−ν0τν0ψ
(
η(x, ετv)
)]
dτ
= −
∫ +∞
0
d
dτ
[
e−ν0τν0ψ
(
η(x, ετv)
)]
dτ
= ψ(x).
The weak formulation of equation (8) with a test function φε = A
−1
ε [ν0ψ] for a given ψ ∈
D([0, T )× Ω¯) then reads, since F is normalised:∫∫∫
Q
fε∂tφε dt dxdv +
∫∫
Ω×Rd
fin(x, v)φε(0, x, v) dxdv = −
∫∫
R+×Ω
ρεL
ε[ψ] dxdt (43)
where Lε is defined as
Lε[ψ](t, x) := ε−2sν0
∫
Rd
(
φε(t, x, v) − ψ(t, x)
)
F (v) dv
= ε−2sν0
∫
Rd
∫ +∞
0
e−ν0τν0
(
ψ
(
η(x, ετv)
)
− ψ(x)
)
F (v) dτ dv
= ε−2s
∫ +∞
0
∫
Rd
e−ν0τν20
(
ψ
(
η(x, εw)
)
− ψ(x)
)
τ−dF
(w
τ
)
dw dτ
= ε−2s
∫
Rd
(
ψ
(
η(x, εw)
)
− ψ(x)
)
F1(w) dv. (44)
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where we used the substitution w = τv and F1 is defined as
F1(w) :=
∫ +∞
0
e−ν0τν20τ
−dF
(w
τ
)
dτ. (45)
3.0.1 Macroscopic limit, proof of Theorem 1.1
To establish the fractional diffusion approximation we want to take the limit in this weak formu-
lation. The convergence of the terms in the left-hand-side of the weak formulation follow from the
convergence of φε to ψ which we will show in a more general setting in the Section 6 in order to
avoid repetitions.
The main difficulty in passing to the limit in (43) lies therefore in the convergence of the Lε operator.
We introduce the set Ds defined as
D
s =
{
ψ ∈ C∞c ([0,+∞)× Ω¯) such that if s ≥ 1/2 then ∇xψ(t, x) · n(x) = 0 for all x ∈ ∂Ω
}
(46)
and we have the following convergence result
Proposition 3.2. For any ψ ∈ Ds we have
Lε[ψ] −→
ε→0
LSR[ψ] strongly in L
2((0,+∞)× Ω)
with LSR defined in (18).
Proof. We first notice that we have
LSR[ψ](x) = γ1P.V.
∫
Rd
[
ψ
(
η(x, v)
)
− ψ(x)
] 1
|v|d+2s
dv
= ε−2sP.V.
∫
Rd
[
ψ
(
η(x, εw)
)
− ψ(x)
] γ1
|w|d+2s
dw
We can then write
Lε[ψ](x) − LSR[ψ](x) = ε
−2sP.V.
∫
Rd
[
ψ
(
η(x, εw)
)
− ψ(x)
]
G(w) dw
with G(w) = F1(w) −
γ1
|w|d+2s
which behaves as:
Lemma 3.3. If F satisfies (3), then G(w) = F1(w) −
γ1
|w|d+2s
with F1 is defined in (45) , satisfies
for all |w| ≤ 1, |G(w)| ≤
C
|w|d+2s
and for all |w| > 1, |G(w)| ≤
C
|w|d+4s
(47)
Proof. We start by noticing that
γ
∫ +∞
0
e−ν0τν20τ
2s dτ = γν1−2s0 Γ(2s+ 1) = γ1
hence
G(w) =
∫ ∞
0
e−ν0τν20
(
τ−dF
(w
τ
)
−
γτ2s
|w|d+2s
)
dτ.
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For |w| ≤ 1, we can write using (3) again
|G(w)| ≤
∫ |w|
0
e−ν0τν20τ
2s
(
τ−d−2sF
(w
τ
)
−
γ
|w|d+2s
)
dτ
+
1
|w|d+2s
∫ +∞
|w|
e−ν0τν20τ
2s
( |w|d+2s
τd+2s
F
(w
τ
)
− γ
)
dτ
≤
∫ |w|
0
e−ν0τν20 |w|
2s C
|w|d+4s
dτ
+
1
|w|d+2s
∫ +∞
0
e−ν0τν20τ
2s
∣∣∣‖F‖L∞−γ∣∣∣dτ
≤
Cν20
|w|d+2s−1
+
ν1−2s0 Γ(2s+ 1)
|w|d+2s
∣∣∣‖F‖L∞−γ∣∣∣
and the control of G for small velocity follows. For |w| ≥ 1, we have using (3)
|G(w)| ≤
∫ |w|
0
e−ν0τν20τ
2s C
|w|d+4s
dτ + (‖F‖L∞−γ)
∫ +∞
|w|
e−ν0τν20τ
2s dτ
≤
C
|w|d+4s
+ Ce−ν0|v|/2
which concludes the proof.
Back to the proof of Proposition 3.2, we now split the L2-norm in two as follows∫
Ω
(
Lε[ψ](x) − LSR[ψ](x)
)2
dx =
∫
Ω
(
ε−2s
∫
Rd
[
ψ
(
η(x, εw)
)
− ψ(x)
]
G(w) dw
)2
dx
≤ 2
∫
Ω
(
ε−2s
∫
|w|<1
[
ψ
(
η(x, εw)
)
− ψ(x)
]
G(w) dw
)2
dx
+ 2
∫
Ω
(
ε−2s
∫
|w|>1
[
ψ
(
η(x, εw)
)
− ψ(x)
]
G(w) dw
)2
dx
:= 2I−ε + 2I
+
ε .
For the integral I+ε , the convergence follows from the decay of G, namely we have using the Cauchy-
Schwarz inequality
I+ε ≤ ε
−4s
(∫
|w|>1
G(w) dw
)(∫
Ω
∫
|w|>1
[
ψ
(
η(x, εw)
)
− ψ(x)
]2
G(w) dw dx
)
where, using Lemma 3.3 we have ∫
|w|>1
G(w) dw ≤ Cε4s.
Moreover, with Fubini and Assumption 2 in Definition 2.1 (licit since the domain {|w| > 1} is
radially symmetric, hence stable by the change of variable), we get∫
Ω
∫
|w|>1
[
ψ
(
η(x, εw)
)
− ψ(x)
]2
G(w) dw dx ≤ 2‖ψ‖L2(Ω)
∫
|w|>1
G(w) dw
≤ C‖ψ‖L2(Ω)ε
4s
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and the convergence I+ε → 0 follows since ψ ∈ L
2(Ω).
For the integral I−ε , the convergence follows from the regularity of ψ and η stated in Assumption
1 of Definition 2.1. In particular, a direct corollary of the proof of [4, Lemma A.3] shows that if ψ
belongs to Ds with s ≥ 1/2 then D2v
[
ψ(η)
]
∈ L2µ(Ω× V ) for V ⊂ R
d if µ is radial and µ(V ) < +∞.
Let us focus on the case s ≥ 1/2 as it is the most difficult one, we will talk about the case s < 1/2
later on.
A second order Taylor expansion yields
ψ
(
η(x, εw)
)
− ψ(x) = −εw · ∇[ψ(η)](x, 0) +
∫ 1
0
(1− τ)D2v[ψ(η)](x, ετw)(εw, εw) dτ
= −εw · ∇ψ(x) +
∫ 1
0
(1− τ)D2v [ψ(η)](x, ετw)(εw, εw) dτ
where we notice that since G is radial∫
|w|<1
w · ∇ψ(x)G(w) dw = 0.
Hence I−ε can be controlled by
I−ε ≤
∫
Ω
(
ε−2s
∫
|w|<1
∫ 1
0
|εw|2
∣∣D2v[ψ(η)](x,−ετw)∣∣G(w) dτ dw)2 dy
≤ Cε4−4s‖D2v[ψ(η)]‖
2
L2
|w|2G(w)
(Ω×B)
where B is the unit ball centred at 0. Since G(w) ≤ C
|w|d+2s
for |w| < 1, we have
∫
B
|w|2G(w) dw <
C <∞ hence I−ε converges to 0.
To conclude this proof, we need to make some remarks about the assumptions on ψ. As mentioned
in Assumption 1 of Definition 2.1, we need to assume that ψ satisfies v · ∇xψ = 0 on ∂Ω in order to
control the second derivatives in weighted L2 space. However, in the definition of Ds we only assume
this boundary condition on ψ if s ≥ 1/2. For s < 1/2 we do not need this assumption because we
can simplify the proof of convergence of I−ε using a first order Taylor expansion instead of a second
order due to the fact that 2− 4s > 0. In fact, since ∇v[ψ(η)] is uniformly bounded, see [4, Lemma
A.3], we can actually conclude the proof for any ψ ∈ H1. This difference between s ≥ 1/2 and
s < 1/2 is due to the fact that for s ≥ 1/2, a function ψ ∈ Hs(Ω) has a L2-trace on ∂Ω, and it plays
a crucial role in the proof of uniqueness of distributional solutions in [4].
With Proposition 3.2 and Lemma 6.1 we can take the limit in the weak formulation (43) and see
that the limit ρ satisfies, for all ψ ∈ Ds:∫∫
[0,T )×Ω
ρ
(
∂tψ + LSR[ψ]
)
dt dx+
∫
Ω
ρin(x)ψ(0, x) dx = 0. (48)
Moreover, we have proved in [4, Theorem 1.6] that such distributional solution is unique, and it is in
fact a weak solution in the sense that it satisfies (48) for all ψ ∈ W 1,∞(0, T ;HsSR(Ω)) and it belongs
to L2(0,+∞,HsSR(Ω)). This concludes the proof of Theorem 1.1.
4 The diffusive boundary condition
We consider the rescaled Linear Boltzmann equation (8) with the diffusive boundary condition (7)
in the half-space Ω = Rd+ with equilibrium F satisfying (3) with s > 1/2 in order for the constant
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c0 in the diffusive boundary condition to be well defined.
Given a test function φ ∈ D(Ω¯ × Rd) such that γ+φ = B
∗
D[γ−φ] on Γ+, where B
∗
D is given by (16),
the weak solution fε of (8)-(7) satisfies, with Q = (0,+∞)× Ω× R
d:∫∫∫
Q
fε∂tφdt dxdv +
∫∫
Ω×Rd
fin(x, v)φ(0, x, v) dxdv
= −ε−2s
∫∫∫
Q
[
fε
(
εv · ∇xφ− ν0φ
)
+ ν0ρεF (v)φ
]
dt dxdv.
(49)
We introduce the operator Aε defined as
Aεφ = ν0φ− εv · ∇xφ (50)
on the domain
D(Aε) =
{
φ ∈ L2, v · ∇xφ ∈ L
2, γ+φ = B
∗
D
[γ−φ] on Γ+
}
. (51)
We recall that the forward exit point and time xf and τf are defined in (24) and we will also write
τεf (x, v) = τf (x, εv) and note that xf (x, v) = xf (x, εv) by definition. We then have the following
proposition:
Proposition 4.1. Given ψ ∈ D
(
[0,+∞)× Ω¯), the function φε := A
−1
ε [ν0ψ] can be expressed as
φε(t, x, v) =
∫ τεf
0
ν0e
−ν0τψ(x+ ετv) dτ
+ e−ν0τ
ε
f c0
∫
w·n(xf)<0
∫ +∞
0
ν0e
−ν0τψ(xf + ετw)F (w)|w · n(xf )| dτ dw
(52)
where τεf = τ
ε
f (x, v) and xf = xf (x, v).
Proof of Proposition 4.1. The fact that φε satisfies the boundary condition of D(Aε) is rather
straightforward since, for all (x, v) ∈ Γ+, τ
ε
f (x, v) = 0 hence
γ+φε(t, x, v) = c0
∫
w·n(x)<0
∫ +∞
0
ν0e
−ν0τψ(x+ ετw)F (w)|w · n(x)| dτ dw
= c0
∫
w·n(x)<0
γ−φε(x,w)F (w)|w · n(x)| dw
= B∗D[γ−φε]
using the fact that, since Ω is half space, for any (x,w) ∈ Γ− we have τ
ε
f (x,w) = +∞ hence
γ−φε(x,w) =
∫ +∞
0
ν0e
−ν0τψ(x + ετw) dτ.
Now, let us recall that v · ∇xτf (x, v) = −1 and v · ∇xxf (x, v) = 0, proofs of which can be found in
[11] in the case of backwards exit time and point (obviously equivalent to the forward ones through
the substitution v → −v). Let us now check that Aεφε = ν0ψ by computing the following: for
(x, v) ∈ Ω¯× Rd:
εv · ∇xφε(x, v) = −ν0e
−ν0τ
ε
fψ(xf ) +
∫ τεf
0
ν0e
−ν0τεv · ∇xψ(x+ ετv) dτ
+ ν0e
−ν0τ
ε
f c0
∫
w·n(xf )<0
∫ +∞
0
ν0e
−ν0τψ(xf + ετw)F (w)|w · n(xf )| dτ dw
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where
εv · ∇xψ(x+ ετv) =
d
dτ
[
ψ(x+ ετv)
]
hence integration by parts yields
εv · ∇xφε(x, v) = −ν0e
−ν0τ
ε
fψ(xf ) +
∫ τεf
0
ν20e
−ν0τεv · ∇xψ(x+ ετv) dτ + ν0e
−ν0τ
ε
fψ(xf )− ν0ψ(x)
+ ν0e
−ν0τ
ε
f c0
∫
w·n(xf)<0
∫ +∞
0
ν0e
−ν0τψ(xf + ετw)F (w)|w · n(xf )| dτ dw
= −ν0ψ(x) + ν0φε(x, v)
which concludes the proof.
The weak formulation (62) with test function φε = A
−1
ε [ν0ψ] expressed in the previous proposition
then reads∫∫∫
Q
(
fε∂tφε + ε
−2sρεν0(φε − ψ)F (v)
)
dt dxdv =
∫∫
Ω×Rd
finφε(0, x, v) dxdv.
Using the definition of φε, we can write the following:∫
Rd
ν0(φε − ψ)F (v) dv =
∫
Rd
[ ∫ τεf
0
ν0e
−ν0τ
(
ψ(x+ ετv)− ψ(x)
)
dτ + e−ν0τ
ε
f
(
ψ(xf )− ψ(x)
)
+ e−ν0τ
ε
f c0
∫
w·n<0
∫ +∞
0
ν0e
−ν0τ
(
ψ(xf + ετw) − ψ(xf )
)
F (w)|w · n| dτ dw
]
ν0F (v) dv.
We decompose this expression in three parts. First, we define the operator Lε as:
Lε[ψ](x) :=ε
−2s
∫
Rd
∫ τεf
0
ν20e
−ν0τ
(
ψ(x+ ετv)− ψ(x)
)
dτF (v) dv
= ε−2s
∫ +∞
0
∫
x+ετv∈Ω
ν20e
−ν0τ
(
ψ(x+ ετv)− ψ(x)
)
F (v) dv dτ
= ε−2s
∫ +∞
0
∫
x+εz∈Ω
ν20e
−ν0τ
(
ψ(x+ εz)− ψ(x)
)
τ−dF
(z
τ
)
dv dτ
= ε−2s
∫
x+εz∈Ω
(
ψ(x+ εz)− ψ(x)
)
F1(z) dz (53)
with F1 defined in (45). Second, we define κε as
κε[ψ](x) =
∫
Rd
ν0e
−ν0τ
ε
f
(
ψ(xf )− ψ(x)
)
F (v) dv. (54)
And finally, we notice that
ε−2sc0
∫
Rd
ν0e
−ν0τ
ε
fF (v)
∫
w·n<0
∫ +∞
0
ν0e
−ν0τ
(
ψ(xf + ετw) − ψ(xf )
)
F (w) dτ |w · n| dw dv
= ε−2sc0
∫
Rd
ν0e
−ν0τ
ε
fF (v)
∫ +∞
0
∫
w·n<0
(
ψ(xf + εw)− ψ(xf )
)
ν0e
−ν0τ τ−d−1F
(w
τ
)
dτ |w · n| dw dv
= ε−2sc0
∫
Rd
ν0e
−ν0τ
ε
fF (v)
∫
w·n<0
(
ψ(xf + εw)− ψ(xf )
)
F0(w)|w · n| dw dv
17
where
F0(w) =
∫ +∞
0
ν0e
−ν0ττ−d−1F
(w
τ
)
dτ. (55)
We introduce the substitution Pε defined as
Pε : (x, v) ∈ Ω× R
d 7→ (y, τ, v) =
(
xf (x, v), τ
ε
f (x, v), v
)
∈ ∂Ω× R+ × {v ∈ R
d, v · n(xf ) < 0} (56)
for which we have, using the expressions of ∇xf and ∇τf deduced from [11], det∇P
−1
ε = ε|v · n(y)|
and x becomes x = y + ετv. We get∫
Ω
ρε(x)ε
−2sc0
∫
Rd
ν0e
−ν0τ
ε
fF (v)
∫
w·n<0
(
ψ(xf + εw)− ψ(xf )
)
F0(w)|w · n| dw dv dx
=
∫
∂Ω
(
c0
∫
v·n<0
∫ +∞
0
ρε(y − ετv)ν0e
−ν0τF (v)|v · n| dτ dv
)
×
(
ε1−2s
∫
w·n<0
(
ψ(y + εw)− ψ(y)
)
F0(w)|w · n(y)| dw
)
dσ(y)
=
∫
∂Ω
A−1ε [ν0ρε](y, ·)D
2s−1
ε [ψ](y) · n(y) dσ(y)
where we recover the operator D2s−1ε defined in [5] as
D2s−1ε [ψ](y) = ε
1−2sc0
∫
w·n<0
(
ψ(y + εw) − ψ(y)
)
F0(w)|w · n(y)| dw.
Note that A−1ε [ν0ρε](y, ·) = A
−1
ε [ν0ρε](y, v) for all (y, v) ∈ Γ−, independent of v because of the
operator B∗
D
.
Altogether, the weak formulation of (8)-(7) becomes∫∫∫
Q
fε∂tφε dt dxdv −
∫∫
Ω×Rd
finφε(0, x, v) dxdv
= −
∫∫
R+×Ω
ρε
(
Lε[ψ](x) + κε[ψ(x)]
)
dt dx−
∫
R+×∂Ω
A−1ε [ν0ρε](y, ·)D
2s−1
ε [ψ](y) · n(y) dσ(y) dt.
(57)
Remark 4.2. We notice that ν0e
−ν0τ
ε
f =
∫ +∞
τε
f
ν20e
−ν0τ dτ hence we see that we recover here the
operator Lε defined in [5]. Indeed, if we defined an extension ψ˜(x+ εv, v) = ψ(x+ εv) if x+ εv ∈ Ω
and ψ˜(x+ εv, v) = ψ(xf (x, v)) is x+ εv /∈ Ω then we have
Lε[ψ](x) + κε[ψ](x) = L
ε[ψ](x) = ε−2s
∫
Rd
(
ψ˜(x + εv, v)− ψ(x)
)
F1(v) dv.
4.0.1 Macroscopic limit, proof of Theorem 1.2
We know wish to take the limit in (57) as ε goes to 0. We will prove the convergence of the terms
on the left-hand-side in a more general setting in Section 6 so we focus now on the terms on the
right-hand-side.
Proposition 4.3. For all ψ ∈ L∞(0, T ;H2(Ω)) such that Lψ ∈ L2(R+ × Ω) we have
Lε[ψ](t, x)→ −γd,s
(
−∆
)s
Ω
[ψ](t, x) in L2((0, T )× Ω)-strong for all T > 0. (58)
κε[ψ](t, x)→ κ[ψ](t, x) in L
2((0, T )× Ω)-strong for all T > 0. (59)
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Proof. As mentioned in Remark 4.2 above, the complete operator Lε + κε was already studied in
[5]. In particular, it was proved in [5, Proposition 2.2] that
Lε[ψ](t, x) + κε[ψ](t, x)→ −γd,s
(
−∆
)s
Ω
[ψ](t, x) + κ[ψ](t, x) in L2((0, T )× Ω)-strong for all T > 0
so we will only show (58) to prove Proposition 4.3.
Let us first notice that we can write
(
−∆
)s
Ω
[ψ] as
−γd,s
(
−∆
)s
Ω
[ψ](x) = γ1P.V.
∫
x+v∈Ω
ψ(x+ v)− ψ(x)
|v|d+2s
dv
= ε−2sP.V.
∫
x+εv∈Ω
(
ψ(x+ εv)− ψ(x)
) γ1
|v|d+2s
dv.
We can then write (omitting the t variable for the sake of clarity)∫
Ω
(
Lε[ψ](x) + γd,s
(
−∆
)s
Ω
[ψ](x)
)2
dx =
∫
Ω
(
ε−2s
∫
x+εv∈Ω
(
ψ(x + εv)− ψ(x)
)
G(v) dv
)2
dx
≤ 2
∫
Ω
(
ε−2s
∫
x+εv∈Ω, |εαv|<1
(
ψ(x+ εv)− ψ(x)
)
G(v) dv
)2
dx
+ 2
∫
Ω
(
ε−2s
∫
x+εv∈Ω, |εαv|>1
(
ψ(x+ εv)− ψ(x)
)
G(v) dv
)2
dx
:= 2I−ε + 2I
+
ε
for some α ∈ (0, 1) to be chosen later on, and with G(v) = F1(v)−
γ1
|v|d+2s
whose behaviour is given
by Lemma 3.3. The convergence of I+ε follows from the decay of G:
I+ε ≤ ε
−4s
(∫∫
x+εv∈Ω, |εαv|>1
(
ψ(x + εv)− ψ(x)
)
G(v) dv dx
)(∫
|εαv|>1
G(v) dv
)
where on the one hand ∫
|εαv|>1
G(v) dv ≤ Cε4sα
and on the other, with the substitution x→ y = x+ εv ∈ Ω∫∫
x+εv∈Ω, |εαv|>1
(
ψ(x+ εv)− ψ(x)
)
G(v) dv dx ≤ C‖ψ‖L2(Ω)
∫
|εαv|>1
G(v) dv
≤ Cε4sα‖ψ‖L2(Ω)
hence I+ε ≤ Cε
4sα‖ψ‖L2(Ω). The convergence of I
−
ε follows from the regularity of ψ. A second order
Taylor expansion reads
ψ(x+ εv)− ψ(x) = εv · ∇xψ(x) +
∫ 1
0
(1− τ)D2xψ(x+ ετv)(εv, εv) dτ.
For the first order term, we notice that since Ω is a half-space, for any fixed x the set {v : x+ εv ∈
Ω, |εαv| < 1} is invariant by the substitution v = (v′, vd)→ v˜ = (−v
′, vd) hence, by symmetry of G,
P.V.
∫
x+εv∈Ω, |εαv|<1
vi∇xψ(x)G(v) dv = 0 for all i = 1, . . . , d− 1.
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As a result, we have
P.V.
∫
x+εv∈Ω, |εαv|<1
εv · ∇xψ(x)G(v) dv = P.V.
∫
x+εv∈Ω, |εαv|<1
εvd∂nψ(x)G(v) dv
where ∂n is the normal derivative at the boundary, i.e. the derivative with respect to xd. Moreover,
if εvd < xd then both x+εv ∈ Ω and x−εv ∈ Ω so again the integral cancels thanks to the symmetry
of G, we are left with
P.V.
∫
x+εv∈Ω, |εαv|<1
εv · ∇xψ(x)G(v) dv ≤ C1{xd<ε1−α}∂nψ(x)ε
∫
ε−1xd<vd<ε−α
vdG(v) dv
≤ C1{xd<ε1−α}∂nψ(x)ε
(∫
ε−1xd<vd<1
vdG(v) dv +
∫
1<vd<ε−α
vdG(v) dv
)
≤ C1{xd<ε1−α}∂nψ(x)ε
(
ε2s−1x1−2sd + ε
4sα
)
≤ Cε2s1{xd<ε1−α}x
1−2s
d ∂nψ(x)
where we used Lemma 3.3 to estimates the integrals. This yields, for I−ε :
I−ε ≤ C
∫
Ω
(
1{xd<ε1−α}x
1−2s
d ∂nψ(x) + ε
−2s
∫
x+εv∈Ω, |εαv|<1
|εv|2
∫ 1
0
∣∣D2xψ(x+ ετv)∣∣2G(v) dv)2 dx
≤ Cε1−α
∫
Ω
∣∣x1−2sd ∂nψ∣∣2 dx+ ε4−4s‖D2xψ‖2L2(Ω)(∫
|εαv|<1
|v|2G(v) dv
)2
which goes to 0 when ε goes to 0 for all α < 1 because it was proved in [5, Proposition 3.3] that the
assumption L[ψ] ∈ L2(Ω) implies ∫
Ω
∣∣x1−2sd ∂nψ∣∣2 dx < +∞.
Remark 4.4. Note that this proof of (58) is actually rather similar to the one of [5, Proposition
2.2], the main difference is that we do not use here the extension ψ˜ defined in Remark 4.2. One could
also prove (59) directly without using the extension, the arguments of this proof would be analogous
to the proof of (58) which is why we chose not to write it here as to avoid unnecessary repetitions.
Proposition 4.5. For all ψ such that L[ψ] ∈ L2(Ω) and D2s−1[ψ](y) · n(y) = 0 on ∂Ω
lim
ε→0
ε−1
∫
∂Ω
∣∣∣D2s−1ε [ψ](y) · n(y)∣∣∣2 dσ(y) = 0 (60)
Proof. We recall that D2s−1 is defined in (25). We introduce the notation G0(w) = |F0(w)−
γ0
|w|d+2s
|
which satisfies:
∀w ∈ Rd : G0(w) ≤
C
|w|d+2s
and ∀|w| > 1 : G0(w) ≤
C
|w|d+4s
. (61)
Note that these estimates can be proved via is a simpler version of the proof of Lemma 3.3 so we
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will not write the proof explicitly. Since D2s−1[ψ](y) · n = 0 on ∂Ω we can write
ε−1
∫
∂Ω
∣∣∣D2s−1ε [ψ](y) · n(y)∣∣∣2 dσ(y)
= ε−1
∫
∂Ω
(
ε1−2sc0
∫
w·n<0
(
ψ(y + εw)− ψ(y)
)(
F0(w) −
γ1
|w|d+2s
)
|w · n| dw
)2
dσ(y)
≤ 2ε−1
∫
∂Ω
(
ε1−2sc0
∫
w·n<0, |εw|<1
(
ψ(y + εw)− ψ(y)
)
G0(w)|w · n| dw
)2
dσ(y)
+ 2ε−1
∫
∂Ω
(
ε1−2sc0
∫
w·n<0, |εw|>1
(
ψ(y + εw)− ψ(y)
)
G0(w)|w · n| dw
)2
dσ(y)
:= I−ε + I
+
ε
For I+ε , we use the decay of G0 with the substitution w → z = εw to write
I+ε ≤ Cε
−1
∫
∂Ω
(∫
z·n<0, |z|>1
(
ψ(y + z)− ψ(y)
)
ε−d−2sG0
(z
ε
)
|z · n| dz
)2
dσ(y)
≤ Cε−1
∫
∂Ω
(∫
z·n<0, |z|>1
(
ψ(y + z)− ψ(y)
) ε2s
|z|d+4s
|z · n| dz
)2
dσ(y)
≤ Cε4s−1
∫
∂Ω
(∫
z·n<0, |z|>1
(
ψ(y + z)− ψ(y)
)2 γ1
|z|d+4s
|z · n| dz
)(∫
|z|>1
|z · n|
|z|d+4s
dz
)
dσ(y)
≤ Cε4s−1
∫
∂Ω
∫
z·n<0, |z|>1
(
ψ(y + z)− ψ(y)
)2 γ1
|z|d+4s
|z · n| dz dσ(y)
≤ Cε4s−1
∫
∂Ω
∫
z·n<0, |z|>1
∫ 1
0
∣∣z · ∇ψ(y + τz)∣∣2 dτ γ1
|z|d+4s
|z · n| dz dσ(y)
With the substitution P−11 : (y, τ, z) ∈ ∂Ω× [0, 1]× R
d → (y + τz, z) ∈ Ω× Rd, this yields
I+ε ≤ Cε
4s−1
∫
Ω
∫
z·n<0, |z|>1
∣∣∇ψ(x)∣∣2 γ1|z|2
|z|d+4s
dz dx
≤ Cε4s−1‖∇ψ‖L2(Ω)
For I−ε we want to use the regularity of ψ through a second order Taylor expansion. However, since
we integrate on Γ−, we need to isolate the normal derivative so we write w = (w
′, wd) ∈ R
d−1×R+.
Furthermore, with the notation w˜ = (−w′, wd) we have G0(w˜)|w˜ ·n| = G0(w)|w ·n| and the domain
of integration is invariant by the substitution w → w˜ hence∫
w·n<0, |εw|<1
(
ψ(y + εw)− ψ(y)
)
G0(w)|w · n| dw
=
1
2
∫
w·n<0, |εw|<1
(
ψ(y + εw) + ψ(y + εw˜)− 2ψ(x)
)
G0(w)|w · n| dw
=
1
2
∫
w·n<0, |εw|<1
(
εw · ∇ψ(y) +
∫ 1
0
(1− τ)D2ψ(y + ετw)(εw, εw) dτ
+ εw˜ · ∇ψ(y) +
∫ 1
0
(1− τ)D2ψ(y + ετw˜)(εw˜, εw˜) dτ
)
G0(w)|w · n| dw
=
∫
w·n<0, |εw|<1
(
ε(w · n)∂nψ(y) +
∫ 1
0
D2ψ(y + ετw)(εw, εw) dτ
)
G0(w)|w · n| dw.
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Using the Cauchy-Schwarz inequality, this yields
I−ε ≤ 2ε
3−4s
∫
∂Ω
∫
w·n<0, |εw|<1
∣∣∂nψ(y)∣∣2|w · n|2G0(w) dw dσ(y)∫
|εw|<1
|w|2G0(w) dw
+ 2ε5−4s
∫
∂Ω
∫
w·n<0, |εw|<1
∫ 1
0
∣∣D2ψ(y + ετw)∣∣2|w|2G0(w)|w · n| dτ dw ∫
|εw|<1
|w|3G0(w) dw.
where, using the substitution P−1ε : (y, τ, z) ∈ ∂Ω× [0, 1]× R
d → (y + ετz, z) ∈ Ω× Rd, we have∫
∂Ω
∫
w·n<0, |εw|<1
∫ 1
0
∣∣D2ψ(y + ετw)∣∣2|w|2G0(w)|w · n| dτ dw
≤ ε−1
∫
Ω
∫
w·n<0, |εw|<1
∣∣D2ψ(x)∣∣2|w|2G0(w) dw dx
≤ ε−1‖D2ψ‖L2(Ω)
∫
|εw|<1
|w|2G0(w) dw.
Moreover, for α > 2s, the partial α-moment M εα of G0 can be bounded as
M εα(G0) :=
∫
|εw|<1
|w|αG0(w) dw ≤ C
∫
|w|<1
|w|α
|w|d+2s
dw + C
∫
1<|w|<ε−1
|w|α
|w|d+4s
dw = C + Cε4s−α
hence for α = 3 and 1/2 < s < 3/4, M ε3 (G0) = Cε
4s−3, and otherwise M εα(G0) ≤ C < +∞. This
yields
I−ε ≤ Cε
3−4s‖∂nψ‖L2(∂Ω)+ε
5−4sM ε3 (G0)
∫
∂Ω
∫
w·n<0, |εw|<1
∫ 1
0
∣∣D2ψ(y + ετw)∣∣2|w|2G0(w)|w · n| dτ dw.
Finally, if 1/2 < s < 3/4 we get
I−ε ≤ Cε
3−4s‖∂nψ‖L2(∂Ω)+Cε‖D
2ψ‖L2(Ω)
and for s > 3/4 we have
I−ε ≤ Cε
3−4s‖∂nψ‖L2(∂Ω)+Cε
4−4s‖D2ψ‖L2(Ω).
For 1/2 < s < 3/4, this concludes the proof since 3 − 4s > 0, ‖∂nψ‖L2(∂Ω)< C and ‖D
2ψ‖< C
because we assume ψ ∈ H2(Ω). Furthermore, for s > 3/4 we see that 3 − 4s < 0 but in that case
we proved in [5, Proposition 3.3] that ∂nψ(x) = 0 on ∂Ω when s > 3/4 so that ‖∂nψ‖L2(∂Ω)= 0 and
the convergence follows.
Finally, we conclude this section with the proof of Theorem 1.2:
Proof of Theorem 1.2. The only thing left to prove is that∫ T
0
∫
∂Ω
A−1ε [ν0ρε](y, ·)D
2s−1
ε [ψ](y) · n(y) dσ(y) dt −→ 0.
This convergence follows from Proposition 4.5 and the fact that∫
∂Ω
∣∣∣A−1ε [ν0ρε](y, ·)∣∣∣2 dσ(y) = ∫
∂Ω
(
c0
∫
w·n<0
∫ +∞
0
ν0e
−ν0τρε(y + ετw)F (w)|w · n| dw dτ
)2
dσ(y)
≤
∫
∂Ω
∫
w·n<0
∫ +∞
0
ν20e
−2ν0τ
∣∣ρε(y + ετw)∣∣2F (w)|w · n| dτ dw dσ(y)
≤
1
ε
∫
Ω
∫
Rd
|ρε(x)|
2ν20e
−2ν0τ
ε
fF (w) dw dx
≤
1
ε
‖ρε‖L2(Ω).
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5 The Maxwell boundary condition
We consider the rescaled Linear Boltzmann equation (8) with the Maxwell boundary condition (5)
for some α ∈ (0, 1) in the half-space Ω = Rd+ with equilibrium F satisfying (3) and s > 1/2 in order
for the constant c0 in the diffusive boundary condition to be well defined.
Given a test function φ ∈ D(Ω¯ × Rd) such that γ+φ = B
∗
α[γ−φ] on Γ+, where B
∗
α is given by (15),
the weak solution fε of (8)-(5) satisfies, with Q = (0,+∞)× Ω× R
d:∫∫∫
Q
fε∂tφdt dxdv +
∫∫
Ω×Rd
fin(x, v)φ(0, x, v) dxdv
= −ε−2s
∫∫∫
Q
[
fε
(
εv · ∇xφ− ν0φ
)
+ ν0ρεF (v)φ
]
dt dxdv.
(62)
We introduce the operator Aε defined as
Aεφ = ν0φ− εv · ∇xφ (63)
on the domain
D(Aε) =
{
φ ∈ L2, v · ∇xφ ∈ L
2, γ+φ = B
∗
α[γ−φ] on Γ+
}
(64)
Proposition 5.1. Given ψ ∈ D([0, T )× Ω¯) the function φε := A
−1
ε [ν0ψ] can be expressed as
φε(t, x, v) =
∫ τεf
0
ν0e
−ν0τψ(x + ετv) dτ
+ (1− α)e−ν0τ
ε
fA−1ε [ν0ψ](xf ,Rxf v)
+ αe−ν0τ
ε
f c0
∫
w·n(xf)<0
A−1ε [ν0ψ](xf , w)F (w)|w · n(xf )| dw
(65)
where τεf = τ
ε
f (x, v) and xf = xf (x, v).
Proof. The proof of this Proposition is a direct corollary of the proofs of Proposition 3.1 and Propo-
sition 4.1.
We then write the operator in the weak formulation as∫∫∫
Q
ρεε
−2sν0(φε − ψ)F (v) dt dxdv
=
∫∫∫
Q
ρεε
−2sν0
(∫ τεf
0
ν0e
−ν0τ
(
ψ(x+ ετv)− ψ(x)
)
dτ + αe−ν0τ
ε
f
(
ψ(xf )− ψ(x)
))
F (v) dt dxdv
+ (1 − α)
∫∫∫
Q
ρεε
−2sν0e
−ν0τ
ε
f
(
A−1ε [ν0ψ](xf ,Rxf v)− ψ(x)
)
F (v) dt dxdv
+ α
∫∫∫
Q
ρεε
−2sν0e
−ν0τ
ε
f c0
∫
w·n(xf)<0
(
A−1ε [ν0ψ](xf , w)− ψ(xf )
)
|w · n(xf )|F (w) dwF (v) dt dxdv
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Let us regroup these terms in the following way. First of all, we define as usual Lε
SR
as
(1− α)Lε
SR
[ψ](x) := ε−2s(1− α)
∫
Rd
(∫ τεf
0
ν20e
−ν0τ
(
ψ(x+ ετv)− ψ(x)
)
dτ
+ ν0e
−ν0τ
ε
f
(
A−1ε [ν0ψ](xf ,Rxf v)− ψ(x)
))
F (v) dv
= ε−2s(1 − α)
∫
Rd
∫ +∞
0
ν20e
−ν0τ
(
ψ
(
η(x, ετv)
)
− ψ(x)
)
F (v) dτ dv
= ε2s(1− α)
∫
Rd
(
ψ
(
η(x, εv)
)
− ψ(x)
)
F1(v) dv
with F1 defined in (45). Next, we define κ
ε
D
as
ακεD[ψ](x) = ε
−2sα
∫
Rd
ν0e
−ν0τ
ε
f
(
ψ(xf )− ψ(x)
)
F (v) dv
and Lε as
αLε[ψ](x) = ε−2sα
∫
Rd
∫ τεf
0
ν20e
−ν0τ
(
ψ(x+ ετv)− ψ(x)
)
F (v) dτ dv
= ε−2sα
∫
x+εv∈Ω
(
ψ(x+ εv)− ψ(x)
)
F1(v) dv.
Recognising the boundary term of the diffusive case, the weak formulation of (8)-(5) then reads∫∫∫
Q
fε∂tφε dt dxdv +
∫∫
Ω×Rd
finφε(0, x, v) dxdv
= −
∫∫
(0,T )×Ω
ρε
(
(1− α)LεSR[ψ](x) + α(L
ε[ψ](x) + κε[ψ(x)])
)
dt dx
− α
∫
(0,T )×∂Ω
A−1ε [ν0ρε](y, ·)D
2s−1
ε [ψ](y) · n(y) dσ(y) dt.
(66)
The macroscopic limit of this weak formulation then follows from the convergence of test functions
proved in a general setting in Section 6 and the convergences of the operators proved in the previous
sections. More precisely, Proposition (3.2) proves that LεSR[ψ] converges strongly in L
2((0,+∞)×Ω)
to LSR[ψ] defined in (18), Proposition 4.3 proves that L
ε[ψ] + κε[ψ] converges in the same sense
to LD[ψ] defined in (22) and Proposition 4.5 establishes the convergence of the boundary term.
Altogether, we get in the limit that ρ satisfies∫∫
(0,T )×Ω
ρ
(
∂tψ + (1− α)LSR[ψ] + α
(
γd,s
(
−∆
)s
Ω
[ψ] + κ[ψ]
))
dt dx−
∫
Ω
ρinψ(0, x) dx = 0 (67)
for all ψ ∈ W 1,∞(0,+∞;H2(Ω)) such that (1− α)LSR[ψ] + αLD[ψ] ∈ L
2(R+ × Ω) and
D2s−1[ψ](t, x) · n(x) = 0 for all x ∈ ∂Ω.
5.1 Well-posedness of the limit problem, proof of Theorem 1.4
Throughout this section, let us write LM = (1 − α)LSR + αLD for some fixed α ∈ (0, 1). We begin
by the following well-posedness result for the stationary counterpart of (32)
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Theorem 5.2. For all g ∈ L2(Ω) there exists a unique weak solution ψ ∈ D(LM) to{
ψ − LM[ψ] = g in Ω
D2s−1[ψ] · n = 0 on ∂Ω
(68)
where D(LM) is defined in (33).
Proof. Let us first recall some notations and results from [4] and [5]. We define the kernel KΩ,
introduced in [4, Proposition 5.1], as
KΩ(x, y) :=
γ1
|x− y|d+2s
+
γ1
|(x′ − y′, xd + yd)|d+2s
with notations x = (x′, xd) ∈ R
d−1 × R+. With this kernel we can write an integration by parts
formula for LSR: for all ϕ, ψ ∈ D(LSR)∫
Ω
ϕ(x)LSR[ψ](x) dx =
∫
Ω
ψ(x)LSR[ϕ](x) dx
= −
γ1
2
P.V.
∫∫
Ω×Ω
(
ϕ(y)− ϕ(x)
)(
ψ(y)− ψ(x)
)
KΩ(x, y) dxdy.
Moreover, recall [5, Lemma 2.4] which states that LD[ψ] = ∇x · D
2s−1[ψ].
A classical solution ϕ to (68) then satisfy∫
Ω
ϕψ dx+
1
2
(1 − α)γ1
∫∫
Ω×Ω
(
ϕ(y)− ϕ(x)
)(
ψ(y)− ψ(x)
)
KΩ(x, y) dxdy + α
∫
Ω
D2s−1[ϕ] · ∇ψ dx
=
∫
Ω
ϕg dx.
(69)
for all ψ ∈ D(Ω¯). We thus introduce the following bilinear form
a(ϕ, ψ) =
∫
Ω
ϕ(x)ψ(x) dx +
1
2
(1− α)γ1
∫∫
Ω×Ω
(
ϕ(y)− ϕ(x)
)(
ψ(y)− ψ(x)
)
KΩ(x, y) dxdy
+ α
∫
Ω
D2s−1[ϕ] · ∇ψ dx.
We can actually decompose the operator a as
a(ϕ, ψ) = (1 − α)aSR(ϕ, ψ) + αaD(ϕ, ψ)
with
aSR(ϕ, ψ) :=
∫
Ω
ϕ(x)ψ(x) dx +
γ1
2
P.V.
∫∫
Ω×Ω
(
ϕ(y)− ϕ(x)
)(
ψ(y)− ψ(x)
)
KΩ(x, y) dxdy,
aD(ϕ, ψ) :=
∫
Ω
ϕ(x)ψ(x) dx +
∫
Ω
D2s−1[ϕ] · ∇ψ dx
These two bilinear operators have been introduced and studied in [4, Theorem 1.6] and [5, Propo-
sition 4.1] respectively. In particular they are both symmetric, continuous on Hs(Ω) ×Hs(Ω) and
are bounded above and below by the Hs-norm hence we have
c‖ϕ‖Hs(Ω)≤ a(ϕ,ϕ) ≤ C‖ϕ‖Hs(Ω) ∀ϕ ∈ H
s(Ω)
for some positive constants c and C depending only on Ω and s.
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Remark 5.3. Note that, as presented in [4], ϕ→ aSR(ϕ,ϕ) is actually the natural norm on H
s
SR
(Ω)
defined in (20). Its comparison with the Hs-norm is straightforward in the half-space case since
0 ≤
1
|(x′ − y′, xd + yd)|d+2s
≤
1
|x− y|d+2s
∀(x, y) ∈ Ω× Ω
hence, by definition of the Hs-norm, we have for instance
min(1, γ1)‖ϕ‖Hs(Ω)≤ aSR(ϕ,ϕ) ≤
∫
Ω
ϕ2 dx+ 2γ1
∫
Ω×Ω
(ϕ(x) − ϕ(y))2
|x− y|d+2s
dxdy ≤ max(1, 2γ1)‖ϕ‖Hs(Ω).
The Lax-Milgram theorem then gives existence and uniqueness of a weak solution to (68) in the
sense that for any g ∈ L2(Ω) there exists a unique ϕ ∈ Hs(Ω) such that
a(ϕ, ψ) =
∫
Ω
gψ dx ∀ψ ∈ Hs(Ω).
Moreover, this weak solution satisfies in particular (69) for all test function ψ ∈ D(Ω). This means
that the equation
ϕ− LM[ϕ] = g
holds in D′(Ω), and since ϕ and g are in L2(Ω) we deduce that LM[ϕ] ∈ L
2(Ω). In particular, the
trace D2s−1[ϕ] · n on ∂Ω is well defined in H−1/2(∂Ω). Finally, using (69) with ψ ∈ D(Ω¯) we see
that
D2s−1[ϕ] · n = 0 on ∂Ω
hence ϕ ∈ D(LM).
Theorem (1.4) then follows immediately from the Hille-Yoshida theorem.
6 Convergence of test functions
Lemma 6.1. Let us consider ψ ∈ L∞(0,+∞;H1(Ω)) and the operator Aε = εv · ∇x − ν0Id defined
on a domain
D(Aε) = {φ ∈ L
2(Ω× Rd) : v · ∇xφ ∈ L
2(Ω× Rd) and γ+φ = B
∗
α[γ−φ] on Γ+},
where Bα is the Maxwell boundary operator with α ∈ [0, 1]. The function φε := A
−1
ε [ν0ψ] satisfies
φε −→
ε→0
ψ in L2F ((0,+∞)× Ω× R
d)-strong.
Proof. As usually, we split the velocity integral in two parts: |εv| > 1 and |εv| < 1. We begin with
the former and decompose φε − ψ as follows (omitting the t variable for clarity):
φε(x, v)− ψ(x) =
∫ τεf
0
ν0e
−ν0τ
(
ψ(x+ ετv) − ψ(x)
)
dτ
+ (1− α)e−ν0τ
ε
f
∫ +∞
0
ν0e
−ν0τ
(
ψ(xf + ετRxf v)− ψ(x)
)
dτ
+ αe−ν0τ
ε
f c0
∫
w·n<0
∫ +∞
0
ν0e
−ν0τ
(
ψ(xf + ετw)− ψ(x)
)
F (w)|w · n| dτ dw.
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First of all, since τεf = τf (x, εv) we notice that in the pure specular case, i.e. α = 0, we have
φε(x, v) = φε=1(x, εv). (70)
Hence, still in the case α = 0 we have directly with the substitution v → v′ = εv:∫
Ω
∫
|εv|>1
(
φε(x, v)− ψ(x)
)2
F (v) dv dx ≤ ε2s
∫
Ω
∫
|v′|>1
(
φ1(x, v
′)− ψ(x)
)2 γ0
|v′|d+2s
dv′ dx
and the convergence follows from the boundedness in L2(Ω× Rd) of ψ and φ1 since φ1 ∈ D(A1).
However, this homogeneity is not satisfied by the diffusive reflection part due to the independence
between the outgoing and the reflected velocities. For the diffusive reflection term, i.e. for α ∈ (0, 1],
we introduce the substitutions v → v′ = εv and τ → τ ′ = ετ and write using Cauchy-Schwarz for
the integral over w and the fact that for all ε < 1 and τ ≥ 0 we have e−2ν0τ/ε ≤ e−2ν0τ :∫
Ω
∫
|εv|>1
(
αe−ν0τ
ε
f c0
∫
w·n>0
∫ +∞
0
ν0e
−ν0τ
(
ψ(xf + ετw) − ψ(x)
)
F (w)|w · n| dw dτ
)2
F (v) dv dx
≤ C
∫
Ω
∫
|v′|>1
∫
w·n<0
∫ +∞
0
e−2ν0τ
′
(
ψ(xf + τ
′w)− ψ(x)
)2
F (w)|w · n|ε−1 dτ ′ dw
ε2sγ0
|v′|d+2s
dv′ dx
≤ Cε2s−1‖ψ‖L2(Ω)
and the convergence follows.
For the integral over |εv| < 1 we need a more detailed analysis. We know that φε − ψ can be
expressed as (omitting the t variable again for clarity)
φε(x, v) − ψ(x) =
∫ τεf
0
ν0e
−ν0τ
(
ψ(x+ ετv)− ψ(x)
)
dτ + e−ν0τ
ε
f
(
ψ(xf )− ψ(x)
)
+ e−ν0τ
ε
f
(
B∗α
(
A−1ε [ν0ψ]
)
(xf , v)− ψ(xf )
)
.
(71)
For the first term the computations are rather straightforward∫∫
R+×Ω
∫
|εv|<1
(∫ τεf
0
ν0e
−ν0τ
(
ψ(x+ ετv)− ψ(x)
)
dτ
)2
F (v) dv dxdt
≤
∫∫
R+×Ω
∫
|εv|<1
∫ τεf
0
ν20e
−2ν0τ
(
ψ(x+ ετv) − ψ(x)
)2
F (v) dτ dv dxdt
≤
∫∫
R+×Ω
∫
|εv|<1
∫ τεf
0
ν20e
−2ν0τ
(∫ 1
0
ετv · ∇xψ(x+ λετv) dλ
)2
F (v) dτ dv dxdt
≤ Cε2
∫
R+×Ω
|∇xψ|
2 dxdt
∫ +∞
0
ν20τ
2e−ν0τ dτ
∫
|εv|<1
|v|2F (v) dv
≤ Cε2s‖∇ψ‖L2(R+×Ω).
using the fact that F (v) ≤ γ
|v|d+2s
for |v| > 1 and F ∈ L∞ which yields∫
|εv|<1
|v|2F (v) dv ≤
∫
|v|<1
|v|2F (v) dv +
∫
1<|v|<1/ε
γ
|v|d+2s−2
dv ≤ C + Cε2s−2.
For the second term, we can do the same computation as above and use the fact that (τεf )
2e−ν0τ
ε
f ∈
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L∞(Ω× Rd) to get∫∫
R+×Ω
∫
|εv|<1
(
e−ν0τ
ε
f
(
ψ(xf )− ψ(x)
))2
F (v) dv dxdt
≤
∫∫
R+×Ω
∫
|εv|<1
e−2ν0τ
ε
f
(∫ 1
0
ετεf v · ∇xψ(x+ λετ
ε
f v) dλ
)2
F (v) dτ dv dxdt
≤ Cε2
∫
R+×Ω
|∇xψ|
2 dxdt
∫
|εv|<1
|v|2F (v) dv
≤ Cε2s‖∇ψ‖L2(R+×Ω).
Next, we split the boundary operator into its specular and its diffusive part. For the specular part
we prove convergence similarly to the previous two terms:∫∫
R+×Ω
∫
|εv|<1
(
e−ν0τ
ε
f
∫ +∞
0
ν0e
−ν0τ
(
ψ(xf + ετRxf v)− ψ(xf )
)
dτ
)2
F (v) dv dxdt
≤ C
∫∫
R+×Ω
∫
|εv|<1
e−2ν0τ
ε
f
∫ +∞
0
ν20e
−2ν0τ
(∫ 1
0
ετRxf v · ∇ψ(xf + λετRxf v) dλ
)2
F (v) dv dxdt
≤ Cε2s‖∇ψ‖L2(R+×Ω).
using the fact that |Rxf v| = |v|.
For the diffusive part, we use the substitution Pε : (x, v)→ (y, τ, v) = (xf , τ
ε
f , v) introduced in (56)
to write∫∫
R+×Ω
∫
|εv|<1
(
e−ν0τ
ε
f c0
∫
w·n<0
∫ +∞
0
ν0e
−ν0τ
(
ψ(xf + ετw)− ψ(xf )
)
|w · n| dτ dw
)2
F (v) dv dxdt
≤ C
∫∫
R+×Ω
∫
|εv|<1
e−2ν0τ
ε
f c0F (v)
×
∫
w·n<0
∫ +∞
0
ν20e
−2ν0τ
(
ψ(xf + ετw) − ψ(xf )
)2
F (w)|w · n| dτ dw dv dxdt
≤ C
∫
R+
∫∫
Γ−, |εv|<1
∫ τεf
0
e−2ν0 τ˜c0F (v)ε|v · n|
×
∫
w·n<0
∫ +∞
0
ν20e
−2ν0τ
(
ψ(y + ετw) − ψ(y)
)2
F (w)|w · n| dτ dw dτ˜ dv dσ(y) dt
≤ Cε
∫
R+
∫
Γ−
∫ +∞
0
ν20e
−2ν0τ
(
ψ(y + ετw) − ψ(y)
)2
F (w)|w · n| dτ dw dσ(y) dt.
Next, we introduce the substitution P−1ε : (y, τ, w)→ (x, v) = (y+ ετw,−w) such that xf (x, v) = y
and τεf (x, v) = τ , which yields
Cε
∫
R+
∫
Γ−
∫ +∞
0
ν20e
−2ν0τ
(
ψ(y + ετw)− ψ(y)
)2
F (w)|w · n| dτ dw dσ(y) dt
≤ C
∫
R+
∫∫
Ω×Rd
ν20e
−2ν0τ
ε
f
(
ψ(x) − ψ(xf )
)2
F (v) dv dxdt
and we recognise the second term of (71) so the convergence follows from the decay of F for large
velocities, and the regularity of ψ via a first-order Taylor expansion for small velocities, as presented
above. This concludes the proof of convergence.
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As an immediate corollary of Lemma 6.1, we have
Corollary 6.2. For all ψ ∈W 1,∞(0,+∞;H1(Ω)) and φε defined in Lemma 6.1 we have
∂tφε −→
ε→0
∂tψ in L
2
F ((0,+∞)× Ω× R
d)-strong.
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