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AMSL Meeresspiegel (average mean sea level) 
aN atmosphärischer Nährstoffeintrag 
ATH erhöhte Lufttemperatur (air temperature high) 







c DIN Konzentration des gelösten anorganischen Stickstoffs 
CL Bewölkung (cloudiness) 
GSC globale Solarkonstante (global solar constant) 
hice Eisdicke 
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To understand present and future impacts of climate change on ecosystems like the Baltic Sea 
it is necessary to gain sophisticated knowledge about the natural variability of such a system. 
This study will provide insight into this topic by comparing different modelled scenarios of past 
climate states. Therefore, three Holocene periods, which reflect the climate and other external 
forcing variability, were chosen to be simulated by a three-dimensional circulation model 
coupled with a biogeochemical model. These periods are the Modern Warm Period, the Little 
Ice Age and the Medieval Warm Period. Because of the availability of instrumental data for the 
Modern Warm Period, it is possible to run the model with meaningful external forcing data and 
to validate the model with observation data. Thus, this work also deals with the validation of 
the model in order to show the strengths and weaknesses, and furthermore the usefulness of the 
model. The Modern Warm Period model finally serves as the reference model, which is used 
as the basis for the simulation of other scenarios. The simulation of the Little Ice Age and the 
Medieval Warm Period is based on a delta change approach, which was used to adapt the 
model’s external forcing to their paleoclimatic conditions. The results of these experiments 
clearly show significant changes of the physical and biogeochemical variables. For example, 
compared to the Modern Warm Period the Little Ice Age water temperature throughout the 
whole Baltic Sea is reduced, whereas the salinity is increased. The oxygen concentration 
strongly increases only in the deeper part of the Baltic Sea. Contrary to these results, the water 
temperature of the Medieval Warm Period scenario is increased, and the salinity is decreased. 
The oxygen concentration is increased too at the deeper parts of the Baltic Sea, but not as high 
as for the Little Ice Age scenario. In these past scenario models there are no anoxic areas, which 
is consistent with sediment proxy data of these periods. These changed Baltic Sea conditions 
lead to a changing of the ecosystem itself. This is also reflected in the model by the biological 
compounds like diatoms, flagellates, cyanobacteria and zooplankton. Especially the expansion 
of the anoxic bottom areas influence the benthic communities, and to some extent the pelagic 
communities too. The natural variability of the external factors, which influence the Baltic Sea, 
affect this ecosystem in a significant way. To some extent, it is possible to project the 






Das Einzugsgebiet der Ostsee erstreckt sich mit einer Fläche von etwa 1 720 ʹ͹0 km² 
(HELCOM, 2002) über Mittel-, Nord- und Osteuropa (Abb. 1). Davon bedeckt die Ostsee mit 
einem Volumen von rund 21 721 km³ eine Fläche von ca. 415 266 km² (HELCOM, 2002) und 
zählt zu den Neben- bzw. Randmeeren, dessen Bedingungen sich von anderen Meeren deutlich 
unterscheiden (Lozán et al., 1996). Die heutige Ostsee entwickelte sich wie jedes andere Meer 
in geologischen Zeiträumen, wobei sie verhältnismäßig jung ist. Dabei durchlief sie 
verschiedene Phasen, die sich hydrologisch, sedimentologisch und ökologisch voneinander 
unterscheiden. Die erste Phase, welche auch geologisch nachweisbar ist, umfasst die eigentliche 
Entstehung am Ende der letzten Eiszeit vor ca. 17 000 - 10 200 Jahren (Niedermeyer, 2011). 
Vor allem durch die Schmelzwasser des baltischen Eisschildes entstanden große Eisstauseen. 
Durch geologische und klimatische Änderungen wechselten auch die ökologischen 
Bedingungen der damaligen Ostsee in teilweise drastischer Weise, vor allem durch die 
Schaffung bzw. Blockade von Verbindungen zu den salzhaltigen Ozeanen (Niedermeyer, 
2011). 
Durch ihre hydrographischen und ökologischen Eigenschaften ist die Ostsee besonders 
empfindlich gegenüber Klimaveränderungen, Verschmutzung und Eutrophierung sowie 
übermäßiger Ausbeutung ihrer Ressourcen und Potentiale (Lozán et al., 1996). Durch eine 
intensive Landwirtschaft und die dichte Besiedlung von circa 85 Millionen Einwohnern 
(HELCOM, 2002) im Einzugsgebiet und aufgrund des geringen Wasseraustausches mit der 
Nordsee (Zufluss: 42,75 m3 · s-1; Abfluss: 59,41 m3 · s-1; Omstedt et al., 2004) ist die Ostsee 
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Aufgrund ihrer zentralen Lage zwischen Mittel-, 
Nord- und Osteuropa erhielt die Ostsee ihre 
besondere Bedeutung sowohl für den Austausch 
von Waren- sowie Kulturgütern zwischen den 
einzelnen Anrainerstaaten bzw. ethnischen 
Gruppierungen als auch für den Austausch 
soziologischer, religiöser und politischer Ideen 
und Bewegungen (Adamczyk, 2008). Der 
Ostseeraum bildet keine genau definierte 
Einheit, sondern war und ist geprägt durch seine 
Verschiedenheit bezüglich ökologischer, öko-
nomischer, religiöser und kulturhistorischer 
Aspekte (Strzelczyk, 2008). Die Entwicklung 
eines verbundenen Ostseeraumes aus den 
verschiedenen Ethnien begann nachweislich im 
6. und 7. Jahrhundert (Adamczyk, 2008). Eine 
umfassende Ostsee-Ökonomie entstand im Laufe 
des 8. und 9. Jahrhunderts durch Gründung von Handels- und Handwerkersiedlungen und die 
Herausbildung frühstaatlicher Strukturen (Adamczyk, 2008). Die Stabilität der Ostseeregion 
wurde durch die Entwicklung von Flächenstaaten wie Dänemark und Schweden weiter erhöht 
(Strzelczyk, 2008). Mitte des 12. Jahrhunderts begann die deutsche Expansion in Richtung 
Ostsee, insbesondere durch den Deutschen Orden (Strzelczyk, 2008). Neben dem politischen 
und religiösen Austausch der Ostseeanrainer waren Handelsvereinigungen wichtige 
Verbindungselemente im Ostseeraum, wobei die Hanse, eine Vereinigung norddeutscher 
Städte, zu den wichtigsten dieser Vereinigungen zählte (Strzelczyk, 2008). Zu einer Trennung 
bzw. Abschottung innerhalb des Ostseeraumes kam es nach dem Ende des Zweiten
Weltkrieges, da zwei gegeneinander aufgestellte, sich isolierende Bündnisse (NATO und 
Warschauer Pakt) entstanden. Gleichzeitig nahm die Belastung der Ostsee durch eine 
intensivierte Fischerei-, Land- und Industriewirtschaft sowie durch ein verstärktes 
Bevölkerungswachstum zu (Zillén & Conley, 2010). Die damit einhergehenden Probleme 
führten trotz politischer Gegensätze zur Einführung grenzüberschreitender Maßnahmen und 
1974 zur Gründung der Baltic Marine Environment Protection Commission (HELCOM) Der 
Fall des „Eisernen Vorhangs“ nach 1989 begünstigte die Erinnerung an die früheren 
historischen Verbindungen (Strzelczyk, 2008, S. 59). Durch diese Wiedervereinigung der 
 
Abb. 1: Karte der Ostsee und des zugehörigen 
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Kulturregion bestand nun auch die Möglichkeit die Probleme verstärkt gemeinschaftlich 
anzugehen wie z. Ǥ mit der Europäischen Wasserrahmenrichtlinie 2000/60/EC (Commission 
of the European Communities, 2000) und der Meeresstrategie-Rahmenrichtlinie 2008/56/EG 
(Commission of the European Communities, 2008). Die wichtigsten Punkte waren dabei die 
Wiederherstellung und Bewahrung eines „guten ökologischen Zustandes“, eine nachhaltige 
Fischerei sowie die Verringerung der Belastung durch Schadstoffeinträge und Eutrophierung 
(HELCOM, 2009, 2010, 2012). Eine Grundlage, die gesteckten Ziele zu erreichen, liegt im 
Wissen über die problemverursachenden äußeren Faktoren und deren Wirkungsweise auf das 
Ökosystem. 
 
Jeder Lebensraum wird von äußeren Faktoren mehr oder weniger stark beeinflusst, welche 
zeitlich gerichteten Entwicklungen sowie ungerichteten Schwankungen unterliegen und die 
irreversible, gerichtete Entwicklung des gesamten Ökosystems steuern (Lozán et al., 1996). 
Diese Trends und Fluktuationen erzeugen Rückkopplungen im Ökosystem, welches aufgrund 
seines Puffervermögens bzw. seiner Elastizität diesen Kräften zu einem gewissen Grad 
entgegenwirken kann. Solange das System diese Veränderungen in den Randbedingungen 
aufzufangen vermag, befindet es sich in einem relativ stabilen Zustand, auch als quasi steady 
state bekannt (Scheffer et al., 2001). Dabei ist es durchaus möglich, dass das Ökosystem von 
einem stabilen Zustand in einen anderen fällt, wenn es die räumlichen und zeitlichen 
Störprozesse nicht mehr ausgleichen kann (Gundersson & Holling, 2001). Anthropogen 
unbeeinflusste ökologische Zustände und die räumlichen und zeitlichen Variationen innerhalb 
dieser Zustände definieren den Begriff der natürlichen Variabilität (Ghil, 2003; Landres et al., 
1999). Auch die saisonalen und diurnalen Schwankungen sind demzufolge als natürlich 
einzuordnen. Aber auch die Fluktuationen in räumlichen Dimensionen sind natürlich, solange 
die Ursachen nicht anthropogen beeinflusst sind. Die interannuelle und interdekadische 
Variabilität der Ostsee wird vor allem durch die Nordatlantische Oszillation (NAO) (Hurrell, 
1995) und durch den Wasseraustausch mit der Nordsee (Matthäus & Franck) hervorgerufen. 
Weiterhin ist zu bedenken, dass auch die Definition der stabilen Zustände keinesfalls trivial ist. 
Ein solcher stabiler Zustand kann sowohl durch die Stabilität gegen äußere Einflüsse 
(Puffervermögen) als auch durch eine Konstanz der äußeren Einflüsse erreicht werden. 
Insbesondere in paläologischer Sicht sind diese beiden Systemeigenschaften meist nicht 
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wissenschaftliche Untersuchungen verbleiben. Faktoren wie z. B. die Lufttemperatur, der Wind 
(Geschwindigkeit, Dauer und Richtung), die Süßwasserzufuhr und die Solarstrahlung sind 
maßgebend und kennzeichnend für das jeweilige Klima und nehmen Einfluss auf die 
Ökosysteme. Das Klima unterliegt dabei Variationen in zeitlichen Skalen von saisonaler und 
interannueller Dimension bis hin zu Zeitskalen von Jahrhunderten oder sogar Jahrtausenden. 
Die räumlichen Skalen des Klimas reichen von lokal über regional bis hin zu global. 
Die enorme Komplexität eines Ökosystems ist ein wesentliches Hindernis für die Ökosystem-
forschung. Für die jeweiligen Fragestellungen müssen aus der Vielzahl von Randbedingungen 
und Variablen die entscheidenden Faktoren und Schlüsselvariablen ausgewählt werden. Dabei 
erhöhen sich die Komplexität und der Aufwand für die Untersuchungen mit steigender Anzahl 
an Faktoren und Variablen. Es kommen also nur solche Faktoren und Variablen in Frage, die 
den Zustand des Ökosystems ändern und weitere Faktoren bzw. Variablen steuern können. Die 
Salinität ist beispielsweise solch ein wesentlicher strukturbildender Faktor (Bonsdorff & 
Pearson, 1999; Laine, 2003; Remane & Schlieper, 1971; Schulz et al., 2007), der für die 
Verteilung der Arten in der Ostsee verantwortlich ist (Abb. 2). Der Lebensraum weiter Teile 
der Ostsee ist durch den Salzgehalt im Brackwasserbereich geprägt und wird dementsprechend 
im westlichen Bereich zumeist von marin-euryhalinen Arten besiedelt, die ihren Ursprung im 
Gebiet der Nordsee und des Kattegat haben (Zettler et al., 2000). Diese Fauna besteht zum Teil 
auch aus marinen Arten, welche durch den Salzwassereinstrom als Larven in die Ostsee 
eingebracht werden und sich dort weiter entwickeln, im Gegensatz zu den marin-euryhalinen 
Arten aber nicht fortpflanzen können (Zettler et al., 2000). Ein ebenfalls die Verteilung der 
Arten bestimmender Faktor ist die Temperatur (Bonsdorff et al., 2003; Kordas et al., 2011), da 
sie u. a. biochemische und physiologische Prozesse beeinflusst und somit auf das Überleben, 
das Wachstum und die Reproduktion von Organismen wirkt (Wethey, 1983). Weitere 
Schlüsselvariablen, die jedoch vor allem die Populationsstrukturen bestimmen, sind die 
Nährstoffe (Funkey et al., 2014; Heip, 1995; Kotta et al., 2007; Suikkanen et al., 2013; 
Wasmund et al., 2011). Die Nährstoffkonzentrationen spielen aber auch für die Verteilung 
insbesondere der autotrophen Organismen in der Ostsee eine wesentliche Rolle. Anhand der 
Populationsstrukturen und der räumlich-zeitlichen Verteilung können Rückschlüsse auf den 
Trophiestatus des jeweiligen Wasserkörpers gezogen werden. Umgekehrt ist es aber auch 
möglich, anhand des Trophiestatus die potentielle Populationsstruktur zumindest abzuschätzen. 
So kann z. B. bei auftretender Eutrophierung häufig eine Verschiebung der Dominanz-
verhältnisse von Charophyceen zu Angiospermen beobachtet werden (Yousef et al., 1997). 
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können einige Arten bei Kenntnis ihrer Lebensraumansprüche als Zeiger für die jeweiligen 
Umweltfaktoren genutzt werden. Für das Makrophytobenthos sind z. B. die Charophyceen als 
geeignete Zeiger nutzbar. Ausführliche Informationen zur geographischen Verteilung in der 
Ostsee über die letzten Jahrzehnte sowie über die Morphologie, Physiologie und Ökologie 
dieser Gruppe finden sich in Schubert & Blindow (2003). Für einige Arten ließ sich eine 
umfassende Änderung in der geographischen Verteilung vor und nach 1981 beobachten, wie 
z. B. für Chara globularis (Schubert & Blindow, 2003, S. 99–106) oder Tolypella nidifica 
(Schubert & Blindow, 2003, S. 223–233). Die Gattung Fucus, als weiteres Beispiel, eignet sich 
ebenfalls als Zeigerart – sowohl für die Salinität (Vuorinen et al., 2015) als auch für die 




Abb. 2: Verbreitungsgrenzen ausgewählter Arten entlang des Salinitätsgradienten (Bonsdorff, 2006) (a). 
Artenzahlen in Abhängigkeit der Salinität (b) – Horohalinikum: 5-7 (aus Vuorinen et al., 2015 
modifiziert nach Remane & Schlieper, 1971). Artenzahlen der Protisten in Abhängigkeit der 
Salinität (Telesh et al., 2011) (c). 
Der Sauerstoffgehalt ist von entscheidender ökologischer Bedeutung für das Ökosystem, da er 
sowohl die Verteilung der Arten beeinflusst als auch zusammen mit den Nährstoffen als 
Ausschlussfaktor dient und somit ebenfalls die Populationsstrukturen beeinflusst (Bonsdorff et 
al., 2003; Carstensen et al., 2014; Norkko et al., 2013). Gerade die Ausdehnung hypoxischer 
bzw. anoxischer Zonen im Wasserkörper (HELCOM, 2002; Unverzagt, 2001) spiegeln den 







- 6 - 
Organismen als Lebensraum genutzt werden können (z. B. Gogina et al., 2010). Dieser bereits 
von Schulz (1968) beschriebene Rückgang der benthischen Organismen in den Gebieten 
unterhalb der Halokline verstärkte sich laut Gosselck & Georgi (1984) in den 1970er und 
1980er Jahren drastisch, was auch durch den Rückgang von langlebigen Arten wie Arctica 
islandica und Astarte borealis untermauert wird (Zettler et al., 2000). 
Um nun die natürlichen von den anthropogenen Zuständen trennen zu können, müssen Epochen 
mit unterschiedlichen Klimabedingungen und verschiedenen anthropogenen Einflüssen 
miteinander verglichen werden. Da es für die anthropogen mehr oder weniger unbeeinflussten 
paläoklimatischen Epochen keine direkten Messdaten der vorherrschenden Klimabedingungen 
gibt, können diese nur anhand von Proxydaten (z. B. Gletscherausdehnung, Eis- und Sediment-
bohrkerne, u. a.) rekonstruiert werden (The BACC II Author Team, 2015). Anhand dessen ist 
es möglich, verschiedene Klimaepochen voneinander zu trennen und zeitlich einzuordnen. The 
BACC II Author Team (2015, S. 52–53) oder auch Mayewski et al. (2004) liefern mit ihrer 
Arbeit einen umfassenden Einblick in die Methodik paläoklimatischer Forschung. Weiterhin 
ist es Mayewski et al. (2004) gelungen, für den holozänen Zeitabschnitt sechs signifikante, 
schnelle Änderungsphasen des Klimas nachzuweisen, wovon einige zeitlich mit Zusammen-
brüchen menschlicher Zivilisationen zusammentreffen. 
 
Dies erscheint plausibel, da die Menschheit, wie jedes andere Lebewesen auch, seit jeher von 
ihrer Umwelt abhängig ist und es auch in näherer Zukunft bleiben wird. Dabei ist es von 
unschätzbarem Wert, zukünftige natürliche und durch menschliche Aktivitäten hervorgerufene 
Probleme bzw. Änderungen von Umweltbedingungen zu kennen oder zumindest abschätzen zu 
können (z. B. Wüstenausbreitung, Zerstörung der Ozonschicht, Verschmutzung von Luft, 
Wasser sowie Boden, Naturkatastrophen u. a.), damit entsprechend darauf reagiert werden kann 
(Peng et al., 2002b; Peng et al., 2002a). Diese Abschätzung der Zukunft unternimmt der 
Mensch bereits seit langer Zeit, mindestens seit der Entwicklung des Agrarwesens. Seit diesen 
Anfängen des Vorhersehens entwickelte sich die Technik von einfachen Kalendern bis hin zu 
modernen, computergesteuerten Modellierungen von Ökosystemen. Der Blick in die Zukunft 
ist aber erst sinnvoll, wenn dieser mit bereits vergangenen Ereignissen oder Zuständen 
verglichen wird. Nur so kann bereits Erlerntes für zukünftige Situationen angewandt werden, 
was eine höhere Effektivität im Umgang mit den möglichen, zukünftigen Bedingungen 
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die Lebensgrundlage der Menschheit ist von entscheidender Bedeutung. Deshalb ist es 
notwendig für diese Änderungen gewappnet zu sein, was vor allem ein Verständnis für die 
Dynamik des jeweiligen Ökosystems voraussetzt. Ein wichtiger Punkt für das Verständnis von 
Auswirkungen zukünftiger Klimaänderungen auf ein komplexes Ökosystem wie die Ostsee ist 
die Kenntnis der natürlichen Schwankungsbreite und deren zugrunde liegenden Mechanismen 
(Zillén & Conley, 2010). In diesem Sinne bearbeitet die vorliegende Arbeit in erster Linie die 
Auswirkung unterschiedlicher Klimabedingungen vergangener Epochen auf die Ostsee. 
Die Modellierung entwickelte sich zu einem essentiellen Werkzeug der Umweltstudien, in 
denen instrumentelle Messungen in gewisser Hinsicht nur limitiert benutzt werden können 
(Peng et al., 2002a). Ökosystemmodelle sowie experimentelle Modellstudien können in der 
Lage sein, uns mit Wissen auszustatten, welches für den Umgang mit zukünftigen Heraus-
forderungen vorteilhaft ist. Das Verständnis des Einflusses von Klimaänderungen auf die 
Ökosysteme ist dabei eine maßgebende Voraussetzung, bevor überhaupt Vorhersagen bzw. 
Lösungsvorschläge gemacht werden können. Von Wechselwirkungen geprägte Variablen und 
Prozesse sind mit instrumentellen Mitteln nur schwierig und mit hohem Aufwand zu erfassen. 
Die Anwendung von numerischen Modellen bietet hierfür eine geeignete Alternative. Solche 
numerischen Modelle abstrahieren reale Zustände und liefern demzufolge ein komplex-
reduziertes Abbild der jeweiligen Realität. Die Grundlagen der numerischen Berechnungen der 
im Modell berücksichtigten Variablen bestehen aus physikalischen Gesetzmäßigkeiten und 
empirischen Zusammenhängen. Weiterführende Informationen zur numerischen Modellierung 
finden sich z. B. in Fennel & Neumann (2014), in Kämpf (2009) und in Sanders (2007).  
 
Die vorliegende Arbeit hat sich zur Aufgabe gemacht, neues Wissen über die komplexen 
Zusammenhänge zwischen Klimaänderungen bzw. –zuständen sowie anthropogenen Ein-
flüssen und dem Ökosystem Ostsee zu schaffen. Die Erkenntnisgewinnung soll durch 
Modellierung der Ostsee während Epochen unterschiedlicher Klimata im baltischen Raum 
erreicht werden. Als sinnvoll für die Modellierung erschienen drei Epochen: die heutige 
moderne Warmzeit (MoWP, nach 1850), die kleine Eiszeit (LIA, 1550-1850) und die Zeit der 
mittelalterlichen Warmzeit (MCA, 900-1350) (The BACC II Author Team, 2015, S. 53). Dies 
liefert zwei Szenarien, welche sowohl ein kühleres (LIA) als auch ein wärmeres (MCA) Klima 
vorweisen und mit jeweils deutlich geringeren Nährstofffrachten ein anthropogen 
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Aus den vorherigen Abschnitten ergeben sich verschiedene Hypothesen, wobei für das hier 
behandelte Thema das Hauptaugenmerk auf die folgenden drei Hypothesen gelegt werden soll. 
 
1. Aufgrund des geänderten Klimas und der damit verbundenen Änderungen im 
Wasserkreislauf verschiebt sich der Salinitätsgradient der Ostsee. 
2. Während kälterer Perioden sind aufgrund der höheren Sauerstofflöslichkeit und der 
verringerten Produktionsraten die hypoxischen bzw. anoxischen Zonen der Ostsee kleiner 
als während warmer Zeitabschnitte. 
3. Der anthropogene Einfluss durch Eutrophierung vergrößert die an- und hypoxischen 
Bereiche der Ostsee in entscheidender Weise, da die Limitierung der Primärproduzenten 







Die Methode der modellhaften Simulation des Ökosystems Ostsee wurde gewählt, um 
synoptische, hochaufgelöste Informationen zu erhalten. Zur Auswahl stehen verschiedene 
physikalische Zirkulationsmodelle, wie z. Ǥ dasRossby Centre Ocean circulation model – 
RCO (Meier et al., 2003) oder das Modular Ocean Model v.3.1 - MOM (Pacanowski & Griffies, 
2000), und biogeochemische Modelle, wie z. Ǥ  Swedish Coastal and Ocean Biogeo-
chemical model - SCOBI (Marmefelt et al., 1999) oder das biogeochemische Modell des IOW 
- ERGOM (Neumann et al., 2002), zur Verfügung. Das für diese Arbeit genutzte Modell ist 
eine Kombination des dreidimensionalen physikalischen Zirkulationsmodells Modular Ocean 
Model (MOM) (Pacanowski & Griffies, 2000) und des mit diesem gekoppelten biologisch 
geochemischen Modells ERGOM (Neumann, 2000).  
 
Die physikalische Komponente der Simulation basiert auf den bereits erwähnten Modular 
Ocean Model (MOM) in der Version 3.1 (Pacanowski & Griffies, 2000). Die räumliche 
Auflösung des Modells umfasst 222 longitudinale, 240 latitudinale und 77 vertikale Schichten. 
Dies entspricht einer horizontalen Auflösung von etwa 0,1° zwischen den Längengraden und 
0,05° zwischen den Breitengraden. Die äußeren geographischen Grenzen des Modells reichen 
zonal von 53,88° N bis 65,88° N und meridional von 8,33° O bis 30,53° O, wobei die 
modellierte Ostsee mit einem Volumen von etwa 24 400 km³ eine Fläche von ungefähr 
443 000 m2 abdeckt. Die Mächtigkeit der Wasserschichten im Tiefengradienten ist ungleich-
mäßig verteilt und reicht von 1,5 m in den oberen 27 m Wassertiefe bis zu 5 m mit steigender 
Tiefe. Die zeitliche Auflösung der Berechnung des Modells beträgt 10 Minuten und wurde aus 
Kapazitätsgründen auf Monatsmittel reduziert. 
Die Bedingungen der offenen Bereichsgrenze westlich des Skagerrak wurden nach Mutzke 
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Zufluss an Frischwasser sowie der darin enthaltenen Nährstoffe (Ammonium, Nitrat und 
Phosphat) wurde durch die Einbindung der 20 größten Flüsse entlang der Ostseeküste in das 
Modell simuliert. Des Weiteren wurde das thermodynamische Eismodell von Winton (2000) 
integriert, welches sowohl die Eisausbreitung (ohne Eisdrift) als auch die Stärke der Eis-
bedeckung und damit auch den zusätzlichen Druck auf die Wasserfläche simuliert (Neumann 
& Schernewski, 2008). Die atmosphärischen Antriebsdaten basieren auf dynamischen down-
scaling Berechnungen des ERA-40 (Uppala et al., 2005) und ERA-Interim (Dee et al., 2011) 
Projektes durch das hochaufgelöste regionale Atmosphären-Ozean Modell RCAO (Meier, 
2006). 
 
ERGOM ist ein biologisches und geochemisches Modell, welches verschiedene Statusvariablen 
berechnet, um den Stickstoffkreislauf im Ökosystem widerzuspiegeln. Neumann (2000) 
veröffentlichte eine ausführliche Beschreibung dieses biogeochemischen Modells inklusive der 
zugrundeliegenden Gleichungssysteme. Die durch das ERGOM Modell berechneten Status-
variablen umfassen die Konzentrationen für Ammonium, Nitrat und Phosphat sowie den 
Sauerstoffgehalt, drei funktionelle Gruppen der Primärproduzenten (Diatomeen, Flagellaten 
und Cyanobakterien), Zooplankton, Detritus und schlussendlich noch Sediment als Reservoir 
für organische und anorganische (Nähr-) Stoffe. Die Primärproduktion wird durch die Solar-
strahlung und die Aufnahme von Stickstoff angetrieben. Die Diatomeen und Flagellaten 
gewinnen den Stickstoff aus gelöstem Nitrat und in Form von Ammonium. Die funktionelle 
Gruppe der Cyanobakterien nehmen eine Sonderstellung ein, da sie in der Lage sind, 
atmosphärischen Stickstoff zu binden und diesen in den Stoffkreislauf der Ostsee einzubringen. 
Der Stickstoff gelangt mittels Aufnahme des Phytoplanktons durch das Zooplankton in die 
Gruppe der Konsumenten. Durch das Absterben des Phyto- und Zooplanktons gelangen der 
Stickstoff und der Phosphor in das Reservoir des Detritus und weiter in mineralisierter gelöster 
bzw. gebundener Form ins Wasser bzw. ins Sediment. Einen generellen Überblick zu den 
beteiligten Variablen und deren Beziehungen verschaffen das Flussdiagramm in Abb. 3 sowie 
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Abb. 3: Prozessdiagramm des ERGOM Modells (modifiziert nach Neumann, 2000). 
 
Für die Simulation paläoklimatologischer Zeiträume ist es notwendig die externen Antriebs-
kräfte, welche auf das Ökosystem Ostsee einwirken, entsprechend der jeweiligen vorherr-
schenden Bedingungen anzupassen. Dies kann durch aufwendige Modellierungen des paläo-
klimatischen Klimas erfolgen oder durch Veränderung eines bekannten klimatischen Zustandes 
mit Hilfe paläoklimatischer Daten. Da diese Daten jedoch nicht direkt gemessen wurden, 
geschieht diese Adaptation durch die Verarbeitung indirekter Daten und Schätzungen für die 
jeweiligen zu untersuchenden Zeiträume. So ist es beispielsweise möglich, Proxydaten zur 
Abschätzung klimatischer Zustände mit Hilfe von Messdaten aus Eisbohrkernen abzuleiten. Sei 
zum Beispiel die Differenz der Lufttemperatur zwischen der modernen Warmzeit und der 
Kleinen Eiszeit -2 K, so ist dies der delta change Wert, mit dessen Hilfe die externe 
Einflussgröße Lufttemperatur des Referenzmodells modifiziert wird. Demnach werden zu allen 
Werten der Lufttemperatur -2 K addiert. Ein großer Vorteil dieser delta change Methode ist die 
unkomplizierte Anwendung, die es erlaubt, viele unterschiedliche Experimente durchzuführen, 
ohne jedes Mal die klimatischen Bedingungen neu berechnen zu müssen. Es ist weiterhin 
möglich diesen Ansatz auszuweiten und durch Transformation mit einer vorher definierten 
Funktion sowohl die Lage der Daten als auch deren Streuung zu ändern, was mit der additiven 




- 12 - 
  
Abb. 4: Die additive delta change Methode (a) verändert nur die Lage der Daten. Die Streuung dagegen ist nicht 
von einer Änderung betroffen. Im Gegensatz dazu verändert die Anwendung einer Transformation, in 
diesem Fall eine multiplikative delta change Methode (b), sowohl die Lage als auch die Streuung der 
Daten. 
Da es sinnvoll und auch notwendig ist, die paläoozeanographischen Modellszenarien mit einem 
validierten Referenzmodell zu vergleichen, wurde zuerst die Modellierung des rezenten 
Zeitraumes durchgeführt. Dies ist insofern erforderlich, da nur für diesen Zeitbereich genügend 
instrumentell ermittelte Daten für eine Validierung des Modells vorliegen. Außerdem müssen 
möglichst exakte klimatische Antriebsdaten zur Verfügung stehen. Dies ist für den Zeitraum 
von 1961 bis 2007 der Fall, welcher im weiteren Verlauf dieser Arbeit exemplarisch für die 
Moderne Warmzeit (MoWP) ausgewählt wurde. Das Szenario der Modernen Warmzeit dient 
wie bereits erwähnt zur Validierung des Modells, aber auch als Referenz für den Vergleich mit 
den paläoklimatischen Szenarien und den Sensitivitätsstudien. Für die Sensitivitätsstudien 
wurden einzelne Variablen der Randbedingungen modifiziert, was Rückschlüsse auf die 
Empfindlichkeit des modellierten Ökosystems bezüglich der geänderten Variablen zulässt. Die 
Szenarien der paläoozeanographischen Modellierungen sind wesentlich komplizierter aufzu-
setzen und zu validieren, was auf den Mangel bzw. das Fehlen an instrumentellen Messungen 
zurückzuführen ist. Das Modell wird mit Hilfe von Proxydaten aus den erwählten Epochen 
angepasst, wodurch die historischen Gegebenheiten simuliert werden. Das Maunder Minimum 
(ca. 1645 – 1715) dient als Zeitabschnitt für das Szenario der Kleinen Eiszeit (LIA) und der 
Zeitraum um 1200 entspricht dem Szenario der Mittelalterlichen Warmzeit (MCA) (vgl. Eddy, 
1977a; Lean et al., 1995; Bard et al., 2000). Obwohl Daten aus diesen Epochen sehr rar sind, 
konnten Werte für die atmosphärischen Antriebskräfte, die Globalstrahlung, den Meeresspiegel 
am Kattegat und die Frischwasser- und Nährstoffzufuhr der Flüsse ermittelt werden. Diese 
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Faktoren sowie für den Meeresspiegel am Kattegat Modellierungsergebnisse aus den Arbeiten 
von Hansson et al. (2010) verwendet, welche bezüglich der Lufttemperatur nach Kabel et al. 
(2012) verändert wurden. Die angenommenen Werte für die Frischwasser- und Nährstoffzufuhr 
der Flüsse errechneten sich aus Daten von Schernewski & Neumann (2005). Die Änderungen 
der atmosphärischen Nährstoffeinträge wurden in Bezug zu den Flusseinträgen geschätzt, da 
die Datenlage hierbei für eine sinnvolle Berechnung nicht ausreichte. Eine ausführliche 
Beschreibung der Modifikationen für die einzelnen Szenarien findet sich in den entsprechenden 
Kapiteln. Welche Einflussfaktoren innerhalb der jeweiligen Szenarien angepasst wurden, ist in 
Tab. 1 zusammengefasst. 
Tab. 1: Übersicht der Modellexperimente mit Angabe der Modellkennung, der modifizierten Einflussfaktoren 
sowie des zugehörigen Kapitels der vorliegenden Arbeit. (T: Lufttemperatur, RH: relative Luftfeuchte, 
Cl: Bewölkung, vWu & vWv: Windgeschwindigkeit, Prec: Niederschlag, RR: flussbürtige 
Süßwasserzufuhr, aN: atmosphärischer Nährstoffeintrag, rN: Nährstoffeintrag durch Flüsse, AMSL: 
Meeresspiegel, GSC: globale Solarkonstante) 
Modellkennung Modifizierte Einflussfaktoren Kapitel 
MoWP keine 3 
ATL, ATH T 4 
WVL, WVH vWu, vWv 4 
LIA T, RH, Cl, vWu, vWv, Prec, RR, aN, rN, AMSL, GSC 5 
MCA T, RH, Cl, vWu, vWv, Prec, RR, aN, rN, AMSL, GSC 5 
MoIA T, RH, Cl, vWu, vWv, Prec, RR, AMSL, GSC 6 
PRS aN, rN 6 
 
In Abb. 5 ist der Ablaufplan für die Durchführung der Versuche schematisch dargestellt. Um 
sinnvolle statistische Vergleiche durchführen zu können und somit relevante Aussagen über die 
einzelnen Szenarien treffen zu können, bedarf es einer Referenz, wie oben bereits erwähnt, das 
Szenario der Modernen Warmzeit (MoWP). Für eine Abschätzung des Vertrauensbereiches, 
also der Validität des Modells, erfolgte eine umfassende statistische Vergleichsanalyse mit 
instrumentellen Messwerten. Nach der Validierung wurde das Modell auf seine Sensitivität 
gegenüber einzelnen äußeren Einflussfaktoren (Lufttemperatur, Windgeschwindigkeit) unter-
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Eine Auflistung der durchgeführten Modellbe-
rechnungen bzw. der Szenarien ist in Tab. 1 ange-
geben. Zur statistischen Auswertung wurden die 
vom Modell berechneten Zustandsvariablen des 
Ökosystems Ostsee für die jeweiligen Szenarien 
herangezogen. Dazu zählen z. B.: Temperatur, 
Salinität, Sauerstoffgehalt und Sauerstoffsättigung 
(berechnet nach Weiss, 1970), Strömungsregime, 
Nährstoffkonzentrationen (Ammonium, Nitrat, 
Phosphat), funktionelle Gruppen der Primärprodu-
zenten (Flagellaten, Cyanobakterien, Diatomeen), Stickstofffixierung, Zooplankton, Detritus 
und Eisdicke. 
Die gesamte statistische Datenanalyse und Visualisierung der Modellszenarien erfolgte mit 
Hilfe eines Computers sowie der statistischen Software 'R' (R Development Core Team, 2014). 
Die Datenauswertung und –darstellung erfolgte aufgrund der Dimensionalität und der sehr 
hohen Datendichte für ausgewählte Ausschnitte der Modellszenarien. Je Szenario und Variable 
existieren 222 Longituden · 240 Latituden · 77 Tiefenstufen = 4 102 560 räumliche Gitter-
punkte, wovon 369 354 Berechnungsergebnisse der Modelle enthalten. Bei Berücksichtigung 
der zeitlichen Dimension (30 Jahre mit je 12 Monaten) steigert sich die Anzahl an berechneten 
Datenpunkten auf 132 967 440. Zur Datenreduktion wurden regionale Bereiche aus den 
Modellsimulationen extrahiert, welche für eine genauere Untersuchung der interessierenden 
Variablen sinnvoll erschienen. So ist die bodennahe Wasserschicht entscheidend zur Identifi-
zierung der Ausbreitung an- bzw. hypoxischer Zonen in der Ostsee. Auch ein Transsekt als 
vertikaler Schnitt durch die Ostsee entlang der Becken und Schwellen der Ostsee mit einer 
Länge von 2632 km (Abb. 6) gibt Aufschluss über die Ausbreitung dieser Zonen, aber 
zusätzlich z. B. auch über die Schichtung von Temperatur und Salinität sowie über die 
Verteilung von Nährstoffen. 
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Abb. 6: Darstellung der Topographie des Modells der Ostsee sowie des betrachteten Transsektes entlang 
ausgesuchter Becken und Schwellen (weiße Linie) und dreier Stationen. 
Die Untersuchung der Meeresoberfläche bzw. der oberen Schichten kann Kenntnisse zu 
Variablen wie die Eisausbreitung und Eismächtigkeit als auch die Änderungen im Strömungs-
regime, die Ausbreitung von Phyto- und Zooplankton, Stickstofffixierung sowie die Aus-
bildung von Gradienten (Temperatur, Salinität) liefern. Für einige Variablen (z. B. Phosphat-
konzentration) ist es sinnvoll, die Daten über die Wassersäule zu integrieren, um Daten für die 
gesamte Ostsee als Bilanz berücksichtigen zu können. Karten der Tiefenausbreitung bestimmter 
Zonen wie der Halokline, der Redoxkline, der Durchmischungszone, aber auch der hypoxi-
schen Grenzschicht können ebenfalls zum Verständnis der Dynamik innerhalb der Ostsee 
beitragen. Wenn es um die Verteilungsstruktur der Daten je Messpunkt geht, ist die Darstellung 
von Schnitten eher ungeeignet, da nur einzelne deskriptive statistische Eigenschaften (z. B. 
Mittelwert, Median, Varianz) dargestellt werden können. Für die anschauliche Darstellung der 
Verteilungsstrukturen kommen geplottete Profile ausgewählter Stationen zum Einsatz. Dadurch 
ist es möglich, mehrere Quantile der Verteilung in ein einziges Diagramm zu bringen. Es 
wurden hierbei drei Stationen unterschiedlicher Wassertiefe gewählt. Dabei handelt es sich um 
die Station TF113 (13,48°O; 54,91°N) in der Arkonasee, die TF213 (15,98°O; 55,26°N) im 
Bornholm Becken und um die TF271 (20,08°O; 57,31°N) im Gotlandbecken (vgl. Abb. 6). Die 
drei Stationen unterscheiden sich sowohl in ihrer räumlichen Lage als auch in ihrer maximalen 
Tiefe. Die Station TF113 befindet sich im flachen Wasser mit einer maximalen Tiefe von 48 m, 
TF213 erreicht eine Tiefe von 91 m und liegt im Bereich mittlerer Tiefe. Die Station TF271 
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Für die vergleichende Statistik zweier Szenarien (z. B. LIA-MoWP) wurden die Daten der 
beteiligten Modellszenarien an jedem räumlichen Punkt (Gitterzelle) für jeden Abschnitt 
untersucht. Für die statistische Analyse wurden die letzten 30 Jahre einer Modellberechnung 
berücksichtigt, da die ersten 17 Jahre als Adaptationszeitraum aus der statistischen Analyse 
entfernt wurden. Dies ist auch dem sogenannten spin-up Effekt geschuldet, welcher in Kapitel 
5.2 genauer erläutert wird. Daraus ergibt sich eine Anzahl von 30 · 12 Werten (N=360) je 
Szenario und Gridzelle. Für die Betrachtung saisonaler Unterschiede (siehe Anhang) ergibt sich 
eine Anzahl von 30 · 3 Werten (N=90). Das Signifikanzniveau  wurde hierbei auf 0,05 
festgelegt. Um zu überprüfen, ob sich die Lage der Daten beider Szenarien unterscheiden und 
welcher statistische Test dafür geeignet ist, bedarf es zuvor einer Überprüfung von Voraus-
setzungen für die Statistik. Die erste Voraussetzung ist die Unabhängigkeit der Daten beider 
Szenarien, was in diesem Fall zutrifft, da die Szenarien unabhängig voneinander berechnet 
wurden. Der zweite Schritt ist der Test auf Normalverteilung (Gross & Ligges, 2015) unter 
Nutzung des Cramer-von-Mises-Tests (Thode Jr., 2002). Bei vorhandener Normalverteilung 
erfolgte als nächster Schritt die Überprüfung der Varianzhomogenität mittels F-Test. War 
Varianzhomogenität gegeben, konnte der abschließende Test auf Unterschiede in der Lage der 
Daten mit Hilfe einer anova (Chambers et al., 1992) oder dem t-Test (Wilcox, 1996) 
durchgeführt werden. Bei Varianzheterogenität wurde der t-Test mit einer Korrektur nach 
Welch durchgeführt (Wilcox, 1996). Wenn die Verteilung der Daten nicht normalverteilt war, 
wurde mittels Kolmogorov-Smirnov-Zwei-Stichproben-Test (Conover, S. 309–314) überprüft, 
ob die Verteilungen die gleiche Form besitzen. Die abschließende Überprüfung auf Unter-
schiede in der Lage erfolgte bei gleicher Verteilungsform durch den U-Test von Wilcoxon, 
Mann und Whitney (Toutenburg, 1994) und anderenfalls durch den Median-Test (Bortz et al., 
1990; Wilcox, 1996). Ob sich die Daten der Szenarien hinsichtlich ihrer Variabilität 
unterscheiden, konnte bei Normalverteilung wie bereits erwähnt mittels F-Test untersucht 
werden. Bei nichtnormalverteilten Daten wurde dafür der Levene-Test (Fox & Weisberg, 2011) 
genutzt. Die Vorgehensweise für die Statistik soll nun noch einmal anhand eines Beispiels 
verdeutlicht werden. Dazu sollen die Unterschiede in der Salinität der bodennahen Wasser-
schicht zwischen den Szenarien LIA und MoWP analysiert werden. In Abb. 7 ist der Ent-
scheidungsprozess für den geeigneten Test nachzuvollziehen. Zuerst wurden beide Szenarien 
hinsichtlich ihrer Verteilung untersucht. Dabei wurde festgestellt, dass die meisten Daten nicht 
normalverteilt waren. Daraus resultiert der folgende Schritt zur Untersuchung der Verteilungs-
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dass die Verteilungen der Daten in fast allen Bereichen dieses Ausschnittes zwischen den zwei 






(H0: LIA = MoWP) 
   
Abb. 7: Darstellung der statistischen Überprüfung von Testvoraussetzungen am Beispiel der Salinität der 
bodennahen Wasserschicht für die Szenarien MoWP und LIA, um somit den geeigneten Test zur 
Feststellung signifikanter Unterschiede dieser Szenarien zu ermitteln. 
Daraus ergeben sich die Anwendung des Median-Tests zur Überprüfung der Signifikanz in den 
Lageunterschieden und der Levene-Test zur Signifikanz der Varianzunterschiede (Abb. 8). Der 
Median-Test zeigt in diesem Fall die Signifikanz der Differenzen in der Salinität für die gesamte 
Ostsee mit Ausnahme des Kattegat, des Skagerag sowie der dänischen Sunde. Der Levene-Test 
zeigt signifikante Varianzunterschiede insbesondere in der Bottensee und Bottenwiek, auch 
wenn die Unterschiede in der Varianz nahezu null sind und demzufolge keine ökologische 
Relevanz besitzen. Alle Ergebnisse der statistischen Tests für die vergleichenden Unter-


















Abb. 8: Vergleichende statistische Analyse der modellierten Salinitätsdaten der bodennahen Wasserschicht für 
die Szenarien MoWP und LIA. Dargestellt sind die Unterschiede in der Lage der Salinitätsdaten (oben 
links), die Signifikanzprüfung der Lageunterschiede mittels Median-Test (oben rechts), die 
Unterschiede in der Varianz der Salinitätsdaten (unten links) und die Signifikanzprüfung der 







Das Szenario der Modernen Warmzeit umfasst eine Zeitspanne von 47 Jahren von 1961 bis 
einschließlich 2007. Wie bereits in Kapitel 2.3 beschrieben, berücksichtigt die statistische 
Auswertung und Darstellung die Jahre von 1978 bis 2007. Damit wird ein Zeitraum mit starker 
anthropogener Einflussnahme auf das Ökosystem Ostsee erfasst und durch das Modell anhand 
ausgewählter Schlüsselvariablen beschrieben und charakterisiert. Dieses Experiment dient nach 
seiner Validierung als Referenz für die weiteren experimentellen Szenarien und ist daher von 
entscheidender Bedeutung.  
 
 
Die für eine Charakterisierung des Ökosystems Ostsee notwendigen physikalischen Variablen 
sind die Temperatur, die Salinität und der Sauerstoffgehalt. Diese drei Variablen werden 
heutzutage meist standardmäßig per CTD Sonde gemessen, da sie den abiotischen Zustand in 
der Wassersäule mit einem vergleichsweise geringen Aufwand widerspiegeln. Daraus ergeben 
sich auch die Lage der Halokline und der Redoxkline. Ebenso lassen sich aus diesen Daten die 
Verbreitungsgebiete hypoxischer und anoxischer Zonen gewinnen, welche bei einer zeitlichen 
Auflösung auch einen wichtigen Einblick in die Zustandsentwicklung der Ostsee liefern. Außer 
diesen Variablen spielen auch die Strömungsverhältnisse sowie der Grad der Durchmischung 
der Wasserkörper eine wesentliche Rolle in der Entwicklung der Ostsee. 
Die obere Schicht der Ostsee ist entscheidend für die Produktivität, da hier die Sonnenenergie 
durch phototrophe Organismen zur Synthese von organischen Molekülen aus Kohlendioxid, 
Wasser, Nährstoffen sowie Spurenelementen genutzt wird. Die Sonnenenergie fließt entlang 
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erfolgen, wenn diese Organismen einen geeigneten Lebensraum vorfinden. Da unterschiedliche 
Arten auch verschiedene Präferenzen bezüglich der Umweltfaktoren haben, sind die Arten-
zusammensetzungen auch verschieden für unterschiedliche Lebensräume. Daher sind auch die 
räumlichen und zeitlichen Strukturen der Umweltfaktoren wichtige Einflussgrößen für die 
Verteilung der Arten im Ökosystem. Sowohl die Temperatur als auch die Salinität sind durch 
einen Gradienten sowohl in horizontaler als auch in vertikaler Richtung gekennzeichnet. In 
Abb. 9 sind diese Gradienten der Modellierungsergebnisse für die MoWP dargestellt. Die 
Strömungsgeschwindigkeiten bilden keinen solchen Gradienten aus und sind vorrangig durch 
die topographischen und morphologischen Gegebenheiten der Ostsee, die vorherrschenden 
Winde als auch den Wasseraustausch mit dem Einzugsgebiet und die Nordsee gekennzeichnet. 
Die Strömungsgeschwindigkeiten vu (West-Ost, latitudinal, zonal) und vv (Süd-Nord, longi-
tudinal, meridional) für die MoWP Simulation sind ebenfalls in Abb. 9 dargestellt. Die mediane 
Jahrestemperatur weist einen Gradienten von ungefähr 1 °C im Norden bis 10 °C im Süden der 
Ostsee auf. Die Salinität erreicht im Westen Werte von über 30 und sinkt Richtung Osten auf 
weniger als 5. Demzufolge ist auch eine entsprechende Verteilung von Organismen entlang 
ihres Toleranzbereiches für diese Faktoren zu erwarten. Diese Variablen stehen auch im 
Zusammenspiel mit der Eisbedeckung, welche vor allem in den nördlichen Regionen der 
Ostsee, wie der Bottenwiek, stark ausgeprägt ist (Abb. 10). 
Die vertikale Verteilung der Salinität wird durch das Zusammenspiel von Einstromereignissen 
salzreichen Wassers aus der Nordsee sowie den salzarmen, limnischen Zuströmen aus den 
Flüssen des Einzugsgebietes bestimmt, wobei sich die salzhaltigen Wassermassen unter die 
salzärmeren Schichten schieben, wodurch ein vertikaler Salinitätsgradient entsteht. In Abb. 11 
lässt sich sowohl der horizontale als auch der vertikale Salinitätsgradient erkennen. Des 
Weiteren sind auch die Haloklinen anhand der scharfen Trennlinien innerhalb der Farbskala 
dieser Darstellung deutlich ausgeprägt. 
Die Haloklinen sind Grenzschichten der Wasserkörper, da aufgrund des mehr oder weniger 
stark ausgeprägten Sprungs in der Salinität und damit in der Dichte ein Austausch der Moleküle 
über die Halokline hinweg erschwert ist. Die Einstromereignisse, welche beinahe regelmäßig 
in geringem Ausmaß stattfinden und nach langanhaltenden Ostwinden und darauf folgenden 
starken Westwinden an Intensität und Reichweite gewinnen (major baltic inflows MBI), 
befördern salz- und sauerstoffhaltiges Wasser über die Schwellen in die Ostseebecken (Döös et 
al., 2004; Feistel et al., 2008). Dadurch erfolgt eine Versorgung der tiefen Wasserschichten mit 
Sauerstoff, der anschließend durch Oxidation organischer Substanz (Detritus) wieder 
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Abb. 9: Mediane der modellierten Daten für Temperatur, Salinität und Strömungsgeschwindigkeit (u, v) der 
oberen 0 – 10 m Schicht der Ostsee für das Referenzszenario der MoWP. 
Die vertikale Verteilung der Tempe-
ratur hingegen ist aufgrund der Dichte-
anomalie des Wassers und der unter-
schiedlichen Salinität der jeweiligen 
Wasserkörper etwas komplexer aufge-
baut. Dadurch entstehen auch die saiso-
nalen Temperaturschichtungen (Feistel 
et al., 2008) in der Ostsee (Abb. 12). 
Eine weitere Variable mit herausragen-
der ökologischer Bedeutung ist der 
Sauerstoffgehalt. Während dieser im 
Oberflächenwasser der Ostsee mit einer 
Konzentration von etwa 10 ml je Liter 
 
Abb. 10:  Mittelwert der modellierten winterlichen Eisbe-
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unkritisch für die aeroben Organismen ist, liegt er in weiten Bereichen der tieferen Ostsee im 
hypoxischen bzw. anoxischen Bereich (Abb. 11 und Abb. 13). Diese an- und hypoxischen 
Bereiche werden weitläufig auch als dead zones bezeichnet, was die Tatsache widerspiegelt, 
dass die Artenvielfalt in diesen Gebieten stark reduziert ist (Carstensen et al., 2014; Conley et 




Abb. 11: Mediane der modellierten Daten für Temperatur, Salinität und Sauerstoffgehalt entlang des Transsektes 
(Abb. 6) durch die Ostsee für das MoWP Szenario. 
Da die intensiven Einstromereignisse bei Betrachtung eines Jahres selten erfolgen (HELCOM, 
2002; Laine et al., 1997; Matthäus & Franck) und die Durchmischung der Wassersäule 
aufgrund der stabilen Schichtung erschwert ist, sind die tiefen Wasserschichten durch eine sehr 
geringe Variabilität der physikalischen Faktoren Temperatur und Salinität gekennzeichnet 
(Abb. 14–16). Erhöhte Varianzen der Temperatur sind vor allem in den Flachwasserbereichen 
bis etwa 30 m anzutreffen. Wie allerdings aus Abb. 14 (a) und (c) entnommen werden kann, 
sind die Temperaturvarianzen in der Arkonasee und zum Teil auch in der Beltsee erhöht, was 
auf den Einfluss von Einstromereignissen aus den dänischen Sunden schließen lässt. Weiterhin 
ist eine erhöhte Varianz der Temperatur auch in den Bereichen der Flussmündungen in Abb. 14 
(b) und (c) zu erkennen, was die jahreszeitlich in Menge und Temperatur unterschiedlichen 
Zuflüsse widerspiegelt. Die Variabilität der Salinität hingegen ist fast ausschließlich innerhalb 



















Abb. 12: Mediane der modellierten Daten der saisonalen Temperatur entlang des Transsektes (Abb. 6) durch die 
Ostsee für das MoWP Szenario. 
In den tiefen Bereichen der Arkonasee lässt sich ebenfalls, wenn auch nur eine leichte Erhöhung 
der Salinitätsvarianzen erkennen. Dies ist insofern verständlich, da das einströmende salz-
haltige Wasser entsprechend seiner Dichte unterhalb der weniger salinen Wassermassen fließt 
und sich mit den Wasserkörpern der gleichen Dichte vermischt. In diesen Regionen erfolgt auch 
die Vermischung bzw. der Austausch der Wassermassen, insbesondere bei starken Einstrom-
ereignissen (Feistel et al., 2008, S. 7). Dieser Zufluss salzreichen Wassers während solcher 
Einstromereignisse beeinflusst auch die Variabilität der Sauerstoffkonzentration (Abb. 16). Die 
tiefen Bereiche entlang der Einströmrichtung des salzhaltigen Wassers aus dem Kattegat über 
die dänischen Sunde in die Becken sind von einer erhöhten Varianz im Sauerstoffgehalt 
geprägt. Eine andere Möglichkeit eine derartige Varianzänderung im Sauerstoffgehalt in der 
Tiefe zu erzeugen, wäre eine Vertikalventilation (Omstedt et al., 2014; Elken & Matthäus, 
2008; Meier et al., 2006). Dies wird aber durch eine starke Schichtung der Wassermassen 
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Bereichen der zuvor erwähnten Einstromgebiete mit salz- und sauerstoffreichem Nordsee-
wasser (Dänische Sunde, Belt-, Arkonasee, Abb. 16 a und c), den Flussmündungen (Abb. 16 b 
und c) sowie den Bereichen der thermohalinen Schichtung erhöht (Abb. 16 a).  
  
  
Abb. 13: Mediane der modellierten Daten der Sauerstoffkonzentration und -sättigung, der Temperatur und der 
Salinität der bodennahen Wasserschicht für das MoWP Szenario. 
Die Schichtung und Variabilität der betrachteten Variablen lassen sich auch anhand der drei 
ausgewählten Stationen zeigen. So sind die Schwankungen der Wassertemperatur in der 
obersten Schicht erhöht, was auf die saisonalen Lufttemperaturunterschiede zurückzuführen ist. 
Die Wasseroberfläche weist die höchsten Temperaturen über der Wassersäule auf. Die kältesten 
Schichten liegen nicht am Meeresboden, sondern unterhalb der wärmeren Oberflächenschicht. 
Je nach Station befindet sich die Schicht in einer anderen Tiefe. Für die Station TF0113 befindet 
sich diese Schicht in einem Bereich von 25 bis 30 m, für TF0213 dagegen bereits in Tiefen von 
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Abb. 14: Varianzen in der modellierten Wassertemperatur für das MoWP Szenario: entlang des Transsektes aus 




Abb. 15: Varianzen in der modellierten Salinität für das MoWP Szenario: entlang des Transsektes aus Abb. 6 (a), 
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Abb. 16: Varianzen in der modellierten Sauerstoffkonzentration für das MoWP Szenario: entlang des Transsektes 
aus Abb. 6 (a), für die 0 – 10 m Oberflächenschicht (b) und für die bodennahe Wasserschicht (c). 
Dass die Salinität einen großen Einfluss auf die Schichtung der Temperatur hat, wird auch bei 
vergleichender Betrachtung der Stationsdaten von Temperatur und Salinität in Abb. 17 deutlich. 
Die kalten Wasserschichten sammeln sich direkt über der Halokline und damit oberhalb der 
tiefen, salzhaltigeren Schichten. Diese Schichtung des Wasserkörpers bedingt gleichzeitig auch 
eine Schichtung in Bezug auf die Sauerstoffkonzentrationen. In Abb. 11 und 17 ist die vertikale 
Verteilung der Sauerstoffkonzentration dargestellt. Dabei ist eine ständige hohe Verfügbarkeit 
von Sauerstoff in der obersten Wasserschicht über der Haloklinen zu erkennen. In dieser 
Schicht wird zu keiner Zeit ein hypoxischer bzw. anoxischer Zustand erreicht. Unterhalb dieser 
Grenzschicht nimmt der Sauerstoffgehalt stetig ab und erreicht in einigen, vor allem tiefen, vom 
Wasseraustausch nur begrenzt beeinflussten Teilen der Ostsee hypoxische sowie anoxische 
Werte. Abbildung 13 stellt die Sauerstoffkonzentration direkt über dem Meeresgrund dar, 
wodurch die Ausbreitung der an- und hypoxischen Bereiche veranschaulicht wird. Hier sei aber 
darauf hingewiesen, dass das Modell die Bereiche in der Bottensee womöglich nicht 
realitätsnah berechnet (s.a. Eilola et al., 2011), da in diesem Ostseeabschnitt für gewöhnlich 
keine Anoxie beobachtet wird (Abb. 2.26 in HELCOM, 2009, S. 55). Diese fehlerhafte 
Berechnung ist möglicherweise auf die topographische Auflösung und die geographische 






- 27 - 
Modells für die gesamte Ostsee, welche die Zuverlässigkeit und Aussagekraft der zugrunde-







   
Abb. 17: Tiefenprofile der modellierten Temperatur, Salinität und Sauerstoffkonzentration des MoWP Szenarios 
für die in Abb. 6 dargestellten Stationen. Die schwarze Linie entspricht dem Median und die 
Graubereiche in ihrer Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 0,90; 
0,05 & 0,95; 0,025 & 0,975, 0,01 & 0,99; 0 & 1. 
Bei Betrachtung der Strömungsgeschwindigkeiten wird deutlich, dass die Wasserkörper ober- 
und unterhalb der Halokline einer unterschiedlich starken Durchmischung ausgesetzt sind. 
Insbesondere die Stationsdaten geben einen aufschlussreichen Einblick in die Dynamik des 
Wasseraustausches. So ist in Abb. 18 die laterale und longitudinale Strömungsgeschwindigkeit 
gegen die Tiefe für die drei ausgewählten Stationen aufgetragen. Auch hier ist die starke 
Trennung der oberen und unteren Wasserschichten zu erkennen. Die Strömungsgeschwindig-
keiten erreichen in der Schicht oberhalb der Halokline ein Vielfaches der unteren Schicht. Dies 
wird insbesondere für die tiefste und am weitesten östlich gelegene Station TF0271 deutlich. 
Die mediane Strömungsgeschwindigkeit in den tiefen Bereichen ist nicht nur sehr niedrig (nahe 
0), sondern auch sehr invariabel. Es werden nur sehr selten erhöhte Strömungsgeschwindig-













Abb. 18: Tiefenprofile der Strömungsgeschwindigkeiten (u, v) des MoWP Szenarios für die in Abb. 6 
dargestellten Stationen. Die schwarze Linie entspricht dem Median und die Graubereiche in ihrer 
Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 0,90; 0,05 & 0,95; 0,025 & 
0,975, 0,01 & 0,99; 0 & 1. 
 
Um Rückschlüsse auf den Zustand der Ostsee ziehen zu können, ist es notwendig, außer den 
physikalischen und chemischen Eigenschaften auch die biologischen Komponenten zu 
betrachten. Damit Organismen in einem Ökosystem leben können, bedarf es außer günstigen 
Umweltbedingungen auch die ausreichende Verfügbarkeit von Energie und Ressourcen. Die 
Berechnungsgrundlage und Kopplung der einzelnen Elemente im Modell ist in Kapitel 2.1.2 
dargestellt. Die dem System zugeführte Energie entstammt im Modell komplett der Solar-
strahlung und ist durch die globale Solarkonstante in das Modell implementiert. Die Ressourcen 
für die Primärproduzenten entstammen den flussbürtigen sowie den atmosphärischen Einträgen 
von Stickstoff und Phosphor in den Formen Ammonium, Nitrat und Phosphat. Die mediane 
Verteilung dieser Nährstoffe in der obersten Wasserschicht der Ostsee für das Modell der 
MoWP und über einen Simulationszeitraum von 30 Jahren sind in Abb. 19 dargestellt. Die 
Flusseinträge spielen demnach für die Nährstoffzufuhr in die Ostsee eine herausragende Rolle 
(z. B. Oder, Neva). Gerade für die Stickstoffverbindungen lassen sich die flussbürtigen Quellen 
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Vielfaches höher sind als in den zentralen Becken der Ostsee (Abb. 19). Für die Phosphate ist 
dies nicht eindeutig übertragbar. 
  
  
Abb. 19: Mediane der modellierten Daten der Nährstoffkonzentrationen (Ammonium, Nitrat, DIN & Phosphat) 
in der oberen 0 – 10 m Wasserschicht der Ostsee für das MoWP Szenario. 
Die Verteilung der Nährstoffe entlang des Transsektes ist, wie in Abb. 20 ersichtlich ist, vor 
allem vertikal strukturiert und mit der Tiefe positiv korreliert. Dabei nehmen die Nährstoff-
konzentrationen mit zunehmender Tiefe zu. Jedoch erfolgt dies nicht gleichmäßig, sondern 
schichtweise, was auf das Vorhandensein von verschiedenen, voneinander mehr oder weniger 
getrennten Wasserkörpern hindeutet und damit die thermohaline Schichtung aus Abb. 11 
bestätigt. Außer dieser thermohalinen Schichtung existiert für die einzelnen Stickstoffderivate 
eine weitere Form der Schichtung. Diese ist in den tiefen Zonen und in bodennahen Bereichen 
zu erkennen. Während die Ammoniumkonzentrationen in diesen Bereichen stark ansteigen, 
sinken die Konzentrationen von Nitrat gegen Null. Die Position dieser Grenzschicht korreliert 
mit der Sauerstoffkonzentration und lässt sich auch mit dieser erklären (Nausch et al., 2003; 
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Sulphat von einigen Organismen genutzt werden können, entstehen in diesen Bereichen nicht 
nur anoxische Zonen, sondern ebenfalls nitratarme (Reduktion zu N2) und gleichzeitig 
ammoniumhaltige (Anreicherung aufgrund fehlender Sauerstoffmoleküle für die Oxidation) 
Gebiete (Nausch et al., 2003). Phosphat wird in sauerstoffhaltigem Milieu von Eisenoxy-
hydroxiden im Sediment gebunden (Norkko et al., 2012). Diese Bindung des Phosphats durch 
Eisenoxyhydroxide in Eisen-III-hydroxophosphat Komplexe wird durch Anoxie gehemmt, da 
durch Reduktion von Sulphaten Eisensulfide entstehen und diese für die Phosphateinlagerung 
benötigte Eisenionen binden (Lehtoranta et al., 2008; Nausch et al., 2003). Obwohl Phosphat 
in geringerer Menge als Stickstoff vorhanden ist, besteht in Bodennähe trotzdem eine 
Stickstofflimitierung. Für das MoWP Szenario erreicht das N:P Verhältnis etwa 5:1 (Abb. 20). 
Allerdings wurden hierbei die Mediane von DIN und Phosphat über den gesamten Zeitraum 
berücksichtigt. So kann aber zumindest eine Schätzung für den gesamten Untersuchungs-





Abb. 20: Mediane der modellierten Daten der Nährstoffkonzentrationen (Ammonium, Nitrat, DIN & Phosphat) 
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Um die Szenarien für den gesamten Wasserkörper miteinander vergleichen zu können, bietet 
es sich an, die Nährstoffe über die Wassersäule zu integrieren. So zeigt sich eine starke Überein-
stimmung in der räumlichen Struktur der Verteilung von Nitrat (bzw. DIN) und Phosphat 
(Abb. 21). Auch hier kann wieder das N:P Verhältnis zur Bestimmung des Limitationsfaktors 
in Bezug auf diese beiden Nährstoffe herangezogen werden. Wie bereits in den zuvor 
betrachteten Ausschnitten der Ostsee zeigt auch die Berechnung der Summe über die Wasser-
säule, dass die Ostsee ein stickstofflimitiertes Gewässer ist. 
  
  
Abb. 21: Mediane der modellierten Daten der Nährstoffkonzentrationen (Ammonium, Nitrat, DIN, Phosphat) für 
das MoWP Szenario über die Wassersäule der Ostsee berechnet. 
Da die Primärproduzenten außer einer Energiequelle auch Nährstoffe benötigen, sind sie nur 
an den Orten anzutreffen, die ausreichend Nährstoffe aufweisen. Für das Modellszenario der 
MoWP kann dieser Zusammenhang anhand der drei funktionalen bulk Variablen der Primär-
produzenten (Flagellaten, Diatomeen, Cyanobakterien) im Vergleich mit den Nährstoff-
variablen nachvollzogen werden. So sind die höchsten Abundanzen der Flagellaten und der 
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anzutreffen. Aufgrund des Redfield Verhältnisses (Redfield et al., 1963) benötigen die Primär-
produzenten Phosphor in Mengen von etwa 1/16 des Stickstoffs. Das N:P Verhältnis der Ostsee 
liegt weit unterhalb des Redfield Verhältnisses (HELCOM, 2002). Demzufolge sind die Primär-
produzenten in den meisten Bereichen der Ostsee stickstofflimitiert (Abb. 19). Die Ausnahme 
hiervon bilden die Cyanobakterien, welche atmosphärischen Stickstoff fixieren können und 
daher hauptsächlich phosphorlimitiert sind (Abb. 22 & 23). Dies ist auch der Grund für die 
Cyanobakterienblüten im Sommer nach der Frühjahrsblüte der Diatomeen (Abb. 22), wenn das 
N:P Verhältnis so niedrig ist, dass die Diatomeen stickstofflimitiert sind (Funkey et al., 2014). 
Durch die Cyanobakterienblüte im Sommer gelangt Stickstoff in den Nährstoffkreislauf der 
Ostsee, wodurch die Flagellaten eine Herbstblüte ausbilden (Abb. 22). 
Bei Betrachtung der Konzentration von Chlorophyll a, berechnet aus den Variablen der Primär-
produzenten, fällt eine Konzentrierung im küstennahen Bereich, insbesondere an den Fluss-
mündungen, auf (Abb. 23). Die geringsten Mengen an Chlorophyll a befinden sich in der 
Bottenwiek. Die Gründe hierfür sind hauptsächlich die geringen Nährstoffeinträge (Abb. 19) 
aufgrund des dünn besiedelten Einzugsgebietes im Vergleich zu anderen Ostseeregionen 
(HELCOM, 2002, 2009) sowie die im Jahresschnitt niedrigen Wassertemperaturen (Abb. 9). 
Die Organismen des Zooplanktons, welche als Konsumenten erster Ordnung direkt von den 
Primärproduzenten abhängen, verteilen sich dementsprechend in der Ostsee, das heißt die 
Verteilung korreliert mit der Verteilung der Primärproduzenten (Abb. 23). Dass die Primär-
produzenten außer von den Nährstoffen auch von physikalischen Faktoren beeinflusst bzw. 
limitiert werden, kann bei Betrachtung der Verteilung über die Tiefe festgestellt werden. So 
mangelt es in den tiefen Schichten der Ostsee nicht an Nährstoffen (Abb. 20), jedoch ist das 
Vorkommen der Primärproduzenten auf die oberen Schichten beschränkt (Abb. 24). 
Entscheidend für die Tiefenverbreitung der autotrophen Primärproduzenten ist vor allem die 
Lichtverfügbarkeit. In der Ostsee reicht die euphotische Zone, in der noch autotrophes Primär-
wachstum möglich ist, bis in Tiefen von über 20 m, wobei in den Küstengewässern diese Tiefe 
wesentlich geringer sein kann (Feistel et al., 2008, S. 452). Die vertikale Verteilung der 
Primärproduzenten im Modell ist in Abb. 24 veranschaulicht. Dabei reicht das Vorkommen bis 
in etwa 50 m Wassertiefe, wobei die maximale Verbreitungstiefe der Diatomeen sogar bei etwa 
70 m Wassertiefe liegt. Die höchsten Abundanzen für die Flagellaten und die Cyanobakterien 
sind in der Oberflächenschicht zu finden und nehmen mit zunehmender Tiefe ab. Dahingegen 
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Abb. 22: Saisonale Mediane der modellierten Daten für die Konzentration der Primärproduzenten in 
Stickstoffeinheiten des MoWP Szenarios über die Wassersäule integriert. 
Die gesamte Abundanz der Primäproduzenten, welche als Chlorophyll a Ǧ
, weist wiederum einen klaren Tiefengradienten auf, wobei sie an der 
Oberfläche die höchsten Werte erreicht. Wie bereits in Abb. 23 die übereinstimmenden Ver-
breitungsmuster zwischen Chlorophyll a und Zooplankton gezeigt wurden, lässt sich dies auch 
bei Betrachtung der Tiefenverteilung entlang des Transsektes in Abb. 25 erkennen. Besonders 
große Vorkommen finden sich im Bereich der dänischen Sunde mit vergleichsweise geringen 
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Die abgestorbenen Organismen wiederum erreichen mit der Zeit den Meeresboden in Form von 
Detritus (Abb. 26) und werden dort unter Sauerstoffzehrung zersetzt und mineralisiert. In 
Abb. 26 ist die Bilanzierung der Primärproduzenten, des Zooplanktons und des Detritus als 
Summe über die Wassersäule dargestellt. 
   
Abb. 23: Mediane der modellierten Daten für die Konzentration der Primärproduzenten (Flagellaten, Diatomeen, 
Cyanobakterien) als Chlorophyll a-Konzentration (links) und Konsumenten (Zooplankton) in 
Stickstoffeinheiten (rechts) im Bereich von 0 bis 10 m Wassertiefe des Szenarios der MoWP. Weiterhin 





Abb. 24: Mediane der modellierten Daten für die Konzentration der Primärproduzenten (Flagellaten, Diatomeen, 
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Abb. 25: Mediane der modellierten Daten für die Chlorophyll a-Konzentration sowie die Konzentration der 
Konsumenten (Zooplankton) in Stickstoffeinheiten entlang des Transsektes (Abb. 6) durch die Ostsee 
für das MoWP Szenario. 
 
   
   
Abb. 26: Mediane der modellierten Daten für die Konzentration der Konsumenten (Zooplankton) in 
Stickstoffeinheiten sowie der Detrituskonzentration über die Wassersäule der Ostsee für das Szenario 
der MoWP berechnet. 
In Abb. 27 sind die Konzentrationen der Nährstoffe für die untersuchten Stationen aufgetragen. 
Diese zeichnen sich vor allem in den tiefen Bereichen (z. B. für Station TF0213 und TF0271) 
durch starke Schwankungen aus, wobei die Streubreite für Stickstoff etwas höher ist als für 
Phosphat. Außerdem ist auch in dieser Abbildung für die Stationen mittlerer und hoher 
Wassertiefe die Ablösung von Nitrat durch Ammonium zu erkennen, wie es bereits in Abb. 20 
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Meeresboden an diesen Stationen oxisch gewesen sein muss, da die Nitratkonzentration höhere 
Werte als Null erreicht. Die geringeren Nährstoffkonzentrationen im Bereich der oberen 
Wasserschichten können eine Folge der Primärproduktion sein, da diese durch die Aufnahme 
der Nährstoffe als Senke wirkt. In den tiefen Bereichen der Ostsee können die Primär-
produzenten keine Photosynthese betreiben und demzufolge auch nicht wachsen, geschweige 
denn Nährstoffe aufnehmen. Ebenfalls auffällig ist die stark linkssteile Verteilung, ins-
besondere der Cyanobakterien (Abb. 28). Dies spiegelt die Saisonalität in der Populations-
entwicklung wider, die eine sprunghafte Vermehrung innerhalb kurzer Zeitspannen aufweist 
(Phytoplanktonblüten, vgl. Abb. 22). Für die Cyanobakterien ist dies am stärksten ausgeprägt, 
da ihr Median nahe Null liegt und sie somit die meiste Zeit fast nicht vorhanden waren, wobei 







   
Abb. 27: Tiefenprofile der modellierten Nährstoffkonzentrationen (Ammonium, Nitrat, DIN & Phosphat) des 
MoWP Szenarios für die in Abb. 6 dargestellten Stationen. Die schwarze Linie entspricht dem Median 
und die Graubereiche in ihrer Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 












   
Abb. 28: Tiefenprofile der modellierten Konzentrationen Primärproduzenten (Flagellaten, Diatomeen, Cyano-
bakterien) in Stickstoffeinheiten des MoWP Szenarios für die in Abb. 6 dargestellten Stationen. Die 
schwarze Linie entspricht dem Median und die Graubereiche in ihrer Intensität abnehmend den 
Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 0,90; 0,05 & 0,95; 0,025 & 0,975, 0,01 & 0,99; 0 & 1. 
Die Verteilung der Primärproduzenten bestimmt auch die Verteilung des Zooplanktons. So 
unterscheiden sich die Tiefenprofile von Chlorophyll a und von der Zooplanktonkonzentration 
nur marginal, was in Abb. 29 dargestellt ist. In dieser Abbildung ist auch die Detritus-
konzentration aufgetragen. Sie ist gerade in der flachen Station TF0113 erhöht, was auf eine 
Akkumulation in diesem Bereich hindeutet und gleichzeitig die Vermutung zulässt, dass beim 
Absinken des Detritus in tiefere Regionen (Station TF0213 und TF0271) dieses wiederum 












   
Abb. 29: Tiefenprofile der modellierten Konzentration von Chlorophyll a, der Konsumenten (Zooplankton) in 
Stickstoffeinheiten sowie der Detrituskonzentration des MoWP Szenarios für die in Abb. 6 dargestellten 
Stationen. Die schwarze Linie entspricht dem Median und die Graubereiche in ihrer Intensität 
abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 0,90; 0,05 & 0,95; 0,025 & 0,975, 0,01 
& 0,99; 0 & 1. 
 
 
Die im vorherigen Kapitel gezeigten, grafisch aufgearbeiteten Modelldaten wirken zwar 
plausibel, müssen aber noch mit instrumentell erfassten Daten abgeglichen werden, um die 
Validität des Modells bzw. Teile davon zu sichern. Außerdem können somit auch die Stärken 
und Schwächen innerhalb der modellierten Variablen festgestellt werden. Bevor es also zu den 
vergleichenden Untersuchungen mit anderen Modellszenarien kommen kann, wird in diesem 
Kapitel auf die Validierung des Referenzmodells eingegangen. 
 
Die gewonnenen Modellergebnisse bilden die Basis für die Validierung und damit für die 
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zwischen Modell- und Messdaten. Zur Veranschaulichung der Problematik der Verfügbarkeit 
von Messdaten sei hier auf Abb. 30 verwiesen, welche die zur Verfügung stehenden Messdaten 
der Salinität zeigt. Außer Daten der Salinität wurden auch Messungen der Temperatur, des 
Sauerstoffgehalts sowie der Nährstoffe Ammonium, Nitrat und Phosphat zur Validierung 
herangezogen. Die Datengrundlage der jeweiligen Messwerte beruht auf der ODIN Datenbank 
des Instituts für Ostseeforschung Warnemünde (IOW) und umfasst Datensätze verschiedener 
monitoring-Programme, Projekte und Forschungsfahrten. Die Rohdaten der Messungen 
wurden intern im IOW berechnet und validiert. Dies ist unter anderem deshalb nötig, da sowohl 
im Laufe der Zeit als auch innerhalb der verschiedenen Projekte und deren Teilnehmer 
unterschiedliche Verfahren und Messmethoden zum Einsatz kamen. Die einzelnen Messwerte 
wurden für die Auswertung an die räumliche und zeitliche Skala des Modells angepasst, um 
eine Vergleichbarkeit der beiden Datensätze zu erhalten. Die Auflösung der Messwerte ist 
sowohl räumlich als auch zeitlich sehr divers, wodurch auch die Aussagekraft der Validierungs-
ergebnisse für unterschiedliche räumliche und zeitliche Abschnitte der Ostsee verschieden sind 
(Abb. 30). Darüber hinaus wurde die Verteilung der Daten untersucht, um die dadurch 
bedingten weiteren Schritte der statistischen Analyse festzulegen. Verglichen wurden letzt-
endlich die Lage, die Streuung sowie die Korrelation zwischen Modell- und Messwerten der 
einzelnen Variablen. 
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Als schneller Überblick zur Abschätzung der Güte des Modells und zur Identifizierung von 
Schwachpunkten wurden die Differenzen zwischen den Messwerten und den dazugehörigen 
Modelldaten gebildet und in Abb. 31 aufgetragen. Dabei konnte festgestellt werden, dass das 
Modell die Temperaturen der oberen Wasserschichten in den meisten Fällen etwas überschätzt 
und im Bereich von ca. 15 bis 45 m etwas unterschätzt, ansonsten aber die Messdaten recht 
genau wiedergibt. Die Salinität wird bis in Tiefen von 140 m sehr häufig um etwa 1,5 über-
schätzt. In den Tiefen unterhalb dieser Zone stimmen die Modelldaten sehr gut mit denen der 
Messdaten überein. In den Tiefen von ca. 45 bis 140 m ist die Streuung in den Abweichungen 
zwischen den berechneten und gemessenen Werten besonders groß. Dies deutet auf Unter-
schiede hinsichtlich der Tiefe der Halokline hin. 
   
   
   
Abb. 31: Abweichungen der Modelldaten von den Messwerten. Die vertikale rote Linie kennzeichnet Bereiche 
ohne Unterschiede, die Boxen umfassen den Interquartilbereich der Abweichungen und die Whisker 
reichen bis zu den minimalen bzw. maximalen Differenzen. 
Unterstützt wird dies auch durch die Vergleichsdaten der Sauerstoffkonzentrationen, da auch 
hierbei die Variabilität in den Abweichungen zwischen Mess- und Modelldaten hoch ist. Außer 
in diesen Tiefenbereichen, in denen die Sauerstoffkonzentration um bis zu 2 ml · l-1 überschätzt 
wird, werden die Messwerte von den Modelldaten gut abgebildet. Abbildung 32 zeigt die 
gemessene und modellierte zeitliche Entwicklung für die Temperatur der oberen Wasserschicht 
und für die Sauerstoffkonzentration in der bodennahen Wasserschicht an der Station TF0271. 




- 41 - 
der Sauerstoffkonzentration durch das Modell erkennen, obwohl die einzelnen zeitlichen Mess- 
und Modelldatenpunkte voneinander abweichen können. 
 
 
Abb. 32: Messwerte (Punkte) und monatliche Mittelwerte der Modelldaten (Linien) für die Temperatur des 
Oberflächenwassers (oben) und die bodennahe Sauerstoffkonzentration (unten) für den Zeitraum der 
MoWP an der Station TF0271. 
Die statistische Analyse führte zu dem Schluss, dass sowohl die Datensätze des Referenz-
modells als auch die der instrumentellen Messwerte nicht normal verteilt sind. Demzufolge 
wurde anstatt der Korrelation nach Pearson die Spearman Rangkorrelation berechnet (Becker 
et al., 1988). In Abb. 33 und 34 werden die Korrelationskoeffizienten sowie weitere wichtige 
statistische Kenngrößen graphisch in einem Taylor Diagramm (Taylor, 2000) dargestellt. Die 
Messwerte entsprechen dem Punkt auf der x-Achse bei einer normierten Standardabweichung 
von eins. Dies ist insofern verständlich, da die Messwerte als Referenz dienen und sowohl die 
Modelldaten als auch die Messdaten auf diese normiert und auch zentriert wurden. Dies erfolgte 
durch Subtraktion mit dem Mittelwert der Messdaten und durch anschließende Division mit der 
Standardabweichung der Messwerte. Die Messwerte haben demzufolge unabhängig von ihrer 
Einheit und Skalierung nach der Normierung eine Standardabweichung sowie einen Korrela-
tionskoeffizienten von eins und einen Mittelwert von null. Am Kreisbogen des Diagramms und 
strahlenförmig (punktierte Linien) vom Koordinatenursprung ausgehend sind die Spearman 
Rang-Korrelationskoeffizienten aufgetragen. Je höher dieser Koeffizient ist, desto größer ist 
auch der Zusammenhang zwischen den Modell- und den Messdaten. Die vom Koordinaten-
ursprung ausgehenden Kreisbögen beschreiben die normierten Standardabweichungen. Je 
näher die normierten Standardabweichungen an der eins liegen, desto ähnlicher sind sich die 
Streuungen der Modell- und Messdaten. Die grauen Kreisbögen mit dem Referenzpunkt als 
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mean square) zwischen den normierten Modellwerten und den Messdaten. Dieser Abstand 










Abb. 33: Taylordiagramm zum statistischen Vergleich der Messwerte mit den Modelldaten in Bezug zur 
geographischen Lage (a), zur Wassertiefe (b) und zum Jahresverlauf (c). 
Diese statistische Auswertung für die gesamte Ostsee ist jedoch regional nur bedingt über-
tragbar, da für einige Regionen der Ostsee die Datenlage von gemessenen Variablen sehr 
niedrig war. Dies ist in den Abb. 30 und 33a deutlich zu erkennen. Dazu kommt noch die 
unterschiedliche Dichte der Messwerte in den verschiedenen Tiefen, was ebenfalls die 
Validierung des Modells erschwert (Abb. 33b). Außer diesen räumlichen gibt es auch zeitliche 
Unterschiede in der Messdatenverfügbarkeit, was sich dann ebenfalls auf die Validierungs-
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Bei eingehender Betrachtung des Taylordiagramms in Abb. 35 zeigt sich eine zumeist sehr gute 
Übereinstimmung der modellierten mit den gemessenen Daten. Auffällig ist jedoch die starke 
Abweichung der modellierten von den gemessenen winterlichen DIN Werten. Die Ursache 
dafür kann nicht mit Sicherheit festgestellt werden. Vermutlich ist aber die schlechte Mess-
datenverfügbarkeit (Ammonium: 4581, Nitrat: 12051) für die Wintermonate sowie die starke 
Schwankungsbreite der Ammoniumwerte (Abb. 35) hierfür verantwortlich. Es ist auch 
möglich, dass Prozesse in Bezug auf den winterlichen Stickstoffkreislauf vom Modell nicht 
ausreichend realitätsnah wiedergegeben werden oder dass die atmosphärischen, meteoro-
logischen Antriebsdaten zu stark von der Wirklichkeit abweichen. 
 
Abb. 34: Abweichungen in ausgewählten wichtigen statistischen Kenngrößen zwischen den modellierten und 
den gemessenen Daten der wesentlichen Variablen zur Zustandseinschätzung der Ostsee sind hier in 
Form eines Taylor Diagrammes dargestellt. Die Messwerte werden durch den Punkt auf der x-Achse 
repräsentiert. Die grauen Kreisbögen kennzeichnen die Differenz zum zentrierten quadratischen Mittel 
(cRMS). Die Spearman Rangkorrelationskoeffizienten sind strahlenförmig vom Koordinatenursprung 
ausgehend als punktierte Linien aufgetragen. Die normalisierte Standardabweichung entspricht den 
Kreisbögen, welche ebenfalls ihr Zentrum im Koordinatenursprung haben. Die jeweiligen Variablen 
werden abhängig vom zeitlichen Aspekt durch unterschiedlich geformte Symbole vertreten. Die 
Färbung der Symbole dienen der Unterscheidung der einzelnen Variablen (c DIN: gelöster 
anorganischer Stickstoff, N=44 193; σ O2: Sauerstoffkonzentration, N=567 111; c PO4
3- : Phosphat-
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Die Salinität wird am besten vom Modell wieder-
gegeben, gefolgt von der Temperatur. Aber auch 
die Phosphatkonzentrationen und die Sauerstoff-
gehalte werden durchaus noch gut vom Modell 
erfasst. Weiterhin kann eine etwas niedrigere 
Varianz in den modellierten Werten der Variablen 
Salinität, Phosphatkonzentration und Sauerstoff-
gehalt (ca. 20 %) festgestellt werden. So kann 
z. B. die Abweichung der Sauerstoffkonzentra-
tionen des Modells von den Messwerten anhand der Situation in der Bottensee verdeutlicht 
werden. Während das Modell auch in diesem Becken der Ostsee sauerstoffarme Bereiche 
errechnet (Abb. 13), zeigen Messungen in dieser Region laut HELCOM (2002), dass dies so 
nicht korrekt sein kann. Die Gründe hierfür sind, ähnlich wie die für die Unterschiede in den 
DIN Konzentrationen, noch nicht endgültig geklärt, wobei aber einige der hier durchgeführten 
Simulationen, insbesondere die Sensitivitätsstudien in Hinblick auf die Windgeschwindig-
keiten (Kapitel 4.4), vielversprechende erste Hinweise dazu liefern. 
 
Anhand der statistischen Auswertung für die 
Validierung des Modells gehören die Tempe-
ratur, die Salinität, der Sauerstoffgehalt und 
die Phosphatkonzentration zu den vertrauens-
würdigsten Variablen. Dabei sind die Variabi-
litäten der Salinität, des Sauerstoffgehalts und 
der Phosphatkonzentration etwas geringer als 
die zugehörigen Messwerte. Im Falle der 
gelösten anorganischen Stickstoffverbindun-
gen sind die Schwankungen der Modellwerte 
höher als die Messwerte. Dies kann allerdings 
auch eine Folge der selteneren Beprobung und 
damit der geringeren Anzahl an Messwerten sein. Gerade die Wintermessungen in der Ostsee 
sind relativ spärlich. Dies zeigt sich auch bei der Betrachtung der Unterschiede im cRMS. Die 
Abweichung des cRMS der Modellwerte vom cRMS der Messwerte der DIN Konzentrationen 
ist größer als eins, wohingegen alle anderen Variablen eine Abweichung im cRMS zwischen 
 
Abb. 35: Messwerte der DIN Konzentration für 
die Ostsee im Zeitraum von 1961 bis 
2007 in Abhängigkeit der Tiefe. 
 
Abb. 36: Tiefenprofil der Temperatur und der 
Salinität im Bornholmtief von 1998 bis 
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0,5 und 1 aufweisen. Selbst die von den Messwerten am deutlichsten abweichende Variable des 
Modells (c DIN) ist mit ihren instrumentell aufgezeichneten Messwerten stark korreliert. Der 
Spearman Rang Korrelationskoeffizient von 0,7 macht dies deutlich. Die Variabilität der 
Temperatur von Mess- und Modellwerten ist dagegen nahezu identisch. Dies zeigt sich auch 
im Vergleich der Station TF0213 (Bornholm Becken, Abb. 17) mit den Ergebnissen aus Rak & 
Wieczorek (2012) (Abb. 36). Abschließend betrachtet, reflektiert das Modell die wichtigsten 
Variablen und damit auch die realen Zustände des Ökosystems Ostsee in einer beachtenswerten 
Weise und kann dementsprechend auch für die Simulation anderer Szenarien genutzt werden. 
In Kapitel 5 werden in diesem Zusammenhang die Simulation der Ostsee sowohl während der 
kleinen Eiszeit als auch während der mittelalterlichen Warmzeit und die daraus gewonnenen 
Erkenntnisse beschrieben. Zuvor jedoch wurde das Modell hinsichtlich seiner Sensitivität 








Sensitivitätsstudien werden für gewöhnlich durchgeführt, um das Antwortverhalten eines 
Systems auf die einzelnen Einflussgrößen zu untersuchen. Zu diesem Zweck wurden in diesem 
Kapitel immer nur einzelne äußere Einflussgrößen des Ökosystemmodells der Ostsee variiert 
und die daraus resultierenden Ergebnisse analysiert. Untersucht wurden dabei die Einflüsse der 
Lufttemperatur, relativen Luftfeuchte, der Windgeschwindigkeit sowie der Frischwasserzufuhr 
durch die Flüsse. Jeder dieser Faktoren wurde je einmal erhöht und verringert. In der Tab. 2 
sind die durchgeführten Sensitivitätsstudien mit den geänderten Einflussfaktoren und den 
zugehörigen Änderungswerten aufgelistet. Die Analyse erfolgte mittels statistischer Vergleiche 
zum Referenzmodell (MoWP). 
 
Für die Sensitivitätsstudien wurden die Antriebsdaten der MoWP genutzt und der interes-
sierende Faktor gemäß Tab. 2 modifiziert. Dazu wurde der interessierende Faktor in einer 
Modellberechnung positiv und in einer weiteren negativ modifiziert. Zu beachten war hierbei, 
dass die Stärke der Änderung so gewählt werden musste, dass auch ein deutlicher Effekt im 
betrachteten Modellsystem zu erwarten ist. Die Berechnung der Modelle und Auswertung der 
daraus resultierenden Daten erfolgte analog zu denen des MoWP Szenarios (Kapitel 3.1). 
Tab. 2: Übersicht zu den durchgeführten Modellexperimenten bezüglich der Sensitivitätsstudien und den 
zugehörigen modifizierten Einflussgrößen inklusive der Änderungsart sowie der Größe der Änderung. 
Modellkennung Einflussfaktor Modifikation 
ATH Lufttemperatur + 10 K
ATL Lufttemperatur - 10 K 
WVH Windgeschwindigkeit · 1.30
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Die Änderung der Lufttemperatur wirkt sich in bedeutendem Ausmaß auf zahlreiche Variablen 
des Modells aus. Erwartungsgemäß korreliert in erster Linie die Wassertemperatur stark und 
positiv mit der Lufttemperatur (Abb. 37 & 38). Dies trifft vor allem für die oberen Wasser-
schichten zu, welche in engem Kontakt mit der Atmosphäre stehen. Für das Modell mit den um 
+10 K modifizierten Lufttemperaturen (ATH) erhöhte sich auch die Wassertemperatur im 
gleichen Maße. Analog dazu verringerte sich die Wassertemperatur im Modell mit den um 10 K 
erniedrigten Lufttemperaturen (ATL), allerdings geschah dies aufgrund der Dichteanomalie des 
Wassers nicht in dem Maße der eigentlichen Modifikation (Abb. 37). Durch die verringerte 
Temperatur wurde auch die Bildung einer für die darunterliegenden Wasserschichten isolie-
renden Eisschicht gefördert (Abb. 39). Da aufgrund der damit einhergehenden Veränderungen 
in der Dichte auch die Schichtung der Wasserkörper beeinflusst wird, kommt es ebenfalls zu 
Veränderungen von anderen Variablen, wie z. B. der Salinität (Abb. 40) oder des Sauerstoff-
gehalts (Abb. 41). 
   
   
Abb. 37: Mediane der modellierten Daten für die Wassertemperatur (oben) und Salinität (unten) der obersten 









Abb. 38: Mediane der modellierten Wassertemperaturen entlang des Transsektes (Abb. 6) für die Szenarien (von 
oben nach unten): MoWP, ATH, ATL. 
 
   
Abb. 39: Mittelwerte der modellierten winterlichen Höhe der Eisdecke der Szenarien MoWP (links), ATH 
(mittig) und ATL (rechts). 
Die Salinität in der oberen Wasserschicht ändert sich aufgrund der Modifikationen der Luft-
temperatur nur in geringem Ausmaß (Abb. 37). In den tieferen Bereichen jedoch ist eine 
Erhöhung der Salinität im ATL Modell zu erkennen (Abb. 40), was vermutlich an der stabileren 
Schichtung und damit einhergehend an der geringeren Konvektion der Wassermassen liegt. 
Dabei ändert sich nicht nur die Lage der thermohalinen Grenzschicht, sondern auch die 
Stabilität dieser Schichtung (Abb. 40). 
Die Sauerstoffkonzentrationen der Modelle ATH und MoWP ähneln sich sehr, wobei in der 
oberen Wasserschicht des ATH Szenarios etwas weniger Sauerstoff gebunden ist. Dies hängt 
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Wassers zusammen. Das Modell ATL hingegen unterscheidet sich im Sauerstoffgehalt sehr 
deutlich von den anderen beiden Simulationen. Die oberste Schicht enthält mehr Sauerstoff, 
wobei sie nicht so tief reicht wie in den Modellen der MoWP und ATH. Auch in den tiefen und 
bodennahen Regionen ist eine erhöhte Sauerstoffkonzentration zu erkennen (Abb. 41). Die 
Ursachen hierfür sind vielschichtig, wobei die erhöhte Sättigungskapazität eine Rolle spielt, 
aber auch die verringerte biologische Aktivität in den oberen Wasserschichten, wodurch 
weniger organisches Material zu Boden sinkt und damit die Sauerstoffzehrung in Bodennähe 
verringert wird. Jedoch ist in den Regionen der Bottensee und des Finnischen Meerbusens im 
ATL Szenario die Sauerstoffkonzentration in Bodennähe deutlich niedriger im Vergleich zum 




Abb. 40: Mediane der modellierten Salinitäten entlang des Transsektes (Abb. 6) für die Szenarien (von oben nach 
unten): MoWP, ATH, ATL. 
Die Temperatur wirkt sich auch auf die biogeochemischen Stoffkreisläufe und deren Prozesse 
aus. Dies wird auch bei der Betrachtung der Nährstoffe in Abb. 42, 43 und 44 deutlich. In beiden 
Sensitivitätsstudien führt die Temperaturänderung zu einer Erhöhung der DIN Konzen-
trationen. Für das ATH Szenario lässt sich dies durch eine erhöhte Aktivität bzw. Abundanz 
der Cyanobakterien (Abb. 45) und damit durch eine verstärkte Stickstofffixierung (Abb. 44) 
erklären. Die erhöhte DIN Konzentration für das ATL Szenario ist hingegen auf den ver-
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somit auch auf eine geringere Denitrifikation zurückzuführen. Dies führt wiederum zur Akku-
mulation von DIN im Wasser. Die Phosphatkonzentrationen unterscheiden sich in den ATH 
und ATL Szenarien nicht in solchem Ausmaß, wie dies für das DIN der Fall ist. Jedoch sind 
auch hier die Konzentrationen im ATH Szenario erhöht. Ein möglicher Grund hierfür sind die 
Temperaturänderungen in Bodennähe. Möglicherweise werden dadurch die Prozesse zur Frei-
setzung von Phosphaten aus den Sedimenten begünstigt und auch beschleunigt. Im Gegensatz 
dazu sind die Phosphatkonzentrationen des ATL Szenarios etwas geringer als im MoWP 
Szenario. 
   
Abb. 41: Mediane der modellierten Sauerstoffkonzentration in der bodennahen Wasserschicht für die Szenarien 
MoWP (links), ATH (mittig) und ATL (rechts). 
 
 
Abb. 42: Differenzen der modellierten DIN Konzentrationen entlang des Transsektes (Abb. 6); oben: ATH-
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Abb. 43: Differenzen der modellierten Phosphatkonzentrationen entlang des Transsektes (Abb. 6); oben: ATH-
MoWP, unten: ATL-MoWP. 
 
   
   
Abb. 44: Differenzen der modellierten Phosphatkonzentrationen (links), der DIN Konzentrationen (mittig) und 
der Stickstofffixierung (rechts) für die obersten 10 m der Wassersäule; oben: ATH-MoWP; unten: 
ATL-MoWP. 
Die Änderungen in der Lufttemperatur beeinflussen sowohl direkt als auch indirekt die 
biologische Aktivität und damit die Abundanz der Organismen (Abb. 45 & 46). Im Modell mit 
erhöhter Lufttemperatur (ATH) sind auch die Konzentrationen höher als im MoWP Szenario. 
Umgekehrt trifft dies für das Modell mit verringerter Lufttemperatur (ATL) zu, da hier die 
Konzentrationen niedriger sind als im MoWP Szenario. Aus den hier gewonnenen Ergebnissen 
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auf relevante Variablen des Ökosystems Ostsee nimmt. Dabei unterscheiden sich diese 
Variablen auch in ihrer Sensitivität bezüglich dieser Änderung der Lufttemperatur. 
   
   
Abb. 45: Differenzen in den modellierten Abundanzen der Primärproduzenten (links: Diatomeen im Frühjahr, 
mitte: Cyanobakterien im Sommer, rechts: Flagellaten im Herbst) für die obersten 10 m der 
Wassersäule; oben: ATH-MoWP; unten: ATL-MoWP. 
 
   
   
Abb. 46: Differenzen in den über der Wassersäule integrierten modellierten Abundanzen der Primärproduzenten 
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Als weiteres Sensitivitätsszenario wurde der Einfluss der Windgeschwindigkeiten in latitudi-
naler (u) und longitudinaler (v) Richtung auf die einzelnen Modellvariablen untersucht. Dazu 
wurden die Windgeschwindigkeiten (u, v) der Modellantriebsdaten, wie in Tab. 2 dargestellt, 
um jeweils 30 % erhöht (WVH) bzw. erniedrigt (WVL). Diese Art der Modifikation der 
Antriebsdaten hat einen bedeutenden Einfluss auf die Schichtung der Ostsee, was anhand der 
Salinität und Temperatur der jeweiligen Wasserkörper verdeutlicht werden kann. Obwohl die 
Betrachtung der oberen Wasserschicht nur geringfügige Unterschiede dieser beiden Simula-
tionen im Vergleich zum Referenzmodell der MoWP aufzeigt (Abb. 47), sind die Unterschiede 
in Bezug auf die Tiefenverteilungen signifikant vom Referenzmodell verschieden. (Abb. 48 & 
49). Eine Erhöhung der Windgeschwindigkeit im Szenario WVH destabilisiert die Schichtung 
und fördert eine vertikale Durchmischung der einzelnen Wasserkörper. Im Gegensatz dazu wird 
die Stabilität der Wasserschichtung durch eine Verringerung der Windgeschwindigkeit im 
Szenario WVL erhöht. Dies hat wiederum zur Folge, dass der vertikale Austausch zwischen 
den Wasserschichten gehemmt wird.  
  
   
Abb. 47: Mediane der modellierten Wassertemperatur (oben) und Salinität (unten) für die oberste 10 m 









Abb. 48: Mediane der modellierten Wassertemperaturen entlang des Transsektes (Abb. 6) für die Szenarien (von 




Abb. 49: Mediane der modellierten Salinitäten entlang des Transsektes (Abb. 6) für die Szenarien (von oben nach 
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Es ist auch anzumerken, dass bereits eine Steigerung der Windgeschwindigkeiten von 30 % 
ausreicht, um die thermohaline Schichtung nahezu vollständig aufzulösen und die Wasser-
körper zu durchmischen. Eine derartige Entwicklung der Windgeschwindigkeit hätte demnach 
tiefgreifende Änderungen für das gesamte Ökosystem zur Folge. Die Modifikation der 
Windgeschwindigkeit wirkt sich direkt und auch indirekt (durch die Änderung von Variablen 
wie z. B. der Temperatur) auf nahezu alle Variablen des Modells aus. Außer den physikalischen 
Zustandsvariablen wie Temperatur, Salinität, Strömungsgeschwindigkeit und Sauerstoffgehalt 
werden auch die mittlere Höhe des Meeresspiegels, die Tiefe der Durchmischungszone und die 
Ausbreitung und Dicke der Eisbedeckung im Winter beeinflusst (Abb. 50). 
  
  
   
Abb. 50: Mediane der modellierten Daten für den Meeresspiegel, die Tiefe der Durchmischungszone und die 
mittlere Eisdicke (von oben nach unten) für die Szenarien (von links nach rechts): MoWP, WVH, WVL. 
Von besonderem Interesse erscheint in diesem Szenario wieder die Verteilung der anoxischen 
bzw. hypoxischen Zonen. Während diese Zonen im Szenario WVH weitestgehend ver-
schwunden sind, haben sie sich im WVL Szenario hingegen im Hinblick auf das MoWP 
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Finnischen Beerbusens anoxisch und der Meeresboden der zentralen Ostsee nahezu komplett 
hypoxisch (Abb. 51 & 52). Jedoch ist im WVL Szenario der Meeresboden im und um das 
Gotlandbecken herum nicht mehr anoxisch wie im MoWP Szenario, sondern nur noch 
hypoxisch. Der Grund hierfür ist vermutlich die Änderung in der Phosphatverteilung (Abb. 53). 
Das Phosphat ist im WVL Szenario hauptsächlich unterhalb der obersten 30 m Wasserschicht 
vorhanden. Dies limitiert das Wachstum der Primärproduzenten und damit auch der 
Konsumenten und führt somit zu einer Verringerung der organischen Belastung des 
Meeresbodens in diesen Bereichen. Einige Regionen, insbesondere aber die Bottensee, bilden 
dabei jedoch eine Ausnahme, da in dieser Region Phosphat in der oberen Schicht vorhanden ist 




Abb. 51: Mediane der modellierten Sauerstoffkonzentration entlang des Transsektes (Abb. 6) für die Szenarien 
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Abb. 52: Mediane der modellierten Sauerstoffkonzentration in der bodennahen Wasserschicht für die Szenarien 




Abb. 53: Differenzen der Mediane der modellierten Phosphatkonzentration entlang des Transsektes (Abb. 6) für 




Abb. 54: Differenzen der Mediane der modellierten Konzentration von DIN entlang des Transsektes (Abb. 6) für 
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Die Limitation durch Stickstoff betrifft jedoch nicht die Cyanobakterien, welche in der Lage 
sind, atmosphärischen Stickstoff zu fixieren. Die Verringerung der Windgeschwindigkeit 
bewirkt einen Anstieg der Temperaturen in den oberen Wasserschichten, was wiederum bei 
Vorhandensein von Nährstoffen zu einer Erhöhung der Biomasseproduktion führt (Abb. 55). 
Dies erzeugt in einigen Regionen eine erhöhte Belastung mit organischem Material (Abb. 55) 
und damit eine Steigerung der Sauerstoffzehrung bzw. eine Verringerung des Sauerstoff-
gehaltes. Der Einfluss der Windgeschwindigkeit ist für nahezu alle Modellvariablen signifikant 
und von elementarer ökologischer Bedeutung. Eine möglichst exakte Angabe der Wind-
geschwindigkeiten in den Antriebsdaten ist demzufolge unabdingbar für eine korrekte 
Modellberechnung. 
   
   
Abb. 55: Differenzen der Mediane der über die Wassersäule integrierten modellierten Chlorophyll a- (links), 








Die Simulation von Ökosystemen vergangener und zukünftiger Epochen ist wesentlich 
komplizierter als die Simulation der jüngeren Vergangenheit bzw. Gegenwart. Dies liegt vor 
allem am Fehlen von Daten der externen Antriebsfaktoren für diese Zeiträume, aber auch an 
fehlenden Informationen zu den Zustandsvariablen, um eine Überprüfung bzw. Validierung der 
mittels Modellierung gewonnenen Ergebnisse durchzuführen. Deshalb ist auch die Unsicher-
heit dieser Szenarien immer etwas größer. Nichtsdestotrotz liefern diese Experimente wertvolle 
grundlegende Erkenntnisse über die komplexen Funktionsweisen und Zustände des model-
lierten Ökosystems. Es ist auch möglich, mittels Proxydaten, welche durch indirekte Mess-
methoden gewonnen werden, Aussagen über spezielle Zustandsvariablen an vereinzelten Orten 
und für bestimmte Zeiträume zu treffen. Für Gewässer und demzufolge auch für die Ostsee 
werden häufig die durch Sedimentation entstandenen Bodenschichten analysiert.  
Die daraus gewonnenen Werte können dann zum Vergleich mit den Modellergebnissen aus den 
paläologischen Simulationen herangezogen werden. In den folgenden Abschnitten werden die 
Ergebnisse der Simulationen für die Kleine Eiszeit (LIA) und anschließend für die mittel-
alterliche Warmzeit (MCA) dargestellt und mit den Ergebnissen des Referenzmodells (MoWP) 
verglichen. Die so gewonnenen Resultate ermöglichen eine Einschätzung des ökologischen 
Zustandes der Ostsee zu den genannten paläoklimatischen Epochen. Weiterhin können die 
Ergebnisse auch von Wissenschaftlern anderer Disziplinen genutzt werden, um die Ostsee z. B. 
als Bestandteil des Transportsystems oder der Nahrungsmittelgewinnung im kulturhistorischen 
Rahmen einzuordnen. Durch die Simulation dieser paläoozeanographischer Szenarien ist es 
ebenfalls möglich, grundlegende Erkenntnisse über die ökologischen Aspekte von Klima-
variationen zu erlangen, was essentiell für die Feststellung sowie Lösungsfindung von 
Problemen im Zusammenhang mit dem Ökosystem Ostsee ist. So kann dies für die Ostsee z. B. 




- 60 - 
ermöglicht, bereits frühzeitig auf solche Änderungen entsprechend zu reagieren, um mögliche, 
vor allem dauerhafte Schäden so gering wie möglich zu halten. Anhand zweier historischer, 
voneinander sehr verschiedener Klimaepochen – Kleine Eiszeit (LIA), mittelalterliche Warm-
zeit (MCA) – werden im Folgenden die Einflüsse von Klimaänderungen hinsichtlich ihrer 
ökologischen Aspekte auf das Ökosystem untersucht.  
 
 
Das Modell zur Simulation der Kleinen Eiszeit wurde mit den Antriebsdaten externer Einfluss-
faktoren aufgesetzt, welche speziell an diese Epoche angepasst wurden. Die zugrundeliegende 
Methodik dieser Anpassung ist der in Kapitel 2.2 dargestellte delta change Ansatz. Dabei 
wurden die aus der modernen Warmzeit (MoWP) bekannten Antriebsdaten durch ermittelte und 
abgeschätzte Unterschiede zur Kleinen Eiszeit (LIA) verändert. Die delta change Werte wurden 
entweder als Differenzen oder als Relationen der Monatsmittel zwischen den Zeiträumen der 
modernen Warmzeit (1947–1994) und der Kleinen Eiszeit während des Maunder Minimums 
(1657–1704) errechnet. Bei den angepassten Einflussgrößen handelt es sich um die globale 
Solareinstrahlung, die Lufttemperatur, die relative Luftfeuchte, die Bewölkung, den Nieder-
schlag, die Windgeschwindigkeit (Vektoren: u und v), den durchschnittlichen Meeresspiegel 
des Kattegat, die Frischwasserzufuhr durch die Flüsse und die flussbürtigen sowie atmo-
sphärischen Nährstoffeinträge. Datensätze für die atmosphärischen Einflussgrößen Luft-
temperatur, relative Luftfeuchte, Bewölkung, Niederschlag und Windgeschwindigkeit, jeweils 
mit einer zeitlichen Auflösung von drei Stunden, sowie für den Meeresspiegel des Kattegat mit 
einer zeitlichen Auflösung von einem Tag konnten von der Ocean Climate Group der Uni-
versität Göteburg bezogen werden (Hansson & Omstedt, 2008; Hansson et al., 2010). Diese 
Datensätze beruhen auf einer in Abb. 56 dargestellten Unterteilung der Ostsee in 13 Becken 
(Omstedt, 1990), weshalb die delta change Werte als über die Fläche der jeweiligen Becken 
gewichtete Mittelwerte berechnet wurden. Aufgrund der Arbeit von Kabel et al. (2012) kann 
davon ausgegangen werden, dass die Lufttemperatur vermutlich sogar noch um ca. 1 K 
niedriger war als hier berechnet. Deshalb wurden die Antriebsdaten durch Subtraktion von 1 K 
dahingehend modifiziert. Die daraus resultierenden delta change Werte des LIA Szenarios für 
die atmosphärischen, meteorologischen Faktoren sowie für den durchschnittlichen Meeres-
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Abb. 56: Unterteilung der Ostsee in 13 Regionen (Omstedt, 1990). 
 
Tab. 3: Delta change Werte für: Lufttemperatur (ΔT [K]), relative Luftfeuchte (ΔRH), Bewölkung (ΔCL), 
Gesamtniederschlag (ΔPrec [mm · d-1]), Windgeschwindigkeit (Vektor u: ΔvWu [m · s-1], Vektor v: 
ΔvWv [m · s-1]) und Meeresspiegel im Kattegat (ΔAMSL [cm]). 
Month Δ T Δ RH Δ CL Δ Prec Δ vWu Δ vWv Δ AMSL 
Januar -2,16 0,0036 0,0172 -0,33 -0,210 0,418 -8,10 
Februar -1,82 0,0095 0,0302 -0,40 0,817 1,379 -13,30 
März -2,00 -0,0021 -0,0030 -0,16 -0,827 0,013 -7,40 
April -2,42 -0,0082 -0,0140 0,21 -1,819 -0,511 -1,50 
Mai -2,13 -0,0066 -0,0056 0,30 -1,017 0,003 -4,95 
Juni -1,40 -0,0033 0,0059 -0,17 -1,045 -0,172 -5,65 
Juli -0,99 -0,0005 0,0110 -0,84 -0,324 0,390 -7,30 
August -1,10 0,0046 0,0166 -0,36 -0,032 0,600 -10,65 
September -1,80 0,0015 0,0088 -0,53 -0,597 0,223 -8,50 
Oktober -1,18 0,0029 0,0136 0,98 0,387 0,957 -9,95 
November -1,76 -0,0069 -0,0069 -0,77 -1,317 -0,415 -7,20 
Dezember -2,15 0,0004 0,0073 -0,70 -0,857 0,007 -5,50 
 
Des Weiteren wurde die solare Strahlungsintensität aus Proxydaten durch Lean et al. (1995) 
ermittelt. Die Korrelation der solaren Einstrahlungsenergie und der Oberflächentemperatur der 
nördlichen Hemisphäre beträgt 0,86 für die vorindustrielle Zeitspanne von 1610 bis 1800 (Lean 
et al., 1995), was die Bedeutung dieses Einflussfaktors verdeutlicht. Aufgrund dessen wurde 
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angepasst. Der durch Lean et al. (1995) berechnete Schätzwert von -0,24 % wird dabei häufig 
als konservative Sichtweise der Änderung in der solaren Globalstrahlung zwischen dem 
Maunder Minimum und der modernen Warmzeit angenommen (Bard et al., 2000). Dieser Wert 
wurde auch für das LIA Szenario benutzt, obwohl noch weitere Werte für diese Änderung der 
globalen Solarstrahlung existieren (s.a. Bard et al., 2000). 
Die Süßwasserzufuhr durch die Flüsse entlang der Ostseeküste wurden ebenfalls an die LIA 
Bedingungen angepasst. Dazu wurden in einem ersten Schritt die relevanten Daten aus Hansson 
et al. (2010) extrahiert und analysiert. Die so ermittelten relativen Faktoren der Änderung in 
der Süßwasserzufuhr der jeweiligen Becken wurden den Flüssen aus dem Modell zugeordnet 
und mit diesen multipliziert. Die delta change Faktoren der Becken und die dazugehörigen im 
Modell implementierten 20 Flüsse sind in Tab. 4 aufgelistet. Die Süßwasserzufuhr für die 
gesamte Ostsee erfährt auf Grundlage dieser Berechnung einen Zuwachs von 0,9 % während 
der Kleinen Eiszeit im Vergleich zur heutigen Situation. Dies entspricht in etwa einem 
zusätzlichen Einstrom von 4,1 km3 Frischwasser pro Jahr in die Ostsee. 
Tab. 4: Faktoren des delta change Ansatzes für die Änderungen im Süßwasserzufluss der wichtigsten Flüsse in 
die Ostsee, welche für die Simulation der Einträge zur Zeit der Kleinen Eiszeit benutzt wurden. 
Ostseebecken Fluss Faktor 
Nordwestliches Gotlandbecken Emån-Motala, Mälaren 1.002134 
Golf von Riga Daugava 1.002122 
Östliches Gotlandbecken Neman, Pregolya, Vistula 1.002118 
Bornholmbecken Helgeå 1.002125 
Arkonabecken Oder, Peene 1.002099 
Beltsee Schwentine, Trave, Warnow 1.002152 
Kattegat Göta älv 1.002113 
Bottenwiek Kemijoki, Lule älv, Ume älv 0.904573 
Bottensee Ångerman River, Kokemäenjoki 0.904573 
Golf von Finnland Narva, Neva 1.011357 
 
Abschließend wurden noch die Nährstoffeinträge (Ammonium, Nitrat und Phosphat) durch die 
Atmosphäre und durch die Flüsse an die LIA Bedingungen angepasst. Als Voraussetzung der 
Anpassung des Trophiestatus an die Kleine Eiszeit wird angenommen, dass dieser Trophie-
status mit hoher Wahrscheinlichkeit dem vorindustriellen Stand entspricht. Im Bottnischen 
Meerbusen betrug die atmosphärische Deposition von Stickstoff von 1994 bis 1998 durch-
schnittlich etwa 130 – 200 mg N · m-2 und entspricht damit nur ca. 30 – 35 % der Stickstoff-
deposition in die gesamte Ostsee (Herata et al., 2002). Schernewski & Neumann (2005) gehen 
sogar davon aus, dass der Anteil der atmosphärischen Deposition von Stickstoff nur etwa 10 % 
betragen könnte. Die flussbürtigen Nährstoffeinträge für die Anpassung des Modells wurden 
aus Daten von Schernewski & Neumann (2005) berechnet und in Tab. 5 zusammengefasst. Für 
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geringer als für die flussbürtigen Einträge, weshalb die Änderungen dieser Einträge nur 
geschätzt wurden. Die paläoozeanographischen Modelle (LIA, MCA) wurden unter Berück-
sichtigung einer atmosphärischen Nährstoffdeposition von 10 % im Vergleich zum MoWP 
Szenario berechnet.  
Tab. 5: Aus Schernewski & Neumann (2005) abgeleitete delta change Faktoren der flussbürtigen 
Nährstoffeinträge von Ammonium, Nitrat und Phosphat, welche zur Anpassung der Flusseinträge des 





Ångermanälven 0,363636 0,545455 1,000000 
Daugava 0,078125 0,211640 0,307692 
Emån-Motala 0,256410 0,362319 0,500000 
Göta älv 0,129870 0,183486 0,500000 
Helgeå 0,263158 0,277008 1,000000 
Kemijoki 0,088889 0,363636 0,200000 
Kokemäenjoki 0,095238 0,253807 0,153846 
Lule älv 0,285714 0,972973 1,000000 
Mälaren 0,013793 0,120482 0,012384 
Narva 0,144928 0,228311 0,222222 
Neman 0,093897 0,233463 0,571429 
Neva 0,089286 0,444444 0,400000 
Oder 0,101754 0,395389 0,101695 
Peene 0,101754 0,395389 0,101695 
Pregolya 0,093897 0,233463 0,571429 
Schwentine 0,101754 0,395389 0,101695 
Trave 0,101754 0,395389 0,101695 
Ume älv 0,500000 0,857143 1,000000 
Vistula 0,063319 0,559543 0,461538 
Warnow 0,101754 0,395389 0,101695 
 
Nachdem alle relevanten Antriebsfaktoren des Modells für das LIA Szenario angepasst wurden 
und das Modell berechnet werden könnte, stellt sich die Frage nach der Lösung eines weiteren 
Problems, der Verzögerung der Antwort bzw. Reaktion des simulierten Ökosystems auf die 
vorgenommenen Änderungen. Diese Verzögerung, auch als spin-up Effekt bezeichnet, kann für 
einige Variablen mehrere Jahre umfassen und ist somit für die hier dargestellten Versuche, 
insbesondere für Variablen mit einer sehr stark verzögerten Antwort auf Änderungen in den 
Randbedingungen (z. B. die Salinität), von Bedeutung. Abbildung 57 veranschaulicht diesen 
spin-up Effekt für die Salinität und die Wassertemperatur (als Monatsmittelwerte der gesamten 
Ostsee) nach einer ersten Berechnung des Modells mit testweise veränderten Antriebsdaten. 
Sehr gut zu erkennen ist hierbei die lange Antwortverzögerung der Salinität auf die Änderungen 
der Umweltbedingungen von ungefähr 30 Jahren. Es kann davon ausgegangen werden, dass 
sich das System nach Ablauf der modellierten 47 Jahre in einem nahezu quasi stabilen Zustand 
befindet bzw. dass die inneren Zustände für diesen klimatischen Zeitraum an die äußeren 
Randbedingungen adaptiert sind. Da sich die äußeren Faktoren aber auch innerhalb des 
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unterschiedlichen Initialwerten ein 
mittleres Modellergebnis errechnet 
(ensemble mean). Die Analyse dieser 
einzelnen Modellberechnungen ergab 
jedoch, dass sich die jeweiligen 
Variablen am Ende des Untersuchungs-
zeitraumes trotz verschiedener Initial-
bedingungen kaum voneinander 
unterschieden. Aus diesem Grund wurde 
für die weiteren Modellberechnungen 
davon abgesehen, ein ensemble mean zu 
berechnen. Stattdessen erfolgte für jedes 
Szenario eine Modellberechnung mit den 
entsprechenden adaptierten Randbedin-
gungen, dessen Ergebnisse am Ende der 
Simulation nach 47 Jahren als Initial-
bedingung für die eigentliche Modellberechnung des jeweiligen Szenarios dienten. Durch diese 
Vorgehensweise ist der Einfluss des spin-up Effektes auf ein Minimum reduziert und die 
Ergebnisse der statistischen Analysen spiegeln somit die endgültigen Auswirkungen der 
Änderungen der Umweltbedingungen für die jeweiligen Szenarien wider. 
 
Als Grundlage zur Simulation der mittelalterlichen Warmzeit (MCA) dienten ebenfalls die 
Antriebsdaten für das Szenario der MoWP. Für die Nährstoffbedingungen wurde von einer 
vorindustriellen Situation ausgegangen und demzufolge, wie bereits für das LIA Szenario, die 
Nährstoffeinträge der Flüsse laut Tab. 5 und die Einträge durch die Atmosphäre nach 
Schernewski & Neumann (2005) angepasst. Des Weiteren wurde die Änderung der solaren 
Einstrahlintensität für den Zeitraum der MCA aus Lean et al. (1995) ermittelt (ca. +0,1 %) und 
das Modell entsprechend angepasst. Für die meteorologischen Daten der MCA konnten keine 
aussagekräftigen Daten gefunden werden. Allerdings kann aufgrund historischer Beschrei-
bungen (Eddy, 1977b) sowie durch Proxydaten (Eddy, 1977a; Kabel et al., 2012; Mayewski et 
al., 2004; Virtasalo et al., 2011) von einer leicht erhöhten Lufttemperatur im Bereich des 
 
Abb. 57: Differenzen der Temperatur- und 
Salinitätsmittelwerte für die gesamte Ostsee 
zwischen den Szenarien der kleinen Eiszeit 
und der modernen Warmzeit. Nach etwa 30 
Jahren sind die Differenzen relativ konstant, 
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Ostseeraumes ausgegangen werden. Für das Szenario der MCA wurden die Antriebsdaten 
dahingehend geändert und die Lufttemperatur um 1 K erhöht. Die übrigen meteorologischen 
Antriebsdaten wurden auf dem Niveau des MoWP Szenarios belassen. 
 
 
Im Folgenden werden die Ergebnisse der vergleichenden, statistischen Untersuchungen 
zwischen dem Szenario der Kleinen Eiszeit (LIA) und dem Referenzmodell der modernen 
Warmzeit (MoWP) dargestellt. Erwartungsgemäß sind die Änderungen der Temperatur der 
oberen Wasserschichten eng an die Änderung der Lufttemperatur gekoppelt, was sich in einer 
verhältnismäßig homogenen Verteilung dieser Änderungen widerspiegelt (Abb. 58). Die 
Differenzen der Wassertemperatur zwischen den Szenarien der LIA und der MoWP liegen 
zwischen -1 und -2 K für den größten Teil der Ostseeoberfläche. Nur in einzelnen Regionen 
weichen die Änderungen ab. So ist diese Differenz in den Regionen Bottenwiek, Kattegat, 
Skagerrak sowie im Finnischen Meerbusen an der Newa Mündung geringer (von 0 bis -1 K) 
als im gesamten restlichen Teil der Ostseeoberfläche. In einigen ufernahen Bereichen (z. B. 
Greifswalder Bodden, Kurische Nehrung, Teile des Rigaischen Meerbusens) hingegen sind die 
Temperaturen während des LIA Szenarios um mehr als 3 K geringer als im MoWP Szenario. 
Die Verringerung der Lufttemperaturen bewirkt auch eine Veränderung in der Eisbedeckung. 
Im LIA Szenario kann sowohl ein Anstieg in der Eisdicke als auch in der Eisausbreitung 
festgestellt werden (Abb. 59). Im Transsekt sind die höchsten Temperaturdifferenzen von etwa 
-1,5 K im Bereich der thermohalinen Durchmischungszone (s. a.Matthäus, 1995) von 0 bis ca. 
80m zu finden (Abb. 60). Die unterhalb dieser Schicht befindlichen Wassermassen sind zwar 
ebenfalls von der Temperaturänderung betroffen, jedoch in einem wesentlich geringeren 
Ausmaß von durchschnittlich -0,5 K.  
Die Salinität ist in den meisten Regionen des Oberflächenwassers des LIA Szenarios um etwa 
1 höher als im Szenario der MoWP. In der Bottenwiek und der Bottensee liegt der Unterschied 
jedoch nur im Bereich von etwa 0 bis 0,5. Auch im Kattegat ist der Unterschied geringer. Hier 
existiert sogar ein Gebiet, in welchem die Salinität des LIA Szenarios um bis zu 0,5 geringer 
ausfällt als im MoWP Szenario. Diese Anomalie hängt vermutlich mit der starken Strömungs-
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Die Betrachtung der Unterschiede in der Sali-
nität zwischen den hier verglichenen Sze-
narien im Hinblick auf die Tiefenstrukturie-
rung entlang des Transsektes zeigt eine er-
hebliche Zunahme des Salzgehaltes in den 
untersten Tiefenschichten im Bereich der 
Dänischen Sunde und der Beltsee. Dies deu-
tet auf eine Intensivierung und/oder eine 
Häufung von Einstromereignissen salzreicher 
Wassermassen aus der Nordsee und in die 
Ostsee im Zeitraum der LIA hin. Darüber 
hinaus hat es weitreichende Konsequenzen 
  
  
Abb. 58: Differenzen in den Medianen der modellierten Temperatur, Salinität und Strömungsgeschwindigkeit (u, 
v) zwischen den Szenarien der Kleinen Eiszeit (LIA) und der Modernen Warmzeit (MoWP) der oberen 
0 – 10 m Wasserschicht der Ostsee. 
 
Abb. 59: Differenzen in der modellierten Eisdicke im 
Frühjahr zwischen den Szenarien der 
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für den Sauerstoffgehalt in den vom Einstrom beeinflussten Becken, da die Wassermassen aus 
der Ostsee außer Salz auch Sauerstoff mit sich führen und dieser Einstrom somit zur Oxy-






Abb. 60: Differenzen in den Medianen der modellierten Temperatur, Salinität und Sauerstoffkonzentration 
zwischen den Szenarien der Kleinen Eiszeit (LIA) und der Modernen Warmzeit (MoWP) entlang des 
Transsektes (Abb. 6) durch die Ostsee. Die unterste Abbildung stellt die medianen modellierten 
Sauerstoffkonzentrationen des LIA Szenarios dar. 
Die Unterschiede im Sauerstoffgehalt sind in Abb. 60 dargestellt. Dabei lässt sich erkennen, 
dass, obwohl im gesamten Transsekt die Sauerstoffkonzentrationen erhöht sind, es eine 
deutliche Auftrennung in zwei Bereiche gibt. Der Bereich oberhalb der thermohalinen 
Grenzschicht erfährt nur in einem geringen Maße eine Erhöhung der Sauerstoffkonzentration 
um etwa 0 bis 1 ml · l-1. In den tiefen und bodennahen Schichten können Zunahmen von teils 
über 6 ml · l-1 verzeichnet werden. Außerdem lassen die Ergebnisse der Simulation des LIA 
Szenarios darauf schließen, dass der Sauerstoffgehalt in der gesamten Ostsee zu dieser Zeit 








Abb. 61: Mediane der modellierten Sauerstoffkonzentrationen (links) und -sättigungen (rechts) für das LIA 
Szenario (oben). Differenzen in der medianen modellierten Sauerstoffkonzentration und -sättigung 
(Mitte) sowie der Temperatur und der Salinität (unten) zwischen den Szenarien LIA und MoWP.  
Die Tiefenprofile für die Wassertemperatur, die Salinität sowie die Sauerstoffkonzentration an 
den drei Stationen sind für das LIA Szenario in Abb. 62 dargestellt. Wie bereits in den 
vorherigen Abschnitten gezeigt, verschieben sich die medianen Temperaturen und Salinitäten 
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ändert sich im Vergleich der Szenarien (LIA & MoWP) nahezu nicht (vgl. Abb. 62 & 17). Die 
Sauerstoffkonzentrationen der Flachwasserstation TF0113 und der Station am Gotlandtief 
(TF0271) sinken während des Untersuchungszeitraumes für das LIA Szenario nicht unterhalb 
des hypoxischen Grenzwertes von 2 ml · l-1. Nur in der Station TF0213 treten Werte kleiner als 





   
Abb. 62: Tiefenprofile der modellierten Temperatur, Salinität und Sauerstoffkonzentration des LIA Szenarios für 
die in Abb. 6 dargestellten Stationen. Die schwarze Linie entspricht dem Median und die Graubereiche 
in ihrer Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 0,90; 0,05 & 0,95; 
0,025 & 0,975, 0,01 & 0,99; 0 & 1. 
Die Strömungsgeschwindigkeiten haben sich an den Stationen (Abb. 63) fast nicht verändert. 
Sowohl die Lage als auch die Streuung der Strömungsdaten sind denen des MoWP Szenarios 
(Abb. 18) sehr ähnlich. Die Unterschiede sind marginal und nur bei genauerer vergleichender 
Betrachtung der Ergebnisse für die beiden Szenarien zu erkennen. So ist insbesondere die 
Streuung der Daten für das LIA Szenario etwas höher als für das MoWP Szenario, was eine 
Häufung von stärkeren Strömungen und Turbulenzen und damit einhergehend eine Erhöhung 
der Ventilation der jeweiligen Wasserschichten bedeutet. Die an das LIA Szenario angepassten 
Antriebskräfte führen zu einer Reduktion der Wassertemperatur sowie zu einer Erhöhung der 












Abb. 63: Tiefenprofile der modellierten Strömungsgeschwindigkeiten in latitudinaler (vu) und longitudinaler (vv) 
Richtung des LIA Szenarios für die in Abb. 6 dargestellten Stationen. Die schwarze Linie entspricht 
dem Median und die Graubereiche in ihrer Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 
0,75; 0,10 & 0,90; 0,05 & 0,95; 0,025 & 0,975, 0,01 & 0,99; 0 & 1. 
Es ist davon auszugehen, dass insbesondere die Stratifikation der Ostsee und demzufolge auch 
die vertikale Durchmischung durch die geänderten Antriebsdaten beeinflusst wird, was zu den 
beobachteten Veränderungen in den chemisch-physikalischen Variablen führt (Matthäus & 
Schinke, 1999). Dies bedeutet dann auch, dass die tiefen Wasserschichten stärker bzw. häufiger 
durch oberflächennahes, sauerstoffreiches Wasser quasi belüftet werden und dies 
dementsprechend zu einer Erhöhung der Sauerstoffkonzentrationen in den tiefen Bereichen der 
Ostsee führt (Meier et al., 2006). Die Erhöhung der Sauerstoffkonzentrationen, insbesondere in 
den tiefen Wasserschichten der Ostsee, wird durch die geringeren Nährstoffeinträge zusätzlich 
verstärkt. Die Verringerung der Nährstoffeinträge bedingt auch eine Verringerung der Mediane 
(Abb. 64, 65 & 66) sowie der Variabilität (Abb. 68) der Nährstoffkonzentrationen in der 
gesamten Ostsee. Diese geringeren Konzentrationen an Stickstoff und Phosphat wirken sich 
ebenfalls auf die Abundanzen der Primärproduzenten sowie der Konsumenten (Abb. 67) und 
deren Variabilität (Abb. 69 & 70) aus. Dies führt im Endeffekt zu einer Absenkung des 
Detritusgehalts (Abb. 67) und damit zu einer Reduktion der biogeochemischen Sauerstoff-
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Abb. 64: Differenzen der medianen modellierten Nährstoffkonzentrationen (Ammonium, Nitrat, DIN & 
Phosphat) in der oberen 0 – 10 m Wasserschicht der Ostsee zwischen den Szenarien der Kleinen Eiszeit 




Abb. 65: Differenzen in den Medianen der modellierten Konzentrationen von Ammonium, Nitrat, DIN und 
Phosphat zwischen den Szenarien der Kleinen Eiszeit (LIA) und der Modernen Warmzeit (MoWP) 
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Abb. 66: Differenzen der modellierten, über die Wassersäule integrierten medianen Nährstoffgehalte 
(Ammonium, Nitrat, DIN & Phosphat) der Ostsee zwischen den Szenarien der Kleinen Eiszeit (LIA) 









Abb. 67: Differenzen der modellierten, über die Wassersäule integrierten medianen Vorkommen an 
Primärproduzenten (Flagellaten, Diatomeen, Cyanobakterien) und Konsumenten (Zooplankton) in 
Stickstoffeinheiten sowie der Chlorophyll a-Gehalte der Ostsee zwischen den Szenarien der Kleinen 
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Abb. 68: Tiefenprofile der modellierten Nährstoffkonzentrationen über den Untersuchungszeitraum der drei 
gewählten Stationen für das LIA Szenario. Die schwarze Linie entspricht dem Median und die 
Graubereiche in ihrer Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 0,90; 








   
Abb. 69: Tiefenprofile der modellierten Primärproduzenten über den Untersuchungszeitraum der drei gewählten 
Stationen für das LIA Szenario. Die schwarze Linie entspricht dem Median und die Graubereiche in 
ihrer Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 0,90; 0,05 & 0,95; 0,025 












   
Abb. 70: Tiefenprofile der modellierten Chlorophyll a-, Zooplankton- und Detrituskonzentrationen über den 
Untersuchungszeitraum der drei gewählten Stationen für das LIA Szenario. Die schwarze Linie 
entspricht dem Median und die Graubereiche in ihrer Intensität abnehmend den Quantilen: 0,333 & 
0,667; 0,25 & 0,75; 0,10 & 0,90; 0,05 & 0,95; 0,025 & 0,975, 0,01 & 0,99; 0 & 1. 
Die ökologisch und ökonomisch ebenfalls bedeutenden Variablen der Eisbedeckung und 
Eismächtigkeit zeigen im Vergleich mit dem MoWP Szenario signifikante Unterschiede. 
Gemeinsam ist in beiden Szenarien die jahres-
zeitliche Maximalausbreitung der Eisdecke, 
welche jeweils im Februar auftritt. Eine Fläche 
ist in dieser Arbeit als mit Eis bedeckt definiert, 
wenn das jeweilige Monatsmittel der Eisdicke 
größer oder gleich 0,5 cm ist. Die daraus 
resultierenden maximalen Eisausbreitungs-
flächen (Abb. 71) betragen 96160,6 km² für das 
MoWP Szenario und 116693,1 km² für das LIA 
Szenario. Während der maximalen Eisausbrei-
tung im LIA Szenario war demzufolge eine 
Fläche von 20532,5 km² zusätzlich mit Eis 
 
Abb. 71: Maximale modellierte Ausbreitung der 
Eisdecke für die Szenarien der MoWP 
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bedeckt, was ungefähr einem Zwanzigstel der Ostseeoberfläche entspricht. Insbesondere waren 
davon die Bottensee, der Golf von Riga und die dänischen Sunde betroffen. 
 
Wie bereits für das LIA Szenario gezeigt, korreliert die Änderung der Wassertemperatur auch 
im MCA Szenario mit der Modifikation der Lufttemperatur, wobei sich die Unterschiede auch 
in diesem Fall in der Größenordnung der Lufttemperaturmodifikation von ca. +1 K befinden 
(Abb. 72 & 73). Die Salinität hingegen ist in den meisten Bereichen der Ostsee des MCA 
Szenarios geringer als im MoWP Szenario (Abb. 72, 73 & 74). Die einzigen Ausnahmen bilden 
dabei die dänischen Sunde, die Südseite des Finnischen Meerbusens und der nördliche Bereich 
der Bottenwiek. Für die dänischen Sunde scheinen geänderte Einstrombedingungen aus dem 
Kattegat für die Salinitätserhöhung verantwortlich zu sein, was durch die Abb. 73 und 74 
  
  
Abb. 72: Differenzen in den modellierten Medianwerten von Temperatur, Salinität und Strömungs-
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verdeutlicht wird. Als weitere Folge der Modifikationen in den Antriebsdaten für das MCA 
Szenario sind die geänderten Sauerstoffbedingungen in den tieferen Wasserschichten der 
Ostsee besonders zu betrachten. Denn trotz der erhöhten Wassertemperatur und der damit 
einhergehenden verringerten Löslichkeit des Wassers kann eine signifikante Zunahme der 
Sauerstoffkonzentration in diesen Bereichen beobachtet werden (Abb. 73 & 74). So lassen sich 
für den Untersuchungszeitraum bei Betrachtung der medianen Sauerstoffkonzentrationen keine 
anoxischen Bereiche in der bodennahen Wasserschicht und nur in einigen Gebieten wie dem 
Gotland- und Arkonabecken hypoxische Regionen finden (Abb. 74). Dies wird auch in Abb. 75 
verdeutlicht, welche die Streuung der Sauerstoffdaten für die Stationen zeigt. Nur in den Daten 
der Station TF0271 können anoxische Bedingungen in Bodennähe ermittelt werden und dies 







Abb. 73: Differenzen der modellierten, medianen Temperatur, Salinität und Sauerstoffkonzentration zwischen 
den Szenarien MCA und MoWP entlang des Transsektes (Abb. 6) durch die Ostsee. Die unterste 
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Sauerstoffzehrungsprozesse können also während des MCA Szenarios ausreichend durch 
externe Sauerstoffzuflüsse kompensiert werden. Die wohl wichtigste Ursache für die erhöhten 
Sauerstoffkonzentrationen in den tiefen Wasserschichten der Ostsee während des MCA 
Szenarios im Vergleich zum Referenzszenario (MoWP) besteht zweifelsohne in der niedrigeren 
Sauerstoffzehrung aufgrund verringerter Nährstoffkonzentrationen (Abb. 76, 77, 78 & 80). Die 
geringe Nährstoffverfügbarkeit hemmt die Primärproduktion und in Folge dessen auch die von 
ihr abhängigen trophischen Ebenen (Abb. 79 & 81). Dies führt zu einer Abnahme des Detritus 





Abb. 74: Mediane der modellierten Sauerstoffkonzentration (links) und -sättigung (rechts) in der bodennahen 
Wasserschicht für das MCA Szenario (oben). Differenzen in den Medianen der modellierten 
Sauerstoffkonzentration und –sättigung in der bodennahen Wasserschicht zwischen den Szenarien 












   
Abb. 75: Tiefenprofile der modellierten Temperatur, Salinität und Sauerstoffkonzentration des MCA Szenarios 
für die in Abb. 6 dargestellten Stationen. Die schwarze Linie entspricht dem Median und die 
Graubereiche in ihrer Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 0,90; 
0,05 & 0,95; 0,025 & 0,975, 0,01 & 0,99; 0 & 1. 
 
  
Abb. 76: Differenzen in den Medianen der modellierten Nährstoffkonzentrationen (DIN & Phosphat) in der 
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Abb. 77: Differenzen in den Medianen der modellierten Konzentrationen von DIN und Phosphat zwischen den 




Abb. 78: Differenzen der über die Wassersäule integrierten modellierten Mediane der Nährstoffgehalte 









Abb. 79: Differenzen der über die Wassersäule integrierten modellierten Mediane der Vorkommen an Primär-
produzenten (Flagellaten, Diatomeen, Cyanobakterien) und Konsumenten (Zooplankton) in Stickstoff-
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Abb. 80: Tiefenprofile der modellierten Nährstoffkonzentrationen des MCA Szenarios für die in Abb. 6 
dargestellten Stationen über den Untersuchungszeitraum. Die schwarze Linie entspricht dem Median 
und die Graubereiche in ihrer Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 








   
Abb. 81: Tiefenprofile der modellierten Konzentrationen der Primärproduzenten des MCA Szenarios für die in 
Abb. 6 dargestellten Stationen über den Untersuchungszeitraum. Die schwarze Linie entspricht dem 
Median und die Graubereiche in ihrer Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 












   
Abb. 82: Tiefenprofile der modellierten Chlorophyll a-, Zooplankton- und Detrituskonzentrationen des MCA 
Szenarios für die in Abb. 6 dargestellten Stationen über den Untersuchungszeitraum. Die schwarze 
Linie entspricht dem Median und die Graubereiche in ihrer Intensität abnehmend den Quantilen: 0,333 






Welches Ausmaß die klimatischen Faktoren des LIA Szenarios auf die Änderungen im 
Ökosystem haben und welchen Anteil daran die Modifikationen des Nährstoffhaushaltes 
besitzen, konnte durch die Berechnung zweier weiterer Szenarien festgestellt werden. Diese 
zwei Szenarien werden im weiteren Verlauf als „Moderne Eiszeit“ (MoIA) und als 
„vorindustrielle Moderne“ (PRS) bezeichnet. Das MoIA Szenario befasst sich ausschließlich 
mit der Änderung der klimatischen Faktoren. Das PRS Szenario hingegen umfasst nur die 
Modifikationen im Nährstoffhaushalt analog zu deren Änderungen im LIA Szenario. 
 
Zur Klärung des Einflusses der Klimaänderungen im LIA Szenario wurde das Modell der 
MoWP wie für das LIA Szenario (Kapitel 5.2.1) angepasst. Im Gegensatz zum LIA Szenario 
wurden für dieses Experiment die Nährstoffzuflüsse nicht modifiziert. Um den Einfluss der 
Nährstoffeinträge in der Größenordnung des LIA Szenarios auf das Ökosystem zu überprüfen, 
wurde ein Modell entsprechend des MoWP Szenarios aber mit vorindustriellen Nährstoff-
bedingungen berechnet (PRS). Die Betrachtung der Sauerstoffkonzentrationen sowie der 
biotischen Variablen sind für diese Simulationen ausreichend. Jedoch sind zusätzliche 
Ergebnisse der statistischen Auswertung im Anhang untergebracht. 
Szenarien zur Auswirkung von Klimaänderungen und Änderungen im Nährstoffhaushalt 
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Die Auswirkungen der Modifikationen beider Szenarien auf die Sauerstoffkonzentrationen in 
der Ostsee sind in den Abb. 83, 84 und 85 dargestellt. Dabei wird ersichtlich, dass die 
Klimaänderungen analog zur Kleinen Eiszeit im Szenario MoIA zwar grundsätzlich zu einer 
Erhöhung der Sauerstoffkonzentrationen führen, diese jedoch bei weitem nicht so intensiv sind 
wie in den Simulationsergebnissen für das Szenario PRS mit der ausschließlichen Reduzierung 
der Nährstofffrachten. So treten im MoIA Szenario hypoxische und anoxische Zonen in den 
tiefen Bereichen der Ostsee auf, wenn auch im Vergleich zum Referenzmodell MoWP in 
geringerem Ausmaß (Abb. 11). Im Szenario PRS hingegen sind alle Bereiche der Ostsee 
deutlich oberhalb des hypoxischen Grenzwertes. Anhand der Stationsdaten lassen sich für die 
Streuungen innerhalb der Sauerstoffkonzentrationen Unterschiede zwischen den Szenarien 
MoIA, PRS und MoWP (Abb. 85 & 17) feststellen. So ist die Streuung der Werte unterhalb der 




Abb. 83: Mediane der modellierten Sauerstoffkonzentrationen der Szenarien MoIA (oben) und PRS (unten) 
entlang des Transsektes (Abb.6) durch die Ostsee. 
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Abb. 84: Mediane der modellierten Sauerstoffkonzentrationen der Szenarien MoIA (links) und PRS (rechts) in 









Abb. 85: Tiefenprofile der Sauerstoffkonzentrationen des MoIA (links) und PRS (rechts) Szenarios für die in 
Abb. 6 dargestellten Stationen. Die schwarze Linie entspricht dem Median und die Graubereiche in ihrer 
Intensität abnehmend den Quantilen: 0,333 & 0,667; 0,25 & 0,75; 0,10 & 0,90; 0,05 & 0,95; 0,025 & 
0,975, 0,01 & 0,99; 0 & 1. 
Sowohl die Änderungen der klimatischen Einflussfaktoren als auch die Modifizierung der 
Nährstoffeinträge wirken auf die Primärproduktion und in Folge dessen auf die höheren 
trophischen Ebenen. Aus der Abb. 86 lässt sich entnehmen, dass die Abundanzen der 
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Primärproduzenten im PRS und im MoIA Szenario geringer sind als im MoWP Szenario. 
Daraus wird ersichtlich, dass sowohl die Änderungen der Nährstoffbedingungen als auch die 
Klimaänderungen für die Primärproduktion entscheidend sind. 
   
   
Abb. 86: Differenzen in den modellierten Konzentrationen der Primärproduzenten (Diatomeen im Frühjahr, 
Cyanobakterien im Sommer und Flagellaten im Herbst) in der oberen 0 – 10 m Wasserschicht der Ostsee 






Die externen Einflussfaktoren wirken in signifikanter Weise auf die komplexen physikalischen, 
biologischen und geochemischen Prozesse und auf den daraus resultierenden Zustand des 
Ökosystems Ostsee (Zillén et al., 2008; Zillén & Conley, 2010). Diese Zusammenhänge 
wurden von dem hier genutzten Modell trotz der notwendigen technischen und theoretischen 
Abstraktion weitestgehend wiedergegeben. Insbesondere die Berechnungen der physikalischen 
Variablen können im Vergleich mit realen Messdaten, wie z. B. in Rak & Wieczorek (2012), 
als sehr vertrauenswürdig angesehen werden (vgl. Kapitel 3.3). Für einzelne, modellierte 
Variablen gibt es jedoch einige wenige regionale und saisonale Ausnahmen, wie schon in 
Kapitel 3.1 & 3.3 aufgezeigt wurde. Erwähnt sei hier z. B. die bodennahe Sauerstoff-
konzentration in der Bottensee, welche im Modell hypoxische und anoxische Zonen enthält 
(Abb. 13, S. 24), während dies laut dem Bericht der HELCOM (2002, S. 58) in der Realität 
nicht auftritt. Dies ist aufgrund der eher schwachen thermohalinen Schichtung nachvollziehbar 
und wird u. a. in Zorita & Laine (2000) und Alenius et al. (2014) ausführlich behandelt. 
Die Gründe für solche Abweichungen von den realen Messwerten können aufgrund der 
Komplexität des untersuchten Systems nicht direkt nachgewiesen werden. Die Modelle 
unterliegen strukturellen, parametrischen sowie initialwertbedingten Unsicherheiten, wobei 
kleinskalige Variablen zumeist stärker hiervon betroffen sind als großskalige Variablen (Eilola 
et al., 2011; Hansson & Omstedt, 2008; Hongisto & Joffre, 2005; Müller et al., 2004; Zorita & 
Laine, 2000). Allerdings muss eine Abweichung der Modell- von den Messwerten nicht 
unbedingt am Modell selbst liegen. Eine weitere in Frage kommende Komponente sind die 
verwendeten Antriebsdaten. Da es sich dabei schon aus Sicht der räumlichen und zeitlichen 
Auflösung ebenfalls nur um vereinfachte Datensätze handelt, können auch diese Daten 
fehlerbehaftet sein und zu einer Exponierung der Unsicherheit im Modell führen. Als Beispiel 
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im Modell durch die zwanzig größten Flüsse repräsentiert werden, wobei die übrigen kleineren 
Flüsse sowie die Zufuhr durch das Grundwasser nur als diffuser Zufluss im Modell 
implementiert ist. 
Zur Überprüfung sowohl der Modellkomponenten als auch der Antriebsdaten bieten sich 
Sensitivitätsstudien an. Die hier durchgeführten Sensitivitätsexperimente verdeutlichen dabei, 
wie stark die manipulierten Antriebsdaten auf die Simulation einwirken. Aufgrund dieser 
durchgeführten Sensitivitätsstudien ließen sich einige wahrscheinliche Ursachen der 
Diskrepanz zwischen modellierten und gemessenen Daten feststellen. Die Sensitivitätsstudien 
dienten auch als Hilfsmittel, um aufzuzeigen, welche Teile des Modells oder der Antriebsdaten 
einer Weiterentwicklung bedürfen. Ob das Modell trotz Änderungen in den Randbedingungen 
störungsfrei berechnet wird, konnte ebenfalls im Vorfeld durch die Berechnung der 
Sensitivitätsstudien überprüft werden. So konnte z. B. die Robustheit des Modells in Bezug zu 
den extremen Lufttemperaturänderungen von ±10 K nachgewiesen werden. Diese Modifi-
kationen in der Lufttemperatur hatten auch starke Änderungen sowohl der Eisausbreitung als 
auch der Position und Stabilität der thermohalinen Schichtung im Modell zur Folge. Das Modell 
wurde trotz dieser starken Änderungen ohne Unterbrechung fehlerfrei berechnet und lieferte 
außerdem plausible Ergebnisse für diese Simulationen. Die Sensitivitätsstudie zur Modifikation 
der Windgeschwindigkeiten konnte bei einer Erhöhung um 30 % ein häufig auftretendes und 
komplettes Aufbrechen der thermohalinen Schichtung zeigen, was sich dann im Median über 
den untersuchten Zeitraum widerspiegelt. Auch lassen sich damit die Unterschiede in der 
Bottensee zwischen den modellierten Sauerstoffwerten in Bodennähe im Szenario der MoWP 
(an- und hypoxische Zonen) und den Messwerten in diesem Gebiet durch Abweichungen in der 
Windrichtung sowie der Windgeschwindigkeit der Antriebsdaten von den realen Zuständen 
erklären. Allerdings bleibt dies Spekulation, da die Ursachen hierfür vielschichtiger Natur sind 
und ein kausaler Zusammenhang in diesem speziellen Fall nicht nachweisbar ist. 
Die Methodik der Modifikation der Antriebsvariablen (delta change) wurde außer für die 
Sensitivitätsexperimente auch für die Simulation aller weiteren Szenarien in dieser Arbeit 
genutzt. Ein großer Vorteil dieser Herangehensweise ist die relativ einfache Handhabung, da 
die Produktion von aufwendigen atmosphärischen Daten für die jeweiligen Szenarien entfallen. 
Allerdings ist auch davon auszugehen, dass die Benutzung auf Proxydaten basierender, 
modellierter atmosphärischer Antriebsdaten zu einer genaueren Lösung führen würde, da in 
diesem Fall eine räumliche und zeitliche Unabhängigkeit vom Referenzszenario gewährleistet 
wäre. Für die statistische Betrachtung langer Zeiträume, bei denen die zeitlich kleinskaligen 
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(Meier, 2006). Inwieweit sich diese beiden Herangehensweisen in den Ergebnissen der hier 
gewählten Szenarien und im Kosten-Nutzen-Verhältnis tatsächlich unterscheiden, könnte in 
einer zukünftigen Arbeit untersucht werden.  
Das Interesse dieser Arbeit liegt vorrangig in der Simulation und der vergleichenden 
statistischen Betrachtung der modernen Warmzeit mit zwei paläoklimatischen Szenarien der 
letzten 1000 Jahre. Für zeitlich weit entfernte Perioden spielt auch die Tektonik sowie die Höhe 
des Meeresspiegels und die damit einhergehende Änderung der Topographie eine wichtige 
Rolle (Jilbert et al., 2015). Die Änderungen dieser Faktoren sind aufgrund der für geologische 
Verhältnisse geringen Zeitspannen zwischen den hier gewählten Szenarien vernachlässigbar 
gering und wurden dementsprechend nicht berücksichtigt. 
 
Die Unterschiede zwischen den paläoozeanographischen Szenarien und dem Referenzszenario 
der Modernen Warmzeit sind teils sehr stark ausgeprägt. Darunter fallen auch die für das 
Ökosystem wichtigen Variablen Temperatur, Salinität und Sauerstoffkonzentration, welche 
entscheidend für die räumliche und zeitliche Verteilung der in der Ostsee vorkommenden Arten 
sind. Damit wird die erste aufgestellte Hypothese der Verschiebung des Salzgradienten 
während der paläoozeangraphischen Szenarien und der damit einhergehenden Änderung in der 
Artenverteilung im Ostseeraum durch die Modellberechnungen bestätigt. Dabei konnte auch 
die Richtung dieser Entwicklung ermittelt werden. Während des LIA Szenarios steigt die 
Salinität, weshalb sich auch die Grenzen der salinitätsbedingten Artenverteilung in Richtung 
Nordosten verschieben. Während des MCA Szenarios hingegen sinkt die Salinität, und damit 
kommt es zu einer Verschiebung der salinitätsabhängigen Verbreitungsgrenzen in Richtung 
Südwesten und zur Nordsee. 
Die Änderungen in den Sauerstoffkonzentrationen unterliegen komplexen Interaktionen 
verschiedenster Faktoren (Kemp et al., 2009). Einer dieser Faktoren ist die Temperatur, welche 
die Sauerstofflöslichkeit sowie die Kinetik von biogeochemischen Prozessen beeinflusst (Sitte 
et al., 1999). Ein weiterer wichtiger Faktor ist die Schichtung der Wassermassen in 
Abhängigkeit ihrer Dichte, welche die Durchmischung und Ventilation der Wasserkörper 
behindert (Meier et al., 2006). Dabei spielt sowohl die Struktur und Lage als auch die Stabilität 
der Schichtung eine entscheidende Rolle, wobei diese Eigenschaften wiederum von diversen 
Umweltfaktoren beeinflusst werden. Dazu zählen unter anderem die Temperatur, Salinität, 
Windgeschwindigkeit und -richtung, sowie die Wasseraustauschprozesse durch Niederschlag, 
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die Modifikation der Windgeschwindigkeit (siehe Kapitel 4.4) die Strukturierung der 
Wasserschichtung und damit die Ventilation der Ostsee signifikant beeinflussen. 
Ebenfalls von großer Bedeutung für die Sauerstoffkonzentrationen in der Ostsee sind die 
Nährstoffeinträge. Die reduzierten Einträge von Nährstoffen in den paläoozeanographischen 
Szenarien, welche somit den vorindustriellen Zustand der Ostsee widerspiegeln (Duinker & 
Gerlach, 1995), führen zu einer Reduktion der Produktivität der Primärproduzenten und 
infolgedessen auch der Konsumenten (vgl. Voss et al., 2011). Dies bewirkt eine Verringerung 
des Detritus und damit eine Reduktion der biochemischen Sauerstoffzehrung sowie eine 
Erhöhung des Sauerstoffgehalts in Bodennähe. Neben der Reduktion der atmosphärischen und 
flussbürtigen Phosphateinträge in die Ostsee bewirkt die Ausbreitung der oxischen Flächen eine 
erhöhte Fixierung von Phosphat in den Sedimenten (Conley et al., 2009) und damit eine 
Reduktion des verfügbaren Phosphats für die Primärproduzenten. Zusätzlich verstärkt wird 
dieser Effekt durch die Ventilation des Sediments durch Bioturbation (Virtasalo et al., 2011). 
Dabei spielen insbesondere benthische Erstbesiedler wie Marenzelleria spp. eine bedeutende 
Rolle in der Ostsee. Daraus wird ebenfalls ersichtlich, dass invasive Arten auch positiv auf ein 
Ökosystem einwirken und ein geeignetes Habitat für weitere Arten schaffen können (Norkko 
et al., 2012). Die Ausbreitung der hypoxischen und anoxischen Zonen in den paläoozeano-
graphischen Szenarien und im Szenario der Modernen Warmzeit des hier genutzten Modells 
wird durch die Ergebnisse sedimentologischer Studien unterstützt. 
Die Resultate der Modellberechnungen für die artifiziellen Szenarien liefern im Vergleich mit 
dem Szenario der Modernen Warmzeit detaillierte Erkenntnisse zum Einfluss der klimatischen 
Faktoren sowie der Nährstoffflüsse auf den ökologischen Zustand der Ostsee. Es konnte durch 
den Vergleich des Szenarios PRS mit dem MoWP Szenario gezeigt werden, dass die Nährstoff-
frachten der Hauptgrund für die Sauerstoffverhältnisse in den tiefen Regionen der Ostsee sind. 
Klimaveränderungen im Rahmen der hier berechneten paläoozeanographischen Szenarien 
nehmen ebenfalls Einfluss auf den Sauerstoffgehalt, jedoch in einem geringeren Ausmaß 
(Vergleich LIA-MCA, MoIA-MoWP). Diese Ergebnisse bestätigen die in Kapitel 1.4 
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Die Nutzung von numerischen Modellen bietet sich besonders für Studien an, die durch 
intensive experimentelle oder messtechnische Arbeiten sehr zeit- und kostenintensiv oder nicht 
realisierbar wären. Dazu zählen z. B. Untersuchungen zu vergangenen Epochen ohne das 
Vorhandensein von direkten Messdaten oder Projektionen zur Abschätzung zukünftiger 
Entwicklungen. Eine sinnhafte modellbasierte Rekonstruktion vergangener Zeiträume bedingt 
aber trotzdem das Vorhandensein von Proxydaten, um die gewonnenen Ergebnisse absichern 
zu können (Mayewski et al., 2004). Aber auch die Simulation von Langzeitexperimenten 
mittels numerischer Modelle ist sinnvoll, wobei diese Modelle durch Ausführung kurzfristiger 
empirischer Experimente validiert und angepasst werden können. Die Validierung durch 
Messdaten und durch Daten aus empirischen Experimenten ist die Grundlage zur sinnvollen 
Anwendung solcher numerischer Modelle. 
 
Aufgrund der ständigen technologischen Fortschritte und der Wissenserweiterung über die 
Ökosystemprozesse ist auch eine Weiterentwicklung des Modells und seiner Antriebsdaten sehr 
wahrscheinlich. Im Falle des Modells könnten die Differentialgleichungen überprüft und 
gegebenenfalls an neue Kenntnisse angepasst werden, um die Wiedergabe der Realität zu 
verbessern. Aber auch die Topographie bzw. Hydrographie kann unter Umständen zu einer 
Abweichung der Modellberechnungen von den realen Messdaten führen. Eine weitere Möglich-
keit bestünde in der Erhöhung der räumlichen und zeitlichen Auflösung des Modells, damit 
auch sehr kleinskalige Prozesse Berücksichtigung finden, wobei die zeitliche Auflösung bereits 
jetzt schon relativ kleinskalige Prozesse einschließt und eine Verbesserung des Modells in erster 
Linie durch die Erhöhung der räumlichen Auflösung erwartet werden kann. 
Die bisher im biogeochemischen Modell genutzte Variable für das Sediment unterscheidet 
dabei nicht in der Art und der Strukturierung des realen Meeresbodens (Neumann, 2000). Im 
Südwesten, Süden sowie im Osten herrschen Sand- und Schlickböden vor, welche teils mit 
Hartsubstraten versetzt sind (Zettler et al., 2000), wohingegen im Norden und Westen 
vorwiegend Hartsubstrate vorkommen (Al-Hamdani & Reker, 2007). Da die Prozesse im 
Sediment eine wichtige Rolle in den Stoff- und Energieflüssen spielen, wäre eine Einbindung 
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Die Erweiterung der Trophieebenen könnte ebenfalls dazu führen, die komplexen Prozesse des 
Ökosystems Ostsee realitätsnäher abzubilden. So könnte z. B. die Gruppe der Grünalgen 
hinzugefügt und die funktionale Gruppe des Zooplanktons in zwei Gruppen (Filtrierer, 
Weidegänger) aufgeteilt werden. Auch die Erweiterung in Richtung der bottom-up Kontrolle 
durch eine mikrobielle Trophieebene oder in die der top-down Kontrolle durch höhere 
trophische Ebenen, wie die der Fische, würde das Modell realer, aber auch komplexer machen. 
Aufgrund der Beeinflussung der Stoffkreisläufe in der Sediment-Wasser Grenzschicht sind die 
Benthosorganismen eine wichtige funktionale Gruppe für das Ökosystem Ostsee. Da die 
Verteilung der verschiedenen Sedimentformen eine wesentliche Rolle bei der Besiedlung durch 
benthische Organismen spielt und verschiedene Arten der Flora und Fauna auch 
unterschiedliche Präferenzen an den Meeresboden haben, wäre eine Berücksichtigung der 
Benthosorganismen in Abhängigkeit der Sedimenteigenschaften notwendig. 
Zu guter Letzt könnten noch die im biogeochemischen Modell vorhandenen Stoffkreisläufe 
durch weitere Elemente und chemische Moleküle erweitert werden. Dazu könnten z. B. 
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Auf dem beigefügten Datenträger befindet sich diese Arbeit in Form einer pdf Datei sowie alle 
statistischen Untersuchungsergebnisse in Form von Abbildungen. Die Variablenbezeichnungen 
innerhalb der Ordner und Dateinamen sind an die englische Übersetzung angelehnt und 
teilweise abgekürzt. Im folgenden Schema werden die Ordnerstruktur und die Notation der 
Ordner und Dateien erläutert. 
 




Notation der Dateien: 
Die Dateinamen für die Abbildungen der statistischen Tests sind folgendermaßen aufgebaut: 
 Grundgerüst: Variable_avA/S_Testkürzel_Modell-Referenz.png 
 Beispiel: temp_avA_Ft_LIA-MoWP.png 
(Test auf Varianzunterschiede in den Wassertemperaturen zwischen den Szenarien LIA 
und MoWP über den gesamten Zeitraum mittels F-Test) 
In einigen Fällen kommen die Platzhalter X und Y vor, die als Ersatz für die Modellkennung 
fungieren. Das X steht dabei immer für das Referenzmodell des MoWP Szenarios und das Y 
für das vergleichende Modell. Für den Kolmogorov-Smirnov-Test und den Mann-Whitney-U-
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und abbgebildet. Im Dateinamen steht dann für die zweiseitige Nullhypothese XlgY 
(Referenz = Modell) und für die einseitigen Nullhypothesen XlY (Referenz < Modell) und XgY 
(Referenz > Modell). 
 
Statistik – Ablaufplan: 
Das folgende Schema veranschaulicht den Ablauf der durchgeführten statistischen Analyse für 




























in der Varianz: F-Test: (Ft)
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