In this paper we prove: If m /n 2 -+ 00 and (log2m )In -+-0 then,
simple counting arguments to prove the lower bounds. The results of [GP2] and [Al] both follow from a theorem of Milnor from real algebraic geometry. In Section 5 we discuss the application to probabilistic communication complexity. The final Section 6 contains some concluding remarks and related results. It is also easy to see that
d(n ,m)~llogzm1·
Indeed, if X~N is separated in all 2 Jxl-I possibilities by the subsets of F (i.e., for every partition of X = Xl U X 2 there is an F E F such that F n X = Xl or F n X = X 2 ), then, by Radon's theorem (cf. e.g. [Gr, p. 16] 
This implies that the probabilistic unbounded-error 2-way complexity of almost all the Boolean functions of 2p variables is between p-5 and p, thus solving a problem of Yao and another problem of Paturi and Simon.
The proof of (1) combines some known geometric facts with certain probabilistic arguments and a theorem of Milnor from real algebraic geometry. 
It is easy and well known (see e.g.
[GPt]) that if PI'" P n and QI'" Qn have the same order type then they are equivalent. Very recently, Goodman and Pollack Let f > 0 be arbitrarily small and let 8 = 8(f) be defined by Lemma 2.1.
We will show that if m < (1 + 8)n then d(n, m)~(t + f)n. Note that this proves part (i) of Theorem 1.1. Suppose m < (1 + 8)n and let F = {F l1 F 2 , ... , F m } be a family of subsets of N. By Lemma 2.2 we can assume that each row of the incidence matrix of F has at most (1-+ f) . n sign 2 changes. Let d = l(t + f) . n j . We will show, using the wellknown moment curve (cf. e.g. [Gr, , that F is realizable in Rd. Let t1 < t 2 < ... < t n be real numbers and put Pi = (t i , tl, ... ,tl)· These will be the points of our realization.
Consider the i th row of the incidence matrix of F . Suppose that the sign changes in this row appear after positions 
Pmof.
For every f > 0 there exists a 8 = 8(f) > 0 such that if 1r t's a random permutation then
TWO PROBABILISTIC LEMMAS
One can easily check that for fixed nand s the right hand side is maximized for k = n/2 J and then it is still bounded by
, where H(x) = -xlog x-(l-x) log(l-x) is the -1 binary entropy function.
Since Pr (u(1r( a) 
Suppose that a has k plus l's and n -k minus l's and fix t, Note that F is a family of n subsets of N and that, conversely, for each such family G there is a Boolean f such that F (f) = G.
Hence, combining this theorem with Corollary 1.2 we obtain: o Corollary 1.2 follows from part (i) of Theorem 1.1 and part (iii) with h = 2d . n, m = n. Corollary 1.3 follows from parts (i) and (ii) of Theorem 1.1.
PROBABU,JSTIC COMMlJNICATION COMPLEXITY
The model of [PS] is similar to that of [Ya] , and considers the following problem. Two processors Po and PI wish to compute a Boolean function f: {O, I}P X {O, I}P --+{O, I} of two arguments, each consisting of p bits. The first argument, Xa, is know only to Po and the second, Xl1. only to Pl' In order to compute f, P a and PI communicate by sending each other in turns sequences of bits according to some (probabilistic) protocol 1/;. Both processors have unlimited local computing power and can realize an arbitrary probability distribution over the set of messages they transmit. The last message is always sent by PI and is the output produced. We say that the protocol 1/; outputs bit b if the probability that their last produced bit is b is greater than 1/2. The protocol computes f if for every Xc, Xl On the other hand, it is shown that for some I-s, 0, = O(log p).
Our results imply that for some I-s p -5~0, (~p). This follows immediately from Corollary 1.2 and the following result of [PS] .
Tb eorem 5 1 . [PS] Let f : {O, I}P X {O, I}P --+ {O, I} be a Boolean function and let Pm) , is clearly at most 2 m . The following result is an easy modification of Theorem 2.2 of [Al] , and can be derived, as in [Al] , from the theorems of Milnor [Mi] and Thorn [Th] .
[GP2] have found a clever (and simple) way to apply a result of
Milnor [Mi] from real algebraic geometry in order to obtain an asymptotically best possible upper bound for the number of order types (and hence for the number of equivalence classes) of n labeled points in Rd. Here we need an easy modification of their result, proved in IAl).
Lemma 4 1 ([AI])
For every d, n the number of equivalence classes of n labeled points in R d is at most 2n3+0(n~.
Another known result we will need is the following (see, e.g. [Ha] or [ZaD.
Lemma 4 This settles the problem raised in [PS] . 2. The method of proving the lower bound can be easily extended to the case of realizing the family of sets by points and hypersurfaces defined by polynomials of given degrees. We omit the details.
3. There are certain applications of our results to problems of embedding bipartite graphs on the unit sphere. These will appear in the full version of the paper.
4. It would be nice to determine more precisely the asymptotic behavior of d(n, n). It seems reasonable that d(n, n) = (1+0(1) ) . ..!!. . 
