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Abstract
In the fields of machine learning, psychology, and neuroscience, an im-
portant question is how multiple sources of sensory information can be in-
tegrated to generate structured goal-oriented behavior in the absence of a
global frame of reference. Successful machine learning models of forag-
ing suggest that optimal strategies can be achieved by a system in which
both sensory integration and selection of allocentric action are governed by
Bayesian probabilistic law. However, the required global frame of refer-
ence precludes a generalization of these models to the neuronal substrate.
On the contrary, the results of behavioral studies on animals suggest that
the optimality of behavior can be met without this strong assumption. In
the study of the neuronal substrate underlying self-localization and naviga-
tion, it is well accepted that, in mammals, the hippocampus plays a crucial
role [1, 2]. More specifically, work on hippocampus suggests that ego-
centric sensory inputs are stored and linked into behavioral episodes along
with the allocentric spatial representations, and that the recall of hippocam-
pal behavioral sequences is accompanied by two phenomena: anticipation
of the subsequent location and reward. Human brain studies provide an-
other supplementary view on this issue. While these studies provide evi-
dence that the human brain is capable of performing Bayesian inference,
they also suggest the existence of two separate cognitive mechanisms: the
implicit one, which plays a role in the multi-modal sensory abstraction of
categories, and the declarative one, whose role is to delineate the category
membership of the sensory input based on verbally expressible rules. This
strengthens the idea that the hippocampus, as a part of the declarative mem-
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ory systems, processes cortical sensory inputs in a non-Bayesian manner,
but the exact mechanisms are still unknown.
To explore the mechanisms of sensory fusion that could facilitate the
transformation of egocentric actions into allocentric behavior, we work
with simulated robots performing a foraging task in an open arena and in
maze environments. This work involves: (1) Augmenting the Distributed
Adaptive Control (DAC) [3–5], a self-contained system, that learns se-
quences of egocentrically defined visual cues and actions leading to goal
states, with allocentric cues; (2) Designing two approaches for sensor fu-
sion: spatial attention and spatial integration employing Bayesian tech-
nique; (3) Evaluating the two integration approaches with respect to two
biasing mechanisms which model anticipation of the future location and the
reward; (4) Generalizing and evaluating two approaches for bimodal sensor
fusion; (5) Comparing the performance of the two integration approaches
with the performance of the two known machine learning methods.
The key result is that the two integration approaches are complementary,
which supports the hypothesis that spatial cognition is a two-stage process
in which the probabilistic integration precedes the spatial attention mecha-
nism. In the spatial attention method, the synergy of the two biasing mech-
anisms facilitate the transformation of egocentrically defined actions into
allocentric behavior. However, the performance comparison with machine
learning models shows that the two biasing mechanisms are not sufficient
to organize a series of recalled actions into optimal foraging behavior. The
sub-optimal behavior suggests a need for an additional type of attentional
feedback that could act upon the discrepancy between the prediction of the
DAC system and the new state observation. Although the DAC system
performs about ten percent worse than the two benchmark algorithms, this
result is remarkable, since it shows that DAC has the potential to be con-
sidered as a complete system that acquires both its input state space and
policies of its integration in optimal goal-oriented behavior.
Zusammenfassung
In den Gebieten des Maschienenlernens, der Psychologie und
der Neurowissenschaften stellt die Frage wie unterschiedliche
Sinneswahrnehmungen integriert werden ko¨nnen um strukturiertes
und zielorientiertes Verhalten ohne das Vorhandensein eines globales
Bezugssystems zu erzeugen, eine wichtiges Thema dar.
Erfolgreiche Modelle des Foraging (Nahrungssuche) im Gebiet des
Machinenlernens legen nahe, dass optimale Strategien durch ein Sys-
tem erreicht werden ko¨nnen, in welchem sowohl die Integration als
auch die Auswahl allozentrischer Aktionen durch das Bayestheorem der
Wahrscheinlichkeitstheorie bestimmt werden. Das hierzu notwendige
globale Bezugssystem verhindert jedoch eine Verallgemeinerung dieser
Modelle auf biologische Nervensysteme. Verhaltensstudien an Tieren
zeigen im Gegensatz dazu, dass optimales Verhalten auch ohne diese
starke Annahme erzielt werden kann. In der Erforschung des Nerven-
systems, welches der Ortsbestimmung und der Orientierung zugrunde
liegt, wird allgemein anerkannt, dass der Hippokampus bei Sa¨ugetieren
eine entscheidende Rolle spielt [1, 2]. Untersuchungen des Hippokam-
pus legen nahe, dass egozentrische Sinneswahrnehmungen im episodis-
chen Geda¨chtnis zusammen mit allozentrischen Ortsinformationen gespe-
ichert werden, und dass das Abrufen gelernter Verhaltensabla¨ufe von zwei
Pha¨nomenen begleitet wird: das Erwarten des na¨chsten Ortes und des
an diesem Ort erfolgenden Gewinns. Studien des menschlichen Gehirns
erga¨nzen diesen Aspekt. Wa¨hrend diese Studien den Beweis dafu¨r liefern,
dass das menschliche Gehirn zur Ausfu¨hrung Bayes’scher Inferenz fa¨hig
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ist, legen sie auch das Vorhandensein zweier unterschiedlicher kogni-
tiver Mechanismen nahe: der implizite, der eine Rolle in der multi-
modalen, sensorischen Abstraktion von Kategorien spielt, und der explizite,
dessen Rolle darin besteht die Zugeho¨rigkeit von Sinneswahrnehmungen
zu Kategorien basierend auf verbal ausdru¨ckbaren Regeln festzustellen.
Dies besta¨rkt die Idee, dass der Hippokampus, als Teil des deklarativen
Geda¨chtnissystems, Sinneswahrnehmungen in einer nicht-Bayes’schen
Weise verarbeitet, wobei die genauen Mechanismen noch unbekannt sind.
Um die Mechanismen der Integration von Sinneseswahrnehmungen
zu erforschen, die die Umwandlung egozentrischen Aktionen in al-
lozentrisches Verhalten erleichtern ko¨nnten, arbeiten wir mit simulierten
Robotern, die eine Foraging-Aufgabe in einer offenen Arena und in
Labyrinthen durchfu¨hren. Diese Arbeit beinhaltet folgendes: (1) Er-
weiterung des Distributed Adaptive Control (DAC)-Systems [3–5] um al-
lozentrische Ortsinformationen. DAC ist ein in sich geschlossenes Sys-
tem, welches die Abfolge der egozentrischen visueller Wahrnehmungen
und Aktionen lernt, die zum Ziel fu¨hren; (2) Entwurf zweier Ansa¨tze zur
Integration von Sinneswahrnehmungen: Ra¨umliche Aufmerksamkeit und
Ra¨umliche Integration, welche die Bayes’sche Inferenz einsetzt; (3) Be-
wertung der zwei Integrationsansa¨tze mit Bezug auf zwei Steuermecha-
nismen, die das Erwarten des na¨chsten Ortes und des dortigen Gewinns
nachbilden. (4) Generalisierung und Bewertung zweier Ansa¨tze zur Inte-
gration von Sinneswahrnehmungen; (5) Vergleich der Effizienz der zwei
neuen Integrationsansa¨tze mit zwei anerkannten Methoden aus dem Gebiet
der Maschinenlernens.
Das Hauptergebnis ist, dass sich die zwei Integrationsansa¨tze erga¨nzen.
Dies stu¨tzt die Hypothese, dass ra¨umliche Wahrnehmung ein zweistu-
figer Prozess ist, in welchem die Ra¨umliche Integration der Ra¨umlichen
Aufmerksamkeit vorausgeht. Bei der Methode der Ra¨umlichen Aufmerk-
samkeit erleichtert die Synergie der beiden Steuermechanismen die
Umwandlung egozentrischer Aktionen in allozentrisches Verhalten. Je-
doch zeigt der Leistungsvergleich mit Methoden aus dem Gebiet der
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Maschinenlernens, dass die zwei Steuermechanismen nicht dazu ausre-
ichen, eine Serie abgerufener Aktionen in optimales Foraging-Verhalten
umzuwandeln. Das suboptimale Verhalten legt die Notwendigkeit eines
zusa¨tzlichen Steuerungsmechanismus nahe, der die Diskrepanz zwischen
der Vorhersage des DAC-Systems und der tatsa¨chlichen Zustandbeobach-
tung verringern ko¨nnte. Obwohl das DAC-System ungefa¨hr zehn Prozent
schlechter als die zwei Vergleichsalgorithmen abschneidet, ist dieses Resul-
tat bemerkenswert, da es zeigt, dass DAC das Potenzial, hat als komplettes
System betrachtet zu werden, welches sowohl ein Modell der Umgebung
und die zugeho¨rigen Foraging-Strategien durch optimales, zielorientiertes
Verhalten erwirbt.
