Abstract-This paper presents a general approach to sequential blind extraction of instantaneously mixed sources for several major ill-conditioned cases as well as the regular case of full column rank mixing matrices. Four ill-conditioned cases are considered: The mixing matrix is square but singular; the number of sensors is less than that of sources; the number of sensors is larger than that of sources, but the column rank of the mixing matrix is deficient; and the number of sources is unknown and the column rank of the mixing matrix is deficient. First, a solvability analysis is presented for a general case. A necessary and sufficient condition for extractability is derived. A sequential blind extraction approach is then proposed to extract all theoretically separable sources. Next, a principle and a cost function based on fourth-order cumulants are presented for blind source extraction. By minimizing the cost function under a nonsingularity constraint of the extraction matrix, all theoretically separable sources can be extracted sequentially. Finally, simulation results are presented to demonstrate the validity and performance of the blind source extraction approach.
I. INTRODUCTION

B
LIND separation of independent sources from their mixtures has received considerable attention in recent years. Blind source separation techniques have widespread application potentials in numerous technical areas such as communications [1] , medical signal processing [2] , speech signal processing [3] , and image restoration [4] , to name a few.
The objective of blind source separation is to recover sources from their mixtures without the prior knowledge of the sources and the mixing channels. The mixtures of sources can be divided into several categories, such as instantaneous mixtures and dynamical or convolutive mixtures. Independent component analysis (ICA) can be used to deal with the instantaneous mixture case (e.g., [1] , [5] - [11] , etc.), and dynamical component analysis (DCA) can be used to deal with the convolutive mixture case [12] - [18] .
In general, there are two classes of approaches for recovering original sources from instantaneous mixtures: the simultaneous separation approach [5] , [6] , [11] , [19] , [20] , [28] , [30] and the extraction approach [7] , [9] , [21] - [25] , [31] . In the separation approach, all separable sources are separated simultaneously, whereas the sources are extracted one by one in the extraction approach. Simultaneous separation, if possible, is, of course, desirable. In some ill-conditioned cases, simultaneous blind separation cannot be achieved, but sequential blind extraction can since sequential blind extraction requires weaker solvability conditions than simultaneous blind separation, as will be shown in this paper. In addition, blind source extraction has some advantages over simultaneous blind source separation in extracting some interested sources, according to some stochastic features (e.g., kurtosis) of sources [22] - [24] .
This paper focuses on the sequential blind extraction of linear instantaneous mixtures. Consider a general linear case of instantaneously mixing sources with observable mixtures (1) where is a vector of mutually independent unknown sources with zero means, is a vector of mixed signals, and is an unknown constant matrix known as the mixing matrix. The task of blind extraction to recover the sources one by one from the available mixtures . Most of existing studies are based on the assumptions that and is nonsingular or has full column rank. In practice, however, the number of sources may not be known a priori, and the mixing matrix may be rectangular or singular, even though . In general, there are four ill-conditioned cases.
Case 1) The number of sensors equals that of sources, but the mixing matrix is singular. Case 2) The number of sensors is less than that of sources. Case 3) The number of sensors is larger than that of sources, but the column rank of is deficient. Case 4) The number of sources is unknown, and the column rank of is deficient. In fact, the common key problem in the four cases above is the column-rank deficiency of the mixing matrix .
In [8] , the general results of solvability analysis and separation principle are presented for simultaneous blind separation, which are suitable for the ill-conditioned cases above. In that paper, the concept of -row decomposability is presented first. Next, the following result is obtained: The sources can be separated into groups simultaneously if and only if the mixing matrix is -row decomposable. Then, necessary and sufficient conditions on -row decomposability are presented. In addition, two important open problems are raised: How to estimate the number of separable sources and how to determine 1053-587X/02$17.00 © 2002 IEEE which separated component is a source signal and which one is still a mixture. In fact, the maximum partition number is unknown. Furthermore, since partition is not unique, whether there exists an optimal partition and how to obtain it are also problems to be studied. Thus, it is not easy to obtain a satisfactory partition by means of blind separation.
Although these ill-conditioned cases have received attention (e.g., [8] , [31] ), so far, no method can effectively deal with all of the above four ill-conditioned cases. Since the mixing matrix is required to be nonsingular or full of column rank for simultaneous separation to be solvable, it is difficult to use the instantaneous blind separation for the four cases above. However, the solvability conditions of blind extraction may hold in the ill-conditioned cases, as can be seen in this paper, and the source number is not necessary to be known for blind extraction. Therefore, sequential blind extraction of unknown sources provides a possible remedy for the above ill-conditioned cases.
Generally, only one source signal can be obtained by a single-step blind extraction. By using sequential blind extraction, more than one source signal can be obtained one by one. There are two different parts in a single-step blind extraction in the existing references. The first is extraction, and the second is deflation. An extraction model can be described as (2) where is an -dimensional row vector, and is the output of the extraction model. The extraction of an independent source is often achieved by maximizing the absolute value of the fourthorder cumulant (e.g., kurtosis) of the output of the extraction model subject to certain constraints [7] , [9] , [24] , [25] .
In [7] , an adaptive approach is proposed for blind extraction of independence sources. The approach includes convergent extraction and deflation algorithms that are implemented by maximizing several contrast functions in terms of fourth-order statistics. In [24] , a neural network is presented with unconstrained extraction and deflation criteria that require neither prior knowledge of source signals nor whitening of mixed signals and can cope with a mixture of sources with positive and negative kurtosis. It is proven that the criteria have no spurious equilibria by showing that all spurious equilibria are unstable. However, like in the previous studies [7] , [9] , a necessary condition is that the mixing matrix has full column rank, which means that . Otherwise, the set is a subspace of . It is then possible that the unstable spurious equilibria in is as stable as the subspace , which leads to a spurious solution and the failure of blind extraction because there is no criterion to differentiate true solutions and spurious solutions.
Blind source extraction using the model (2) under the condition of the full column rank mixing matrix is also discussed in [25] . For these ill-conditioned cases, besides the potential existence of stable spurious equilibria as mentioned previously, the number of spurious equilibria would increase substantially as that of the sources increases. In [26] , a recurrent neural network and its associated learning rule are presented, which can deal with the case in which is nearly ill-conditioned, but must be nonsingular. Recently, the blind extraction of singularly mixed sources is discussed based on a recurrent neural network model with an adaptive learning algorithm in [31] . However, the study is limited to a particular blind extraction model and one ill-conditioned case [Case 1)] only.
In this paper, we introduce the following general blind extraction model: (3) where is an -dimensional output vector, is an blind extraction matrix, and . The task of blind source extraction is to determine such that one component in corresponds to a source up to a scale.
The common simultaneous blind separation model is in the same form as (3), where is called a separation matrix. Under the condition of at most one Gaussian source, the choice of is generally based on the principle that all outputs are mutually independent such that , is a diagonal matrix, and is a permutation matrix.
In this paper, the blind extraction model (3) is based on a different principle from that of blind source separation. That is, only one output (the extracted signal) is asked to be pairwise independent with other outputs in each extraction step. The extraction and deflation can be carried out simultaneously by using (3).
This paper presents theoretical results on blind source extraction including a solvability condition, a blind extraction principle, and a cost function that is suitable for above four ill-conditioned cases as well as the normal case of full column rank mixing matrices. Based on the solvability analysis, a sequential blind extraction approach that can extract all theoretically separable sources is proposed. By minimizing the cost function under a nonsingularity constraint, all theoretically separable sources can be extracted one by one, provided that all sources are sup-Gaussian or sub-Gaussian.
The remainder of this paper is organized as follows. The solvability analysis is presented in Section II. A blind extraction principle and a cost function based on higher order cumulants are introduced in Section III. Simulation results are discussed in Section IV. Concluding remarks in Section V summarize the approach in this paper and state the remaining tasks.
II. SOLVABILITY ANALYSIS
In this section, we analyze the solvability of blind source extraction based on the blind extraction model (3). Specifically, two theorems and one corollary are provided.
Theorem 1: There exists a nonsingular matrix in (3) such that a mixture of sources can be extracted in one component of , and the other components do not contain these sources if and only if there exists an submatrix composed of columns in such that rank rank and the submatrix composed of the remaining columns in has rank 1.
Proof: See the Appendix. From the proof of Theorem 1 in the Appendix, we can see that the number of the sources is not necessarily known. Thus, Theorem 1 is also suitable for the case in which the number of sources is unknown.
In Theorem 1, the extraction matrix is nonsingular. From the following analysis, we can see that if there is a is a row vector such that a source is extracted based on (2), then there is a nonsingular such that the same source can be extracted based on (3) .
Without loss of generality, let ; thus, . Consider the homogeneous linear equation with variables (4) Obviously, there are linearly independent row vectors that satisfy (4), and is independent of all solutions of (4). Thus, we can obtain a nonsingular matrix with its first row being and its remaining rows being the linearly independent solutions of (4). Therefore, the first row and the first column of have only one nonzero entry in their junction. Thus, one source can be extracted by using the model (3) with the nonsingular extraction matrix .
There is another new result in using model (3) with nonsingular . That is, if a signal is extracted, then it is either a single source or a mixture of several sources that cannot be separated by using any other blind separation methods according to [8, Th. 2] . . This is in contradiction with the conditions of this theorem. Thus, at most sources can be extracted. According to [8, Th. 2] , if the condition in Theorem 2 is satisfied, then there are theoretically separable sources. Thus, the maximum number of sequentially extractable sources is equal to that of theoretically separable sources. Theorem 2 and its proof outline the sequential blind extraction method in this paper by which all extractable sources or theoretically separable sources can be extracted one by one. On the contrary, it is impossible to obtain all the separable sources by using general blind separation model in all the ill-conditioned cases mentioned in Section I. For instance, when is an singular matrix, there is no separation matrix such that , where is a permutation matrix, and is a diagonal matrix. If the blind partition method proposed in [8] is used to separate these theoretically separable sources, two open problems of the reference cannot be avoided.
Corollary 1: Let be the maximum number of sequentially extracted signals based on (3) using any effective algorithm. If any two columns of are linearly independent, then all the extracted signals are sources, and the maximum number of theoretically separable or sequentially extractable sources is .
Proof: Since any two columns of are linearly independent, all the signals are single sources, according to Theorem 1. Theorem 2 implies that the sequential blind extraction approach in this paper can extract all separable sources; thus, the result of this corollary holds.
Remarks 2:
1) The condition that any two columns of are linearly independent is much weaker than the condition that is of full column rank. The later implies that any columns of are linearly independent ( ). 2) If the condition that any two columns of are linearly independent is removed from Corollary 1, then the number of separable sources is at most . These signals include all separable sources and may include several mixtures of some sources that cannot be separated. Theorem 2 and Corollary 1 imply that sequential blind extraction based on (3) has the ability to extract all theoretically separable sources.
From Theorem 2 and Corollary 1, we immediately have the following corollary.
Corollary 2: If is of full column rank or nonsingular, then all sources can be extracted sequentially.
III. BLIND EXTRACTION PRINCIPLE AND COST FUNCTION
First, we present a lemma known as the Darmois-Skitovich theorem [8] , [27] that is a basis of the blind extraction principle in this paper.
Lemma 1: Let be an -dimensional componentwise mutually independent random vector , and Suppose that and are independent. If is non-Gaussian, then for any . The following is the result of blind extraction principle derived from Lemma 1 directly.
Theorem 3: Suppose that are mutually independent and at most one of them is Gaussian. If one output in (3) is pairwise independent to the others, then when ;
; . The principle of simultaneous blind source separation is based on the pairwise independence of all outputs of a separation model. However, the blind source extraction principle in Theorem 3 is based on the pairwise independence of one output with other outputs of the model (3) . Under the condition in Theorem 3, corresponds to either a single source or a mixture of several sources, and the other components in do not contain the source or these sources. Note that the condition in Theorem 3 may hold only if the solvability condition in Theorem 1 is satisfied.
Although Theorem 3 provides a good blind extraction principle theoretically, it is not easy to check whether or not two signals are statistically independent. Next, we introduce a cost function as a criterion for blind extraction based on the idea in [28] .
Without loss of generality, let be the signal to be extracted. A cost function is defined using fourth-order cumulants as Cum (9) The properties of cumulants are discussed in many references, e.g., [17] and [20] . Obviously, if and are pairwise independent , then . Theorem 4: Suppose that are sup-Gaussian (or sub-Gaussian) and mutually independent stationary sources with zero means. 1) If there exists a nonsingular extraction matrix in (3) such that and , then is an extracted signal. 2) Under the condition of nonsingular extrication matrix and nonsingular mixing matrix , all local minima of are global ones, and each of them leads to a single source. Proof: 1) implies that Cum , . In (3) (10) Since are mutually independent, in view of (10), we have Cum (11) where Cum . Since all are sup-Gaussian (or sub-Gaussian), (or 0), . In view of (9) and (11) ; thus, they all are global minima of with local stability. However, the equilibria in the first class can be excluded since , the extraction matrix is nonsingular, and has full rank. Obviously, each of equilibria in the second class will lead to asigle source. In light of Theorem 4, blind extraction using (3) can be converted to solving the following constrained minimization problem: (12) In view of (10) 
Since ( ) are observed, we can obtain all Cum by using mean to replace expectation in (14) . According to (9) and (13), we can compute in terms of . The remaining task is to find the nonsingular extraction matrix by solving the problem (12) .
To ensure the nonsingularity constraint in (12), we should often check whether in the minimization process. If , we can add a disturbance to and restart the iteration. In blind separation, several algorithms (e.g., in [11, Alg. (A)]) have the feature of keeping the separation matrix from becoming singular. These methods may be applied to avoid singularity of .
IV. SIMULATION RESULTS
Simulation results presented in this section are divided into three categories. In Examples 1 and 2, two ill-conditioned cases are considered (Cases 1 and 2) . In Example 2, the mixing matrix is nonsingular, and all sources are singled out one by one via sequential blind extraction.
In this section, the following Gauss-Newton algorithm is applied for blind source extraction by solving the optimization problem (12) vec vec
Cum vec
Cum vec vec (15) where vec , , and are positive constants, and , is an identity matrix. To verify the extraction results and show the convergence behaviors of the algorithm (15), the following performance index is introduced: (16) where . Example 1: Consider three sources , , , where , and are independent uniform white noises with values in . The kurtoses of and are , and , respectively. Obviously, These sources are subGaussian. The mixing matrix is assumed to be Note that is singular. By checking the determinant of four 3 2 submatrices of , we can find that only the source can be extracted according to Theorem 1. It is impossible to deal with the case by using existing blind separation methods. The initial value of the extraction matrix is chosen randomly as By using the Gauss-Newton algorithm (15) with , we can obtain the blind extraction matrix and, in turn, as follows:
In Fig. 1 , three sources are presented in the three subplots of the first row and three observable mixtures in the second row. The extracted signal is shown in the first subplot of the third row. The new mixtures of the remaining sources and are shown in the second and third subplots, respectively, of the third row. The first subplot in the fourth row shows the calibrated deviation , which implies that the source is extracted. The performance index is depicted in the last subplot of Fig. 1 , where is the iteration counter.
Example 2: Consider the ill-conditioned Case 2) with four sources and three observable mixtures. The first three sources are the same as those in Example 1 , where is a uniform white noise with values in independent of and in Example 1. The kurtosis of is . Thus, is also sub-Gaussian. The mixing matrix is assumed to be By checking the determinant of four 3 3 submatrices of , we can find that only the source can be extracted according to Theorem 1. Existing blind separation methods cannot deal with the case.
The initial value of the extraction matrix is chosen randomly as By using the Gauss-Newton algorithm (15) with , we can obtain the blind extraction and resulting as follows:
In Fig. 2 , four sources are presented in the four subplots of the first row and three observable mixtures in the second row. The extracted signal is shown in the first subplot of the third row. The new mixtures of the remaining sources and are shown in the second and third subplots, respectively, of the third row. The first subplot in the fourth row shows the calibrated deviation , which implies that the source is extracted. The performance index is depicted in the last subplot of Fig. 2 . Example 3: In this example, the three sources are , , and in Example 1, and the mixing matrix is assumed to be the following nonsingular matrix
Since is nonsingular, all sources can be extracted one by one via sequential blind extraction according to Theorem 2.
In the first-step blind extraction, the initial value of the extraction matrix is chosen randomly as By using (15) with , we can obtain the extraction matrix and the matrix as follows:
The three sources and three mixtures are shown in the subplots of the first and second row of Fig. 3 , respectively. The extracted signal is shown in the first subplot of the third row, and the new mixtures of the remaining sources and are shown in the second and third subplot of the third row. The deviation is shown in the first subplot of the fourth row, which implies that the source is extracted. The performance indexes in this step of extraction is shown in the second subplot of the last row.
In the second-step blind extraction, the mixtures are the remainders of the first-step extraction and . The initial extraction matrix is set randomly as By choosing in (15) , similar to the first-step extraction, we obtain the second-step extraction matrix and where is a 2 3 matrix composed of the second and third row of . Fig. 4 presents the result of the second-step blind extraction. In Fig. 4 , is the extracted signal, and is the remainder of the second-step blind extraction. The first two subplots of the second row in Fig. 4 show the deviations and , respectively. The third subplot of the second row shows the performance index in the second-step extraction, where is iteratively computed by use of the elements in . Thus, the remaining sources of the first-step extraction are obtained in the second-step extraction.
V. CONCLUDING REMARKS
A general approach is proposed for sequential blind extraction of instantaneously mixed sources in the normal and various ill-conditioned cases. Sequential blind extraction is shown to be more suitable than simultaneous blind separation for ill-conditioned cases. A necessary and sufficient extractability condition is derived. In addition, under a weak condition in Corollary 1, all extracted signals are separable sources. Even if the condition in Corollary 1 is not satisfied, sequential blind extraction can still extract all theoretically separable sources along with or without new mixture of inseparable sources. Sequential blind extraction thus can recover sources from instantaneously mixed signals to the most extent. A blind extraction principle, a cost function, and corresponding algorithm implementation are also presented. The simulation results confirm the validity and demonstrate the characteristics of the blind source extraction approach in this paper. Further investigations may aim at the development of better cost functions and optimization algorithms for blind source extraction of arbitrary of signals.
APPENDIX PROOF OF THEOREM 1
Proof-Necessity: Suppose that there is an nonsingular matrix such that a mixture of sources can be extracted and the other outputs do not contain of these sources. 
we have (19) In view of (17), (19) , and the nonsingularity of rank rank rank rank rank rank
The necessity is obtained. Sufficiency: Without loss of generality, suppose that rank , rank rank . Thus, rank rank is denoted as (20) where are nonzero constants. Obviously, rank ; thus, the rows in are linearly dependent. Therefore, there is a row vector in that is supposed to be such that (21) where are constants. Now, we prove that there is a vector that satisfies both (21) 
From (21), (23) has a special solution . Consider the homogeneous equation of (23) . . . . . .
It can be proved that (24) has linearly independent basic solutions, which are denoted as . . . . . .
Thus, the general solution of (23) 
where are arbitrary. If (22) are not satisfied, then there is at least a that is 0 for any solution of (23) . Without loss of generality, suppose that . Thus (27) In view of (26) and (27) , letting in (26), we have (28) From (26)- (28), we can obtain (29) In view of rank being , (28) , and (21) 
It can be proved that the number of basic solutions to (30) is . However, from (24), (25) , and (29), , are all the basic solutions of (30) . A contradiction occurs, and thus, (22) is satisfied.
It follows from (20) that (31) From (20) and (31) 
