Modeling the joint distribution of extreme weather events in several locations is a challenging topic with important applications. We study extreme daily precipitation events in Switzerland through the use of max-stable models. The non-stationarity of the spatial process at hand involves important challenges, which are typically dealt with by using a stationary model in a so-called climate space, with wellchosen covariates. Here, we instead chose to warp the weather stations under study in a latent space of higher dimension using Multidimensional Scaling (MDS). The advantage of this approach is its improved flexibility to reproduce highly non-stationary phenomena; while keeping a spatial model. Interpolating the MDS mapping enables to place any location in the latent space, thus reproducing non-stationarity in the initial (longitude,latitude,elevation) space. Two model fitting approaches, which both use MDS, are presented and compared to a classical approach which relies on composite likelihood maximization in a climate space. An application in insurance is shown, where one aims at modeling the distribution of the number of stations hit by extreme precipitations during the same year.
Spatial models for extremes have received particular attention in the last few years, through the use of max-stable process modeling (De Haan, 1984; Smith, 1990; Schlather, 2002; Kabluchko, Schlather and De Haan, 2009 ). Even if statistical inference is known to be challenging (Bacro and Gaetan, 2014) , max-stable processes have been used for spatial modeling of extreme temperatures (Davison and Gholamrezaee, 2012) , winds (Engelke et al., 2015) , precipitation (Smith and Stephenson, 2009; Padoan, Ribatet and Sisson, 2010; Huser and Davison, 2014; Shang, Yan and Zhang, 2015) and snow depths (Blanchet and Davison, 2011; Gaume et al., 2013) . The theory of max-stable processes generalizes (Ribatet, 2013 ) the now wellestablished univariate extreme value theory (Coles et al., 2001) . Although other approaches exist for constructing spatial models for extremes (see, Davison, Padoan and Ribatet (2012) for a review), this work focuses on the joint-distributions of extremes through max-stable processes.
During the last decade, several max-stable models have become popular. These models are often calibrated in a so-called climate space (see, Blanchet and Davison (2011) and references therein) which is a parametric transformation of a space of spatial coordinates and additional wellchosen covariates. This approach is used in, e.g., Cooley, Nychka and Naveau (2007) ; Blanchet and Davison (2011) and has been shown to improve the fits compared to models which are merely calibrated in the 2 or 3-dimensional space of spatial coordinates. The use of additional covariates can be seen as a solution to deal with non-stationarity. Indeed the dependence between extremes often cannot be seen as a simple function of the Euclidean distance between the stations in the (longitude,latitude) space or the (longitude,latitude,elevation) space, even if some anisotropy is added. In Switzerland, Frei and Schär (1998) and Fukutome, Liniger and Süveges (2014) show that the climatological spatial distribution of both mean and extreme precipitation is not a simple function of height and location, because of slope and shielding effects. The orientation of the topography relative to the incoming moist air flow plays a prominent role in the distribution of spatial precipitation. An example event is presented in Rossler et al. (2014) , where precipitation amounts falling on the north and south facing slope of a valley differed by a factor of three due to local circulation effects. The natural solution to overcome non-stationarity problems is to use this climate space which allows tuning distances between stations. One limitation here is that there is no guarantee that the additional covariates or the parametric space transformation will manage to produce a space where the observed dependences are stationary.
Here, we also choose to deal with non-stationarity by using a stationary model in a different space. The key difference is that our climate space is a higher dimensional latent space in which the different stations under study are warped. We propose two different model fitting approaches, which use multi-dimensional scaling (MDS) to place the stations. Further, when the latent space dimension is not too large, the mapping used to warp the stations in the latent space turns out to be smooth enough to allow interpolation. One can thus place any location or station that was not used to fit the model in the latent space. In the end, non-stationarity in the (longitude,latitude,elevation) space is more efficiently reproduced using a stationary model in the latent space. Besides, for our dataset, simple models based on climate spaces fail to reproduce well the observed non-stationarity. Among the possible choice of max-stable processes, we choose to focus on Brown-Resnick models (Kabluchko, Schlather and De Haan, 2009; Davison, Padoan and Ribatet, 2012) , even though other models have been considered.
Max-stable models and MDS are well established concepts. The novelty of this work lies in the new max-stable model fitting approach which relies on MDS. In non-extreme spatial statistics, MDS has notably been used by Sampson and Guttorp (1992) to build a spatio-temporal kriging model. For the spatial part of their model, the dimension of the latent space built with MDS is set to 2, allowing thereafter to easily build a mapping that warps any location of the input space to the latent space. More recently, Bornn, Shaddick and Zidek (2012) suggested to deal with non-stationarity by using a stationary model in an expanded space, defined as the product of the initial input space and a 1 or 2-dimensional space built with MDS. In the framework of max-stable modelling, MDS may appear as a natural solution to fit stationary Brown-Resnick models since the pairwise extremal coefficients between stations (see, Section 2.4 for a definition) are directly linked to their interdistance. One may thus" play" with this distance and place the stations in the latent space such that the modeled extremal coefficients match the extremal coefficients estimated from the data. This idea motivated our first model fitting method. The second model fitting approach relies on both MDS and pairwise-likelihood maximization. It uses the idea that, for any given pair of stations, the pairwise-likelihood seen as a function of the station interdistance reaches a maximum for a given distance that can be computed.
The article is organized as follows. Section 2 recalls some background in univariate and spatial extreme value statistics, and presents a brief overview of MDS methods. Section 3 details our two different methods for fitting max-stable models using MDS, and discusses parameter selection. In Section 4, we compare the two models obtained to a more classical max-stable model fitted in a (longitude,latitude,elevation) space with anisotropy and space rotation. Some diagnostic plots are shown, and a direct application in insurance is presented. Finally, some discussions about the assets and drawbacks of the proposed approach are performed.
Background.
2.1. Data. The dataset under study is provided by the Swiss Federal Office for Meteorology and Climatology (MeteoSwiss) and consists of daily measurements of rainfall from 1 January 1961 to 31 December 2013. Out of the 963 stations for which data are available, we restrict our study to the 219 stations where no data are missing. From the 219 time series of daily precipitation, we are interested in the blockwise maxima computed over the fall season, i.e. from 21 September to 20 December of each year. We choose to focus on this season since daily precipitation is highest in summer and fall in northern Switzerland (Umbricht et al., 2013; Giannakaki and Martius, 2015) and in fall in southern Switzerland (Isotta et al., 2014) . In what follows, the blockwise maxima computed over the fall season are referred to as yearly maxima. Note that the number of stations (219) in the dataset at hand is larger than in the references cited in the introduction (at most approx. 100 in Blanchet and Davison (2011) ).
2.2. Univariate extreme value theory. Let us denote by X = {x 1 , . . . , x n } the set of all n = 219 stations and let x ∈ X. The yearly maximum precipitation Z(x) at station x is expected to approximately have a Generalized Extreme-Value (GEV) distribution,
where (·) + := max(0, ·) and µ(x), σ(x), ξ(x) are respectively the location, scale and shape parameter of the GEV at station x. When looking at spatial dependences, i.e. at the joint distribution of the random vector (Z(x)) x∈X = (Z(x 1 ), . . . , Z(x n )) , it is common to first transform the marginal distributions of the vector in order to obtain a vector (Z (x)) x∈X with unit Fréchet (i.e. GEV(1, 1, 1)) margins. This approach is used in this paper, as well as in, e.g., Blanchet and Davison (2011); Davison, Padoan and Ribatet (2012) , and is performed through the transformation u → −1/ log(F x (u)). Before transforming the block-maxima, the parameters µ(x), σ(x), ξ(x) need to be estimated for all n stations. Often, these parameters are modeled as smooth functions of well-chosen covariates (Davison, Padoan and Ribatet, 2012 ).
Here we start by computing indivual GEV fits for each station, using maximum likelihood (MLE). We then spatially smooth the shape parameters by using a stationary kriging model which uses the MLE standard deviations of each individual shape parameter as a noise variance. Since we noticed, by running numerical experiments, an important bias with the MLE estimates (specially for the scale parameter), we multiplied the scale parameters by a constant so that the empirical mean of each order statistics Z
unif (x), 1 ≤ i ≤ p of the uniform-transformed data is as close as possible to its theoretical expectation i/(p + 1), where p is the number of years of data. The same operation has been performed on the location parameter, the shape parameter and was renewed until convergence.
2.3. Max stable models. Among all types of random processes, maxstable ones constitute the ideal candidates to model extreme values of a spatial process (Davison, Padoan and Ribatet, 2012) since they are the only non-degenerate limit of pointwise maxima of i.i.d random processes (De Haan, 1984) . 
where the η i 's are drawn from a Poisson process on R + with intensity z −2 dz and W 1 , W 2 , . . . are i.i.d copies of a non-negative random process W satisfying EW (x) = 1 for all x ∈ X. Several choices of processes W can lead to different popular models. In this work, we focus on the geometric Gaussian process, i.e. W = exp(σW − σ 2 /2) where σ > 0 and W is a centered Gaussian process with unit pointwise variance. Although this choice is a particular case of the larger class of so-called Brown-Resnick processes, this model will be referred to as the Brown-Resnick model.
Extremal coefficients.
For a max-stable process Z with unit Fréchet margins and for an arbitrary set of locations D 1:N := (x 1 , . . . , x N ), the finitedimensional cumulative distributions of Z can be written
for some function V 1:N : (z 1 , . . . , z N ) ∈ R N → R called the exponent function (Resnick, 1987) . If we set z 1 = . . . = z N := z, Eq. (2.3) can be rewritten
where θ 1:N is the so-called extremal coefficient associated to the set of locations D 1:N . Practitioners are often interested in the pairwise extremal coefficients θ ij between stations x i and x j . For a Brown-Resnick model with parameter σ, this extremal coefficient is given by
where k is the covariance function of the centered Gaussian process W and Φ is the cumulative distribution function (c.d.f.) of the standard normal distribution. One may note from Equation (2.4) that if k is a stationary covariance function then the modeled extremal coefficient directly depends on the (possibly anisotropic) distance between the stations. 2.5. Pairwise likelihood maximization and climate space. Let p denotes the number of years of data, n the number of stations and z ik the rescaled maximum precipitation at station x i during year k. The pairwise log-likelihood of some max-stable model, with parameters γ is
where f ij is the bivariate density of the random vector (Z (x i ), Z (x j )) and Z is a max-stable process with unit Fréchet margins. In the particular case of Brown-Resnick models with parameter σ and covariance function k, f ij is obtained by differentiating the following bivariate cumulative distribution function:
where ν ij = σ 2 (1 − k(x i , x j ))/2. The latter equation shows that the contribution ij of the pair (i, j) of stations to the pairwise likelihood of Equation (2.5) is directly linked to the covariance k(x i , x j ) and hence to the parameters of the covariance functions and other parameters accounting for space transformation. An example is given in Blanchet and Davison (2011) where γ is a set of parameters which allows space transformation. Considering the space of spatial coordinates (longitude,latitude,elevation), space transformation can be performed by working with spatial coordinate leftmultiplied by the matrix
where β is a space rotation parameter and c 1 , c 2 , c 3 are parameters to account for anisotropy. Other covariates can be taken into account, and additional anisotropy parameters c 4 , c 5 , . . . can be added to the diagonal of V . In Blanchet and Davison (2011) , the space of spatial coordinates and covariates transformed with the matrix V is called "climate space". The use of a climate space aims at transforming the coordinates of the stations in such a way that the covariances k(x i , x j ) yield a large pairwise likelihood.
If a stationary covariance function is used, the latter boils down to tune the station interdistances.
2.6. Multidimensional scaling. Multi-dimensional scaling (MDS) techniques aim at finding a configuration of n points in R d -where d is fixedin such a way that the obtained n × n interpoint Euclidean distance matrix is as close as possible -according to some stress function -to a given target dissimilarity matrix D. In many applications, MDS is used to have graphical displays that might ease the interpretation of an n × n distance or dissimilarity matrix D (Borg and Groenen, 2005) . For visualization, the dimension d is thus often set to 2 or 3, although the algorithms usually remain valid for larger d. Different choices of stress functions as well as different algorithms to minimize them yield a large set of MDS techniques and we sketch below a list of the ones which are considered in this work.
2.6.1. Classical scaling. Let D 2 ∈ R n×n be a squared Euclidean distance matrix; i.e. a matrix such that there exist a configuration of n points in R n−1 (or in a lower-dimensional space) with squared interpoint distance matrix exactly equal to D 2 . Classical scaling follows the work of Torgerson (1952 Torgerson ( , 1958 and a complete presentation and bibliography is given in Borg and Groenen (2005) , Chapter 12. We define
where I is the identity matrix and 1 is the column vector of size n with elements all equal to one. One can show that B is the Gram matrix B = XX of a set of n points with coordinates X ∈ R n×(n−1) and squared distance matrix D 2 . The coordinates X are thus obtained by factoring B = QΛQ , where Λ is a diagonal matrix with sorted eigenvalues (in descending order), and by setting X = QΛ 1/2 . If the dimension d is set to n − 1, one thus obtains n points in R n−1 with squared distance exactly equal to D 2 . If d is lower, one can take the first d columns of QΛ 1/2 -that we denote by X d -to obtain a solution. The latter solution is optimal when the stress function is defined as follows:
where · is the Frobenius norm in R n×n . Classical scaling thus has two important drawbacks. First, the stress function given above is rather unnatural. Second, when the target dissimilarity matrix D is not Euclidean, classical scaling is known to perform poorly (Cayton and Dasgupta, 2006) since B is not necessarily positive-semidefinite.
2.6.2. Considering different stress functions.... Let us consider a target dissimilarity matrix D and a given MDS algorithm which yields a configuration X d of n points in the latent space R d . Let d ij (X d ) be the distance between points i and j in this space. A natural stress function to assess the quality of the MDS algorithm is the raw stress function
where D ij is the element i, j of the target dissimilarity matrix D. The term i, j of the sum above can also be weighted with arbitrary weights w ij . Many other choices of stress functions are possible (see, Borg and Groenen (2005) , Chapter 11, for a review). In this work, we considered the stress function of Sammon (1969) which, up to a multiplicative factor, is given by
which corresponds to the raw stress using weights w ij = 1/D ij . Let us also mention the Stress-1 function which is used in Sampson and Guttorp (1992) 
where δ(·) is a monotonic transformation for the target dissimilarities which optimized together with the best configuration X d . This so-called non-metric MDS is introduced by Kruskal (1964) . In Sampson and Guttorp (1992) , the inverse function δ −1 plays the role of a variogram function since the dissimilarities D ij are variances of the difference Y i −Y j of the spatial process values at locations i, j. The algorithm thus delivers a configuration
Our use of MDS shares similarities with the one of Sampson and Guttorp (1992) , since for our application the function δ −1 will transform some "ideal covariances" between stations (as detailed in Section 3.1) into distances. However, we will not need to use the non-metric MDS algorithm of Kruskal (1964) since, for our application, only a finite number of functions δ are tested.
2.6.3. ... and different algorithm to minimize them. Many possible methods exist to minimize the stress functions presented previously, and a review is given in Borg and Groenen (2005) . Here we only mention the methods considered in this work. Many techniques belong to the family of gradient descent optimization algorithms. For example Sammon (1969) computes the nd-dimensional gradient of σ S given in Equation (2.10) and uses iterative gradient-descent with an initial configuration obtained by classical MDS.
We also mention the so-called majorization algorithms, and in particular the SMACOF algorithm (de Leeuw and Mair, 2009 ) which aims at minimizing the raw stress σ r .
Proposed model fitting approach.
We now detail our model fitting procedures. Two methods are suggested, which both rely on MDS. These methods with be referred to as "method 1" and "method 2". Later on, the methods are compared with the more classical approach based on climate spaces. The main difference between our two procedures lies in the computation of the so-called ideal covariance matrix, as detailed below.
3.1. Ideal covariance matrix.
3.1.1. Method 1, based on fitting the estimated pairwise extremal coefficients. Recall that X = (x 1 , . . . , x n ) is the set of all n = 219 stations. From our 53 years of data, it is possible to estimate a n × n matrix of pairwise extremal coefficientsθ. We choose to estimate these using the Fmadogram estimator of Cooley, Naveau and Poncet (2006) . Let us now consider a Brown-Resnick process with parameter σ. Equation (2.4) links the extremal coefficient between stations x i , x j to the covariance k(x i , x j ) and can be inverted, meaning that it is possible to compute a covariance, denoted by k
(1) i,j,ideal , leading to the extremal coefficientθ ij estimated from the data:
where Φ −1 denotes the quantile function of the standard normal distribution and where we use the convention Φ −1 (1) = ∞. Since we will work with covariance functions delivering strictly positive values, we construct the ideal covariance matrix K (1) by flooring the ideal pairwise covariances with a minimum value ε > 0:
The value of ε could be a parameter of our actual model, but for simplicity we fix it at exp(−3) ≈ 0.05. Note that the matrix K (1) is not a real covariance matrix since it has no reason to be positive definite. Also, K (1) depends on σ. The main idea with this matrix K (1) is that, if we find some Gaussian process and some d-dimensional space such that the covariance matrix at our stations is "close" to K (1) , then our max-stable process will be able to reproduce well the extremal coefficients estimated from the data. Let us remark that the idea of fitting empirical and modeled extremal coefficients was already used in Smith (1990) . In the rest of a paper, we will be interested in the extremal coefficients mean-squared error (MSE), or misfit, defined as
3.1.2. Method 2, based on pairwise likelihood maximization. Let us now consider a Brown-Resnick process with parameter σ and a pair of stations (x i , x j ). The contribution of the Fréchet-transformed data from this pair of stations to the pairwise log-likelihood is given by the term ij in Equation (2.5); and depends on the covariance k(x i , x j ) (see, Equation (2.6) and the expression of ν ij ). When σ is fixed, it is possible to plot ij values as a function of the latter covariance, and see where it contribution is maximized. An example is given in Figure 1 where ij is plotted for 3 different pairs of stations (x i , x j ). For each pair of stations, there exist an ideal covariance k (2) i,j,ideal which maximizes ij . In our work, the search of the ideal covariance is performed on the interval [0, 0.99] to avoid the numerical issues caused by covariances (which are here correlations) of 1. The ideal covariance matrix i,j,ideal 's with the same minimum value ε > 0 as for the previous method. Again, K (2) depends on σ. The choice of this parameter will be discussed in Section 3.3.
3.2. Spatial max-stable model from the ideal covariance matrix.
3.2.1. Ideal distance matrix and MDS. Let us consider a centered Gaussian process W with unit pointwise variance and covariance (or correlation) function k. We assume that k is stationary, strictly decreasing, strictly positive, and with infinite support, i.e. k(0) = 1 and k(h) goes to 0 as h goes to infinity. With this condition the inverse function k −1 is well defined and goes from (0, 1] to R. Let K be the ideal covariance matrix computed with one of the two methods described above, assuming that we have fixed the parameter σ of the Brown-Resnick model. With these assumptions, the ideal covariance matrix is linked to an ideal station interdistance matrix D as follows:
The previous equation shows that, if there exist some space in which the station interdistance matrix is D , then the use of the Gaussian process W in our Brown-Resnick model will yield the covariance matrix K and hence either well reproduced pairwise extremal coefficients (method 1) or a large pairwise likelihood (method 2), depending on how K is constructed. The question thus boils down to finding a latent space in which the stations distance matrix is D . Since D has no reason to be an Euclidean distance matrix, such space does not always exist; but it is possible to obtain distance matrices which are "close" to D , and this is where MDS techniques are used. In this work, we use MDS algorithms on the matrix D . Among the different MDS techniques available (see, Section 2.6), we use the algorithm of Sammon (1969) , which uses an nd-dimensional gradient descent to minimize the stress function of Equation (2.10). For the sake of conciseness, results with competing MDS techniques are not presented. Experiments suggested that Sammon's algorithm constantly yielded a better pairwise extremal coefficients fit (method 1) or a better pairwise likelihood (method 2).
3.2.2.
Getting a real spatial model. When the parameters of the model (i.e. the latent space dimension d, the covariance function k and the BrownResnick parameter σ) are fixed, the use of an MDS method to warp the stations in the d-dimensional latent space does not immediately yield a "spatial" model since the mapping which warps the stations in the latent space is not known explicitly everywhere. Here, following Sampson and Guttorp (1992) and Borg and Groenen (2005) , this mapping will be explicitely constructed using interpolation. Let x 1 , . . . , x n be the coordinates of the stations x 1 , . . . , x n in the 3-dimensional space (longitude,latitude,elevation). Let y 1 , . . . , y n be the coordinates of these stations in the latent d-dimensional space, obtained using MDS. Also, for all i, we use the notation y i = (y 1,i , . . . , y d,i ). Interpolation can be achieved by constructing d Ordinary Kriging models (see Roustant, Ginsbourger and Deville (2012) for a quick description), for each of the d coordinates in the latent space. We denote by ψ 1 , . . . , ψ d the d Ordinary Kriging predictors which satisfy ψ j (x i ) = y j,i for 1 ≤ j ≤ d and 1 ≤ i ≤ n. In this work, these predictors are computed using the DiceKriging R package (Roustant, Ginsbourger and Deville, 2012) using anisotropic exponential covariance functions, with parameters estimated by maximum likelihood. An example with d = 4 is given on Figure 2 . The d kriging models enable to warp any location in Switzerland to the d-dimensional latent space. Here, 59 stations out of 219 were not used to compute the ideal covariance matrix for a reason which will be made clearer in Section 3.3.2. Since MDS algorithms produce the same station interdistance up to a translation or a rotation, the stations coordinate in the latent space cannot be interpreted directly. However, the difference between different station's coordinates are relevant. Besides, although there is no theoretical guarantee about this with Sammon's MDS algorithm, we noticed -while playing with the dimension d of the latent space -that there seem to be a nested effect with the coordinates found, meaning for example that using d = 5 will yield approximately the same first 4 coordinate as in Figure 2 , and a fifth additional coordinate. The coordinate's distance between stations thus could be interpreted in the same fashion as in a Principal Component Analysis, meaning that the first coordinate can be related to a first principal effect, the second coordinate to a secondary effect and so on. On Figure 2 , the first two predictors resemble the "classic" climatological precipitation areas: northern and "southern" Switzerland; and eastern and western Switzerland (Schmidli and Frei, 2005) . They also correspond to patterns typically associated with specific weather situations that lead to extreme precipitation (Giannakaki and Martius, 2015) .
Parameter selection.
3.3.1. Choice of the parametric covariance function k, when d, σ are fixed. We first discuss the choice of the covariance function and -when applicableof the parameters of this function. For our MDS application, among the family of stationary covariance functions, it is sufficient to consider only isotropic ones, because range parameters (sometimes called correlation lengths), that would account for anisotropy in the latent space, would simply yield a configuration of points X d with coordinates divided by the corresponding range
exp(−h) numerical computation None parameter. In other words, all the models that we could get with anisotropy can also be obtained with isotropy. The considered covariance functions are described in Table 1 . All these covariances can be used in spaces of arbitrary dimension d, a property which is mandatory to apply our method. The computation of k −1 (·) is performed either analytically or numerically. Many covariance functions (e.g., spherical, circular, cubic, Gneiting) are omitted here since they cannot be used in arbitrary dimensions.
We first assume that d and σ 2 are fixed. A given choice of covariance function k is linked -through the use of MDS -to a given pairwise extremal coefficients mean-squared error (method 1, see Eq. (3.3)) or a given pairwise log-likelihood (method 2). Figure 3 , left plot, depicts the pairwise log-likelihood, as a function of σ, which is obtained when d = 5 for all the tested covariance functions. Since the power exponential function has a parameter, we also plot its value. The exponent α in the power-exponential covariance is chosen to maximize the pairwise log-likelihood (method 2) or to minimize θ MSE of Eq. (3.3) (method 1). Figure 3 shows that, for each value of σ, the power exponential covariance yields larger log-likelihoods than the Matérn(3/2) or Matérn(5/2) covariance functions. This has been observed for all the considered dimensions d of the latent space and for both fitting methods. The Matérn(ν) covariance could maybe outperform the power exponential one by optimizing the smoothness parameter ν. This has not been done here, since computing and inverting the Matérn(ν) covariance for any ν is too computer intensive.
We are thus now able to choose a covariance function and its parameters when d, σ are arbitrarily fixed, but this choice depends on (d, σ). Now, it would be tempting to also choose the parameter d, σ by directly performing a pairwise log-likelihood maximization (method 2) or θ MSE minimization (method 1). Unfortunately, Figure 3 , right plot, shows that, with the power exponential covariance function, the choice of σ is unclear since log-likelihoods become flat for σ larger than approximately 2.3. Besides, the pairwise likelihoods obtained seem to naturally increase with the latent Parameter α of the power-exponential covariance function which maximizes the pairwise log-likelihood. α = 1 corresponds to an exponential covariance function while α = 2 is the Gaussian covariance function. Right plot. Pairwise log-likelihoods obtained using method 2, as a function of σ for different latent space dimension d. Here we use the power-exponential covariance function with a parameter α which depends on d, σ. To produce these plots, 59 stations were excluded from the dataset for reasons detailed in Section 3.3.2.
space dimension d. As explained next, the choice of d and σ is going to take into account the smoothness of the MDS mapping, i.e. its ability to be well interpolated.
3.3.2. Choice of d and σ. As explained in Section 3.2.2, the warping, or space deformation performed by the MDS can be interpolated so that any location in Switzerland referenced with its spatial coordinates (longitude,latitude,elevation), can be warped in the d-dimensional latent space (see Figure 2) . Choosing the dimension d and the parameter σ should be done in a way to avoid overfitting, meaning that the interpolated mapping should be able to correctly place in the latent space new stations that were not used to fit the initial model. This idea is going to be used to choose both d and σ. Instead of computing the ideal covariance matrix (see, Section 3.1) based on the data from all n = 219 stations, we use only the data from n 1 < n stations and choose the covariance function and its parameters as a function of (d, σ) according to the procedure described before. These n 1 stations will be referred to as the training stations. The other n 2 = n − n 1 stations will be referred to as the test stations When d, σ are fixed, one can compute the coordinates of the n 2 test stations in the latent space, using our spatial interpolation models described in Section 3.2.2. Hence, even if a model is initially built from only n 1 training stations, it is possible to compute an extremal coefficients MSE or a pairwise likelihood based on the coordinates of all n = n 1 + n 2 stations in the latent space. For robustness considerations and for the choice of d, different training and test sets will be tested.
Results, with (n 1 , n 2 ) = (160, 59), are presented in Figure 4 . The use of n 2 test stations allows to test the ability of the MDS mapping to be well interpolated. In our experiments, the MDS mapping tends to become less smooth (i.e. harder to interpolate) when σ is large, which explains why the curves are not flat as in Figure 3 . When d is fixed, σ is then chosen to optimize the pairwise extremal coefficients MSE or the pairwise log-likelihood, depending on which method is used. The choice of d, however, is slightly more complicated and requires an extra parameter, namely a minimal rate of improvement required to choose the dimension d + 1 over the dimension 
The rates r 1 , r 2 could possibly be chosen by considering criteria like the Akaike Information Criterion, but the number of parameters of our MDS-based model is not straightforwardly set. In this work, we visually chose r 1 = 5%, and r 2 = 0.01% based on the experiments illustrated in Figure 5 . We performed 10 experiments where we randomized the value of n 2 and the choice of the n 2 test stations. For each experiment, we fitted a model for all d between 2 and 8. With method 1, it always seems that the choice d = 6 gives a little improvement over d = 5. For all our 10 experiments, and using our threshold r 1 = 5%, we always get d = 5. When method 2 is used, we get d = 4 or 5 most of the times. There seems to be a larger variability in the results than with method 1, which could possibly be mitigated by choosing a larger threshold r 2 . In our 10 random experiments, n 2 is chosen uniformly in the set of integers between 40 and 80. The n 2 test stations are then chosen using the space-filling algorithm of the BalancedSampling R package (Grafström, 2016; Grafström, Lundström and Schelin, 2012) .
Results, comparisons and model checking.
4.1. Introduction: competing models. In this section, we compare the max-stable models obtained with our two proposed model fitting methods Table 2 Description of the three fitted models which are compared in Section 4.2. All these models are Brown-Resnick models with a power-exponential covariance function with parameter α. For both method 1 and method 2, the table shows the average (and standard deviations) obtained with 10 different choices of n2 and of the n2 test stations (see, last paragraph in Section 3.3.2). For the classical model, the other estimated parameters are (c1, c2, c3, β) ≈ (0.61, 1.28, 3 × 10 −4 , 0).
with a more classical model fitted in a climate space, following Blanchet and Davison (2011) . The classical model uses the space (longitude,latitude,elevation) and a space deformation performed with the parametric matrix V of Equation (2.7). The parameters of the model are the Brown-Resnick parameter σ, the angle β and the anisotropy parameters c 1 , c 2 , c 3 . In addition, we use the isotropic power-exponential covariance function in the climate space, which has an exponent parameter α. The 6 parameters of the model are estimated by maximizing the pairwise-likelihood obtained with the data from all n = 219 stations. As in Blanchet and Davison (2011) the maximization of the pairwise likelihood is performed with a simple line-search algorithm in the spirit of a profile likelihood method; meaning that the likelihood is sequentially maximized with respect to one parameter while keeping the other parameters fixed. For the classical model, we considered adding additional covariates to the climate space, like the mean precipitation. However, these did not improve the obtained likelihoods. The parameters of the fitted models, which are compared in the next sections, are summarized in Table 2 . For our two proposed models, we repeated 10 experiments by randomizing the value of n 2 and the choice of the n 2 test stations, as explained in the previous Section. Table 2 thus gives averaged values and standard deviations. Randomizing the value of n 2 allows to see the robustness of our results to this parameter.
4.2.
Extremal coefficients fits and pairwise log-likelihoods. The fitted maxstable models should be able to reproduce the pairwise extremal coefficients estimated from the data. They should further give good overall pairwise log-likelihoods. Table 3 gives the obtained pairwise log-likelihoods and θ MSE averaged over our 10 experiments. The model fitted with method 1 obtains the lowest extremal coefficients MSE, which is not a surprise since method 1 aims at minimizing θ MSE . However, if θ MSE is computed only for the n 2 test stations, methods 1 and 2 get comparable results. Both method 1 and method 1 method 2 classical model θ MSE , training stations 5.2 × 10 −3 (7.1 × 10 −5 ) 9.1 × 10 −3 (8.3 × 10 −4 ) NA θ MSE , test stations 1.1 × 10 −2 (8.0 × 10 −4 ) 1.1 × 10 −2 (7.0 × 10 −4 ) NA θ MSE , overall 6.9 × 10 −3 (3.1 × 10 −4 ) 9.8 × 10 −3 (7.4 × 10 −4 ) 1.46 × 10 Table 3 Comparison of the three models with respect to their pairwise extremal coefficients MSE (θ MSE ) and their pairwise log-likelihood ( ). The results are averaged over 10 experiments with different n2 values. Here,¯ refers to the log-likelihood divided by the number of distinct pairs of stations. For the training stations,¯ = /(n1(n1 − 1)/2).
method 2 manage to get a better extremal coefficients fit than the classical model. Besides, the MDS interpolation -which allows to place the n 2 test stations in the latent space -produces better extremal coefficients fits than the classical model. With method 1, however, the MSE on test stations is approximately twice as big than on training stations. When looking at pairwise log-likelihoods, method 2 outperforms method 1 both on training stations and test stations. Both methods outperform the classical model overall. However, the MDS interpolation does not produce very good likelihoods with method 1. With this dataset, method 2 seems to offer the best compromise between good likelihood, good extremal coefficients fit and good MDS interpolation performance.
Extremal coefficients maps.
A crucial advantage of the proposed model fitting approach is its natural ability to handle non-stationarity. Figure 6 shows a pairwise extremal coefficients map between one test station (Aesch) and any other point in Switzerland. The first three maps are computed from the three competing models (for methods 1 and 2, we took one of the 10 experiments). The fourth map (bottom right) is computed from the extremal coefficients estimated using F-madogram. For visualization, the fourth map requires a spatial interpolation, which is performed using Ordinary Kriging in the (longitude,latitude,elevation) space, with an anisotropic exponential covariance function. Even though the last map should be taken with care -since it depends on how the interpolation is performed -one clearly sees that methods 1 and 2 reproduce the strong non-stationarity observed from the data better. For many stations in Switzerland, the map of extremal coefficients cannot be well reproduced with ellipses in the space (longitude, latitude, elevation), as assumed by the classical model. 4.4. Diagnostic plots. 
4.4.1.
Simulating from the models. We now investigate how well the joint distribution of extreme precipitation obtained from the competing models fits the observations. Mathematically, if Z is the random process obtained from the model we want the probability P (Z (x 1 ) ≤ z 1 , . . . , Z (x N ) ≤ z N ) to be close to the empirical one, estimated from the 53 years of data, for arbitrary stations x 1 , . . . , x N ∈ X and thresholds z 1 , . . . , z N ∈ R + . Since we have n = 219 stations, the visualization of such multivariate distributions is beyond reach, so that practitioners typically reduce the problem to comparing univariate distributions, e.g. by looking at the distribution of max(Z (x 1 ), . . . , Z (x n )) or any other real-valued function of the random variables Z (x 1 ), . . . , Z (x n ). We use the same idea. All the distributions and probabilities are computed using simulations from the different BrownResnick models. Simulating max-stable processes from representation (2.2) is not straightforward. Here, we use the algorithm of Dieker and Mikosch (2015) which has the advantage of being an exact simulation algorithm. 4.4.2. The insurer's problem. Using the notations defined previously, we are going to compare the distribution of the random variable Z (g) I := g(Z (x i ), x i ∈ I) to its empirical distribution, where I is an arbitrary set of stations and g is a real-valued function. Among the possible functions g, we will test the max and mean function, and also a function which stems from a problem in insurance:
where T ∈ R + is an arbitrary threshold and 1 Z (x i )>T is the indicator function equal to 1 if Z (x i ) > T and zero otherwise. Here the threshold T is set to the 95% quantile of the unit Fréchet distribution and the function g insurer can be seen as the number of locations affected by very extreme precipitation, causing critical losses to the insurer. In this case, very extreme means "larger than the 20-years return level". Although not done here, it is possible to use arbitrary weights w i for each station x i to take into account, for example, an estimated loss at station x i when very extreme precipitation occurs. Insurers can be interested in the large quantiles of the random variable Z
in the frame of value-at-risk calculations to anticipate the expected losses if widespread extreme precipitation occurs. In this case, the set I of stations could be equal to the set X of all 219 stations. In what follows, this function is referred to as the insurer's function. 4.4.3. All three models get good "standard" diagnostic plots .... We simulated a sample of 10 000 realizations of max-stable processes for the three Brown-Resnick models, and produced the qq-plots of Figs. 7 and 8. For some function g(·), the quantiles of the random variables Z (g) I are computed from these 10 000 simulations and compared to the empirical quantiles, computed from the 53 years of historical data. Figure 7 displays the case g(·) = max(·), for 4 different sets of stations. These sets were obtained using the classification algorithm of Bernard et al. (2013) and by taking the test stations from each of the 4 groups. For both methods 1 and 2, only one of the 10 experiment is depicted on Figure 7 . One can observe a good fit for all three models although method 1 slightly underestimates maximum precipitation in group 4. If the max function is replaced by the empirical average function, the fit remains good. For the insurer's function (see, Figure 8 ) we used the set I of all n 2 test stations. All three methods exhibit a good fit. This remains valid if the set I consists of all n = 219 stations. 4.4.4. ... but the classical model can be "trapped". The diagnostic plots of Figs. 7, 8 do not exhibit a notable outperformance of the proposed methods compared to the classical model. Nevertheless, since the classical model is shown to not reproduce non-stationary dependences well (see, Figure 6 ), one can always find sets of stations I where the classical model produces too strong or too weak dependence between precipitation. An example is shown := max(Z (xi), xi ∈ I) where I is a set of stations indicated on the left column. The compared quantiles are the empirical ones, from the 53 years of data, and the ones obtained with 10 000 simulations from the three Brown-Resnick models. The 95% pointwise confidence intervals are constructed from simulations using the bootstrap method described in Davison and Hinkley (1997) on Figure 9 . Here, we select a set of stations where the classical model overestimates pairwise extremal coefficients, and hence underestimates the dependence (see, bottom right plot). As a consequence, the maximal precipitation with the classical model tends to be larger than the one from the data -at least for the low quantiles. Intuitively, when pairwise extremal coefficients are poorly reproduced, then there exist sets of stations I where the maximum precipitation will be poorly reproduced too. However, when the set I of stations is larger (see, Figure 7 ), the overestimations and underestimations of pairwise extremal coefficients by the model tend to compensate each other if we only look at maximum precipitation over the stations in the set I. 4.5. Discussion. 4.5.1. Detailed model fitting procedure and computation time. The use of Sammon's MDS algorithm on matrices of size n 1 × n 1 is relatively fast (approx. 0.2 second with a standard computer with 2.90Ghz cpu and 8Go of RAM) for the considered number of stations n 1 . In the fitting procedure of Section 3, MDS is used many times, for different values of the parameters α, σ, d. The first step of our procedure is to build the ideal covariance matrix, which depends on σ only. To mitigate the cost of an expensive optimization with respect to σ, we stored all the ideal covariances matrices for σ taking values on a grid of 31 possible values, ranging from 1 to 4 with a step of 0.1. This first step does not involve any MDS and is fast compared to the other computations. The second step, detailed in Section 3.3.1, consists in finding the covariance parameters (here: the exponent α) for all the possible pairs (d, σ). For each value of d, we hence have to run 31 optimizations of an objective function which uses MDS. We performed this optimization by simply considering a grid of 100 values for α. This resulted in 3 100 calls to the MDS algorithm, for a computation time of approximately 10 minutes. When method 2 was used, the computation of pairwise likelihoods -which is performed once the MDS algorithm has found a placement X d for the stations -took also approximately 10 minutes. Finally, since this operation was repeated for d = 3, 4, 5, 6, 7, 8, obtaining the covariance function and the covariance parameters for all possible choice of (d, σ) requires approximately two hours of computations. The choice of (d, σ), detailed in Section 3.3.2, requires only a few minutes of computation. In comparison, fitting the classical model required to maximize a pairwise likelihood with respect to, here, five parameters, which took no more than 5 minutes. The improvement provided by the proposed models (see , Table 3 and Figs. 6,9) thus comes at the price of higher computational costs. The computational cost could be drastically reduced by using isotropic covariance function which have no parameter, like the Matérn(ν = 5/2) covariance or the Gaussian covariance. Also, faster optimization algorithms to optimize with respect to α or σ could be considered since in this work we simply ran discrete optimization on a grid. Our methodology could be used with a larger number n of stations since Sammon's MDS mapping is still relatively fast. The main limiting factor here is the diagonalization of an n × n matrix which is needed to get an initial placement of the stations (through classical scaling), before using gradient-descent. 4.5.2. The value of σ, and other max-stable models. In method 1, we fit models based on pairwise extremal coefficients MSE. A classical issue of Brown-Resnick models with stationary covariance functions taking positive values is that the maximal possible extremal coefficient reproduced by the model is 2Φ(σ/ √ 2), see Equation (2.4). With σ = 2.75 (see , Table 2 ), this corresponds to a maximal extremal coefficient of approximately 1.95. This naturally limits the quality of the extremal coefficients fit, since many pairs of stations have an F-madogram estimated extremal coefficient of 2. To mitigate this issue and improve the extremal coefficients fit, it would be very tempting to increase the value of σ. This has been done in a first iteration of this work, where we were using σ values which could exceed 10. Unfortunately, in this case the space deformation obtained from the MDS turned out to be not smooth, meaning that the extremal coefficients fit was not good for the n 2 test stations, which are placed in the latent space using interpolation. Having a very good fit for the training stations and a bad one for the test stations is a sign of overfitting. This is why we introduced the procedure of Section 3.3.2 to choose the values of (σ, d)
We also considered working with the so-called Schlather's storm model, where the random process W in Equation (2.2) is taken (up to a multiplicative factor) as the positive part max(0, W ) of a zero mean Gaussian process W with unit pointwise variance. Unfortunately, this model suffers even more from the problem described above since the largest possible extremal coefficient is 1+ √ 2/2 ≈ 1.707 if the covariance function takes only positive values. In the end, Schlather's model model was imposing too much dependence between extreme precipitation and was not adapted to our dataset where the dependence is relatively weak. If all n = 219 stations are considered, the average pairwise extremal coefficient estimated with the F-madogram estimator is approximately 1.78, which is already larger than what Schlather's model can reach.
Conclusion and perspectives.
In this work we introduced new max-stable model fitting procedures that rely on multidimensional scaling (MDS). Compared to more classical approaches, our methods are able to better reproduce non-stationary spatial dependence, taking advantage of the fact that non-stationarity in the space of spatial coordinates can be modeled using stationarity in a higher dimensional latent space. The use of MDS may also be seen as an optimal space deformation. The interpolation of such mapping allows to warp any location to the latent space, yielding a flexible max-stable model.
A possible future improvement is to implement an add-hoc MDS algorithm where one could directly play with the coordinates X d of the n 1 considered training stations in the latent space to directly maximize a likelihood or minimize a pairwise extremal coefficients fit. In that case, the notion of ideal covariance matrix introduced in Section 3.1 would disappear. One of the main challenges for such a procedure would be its computation time, since MDS is performed a large number of times to estimate covariance parameters and to estimate σ and d.
