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This paper investigates the estimation of underlying articulatory targets of Thai vowels as invariant representation
of vocal tract shapes by means of analysis-by-synthesis based on acoustic data. The basic idea is to simulate the
process of learning speech production as a distal learning task, with acoustic signals of natural utterances in the
form of Mel-frequency cepstral coefficients (MFCCs) as input, VocalTractLab - a 3D articulatory synthesizer controlled
by target approximation models as the learner, and stochastic gradient descent as the target training method. To
test the effectiveness of this approach, a speech corpus was designed to contain contextual variations of Thai
vowels by juxtaposing nine Thai long vowels in two-syllable sequences. A speech corpus consisting of 81 disyllabic
utterances was recorded from a native Thai speaker. Nine vocal tract shapes, each corresponding to a vowel, were
estimated by optimizing the vocal tract shape parameters of each vowel to minimize the sum of square error of
MFCCs between original and synthesized speech. The stochastic gradient descent algorithm was used to iteratively
optimize the shape parameters. The optimized vocal tract shapes were then used to synthesize Thai vowels both in
monosyllables and in disyllabic sequences. The results, both numerically and perceptually, indicate that this
model-based analysis strategy allows us to effectively and economically estimate the vocal tract shapes to
synthesize accurate Thai vowels as well as smooth formant transitions between adjacent vowels.
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Thai vowels1. Introduction
Speaking requires an accurate control of highly variable
successive articulatory movements, each involving simul-
taneous actions of multiple articulators [1,2], and all of
them coordinated in such a way that many layers of
meanings are simultaneously encoded [3]. Even more in-
triguingly, a human child seems to be able to acquire
such highly intricate motor skills without specific articu-
latory instructions and without direct observation of
the articulators of the mature speakers other than the
visible ones such as the lips. The only definitive input
the child receives that is articulatorily (as opposed to* Correspondence: santitham@cpe.kmutt.ac.th
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in any medium, provided the original work is pmeaning-wise) informative is the acoustics of the speech
utterances. Understanding how proper articulatory skills
can be learned from acoustic data, a task known as
acoustic-to-articulatory inversion, is therefore the key to
our understanding of the nature of human speech acqui-
sition and production. Such knowledge is also beneficial
to both speech recognition [4] and speech synthesis [5].
Different approaches have been proposed to achieve
acoustic-to-articulatory inversion [6-16]. These methods
rely on either explicit mapping between acoustic and ar-
ticulatory data [6-14] or optimization of articulatory syn-
thesis model parameters [15,16]. Different methods of
mapping between articulatory and acoustic data have
been tested using probabilistic models such as hidden
Markov models (HMM) [6,7], neural networks [8,9],
codebooks [10-13], or filters [14]. Except the methods
that are based on the task dynamic (TD) model, most of
them, however, share the common drawback of thes an Open Access article distributed under the terms of the Creative Commons
g/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction
roperly credited.
Prom-on et al. EURASIP Journal on Audio, Speech, and Music Processing 2014, 2014:23 Page 2 of 11
http://asmp.eurasipjournals.com/content/2014/1/23mapping paradigm, i.e., the lack of the inclusion of speech
production mechanism in the modeling process, in par-
ticular, the dynamic movement of speech gestures [1,2]
that results in smooth spectral transitions observed in the
natural acoustic data. An alternative approach is to use an
analysis-by-synthesis strategy [15,16] in which parameters
of a synthesis model are iteratively adjusted to minimize a
cost function. The cost function can be the error from
acoustic comparison between the original speech and
speech synthesized with optimized parameters. This strat-
egy, when implemented with an articulatory synthesizer
with sufficient capacity to generate acoustic data from
model parameters, may have the potential to achieve the
closest simulation of speech learning behavior.
This paper reports the results of a study based on this
alternative approach. The study attempts to identify
underlying articulatory targets of Thai vowels by means
of model-based optimization. Using the analysis-by-
synthesis strategy, the underlying articulatory targets
representing the vocal tract shapes are estimated from
coarticulated disyllabic vowels. This modeling process
iteratively adjusts the articulatory parameters to the opti-
mal condition by minimizing the acoustical error be-
tween original and synthesized sounds generated with
the tentative vocal tract parameters. The accuracy of
these estimated vocal tract shapes are then evaluated by
comparing the formants of the synthetic vowels to the
formant trajectories of the natural utterances and to
those of previous studies and by a listening experiment
that compared the perceptual accuracy and naturalness
of synthetic to those of natural speech.
2. Methods
2.1 Corpus
The corpus was designed to have full contextual vowel
variations in Thai to facilitate the modeling process.
Thai has nine vowels, in short and long minimal pairs,
which are evenly spread across the vowel space [17]. To
estimate the articulatory targets of all the Thai vowels,
each utterance was designed to have two syllables con-
sisting of only vowels, in the form of /V1 V2/, where
both V1 and V2 are one of the nine long vowels (/a:/, /i:/,
/u:/, /e:/, /ε:/, /ɯ:/, /ɤ:/, /o:/, /ɔ:/). Thus, there are 81
combinations in total. These disyllabic vowel sequences
do not have any meanings. This design allows us to fully
study the spectral changes resulting from transitions be-
tween vowels and to simulate their dynamics through
computational modeling.
Speech data were recorded by a native Thai male
speaker who had been living in the Greater Bangkok re-
gion in the past 20 years and had no self-reported
speech or hearing disabilities. Recordings were done in a
sound-treated room at the King Mongkut's University of
Technology Thonburi, Bangkok, Thailand. The speakerwas instructed to produce the disyllabic vowel sequences
in a continuous manner with the mid tones for both syl-
lables and without pauses between vowels as if they were
in a simple noun-verb sentence. This makes the stress
placed on the second syllable according to the general
rule of Thai pronunciation. No particular normalization
was done to remove the effect of stress. Nevertheless,
the full factorial design of the corpus balances the occur-
rence of tones in both positions. The utterances were
recorded at a sampling rate of 22.05 kHz and 16-b
resolution.
The corpus was annotated using Praat [18]. Syllable
boundaries were manually marked according to the
concept of target approximation to be detailed later in
Section 2.4. Briefly, the articulation of a segment is de-
fined as a unidirectional movement toward its under-
lying target [19]. As a result, the moment a movement
starts to turn away from the segmental target is viewed as
the offset of one segment and onset of the next. There-
fore, the boundary between two syllables was marked at
the point where the spectrogram starts to change. This
strategy, which was also used in our previous studies
[20-23], differs from the conventional marking of syllable
boundaries (cf [24] for evidence from production). Since
the syllables contained only vowels, no consonantal
boundaries were marked.
2.2 Overview of analysis-by-synthesis strategy for
target estimation
Figure 1 shows a workflow diagram for the method
used in this study. The basic idea, as mentioned in
the ‘Introduction,’ is to estimate the underlying articu-
latory targets based on a distal learning strategy [25],
in such a way that the learner (optimization system) is
able to utilize the speech production system (articulatory
synthesizer) to generate acoustic data that can be com-
pared to the original speech. Vocal tract shapes as articu-
latory vowel targets are estimated for each utterance,
starting from neutral positions and then iteratively ad-
justed until the overall acoustic error converges or the
maximum number of steps is reached.
2.3 VocalTractLab, the articulatory synthesizer
The core of the analysis-by-synthesis strategy in this
paper is VocalTractLab [26] - an articulatory synthesizer
that can generate acoustic output based on articulatory
parameters. VocalTractLab is capable of generating a full
range of speech sounds by controlling vocal tract shapes,
aerodynamics, and voice quality [27-29]. It consists of a
detailed 3D model of the vocal tract that can be config-
ured to fit the anatomy of any specific speaker, an ad-
vanced self-oscillating model of the vocal folds, and
an efficient method for aeroacoustic simulation of the
speech signal.
Figure 1 A schematic diagram of the articulatory target estimation.
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mates the trachea, the glottis, and the vocal tract as a
series of cylindrical tube sections with variable lengths
as shown in Figure 1. The aeroacoustic simulation is
based on a transmission-line circuit representation of
the tube system (see [30] for a detailed derivation). The
simulation considers fluid dynamic losses at constric-
tions, as well as losses due to radiation, soft walls, and
viscous friction.
2.4 Target approximation model
The control of the dynamics of VocalTractLab is based
on the concept of sequential target approximation (TA),
which has previously been implemented in various
forms, as reviewed in [28]. The TA model implemented
in VocalTractLab is illustrated in Figure 2. Compared
to other articulatory models, TA is most similar to the
task dynamic model [2], but with critical differences inseveral respects. Like the task dynamic model, TA sim-
ulates continuous articulatory trajectories as asymp-
totic movements toward underlying targets. Unlike the
task dynamic model, however, TA does not assume that
the target is always reached at the end of each target
approximation interval. The unfinished target approxi-
mation movement thus often results in a highly dynamic
articulatory trajectory that needs to be transferred to the
next target approximation interval as its initial state. Such
a transfer, as can be seen around the vertical dashed line in
Figure 2, guarantees smooth and continuous articulatory
movements across the TA boundaries.
Mathematically, VocalTractLab models articulatory tra-
jectories as responses of target-driven high-order critically
damped linear dynamic system [28]. The input to the sys-
tem is a sequence of articulatory target positions. The dy-
namic system has another parameter, the time constant τ
that controls the rate of target approximation. The basic
Figure 2 Target approximation model for controlling
articulatory movements.
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cade of several identical first-order linear systems. The
transfer function of such a system is
H sð Þ ¼ Y sð Þ
X sð Þ ¼
1
1þ sτð ÞN ð1Þ
where N is the order of the system and s is the complex
frequency. The higher N, the more bell-shaped is the
velocity profile associated with a step response of the
system, a shape which is typically found in human target-
directed movements [28]. However, with increasing order,
the delay between input (target) and output (action) also
increases. In VocalTractLab, sixth-order systems are used
as a compromise.
The time-domain representation of Equation 1 can be
derived using the inverse Laplace transform [28], which
results in
y tð Þ ¼ c0 þ c1t þ ⋅⋅⋅þ cN−1tN−1
 
e−t=τ þ x tð Þ ð2Þ
where for a static target, x(t) = b is the position of the ar-
ticulatory target. The time t is relative to the onset of the
target interval. The coefficients ci are calculated based on
the initial conditions at the onset of the target [28], as can
be shown by the following equation:
ci ¼
y 0ð Þ−b n ¼ 0
y nð Þ 0ð Þ−
Xn−1
i¼0cia
n−i n
i
 
i!
 
=n! 0 < n < N
8<
:
ð3Þ
Also, as a result of this purely sequential target approxi-
mation, no gestural overlap is assumed as far as any par-
ticular articulator is concerned. A target approximationmovement does not start until the previous one is over.
Any seeming overlap between adjacent movements is
simulated by the combined effect of cross-boundary state
transfer and the articulation strength of the later move-
ment that determines how quickly it can eliminate the car-
ryover effect exerted by the transferred state.
A key advantage of TA is that it allows the mapping of
variant surface trajectories due to phonetic context,
stress, speech rate, etc. to a single invariant target as
demonstrated in our previous studies in prosody model-
ing [3,20-23,31]. TA simplifies the problem of inverse
mapping from acoustics to underlying articulatory tar-
gets. This can be achieved because of the clear separ-
ation of the transient and the steady-state responses in
the TA representation of the articulatory movements.
The estimation of articulatory targets underlying the
movements due to these factors allows us to capture the
trend of the variability, which can be then summarized
into a single contextually invariant target by the analysis
of parameter distribution [21,22]. This approach of using
an invariant target in inverse mapping is different from
the Directions Into Velocities of Articulator (DIVA)
framework that defines articulatory targets as regions
[32,33]. The DIVA framework relies on a neural network
to map the associations between acoustic and articulatory
data. In this sense, DIVA is largely a mapping method. In
the TA framework, there is only one invariant articula-
tory target corresponding to a specific functional condi-
tion. The contextual variability due to the transition from
one target to another is modeled as a transient response
which is a by-product of the transition. This means that
for each phonetic unit a single target or a single com-
pound target can be learned from its many context-
sensitive realizations. The feasibility of this approach has
been seen in our recent work on F0 modeling [21-23].
Another critical strategy in the present implementa-
tion of the TA model is a novel segmentation method,
that is, a segmental interval is defined as the time period
during which its canonical pattern is unidirectionally
approached [19]. As a result, the point where a segment
best approximates its canonical pattern is marked as its
offset rather than onset or center, as shown in Figure 3.
Table 1 shows the list of articulatory target parameters
that define vocal tract configurations. Beside these
positional parameters, VocalTractLab also requires the spe-
cification of articulatory strength for each TA movement.
In the target approximation framework [21,22,28,31], this
strength determines how fast the articulatory target is
approached. The adjustment of articulatory strength would
directly affect the rate of articulatory movement and indir-
ectly affect the rate of formant changes in the spectro-
grams. The modeling process therefore needs to learn, for
each vowel, a vocal tract shape associated with 18 articu-
latory parameters, as shown in Table 1, and a strength
Figure 3 Syllable boundary marking based on target approximation framework comparing to that from perception.
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38 parameters need to be learned in total in each simula-
tion run.
2.5 Optimization via analysis-by-synthesis
One of the critical issues in modeling the learning
process is to determine the level of representation of the
observable data. In this paper, we explicitly assume that
the calculation of the comparison is done only at the
acoustic level. This may not entirely cover the range
of inputs that a child receives in the actual learning
process, which may also involve orofacial features [34-36].
But it allows us to systematically and separately test the ef-
fectiveness of information that may be present in acoustic
data independent of the visual features. Therefore, param-
eters of the visible articulators such as the lips and the jaw
are acoustically optimized. Note that this strategy does not
prevent future studies from including visual information
as additional training input.
The representation of the acoustic kinematics should
be sufficiently detailed to allow accurate analysis-by-
synthesis but not so detailed as to make the compu-
tation infeasible. For segmental learning, we need to
identify a spectral representation that best captures the ar-
ticulatory changes and reflects human speech perception.
A good candidate is Mel-frequency cepstral coefficients
(MFCCs), which have been successfully used in speechTable 1 List of articulatory target parameters of
VocalTractLab
Parameter Description Parameter Description
HX, HY Hyoid positions VO Velic opening
JX Horizontal jaw
position
TTX, TTY Tongue tip positions
JA Jaw angle TBX, TBY Tongue blade positions
LP Lip protrusion TCX, TCY Tongue body positions
LD Lip distance TS1-TS4 Tongue side elevation 1-4
VS Velum shaperecognition and HMM-based synthesis [37]. In this paper,
MFCCs of the surface acoustics of both natural and syn-
thetic speech are calculated using a standard setting in
Praat [18], and the difference between the two are used as
errors in the optimization of the articulatory targets.
A set of articulatory targets is searched for each seg-
mental interval, whose boundaries are manually defined
before optimization. The optimization process is as-
sumed to follow a simple gradient descent search algo-
rithm with random adjustments. The purpose of this
simple design is so that the result of the study would
only reflect the effectiveness of the overall strategy ra-
ther than that of the optimization algorithm per se. Fur-
ther improvement of the optimization process can be
done in the future study by testing various optimization
modules that implement the same input and output in-
terfaces. For each segment, articulatory targets in the
form of vocal tract shapes are optimized iteratively to
minimize the total sum of square errors, E, of MFCC be-
tween original and synthesized sounds, which can be de-
scribed as follows:
E ¼
Xn
i¼1
Xm
j¼1
cij−c^ij
 2
where n is the number of acoustic feature timeframes, m
is the number of MFCC coefficients, cij is the jth cepstral
coefficient of the ith frame in the natural utterance, and
c^ij is the jth cepstral coefficient of the ith frame in the
synthetic utterance.
Some articulatory parameters may not be entirely in-
dependent of others, however. For example, the tongue
parameters have been found to be positively correlated
with each other in articulatory movements for certain
places of articulation, such as alveolar, palatal, and velar
[38]. This correlation suggests that there is a constraint
weakly tying these parameters together so that the changes
in one parameter also affect other parameters, depending
on the physiological locations. Such an embodiment rela-
tionship can be used to help the optimization process so
Table 2 Mean formant RMSEs in percentage of each
vowel in each syllable
Vowel First syllable Second syllable
F1 F2 F3 F1 F2 F3
/a:/ 9.8 4.0 6.0 8.7 4.2 6.2
/i:/ 8.1 3.7 8.3 6.9 5.4 7.1
/u:/ 4.9 8.4 6.9 6.9 7.9 8.0
/e:/ 2.8 5.1 4.1 4.3 5.1 4.6
/ε:/ 9.9 7.8 3.7 7.6 6.6 5.2
/ɯ:/ 7.3 6.2 4.3 7.1 5.3 5.1
/ɤ:/ 4.1 3.2 2.3 5.0 3.9 3.9
/o:/ 6.4 4.2 7.8 6.0 4.4 8.6
/ɔ:/ 8.3 2.9 5.9 6.8 3.8 6.4
The percentage value is calculated relative to the original formant averages.
Prom-on et al. EURASIP Journal on Audio, Speech, and Music Processing 2014, 2014:23 Page 6 of 11
http://asmp.eurasipjournals.com/content/2014/1/23that the parameter adjustment is more realistic. In this
paper, we modeled this embodiment constraint by co-
adjusting nearby articulators. For example, whenever the
tongue blade parameters (TBX/TBY) were adjusted, those
of tongue tip and tongue body (TTX/TTY, TCX/TCY)
were also modified by a small amount (20%) in the direc-
tion of the main adjustment.
2.6 Numerical assessment and perceptual evaluation
After obtaining the optimal target values, the accuracy
of the estimated articulatory targets was assessed by
comparing the formant tracks of the synthesized utter-
ances with the original formant tracks. Time-normalized
formant tracks (F1-F3) of both synthesized and original
utterances were extracted using FormantPro [39], a Praat
script for large-scale systematic analysis of continuous
formant movements. The comparison was done by meas-
uring for each syllable the root mean square error (RMSE)
between the synthesized and original utterances.
To assess the synthesis quality, a listening experiment
was conducted with native Thai participants to identify
the synthetic vowels and evaluate their naturalness. Tar-
get parameters of the same vowel optimized through the
analysis-by-synthesis strategy are averaged together across
multiple contexts as the underlying representation of that
vowel. A monosyllabic word of each individual vowel was
predictively (since no monosyllables were used in the
training) synthesized using the estimated articulatory pa-
rameters. The standard vocal tract configuration of a male
German speaker provided by VocalTractLab version 2.1
[26] was used to generate the stimuli. It should be noted
that while the original vocal tract configuration is derived
from a German speaker, the articulatory parameters and
the synthesis process are language dependent. As controls,
the natural stimuli of the same words were recorded by
the same speaker used in the training corpus at a sampling
rate of 22.05 kHz and 16-b resolution. Recording was
done in a sound-treated room at the King Mongkut's
University of Technology Thonburi. Both natural and syn-
thetic stimuli had their intensities normalized to 70 dB
using Praat. In total, there were 18 stimuli.
Twenty native Thai listeners participated in the experi-
ment, which was conducted with the ExperimentMFC
function of Praat. The stimulus words were randomly
presented to the listeners, who were asked to first identify
the Thai word they heard and then select a naturalness
score on a five-level scale from terrible (1) to excellent (5).
Listeners were allowed to listen to the stimuli as many
times as they preferred.
3. Results
3.1 Synthesis accuracy of estimated vowel targets
Table 2 shows the mean formant RMSE of each vowel
compared between the synthetic and original utterances.Low RMSEs can be observed for all vowels compared to
the average RMSE levels reported in the previous studies
[40]. While there are no significant difference in RMSEs
of F1 and F2 between the first and second syllables
(F1, t(8) = −0.528, p = 0.306; F2, t(8) = −0.403, p = 0.349),
RMSE of F3 is slightly higher in the second syllable than
in the first (F3, t(8) = −2.328, p = 0.024). It should also be
noted that a certain level of RMSE values might be attrib-
uted to the difference in the vocal tract anatomy of the
speaker and the template used in learning. By further
comparing these synthesized vowels to the empirical
findings reported in [41], we find that both F1 and F2 of
synthesized vowels are comparable to those of the nat-
ural ones as shown in Figure 4. This indicates that the
optimization can effectively estimate the underlying ar-
ticulatory targets of both syllables.
Figure 5 shows examples of spectrograms of a vowel
sequence in the corpus and that of a synthetic one gen-
erated with optimized articulatory targets. Further com-
parisons of formant frequency contours of exemplar
utterances (obtained with FormantPro [39]) are shown
in Figure 6. Note that each vowel is annotated to termin-
ate at a point where its target is best achieved so that
the formants in each segment move unidirectionally to-
ward an ideal pattern. Smooth formant transitions from
one vowel to another can be observed in the synthetic
utterances (lower panels in Figure 5, solid lines in
Figure 6), just as in the natural utterances (upper panels
in Figure 5, dotted lines in Figure 6). Visual inspection of
spectrograms of all other cases also confirmed the accur-
acy in representing the formant patterns of the esti-
mated vocal tract shapes. The smooth synthetic formant
movements are thanks to the TA dynamics of all the ar-
ticulators involved. Note that while there are certain mis-
matches, for example, in F3 of /u:/ in /u:e:/ as shown in
Figure 6, between the original and synthesized formant
frequencies, these mismatches are evened out once they
Figure 4 Comparison of F1 and F2 formant frequencies of synthetic vowels and the empirical formant ranges [41].
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u:/ and /u:ɤ:/ as shown in Figure 6). Further evaluation of
synthesis quality will be later shown by a listening test.
3.1 Vocal tract shapes of Thai vowels
Figure 7 shows the articulatory targets as vocal tract
shapes of Thai vowels reconstructed from the optimized
articulatory targets by averaging the parameters across
multiple instances of each vowel in both syllable loca-
tions. The shapes are largely consistent with previously
reported Thai phonetic descriptions. Both vowel back-
ness and vowel height of estimated vocal tract shapes
are consistent with their theoretical locations [17]. Using
these vocal tract shapes, we can synthesize vowel se-
quences either in isolation or in context. It should be
noted that these shape targets are estimated withoutFigure 5 Spectrogram comparisons of example original and syntheticdirect knowledge of the actual articulatory position, but
through the utilization of the articulatory synthesizer
and the acoustic optimization, starting from the vocal
tract shape of a schwa. Distinctive vocal tract estimates
that contain the gradient in terms of tongue backness
and vocal tract openness as shown in Figure 7 suggest
that the strategy is effective in obtaining the articulatory
parameters capable of accurately generating the acoustic
responses. These underlying targets of Thai vowels will
be further used in the perceptual evaluation.
3.3 Synthesis quality
Figure 8 shows the results of the listening experiment on
synthetic Thai vowels. Listeners could identify vowels
equally well for both natural and synthetic vowels, with
no significant difference between the two (t(8) = 1.25,utterances.
Figure 6 Time-normalized formant frequency contour comparisons of example original (dotted lines) and synthetic (solid lines)
utterances. Each utterance consists of two syllables, each marked with the vowel symbol and separated by the boundary as the vertical line.
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the neighboring vowels. It should be noted that in
this study, one misidentified case is equivalent to 5%
in the identification rate. This indicates the effectiveness
of the proposed method for estimation of articulatory tar-
gets in representing vowels. The lowest identification rate
of synthetic vowels is that of /u:/ which was perceived by
three listeners as /o:/, while the perception of the natural
/u:/ was perfect. This is possibly because the estimated
velum parameters are continuous rather than discrete
values, which makes it difficult for an optimization algo-
rithm to get a full closure of the velum opening. Since
the natural /u:/ does not require the usage of the nasal
track, the nasality in the synthetic /u:/ vowel may cause it
to be confusable with /o:/, which contains a higher de-
gree of nasality due to the openness of the vowel. Natur-
alness scores of natural vowels were generally better than
those of synthetic vowels (t(8) = 3.24, p = 0.012). How-
ever, once we compare the range of the naturalness score,
listeners identified both of them in roughly the same
score ranges, 4.2 to 5 for natural stimuli and 3.9 to 5
for synthetic stimuli. This result indicates that the
present method could generate close-to-natural vowelswith underlying articulatory targets learned from nat-
ural speech. Also, the slightly lower naturalness scores
may be partially related to the specific voice quality
used in generating the synthetic vowels, which we
did not adjust to match the voice quality of the real
speaker.
4. Discussion
The results of the present study have shown that it is
possible to estimate the underlying articulatory targets
of vowels from surface acoustics of continuous speech
and predefined annotated segmental boundaries as the
input, with an articulatory synthesizer controlled by tar-
get approximation models as the learner, and analysis-
by-synthesis optimization as the training regimen. The
numerical assessment as shown in Table 2 and Figure 4
indicates that the learned targets can be used to consist-
ently synthesize the acoustic data that closely approxi-
mate the natural utterances. The visual impression of
the synthesis examples as shown in Figures 5 and 6 sug-
gests a good match in the dynamics of the acoustic
data. The perceptual evaluation shows that the under-
lying articulatory targets learned this way can be used
Figure 7 Vocal tract shapes reconstructed from estimated articulatory target of each Thai vowel. Dotted curves represent the tongue side
elevations displayed relative to tongue body.
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both perceptually as shown in Figure 8 and in terms of ar-
ticulation as shown in Figure 7. All these results indicate
that the estimated articulatory parameters closely represent
the underlying targets of the Thai vowels.Figure 8 Mean vowel identification rate (top) and naturalness score (One advantage of the present approach over the previ-
ous attempts is the decoupling of the observed data and
the speech production mechanism. Compared to the map-
ping approaches [6-14], the present study does not use any
actual articulatory data in the optimization process butbottom) for both original and synthetic stimuli.
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incorporated in the articulatory synthesis. This also pro-
vides an option that further studies may integrate the vis-
ible articulator data into the scheme to reduce the total
degree of freedom. Another advantage of the present ap-
proach over the mapping approach is on the emergence of
new data that are unknown to the system. The mapping
approach would have difficulties in immediately applying
the learned model to the new data since it has to be trained
on a specific speaker. In contrast, the present approach has
shown that even with the German vocal tract configur-
ation, the system can learn Thai vowels that are numeric-
ally and perceptually accurate. Such decoupling of the
articulatory mechanisms from the linguistic information
enables us to apply this approach to different languages.
Another main feature of the present approach is the
use of the TA model. With the TA model, the opti-
mization only needs to estimate the targets and let the
transient responses of the articulatory trajectories be cal-
culated by the TA model. This significantly reduces the
degrees of freedom of the estimation to only a set of ar-
ticulatory parameters, along with a time constant, which
need to be optimized, instead of having to map from
every frame of acoustic data to the articulatory esti-
mates. The usage of the TA model also allows us to
simulate smooth transitions in the acoustic data as ob-
served in natural utterances. While this feature may be
present in different forms in the previous attempts such
as generalized smoothness constraint [14], state transi-
tion in HMM [6,7], or smoothing algorithm [11-14], the
direct incorporation of TA model into the articulatory
synthesizer provides a simple yet effective strategy in the
simulation of articulatory dynamics.
Some mapping studies that are based on the TD model
[9,10] do take dynamic gestural control into consider-
ation. The TD model provides a mechanism for generat-
ing movements of tract variables. It uses a critically
damped second-order system to describe the movement.
In TD, gestural movements are assumed to be always
completed and adjacent gesture movements are assumed
to be overlapped. This is in contrast to TA, which as-
sumes that targets are not always reached, and allows
remaining momentum at the end of a target approxima-
tion movement to be transferred to the next interval as
its initial conditions.
Further development of the framework for organizing
trained targets is still needed. First, no consonants have
been simulated, so the effect of gestural overlap between
consonant and vowel has not yet been modeled. Strat-
egies have yet to be developed to simulate the learning
of the fully overlapped CV gestures [19]. Second, the
incorporation of a timing model in the articulatory syn-
thesis is also needed, as timing specifications of the seg-
ments are required prior to the generation process.Third, the visible articulatory data can be directly incor-
porated into the learning strategy. This will further re-
duce the degree of freedom of the optimization process
and may further improve the effectiveness of the system.
Finally, the acoustic-to-articulatory inversion in the
current study is not fully complete, as the segmentation
of continuous utterances into discrete unidirectional
movements is done manually. The underlying assump-
tion is that the learning of perceptual segmentation is
achieved prior to the learning of the articulatory targets.
But the validity of this assumption is not fully established
and has to be addressed in future studies.
5. Conclusions
In this study, we explored the estimation of articulatory
targets of Thai vowels as a distal learning task using a
model-based analysis-by-synthesis strategy. Articulatory
targets as vocal tract parameters of each vowel were it-
eratively optimized by minimizing the acoustic error be-
tween original and synthetic utterances. The estimated
vocal tract shape targets were used to synthesize the
acoustical vowels, and the perceptual evaluation con-
firmed the synthesis quality. These results demonstrate
that distal learning with an articulatory synthesizer that
incorporates knowledge of speech production mecha-
nisms is an effective strategy for the simulation of speech
production acquisition.
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