Onepopularandwell-testedmethodusesa modificationof the MacCormackscheme [1] , which is secondorderaccuratein time andfourth orderaccuratein space.This extension of the MacCorrnackschemeis known as the 2-4 scheme, andwasdescribedby Gottlieb and Turkel [2] . This schemehas beenusedsuccessfullyon a wide range of fluid and aeroacoustics problems [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] . Sankar, Reddy,andHariharanhaveevaluatedthis scheme for aeroacoustics applications [16] . It hasbeenextendedto sixth-orderspatialaccuracy by Bayliss, et. al. (2-6 scheme) [17] .
In this paper, these MacCormack-type schemeswill be investigated in detail, and extensions to high-orderaccuracywill bedeveloped.A testproblemis usedto quantifythe performance of the variousschemes. Theseschemes havebeenvalidatedon the real-world problemof noiseradiatedby a supersonic jet usingthelinearizedEulerequations.
Test

Equation and Numeric_ll Formulation
For comparative purposes, a simple hyperbolic equation is solved:
Thediscretizedspatial derivativesmustmodelaccurately thederivative of the waveform: (4) where the coefficients aj are the coefficients used in taking the spatial derivative.
Since:
a numerical wavenumber can be defined, following Tam and Webb's work [18] :
In this way, Eq. (4) becomes:
3U ik.ei(_-_) (7) &
As the numerical scheme marches in time, the time integration must also model accurately the evolution of the waveform. From before:
8U c_U at Ox
= _ieke i(_-°_)
= _i09ei(kx-_)
Integrating Eq. (8) gives:
U(x,t + At) = e-i(_)e _(_-_)
= U(x, t)e -i(_t)
One popular method for numerical time integration is the Runge-Kutta scheme.
A generic six-stage Runge-Kutta method has this form:
u _"=U(x,t)
Using the coefficients from Table I for the sixth-order accurate Runge-Kutta scheme and using Eq. (7) to define the numerical wavenumber, Eq. (10) becomes:
(-ick*At)4 (-ick*At)5 (-ick*At)6 _ + 24 120 720
Eq. (11) to Eq. (9), we can define the numerical frequency co* as:
Descri_otion of the MacCormack Scheme
In the MacCormack scheme, integration in time is accomplished by applying an operator to the solution at the last time level. The time integration method used in the existing schemes is a second-order accurate Runge-Kutta method:
In the MacCormack scheme, one-sided differences are used in order to add dissipation to stabilize the scheme. The one-sided differences are defined in this way:
such that the underlying central difference is recovered when the forward and backward
For example, in the original MacCormack scheme, forward and backward differences are definedasfirst-orderaccurate differences: 
Using Eq. (6), the numerical wavenumbers can be found for the one-sided differences as well as the underlying central difference:
Notice that the real part of the numerical wavenumber is identical to that of the underlying central difference for all differences, and that the imaginary parts are due to the form of the one-sided differences and are equal and opposite.
Putting these definitions into the time integation method gives:
Then:
UsingEq. (13),it is clearthatthenumerical frequencyfor theMacCormackscheme is: It should be noted that, in order to achieve the desired spatial accuracy using a
MacCormack-type scheme, the sum of the odd [Ys (1,3,5) must add up to equal the sum of the even [Ys (2, 4, 6) . In this way, the central difference will be obtained from the sum of the forward and backward differences. Similar constraints are used for the odd time derivatives to insure that the one-sided differences sum properly. Following the development given for the 2-4 scheme, we find that a sixth order accurate RungeKutta methodgivesthis result:
120 720
Again, it is seen that the errors arise from the dispersion error in the central difference and the dissipation error in the one-sided differences.
From Eq. (23), it can be seen that the numerical frequency for a MacCormack-type scheme may be written generally as:
where S is the number of stages in the Runge-Kutta scheme and the cl's are the leading coefficients in the time integration, given in Table I The first scheme is the normal 4/2 scheme, which is fourth order accurate in space and has second-order dissipation in each step. The next scheme is a 4/4 scheme, which is fourth order accurate in space and has fourth-order dissipation in each step. This higher-order accuracy is achieved by adding one point to each of the one-sided differences, as shown in Table II .
Notice how both schemes add up to the identical 4th order accurate central difference. The difference in the two schemes is in the leading error terms of the one-sided differences, which affects the inherent dissipation of the scheme. The effect of this change is to lower the inherent dissipation at a given wavenumber, as shown in Figure 3 . This gives the Using this basicmethodology,families of 6th and 8th order accurateschemescan be constructed.In thesehigherorderschemes, it is possibleto addanotherpoint to the onesideddifferences to attain6th orderdissipation.Theseresultsaregivenin TableII.
Optimization of the Split Operators
The Tam and Webb optimization technique may be used on the one-sided differences to
improve their performance at wavenumbers of interest. The procedure is as follows:
The central difference that the one-sided differences must add up to is fixed:
This, in turn, determines some of the coefficients of the one-sided difference: The DRP schemes shown are given in Table II . Figure  3 shows the dissipative errors in the one-sided differences for various
Dissipative Errors of the One-Sided Differences
MacCormack-type schemes.
It can be seen that, in general, the dissipative performance of schemes with 2rid order dissipation (4/2 and 6/2, for example) are similar. It can also be seen that the closer the split stencil is to the central difference stencil, the less dissipation the scheme will have (6/6, for example). It can be seen that, in general, higher-order accuracy reduces dissipation errors at a given wavenumber. The positive effect of the DRP-style optimization on the dissipation errors can also be seen in this figure.
Perfgrman¢¢ 9f lh¢ lmprgvCd
MacCormack-tvue schemes
In this section, the total performance of each scheme will be quantified. In order to fairly compare the schemes, the errors in dissipation and dispersion per wavelengh of travel will be shown as functions of wavenumber and time step. In this way, the effects of both the time and space discretization are shown.
In these results, the following definitions are used:
Here, PPW is the number of spatial points per wavelength, CFL is the Courant number, and NST is the number of time steps per cycle.
From Eq. (11), we see that:
=U(x,t)(e-i(°_t)) NsT
Since the problem is periodic,
U(x,t + NSTAt) = U(x,t)
(e-i(°_t))uSr=l+Oi (33) and we can define the numerical solution to be:
Here, A is the amplitude per wavelength traveled and D is the dispersion error per wavelength traveled. Figure 4 shows the amplitude and dispersion per wavelength traveled for the previously published MacCormack-type schemes. It is seen that there is a large amount of dissipation inherent in these schemes, acting over a large part of the wavenumber range. Also, the dispersion plots emphasize the low order of accuracy in time. It can be seen that the 2-4/2 scheme is the most dissipative, followed by the 46-6/4 scheme and the 46-DRP/opt scheme. Referring to Figure 3 , the magnitudes of the dissipation for these schemes fall in the same sequence..
The dispersive error is illustrated in Figure 1 1994. Comparison of Accuracy of MacCormack-Type Schemes. 
