When the pulse-sequence-based image sensor films high-speed moving objects, the image lag problem may appears as blurring in reconstructed images. In this paper, an algorithm is proposed to suppress lags by distinguishing the lag area and calculating ratio of bright to dark part in one trigger interval. The algorithm bases on the sensor's characteristics and image lag principle that the change of light intensity cannot be immediately reflected on the pulse generated from photoelectric accumulation. The effectiveness of the algorithm is verified both on the sensor's behavior-level model and the real image sensor. In both experiments the curves of LSF (line spread function) and MTF (modulation transfer function) show the reconstructed edges after lag elimination algorithm are similar to the real edges both in sharpness and position. The indexes to evaluate image similarity including LMD (location mean deviation), PSNR (peak signal to noise ratio) and SSIM (structural similarity index) improve respectively. In the experiment on sensor's model, when the simulation velocity of edge is low, the algorithm can reconstruct the perfect edges as input images. As velocity increases, the reconstructed edges are still sharp but with slight shifts. In the real experiment to film a turntable with a rotation speed of 6000r/min, the LMD, PSNR and SSIM improve from 22.2833 to 2.5167, 18.2485 to 21.8603 and 0.8345 to 0.9364 respectively. These results show that the algorithm can suppress image lag and improve reconstructed image quality.
I. INTRODUCTION
High-speed imaging technology has outstanding advantages in real-time target capturing, fast image recording and realtime playback. It is widely used in military science [1] , scientific research experiments [2] , aeronautics industry [3] , unmanned aerial vehicle [4] , industrial production [5] , television program and film producing [6] , position measurement [7] and so on. Driven by the various industry demands, the requirements of the performance for high-speed cameras have been improved constantly.
The traditional frame-based image sensors output the whole frame data and use 8-bit-data to show the gray level The associate editor coordinating the review of this manuscript and approving it for publication was Nuno Garcia . of each pixel [8] , so the data volume is relatively large. With the continuous improvement of frame rate, the huge data transmission pressure and chip power consumption become a major bottleneck that restricts the development of high-speed cameras [9] . In order to break these limitations, based on the principle of bionic information perception and combining with semiconductor photoelectric imaging technology [10] , [11] , the DVS(Dynamic Visual Sensor) [12] , [13] appeared. DVS does not collect the light intensity of sense frame-by-frame, but change it to pulse sequences with different intervals. AER(Address Event Represent) [14] is a typical mode which can convert the change of light intensity into a series of events. It just transports the information of moving object to reduce the amount of data. However, the loss of image information is VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ inevitable when the event amount exceed the capacity of the arbiter. Then a high-speed pulse-sequence-based image sensor which converts light into a series of pulse intervals [15] is developed. This image sensor can reduce the data volume from the source and reduce the data processing pressure of the imaging system in the limited band. When the sensor films fast moving object, the lag problem is severe since the reconstructed images is converted from pulse intervals. The lag problem also appears in conventional image sensors. Previous methods to deal with this problem include using optimum design of pixel layout and new device structure of gate transistor [16] , optical correction using stabilized lenses, special CMOS sensors that limit the exposure time in the presence of motion, and special lag free pixel with a non-uniform drop gate in transfer transistor [17] . Other algorithmic methods include blind restoration of motion blurred images [18] - [22] , and a hybrid camera that can measure its own motion to offset lag [23] , [24] . For the pulse-sequence-based high-speed image sensor, the image data is of special structure and the method to eliminate image lag is also different. We come up with an algorithm to suppress lags by distinguishing the lag area and calculating ratio of bright to dark part in one trigger interval.
This paper is organized as follows. The architecture and image reconstruction method of the pulse-sequence-based high-speed image sensor are described in Section II. The image lag principle is presented in Section III and theoretical analysis of the lag elimination algorithm in Section IV. In Section V, the experiments based on behavior-level model and real filmed data are carried out and analyzed. Finally, conclusion is given in Section VI.
II. ARCHITECTURE AND IMAGE RECONSTRUCTION METHOD OF THE PULSE-SEQUENCE-BASED IMAGE SENSOR
The pulse-sequence-based image sensor reduces data by converting the light information into two adjacent pulses. In condition of bright light more pulses would be generated per unit time and less pulses in dark light.
The architecture of the pulse-sequence-based high-speed image sensor is shown in Fig.1 . The sensor is composed of pixel array, row selector, reference voltage, column digital buffer, high speed output interface and logic control circuit.
The pixel array is of 250 rows and 400 columns. Each pixel begins to integrate photoelectric charge after resetting. The trigger threshold is related to the reference voltage V ref , which determines how many pulses can be generated during a certain time in the same light condition. The reset voltage V rst is a fixed value, and the range between the reset voltage and the reference voltage is the photoelectron integral space. As shown in Fig.2 , the output of pulse-sequence-based image sensor is a sequence composed of ''0'' and ''1''. The amount of data can be greatly reduced comparing with the conventional image sensor based on frames. The image reconstruction method can be divided into two different conditions in view of the application scene of image sensor [25] . One method is to reconstruct image based on pulse accumulation in fixed time. This method is suitable for low-speed or static scene, where images are real time constructed. The other method is to reconstruct image based on pulse interval. Data is collected and processed offline to reconstruct each frame at every readout time. The method is suitable for catching high-speed moving object which this paper is interested in.
Suppose that under certain light intensity, one pixel is triggered after a certain time t, which is also called the integration time:
where V rst is the reset voltage, and V ref is the threshold voltage. C PD is the junction capacitance of photodiode, and I is the photocurrent generated under this light condition.
In pulse-based image sensor, t is measured by intervals of two trigger pulses. The frame readout time is the cycle to read a pixel as shown by dotted lines in Fig.2 . Whether a pixel is triggered is judged here and we call it frame cycle, denoted by T . T is the smallest time to reconstruct a frame, 50µs in the practical test. N is defined as the interval number. If a pixel is triggered after N frames, the integration time t is:
Photocurrent I is proportional to the incident light intensity L, and it should also be proportional to the restored image gray scale G. The interval number N is inversely proportional to the reconstructed gray value G. Suppose the largest gray value is G max . In general the gray scale is from 0 to 255, so G max is 255. Gray value G can be calculated as:
where k m is the parameter to adjust picture brightness and normalize G to the appropriate range, and it can be adjusted according to the actual situation. Square brackets mean taking integer. In image reconstruction process, the gray level of the trigger frame (frame with data of ''1'') is used to represent the gray level of each frame within the trigger interval, as shown in Fig.3 . In this way, image reconstruction is completed frame by frame. 
III. THE PRINCIPLE OF IMAGE LAG
The reconstruction method based on pulse interval is suitable for high-speed situation where image lag often appears. Since the sudden change of light intensity cannot be immediately reflected on the pulse generated from photoelectric accumulation, the image lag problem may appear. Suppose in a dynamic scene, the object is brighter than background. When the background is exposed continuously by a pixel, the speed of photoelectric accumulation is slow. The trigger interval is relatively large. If an object appears before the integral voltage reaches the threshold, the photocurrent will increase immediately and accelerate the integral voltage to reach the threshold. As a result, this borderline trigger interval is smaller than the background trigger interval, but larger than the object trigger interval. The image lag phenomenon appears. The boundary blurring is caused by the gray value of a lag point which between the background unit and the object unit. As shown in Fig.4 , the gray value of background is shown as segment A, and the gray value of object is shown as segment B. The object appears at time t d , which is undetectable by the image sensor. When the pulse data is reconstructed, the gray value of lag segment in the boundary is shown as segment B, which appears as blurring in reconstructed images. 
IV. THEORETICAL ANALYSIS OF IMAGE LAG ELIMINATION ALGORITHM
Same as the previous section, the amount of frames between two trigger points are presented by N . The trigger interval of the background point is N b , which means there are N b frames between the two trigger pulses for the gray value of the background. The trigger interval of the object point is N e , so the trigger interval of the tail N d is between N b and N e . As the reset voltage and the threshold voltage are fixed value, the relationship between N and I is:
Suppose between the tail intervals, the accumulation frame number of background and object light are n b and n e respectively, the equation is:
The frame number of background light n b and object light n e is:
In practice, since the frame number is an integer, the actual result is shown in equation (7):
By replacing the blurred N d by n b and n e , the moment when the object appears or disappears can be calculated accurately. Thus we can reduce the error to a frame period and improve the quality of the reconstructed image. The schematic diagram of the algorithm is shown as Fig.5 .
If the background is brighter than the object, all formulas are calculated in the same way as above. The schematic diagram is Fig.6 .
The flow chart of the image lag elimination algorithm is shown in Fig.7 . 
V. EXPERIMENTS
The image reconstruction method and behavior-level model of the image senor has been established in our previous work [25] . Here we set the reset voltage V rst as 3.0V, the reference voltage V ref as 2.0V and the frame cycle as 50µs. The input of model is a video that records a moving edge from left to right on the screen. The speed can be adjusted to simulate a high-speed moving target. The output videos are made up of reconstructed frames. The difference of these frames is whether it uses the image lag elimination algorithm. In this model, if the interval representing gray scale is not the same as the bright area (N e ) or the dark area (N b ), it is judged as a lag and is processed to the lag elimination algorithm. Fig.8 shows the corresponding images at simulation velocity of 300m/s. 8(a) is a frame of the input video. 8(b) is the original reconstructed frame, in which the lag phenomenon is obvious. 8(c) is the same frame after lag elimination process. For the sake of clarity, 60 × 60-pixel windows at the same location containing edges are enlarged. Fig.9 is the gray value of pixels along the intermediate horizontal line cross each window. The gray value of the edges in Fig.8(a The LSF (line spread function) and MTF (modulation transfer function) [26] are used to evaluate the sharpness of reconstructed edge. LSF is to show where the edge is and response the sharpness. MTF is a number between 0 and 1. The closer to 1, the better the imaging system performance is.
To show the intuitional effect of the process, the 60 × 60-pixel windows in Fig.8(a replacing each point with average of the adjacent three points. The results are shown in Fig.10 . The shape of LSF shows the sharp edge same as the input one is reconstructed after lag elimination, although with shift. The after-lag-elimination edge is much better than the previous one both in position and sharpness. MTF is calculated in normalized spatial frequency. Compared with the original reconstructed image, the MTF value of after-lag-elimination image is coincident with the original input image and always closer to 1, which indicates that the edge is sharper after processing.
We simulated the edge move in different velocities from 10m/s to 800 m/s. Several of them are shown in Fig.11 . We chose frames at the same time for each velocity, and the edges are at different positions. The 60 × 60-pixel windows containing edges are selected. When velocity is low, as in 11(a), lag is almost non-existent. In 11(b), the lag exists but the lag elimination progress can overcome it and reconstruct the nearly correct edge. The lag problem becomes more serious as the velocity increases. In 11(c), 11(d) and 11(e) the lag elimination progress can always reconstruct sharp edges with shifts, and the shifts also increase with velocity. The MTF curves before the lag elimination process are represented by dotted lines in Fig.12 . The MTF curves after lag elimination process are coincidence with the solid line since the sharp edges are reconstructed. When at low speed as 10m/s and 20m/s, the curves are nearly coincided since the lags are very slight. With the increasing of velocity, the lag is serious so the MTF curves reduce one by one.
LMD (location mean deviation) to evaluate the discrepancy of reconstructed edge and the input edge is defined as:
This equation is applied in a line of n pixel. Gin is the gray value of input image and Gre is the gray value of the reconstructed image. Because each line of the input image is the same, we select the intermediate horizontal line to calculate LMD. The smaller the value, the more similar the line is. In addition to sharp edges, the whole reconstructed image should be similar to original input image. PSNR (peak signal to noise ratio) and SSIM (structural similarity index) [27] are indexes to evaluate the similarity of two images. PSNR is calculated as: PSNR = 10 log 10 (
where MSE is the mean square error. H , W denotes length and width, which are 250 and 400 in this paper. The pixel gray scale is 256 so n is 8. SSIM is composed of luminance measurement, contrast measurement and structure comparison. The LMD, PSNR and SSIM before and after lag elimination progress are listed as ORI and LRI in Table 1 , and the correspondence curves are shown in Fig.13 . As shown in the table and figure, when the velocity is lower than 20m/s, the sensor's model can directly reconstruct edges very similar to the input edges, and SSIM is approximately equal to 1 since limited precision. When the velocity is 40m/s, lag is slightly obvious and lag elimination process can perfectly remove it. When the velocity is higher, the image lag becomes serious as in Fig.11and the lag elimination progress can always reconstruct sharp edge with shift. The lag elimination can always improve LMS, PSNR and SSIM values and improve the quality of reconstructed images.
Then the real video filmed by the image sensor is applied. The sensor system is shown in Fig.14. The target is a semi-black and semi-white turntable connected to the motor. The speed of the motor is set as 4000r/min, 5000r/min and 6000r/min. The filmed images are shown in Fig.15 . Take 15(a) for example, the left image is RI (reconstructed image) of state turntable. This state image has the same function of a no-lag standard as input image in sensor's model. The middle is the ORI (original reconstructed image) of rotating turntable and the right is the LRI (lag-eliminationprocessed reconstructed image) of rotating turntable. The dividing line is blurred in the middle image. For convenience Fig.15(b) . The gray value line of the original reconstruct image shakes violently. The gray value line of lagelimination-processed reconstructed image is more similar to the input image.
The improvement of boundary blurring can be intuitively felt by naked eyes. The LSF and MTF curves can also confirm it. The target areas are the enlarged windows. The results are shown in Fig.15(c) and Fig.15(d) . LSF figure shows that the processed edge is more similar to the static edge, both in sharpness and position. MTF of lag-elimination-processed reconstructed image is higher than original reconstructed image, which demonstrates better quality of reconstructed edge after lag elimination. The other two groups of experiments also prove this.
In practical experiment, the real position of dark and bright boundary cannot be measured. But we still calculate LMD, PSNR and SSIM indexes between the static image and two reconstructed images for reference, as shown in Table 2 . PSNR and SSIM get worse as the speed increases, but the image lag progress can always improve them.
VI. CONCLUSION
In this paper, the cause of lag problem in pulse-sequencebased image sensor was analyzed, and an image lag elimination algorithm to solve the problem is proposed. By identifying lag area and calculating the ratio of light to dark part in the lag trigger interval, the lag problem in reconstructed images is suppressed. This method is applied on the sensor's behavior-level model and real video filmed by the image sensor. Both of the experiments show that the LSF and MTF curves are of better shape after lag elimination process. LMD, PSNR and SSIM values to evaluate the similarity of input images and reconstructed images are also improved. These values show that the lag problem gets worse as speed increases, and the lag elimination progress can always help to build sharper edges and improve the quality of reconstructed images. 
