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A sequential modelling of the VaR
We consider the VaR associated with the global loss generated by a set
risk sources. We propose a sequence of simple models incorporating progres-
sively the notions of contagion due to instantaneous correlations, of serial
correlation, of evolution of the instantaneous correlations, of volatility clus-
tering, of conditional heteroskedasticity and of persistency of shocks. The
tools used are the standard and extended Kalman ¯lters.
JEL Classi¯cation : C10, G11
Keywords : VaR, factor models, correlation, volatility clustering, Kalman
¯lter.
1RESUME
Une mod¶ elisation s¶ equentielle de la VaR
On considµ ere la VaR correspondant µ a la perte globale engendr¶ ee par un
champ de sources de risque. On propose une s¶ equence de modµ eles simples
int¶ egrant progressivement les ph¶ enomµ enes de contagion par corr¶ elation in-
stantan¶ ee, de corr¶ elation temporelle, d'¶ evolution des corr¶ elations i nstan-
tan¶ ees, de segmentation de la volatilit¶ e, d'h¶ et¶ eroscedasticit¶ e conditionnelle
et de persistance des chocs de volatilit¶ e. Les outils utilis¶ es sont le ¯ltre de
Kalman et le ¯ltre de Kalman ¶ etendu.
Codes JEL : C10, G11
Mots cl¶ es : VaR, modµ eles µ a facteurs, corr¶ elation, segmentation de la volatilit¶ e,
¯ltre de Kalman.
2Non technical summary
The non regulation rules stress the importance of the notion of VaR.
What the VaR intends to measure is clear : given a set of risk sources, an
horizon and a con¯dence level, the VaR is the threshold under which the
global loss must stay at the chosen horizon and with the given con¯dence
level. Although the objective is clear the practical computation of the VaR
raises many problems : how to estimate the distribution of the loss gener-
ated by each source ?, how to introduce time varying information ? how
to disentangle a systematic and idiosyncratic risk ? how to aggregate the
risks ? how to takes into account serial correlation of risk ? how to measure
the clustering of risk volatilities ? how to analyze the impact of past shocks
on the volatility ? how to take into account asymetry and fat tails of loss
distributions ? how not to exclude extreme risks ?
The objective of this note is to propose a sequence of nested modµ eles
taking progressively into account these questions ? For each question we will
introduce a minimal formalisation, persimoniously parameterized, in order
to maintain a simple interpretation for each parameter. The various steps
will be illustrated by simulations. The more advanced model can be seen as
a benchmark which could either generalized or simpli¯ed in various direc-
tions, the ultimate objective being to try to harmonize the procedures. The
technical tools are the standard and extended Kalman ¯lters.
3R¶ esum¶ e non technique
La mise en place de rµ egles prudentielles dans les institutions ¯nanciµ eres
et, plus r¶ ecemment, dans les compagnies d'assurance a fait appara^ ³tre une
notion centrale : la valeur en risque ou VaR. Ce que la VaR cherche µ a mesurer
est clair : ¶ etant donn¶ e un champ de sources de risque, un horizon et un niveau
de con¯ance, la VaR est le seuil au dessous duquel la perte globale doit rester,
µ a l'horizon choisi et avec le niveau de con¯ance retenu. Cependant, bien que
l'objectif poursuivi soit bien d¶ e¯ni, la mise en oeuvre pratique du calcul de la
VaR soulµ eve une multitude de questions parmi lesquelles : comment estimer
la loi de probabilit¶ e de la perte g¶ en¶ er¶ ee par chaque source de risque ? com-
ment tenir compte du fait que cette loi doit ^ etre estim¶ ee conditionnellement µ a
une information variant dans le temps ? comment isoler, pour chaque risque,
une partie g¶ en¶ erale (ou syst¶ ematique) et une partie sp¶ eci¯que (ou idiosyncra-
tique)? comment agr¶ eger les di®¶ erents risques ? comment tenir compte de la
diversi¯cation ou, au contraire, de la contagion des risques ? comment pren-
dre en compte les corr¶ elations des risques a une date donn¶ ee et de l'¶ evolution
temporelle de ces corr¶ elations instantan¶ ees ? comment introduire les e®ets de
corr¶ elation dans le temps des divers risques? comment mesurer les e®ets de
segmentation de la volatilit¶ e des risques ? comment analyser la propagation
des chocs pass¶ es sur le niveau ou la volatilit¶ e des risques ? comment rendre
compte des ph¶ enomµ enes d'asym¶ etrie et de queues ¶ epaisses dans les lois des
pertes ? comment ne pas exclure les risques extr^ emes ?
Pour tenter de r¶ epondre µ a ces questions, on va proposer une s¶ equence de
modµ eles, embo^ ³t¶ es les uns dans les autres, prenant progressivement en compte
ces questions. Pour chaque question on introduira une formalisation mini-
male, trµ es faiblement param¶ etr¶ ee, de fa» con µ a maintenir une interpr¶ etation
simple de chaque paramµ etre. On illustrera les diverses ¶ etapes par des sim-
ulations. La maquette la plus avanc¶ ee d¶ ecrite dans cette note pourrait ^ etre
consid¶ er¶ ee comme une proposition de "colonne vert¶ ebrale" pouvant ^ etre en-
richie dans diverses directions ou, au contraire, partiellement ignor¶ ee. Le but
ultime est de faire un pas dans la direction d'une harmonisation des pratiques
et une normalisation des proc¶ edures.
Les outils utilis¶ es sont le ¯ltre de Kalman et le ¯ltre de Kalman ¶ etendus.
41 INTRODUCTION
La mise en place de rµ egles prudentielles dans les institutions ¯nanciµ eres et,
plus r¶ ecemment, dans les compagnies d'assurance a fait appara^ ³tre une notion
centrale : la valeur en risque ou VaR. Ce que la VaR cherche µ a mesurer est
clair : ¶ etant donn¶ es un champ de sources de risque, un horizon et un niveau
de con¯ance, la VaR est le seuil au dessous duquel la perte globale doit rester,
µ a l'horizon choisi et avec le niveau de con¯ance retenu. Cependant, bien que
l'objectif poursuivi soit bien d¶ e¯ni, la mise en oeuvre pratique du calcul de
la VaR soulµ eve une multitude de questions parmi lesquelles :
- comment estimer la loi de probabilit¶ e de la perte g¶ en¶ er¶ ee par chaque source
de risque ?
- comment tenir compte du fait que cette loi doit ^ etre estim¶ ee condition-
nellement µ a une information variant dans le temps ?
- comment isoler, pour chaque risque, une partie g¶ en¶ erale (ou syst¶ ematique)
et une partie sp¶ eci¯que (ou idiosyncratique)?
- comment agr¶ eger les di®¶ erents risques ?
- comment tenir compte de la diversi¯cation ou, au contraire, de la contagion
des risques ?
- comment prendre en compte les corr¶ elations des risques a une date donn¶ ee
et de l'¶ evolution temporelle de ces corr¶ elations instantan¶ ees ?
- comment introduire les e®ets de corr¶ elation dans le temps des divers risques?
- comment mesurer les e®ets de segmentation de la volatilit¶ e des risques ?
- comment analyser la propagation des chocs pass¶ es sur le niveau ou la
volatilit¶ e des risques ?
- comment rendre compte des ph¶ enomµ enes d'asym¶ etrie et de queues ¶ epaisses
dans les lois des pertes ?
- comment ne pas exclure les risques extr^ emes ?
5Pour tenter de r¶ epondre, µ a cette liste non exhaustive de questions il existe
des pratiques trµ es di®¶ erentes conduisant µ a un manque de transparence dans
l'interpr¶ etation des chi®res. D'oµ u vient cette absence de consensus? Aprµ es
tout on pourrait se dire que les outils puissants de l'¶ econom¶ etrie moderne
permettent d'apporter des r¶ eponses rigoureuses µ a toutes ces questions et
qu'il su±rait, pour chacune d'elles, d'utiliser la m¶ ethode reconnue comme
optimale par la th¶ eorie. Les di±cult¶ es sont en fait de trois types. Tout
d'abord les m¶ ethodes ¶ econom¶ etriques, aussi sophistiqu¶ ees soient-elles, sont
optimales dans le cadre d'un modµ ele statistique donn¶ e et c'est pr¶ ecis¶ ement
la diversit¶ e des modµ eles qui pose problµ eme. La deuxiµ eme di±cult¶ e est que,
pour chaque type de modµ ele, il faut trouver un ¶ equilibre entre sa rigueur (et
donc sa complexit¶ e) et son interpr¶ etabilit¶ e (et donc sa simplicit¶ e). En¯n les
m¶ ethodes ¶ econom¶ etriques peuvent se heurter µ a une faiblesse des donn¶ ees en
terme de quantit¶ e ou de qualit¶ e.
L'objectif de cette note est de se concentrer sur la construction de modµ eles
et non sur leur traitement ¶ econom¶ etrique car, comme mentionn¶ e plus haut,
celui-ci est le moins discutable, m^ eme s'il peut ^ etre complexe. Plus
pr¶ ecis¶ ement, on va proposer une s¶ equence de modµ eles, embo^ ³t¶ es les uns
dans les autres, prenant progressivement en compte les questions ¶ evoqu¶ ees
ci-dessus. Pour chaque question on introduira une formalisation minimale,
trµ es faiblement param¶ etr¶ ee, de fa» con µ a maintenir une interpr¶ etation simple
de chaque paramµ etre. On se limitera donc µ a la mod¶ elisation probabiliste
et statistique strictement n¶ ecessaire µ a cette interpretation. On illustrera les
diverses ¶ etapes par des simulations. La maquette la plus avanc¶ ee d¶ ecrite
dans cette note pourrait ^ etre consid¶ er¶ ee comme une proposition de "colonne
vert¶ ebrale" pouvant ^ etre enrichie dans diverses directions ou, au contraire,
partiellement ignor¶ ee. Le but ultime est de faire un pas dans la direction
d'une harmonisation des pratiques et une normalisation des proc¶ edures.
La note est organis¶ ee de la fa» con suivante. Dans le paragraphe 2 on
va introduire plusieurs d¶ e¯nitions ¶ equivalentes de la VaR. Le paragraphe 3
d¶ ecrit une premiµ ere maquette permettant d'appr¶ ehender les phµ enomµ enes li¶ es
µ a l'agr¶ egation de diverses sources de risque, en particulier la contagion, la
diversi¯cation, la corr¶ elation instantan¶ ee; les diverses sources de risques peu-
vent provenir de di®¶ erentes activit¶ es d'une m^ eme entit¶ e, elles peuvent alors
appara^ ³tre µ a l'actif ou au passif, ou elles peuvent provenir de l'activit¶ e de
plusieurs entit¶ es que l'on souhaite analyser µ a un niveau macro¶ economique.
Le paragraphe 4 propose une maquette plus g¶ en¶ erale qui introduit les notions
de corr¶ elation temporelle, de conditionnement par l'information pr¶ esente et
6d'¶ evolution des corr¶ elations instantan¶ ees. Le paragraphe 5 propose une ma-
quette qui contient les deux premiµ eres comme cas particuliers et qui ajoute
une mod¶ elisation de ph¶ enomµ enes importants comme la segmentation de la
volatilit¶ e, l'h¶ et¶ erosc¶ edasticit¶ e conditionnelle et la persistence des chocs de
volatilit¶ e. Les trois maquettes sont compar¶ ees µ a l'aide de simulations util-
isant le ¯ltre de Kalman et le ¯ltre de Kalman ¶ etendu. Le paragraphe 6
propose des extensions et des conclusions.
2 DEFINITIONS DE LA VaR.
2.1 VaR et quantiles.
Si on note ¼t+1 la perte globale (positive ou n¶ egative) engendr¶ ee, entre la
date t et t+1, par le champ des sources de risque consid¶ er¶ e, la VaR de niveau
de con¯ance 1 ¡ ® (ou de niveau de risque ®), not¶ ee V aRt(®); est d¶ e¯nie
par :
Pt[¼t+1 ¸ V aRt(®)] = ®
ou
Pt[¼t+1 < V aRt(®)] = 1 ¡ ®
(1)
Pt ¶ etant la loi de ¼t+1, conditionnelle µ a l'information de la date t. Donc
V aRt(®) s'interprµ ete comme le quantile conditionnel d'ordre 1¡® de la perte
globale. En pratique ® sera faible, par exemple ¶ egal µ a 0:01.
2.2 VaR et r¶ eserves.
Un autre angle de vue de la VaR peut ^ etre utile. Si on note wt la valeur des
sources de risques en t on a :¼t+1 = wt ¡wt+1. Si on note rest les reserves en
t (non r¶ emun¶ er¶ ees entre t et t + 1) permettant la survie en t + 1 de l'entit¶ e
d¶ e¯nie par le champ des sources de risques, avec la probabilit¶ e 1 ¡ ® on a :
Pt[wt+1 + rest > 0] = 1 ¡ ®
ou Pt[wt ¡ ¼t+1 + rest > 0] = 1 ¡ ®
ou Pt[¼t+1 < wt + rest] = 1 ¡ ®
ce qui implique :
V aRt(®) = wt + rest (2)
7Donc V aRt(®) s'interprµ ete aussi comme la somme de la valeur en t de
l'entit¶ e et des r¶ eserves, c'est-µ a-dire comme le capital expos¶ e ou la "valeur en
risque" en cas de ruine.
2.3 VaR et capital initial optimal
Une troisiµ eme d¶ e¯nition ¶ equivalente de la VaR est aussi ¶ eclairante.
Supposons que l'on cherche le capital zt minimisant l'esp¶ erance d'une
fonction ct+1 du type :
lt+1 = (1 ¡ ®)(¼t+1 ¡ zt); si ¼t+1 ¸ zt
= ®(zt ¡ ¼t+1); si ¼t+1 < zt
ou lt+1 = (1 ¡ ®)(¼t+1 ¡ zt)+ + ®(zt ¡ ¼t+1)+
(3)
Autrement dit on attribue un co^ ut ¶ elev¶ e, 1¡®, µ a la situation dans laquelle
la perte ¼t+1 est sup¶ erieure au capital et un co^ ut faible, ®, µ a la situation dans
laquelle un coussin de garantie zt ¡¼t+1 est inutilis¶ e. On peut montrer (voir
annexe 1) que le capital zt r¶ ealisant le minimum de l'esp¶ erance conditionnelle
de lt+1 en t est pr¶ ecis¶ ement V aRt(®). Donc V aRt(®) est le capital en t
r¶ ealisant le compromis optimal, au sens de la fonction de co^ ut choisie, entre
une perte excessive et un capital inutilis¶ e excessif.
2.4 VaR et capital ¶ economique.
Supposons que la loi conditionnelle de ¼t+1 µ a la date t soit celle de
¹t+¾t U ¾t > 0; oµ u U est une variable al¶ eatoire de moyenne nulle, de variance
1 et de fonction de r¶ epartition F; ¹t est alors l'esp¶ erance conditionnelle de
¼t+1;¾t son ¶ ecart type conditionnel et on a :
Pt[¹t + ¾t U < V aRt(®)] = 1 ¡ ®
ou Pt[U <
V aRt(®) ¡ ¹t
¾t
] = 1 ¡ ®
ou F
·
V aRt(®) ¡ ¹t
¾t
¸
= 1 ¡ ®
ou V aRt(®) = ¹t + ¾tF ¡1(1 ¡ ®)
(4)
Donc V aRt(®) se d¶ ecompose en une "perte attendue" ¹t, c'est-µ a-dire la
moyenne conditionnelle des pertes et une perte "perte inattendue"
¾tF ¡1(1 ¡ ®), aussi appel¶ ee "capital ¶ economique". On voit ¶ egalement que
la mesure de risque constitu¶ ee par V aRt(®) est une combinaison lin¶ eaire de
8¹t et ¾t, le poids F ¡1(1 ¡ ®) a®ect¶ e µ a la volatilit¶ e conditionnelle ¾t ¶ etant
d'autant plus fort que le niveau de risque ® est petit et que la loi de fonction
de r¶ epartition F a une queue droite ¶ epaisse.
3 MODELE M1 : agr¶ egation, diversi¯cation,
contagion, corr¶ elations instantan¶ ees
3.1 D¶ e¯nition
Supposons qu'il y ait n sources de risque indic¶ ees par i = 1;:::;n: On
note ¼i;t+1 la perte engendr¶ ee par la source i entre t et t + 1, on note ¦t+1





Pour appr¶ ehender les problµ emes d'agr¶ egation et les ph¶ enomµ enes de diver-
si¯cation, contagion, dus aux corr¶ elations instantan¶ ees entre les pertes ¼i;t+1
on introduit la maquette simple suivante :
¼i;t+1 = ai + biFt+1 + ui;t+1;i = 1;:::;n (5)
On suppose que les Ft+1 sont inobservables, ind¶ ependants entre eux, de
loi N(0;1), loi normale centr¶ ee r¶ eduite, que les ui;t+1 sont inobservables, de
loi N(0;¾2
i) ind¶ ependants entre eux et des Ft+1, et que les ai;bi sont des
paramµ etres. Ft+1 s'interprµ ete donc comme un facteur de risque commun
tandis que les ui;t+1 sont des risques idiosyncratiques.
Les pertes ¼i;t+1 sont normales de moyenne ai et de variance b2
i + ¾2
i.
En outre deux pertes de la m^ eme p¶ eriode ¼i;t+1 et ¼j;t+1 ont une covariance







de dates di®¶ erentes sont ici suppos¶ ees ind¶ ependantes.
Les paramµ etres ai sont donc des paramµ etres de niveaux moyens des pertes,
les bi sont des paramµ etres de sensibilit¶ e au facteur de risque commun Ft+1 et
les ¾2
i sont les variances des risques idiosyncratiques.
La covariance entre ¼i;t+1 et Ft+1 est bi et la corr¶ elation est bi=(b2
i +¾2
i)1=2.
La perte globale ¼t+1 est de loi normale N[e0a;(e0b)2 + e0¾2], en notant e
le vecteur de taille n dont les composantes valent 1, et ¾2 le vecteur dont les
9composantes sont les ¾2




La V aRt(®) est donc en appliquant (4) :






¡1(1 ¡ ®) (6)
© ¶ etant la fonction de r¶ epartition de loi N(0;1).
c d¶ epend de la structure des covariances bi entre ¼i;t+1 et Ft+1. Plus c2 ou
jcj est grand plus V aRt(®) est grande : c2 peut ^ etre vu comme une mesure
de contagion. En particulier si c = 0; c'est-µ a-dire si la somme des sensibilit¶ es
ou des covariances bi entre les ¼i;t+1 et Ft+1 est nulle, le champ de risques est
immunis¶ e contre le facteur de risque commun. C'est ¶ evidemment le cas si
tous les bi sont nuls, c'est-µ a-dire si les ¼i;t+1;i = 1;:::;n; sont ind¶ ependants
Notons que les V aRit(®) associ¶ ees µ a chaque risque sont ¶ egales µ a :






¡1(1 ¡ ®) (7)
et leur somme est :
n X
i=1










¡1(1 ¡ ®) (8)
Comparant (6) et (8) on v¶ eri¯e que cette somme est toujours sup¶ erieure
ou ¶ egale µ a V aRt(®), l'¶ egalit¶ e n'ayant lieu que si ¾2
i = 0;8i et si tous les bi
sont de m^ eme signe (voir Annexe 2), c'est-µ a-dire si les ¼it sont des fonctions
lin¶ eaires toutes croissantes (ou d¶ ecroissantes) de Ft. Si on exclut ce cas limite,
il y a diversi¯cation partielle.
Notons aussi que si on supposait, µ a tort, que les ¼i;t+1 sont ind¶ ependants















¡1(1 ¡ ®) (9)
Comparant (6) et (9) on voit que cette V aRe
t(®) erron¶ ee peut sous-estimer






i, c'est-µ a-dire si la contagion est su±samment forte; dans ce cas
V aRe
t(®) sur-estime la diversi¯cation. La valeur V aRe














i; c'est le cas si les ¼it sont e®ectivement
ind¶ ependants, c'est-µ a-dire si les bi sont nuls sauf au plus un, mais c'est le cas
plus g¶ en¶ eralement si la somme des covariances §i<jbibj est nulle.
3.2 Risques homogµ enes.
Si le champ de sources de risque est homogµ ene, c'est-µ a-dire si ai = a0;bi =
b0;b0 > 0;¾2
i = ¾2
0 pour i = 1;:::;n, on a :







¡1(1 ¡ ®) (10)
Les V aRit associ¶ ees µ a chaque risque sont ¶ egales et valent :





















Si n tend vers l'in¯ni, V aRt(®) tend vers a0 + b0©¡1(1 ¡ ®), la partie
due µ a la perte non anticip¶ ee tend donc vers b0©¡1(1 ¡ ®); qui est non nulle
si b0 6= 0 ; il y a alors diversi¯cation partielle m^ eme asymptotiquement car
l'e®et du risque commun Ft ne peut pas ^ etre diversi¯¶ e. Si b0 = 0, les ¼i;t+1
sont ind¶ ependants de m^ eme loi, V aRt(®) tend vers a0, lorsque n tend vers
l'in¯ni, la partie non anticip¶ ee est nulle, et il y a diversi¯cation totale asymp-
totiquement.
3.3 Reconstitution du facteur de risque commun
Il peut ^ etre int¶ eressant de reconstituer aux mieux le facteur de risque
commun Ft au vu des observations des vecteurs de pertes ¦t;:::;¦1. Dans le
modµ ele statique M1 consid¶ er¶ e dans ce paragraphe l'approximation optimale
11^ Ft de Ft ne d¶ epend que du vecteur ¦t de la m^ eme date; plus pr¶ ecis¶ ement on
a (voir annexe 4) :



















(§ ¶ etant la matrice diagonale de termes diagonaux ¾2
i).
La contribution de ¼it µ a ^ Ft est positive si ¼it¡ai et bi sont de m^ eme signe
et n¶ egative sinon; elle est d'autant plus forte, en valeur absolue, que jbij et
j¼it ¡ aij sont grands et que ¾2
i est petit.
L'esp¶ erance math¶ ematique de ^ Ft est nulle comme celle de Ft et la variance
de l'erreur Ft ¡ ^ Ft est :

















Il faut noter que le signe de Ft n'a pas de sens (car on peut toujours
remplacer Ft par ¡Ft et b par ¡b) de m^ eme que son amplitude, li¶ ee µ a la
valeur arbitraire 1 de sa variance; en revanche ses valeurs relatives µ a deux
dates sont interpr¶ etables. Par exemple si
^ Ft
^ Ft¡1
est positif et grand, cela
signi¯e que le facteur de risque commun a eu un impact de m^ eme sens aux
deux dates t et t ¡ 1 pour chacune des pertes individuelles, que cet impact
est beaucoup plus fort en t qu'en t¡1 et que le sens de cet impact sur ¼it et
¼i;t¡1 est positif si bi est positif, n¶ egatif sinon.
3.4 Un exemple
On considµ ere les valeurs num¶ eriques t = 1;:::;100, ai = ¡0:2;¾2
i = 18i,
® = 1%: Les bi sont ¶ egaux µ a 1 ou -1 et on a n1 valeurs ¶ egales µ a 1 ou donc
n ¡ n1 valeurs ¶ egales µ a -1.
12La mesure de contagion est c2 = (2n1¡n)2. La V aRe
t erron¶ ee calcul¶ ee sous




















: Si on prend





i et on a
V aRe
t < V aRt : l'indice de contagion est su±samment ¶ elev¶ e pour entrainer
une V aRe
t inf¶ erieure µ a V aRt.
La ¯gure 1 montre une trajectoire simul¶ ee du facteur de risque commun
et sa reconstitution par (11).





vaut 1, la variance de l'erreur de pr¶ evision donn¶ ee par (12) vaut 1=17 '
0:059 et l'¶ ecart type de l'erreur vaut 0:24
La ¯gure 2 montre une trajectoire de la perte totale ¼t;t = 1;:::;100, la
V aRt, la V aRe
t erron¶ ee, calcul¶ ee sous l'hypothµ ese d'ind¶ ependance instantan¶ ee
des sources de risque et la perte globale attendue. La di®¶ erence entre V aRt
et la perte attendue fournit le capital ¶ economique. On constate que la valeur
de ¼t d¶ epasse une fois V aRt, ce qui est conforme µ a la valeur du niveau de
risque ® = 1%: En revanche ¼t d¶ epasse V aRe
t sept fois, car, comme on l'a
vu, V aRe
t est trop faible.
La somme de toutes les pertes sur la p¶ eriode est ¡225 (le gain est donc de
225) la somme des pertes d¶ epassant V aRt est 1,2 soit environ 0;5% des gains,
alors que la somme des pertes d¶ epassant V aRe
t est 26 soit environ 11;5% des
gains. On voit, dans cet exemple, que la non prise en compte des corr¶ elations
instantan¶ ees des sources de risque a des cons¶ equences importantes.
134 MODELE M2: corr¶ elation temporelle, con-
ditionnement par l'information pr¶ esente, ¶ evolution
des corr¶ elations instantan¶ ees.
Dans le modµ ele M1 toutes les variables al¶ eatoires sont ind¶ ependantes d'une
p¶ eriode µ a une autre : le modµ ele est statique. Dans le modµ ele M2 on introduit
de la dynamique dans le comportement du facteur de risque commun Ft:
4.1 Dynamique du facteur de risque commun.
On suppose que le processus inobservable Ft est autor¶ egressif d'ordre 1;(AR(1))
de variance marginale 1 :
Ft+1 = ½Ft + (1 ¡ ½
2)
1=2"t+1 (13)
oµ u les "t sont ind¶ ependants entre eux, ind¶ ependants des ui;t et de loi N(0;1),
et ½ est un paramµ etre v¶ eri¯ant j½j < 1.
Dans ce modµ ele la corr¶ elation entre Ft+1 et Ft est ½, la meilleure pr¶ evision
de Ft+1 en t, si Ft ¶ etait observable, serait ½Ft et la variance conditionnelle
de l'erreur de pr¶ evision serait 1 ¡ ½2. Il faut noter que, si ½2 proche de 1,
cette variance conditionnelle est beaucoup plus faible que la variance non
conditionnelle (ou marginale) qui vaut 1 : autrement dit la connaissance de
Ft apporte une grande information sur Ft+1, contrairement µ a ce qui se passait
dans le modµ ele M1. Le modµ ele M1 est embo^ ³t¶ e dans M2 puisqu'il est obtenu
en mettant le paramµ etre de corr¶ elation ½, µ a z¶ ero.
4.2 Dynamique du vecteur des pertes et calcul de V aRt.
La dynamique de Ft engendre une dynamique du vecteur ¦t des pertes ¼it
qui satisfont toujours les m^ emes equations que dans M1 :
¼i;t+1 = ai + biFt+1 + ui;t+1
ou, vectoriellement :
¦t+1 = a + bFt+1 + ut+1 (14)
14et on a : E(¦t+1) = a;V (¦t+1) = § + bb0;cov(¦t+1;¦t) = ½bb0;§ ¶ etant la
matrice diagonale de termes diagonaux ¾2
i.
L'information disponible µ a la date t est constitu¶ ee de (¦t;¦t¡1;:::;¦1),
not¶ ee ¦t, et la loi conditionnelle pertinente pour le calcul de V aRt est la loi




0¦t+1 (e ¶ etant le
vecteur de taille n dont les composantes valent 1).
La loi conditionnelle de ¦t+1 sachant ¦t est la loi normale :




oµ u ^ Ft+1=t = E(Ft+1=¦t) (esp¶ erance conditionnelle de Ft+1 sachant ¦t) et oµ u
!2
t+1=t = V (Ft+1=¦t) (variance conditionnelle de Ft+1 sachant ¦t.
Les quantit¶ es ^ Ft+1=t et !2
t+1=t peuvent ^ etre calcul¶ ees r¶ ecursivement en
utilisant le ¯ltre de Kalman (voir Gourieroux-Monfort, 1995, chapitre 15) :
8
> > > > > > > > > > > > > <
> > > > > > > > > > > > > :
i) ^ Ft=t = ^ Ft=t¡1 + b0(!
¡2
t=t¡1§ + +bb0)¡1 + (¦t ¡ a ¡ b ^ Ft=t¡1)








t=t + 1 ¡ ½2
^ F1=0 = 0;!2
1=0 = 1
(16)
Les quantit¶ es ^ Ft=t et !2
t=t intervenant dans (16) sont :




t=t = V (Ft=¦
t) (17)
appel¶ ees respectivement "¯ltrage" de Ft et variance de l'erreur de ¯ltrage.
^ Ft=t est la meilleure approximation de Ft connaissant ¦t, tandis que ^ Ft=t¡1
meilleure approximation de Ft connaissant ¦t¡1, c'est-µ a-dire la pr¶ evision op-
timale de Ft en t ¡ 1.
15Dans le cas du modµ ele M1, on a ½ = 0 et ^ Ft+1=t = 0;!2
t+1=t = 1, et d'aprµ es
16 i)




on retrouve l'¶ equation (11).
Dans le cas g¶ en¶ eral, la loi de ¦t+1 sachant ¦t, donn¶ ee par (15), montre que
la loi pertinente pour calculer V aRt d¶ epend des valeurs pr¶ esentes et pass¶ ees
de ¼t. Les ¶ equations (16) impliquent que la moyenne conditionnelle d¶ epend
lin¶ eairement des observations pass¶ ees des pertes, tandis que la matrice de
variance-covariance conditionnelle §+!2
t+1=tbb0 ¶ evolue dans le temps de fa» con
ind¶ ependante des observations et converge rapidement vers une limite.
La loi de ¼t+1 = e0¦t+1 sachant ¦t est la loi normale :
N[e0a + e0b ^ Ft+1=t;!2
t+1=t(e0b)2 + e0¾2]
avec : ¾2 = (¾2
1;:::;¾2
n)0 (18)
ou en utilisant la notation c = e0b;
N[e






On voit en particulier que la mesure de contagion c2 a un impact sur
l'¶ evolution temporelle de la variance conditionnelle des pertes globales.
Le calcul de V aRt d¶ ecoule de (4) et on a :
V aRt = e







¡1(1 ¡ ®) (20)
4.3 Calculs erron¶ es de la VaR
Si on ne tient pas compte des e®ets de corr¶ elation instantan¶ ee ou de
corr¶ elation temporelle on est amen¶ e µ a proposer des valeurs erron¶ ees de la
VaR.
Ainsi si on oublie la corr¶ elation temporelle, c'est-µ a-dire si on suppose µ a
tort que ½ = 0, on se place dans le cas oµ u les ¼t+1 sont ind¶ ependants, gaussiens









¡1(1 ¡ ®) (21)
16Si on oublie en outre la corr¶ elation instantan¶ ee c'est-µ a-dire si on suppose,
µ a tort, que les ¼it;i = 1;:::;n sont ind¶ ependants, de lois N(ai;b2
i + ¾2
i), on










¡1(1 ¡ ®) (22)
avec b2 = (b2
1;:::;b2
n)0
Ces valeurs de VaR erron¶ ees sont constantes dans le temps, contrairement
µ a V aRt, et peuvent ^ etre trµ es di®¶ erentes de V aRt, comme le montre l'exemple
suivant.
4.4 Exemple
On prend les m^ emes valeurs num¶ eriques que dans 3.4 pour tous les paramµ etres
autre que ½ et on prend ½ = 0:8. La ¯gure 3 montre une simulation du facteur
de risque commun Ft ainsi que son ¯ltrage ^ Ft=t et sa pr¶ evision ^ Ft=t¡1. Con-
form¶ ement µ a la th¶ eorie le ¯ltrage ^ Ft=t fournit une meilleure approximation de
Ft que la pr¶ evision ^ Ft=t¡1, en particulier dans les p¶ eriodes de retournement.
La ¯gure 4 montre la simulation correspondante de la perte globale ¼t
ainsi, que sa pr¶ evision en t¡1, µ a savoir e0a+e0b ^ Ft=t¡1, lµ a encore les pr¶ evisions
les moins bonnes correspondent aux p¶ eriodes de retournement.
La ¯gure 5 montre µ a nouveau la simulation de la perte globale, la V aRt
exacte, les V aR
(1)
t et V aR
(2)
t erron¶ ees et la perte attendue.
Dans cet exemple ¼t d¶ epasse une fois (sur cent) V aRt, ce qui est en





t est trµ es souvent trop grande (dans les p¶ eriodes 20-30, ou 75-100), ce
qui implique un fort capital inutilis¶ e. En¯n ¼t d¶ epasse treize fois V aR
(2)
t ,
qui est manifestement beaucoup trop faible. L'interpr¶ etation intuitive de ces
r¶ esultats est simple. La V aR
(1)
t est trµ es souvent trop grande car l'oubli de
la corr¶ elation temporelle revient µ a remplacer la variance conditionnelle de
Ft, µ a savoir 1 ¡ ½2, par sa variable non conditionnelle, µ a savoir 1, et donc µ a
majorer la V aR. Il faut noter cependant que cette surestimation moyenne
n'¶ evite pas un d¶ epassement de V aR
(1)
t , comme pour la V aRt correcte. La
V aR
(2)
t avec oubli de la corr¶ elation temporelle et de la corr¶ elation instantan¶ ee
subit deux in°uences oppos¶ ees : le premier oubli, comme on vient de le voir,
sur-estime la VaR, tandis que le deuxiµ eme la sous-estime, avec les valeurs
17num¶ eriques retenues, comme cela a ¶ et¶ e constat¶ e en 3.4. Cette deuxiµ eme
in°uence l'emporte nettement dans cet exemple.
On sait d'ailleurs d'aprµ es 2.3 que pour chaque date t;V aRt r¶ ealise le
minimum en zt de
Et[(1 ¡ ®)(¼t+1 ¡ zt)
+ ¡ ®(zt ¡ ¼t+1)
+]






Cette in¶ egalit¶ e est aussi vraie en rempla» cant l'esp¶ erance conditionnelle par
l'esp¶ erance, ce qui veut dire que la moyenne empirique de la somme entre
crochet est forcement positive quand elle est prise sur un nombre de dates
su±samment grand.
Ce r¶ esultat signi¯e que la somme pond¶ er¶ ee des valeurs absolues des ¶ ecarts






lorsqu'on prend zt = V aRt.
5 MODELE M3 : segmentation de la volatilit¶ e,
h¶ et¶ erosc¶ edasticit¶ e conditionnelle, persistence
des chocs de volatilit¶ e
Dans le modµ ele M2, le facteur de risque commun Ft, qui pilote la dynamique
de ¦t, a une variance conditionnelle au pass¶ e constante, et ¶ egale µ a 1 ¡ ½2; le
processus Ft est conditionnellement homosc¶ edastique. Une hypothµ ese plus
r¶ ealiste consiste µ a introduire une dynamique avec une variance conditionnelle
au pass¶ e non constante, c'est-µ a-dire µ a introduire de l'h¶ et¶ erosc¶ edasticit¶ e con-
ditionnelle, pour prendre en compte les e®ets de segmentation de la volatilit¶ e.
5.1 Mod¶ elisation AR(1) - ARCH (1) du facteur de
risque commun.
Dans le modµ ele M3 on suppose la dynamique suivante pour Ft :









t; 0 < ° < 1 (23)
oµ u les "t sont ind¶ ependants et de loi N(0;1).
La variance conditionnelle du bruit ´t+1 = st+1"t+1 sachant son pass¶ e est
donc 1¡°+°´2
t, c'est un processus ARCH(1) de variance non conditionnelle
1.
Le modµ ele M2 est obtenu en faisant ° = 0 il est donc embo^ ³t¶ e dans M3.
On voit qu'une valeur ¶ elev¶ ee de ´t, en valeur absolue, et donc de ´2
t; entra^ ³ne
une valeur ¶ elev¶ ee de la variance de ´t+1 et donc une grande probabilit¶ e de
valeur ¶ elev¶ ee de j´t+1j : c'est le ph¶ enomµ ene de segmentation de la volatilit¶ e,
qui sera d'autant plus marqu¶ e que ° est proche de 1; ° s'interprµ ete donc
comme un paramµ etre de segmentation de la volatilit¶ e.
De m^ eme la loi conditionnelle de Ft+1 sachant son pass¶ e est :
Nf½Ft;(1 ¡ ½
2)(1 ¡ °) + °(Ft ¡ ½Ft¡1)
2g (24)
les valeurs pr¶ esentes et pass¶ ees de Ft ont un impact non seulement sur
l'esp¶ erance conditionnelle de Ft+1 mais aussi sur sa variance conditionnelle.
Le vecteur des pertes ¦t+1 est toujours donn¶ e par :
¦t+1 = a + bFt+1 + ut+1
oµ u les ut sont ind¶ ependants entre eux, ind¶ ependants des "t et de loi N(0;§),
§ matrice diagonale de terme diagonaux ¾2
i.
Dans ce modµ ele on a toujours les propri¶ et¶ es de M2 :
E(Ft+1) = 0;V (Ft+1) = 1
E(¦t+1) = a;V (¦t+1) = § + bb0
cov (¦t+1;¦t) = ½bb0
En revanche la loi conditionnelle de ¦t+1 sachant ¦t est modi¯¶ ee. Cette
loi n'est d'ailleurs plus gaussienne mais elle est peut ^ etre approxim¶ ee par une
loi gaussienne, du m^ eme type que dans le modµ ele M2 :




mais avec un calcul r¶ ecursif de ^ Ft+1=t et !2
t+1=t di®¶ erent. Il est donn¶ e par le

















Le calcul de V aRt peut de la m^ eme fa» con ^ etre approxim¶ e par (20).
On peut ¶ egalement calculer des V aR de fa» con erron¶ ee. La V aR
(3)
t est
calcul¶ ee en ignorant la segmentation de la volatilit¶ e, c'est-µ a-dire en met-
tant ° = 0 et en utilisant le ¯ltre de Kalman (16). On peut aussi calculer
V aR
(1)
t en ignorant la segmentation de la volatilit¶ e et la corr¶ elation tem-
porelle et V aR
(2)
t et ignorant la segmentation de volatilit¶ e et les deux types
de corr¶ elation.
5.2 Exemple
On prend les m^ emes valeurs des paramµ etres qu'en 4.4 et ° = 0:8. La ¯gure
6 montre le facteur de risque commun, son ¯ltrage et sa pr¶ evision; on constate
µ a nouveau des problµ emes de pr¶ evision lors des retournements mais aussi lors
des p¶ eriodes de haute volatilit¶ e. La ¯gure 7 con¯rme ses constatations pour
la perte globale. La ¯gure 8 montre que ¼t d¶ epasse V aRt une fois (sur cent).
V aR
(3)
t oscille autour de la V aRt correcte : elle peut ^ etre trop faible ou
trop forte selon les p¶ eriodes, ce qui est coh¶ erent avec le fait que la variance
conditionnelle de Ft+1, µ a savoir (1 ¡ ½2)s2
t+1; a pour esp¶ erance (1 ¡ ½2); qui
est la variance obtenue en prenant ° = 0. V aR
(1)
t est d¶ epass¶ ee une fois mais
est syst¶ ematiquement trop grande tandis que V aR
(2)
t est d¶ epass¶ ee sept fois.
On retrouve des r¶ esultats analogues µ a ceux de la section 4.4.
6 EXTENSIONS ET CONCLUSION
Les modµ eles M1, M2, M3 pourraient ^ etre g¶ en¶ eralis¶ es dans de nombreuses di-
rections tout en conservant la m^ eme facilit¶ e de traitement gr^ ace µ a la °exibilit¶ e
20du ¯ltre de Kalman et du ¯ltre de Kalman ¶ etendu :
² introduction de variables exogµ enes
² introduction de plusieurs retards dans la dynamique des facteurs.
² introduction d'e®ets asym¶ etriques des chocs de volatilit¶ e
² prise en compte de V aRt µ a des horizons sup¶ erieurs µ a 1
D'autres d¶ eveloppements pourraient ^ etre introduits µ a condition d'utiliser
des techniques plus avanc¶ ees comme l'inf¶ erence indirecte, le maximum de
vraisemblance simul¶ e ou les algorithmes MCMC; avec ces techniques on pour-
rait par exemple s'a®ranchir de la normalit¶ e conditionnelle en introduisant
des m¶ elanges de lois normales et en utilisant les techniques de traitement des
variables cach¶ ees discrµ etes.
Mais les maquettes M1, M2, M3 pourraient d¶ ejµ a constituer les outils
de base d'une harmonisation des m¶ ethodes de calcul de la VaR. Une telle
harmonisation pourrait d¶ eboucher sur des normes structur¶ ees, susceptibles
de s'adapter µ a divers contextes, permettant une meilleure ¶ evaluation des
risques et donnant des possibilit¶ es de comparaison des comportements de
diverses entit¶ es µ a un instant donn¶ e ou µ a des p¶ eriodes di®¶ erentes.
21ANNEXE 1
On a :
lt+1 = (1 ¡ ®)(¼t+1 ¡ zt)1 l¼t+1¸zt + ®(zt ¡ ¼t+1)1 l¼t+1<zt
@Etlt+1
zt
= ¡(1 ¡ ®)Pt(¼t+1 ¸ zt) + ®Pt(¼t+1 < zt)
= ¡(1 ¡ ®)[1 ¡ Pt(¼t+1 < zt)] + ®Pt(¼t+1 < zt)
= ¡(1 ¡ ®) + Pt(¼t+1 < zt)
Donc la nullit¶ e de la d¶ eriv¶ ee implique :
zt = V aRt(®):
ANNEXE 2













































































d'oµ u le r¶ esultat.
22ANNEXE 3
V aRt(®) ¡ V aRe
t(®) est du signe de































On en d¶ eduit :
















De m^ eme :
23V (Ft ¡ ^ Ft) = V (Ft) ¡ V ( ^ Ft)
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