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摘　要　　为了提高声音活动检测的鲁棒性 ,提出了一种基于 GMM模型的声音活动检测方法。 此方法在频谱特征空间中建立背














动检测技术 VAD(voiceactivitydetection)受到广泛的关注 [ 1]。
VAD技术经过多年发展 , 已经有很多成熟的算法投入到实际应
用中 , 常用的算法有短时能量检测 [ 2] 、过零率检测 [ 3]和高阶统
计分析 [ 4]等 , 近几年又发展出一些新的方法 , 如自适应能量检
测 [ 5] 、相关性检测 [ 6] 、概率检测 [ 7]和基于 HMM模型检测 [ 8]等。
传统的基于短时能量方法虽然在高信噪比的环境下具有良好的
效果 , 且具有计算复杂度低 、容易实现的优点 , 但是在低信噪比
的环境下效果并不理想。如何设计一种在噪音环境中具有良好
性能的 VAD方法是当前的一个研究热点 [ 9] 。
VAD的目的在于区分语音和环境噪音 , 之所以可以区分是
因为它们具有各自不同的特征 , 如能量 、自相关系数等。因此 ,
如果能够建立模型来描述语音和环境噪音在特征空间中的分
布 , 那么就可以用模型匹配的方法将它们区分开来。基于这样
的一种思想 , 本文提出了一种在噪音环境中的 VAD方法———基
于 GMM模型的声音活动检测方法。该方法假设语音和背景噪
音在特定的特征空间中符合高斯混合分布 , 在特征空间中分别




高斯混合分布 , 其 GMM模型分别为 H0和 H1 ,被测的输入信号
帧为 D维 的特征矢 量 Xt, 问 题就是 求解 P H0 Xt 与
P H1 Xt 的大小关系 ,根据贝叶斯法则:
P H0 Xt =P XtH0 P H0 /P Xt (1)
P H1 Xt =P XtH1 P H1 /P Xt
(2)
其中 , P H0 表示背景噪音出现的先验概率 , P H1 表示语音
出现的先验概率。由于分母相同 , 故公式(1)、(2)可简化为:
P Η0 Xt∝P XtH0 P H0 (3)
P Η1 Xt∝P XtH1 P H1 (4)






其中 , Wi(i=1, 2, … , M)为混合权值 , 相当于第 i个高斯分量
出现的概率 , 满足 ∑
M
i=1
Wi=1。λi(μi, ΢i)表示 GMM模型的第 i
个高斯分量 , μi为均值矢量 , ΢i为协方差矩阵。由于背景噪音
可以认为是平稳的 , 所以 ,背景噪音的模型 H0采用单高斯概率










































频谱特征 [ 10]为例:元音的低频(0.1kHz～ 0.4kHz)和中频(0.64
kHz～ 2.8kHz)能量较高;浊辅音的低频能量较高 , 中频能量较
低;清辅音的高频(3.5kHz以上)能量较高。而噪音相对稳定 ,
其频谱分布比较均匀 。以下面的一段含噪语音的语谱图为例。
图 1显示语音在频谱上的分布是不均匀的 , 背景噪音的频
谱分布是比较均匀的 。受此启发 ,我们选择以频谱为特征空间。
图 1　含噪语音的语谱图




矢量中我们加入了频谱均方差 ,由此 ,我们构作的 4维的特征矢
量包含如下分量:低频能量 ,中频能量 , 高频能量 , 频谱均方差 ,
记作 F[ L, M, H, ΢] 。三个频带能量的提取可以采用三角滤波




一般认为 , 录音信号段开始的 200ms是没有语音的 , 所以可



















其中 N表示初始 200ms的特征矢量个数 , k表示特征矢量的第
k维。
3.2　无噪语音模型
无噪语音模型可以从无噪语音中获得 , 先采用 K-Means聚
类算法从一定量的无噪语音中得到 GMM模型初始值 , 然后再
采用 EM算法调整 GMM模型的参数 , 得到的每个高斯分量为
λ
i μi, ΢i ,相应的混合权重为 Wi。
3.3　含噪语音模型
在实际运用中 , 由于噪音的存在 ,被测的输入信号是夹杂了
噪音的语音 ,所以 ,应该把上面的无噪语音模型和噪音模型进行









根据公式(3)、(4),在计算 P(H0 Xt)与 P(H1  Xt)时 , 首
先应知道噪音和语音的先验概率 P(H0)和 P(H1), 由于语音
信号具有前后连续性的特点 , 假设当前输入帧 Xt是语音或噪音
的先验概率只和前帧有关 , 令前帧 Xt-1是语音的概率是 P1(t-1) ,
那么 , 当前帧是语音的先验概率 P(H1(t))≈ P1(t-1) , 同理 ,
P(H0(t))≈P0(t-1) , 则:
P H0 Xt≈ PXtH0 P0(t-1) (12)






P0(t) =P(H0 X)/[ P(H0 X)+P(H1 X)] (14)
P1(t) =P H1 X /[ P H0 X+P H1 X] (15)
这里 , P0(t)和 P1(t)满足 P0(t)+P1(t) =1。
假设平滑系数 a, 经平滑处理后的概率计算公式如下:








根据实验观察 , a的数值不宜取得太大 ,否则会出现语音起
点和落点判断滞后的问题 , 一般取值为 0.3 <a<0.5效果比较
理想。
在经过平滑处理后 , 则可根据 P
1(t)
的值来判定这帧信号是
语音还是噪音:当 P1(t) >θ时 ,判定为语音;否则 ,判定为噪音 ,
其中 θ为判定阈值 ,一般取值为 0.5。
3.5　模型参数的自适应更新

































到基于 GMM模型的声音活动检测方法的流程图 ,如图 3所示。
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图 3　基于 GMM模型的活动音检测方法流程图
我们按照图 3的流程 , 采用 4维特征矢量 F[ L, M, H, ΢] 、8
高斯分量的 GMM模型对语音进行建模 , 模型参数更新速率系
数 β =0.1 ,平滑系数a=0.4 ,判定阈值 θ=0.5。下面示例中
的语音数据来源于男性口音 , 采用 8kHz采样 , 16Bit量化 , 帧长
为 20ms, 帧移为 10ms, 采样后的语音数据与白噪音混合。 下图
是信噪比为 6db的测试数据的波形及检测结果。
图 4中的方框是采用本文所述方法检测出来的语音 , 图 5





我们采用美式英语语料库 TIMIT[ 11]进行测试。 TIMIT的测
试语料集共有 3696个录音句子 , 由 462个说话人每人 8句构
成 , 采用 16kHz采样 , 16Bit量化。我们通过把原始语音数据与
不同电平的白噪音混合得到不同信噪比的测试数据。
在实验中我们共采用了三种方法进行对比 ,分别是:短时能
量 , 短时过零率 ,和本文提出的基于 GMM模型的声音活动检测
方法。在本文方法的实验中 , 仍然采用 4维特征矢量 F[ L, M,
H, ΢] 、8高斯分量的 GMM模型 , 模型参数更新速率系数 β =0.
1 ,平滑系数 a=0.4 , 判定阀值 θ=0.5 , 帧长为 20ms,帧移为
10ms。实验在不同信噪比测试数据下测试 , 实验结果通过与手
工切分的语音端点进行比较得出最终的准确率。

















短时能量 98% 91% 79% 66%
过零率 98% 92% 81% 68%
GMM 98% 95% 86% 76%
　　表 1显示:在不同信噪比的测试数据下 , 基于 GMM的声音
活动检测方法比基于短时能量和过零率方法具有更高的准确
率;此外 ,随着信噪比的下降 , 短时能量和过零率方法的准确率










性 ,语音与噪音的特征空间选择并不局限于频谱 , 因此 , 我们也
将尝试寻找其它的特征空间。
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台是 CUP为奔腾 2.8GHZ, 内存为 512M的安装有 matlab和 VC
6.0的计算机。下面是采用该方法检测阴影的实验数据及
结果。
图 3为阳光强度中等的室外行人 , 图 5为强阳光下公路上
的行车 , 四个目标样本都在地面上产生了阴影。先用高斯背景
估计估计背景 , 用背景差检测运动目标区域 , 包括人体区域和阴
影区域。然后统计每个目标区域的像素亮度下降比率直方图及
累积亮度下降比率直方图。根据公式(9-12)计算伽玛分布的





图 4　室外行人的阴影检测结果 , 1是原始视
频 , 2是高斯估计的背景 , 3是检测的带有阴
影的目标, 4、 5分别是 Gauss分布模型和伽玛





















型参数比较稳定 , 可以鲁棒地检测出阴影区域 ,同时可以较好地
保持目标原有的特征。
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