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APPROXIMATION PROPERTIES OF UNIVALENT MAPPINGS ON THE
UNIT BALL IN Cn
HIDETAKA HAMADA, MIHAI IANCU, GABRIELA KOHR AND SEBASTIAN SCHLEISSINGER
ABSTRACT. Let n≥ 2. In this paper, we obtain approximation properties of various fam-
ilies of normalized univalent mappings f on the Euclidean unit ball Bn in Cn by automor-
phisms of Cn whose restrictions to Bn have the same geometric property of f . First, we
obtain approximation properties of spirallike, convex and g-starlike mappings f on Bn by
automorphisms of Cn whose restrictions to Bn have the same geometric property of f , re-
spectively. Next, for a nonresonant operatorA with m(A)> 0, we obtain an approximation
property of mappings which have A-parametric representation by automorphisms of Cn
whose restrictions to Bn have A-parametric representation. Certain questions will be also
mentioned. Finally, we obtain an approximation property by automorphisms of Cn for a
subset of S0In(B
n) consisting of mappings f which satisfy the condition ‖D f (z)− In‖< 1,
z ∈ Bn. Related results will be also obtained.
Primary 32H02; Secondary 30C45
Keywords: Automorphism, convex mapping, Loewner differential equation, paramet-
ric representation, spirallike mapping, starlike mapping
1. INTRODUCTION
In this paper we continue the work related to embedding univalent mappings in Loewner
chains on the unit ball Bn in Cn (see [3], [12], [13], [14], [20], [32]). If f is a biholo-
morphic mapping on Bn such that f (Bn) is Runge, then f can be approximated locally
uniformly on Bn by automorphisms of Cn by [1, Theorem 2.1], for all n ≥ 2. Then a
natural question arises as follows: Is it possible to approximate f by automorphisms of
Cn whose restrictions to Bn have the same geometric property of f ?
In this paper, we obtain approximation properties of various families of normalized
univalent mappings f on Bn by automorphisms of Cn whose restrictions to Bn have the
same geometric property of f , for all n ≥ 2. Indeed, in view of a recent result of Hamada
[18], which yields that any spirallike domain in Cn with respect to an operator A ∈ L(Cn),
such that m(A) > 0, is Runge, we prove that, if n ≥ 2, then every spirallike mapping
with respect to A may be approximated locally uniformly on Bn by automorphisms of
Cn whose restrictions to Bn are spirallike with respect to A. In particular, any starlike
mapping on Bn may be approximated locally uniformly on Bn by automorphisms of Cn
whose restrictions to Bn are starlike, for all n ≥ 2. Also, we prove that, if n ≥ 2, then
any convex (univalent) mapping on Bn may be approximated locally uniformly on Bn
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by automorphisms of Cn whose restrictions to Bn are convex. This result is in contrast
to the case of the unit polydisc in Cn, where a similar approximation property does not
hold. Similar properties also hold in the case of g-starlike mappings on Bn, where g is a
univalent function on the unit disc U such that g(0) = 1 and ℜg(ζ ) > 0, ζ ∈ U, n ≥ 2.
On the other hand, we also prove that in dimension n ≥ 2, the family of normalized
automorphisms of Cn whose restrictions to Bn have A-parametric representation is dense
in the family S0A(B
n), where A ∈ L(Cn) is a nonresonant operator such that m(A) > 0. A
similar property also holds in the case of the reachable family R˜T (idBn,NA) generated
by the Carathe´odory family NA, where T > 0. These results are generalizations of recent
results in [21] and [29]. However, the method that we use in this paper is different from
those used in the above works.
In the last part of this paper, we obtain an approximation property by automorphisms
of Cn (n≥ 2) for a subset of S0In(Bn) consisting of mappings f which satisfy the condition‖D f (z)− In‖< 1, z ∈ Bn. Related results will be also obtained.
The main results of this paper can be summarized as follows. The notations will be
explained in the next sections.
Theorem 1.1. Let A ∈ L(Cn) be such that m(A)> 0. Then
ŜA(B
n) = ŜA(Bn)∩A (Bn), ∀n ≥ 2.
In particular, S∗(Bn) = S∗(Bn)∩A (Bn), ∀n ≥ 2.
Theorem 1.2. If n ≥ 2, then K(Bn) = K(Bn)∩A (Bn).
Theorem 1.3. Let A ∈ L(Cn) be a nonresonant operator with m(A)> 0. If n ≥ 2, then
S0A(B
n) = S0A(B
n)∩A (Bn)
and
R˜T (idBn,NA) = R˜T (idBn,NA)∩A (Bn), ∀T ∈ (0,∞).
Theorem 1.4. If n ≥ 2, then
Q(Bn) = Q(Bn)∩A (Bn) and Q˜(Bn) = Q˜(Bn)∩A (Bn).
2. PRELIMINARIES
Let Cn be the space of n complex variables z = (z1, . . . ,zn) with the Euclidean inner
product 〈z,w〉 = ∑nj=1 z jw j and the Euclidean norm ‖z‖ = 〈z,z〉1/2. Also, let Bn be the
Euclidean unit ball in Cn and let B1 =U be the unit disc. Let L(Cn) be the space of linear
operators from Cn into Cn with the standard operator norm, and let In be the identity in
L(Cn).
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We denote by H(Bn) the family of holomorphic mappings from Bn into Cn with the
standard topology of locally uniform convergence. If f ∈H(Bn), we say that f is normal-
ized if f (0) = 0 and D f (0) = In. Let L S(B
n) be the subset of H(Bn) consisting of all
normalized locally biholomorphic mappings on Bn, and let S(Bn) be the subset of H(Bn)
consisting of all normalized univalent (biholomorphic) mappings on Bn. Also, let S∗(Bn)
be the subset of S(Bn) consisting of starlike mappings with respect to the origin, and let
K(Bn) be the family of normalized univalent mappings which are convex on Bn.
We use the following notations related to an operator A ∈ L(Cn) (cf. [26]):
m(A) = min{ℜ〈A(z),z〉 : ‖z‖= 1},
k(A) = max{ℜ〈A(z),z〉 : ‖z‖= 1},
|V (A)| = max{|〈A(z),z〉| : ‖z‖= 1},
k+(A) = max{ℜλ : λ ∈ σ(A)},
where σ(A) is the spectrum of A. Note that |V (A)| is the numerical radius of the operator A
and k+(A) is the upper exponential index (Lyapunov index) of A. The following relations
hold (see e.g. [12]):
m(A)≤ k+(A)≤ |V (A)| ≤ ‖A‖.
Also, it is known that ‖A‖ ≤ 2|V (A)| and k+(A) = limt→∞ log‖e
tA‖
t
(see e.g. [26]).
If A ∈ L(Cn) with m(A)> 0, then ([8, Lemma 2.1]; see also [12]):
(1) em(A)t ≤ ‖etAu‖ ≤ ek(A)t , t ≥ 0, ‖u‖= 1.
We consider the following notations (see [5]):
Aut(Cn) =
{
Φ : Cn → Cn : Φ is an automorphism of Cn},
A (Bn) =
{
Φ
∣∣
Bn
: Φ ∈ Aut(Cn)},
SR(B
n) =
{
f ∈ S(Bn) : f (Bn) is Runge}.
Let A ∈ L(Cn) be such that m(A)≥ 0. The following subsets of H(Bn) are generaliza-
tions to Cn of the Carathe´odory family on U (see e.g. [31]):
NA =
{
h ∈ H(Bn) : h(0) = 0, Dh(0) = A, ℜ〈h(z),z〉 ≥ 0, z ∈ Bn},
and let M = NIn . These families play basic roles in the study of Loewner chains and the
associated Loewner differential equations in higher dimensions (see [10], [12], [13], [17],
[18], [21], [23], [24], [28], [30], [31], [32]).
The following result will be useful in the next section. Note that the estimates (2) are
due to Pfaltzgraff [23] and Gurganus [16], while the growth result (3) was obtained in
[12] (see also [10]).
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Proposition 2.1. Let A∈ L(Cn) be such that m(A)≥ 0 and let h∈NA. Then the following
relations hold:
(2) m(A)‖z‖21−‖z‖
1+‖z‖ ≤ ℜ〈h(z),z〉 ≤ k(A)‖z‖
21+‖z‖
1−‖z‖ , z ∈ B
n,
and
(3) ‖h(z)‖ ≤ 4‖z‖
(1−‖z‖)2 |V (A)|, z ∈ B
n.
A direct consequence of (3) is the following compactness result of the family NA (see
[12]; cf. [10]).
Corollary 2.2. Let A∈ L(Cn) be such that m(A)≥ 0 and let h∈NA. Then NA is compact
subset of H(Bn).
Next, we recall the definition of spirallikeness with respect to a given operator A ∈
L(Cn) with m(A)> 0 (see [31]).
Definition 2.3. Let A ∈ L(Cn) be such that m(A)> 0. A mapping f ∈ S(Bn) is said to be
spirallike with respect to A (denoted by f ∈ ŜA(Bn)) if f (Bn) is a spirallike domain with
respect to A, i.e. e−tA f (Bn)⊆ f (Bn), for all t ≥ 0.
The following result due to Suffridge [31] (cf. [16]) provides a necessary and sufficient
condition of spirallikeness for locally biholomorphic mappings on Bn.
Proposition 2.4. Let A ∈ L(Cn) be such that m(A) > 0, and let f ∈ L S(Bn). Then
f ∈ ŜA(Bn) iff there exists h ∈NA such that D f (z)h(z) = A f (z), z ∈ Bn.
Hamada [18] proved the following property of spirallike mappings in Cn (see [22], in
the case A = In).
Proposition 2.5. Let A ∈ L(Cn) be such that m(A)> 0. Then ŜA(Bn)⊆ SR(Bn).
The following subset of S∗(Bn) will occur in a forthcoming section (see e.g. [19]).
Definition 2.6. Let g : U→ C be a univalent function with g(0) = 1 and ℜg(ζ ) > 0 for
ζ ∈ U. Also, let f ∈L S(Bn). We say that f is g-starlike (denoted by f ∈ S∗g(Bn)) if (see
[10])
1
‖z‖2 〈[D f (z)]
−1 f (z),z〉 ∈ g(U), z ∈ Bn \{0}.
Remark 2.7. (i) Clearly, if ℜg(ζ )> 0, ζ ∈ U, then S∗g(Bn)⊆ S∗(Bn), and if g(ζ ) = 1−ζ1+ζ ,
ζ ∈ U, then S∗g(Bn) = S∗(Bn).
(ii) Let α ∈ (0,1). If g(ζ ) = 1−ζ
1+(1−2α)ζ , ζ ∈ U, then the family S∗g(Bn) is the usual
family S∗α(Bn) of starlike mappings of order α , that is
S∗α(B
n) =
{
f ∈L S(Bn) :
∣∣∣ 1‖z‖2 〈[D f (z)]−1 f (z),z〉− 12α
∣∣∣< 1
2α
,z ∈ Bn \{0}
}
.
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It is known that K(Bn) ⊆ S∗
1/2(B
n) (see [10]). This inclusion relation provides a motiva-
tion for the study of the family S∗g(Bn).
(iii) Let α ∈ (0,1]. If g(ζ ) =
(
1−ζ
1+ζ
)α
, ζ ∈ U, then the family S∗g(Bn) is the family
SS∗α(Bn) of strongly starlike mappings of order α on Bn (see e.g. [15], [19]).
(iv) If g : U→ C is a univalent function such that g(0) = 1 and ℜg(ζ )> 0 for ζ ∈ U,
then the family S∗g(Bn) is compact, by [8, Theorem 2.17].
Definition 2.8. Let J ⊆ [0,∞) be an interval. A mapping h : Bn × J → Cn is called a
Carathe´odory mapping on J with values in NA if the following conditions hold:
(i) h(·, t) ∈NA, for all t ∈ J.
(ii) h(z, ·) is measurable on J, for all z ∈ Bn.
Let C (J,NA) be the family of Carathe´odory mappings on J with values in NA.
A mapping f ∈ C ([0,∞),NA) is also called a Herglotz vector field (cf. [6], [8]).
Next, we recall the notion of an A-normalized subordination chain onBn× [0,∞), where
A ∈ L(Cn) with m(A)> 0 (see [12]; cf. [23]).
Definition 2.9. Amapping f :Bn× [0,∞)→Cn is called a subordination chain if f (·, t)∈
H(Bn), f (0, t) = 0, for t ≥ 0, and for all t ≥ s ≥ 0 there is a holomorphic Schwarz map-
ping vs,t : B
n → Bn, called the transition mapping associated with f , such that f (z,s) =
f (vs,t(z), t) for z ∈ Bn.
A subordination chain f is said to be univalent if f (·, t) is a univalent mapping on Bn,
for all t ≥ 0.
A subordination chain f is said to be A-normalized if D f (0, t) = etA for t ≥ 0, where
A ∈ L(Cn) with m(A)> 0.
If f :Bn×[0,∞)→Cn is a univalent subordination chain, we denote the set⋃t≥0 f (Bn, t)
by R( f ), and we call it the Loewner range of f .
Definition 2.10. Let A ∈ L(Cn) be such that m(A)> 0. Also, let S1A(Bn) be the family of
all mappings f ∈ S(Bn) for which there is an A-normalized univalent subordination chain
L such that f = L(·,0) and R(L) =Cn. If A = In, the family S1In(Bn) is denoted by S1(Bn).
Definition 2.11. (cf. [6], [8]) Let A∈ L(Cn) be such that m(A)> 0 and let h∈C ([0,∞),NA).
Let f : Bn × [0,∞)→ Cn be such that f (·, t) ∈ H(Bn), f (0, t) = 0, for t ≥ 0, and f (z, ·)
is locally absolutely continuous on [0,∞) locally uniformly with respect to z ∈ Bn. If f
satisfies the Loewner differential equation
(4)
∂ f
∂ t
(z, t) = D f (z, t)h(z, t), z ∈ Bn, a.e. t ≥ 0,
then f is called a standard solution of (4) associated to h.
Remark 2.12. (see [3], [4], [33]; cf. [8], [15])
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(i) Let A ∈ L(Cn) be such that m(A) > 0. If f is an A-normalized univalent subordi-
nation chain, then there exists h ∈ C ([0,∞),NA) such that f is a standard solution of (4)
associated to h.
(ii) Conversely, let h ∈ C ([0,∞),NA). Then there exists an A-normalized univalent
subordination chain f : Bn× [0,∞)→Cn that is a standard solution of (4) associated to h.
Moreover, if g : Bn× [0,∞)→Cn is another standard solution of (4) associated to h, then
g is a subordination chain and there exists a holomorphic mapping Φ : R( f )→ Cn such
that g = Φ◦ f .
Proof. (i) By [33, Proposition 1.3.6], there exists h : Bn× [0,∞)→ Cn such that h(z, ·) is
measurable on [0,∞), h(0, t) = 0 and ℜ〈h(z, t),z〉 ≥ 0, for t ≥ 0, z ∈ Bn, and f satisfies
the Loewner differential equation (4) associated with h. The fact that Dh(0, t) = A, for
a.e. t ≥ 0, is obvious in view of (4).
(ii) The existence of an A-normalized univalent subordination chain f : Bn × [0,∞)→
Cn that is a standard solution of (4) associated to h, follows from [33, Theorem 1.6.11]
(see also [3],[32]). Now, let (vs,t)t≥s≥0 be the family of transition mappings associated to
f . We have that (vs,t)t≥s≥0 satisfies the initial value problem
(5)
∂
∂ t
vs,t(z) =−h(vs,t(z), t), a.e. t ≥ s, v(z,s,s) = z,
for all s ≥ 0 and z ∈ Bn (see [4, Theorem 5.2]; cf. [15, Corollary 8.1.10]). If g : Bn ×
[0,∞)→Cn is another standard solution of (4) associated to h, then g(vs,t(z), t) = g(z,s),
for z ∈ Bn, t ≥ s ≥ 0 (use (4) and (5); see the proofs of [4, Theorem 5.2], [15, Corollary
8.1.10]). Hence g is a subordination chain that admits (vs,t)t≥s≥0 as transition mappings.
In view of [33, Proposition 1.5.4] (see also [4, Theorem 4.7]), there is a holomorphic
mapping Φ : R( f )→ Cn such that g = Φ◦ f , as desired. 
Definition 2.13. (see [12]) Let A ∈ L(Cn) be such that m(A) > 0. Also, let f ∈ H(Bn)
be a normalized mapping. We say that f has A-parametric representation if there exists a
mapping h ∈ C ([0,∞),NA) such that
f = lim
t→∞e
tAv(·, t)
locally uniformly on Bn, where v(z, ·) is the unique locally absolutely continuous solution
on [0,∞) of the initial value problem
dv
dt
=−h(v, t), a.e. t ≥ 0, v(z,0) = z,
for all z ∈ Bn.
Let S0A(B
n) be the family of mappings which have A-parametric representation on Bn.
In the case A = In, let S
0(Bn) = S0In(B
n) be the family of mappings with the usual para-
metric representation on Bn.
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The following definition is related to resonances/nonresonances of an operator A ∈
L(Cn) (see e.g. [2, p. 180-181]).
Definition 2.14. Let A ∈ L(Cn) and (λ1, . . . ,λn) ∈ Cn be the n-tuple of eigenvalues of A
(not necessarily distinct or in a specific order).
If there are s ∈ {1, . . . ,n} and m1, . . . ,mn ∈ N∪{0} such that ∑nj=1m j ≥ 2 and λs =
∑nj=1 m jλ j, then we say that A is resonant. Otherwise, we say that A is nonresonant.
Similarly, if there are s ∈ {1, . . . ,n} and m1, . . . ,mn ∈ N∪{0} such that ∑nj=1 m j ≥ 2
and ℜλs = ∑
n
j=1 m jℜλ j, then we say that A has real resonances; otherwise, we say that A
has no real resonances.
Remark 2.15. (i) Let A∈ L(Cn) be such that m(A)> 0, and let h∈NA. Voda [32, Remark
3.2] (cf. [8, Corollary 4.8] and [25, Sect. IV.2]) proved that the equation
D f (z)h(z) = A f (z), z ∈ Bn,
has a unique normalized solution f ∈ H(Bn) if and only if A is nonresonant.
(ii) In view of Remark 2.15 (i), we deduce the following characterization of the Carathe´odory
family NA, in the case that A ∈ L(Cn) is a nonresonant operator with m(A)> 0:
NA =
{
h ∈ H(Bn) : h(z) = (D f (z))−1A f (z),z ∈ Bn, for some f ∈ ŜA(Bn)}.
Next, we point out some examples of nonresonant operators A ∈ L(C2) such that
k+(A) = 2m(A) or the condition k+(A)< 2m(A) does not hold.
Example 2.16. Let A ∈ L(C2) be given by
A =
(
λ1 0
0 λ2
)
,
where λ2 ≥ 2λ1 > 0 and λ2λ1 /∈ N. Then A is a nonresonant operator with m(A) > 0 for
which the condition k+(A)< 2m(A) does not hold.
Proof. It suffices to check that A is nonresonant, since the other conditions are clearly
satisfied by A. Suppose that A is resonant. Then there exist s∈ {1,2} and m1,m2 ∈N∪{0}
such that m1+m2 ≥ 2 and λs = m1λ1+m2λ2. Since 0 < λ1 < λ2 and m1+m2 ≥ 2, we
must have λ2=m1λ1, which is a contradiction with
λ2
λ1
/∈N. This completes the proof. 
Example 2.17. Let A ∈ L(C2) be given by
A =
(
1−2α 1
0 1
2
−2α
)
,
where α = mint∈[0,1]
(
t
2
−√t(1− t)). Then A is a nonresonant operator with m(A) > 0
and k+(A) = 2m(A).
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Proof. By elementary computations, we obtain that α = 1−
√
5
4
< 0. Also, it is not difficult
to prove that m(A) = 1
2
−α > 0. Since σ(A) = {1−2α, 1
2
−2α}, we have k+(A) = 1−2α
and thus k+(A) = 2m(A). If A is resonant, then we deduce by the same arguments as in the
proof of Example 2.16 that there exists m ∈ N such that m ≥ 2 and 1−2α = m(1
2
−2α).
However, this is a contradiction. 
Remark 2.18. (i) Let A∈ L(Cn) be a positive definite Hermitian matrix such that k+(A)≤
2m(A). Then m(A)> 0 and A is resonant if and only if k+(A) = 2m(A).
(ii) Let A ∈ L(Cn) be such that m(A) > 0 and k+(A) ≤ 2m(A). Then A has real reso-
nances if and only if k+(A) = 2m(A).
Proof. (i) Since A is a positive definite Hermitian matrix, we have that m(A) > 0 is the
smallest eigenvalue of A (see e.g. [26]). Since k+(A) is the largest eigenvalue of A, it
follows easily that A is resonant if and only if k+(A) = 2m(A).
(ii) Let k−(A) =min{ℜλ : λ ∈ σ(A)}. Then we have
m(A)≤ k−(A)≤ k+(A)≤ 2m(A).
Now, it is easy to see that A has real resonances if and only if k+(A) = 2m(A). This
completes the proof. 
3. REACHABLE FAMILIES ASSOCIATED WITH THE CARATHE´ODORY FAMILY NA
In this section, we consider the notion of a reachable family associated with the Carathe´odory
familyNA (see [13]). We obtain a characterization of this family in terms of A-normalized
univalent subordination chains, and we prove that it is a compact subset of H(Bn), for all
A ∈ L(Cn) with m(A)> 0. These results are generalizations of recent results obtained in
[13], in the case k+(A)< 2m(A).
Definition 3.1. Let T ∈ (0,∞) and let A ∈ L(Cn) be such that m(A) > 0. For every h ∈
C ([0,T ],NA), let v = v(z, t;h) be the unique locally absolutely continuous solution on
[0,T ] of the initial value problem
(1)
∂v
∂ t
=−h(v, t), a.e. t ∈ [0,T ], v(z,0;h) = z,
for all z ∈ Bn. Also, let
R˜T (idBn ,NA) =
{
eTAv(·,T ;h) : h ∈ C ([0,T ],NA)
}
,
be the time-T -reachable family of (1).
Remark 3.2. Let T > 0 and A ∈ L(Cn) be such that m(A) > 0. Then R˜T (idBn,NA) ⊆
S0A(B
n) (cf. [13], in the case k+(A)< 2m(A)).
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Proof. Let f ∈ R˜T (idBn,NA). Then there exists h∈C ([0,T ],NA) such that f = eTAv(·,T ;h).
Let h˜ : Bn× [0,∞)→Cn be given by
h˜(z, t) =
{
h(z, t), t ∈ [0,T ], z ∈ Bn
Az, t > T, z ∈ Bn.
It is easily seen that h˜ ∈ C ([0,∞),NA) and
v(z, t; h˜) =
{
v(z, t;h), t ∈ [0,T ], z ∈ Bn
e(T−t)Av(z,T ;h), t > T, z ∈ Bn.
Hence f = eTAv(·,T ;h) = limt→∞ etAv(·, t; h˜), and thus f ∈ S0A(Bn), as desired. 
We obtain the following characterization of the family R˜T (idBn,NA) in terms of A-
normalized univalent subordination chains (see [13], in the case k+(A)< 2m(A)).
Proposition 3.3. Let T ∈ (0,∞) and A ∈ L(Cn) be such that m(A) > 0. Then ϕ ∈
R˜T (idBn,NA) if and only if there is an A-normalized univalent subordination chain f
such that f (·,0) = ϕ , and f (·, t) = etAidBn , for t ≥ T .
Proof. In the following, we shall use arguments similar to those in the proof of [13,
Theorem 4.5]. Let ϕ ∈ R˜T (idBn,NA). Then there is h ∈ C ([0,T ],NA) such that ϕ =
eTAv(·,0,T ;h), where v(z,s, ·;h) is the unique locally absolutely continuous solution on
[s,T ] of the initial value problem associated to h (see [12, Theorem 2.1]):
∂v
∂ t
=−h(v, t), a.e. t ∈ [s,T ], v(z,s,s;h) = z,
for all z ∈ Bn and s ∈ [0,T ). We define f : Bn× [0,∞)→ Cn by
f (z, t) =
{
eTAv(z, t,T ;h), 0≤ t ≤ T
etAz, t > T.
Since v(·,s,T ;h) is a Schwarz univalent mapping, for all s ∈ [0,T ], and v satisfies the
semigroup property, v(z,s,T ) = v(v(z,s, t), t,T), for 0≤ s ≤ t, we deduce that f is an A-
normalized univalent subordination chain such that f (·,0) = ϕ and f (·, t) = etAidBn , for
t ≥ T .
For the other implication, let f be an A-normalized univalent subordination chain such
that f (·,0) = ϕ and f (·, t) = etAidBn , for t ≥ T . By Remark 2.12 (i), there exists h ∈
C ([0,∞),NA) such that f is a standard solution of (4) associated to h. Let (vs,t)t≥s≥0
be the family of transition mappings associated to f . (vs,t)t≥s≥0 satisfies the initial value
problem (5) associated to h (see the proof of Remark 2.12 (ii)). Since ϕ(z) = f (z,0) =
f (v0,T (z),T) = e
TAv0,T (z), z ∈Bn, we have ϕ ∈ R˜T (idBn,NA). This completes the proof.

The following compactness result of the family R˜T (idBn,NA) is a generalization of
[13, Corollary 4.7].
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Proposition 3.4. Let T ∈ (0,∞) and let A∈ L(Cn) be such that m(A)> 0. Then R˜T (idBn,NA)
is a compact set in H(Bn).
Proof. By [12, Theorem 2.1, (2.2)] and (1), we deduce that, for every t ∈ [0,T ] and
f ∈ R˜t(idBn,NA), we have
‖ f (z)‖ ≤ ‖etA‖e−m(A)t ‖z‖
(1−‖z‖)2 ≤ e
T (k(A)−m(A)) ‖z‖
(1−‖z‖)2 , z ∈ B
n.
In particular, R˜T (idBn,NA) is a normal family.
Next, we use arguments similar to those in the proof of [13, Corollary 4.7], to deduce
that R˜T (idBn,NA) is closed. Let (ϕk)k∈N be a sequence in R˜T (idBn,NA) that converges,
locally uniformly on Bn, to ϕ ∈ H(Bn). In view of Proposition 3.3, for every k ∈ N,
there exists an A-normalized univalent subordination chain fk such that fk(·,0) = ϕk and
fk(·, t) = etAidBn , for t ≥ T . For every t ∈ [0,T ] and k ∈ N, let Ft,k(z,s) = e−tA fk(z, t+ s),
for z ∈ Bn, s ≥ 0. Then Ft,k is an A-normalized univalent subordination chain such that
Ft,k(·,s) = esAidBn , for s ≥ T − t, and thus, by Proposition 3.3, Ft,k(·,0) = e−tA fk(·, t) ∈
R˜T−t(idBn,NA), for all t ∈ [0,T ] and k ∈ N. From the above inequality we deduce that,
for every r ∈ (0,1), there existsCr > 0 such that
‖e−tA fk(z, t)‖ ≤Cr, ‖z‖ ≤ r, t ≥ 0, k ∈ N.
Using arguments similar to those in the proof of [15, Theorem 8.1.14], we deduce that
there exists a subsequence ( fkp)p∈N such that fkp(·, t)→ f (·, t), locally uniformly on Bn,
as p → ∞, for all t ≥ 0, where f is an A-normalized univalent subordination chain such
that f (·,0) = ϕ and f (·, t) = etAidBn , for t ≥ T . Hence, ϕ ∈ R˜T (idBn,NA), in view of
Proposition 3.3. This completes the proof. 
4. DENSITY RESULTS FOR CERTAIN SUBSETS OF S(Bn)
In this section we obtain approximation properties of starlike, convex, spirallike map-
pings, and mappings which have A-parametric representation on Bn, by automorphisms
of Cn, n ≥ 2.
First, we obtain the following approximation result of spirallike mappings (in partic-
ular, starlike mappings) on Bn, by automorphisms of Cn whose restrictions to Bn are
spirallike (respectively, starlike), if n ≥ 2.
Theorem 4.1. Let A ∈ L(Cn) be such that m(A)> 0. Then
ŜA(B
n) = ŜA(Bn)∩A (Bn), ∀n ≥ 2.
In particular,
S∗(Bn) = S∗(Bn)∩A (Bn), ∀n ≥ 2.
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Proof. Let f ∈ ŜA(Bn). By [18, Theorem 3.1], we have that f (Bn) is a Runge domain. By
[1, Theorem 2.1] (see also [9, Theorem 1.1]), there exists a sequence (ψk)k∈N in Aut(Cn)
that converges locally uniformly on Bn to f . In view of [8, Theorem 2.17], we may
assume that the mappings in (ψk)k∈N are normalized, and we may also deduce that
(1)
(
Dψk(z)
)−1
Aψk(z)→
(
D f (z)
)−1
A f (z), as k → ∞,
locally uniformly with respect to z ∈ Bn.
Let (rm)m∈N be a sequence in (0,1) that converges to 1. Taking into account (2) and
Proposition 2.4, we deduce that
(2) ℜ
〈(
D f (rmz)
)−1
A f (rmz),rmz
〉≥ m(A)r2m‖z‖21− rm1+ rm > 0,
for all z ∈ Bn \ {0} and m ∈ N. By (1) and (2), we deduce that for every m ∈ N, there
exists km ∈ N such that
ℜ
〈(
Dψkm(rmz)
)−1
Aψkm(rmz),rmz
〉
> 0, z ∈ Bn \{0}.
The sequence (km)m∈N may be chosen to be increasing. For every m ∈ N, let ϕm(z) =
1
rm
ψkm(rmz), z ∈ Bn. Then (ϕm)m∈N is a sequence in A (Bn)∩ ŜA(Bn). Since (ψk)k∈N
converges locally uniformly on Bn to f and (rm)m∈N converges to 1, we deduce that
(ϕm)m∈N converges locally uniformly on Bn to f . Therefore f ∈ ŜA(Bn)∩A (Bn).
Using Proposition 2.4, one can easily prove that ŜA(B
n) is closed in H(Bn), for every
A ∈ L(Cn) with m(A)> 0. From this, we obtain the reverse inclusion. This completes the
proof. 
In connection with Theorem 4.1, we have the following density result for K(Bn).
Theorem 4.2. If n ≥ 2, then K(Bn) = K(Bn)∩A (Bn).
Proof. Let f ∈ K(Bn). Since f (Bn) is convex, f (Bn) is a Runge domain (see e.g. [18,
Theorem 3.1]). By [1, Theorem 2.1] (see also [9, Theorem 1.1]), there exists a sequence
(ψk)k∈N in Aut(Cn) that converges locally uniformly on Bn to f . In view of [8, Theorem
2.17], we can assume that the mappings in (ψk)k∈N are normalized, and we can also
deduce that
(3)
(
Dψk(z)
)−1
D2ψk(z)→
(
D f (z)
)−1
D2 f (z), as k → ∞,
locally uniformly with respect to z ∈ Bn.
Since f ∈ K(Bn), we have that (see e.g. [15, Theorem 6.3.4])
(4) 1−ℜ〈(D f (z))−1D2 f (z)(v,v),z〉> 0,
for all z ∈ Bn, v ∈ Cn with ℜ〈z,v〉= 0, ‖v‖= 1.
Let (rm)m∈N be a sequence in (0,1) that converges to 1. Fix an arbitrary m ∈ N. Let
δm =max
{
ℜ
〈(
D f (z)
)−1
D2 f (z)(v,v),z
〉
: ‖z‖ ≤ rm,‖v‖= 1,ℜ〈z,v〉= 0
}
.
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By (4), we have 1−δm > 0. In view of (3), there is km ∈ N such that
max
‖v‖=1
∥∥∥(Dψkm(z))−1D2ψkm(z)(v,v)−(D f (z))−1D2 f (z)(v,v)∥∥∥< 1−δm,
for ‖z‖ ≤ rm. We denote by εm the left hand side of the above inequality.
Let ϕm(z) =
1
rm
ψkm(rmz), z ∈ Bn. The sequence (km)m∈N may be chosen to be increas-
ing. Taking into account the above inequalities, we deduce that
1−ℜ〈(Dϕm(z))−1D2ϕm(z)(v,v),z〉
= 1−ℜ〈(Dψkm(rmz))−1D2ψkm(rmz)(v,v),rmz〉
≥ 1−ℜ〈(D f (rmz))−1D2 f (rmz)(v,v),rmz〉
−
∥∥∥(Dψkm(rmz))−1D2ψkm(rmz)(v,v)−(D f (rmz))−1D2 f (rmz)(v,v)∥∥∥
≥ 1−δm− εm > 0,
for all z ∈ Bn, v ∈ Cn with ℜ〈z,v〉= 0, ‖v‖= 1. Hence ϕm ∈ K(Bn).
Since rm → 1, as m → ∞, the sequence (ϕm)m∈N in K(Bn)∩A (Bn) converges locally
uniformly on Bn to f . Therefore, f ∈ K(Bn)∩A (Bn). The reversed inclusion is obvious,
since K(Bn) is a compact family. 
The next proposition provides a basic difference between the case of the Euclidean unit
ball Bn and the case of the unit polydisc Un in Cn, regarding Theorem 4.2. Let K(Un) be
the family of univalent normalized holomorphic mappings f : Un → Cn such that f (Un)
is convex. Also, let A (Un) be the family of normalized automorphisms of Cn that are
restricted to Un.
Proposition 4.3. K(Un)∩A (Un) = {idUn}( K(Un), for all n ∈ N.
Proof. We have (see e.g. [15, Theorem 6.3.2])
K(Un) = { f : Un → Cn : f (z) = (ϕ1(z1), . . . ,ϕn(zn)),z = (z1, . . . ,zn) ∈ Un,
for some ϕ1, . . .ϕn ∈ K(U)}.
Let φ ∈K(Un)∩A (Un). Then φ(z)= (φ1(z1), . . . ,φn(zn)), z= (z1, . . . ,zn)∈Un, for some
φ1, . . .φn ∈ K(U). Since φ ∈ A (Un), there exists Φ ∈ Aut(Cn) such that Φ
∣∣
Un
= φ . Let
Φ1, . . . ,Φn : Cn → C be the components of Φ. Fix an arbitrary i ∈ {1, . . . ,n}. For every
j ∈ {1, . . . ,n} with i 6= j, we have
∂Φi
∂ z j
(z) =
∂
∂ z j
φi(zi) = 0, for all z = (z1, . . . ,zn) ∈ Un.
By the identity principle for holomorphic mappings, we deduce that Φi depends only
on zi on C
n. Hence φi has a holomorphic extension to C, given by Φ
i. Let us use the
same notation φi for this extension. Thus we have Φ(z) = (φ1(z1), . . . ,φn(zn)), for z =
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(z1, . . . ,zn) ∈ Cn. Since Φ ∈Aut(Cn), it is easy to prove that every φi is an automorphism
of C, and thus φi = idC. Therefore φ = idUn . This completes the proof. 
The following density result related to the family S∗g(Bn) is in connection with Theorem
4.2.
Theorem 4.4. Let g : U→ C be a univalent function such that g(0) = 1 and ℜg(ζ ) > 0
for ζ ∈ U. Then
S∗g(B
n) = S∗g(Bn)∩A (Bn), ∀n ≥ 2.
Proof. First, note that the family S∗g(Bn) is compact, in view of Remark 2.7 (iv). We
shall use arguments similar to those in the proof of Theorem 4.1. Let f ∈ S∗g(Bn) and let
(ψk)k∈N be a sequence in Aut(Cn) that converges locally uniformly on Bn to f . We may
assume that ψk are normalized. First, we observe that, for every r ∈ (0,1), there exists
δ ∈ (0,1) such that 1‖z‖2 〈[D f (z)]−1 f (z),z〉 ∈ g(δU), for z ∈ rBn \ {0}. Next, for every
k ∈ N, let αk : Bn →Cn be given by
αk(z) = [D f (z)]
−1 f (z)− [Dψk(z)]−1ψk(z), z ∈ Bn.
Taking into account the kernel convergence result given in [8, Theorem 2.17], we deduce
that for every r ∈ (0,1),
1
‖z‖2
∣∣∣〈αk(z),z〉∣∣∣=
∣∣∣∣ 1‖z‖2
〈∫ 1
0
Dαk(tz)(z)dt,z
〉∣∣∣∣≤ sup
ζ∈rBn
‖Dαk(ζ )‖→ 0,
as k → ∞, uniformly with respect to z ∈ rBn \{0}.
Let (rm)m∈N be a sequence in (0,1) with rm → 1. Fix m ∈ N. From the above argu-
ments, there exists km ∈N such that 1‖z‖2 〈
(
Dϕm(z)
)−1
ϕm(z),z〉∈ g(U), for all z∈Bn\{0},
where ϕm(z) =
1
rm
ψkm(rmz), for z ∈ Bn. The sequence (km)m∈N may be chosen to be in-
creasing. Hence, we obtain a sequence (ϕm)m∈N in S∗g(Bn)∩A (Bn) that converges locally
uniformly on Bn to f . This completes the proof. 
In particular, from Theorem 4.4, we obtain the following consequence:
Corollary 4.5. (i) If α ∈ (0,1), then S∗α(Bn) = S∗α(Bn)∩A (Bn), n ≥ 2.
(ii) If α ∈ (0,1], then SS∗α(Bn) = SS∗α(Bn)∩A (Bn), n ≥ 2.
Theorem 4.6. Let T ∈ (0,∞) and let A∈ L(Cn) be a nonresonant operator with m(A)> 0.
If n ≥ 2, then R˜T (idBn,NA) = R˜T (idBn ,NA)∩A (Bn).
Proof. Let f ∈ R˜T (idBn ,NA). Then there is h ∈ C ([0,T ],NA) with f = eTAv(·,T ;h).
From [13, Lemma 4.12], the mapping h can be approximated pointwise almost every-
where on [0,T ] by a sequence (hk)k∈N of piecewise constant Carathe´odory mappings
with values in NA such that e
TAv(·,T ;hk)→ eTAv(·,T ;h), as k → ∞, locally uniformly
14 HIDETAKA HAMADA, MIHAI IANCU, GABRIELA KOHR AND SEBASTIAN SCHLEISSINGER
on Bn. In view of Remark 2.15 and Theorem 4.1, we can choose the constants associ-
ated to hk of the following form: z 7→
(
Dα(z)
)−1
Aα(z) with α ∈ A (Bn)∩ ŜA(Bn), for
all k ∈ N. Then it can be easily proved that eTAv(·,T ;hk) ∈ A (Bn), for all k ∈ N. Thus
f ∈ R˜T (idBn,NA)∩A (Bn).
The reversed inclusion follows by Proposition 3.4. 
In view of Theorem 4.6, we obtain the following density result related to the family
R˜T (idBn,M ).
Corollary 4.7. Assume that T > 0 and n ≥ 2. Then
R˜T (idBn,M ) = R˜T (idBn,M )∩A (Bn).
The next result is a generalization of [21, Corollary 2.3] and [29, Corollary 2.6.10,
Question 2.6.11] to the case of mappings with A-parametric representation on Bn.
Theorem 4.8. Let A ∈ L(Cn) be a nonresonant operator such that m(A) > 0. If n ≥ 2,
then
S0A(B
n) = S0A(B
n)∩A (Bn).
Proof. Let f ∈ S0A(Bn). Then there is h ∈ C ([0,∞),NA) with f = limt→∞ etAv(·, t;h),
locally uniformly on Bn. In particular, the sequence of mappings (emAv(·,m;h))m∈N con-
verges locally uniformly to f . Since A is nonresonant, Theorem 4.6 implies that for every
m ∈ N there exists ϕm ∈ R˜m(idBn,NA)∩A (Bn) such that the distance (with respect to
the compact open topology on H(Bn)) between emAv(·,m;h) and ϕm is less than 1m . Tak-
ing into account Remark 3.2, we have that (ϕm)m∈N is a sequence in S0A(B
n)∩A (Bn)
that converges locally uniformly to f . Hence S0A(B
n) ⊆ S0A(Bn)∩A (Bn). The reversed
inclusion is obvious. 
In particular, if A ∈ L(Cn) is such that k+(A) < 2m(A), then A is nonresonant, and in
view of Theorem 4.8, we obtain the following consequence (see [21, Corollary 2.3] and
[29, Corollary 2.6.10, Question 2.6.11], in the case A = In).
Corollary 4.9. Let A ∈ L(Cn) be such that k+(A)< 2m(A). If n ≥ 2, then
S0A(B
n) = S0A(B
n)∩A (Bn).
Corollary 4.10. Let A ∈ L(Cn) be such that k+(A)< 2m(A). If n ≥ 2, then
S1A(B
n) = S1A(B
n)∩A (Bn).
Proof. It suffices to show that S1A(B
n) ⊆ A (Bn)∩S1A(Bn). To this end, let f ∈ S1A(Bn).
Then f = Φ◦ f0 for some f0 ∈ S0A(Bn) and Φ∈Aut(Cn) such that Φ(0) = 0 and DΦ(0) =
In (cf. [8, Theorem 3.1]). Since f0 ∈ S0A(Bn), there is a sequence (ψk)k∈N in A (Bn)∩
S0A(B
n) such that ψk → f0 locally uniformly on Bn, as k → ∞, by Corollary 4.9. Now, if
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φk =Φ◦ψk, k∈N, then it is clear that φk ∈A (Bn)∩S1A(Bn) and φk → f locally uniformly
on Bn, as k → ∞. This completes the proof.

Remark 4.11. Let A ∈ L(C2) be as in Example 2.17. We note that Theorems 4.6 and 4.8
hold for this A, even though k+(A) = 2m(A), because A is nonresonant.
Question 4.12. Does there exist a resonant operator A ∈ L(Cn), n ≥ 2, with m(A) > 0,
for which Theorems 4.6 and 4.8 remain true?
Next, we prove an embedding property related to the families S1A(B
n), A (Bn), and
SR(B
n) (cf. [5], [21], [29]).
Proposition 4.13. Let n ≥ 2 and A ∈ L(Cn) be such that m(A)> 0. Then
A (Bn)∩S(Bn)⊆ S1A(Bn)⊆ SR(Bn) = A (Bn)∩S(Bn).
Proof. For the first inclusion, let Φ ∈ Aut(Cn) be such that Φ(0) = 0 and DΦ(0) = In.
Also, let L : Bn × [0,∞) → Cn be given by L(z, t) = Φ(etAz), for z ∈ Bn and t ≥ 0.
Then L is an A-normalized univalent subordination chain. Since ‖etAz‖ ≥ em(A)t‖z‖,
for z ∈ Bn, t ≥ 0, by (1), and since m(A) > 0, we deduce that R(L) = Cn, and thus
L(·,0) = Φ∣∣
Bn
∈ S1A(Bn). In view of the proof of [18, Theorem 5.1] and [7, Satz 17-
19], we have S1A(B
n)⊆ SR(Bn). The inclusion SR(Bn)⊆A (Bn)∩S(Bn) is a consequence
of [1, Theorem 2.1] (see also [9, Theorem 1.1]). On the other hand, taking into account
[5, Corollary 3.3] (see also [1, p. 372]), we deduce that A (Bn)∩S(Bn)⊆ SR(Bn). Hence,
SR(B
n) = A (Bn)∩S(Bn), as desired. This completes the proof. 
Question 4.14. Let A ∈ L(Cn) be such that m(A) > 0, and let n ≥ 2. Is it true that
S1A(B
n) = S1(Bn)?
Remark 4.15. (i) From Proposition 4.13, we deduce that if n ≥ 2 and A ∈ L(Cn) with
m(A)> 0, then S1A(B
n) = A (Bn)∩S(Bn). Since S1(Bn) = A (Bn)∩S(Bn) (cf. [5], [21],
[30]), it follows that S1A(B
n) = S1(Bn).
(ii) The authors in [12] and [14] (see also [20]; cf. [10]) gave some examples of oper-
ators A ∈ L(Cn) with m(A)> 0, for which S0A(Bn) 6= S0(Bn). On the other hand, in view
of [12, Theorem 3.14], if A ∈ L(Cn) with A+A∗ = 2aIn, for some a > 0, where A∗ is the
adjoint operator of A, then S0A(B
n) = S0(Bn).
In the last part of this section we are concerned with an approximation property of
another compact subset of S0(Bn) by automorphisms of Cn, for n ≥ 2. To this end, let
Q(Bn) =
{
f ∈ H(Bn) : f (0) = 0,D f (0) = In,‖D f (z)− In‖< 1, z ∈ Bn
}
.
If f ∈ Q(Bn), then f ∈ S0(Bn) (see [11, Lemma 2.2]). If, in addition, ‖D f (z)− In‖ ≤ c,
z ∈ Bn, for some c ∈ [0,1), then f is quasiregular on Bn and extends to a quasiconformal
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homeomorphism of Cn onto itself (see [11, Lemma 2.2]; see e.g. [15, Chapter 8]). Note
that Q(Bn) is a compact subset of H(Bn).
Theorem 4.16. If n ≥ 2, then Q(Bn) = Q(Bn)∩A (Bn).
Proof. Let f ∈Q(Bn). Since f ∈ S0(Bn), there exists a sequence (ψk)k∈N in Aut(Cn) such
that ψk → f locally uniformly on Bn, as k → ∞. We may assume that ψk is normalized,
for all k ∈ N. Next, let (rm)m∈N be a sequence in (0,1) such that rm → 1. Taking into
account Schwarz’s lemma for holomorphic mappings into complex Banach spaces, we
obtain that
‖D f (rmz)− In‖ ≤ rm, z ∈ Bn.
Since ψk → f locally uniformly on Bn, as k→∞, it follows that for all m ∈N, there exists
km ∈ N such that
‖Dψkm(rmz)− In‖ ≤
1+ rm
2
, z ∈ Bn.
The sequence (km)m∈N may be chosen to be increasing. Now, if ϕm(z) = 1rm ψkm(rmz), for
z ∈ Bn, then
‖Dϕm(z)− In‖ ≤ 1+ rm
2
, z ∈ Bn, m ∈ N.
Thus, for every m ∈ N, ϕm is a normalized automorphism of Cn, whose restriction to
Bn belongs to the family Q(Bn). Also, ϕm → f locally uniformly on Bn, as m → ∞.
Consequently, f ∈Q(Bn)∩A (Bn), and thus Q(Bn)⊆Q(Bn)∩A (Bn).
Clearly, the inclusion Q(Bn)∩A (Bn)⊆Q(Bn) is obvious. This completes the proof.

Let Q˜(Bn) be the subset of Q(Bn) consisting of all mappings f with the power series
expansion f (z) = z+∑∞k=2 Ak(z
k), z ∈ Bn, such that
(5)
∞
∑
k=2
k‖Ak‖ ≤ 1,
where Ak =
1
k!
Dk f (0) is the k-th order Fre´chet derivative of f at z = 0. Then Q˜(Bn) ⊆
S0(Bn), since Q˜(Bn)⊆Q(Bn). Also, Q˜(Bn) is compact.
If n = 1, then Q˜(U) ⊆ S∗(U) (see e.g. [15]). It would be interesting to see if the
inclusion Q˜(Bn)⊆ S∗(Bn) remains true for n ≥ 2 (see [11]).
As in the case of the family Q(Bn), we may prove the following approximation result
of the family Q˜(Bn), where n ≥ 2.
Theorem 4.17. If n ≥ 2, then Q˜(Bn) = Q˜(Bn)∩A (Bn).
Proof. Let f ∈ Q˜(Bn). Since f ∈ S0(Bn), there exists a sequence (ψ j) j∈N in Aut(Cn) such
that ψ j → f locally uniformly on Bn, as j → ∞. We may assume that ψ j is normalized,
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for all j ∈ N. Next, let (rm)m∈N be an increasing sequence in (0,1) such that rm → 1. Let
εm > 0 be such that
εm
rm
∞
∑
k=2
k
(
2rm
1+ rm
)k
≤ 1− rm
2
.
Since ψ j → f locally uniformly on Bn, as j →∞, it follows that for all m ∈N, there exists
jm ∈ N such that
‖ψ jm(z)− f (z)‖ ≤ εm, ‖z‖ ≤
1+ rm
2
.
The sequence ( jm)m∈N may be chosen to be increasing. Now, if ϕm(z) = 1rm ψ jm(rmz), for
z ∈ Bn, then ∥∥∥∥ϕm(z)− 1rm f (rmz)
∥∥∥∥≤ εmrm , ‖z‖ ≤ 1+ rm2rm , m ∈ N.
Let f (z) = z+∑∞k=2 Ak(z
k), z ∈ Bn, and ϕm(z) = z+∑∞k=2 Bk(zk), z ∈ Bn. Then the above
inequality implies that
‖Bk−Akrk−1m ‖ ≤
εm
rm
(
2rm
1+ rm
)k
, k ≥ 2.
It follows that
∞
∑
k=2
k‖Bk‖ ≤
∞
∑
k=2
k
εm
rm
(
2rm
1+ rm
)k
+
∞
∑
k=2
k‖Ak‖rk−1m
≤ 1− rm
2
+ rm =
1+ rm
2
.
Thus, for every m ∈ N, ϕm is a normalized automorphism of Cn, whose restriction to Bn
satisfies (5), and thus ϕm belongs to the family Q˜(B
n). Hence, f ∈ Q˜(Bn)∩A (Bn), and
thus Q˜(Bn)⊆ Q˜(Bn)∩A (Bn).
Clearly, the inclusion Q˜(Bn)∩A (Bn)⊆ Q˜(Bn) is obvious. This completes the proof.

Finally, we obtain an approximation result by automorphisms ofCn (n≥ 2) for a subset
of K(Bn). To this end, let K˜(Bn) be the set of all normalized mappings f ∈ H(Bn) with
the power series expansion f (z) = z+∑∞k=2 Ak(z
k), z ∈ Bn, such that
(6)
∞
∑
k=2
k2‖Ak‖ ≤ 1.
Then K˜(Bn) ⊆ K(Bn) (see [27, Theorem 2.1]). Since the condition (6) implies that
∑∞k=2 k‖Ak‖ ≤ 1/2, it follows that K˜(Bn) ⊆ Q˜(Bn), and every mapping f ∈ K˜(Bn) is
quasiregular on Bn and has a quasiconformal extension to Cn (see [11]). Also, K˜(Bn) is
compact.
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Using arguments similar to those in the proof of Theorem 4.17, we obtain the following
approximation result of K˜(Bn). We omit the proof.
Proposition 4.18. If n ≥ 2, then K˜(Bn) = K˜(Bn)∩A (Bn).
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