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(i)
ABSTRACT

This thesis is concerned with the optimal input
design problem for parameter estimation of linear, single
input single output, discrete-time dynamic systems. Some
aspects of experimental design for parameter estimation
of distributed parameter systems are also studied.
The experiment design problem is to choose the
experimental conditions subject to constraints such that
the information from an experiment is maximized in some
sense. The optimality criterion employed in this thesis
is the determinant of Fisher information matrix
(D-optimality),
The design of optimal inputs for parameter
estimation of linear dynamic systems comprises the major
contribution of this thesis. The open-loop input design
is studies for systems subject to input and output power
constaints. A method is given to obtain an optimal
input design for an autoregressive model with output
power constraints. It is shown that the optimal input
frequencies can be obtained by solving a set of non-linear
equations without recourse to optimization techniques
involving the calculation of determinants. The problem of
optimal input design for estimating part of the system
parameters of a general model is investigated. Some
results from D-optimal designs are extended for the
D -optimal case. A comparison of minimal uniform input
designs and a D-optimal design is also carried out, and

(ii)
the D-efficiency of minimal uniform input designs is
illustrated by considering first order systems.
The relationship between the experimental
conditions and the achievable accuracy in parameter
estimation for distributed parameter systems is also
investigated.

In distributed parameter systems, besides

the boundary perturbations, another important design
variable is available, namely, the spatial location of
measurement sensors.

A method to design optimal

experiments for parameter estimation of a general
distributed parameter system is proposed and illustrated
by typical designs for a parabolic and a hyperbolic
system.

(iii)
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INTRODUCTION
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CHAPTER 1:

1.1

INTRODUCTION

INTRODUCTION

This thesis is concerned with the optimal input
design problem for parameter estimation of linear dynamic
systems. Some aspects of experimental design for
parameter estimation of distributed systems are also
studied.
Experiment design plays an important role in the
fields of science and technology where complicated and
expensive experiments are carried out. The problem of
extracting maximal information with finite resources
leads to the planning of experiments in an optimal manner.
The philosophy of experimental design is that one
has freedom, to some extent, to decide on some relevant
environmental conditions under which the process is
operating. For dynamic system identification, some of

- 2 the variables which can be manipulated for optimal
experimental design are the choice of input and
measurement ports, choice of test signals, sampling
instants, pre-sampling filters and feedback settings.
Each of these variables has a significant bearing upon
the information return of the experiment and usually
their effects are inter-related.
While designing experiments, one must also
consider the constraints which are imposed on the
experimental conditions. In fact, the real purpose of
experiment design is to maximize the information content
of the data within the limits imposed by the given
constraints. Typical constraints are amplitude and
power constraints on the inputs and outputs, total time
allotted to an experiment, total number of samples that
can be taken and the sampling rate.
In most real world systems, a lumped
representation of a process (described by ordinary
differential equations/difference equations) is often
adequate to describe the system behaviour. However, in
many applications which involve atmospheric and other
natural phenomena, and in many basic industries such as
mineral processing, steel, petroleum, chemical, glass and
nuclear power, a distributed parameter representation of
the process is required in order to describe the process
more accurately and to implement more effective control
strategies. Due to this wide interest in distributed

- 3 systems, the experimental design problem for systems
described by partial differential equations is also
studied.
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1.2

IDENTIFICATION AND EXPERIMENTAL DESIGN

The identification problem is frequently
formulated as follows: Given a class of models, a
criterion and measurements of input and output signals,
find the particular model which fits the experimental
data best in the sense of the given criterion.
The selection of the class of models, the class
of input signals and the criterion is mainly based on
both the a priori knowledge and identification purpose.
The four steps in system identification are shown
schematically in Figure 1„1.
Throughout this thesis, we consider systems with
known model structures and the goal of identification is
to estimate the process parameters.
The dependence of the optimal experimental
conditions on the unknown parameters is a common
occurrence in optimal experiment design for dynamic
systems. To overcome the difficulty, two approaches have
been used. The first approach uses the Bayesian
formulation by assuming that an a priori probability
distribution for the parameter vector is given. The
second approach assumes that a nominal value of the
parameter vector is given. In this thesis we have
adopted the latter viewpoint.

-

J

-
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- 6Figure 1.1 shows the location of experimental
design and parameter estimation in the overall
identification procedure. The study of optimal
experiments for parameter estimation is of interest in a
number of areas of research, e.g. heavy industry, process
control, chemical engineering, etc., where the final goal
of identification is the determination of specific
parameter values.
The significance of experiment design for parameter

estimation is reflected in a wide spectrum of publications
in both control and statistical literature. In the

control literature, interest is mostly on dynamic systems.
Astrom and Eykhoff [A3] and Nieman et al. [Ni7] give a
comprehensive survey of parameter estimation techniques
and problems associated with process identification.
Gustavsson et al. [G9] review a number of aspects of
parameter estimation for closed loop systems.
Applications of identification techniques to aeronautics
has been reviewed by Rault [Rl], while those for physical
processes have been reviewed by Gustavsson [G8]. Several
books on system identification are also available, e.g.
Eykhoff [El], Sage and Melsa [SI], Graupe [G7], Mehra and
Lainiotis [M5], Goodwin and Payne [G6], and Zarrop [Z3].
In the next Section (Sec.1.3) a literature survey
on input design problem is present while in Section 1.4,

a discussion on distributed parameter systems is presente

- 71.3

OPTIMAL INPUT DESIGN

STATISTICAL BACKGROUND

The basic theory of optimal experiments was
developed for linear regression models with independent
errors. The interested reader is directed to Kiefer [Kl]
and Kiefer and Wolfowitz [K2] for historical background.
The book by Fedorov [Fl] and the survey paper by St. John
and Draper [S8] provide a comprehensive discussion and

survey of the D-optimal design problems for the regressio
models described by (1.3.1):

=

7j

0Tf(Xj) +

ej

j=l,2,..., N

(1.3.1)

where:
y. is the jth observation, and

{e.} is a sequence of uncorrelated and identically
distributed random variables with zero mean and variance

the p x 1 vector f(«) is assumed known and continuous on
some compact set X (experimental region),
and the observations y. and y, are uncorrelated.
From the observations {y.} a minimum variance
unbiased linear estimator 9 of the p x 1 vector e can be
derived by the least-squares procedure. The covariance
A

matrix of 6 is given by:
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cov 0 = a

2

N
E f(x.)fi(x.)
3
J
j=l

-l

The design problem consists of selecting vectors

x., i=l,...,N from X such that the design defined by these
N vectors is, in some specified sense, optimal. This is
usually carried out by choosing the design to minimize
A

some scalar function of cov 0.

Concept of Design Measure:
Kiefer and Wolfowitz [K2] extended this concept of
design by introducing a measure £ on X. The problem then

is to choose an optimal design measure which specifies the
proportion of observations to be made at different points
in X. Kiefer and Wolfowitz [K3] then showed that the two
different design criteria, D-optimality and G-optimality
(min-max design), are equivalent.

DYNAMIC SYSTEMS
Under certain conditions, the concept of optimal
experimental design problem for regression models can be
extended to dynamic systems (see Viort [V2], Mehra [M4]),
and is referred to as the input synthesis, or the optimal
input design problem.

- 9It has long been recognized that the choice of
input signal in an identification experiment has a

significant bearing upon the parameter estimation accuracy
This has spurred increasing interest in the design of
inputs that are optimal in the sense that they allow

maximum information to be extracted from the identificatio
experiment. For a comprehensive survey of literature on
input design, see Mehra [M4].

Some Early Papers:
The optimal input design problem has been studied

by a number of authors, using both the time domain and the
frequency domain approach.
Levin [L3] appears to be one of the first authors
to have considered an optimal input design problem for
dynamic systems. He discussed the problem of estimating
the impulse response of a discrete-time, single-input
single-output (SISO) linear system in the presence of
white noise. He showed that the optimal energy
constrained input for minimum variance estimation is a
white noise sequence.
Another early paper on optimal input for
identification was by Litman and Huggins [L4] in 1963.
In their work, an energy constraint was placed on the
input and the determinant of the covariance of a two
parameter system was minimized.

- 10 In 1966, Levadi [L2] considered a linear, time

varying, moving-average model with non-stationary coloure
output noise. An energy constraint was placed on the
input signal and the necessary conditions for optimality
were derived.

Control Theoretic Formulation:
If an asymptotically efficient unbiased parameter
estimator (e.g., maximum likelihood) is used, then for
long data lengths the parameter covariance matrix can be
approximated by the inverse of Fisher information matrix
(Cramer-Rao lower bound). The input design problem can
then be formulated in control-theoretic terms with the
input chosen to optimize some suitable scalar function of
the information matrix. Nahi and Wallis [N3], Aoki and
Staley [Al], Nahi and Napjus [N2J and Mehra [Ml] used the
trace of a weighted information matrix, which leads to a
quadratic problem with analytic solution. However, this
criterion can result in inputs which lead to a singular
information matrix and are unsuitable for parameter
identification purposes. This has been pointed out by
Goodwin [G2] and Zarrop and Goodwin [Zl].

Input Amplitude Constraint:
Keviczky and Banyasz [K5] considered a linear,
discrete-time dynamic system and placed an amplitude
constraint on the input. The criterion employed was

- 11 the minimization of the determinant of the inverse
information matrix.

They found that the optimal

amplitude constrained input is of the bang-bang type, and
also specified the instants when the input switches
polarity.

FREQUENCY DOMAIN APPROACH

The study of asymptotic properties of the
information matrix leads to a frequency domain formulation
of the input design problem.

This approach has led to

many simplifications and greater insight into the design
problem.
Goodwin and Payne [G5] and Van den Bos [VI] have
shown that, for large record lengths, the optimal input
signal for linear SISO system parameter estimation can be
characterized by its spectral properties.

Normalized Input Designs:
A natural constraint to impose on the input is
that its power be restricted and this leads to the
consideration of normalized designs, i.e. the total power
in the input spectrum be restricted to unity.

The design

space in the frequency domain approach is the finite
interval (-IT, IT), and the design measure defines the
distribution of the total power over the range of
frequencies.

- 12 Discrete Input Designs:
Mehra [M2][M3][M4] has shown that, for any
normalized input design with a mixed (continuous and
discrete) spectrum, another input design can be found
with a purely discrete spectrum containing no more than
[p(p+l)/2] + 1 frequencies, where p is the number of
parameters to be estimated, such that they have the same
information matrix. Thus the input design problem has

been reduced to a finite dimensional optimization problem
Mehra also extended the equivalence theorem [K3] for
dynamic systems.
Payne and Goodwin [P2] have shown that, for SISO
systems, the maximum number of frequencies required in
the input spectrum is less than or equal to p. This
simplification results from the special structure of the
information matrix. This result leads to a significant
reduction in the number of independent variables from
p(p+l) to 2p required for optimality.
Recently Zarrop [Z2] used a geometric approach,
based on classical Tchebycheff system theory, to analyze
the input design problem for parameter estimation. He
considered a linear, SISO, discrete-time general model,
and showed that under certain system order constraints,
a D-optimal design could be achieved for both the input
and output power constraint cases by p/2 or p+1/2 input
frequencies.

- 13 If a D-optimal design exists containing p/2 or
p+1/2 frequencies, then the power proportions have the
values 2/p if u^

e

(0,u) and 1/p if co.

e

0 or rr ([G6] [Z3]) .

Output Power Constraint:
In many situations a more natural constraint is on
the system output fluctuations. For example, in an
industrial process, the quality of product output usually
has to be regulated within certain prescribed tolerance
limits; alternatively, in a biological experiment or a
clinical trial, the well-being of the object under
treatment may be of prime importance.
Constrained output design has been considered by
a number of authors. Soderstrom, Ljung and Gustavsson
[S4][S5] and Soderstrom [S6] have examined a first order
system with constrained output variance. This study has
raised a number of interesting conjectures regarding the
achievable accuracy in closed loop experiments. Various
rules of thumb have also been suggested for more general
models. The autoregressive model has been studied by Ng,
Goodwin and Payne [N4]. It was shown that a minimum
covariance control law, together with white perturbation
signals, achieves D-optimality. Extension of the above
result to the general model has also been attempted by Ng,
Goodwin and Soderstrom [N5]. It was shown that the
minimum variance control strategy gives a D-optimal
experiment for a new set of parameters which are related

_ 14 via a simple transformation to the original parameters.
However, Ng et al. [N5] could not show that the design
is also D-optimal for the original parameters.

SEQUENTIAL DESIGNS

In many experiments, the experimental conditions
change during the time they are conducted. Under such
conditions it is not suitable to construct a design which
would specify the distribution of all resources allotted
for the given investigations (statistical design). Such
a design would usually be non-optimal, since it is
impossible beforehand to predict all possible situations,
e.g. further information obtained during the course of
investigation, small variations in the parameter values.
In such cases, it is more expedient to turn to
sequential methods of designing experiments, in the
determination and refinement of unknown parameters. The
idea of a sequential design consists of the following:
the resources (e.g. time) are divided into small portions;
the experiment is divided into several steps and at each
step a design is carried out, using one portion of the
resources; an analysis of the experiment is conducted
after each step; the experiment ceases as soon as a given
characteristic or precision of the estimates of the
parameters attains a prescribed value.

- 15 Sequential Design Algorithms:
Mehra [M2] proposed a sequential design algorithm
for dynamic systems based on that of Fedorov [Fl],
converging globally to a D-optimal design. This algorithm
may result in a large number of frequencies in the final
design and the rate of convergence can be slow.
Zarrop [Z3] proposed variations in the sequential
design algorithms to improve the rate of convergence and
to reduce the number of frequencies in the design. He
introduced the so-called S-algorithms which are globally
convergent. He proposed a modification to the algorithm
by Mehra [M2], and extended Atwood's algorithm [A5] to

remove power from certain frequencies in the input spectru

He also employed a frequency rounding-off procedure in his
algorithms, and carried out comparisons of several
algorithms, using first and second order models. From this
comparison, he found that, for p > 2, the algorithm which
allows the removal of frequencies gives substantial

improvement in the rate of convergence and results in fina
designs containing only p frequencies.

TEE SHAPING FILTER APPROACH

Another approach to synthesize optimum inputs is
by passing white noise through a shaping filter. The
design problem now is to estimate the filter parameters

- 16 for optimal estimation of system parameters.

Upadhyaya

and Sorenson [Ul] considered a general ARMA filter, while
Berger [Bl] constrained the filter to be a MA filter.

This approach appears quite attractive from a computationa
point of view. However, the results derived are at best
sub-optimal as the order of the filter used is prefixed.
More recently, Stoica and Soderstrom [S7] showed that an
optimal input can be synthesized by white noise passing
through an ARMA filter, and they also obtained the
required filter order for optimality.

NON-LINEAR SYSTEMS

Optimal input design for non-linear dynamic systems
has also been studied by some authors:
Goodwin [G3] described a design procedure to synthesize
an optimal input for minimum variance estimation of the
parameter and states in models of non-linear dynamic
systems;
Mehra [M4] discussed the time-domain input design for
non-linear and distributed parameter systems without
process noise. The main difficulty occurred in
calculating the information matrix, and in optimizing
a scalar objective function of the information matrix
with respect to the input.

- 17 -

1.4

IDENTIFICATION OF DISTRIBUTED PARAMETER SYSTEMS

Basically the main theoretical difficulty for
identifying systems described by partial differential
equations is due to the infinite dimensionality of the
state space. Two approaches are normally used to face
this problem:
(i) approximation of the infinite-dimensional
model by a finite-dimensional model
(described by ordinary differential equations,
difference equations and algebraic equations);
(ii) application of optimization techniques directly
to the infinite-dimensional model.
For a detailed literature review of different approximation
techniques and parameter estimation methods, see the survey
paper by Kubrusly [K6].
In distributed parameter systems, another important
design variable is available, namely, the spatial location
of measurement sensors. Besides the usual constraints met
in dynamic systems, constraints in distributed systems
include the allowable boundary perturbations, the initial
conditions, the nature of measurement sensors, the number
of sensors, the allowable measurement zone, the total number
of samples, the total experimental time, and the allowable
response amplitude.

- 18 Parameter identification problems for distributed
systems have been studied by a number of authors.
Perdreauville and Goodson [P3] used integration by parts

together with measurement data to yield a set of algebraic
equations; Carpenter et al. [Cl] used the method of
characteristics and stochastic approximation to yield
parameter estimates for hyperbolic systems; Seinfeld [S2]

and Tzafestas and Nightingale [T2] used non-linear filters
Polis et al. [P4] used Galerkin's method to transform the
partial differential equation into a set of ordinary

differential equations and obtained parameter estimates b
various optimization techniques.
In the above studies, parameter estimates were
obtained for given experimental conditions. The
relationship between information content of measurement
data and experimental conditions has not, as yet, been
studied.
A closely related problem is the optimal location

of measurement sensors for state estimation in distribute

systems. This problem has been examined (see, for example,
Yu & Sienfeld [Yl] and Goodson & Klein [Gl]). However,
the extension to parameter estimation is not straightforward and has not been pursued.

- 19 -

1.5

THESIS REVIEW

This thesis is mainly concerned with the optimal
input design for parameter estimation of linear dynamic,
SISO, systems. The open-loop design is considered in this
work. Optimal experimental designs are also studied for
identifying the parameters of distributed parameter
systems.
In Chapter 2, the basic elements of input design
problem are brought together. Some important results,
for example, Fisher information matrix, and properties of
test signals are also stated.
In Chapter 3, the optimal input design problem
for an autoregressive model with output power constraints
is considered.
In Chapter 4, the problem of optimal input design
for estimating part of the system parameters is studied.
The equivalence theorem and a sequential design algorithm
are extended for D -optimality design.
In Chapter 5, uniform input designs are considered
and a comparison of uniform minimal designs with D-optimal
designs is carried out.
In Chapter 6, optimal experimental design for
parameter estimation of distributed parameter systems is
discussed. Simple examples from parabolic and hyperbolic
systems are used to illustrate the proposed design
methodology.

- 20 -

Finally, Chapter 7 contains brief concluding
remarks and suggestions for future research.

- 21 1.6

SUMMARY OF CONTRIBUTIONS

The major original contributions in this thesis
are briefly summarized below:

In Chapter 3, the input design problem for
estimating the parameters of an AR model with an output
power constraint is studied. The optimal input

frequencies can be obtained by solving a set of non-linear

equations (Equations (3.4.1) and (3.4.2)) without recourse
to optimization techniques involving the calculation of
determinants (Main Result Section 3.4). It is
illustrated in Section 3.5, that for low order models, at
least, there is substantial reduction in computational
complexity by using this method, as compared to the
optimization of the information matrix. It is also
observed that under mild physical constraints (Equation
(3.4.2a)), the accuracy of parameter estimation for the
open-loop design is the same as in the case of minimum
variance control law. These results have been published
by the author [N6].
The problem of optimal input design for
D -optimality is studied in Chapter 4. First, the

equivalence of D-optimal and G-optimal designs for dynamic

systems (presented by Mehra [M4]) has been extended for th
D -optimal case.(Theorem 4.3.2). Using Theorem 4.3.2, a
sequential design algorithm studied by Mehra [M4] and

Zarrop [Z3] is extended for the D -optimality case (Sectio

- 22 4.5).

Some examples are given to illustrate the algorithm

(Section 4.6 and Appendix 4.1). It is also shown in the
case of first order models, that D -optimal design is
better than D-optimal design in the sense of achievable

• variance on the parameter estimate (Sections 4.4 and 4.6).
These results have also been published by the author [Q2].
In Chapter 5 we look at the problem of comparing
minimal uniform designs with a D-optimal design. In
Section 5.3, we consider some examples to demonstrate the
efficiency of minimal uniform designs. In Section 5.4, we
carry out a detailed analysis of the efficiency of a two
parameter system and illustrate the achievable lower bound
of this efficiency.
A method to design optimal experiments for
estimating the parameters of a general class of DPS is
given in Section 6.2. The design procedure is illustrated
by two specific examples. In Section 6.3 the optimal
location problem of measurement sensors for estimating the
velocity of propagation and the damping coefficient of a
vibrating string are considered. The optimal measurements
position given by Equation (6.3.1) corresponds to the
antinodes of the string. In Section 6.4 we consider a
heat diffusion process in which both the boundary
perturbation and location of measurement sensors are
treated as design variables. The joint optimal
experimental conditons are given by Equations (6.4.26) and
(6.4.27). These results have been published by the author
[Ql].

CHAPTER 2
BASIC ELEMENTS
OF
INPUT DESIGN
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CHAPTER 2:

2.1

BASIC ELEMENTS OF INPUT DESIGN

INTRODUCTION

In this Chapter, we present some definitions and
basic results of the input design problem which are
relevant to the later part of the thesis. The main steps
of the Fisher information matrix are derived, followed by
its representation in frequency domain. Minimal
properties of test signals and some commonly-used criteria
of optimality are briefly discussed.

- 24 -

2.2

FISHER INFORMATION MATRIX

Consider a linear, time invariant, single-input
single-output, discrete-time dynamic system described by:
B(z_1) D(z-1)
y
k = —-T^k-d + —^1" ek' ^ = 1,2, ..., N
K
A(z l) k d
C(z l) k
(2.2.1)
where:
{u- } and {yi.} are the input and output sequences
respectively,
d is the time delay from input to output, {e, } is a
sequence of random variables, i.i.d. with variance a2, and
A(z~ ) 1 + aiz" + ..., + a z~
'

n

B(z_1) = bo + biz-1 + ..., + bmz"m (bofO)
C(z_1) = 1 + ciz-1 +...,+ c z"q
q
D(z_1) = d0 + diz"1 +...,+ drz'r (do^O)

It is assumed that all the polynomials, i.e.
A(z~ ), B(z~ ), C(z~ ), D(z~ ) have roots inside the unit
circle. It is also assumed that there are no pole-zero
cancellations in Equation (2.2.1).
In this thesis, we also assume that the order of
the system is known, i.e. n,m,q,r, and also d are known
integers.

- 25 The parameter vector given by
x
3

=

(ai,...,an,b0,...,bm,c1,....c ,d0,...,dr)

is to be estimated from input-output data.
The Fisher information matrix is described by the
following expression:
3 log p(y/S)

9 log p(y/3)

36

96

M

3 " Ve

(2.3.1)

where
p(y/3) denotes the likelihood function for the data,
E . denotes the conditional expectation over the data,
given the parameters, and
y denotes the vector containing the N output values as
components, i.e.
T
y ^ (yi.y2. •••»yN)
If the noise sequence is assumed to be normally
distributed, the log-likelihood function can be derived
as:

(Goodwin, Murdoch & Payne [G4])

L

=

log p(y/6) =

1
-TJ
z

N
E

k=l

2

e

z

+ constant

(2.3.2)

R

where:
N is the number of observations, and {£i} is the residual
sequenced defined by:
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C(z,-l\
)

£

k

=

n/„-l
, B(z
')

—— {^k '
X

*

_

—rr- V

k

D(z )

and:
9L N 3e,
_
=
K
9 6 k=l 9 6

z

E

e

(2 3 3)

l

A(z )

-k

-JL

(2.3.4)

Taking differentials of (2.3.3), we have:
"k

c(z-1) B z-1

<

> -(d+i) , . ,
=
r—
r-1
2
-1
9a,
D(z ) A (z )

z

Uv» 1=1, 2,..., n
R

(2.3.5)
9e k
C(z-1)
1
- z U
1=0
= TY" AT
k> >--->m
9b i
D(z X ) A(z X )

9e k
9C i

_(d+i)
K

z' 1
e,f i=l,...,q
C(z" ) '
1

(2.3.6)
9e,
k
9d±

z"1
-yD(z )

efc, i=0, . . . ,r

Note that:
(i) 3ek 9ek
{_J£}
9 a, 9 b

and

{—-}
i

do not depend on {s, }
(ii)

9e,
{_^}
3c- 3d.
l

and

9e k
{—-}
l

are independent of (uk>.

- 27 Substituting (2.3.4) into (2.3.1) and using (2.3.5) and
(2.3.6), leads to the following simplified form of the
information matrix:

0

M

(2.3.7)

M
0

R

where the partition of M

corresponds to a partition of 6

6
between the system parameters and the noise parameters, i.e

n
where:

(ax,...,an, b0,...,bm)

0

(ci,...c , d0,...,dr)

n

For long data lengths (N->°°) the inverse of the
information matrix represents the minimal achievable
covariance for any unbiased estimator of the parameters
(Cramer-Rao lower bound)(Nahi [NI]), i.e.:
-M" 1
A

cov 6 >

0"

-1

M

(2.3.8)

=

L1

6

.0

R"1 .

and
cov
cov 0

M -1
>_ R -1

(2.3.9)
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Equation (2.3.9) shows that the accuracy with
which the noise parameters can be estimated is not
influenced by the choice of input sequence.
Since the input sequence affects only the minimum
variance bound of the system parameters, we shall consider
the information matrix M for system parameters in the
optimization procedure.
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2.3
FREQUENCY DOMAIN REPRESENTATION
OF INFORMATION MATRIX

For N large, it is more convenient to consider the
asymptotic per sample information matrix defined by:

M = lim
N+°° N

l_ M

Following the derivation of Zarrop [Z3] or Goodwin
and Payne [G6], the Equations (2.3.5) are written in the
vector form:

- ^ = h(z _1 ) u k

(2.4.1)

30

where:
„ < -^ ^'"^

B(

h. (z
1

-1

2

'"') -<d+i> • i »
) =

•— z

\ i=l, 2, . . , , n

_1

D(z ) A (z )
(2.4.2)
_1

1

_1

j-)
A(zZ_1

C(z )
D(z )

-(d+i-n-1) . ,-,
z
', i=n+l, . . . ,

i = (alt...,an, b0,...,bm)

p

= n+m+1

Application of Parseval's theorem (Melsa & Sage [M6]) then
g ive s:
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N

3s k
3£, „
E
(——) (—-)
k=l 30
30

M = lim 1
N->oo N
TT

=

/ h(e

•

Ja)

J-

•

Ja)

) h"(e

) d r W

(2.4.3)

-TT

where
hT(ejai) = [ h ^ e ^ ) ... h (eja))]
-j-

*

h (eJ ) is the complex conjugate transpose of h(e,-'(i)), and
5"(w) is the power spectral density of the input sequence

<VNote that: M does not depend on the time delay d.
In practice, it is more useful to work with the
single-sided power distribution function 5(00) defined on
[0,TT].

Then Equation (2.4.3) can be written as:

M = Re / h(e j u ) h*(eja)) d ? U )
o
where:
tM = 2VW >
= E," (to) ,

OJ

w

e (0,*)

= 0 or TT

In the experimental design literature, £ is
referred to as the design measure or the design.
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Definition
Denote by E the set of all % for which
IT

/ d5(w) = 1.
o
This corresponds to normalized input power
If the input spectrum is discrete, then:
l J to . rlf J 0) .
M = Re E A. h(e
i=l x

L

) h' (e

1

)

where:
X. corresponds to the proportion of power at
frequency a>. ,
and:
l

E A. = 1
i-l X
for normalized designs.

For properties of the information matrix,
interested readers are referred to Mehra [M4] and Goodwin
and Payne [G6].
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2.4

PROPERTIES OF TEST SIGNALS

The minimal properties of test signals necessary

for parameter identification have been studied by a numbe

of authors, for example Astrom and Bohlin [A2], Tse [Tl],
Aoki and Staley [Al]. A necessary condition for the p
parameters to be identifiable is that the input spectrum
consist of at least p/2 frequencies. Such an input is
called persistently exciting by Astrom and Bohlin [A2].
Rothenberg [R2] has shown that local parameter
identifiability is equivalent to non-singularity of the
information matrix.
The following theorem is due to Mehra [M4] and
Goodwin and Payne [G6]:
Theorem 2.4.1
The information matrix M has the following
properties:
(i) M is a real, symmetric, positive semi-definite
matrix;
(ii) M is non-singular if the input consists of at
least p/2 or (p+l)/2 frequencies, where p is the
number of parameters;
(iii) M can be represented by a point in a p(p+l)/2
dimensional space;
(iv) The set of information matrices M corresponding
to all normalized input designs is convex and
closed.
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(v)

The set M is the convex hull of the set of

information matrices corresponding to single
frequency designs;
(vi) The optimal information matrix lies on the
boundary of the convex hull.
vvv
Payne [P2] exploited the special structure of the
information matrix for SISO systems and further simplified
the input design problem.

Theorem 2.4.2 (Payne [P2])
For the SISO linear dynamic system represented by
Equation (2.2.1), the information matrix M lies in a p
dimensional space.
vvv
This theorem implies a considerable reduction in
the number of frequencies from p(p+l)/2 to, at most, p.
Zarrop [Z2] showed that, under certain conditions,
the number of frequencies for the optimal design can be
further reduced.
Theorem 2.4.3 (Zarrop [Z2])
Consider the model given by Equation (2.2.1). If
the system satisfies the following (hyperplane conditions):
(i) for input power constraint case
q = 0
m > n+r

- 34 (ii)

for output power constraint case

q = 0
r = 0
If A(z

) and C(z~ ) have n

roots in common,

then the hyperplane conditions are:
(iii) for input power constraint case
q

= n
x
m > n+r-n
—
x
(iv) for output power constaint case
q = nx
r < n
—

x

Then the D-optimal design comprises p/2 frequencies (the
minimum number of frequencies necessary to ensure
identifiability).

vvv
In general, the number of frequencies required for
the existence of D-optimal designs is between p/2 and p.
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2.5

CRITERIA OF OPTIMALITY

Some commonly used criteria of optimality employed
for input design are:
(1) D-optimality
(2) A-optimality
(3) G-optimality
(1) D-Optimality:
This criterion involves choosing an input design
to maximize det M or minimize det M
D-optimality is a parameter space criterion and
it minimizes the generalized variance of the
parameter estimates. An important advantage of
D-optimality is that it is invariant under scale
changes in the parameters and linear
transformations of the output. If the
A

distribution of 0 is assumed normal, D-optimality
can be interpreted geometrically as the volume of
the uncertainty ellipsoid, which we try to
minimize with respect to the input. Figure 2.1
shows this criterion in two dimensions.
(2) A-Optimality:
This criterion minimizes the trace of M , i.e.
choose an input to minimize the average variance
of the parameter estimates. Certain authors, for
example Goodwin et al. [G4], Zarrop [Z3] used
tr M-1W, where W is a positive definite matrix.
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A

Fig. 2.1:

Uncertainty ellipsoid
in two dimensions

- 37 Some authors, for example Nahi and Wallis [N3],
Aoki and Staley [Al], Nahi and Napjus [N2],
Mehra [Ml], used optimal control methods to
maximize tr M. This criterion leads to a
quadratic optimization problem which is easy to
solve, but the inputs obtained are often
unsuitable for parameter estimation. This has
been pointed out by Goodwin [G2] and Zarrop and
Goodwin [Zl].

(3) G-Optimality:
This is an output space criterion and is employed
if the purpose of parameter identification is to
predict accurately the output for different input
signals. The input is then chosen such that the
transfer function of the system is identified with
the greatest accuracy. G-optimality is a minmax
design — min max d(u>,£); i.e. choose an input
design £ to minimize the maximum in OJ of d(w,£),
where d(w,S) is the response dispersion (see
Chapter 4 and Goodwin & Payne [G6]).

D-optimal and G-optimal designs have been shown to
be equivalent by Kiefer and Wolfowitz [K3], and for dynamic
systems by Mehra [M4].
For further details and discussion on the above
criteria and other commonly used criteria, see Fedorov [Fl]
and Mehra [M4].

CHAPTER 3
OPTIMAL INPUT DESIGN FOR
AUTOREGRESSIVE MODEL
WITH OUTPUT POWER CONSTRAINT

- 38 -

CHAPTER 3:

3.1

OPTIMAL INPUT DESIGN FOR AUTOREGRESSIVE
MODEL WITH OUTPUT POWER CONSTRAINT

INTRODUCTION

In this Chapter, the output power constraint
problem of optimal input design for an autoregressive
model is considered.

It is shown that, besides the

minimum variance control law design, an open-loop
D-optimal design exists consisting of sinusoidal input
test signals.

The optimal input frequencies can be

obtained by solving a set of non-linear equations without
recourse to optimization techniques involving the
calculation of determinants (Sec.3.4).

Furthermore, it

is shown that, under mild physical constraints, the
accuracy of parameter estimation for the open-loop design
is the same as in the case of minimum variance control
law design.

Several examples are given to illustrate

the design methodology (Sec.3.5).
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3.2 EXISTENCE OF OPTIMAL INPUT DESIGNS

In this Section, we show the existence of a
solution to the problem of input design for parameter
estimation.
First, we state Caratheodory1s Theorem:
Theorem 3.2.1: (Fedorov [Fl])
Each point s° in the convex hull S° of any subset
S, of the n dimensional space can be represented in the
form:

n+l
s°

=

rv. .. s
E a
1
i=l 1

where:
a,

>

x

-

n+l
0 , E a.
ia=l

= I , s

1

e S

1

If s" is a boundary point of the set s°, then
a ,-, can be set equal to zero.

vvv
From Caratheodory1s Theorem and property (iii) of
Theorem (2.4.1) it follows that M can be represented as:

M

where:

=

k
E X. M(u.)
x
1=1 x
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.

<

k

1

0

PCP+D
+ 1

<
—

A.

<

l

—

1

k
E A. = 1
I-l X
This implies the existence of input designs
comprising a finite number of frequencies (Mehra [M4])
Following Section 2.4, D-optimal input designs
exist for frequencies lying between p/2 and p.
Now we show the existence of D-optimal input
designs for an autoregressive model.

Theorem 3.2.2:
For an autoregressive model, represented by
Equation (3.3.1) or by:

?k
k

=

b
1
+
e
— "k-d — k C3.2.1)
A(z X ) k a
A(z X )

R

with a constraint imposed on the output power.
There exists a D-optimal input design comprising
p/2 frequencies.
Proof:
The autoregressive model satisfies the hyperplane
condition (iv) of Theorem 2.4.3.

- 41 Hence the result follows.
vvv

In the next Section, we formulate the input design
problem, and present a method to obtain the optimal input
frequencies.
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3.3

PROBLEM FORMULATION

Consider the following AR model:

^k

= a

i ?k-l

+

'''

+ a

n ?k-n

+ bu

k-l

+ e

k

(3.3.1)
where {ek> is a white noise sequence having a Gaussian
distribution with variance a2. We consider the case
where the variance of the system output {yk>, cannot be
greater than some prescribed value (say, W), i.e.:

W > #{yk2} = ~ X dFy(a>) (3.3.2)
where Fy(<*0 is the spectral distribution of the output
sequence {y, 3" .
The constraint is chosen by physical conditions.
In the case where feedback is present, the minimum value
of Ely.2} can be reduced to o2 (Ng et al. [N4]).
Following Ng et al., [N4], the average
information matrix for the system parameters (ai,. . . ,an,b)
is given by:
M = E . {J- E [—] [—]> (3.3.3)
y/0
Na2 k=l
30
where:
=

T
(a1 , . . . , a R , b)

=

(a

, b)

90

- 43 E , denotes the conditional expectation over the data

given the parameters and e, is the residual sequence give
by.

£

k

= y

k " ai yk-l> ' ' • » " an yk-n "

bu

k-l
(3.3.4)

Thus
9ek

" y k-i ' i=1, ••''

3a,

(3.3.5)

n

Se,

3b

=

(3.3.6)

-uk-1

Substitute (3.3.5), (3.3.6) into (3.3.3), which yields:

yVi

o

o

o

y

k-l y k-n

y

k-l "k-1

H = E-

y

k-n y k-l

u

k-l y k-l

y2

y

k-n

. . uk-1 y k-n

u

k-n "k-1

k-1
(3.3.7)
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1

(3.3.8)
H

where the partitions correspond to the partitioning of 0
T T
into (a , b)
We now define {p.} as follows:

(3.3.9)

= p|j-M

* <yk-j W

Substitute (3.3.9) into (3.3.8) and using (3.3.1), we
have:
PO

PI

'n-1

PI

F

(3.3.10)

=
Pi

L

p

n-l

•

•

Pi

PO

G = £ (V - Fa)
=

H

b

-1- (p0 - 2aT V + a T Fa - a2)

(3.3.11)

(3.3.12)

2

where V is given by
V

=

[Pi , P2. • • • » PnI

(3.3.13)

- 45 From (3.3.8) we have
log det M

=

log det(F)

+ log(H-GT F"1 G) - (n+l) log (a2)
(3.3.14)

Substitution of (3.3.11) to (3.3.13) into (3.3.14) yields

log det M = log det(F)
+ log(p0-a2-VT F"1 V)
- log(b2)
- (n+l) log(a2) (3.3.15)
We now state the following theorem:
Theorem 3.3.1: (Ng et al. [N4])
For the system described by Equation (3.3.1), and
satisfying:
(i) the feed back law is causal;
(ii) a constraint described by Equation
(3.3.2) is imposed;
(iii) the determinant of the information
matrix is used as a design criterion;
then an optimal design exists comprising a minimum
variance control law, together with a white test signal.
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Proof:
log det M of Equation (3.3.15) is mamixized if
and only if:
Pi

=

P2

=

•••

=

Pn

=

0

Note that this condition can be achieved when

{y, } is an uncorrelated sequence and this is true if the
input {u, } is chosen to satisfy:

U

k = I <ai yk-l + a2 yk-2 + ••' + an yk-n> + 5k

(3.3.16)
where:
5, is a white external test sequence.

Equation (3.3.16) is the minimum variance control law for
the model of Equation (3.3.1).
vvv

In the next Section we present a method to obtain

a minimal D-optimal input design without using optimizati
techniques involving the calculation of determinants.
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3.4 A METHOD TO OBTAIN OPTIMAL INPUT FREQUENCIES

Theorem 3.4.1:
For the autoregressive model described by Equation
(3.3.1) and satisfying:
(i) an output power constraint described by
(3.3.2) is imposed;
(ii) the determinant of the information matrix
is used as a design criterion;
then there is a set of constrained non-linear equations
whose solution is the D-optimal input frequencies.

Proof:
With input parameterized as:
l

u,
^

E ml cos w.k
i-l x

where:
mC >_ 0 , i=l , . . . l;
l = (n+l)/2 or (n+2)/2

and the frequencies w. e [0,2-rr] are distinct, and are chosen
to satisfy:
Po

= W

Using (3.3.1), (3.3.7), (3.3.9), and applying the condition:
Pi

=

P2

=

• • • Pn

=

0,

we arrive at the following equations for optimality:
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l
p0

=

Pl

=

m.

E —i— +
1=1 f(o>i)

il m.cosu.
E —
i-l f(u>.)

C0

+

= W

(3.4.1)

Ci = 0

I

P2 =

=

P
n

2- m.cos2w.
E
i-l
f("i)

+

C2 = 0
(3.4.2a)

t m.cosnw.
E —
+
i-l
f(u,.)

C

= 0

n

where:
ml = m:2 b 2
1

1

jd).

f (u^) = A(e
2

X

-ju.)

) . A(e
-jku)

TT

C^ = —
/
2TT -TT A ( £ > ) A ( e - > )
Co 1

i=l

da>; k=0, 1,..., n

C.; j=l, 2,..., n

A(z) =

1 - axz - a 2 z 2 ..., -a n z n

Physical consideration (cf. Soderstrom [S6]) also requires
bu

k-i

bu

k-i buk-i
E {——}

>_ E { — —

A(z)

A(z)

—*_!}
A(z)

which is equivalent to:
W - C0 > |Cj| , j=l,...,n. (3.4.2b)
vvv
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A solution to (3.4.1) and (3.4.2) could be obtained
by numerical techniques or, alternatively, by writing
(3.4.1) and (3.4.2a) in matrix form, and, checking that
conditions (3.4.2b) are satisfied, we have:
i

r

m

i

w - c,

f(o)i)

COS0>i

COS0)2

-c

COSU)

cos2wi
m,

fU£)
cosnui

cosnoj

n
(3.4.3)

Since the rows of the matrix on the lefthand side
m.
of (3.4.3) are independent, we could first solve for ,-> ^s
f(u i )'
i=l,..., i in terms of m., i=l,...,£ using the first z
equations. Then substitute into the remaining n+l-£
equations (n+l-£<ji) to obtain a solution (or solutions)
for u^, i=l,...,£. Back substitute u., i=l,..., i into the
first l equations, we could solve for m., i=l,...,£.
Finally, the conditions m^O, i=l,..., i are checked.

- 50 Note that:
(i) using either the minimum variance control law
or applying (3.4.1) and (3.4.2), the same
maximum value of det H is achieved, i.e.:
- n( - 2)

det M

=

p

I I;P-P"% .' which is also independent
h2a2(n+l)
of the parameters a., i=l,... n;
(ii) there is a difference in regard to the minimum
value of the constraint W.
For the minimum variance control case, the
minimum W is a2.
In the open-loop input design, the minimum W
is Co + Max |C.|, i=l,... n which is dependent
of the parameters a., i=l,... n.
If W is chosen greater than or equal to 2CQ,
then constraint (3.4.2b) will always be satisfied.
The complex integral C,, k=0,l,...,n is evaluated
as shown in Appendix 3.1. Numerical methods to evaluate
C, can be found in Jury [Jl] and Astrom et al. [A6].
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EXAMPLES

Example 1:
Consider the first order example:
y

k

= a

i yk-l

+ bu

k-l

+ e

k

where:
-1 < a < 1, E ek2 = a2 and E y^ = W (3.5.1)

Detailed analysis of this example has been given
in Soderstrom [S6]).
Note that optimal design requires at most one input
frequency; following (3.4.1) and (3.4.2a), we arrive at the
following equations:
a2

mx
PO

=

+
2

PI

1 + a -2a cosoo

1 - a

mjcoso)

a a2

=

+
2

1 + a -2a cosco

1 - a

=

W

(3.5.2)

=

0

(3.5.3)

2

2

m.|
Substituting

from (3.5.2) into (3.5.3)
2

1 - a -2a cosuj
yields:
cosw = (3.5.4)
W(l-a2)-a2
W(W-a2)
and

det M

=

(3.5.5)
2

b a

4

- 52 Alternatively, following Section 3.3 and using
(3.5.1), we arrive at the following information matrix
for the above system:

W
M

(3.5.6)

=
. Qi

Q2 .

where
COSCJ - a

a^
.

)

(W

b

1 - a

2

1 + a2-2a cosoo
(W -

det H

=

1

1 - a:

) . [W(l+a2-2a cosu>)

(W

bz2„Uo

1 - a2

- (cosoj-a)2(W
s

)]

(3.5.7)

1 -a

To maximize det M, we differentiate (3.5.7) w.r.t. w, i.e.

d det M
0

=> cosU)

10)

-a cr
W(l-a2) - a 2

back substitution into (3.5.7) gives
W(W-a2)
det M

+

bz2„4
a
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Physical constraint (3.4.2b) requires W which is equivalent to constraint |cosw

1 - a
<_ 1

From this example, we observe that, using the
present approach, we save a considerable amount of
computational effort in the search for optimal input
frequencies.

Example 2:
Consider the following second order example:

y

k

= ai y

k-l

+ a2 y

k-2

+ bu

k-l

+ e

k (3.5.8)

with values of ax, a2 such that A(z ) have roots inside
the unit circle, E ey1 = a2 , and E y,2 = W.
Following (3.4.1) and (3.4.2a), we have:
mi
Po

=

m2
+

f(wi)

+ C0

=

m2.cos.w2

+
f(wx)

=

+ Ci

0

(3.5.10)

m2Cos2w2
+

f(ui)

=

f(w2)

micos2wi
P2

(3.5.9)

f(w 2 )

micoso)!
Pl

= W

+ c2

=

0

(3.5.11)

f(w 2 )

where:
f(w) = (l+ai2+a22) - 2ai (l-a2) cosw - 2a2cos2o)

- 54 Physical constraints require:

W - C 0 _> |Cj| , j-1,2

(3.5.12)

C k , k=0,l,2 is evaluated using the method in
Appendix 3.1.
l-a2 a2
l+a2

l-(a!2+2a2) + a 2 2

a1

a2

l+a2

l-(a!2+2a2) + a 2 2

Ci

a

i2

+

a

2 (l~a2)

C2
1 + a2

°2

l-(ai2+2a2) + a 2 2

setting ax = 0.5, a 2 =-0.1, b = 0.5, we obtain C 0 = 1.273,
Ci = 0.578, C2 = 0.16; choosing W >_ 2C0 so that the
physical constraints are satisfied, say W=5, and
arbitrarily choosing o»i = TT/4, we arrive at the following
D-optimal values:

wi = TT/4; mi = 0.6707 or mf = 1.6379
oi2 = 2.3026; m2 = 4.7111 or mi = 4.3410
We remark that, for this particular example, there
exists an infinite number of open-loop D-optimal designs.
This is clearly shown by substituting

f

> \ ,

f

> 2•. from

(3.5.9) and (3.5.10) into (3.5.11), which then yields an
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equation with two unknowns.

Hence, by arbitrarily

choosing ult we obtained the corresponding w2. We also
observe that the choice of W will influence the D-optimal
frequencies.
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3.6

CONCLUSION

A method to obtain an optimal input design for an
autoregressive model with output power constraint has been
presented. Optimal input frequencies have been obtained
by solving a set of non-linear equations without recourse
to optimization techniques involving the calculation of
determinants. It has been illustrated that, for low order
models, the reduction in computational complexity, by using
this method, as compared to the optimization of the
information matrix, is substantial. It has also been
observed that open-loop design is more restrictive than
closed-loop design as physical constraints have to be
satisfied.

- 57 -

APPENDIX 3.1*.

EVALUATION OF INTEGRAL
-1K.U)
-jko
2 TT
C, = 21 /
, e "a. , dw
k
2TT -TT A(eJ(1)) A"(eJa))

Our goal is to apply the residue theorem to
evaluate the integral:
ni

tf 0~j^w
C, - —
k

/

r-^—re—,

O

./

A(e

2TT -TT

1(l)s
J

T
J

.*/

) A (e

dw

(A3.1.1)

WN

)

(A3.1.1) can be identified as the parametrized form of a
contour integral, / F(z) dz, of some complex function F
C
along the unit circle C : |z| = 1 (see, for example, Saff
& Snider [S9]). To establish this identification we
parametrize C by:
z = eju) (A3.1.2)
dz . jw
Hw"

=

J e

=

Jz

so that
dw

=

i
3

—

(A3.1.3)

z

Making the substitutions (A3.1.2) and (A3.1.3) in (A3.1.1),
we get:
Cv = — / F(z) dz
k
2-rrj C
where the new integral F is

F(z) - —-*±_ f
A(z) A(z l)

z

Rewrite
Ck

=

—
2ttj

L

(A3.1.4)

- 58 where: ,
Ik
R

z"k
= /
5
z A(z) A(z ')
c

dz

Next, we apply the residue theorem, and find the residues
of F at its poles which lie inside the unit circle; this
yields:
Ik = 2irj E residues (A3.1.5)
i
Substituting (A3.1.5) in (A3.1.4) gives:
a2
C,

=

{2TTJ
2TTJ

a2

E
I

res}

E res
vvv

Using the procedure mentioned above, we show the
calculations for evaluation of C,, k=0,l, ..., n.

Consider Example 1 (Section 3.5), where:
-k
z

2

C,

=

-2—

/

2TTJ

C

K

Since:

A(z-1)

then:

z A(z_1)

and:

A(z)

5— dz k=0,l
ZA(Z) A ( Z " )

1 - aiz"1

=

z - ai

=

1 - aiz

=

-ai(z-A-)
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Therefore the denominator inside the integral can be
written as:
z A(z_1) A(z) = -ajCz-aiXz—)
a

For k=0,
a2
Co

=

Io

—

Io

2ttj

where:
f

dz

•

C

-ai(z-ai) (z—^)

residue (z = ai) =
1-a

I0

and:

=

2TTJ

2

{-1—}
1-ai2

C

°

l-A

For k=l,
CT

=

r

-

°2 I

cx

-

—
li
2ttj

Ix

=

/
= — dz
c -al(z.-al)(z--±-)
a\

where:

i

- 60 ai

residue (z = ai) =
1-a
a2

a

c^

_

2

_i
i

2

1-ai

Now, consider Example 2 (Section 3.4), where
2

Ck

=

—

/

2TTJ

C

Since: A(z~ ) =

then:

-k

-

1 - aiz~

z2 A(z~ ) =

—

ZA(Z) A ( Z l)

- a2z"

z 2 - axz - a 2

Factorizing gives:
z2 A(z_1)

=

(z-Pi)(z-P2)

where:
a

i = Pi + ?2

a

2

=

"^1^2

Now:
A(z) = 1 - a:z - a2z2
a

i i

=

-a2 (z2 + —

z- —)

dz; k=0,l,2

- 61 and factorizing gives

A(z)

=

-a1(z-Q1)(z-Q2)

It is easy to show that

*

• ^r

Q2 - ±Y

2

Finally, writing z 2 A(z~ ) A(z) as

z 2 A(z _1 ) A(z)

=

-a2(z-Pi)(z-P2)(z-^)(z-i-)

For k=0,
.2
CQ

=

I0

=

Io

2ttj
where
/

—•=

—:

C . -a2Cz-Pi)(z-P2)(z-^-)(z-^-)

2r
Pl
;
1 p
2

residue (z = Pi) =

a2(Pi-P2)(l-Pi2)(l-PiP2)

P1P22

residue (z = P2) =

a2(Pi-P2)d-PiP2)(l-P22)

dz

- 62 1 + P ^

1

1 - P1P2

1 - (Pi2+P22) + Pi 2 P 2 2

E residues =

Using a1 = Px + P2, a2 = -PiP2, and substituting Px and
P2 in terms of ax and a2 in the above expression, yields

E residues =

1 - a2
1 - (a12+2a2) + a 2 2

1 + a2

Finally, we obtain:
1 - a2 a2
C
1 + a2

1 - (a!2+2a2) + a 2 2

For k=l,
a2
C

1

o•
2TTJ

where:

z2
Ii = /
=
=— dz
C -a2 (z-Pj ) (z-P2) (z-^-) (z-^)

Taking residues at Px, P2:
Pi3P2
residue (z = P^ =

a2(Pi-P2)(l-Pi2)(l-PiP2)

residue (z = P2) =
a2(Pi-P2)(l-P22)(l-PiP2)

p p 3
lr2

r

- 63 Pi + P2

E residues

1- PiP2

\
T 3 .22 T ) . 2
1 - (Pi22_I_-D
+P222)
+i Pi
P

Substituting for Pi, P 2 using ai = Pi + P2, a2 = -P1P2,
yields:
ai

E residues

=

1 + a2

1 - (ax2+2a2) + a2

Finally, we obtain
ai
1 + a2

a2
1 - (ai2+2a2) + a2

For k=2, the integral C 2 is evaluated similarly.
VVV

CHAPTER 4
OPTIMAL INPUT DESIGN FOR
PARAMETER ESTIMATION THE Ds-OPTIMALITY CASE
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CHAPTER i\: OPTIMAL INPUT DESIGN FOR PARAMETER
ESTIMATION - THE D$-OPTIMALITY CASE

4.1

INTRODUCTION

In this Chapter, the optimal input design problem
for estimating s out of p parameters is considered.
It is evident that in designing identification
experiments for different purposes, different design
criteria should be used.

For example, if the design is

to minimize the covariance of the parameter estimator, a
scalar function of the parameter covariance matrix (or the
inverse of the information matrix M~ ) is a good choice.
On the other hand, if the purpose of an identification
experiment is to predict accurately the output sequence,
then it is more reasonable to cost the output variance.
A number of input design criteria have been suggested in
Mehra [M4].
them:

For our purpose, we consider only two of

- 65 4.

(a) A design ? is called D-optimal if
it maximizes det M(£); and
4.

(b)

A design £ is called G-optimal if

4-

it minimizes max d(w,? ) .
w

'

For a definition of d(w,£), see Equation (4.2.3)
and Goodwin [G6].
Excluding trivial cases, it is obvious that optimal
design which satisfies all criteria does not exist.

However, the two criteria D -optimality and G -optimality,

which compare the results of an experiment in two differen

spaces, are strictly related to each other (see Atwood [A5

Fedorov [Fl], Kiefer [K3], Mehra [M4] and Zarrop [Z3]). Th
equivalence of these two design criteria has proved to be
extremely important. It is fundamental to most D-optimal
design algorithms and many computational improvements in
both linear regression problems and dynamic system design
problems.
In Section 2, some definitions and terminology are
established. We extend the proof of the equivalence for
D -optimality and G -optimality in Section 3. The
S

S

convergence of a sequential design algorithm is proven and

illustrated by simple examples (Section4.5; Appendix 4.1),

- 66 4.2

PROBLEM STATEMENT

Consider a linear, time invariant, SISO, discrete
time dynamic system described by Equation (2.2.1).
The average information matrix for system parameters a,...., a and bn,..., b is given by (see
1

n

u

m

°

J

Chapter 2):
w

u

M(0 = Re f h(eJJUJ-) h (eJJUJ-) d?(w)

(4.2.1)

o
where
p

=

m + n + 1

and
£ is a normalized design, i.e. / d£(w) = 1
o
We assume that:
M(C) is non-singular, i.e. the design K is
persistently exciting.
Since we are interested in estimating part of the
system parameters, we partition the information matrix and
its inverse into:

M (?)

Mi'(c)

M2CO

M 2 T (C)

M 3 (0

=
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M (l) (?)
M"1 (O

M(2)(5)

|

=
M(2)TU) | M(3)(?)

where:
Mi(0 and M^

(O are. s x s matrices, and

M3(?) and Mv y(s) are (p-s) x (p-s) matrices

Now define
(1) M s U ) = [M (1) (0] -

l

= Mx(0 - M2(?) M 3 _ 1 ( 0 M 2 T ( 0
(4.2.2)
and it follows
detMQ(?) = det [Mx (5) - M2(e) M 3 _ 1 ( 0 M 2 T ( 0 ]
det M(g)
(4.2.2a)
det M3(?)
(2)

5+ yields a global D-optimal design if

det M (C+) = max det M (O.
8
5
(3) C1" yields a local D-optimal design if:

p- log det M [(l-a)£+ + a?]

3a

< 0 for all 5.
a=0

- 68 (4) the generalised variance d(w,c), which in
physical terms, can be interpreted as the ratio
of the variance of the system frequency response
to the noise power at frequency w (see Goodwin
and Payne [G6]) in the case s < p to be:
-1
ja)
JO)d (u,5) = h J(e^JU)M M x(c) h(e
)

- h ( 2 ) *(e>) M3-\0

h ( 2 ) (e>)

(4.2.3)

where
,T, JUK
h (eJ )

, h(e^)

! lh ^ ( e > ) ,
s+l

= [h^^CeJ") ! h (2 > T (e>)]

In the next Section we prove the equivalence
theorem for the s out of p parameter case.

- 69 4.3

EQUIVALENCE THEOREM

Before we proceed to state the main result, we
first show that the local minimum of optimizing det M (?)
is also the global minimum.
Theorem 4.3.1:
Consider £ e E
and let % = (l-a)C+ + a?° e E, a e [0,1]
Then:
(1) £ maximizes det M (?) for all £ e
fa

(2) ^- log det Ms[(l-a)5+ + a?°] ^ 0
are equivalent.
Proof:
Clearly, (1) + (2).
To show that:
(2) - (1),
we first state two matrix lemmas without proof
Lemma 4.3.1 (Kiefer [Kl])
For i = 1, 2, ..., r,
let C. be s x (p-s),
and let D. be positive definite symmetric
s x s matrices,
r
and suppose a. > 0, E a.
1
i=l 1

= 1,

- 70 then:
r r -1 r T r
[ E a.C.] r E a-D.l I E a.C. ] < E a.C.D. C.
1=1 X X i=l L lJ 1=1 X X " 1=1 X X L X
with equality, if and only if the matrix C.,D.
is the same for all i.

Lemma 4.3.2 (Fedorov [Fl])
If A and B are non-negative definite symmetric
s x s matrices, then:
log det (aA + (l-a)B) is concave for a e [0,1]
and is strictly concave unles A = B or A + B
is singular,
t
Now assume that E, does not maximize
det M (O for all E, e E, then there exist
fa

E, e 5 such that:
log det M (5°) - log det Mc(?+) 0
Let E - (l-a)Ef + a£° e E, then:
MC?) = [M(l)(0]_1
= Mi(&) - M2(0 M3_1 (O M2T(0
= [(l-a)M!(5+) + aMi(g°)]
- [(l-a)M1(?+) + aM2(?°)]
• [(l-a)M3"1(5+) + aM3T(?0)]_1
. [(l-a)M2(?+) + aM2(C°)]T

- 71 Applying Lemma 4.3.1 gives:
Ms(0 >_ (l-a)MiU
- (l-a)M2(C

+

+

) + aMi(?°)

)M3_1(OM2T(0

- aM2a0)M3-1U0)M2TU0)
= (l-a)Ms(?+ ) + aM s a°)

Hence, using Lemma 4.3.2:
log det M g ( 0
> log det [(l-a)M (£

+

) + aM (£°) ]

l_ (1-a) log det M (S+ ) + alog det M (S°)
s
s

TZ

lo

§ det V 0

a=0

log det MQ(5°) - log det M (Ef)
s
s

I o
which violates (2).
This completes the proof of Theorem 4.3.1.
vvv
We now extend the equivalence theorem to the c
of estimating s out of p parameters.
Theorem 4.3.2 - Equivalence Theorem (s <_ p case) .
The following statements are equivalent:
4-

(1) £ maximizes det M (?)
1"
(2)
v
'

E,

minimizes max d (w,£)
w
s 'w

- 72 (3)

max dg(u>, O

= s

where: d (w,£) is defined by (4.2.3) .
fa

Proof:
We proceed as follows
(3)

-

(2)

(D

-

(3)

(3)

- (D

(2)

-

(3)

By definition of d (w,£), it follows that
/
o

d g (w,Od?(w)

= / [h*(eJu) M_1a) h(eJa))
o
- h* (2) CeJ w ) M g ^ C O h ( 2 ) ( e > ) ]

d5(w)

= trtM'^O i?e / h(ejul) h*(eJu) d?(w)]
0

- tr[M 3

_1

TT

(0 fle / h ( 2 ) ( e > ) h* ( 2 ) d£(w)]
o

= trtlj - trtl, os] = s
P
(p-s)
Thus:
max d (w O > s (4.3.1)
w
s
—

Now consider:
max dg(w,c ) = min max dg(u>f£) (4.3.2)

- 73 It follows from (4.3.1) that a sufficient condition for E, to satisfy (4.3.2) is:
max d (w E, ) = s
s
w
Thus: (3) -> (2)

To show (1) -*• (3) :
let £° e H be any design, and consider the design
I = (l-a)5+ + aC° e 5
Using Theorem 4.3.1 and (4.2.2a), (1) can be
written as:
i- log det M [(l-aH + + a?°]
da
°
s
a
= ^L log det M[(l-a)£+ + aE°]
_ JL log det M3[(l-a)?
3a
<

+

a=0
+ aE°]
a=0
(4.3.3)

0

Now:
3a

log det M[(l-a)£+ + a?°]
a=0

= tr M'1 (5+)[H(5°) - M(5+ )]
= tr M"1 (?+ ) M(£°) - p

(4.3.4)

Similarly
-2- log det M 3 [(l-aH.Tt + a£ ]
a=0
3a
= tr M 3 -l/,t
Or) M 3 ( 0

- (p-s)

(4.3.5)

- 74 Combining (4.3.3), (4.3.4) and (4.3.5) gives
•g- log det M[(l-a)?+ + aC°]|
0 Ut

'

fa

s\

a=(J
= tr M*1 (Ef) M(5°)
- tr M3-1(?+) M3(?°) - s
< 0 (4.3.6)
Let E be a single frequency design at w, (4.3.6),
and the definition of M and M3 for a single frequency
design then imply:
h*(eJw) ST1^) h(e>)
- h^*(ei«) Ma'AsA h(2Ae>)

<s

or:
dU,Ef) - d(p-8)(o.f5+) = ds(u,c+ )

< s

(4.3.7)

Comparing with (4.3.1) shows that:
(D - (3)

Conversely, if d (w,£ ) = s holds, we have (4.3.6)
fa

holds for all single frequency design E, ,
hence: (3) •*• (1) .

- 75 Finally, (4.3.1) and (4.3.7) indicate that E
minimizes max d (<*>,£),
w
s ' '
thus: (2) -> (3)

This completes the proof of the theorem.
vvv

In the next Section, we compare the achievable
parameter estimation accuracy for the D -optimal and
fa

D-optimal designs with a simple example.
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4.4
A COMPARISON OF Dg-OPTIMAL
AND D-OPTIMAL DESIGNS

In this Section, we compare the D-optimal design
fa

as defined in Section 4.2, with the D-optimal design.
Consider a first-order autoregressive model.

u
1-az^I"k-1

?k

+

1-az ^i k

the sequences fu. >, {y^.}, ^ k > are as defined previously,
and the parameter vector
eT = (a,b)
Following the steps in Chapter 3, we form the average
information matrix:
1
Po
M

a

B"(pi-Po i)

=
F(PI-P0«I)

2

(pQ-a2+ai p6-2aipi)

b

and its inverse
—(po-a 2 +a x 2 po-2aip i)
b2

ba 2

(p i-pooii)

- 77 where
=

P I j-i
4 ,• Il

-

E ek2

=

*Ey k - j y k -i
a2

and:
A

=

{p0(p0-a2)-Pi2>

— —

bza2

Since we are interested in estimating only the
paramater a, we formulate the problem for the case p=2,
s=l. Following Section 4.2, we arrive at the following
criterion for the D -optimal design.
S

max. det M = max. -i- {p0
a2 (p0-a2)+a12p0-2a1pi

(p

l ~pP a i )

The experimental conditions for the D -optimal
design are:
Pl

=

—
ai

(Prj-a2)

(4.4.1)

u

The experimental conditions for the D-optimal
design (here both parameters are estimated) as given by
Chapter 3, are:

Pi

=

0

(4.4.2)

- 78 The variance of the parameter estimate a is given
by the expression:
var a = o2-

(p

^-o2)+ai2PQ-2aipl (4.4.3)

Po(po"a2)"Pi2

A comparison of the two designs, i.e. D-optimal
fa

and D-optimal designs, is carried out by substituting the
respective experimental conditions in Equation (4.4.3).
The achievable var a for the two designs is shown in the
following table:

var a
2

D -optimal design a2(—* )
s

?
P

-I

o-a

2

D-optimal design a2(— + —^ )
Po Po_°2

From the above table, it is observed that var a.
is lower for the D-optimal design.
fa

This example has illustrated that D-optimal design
fa

is better than D-optimal design in the sense of achievable
variance of the parameter estimates.
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4.5

A SEQUENTIAL DESIGN ALGORITHM

Sequential design algorithms with proven convergence to a D-optimal design was proposed by Mehra [M4] and
extensively studied by Zarrop [Z3]. We shall study, in
this Section, an algorithm which is essentially due to
Mehra [M4] and Zarrop [Z3l, but extends to the D -optimality
fa

case.

Algorithm
(1) Choose a design Eo e E such that:
M(SQ) is non-singular.
(2) Set k=l
(3) Choose a frequency w, such that:
we[0,

TT]

(4) If dg(wk,5k) = s, STOP
(5) Update design to:
S'k+1
v-r.1 "
= ^
(l-a^)5
+ V-w,
a ^
" V M cv ^

(6)

Set k = k+1;

e

E

go to (3)

Theorem 4.4.1
If the sequence {ak> in the algorithm is chosen
such that:
a k e [0,1]
lim a k = 0,
k->°° k=0

E

a-,

= °°

- 80 then
lim E = r+ e
k^~ ^k 5
is a D -optimal design
fa

Proof:
From (4.2.2a)
det M

s(W

det
=

M(Sk+1)/det M(ek)

^

5 i )

det Ms(?k) det M3(5k+1)/det M3(?k)
Following Zarrop [Z3], we have:
j W,

M g (C k+1 ) = d-a k ) M8(5k) + a k i?e{h(e

K

_,, j w,

) h (e

K

)>

(4.5.2)
det M„(5s1,J_1)
s k+l =
det Ms(Ck)

(1

"

)P
V

{ 1U+T0p

d (u

k

2
,?,,)+e,
g(a) ,C )}
Tp
^ k V k " ^ B , vk , ;v k

(4.5.3)
where
a

3

k

=

k
T^

d( U f O = lT(eJa)) H^G.) h(eJa))
g(w,0 = %(d2(w,C) - |di(w,5)|2>
di(w,0 = hT(eju) M_1(0 h(ej<")
Similarly:
M 3 (5 k+1 ) - d-a k ) M3(5k)
+ a k i?e(hU;(e

k

) h U ; (e

k

)

- 81 and:
detM 3 ( ? k + 1 )
= (i-ak)

1 + e k d r (w k , 5 k )

det M3(Ek)
+ 3k2 gr(^k>?k) (4.5.5)
where: r = p - s
dr(w,0 = h(2)*(e>) K3~l(K) h(2)(e>)
gr(w,?) = %{d(w,C) - |dir(w,c)|2}
dir(w,0 = h(2)T(eJw) M3"x(0 h(2)(e>)

Combining (4.5.1), (4.5.3) and (4.5.5), gives:

= (1-a)
det Ms(5k)

1 +

WV

5

k>

+ B

k 8r (< V 5 k>

(4.5.6)
Since:
lim a k = 0
k-*»
the first order expansion of (4.5.6) in a gives:
log det Mgak+1) = log det Mg(?k)
- ak»s + «k-d - a k -d r
= log det Mg(?k) + ak(dg-s)

- 82 Now, lim ak = 0, therefore there exists k0,y dependent
k->-«>
on k 0 such that 0 < y < 1 and for all k >_ k 0 :
log det Ms(£k+1) > log det Ms(?k)
+ Yak{ds(u3k,?k) - s} (4.5.7)

step (3) of the algorithm ensures that:
dg(wk,£k) >_ s (cf Theorem 4.3.2) and therefore
(det Ms(?k), k>_01
is a monotonically increasing sequence bounded above by
detM (£+), therefore:
fa

lim det M^, ) = det M (?') < det M (?
s

k+oo

K

s

-

+

) (4.5.8)
s

for some E, ' e E

To show that:
det Mg(r) = det Ms(£+),
assuming the contrary, then there exists e > 0 such that:
d (a)

s

k'5k) "

s

1 e'

for all k > k0
and from (4.5.7):
oo

log det M (? v ) + ey E
s

k

°

k=k 0

a, < log det M (E')
k

s

00

By assumption,

E a, = » and the sequence {det M (r, )}
s
k
k=0 *
is unbounded and this contradicts (4) and thus completes
the proof.
vvv
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EXAMPLES

The sequential design algorithm presented in the
last Section is illustrated by two examples, where: p=2,
s=l.
Example 1
Consider the system (Zarrop [Z3, p.121])

-l

y k = (bo+biz

d o +diz-l
)u k _ 1 +
1+CiZ*

Following Section 4.2, we have
=

(b0,bi)
1+Ci z-1

_1

hi(z ) = -

h 2 (z

M

=

_1

-l

d0+diz-l
1+CiZ -1

) = -

d0+diz -l

1+ci2+2cicosw

1

do 2+di2+2do dicosw

cosw

cosw
1

Estimating bo using the sequential design algorithm
given in Section 4.5, where a., = *—r-y is used, the
following table gives the final design for several values
of ci, do and di with initial design w = 0.5, X = 1.
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Final Design
Cl

do

di

w

A

.5

1

.3

1.46

1

.1

-.8.

.3

1.11

1

-.3

2.10

1

-1

-.5

In all cases, step (3) of the algorithm chooses
the optimal frequency after several iterations. The
convergence characteristics for three different initial
designs for the case, ci = .5, d0 = 1, d\ = .3, are shown
in Figure 4.1.
It is interesting to compare the D -optimal and
fa

D-optimal designs for this system.
For ci = .5, d0 = 1, di = .3, the D-optimal
design gives (Zarrop [Z3, p.121]):

u = 1.3804
A

and var bo = 0.8673
The D -optimal design gives:
fa

w = 1.46
and var b0 = 0.8604
It can be seen from these results that the
D -optimal design achieves a lower value on the variance
of the parameter estimate.
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Fig. 4.1:

Convergence characteristics for different
initial design frequencies for the case
ci=0.5, d0=1.0, di=0.3
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Consider the system:
d0+diz- l
'o
w
+
k
l+a:z -I "k-1
1+CiZ -l

Following Section 4.2, we have
9 = (ai,b0)

1+CiZ

_1

hi(z )

h 2 (z

-i

=

b,

-l

-l
do+diz~

1+CiZ

)

-l

(l+aiz~ ^)2

-1

-1

=
do+diz~

l+aiz~

and
M

1+Ci2+2ciCos OJ

= br,2

do + di z +2d 0 dicosw

(1+ai2+2aiCosw)

-T—-(ai+cosw)
D
o

-r--(ai+cosw)
bn

•"•

—(1+ai2+2aicosw)
. 52
b."

Estimating ai using the sequential design algorithm
in Section 4.5 with ak = TTTTT, the final design for several
values of ai, bo, Ci, do, dx are tabulated below.
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Final De sign
a

bo

Cl

d0

di

-0.1

1.0

-0.1

1.0

-0.3

0.5

0.5

1.0

i

Ai

W2

A2

0.0

0

0.5

TT

0.5

0.7

0

0.5

TT

0.5

u

In all cases, the initial design i s w = 0 . 5 , A = 1.
The same final design is also obtained with different
initial frequencies. In all cases tried, the final
design always converges to two frequencies.
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CONCLUSION

Optimal input design for identification experiments

based on two different criteria has been shown to be equivalent for the case of estimating part of the system
parameters. A proven sequential design algorithm which

converges to a D-optimal design has also been extended for

the D-optimality case, and illustrated by simple examples.
fa

A comparison of D -optimal and D-optimal designs has been
fa

carried out for the case s=l, p=2.
The D-optimal design was based on the assumption
fa

that M(£) is non-singular. Methods used to overcome
singular M(£) in linear regression problems, e.g. transformations used in Kiefer [K4] and Atwood [A4] cannot be
extended to the dynamic case.
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EXAMPLE

Another example to illustrate the sequential design
algorithm of Section 4.5 is given below. Here, s=l, p=2.

Consider the system:
d0+diz-l

1
7k

+
l+aiz"1+a2z"2 ^c~1 1+ci.z" '

Following Section 4.2, we have
=

(ai,a2)

l
hi(z-l
)

1+Ci z -l

=

-2

l x o .z, -*)
^2
(l+axz "'+a
2

-i
x

d0+diz

1+CiZ -1

h 2 (z

_1

)

=

-3

dg+diz-1

(1+aiz

+a 2 z

)

and
(1+CiZ -1^(l+ciz)
M

=

(d0+diz_i) (d0+diz)

1

COSW

cosw

1

(l+aiz_1+a2z"z)2(l+aiz+a2z'zy
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Estimating ai using the sequential design algorithm
in Section 4.5 with a k = ^nrr > the following table gives the
final design for several values of ai, a 2 , ci, d0, di with
initial design w = 0.5,

A = 1.

Final Design
Cl

do

di

0.25

-0.1

1.0

0.1

-0.30

0.5

1.3

0.90

-0.7

ai

a2

1.0

CJU

A

0.0

1.98

1

-0.1

-0.6

2.78

1

0.6

0.2

1.91

1

The same final design is also obtained with
different initial frequencies.

In all cases tried, the

final design always converges to a single frequency after
a number of iterations.

CHAPTER 5
EFFICIENCY OF
MINIMAL UNIFORM DESIGNS
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CHAPTER 5:

5.1

EFFICIENCY OF MINIMAL UNIFORM DESIGNS

INTRODUCTION

In this Chapter we look at the problem of
comparing minimal uniform designs with a D-optimal design.
D-efficiency is defined in Section 5.2, and the
efficiency of a D-optimal design is considered equal to
unity. In Section 5.3, we consider some examples to show
the efficiency of minimal uniform designs, and in Section
5.4, we carry out a detailed analysis of a two-parameter
system.
In the Appendix, general expressions for
|G.||G.*| , i=l,..., ( J for a general system with p=2,
are given.
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5.2

PROBLEM STATEMENT

Consider a linear, time invarient, stable, SISO,
discrete time system described by (2.2.1).
Following the derivation in Chapter 2, the average
information matrix for the system parameters is given by:

JU

M (5)

=

Re / h(e Jw ) tT(e Ju ) dg(u)

(5.2.1)

ft

where:

the total number of system parameters p = m+n+1;

ti denotes the set: ti =

{OJ/0<U<TT}

E, is a normalized design and h.(z ) is given in
Chapter 2 (Sec.2.3).

A design containing a pure discrete spectrum can
be characterized by:

{wx,..., w£; Ai,..., A£)
where: uj, i=l,..., A represents frequency, and the
positive weights A£, . . . , A£ sum to unity.
With a pure discrete spectrum, (5.2.1) can be
written as:
H (O = G A G* (5.2.2)
where:

G

=

[h(o>i) h(wi) h(w 2 ) h(w 2 ) .... M w £ ) h( w £ )]
(5.2.2a)
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j.

A
and

G

'*i

x

i

=

x

i

diae r —=- —- —
S L
2
2
2
= (G)

X

2

x

a

x

i

—
—•- —- 1
2"-'2
2J

Forming "the determinant and using a matrix
property (Fedorov [Fl]):

|M (O I =

2 |G. | |G,*|
TT A.
x
1
i
ia=i l a

(5.2.3)

where G. is a p x p minor of G, and the sum extends over
(21]
all I j possible minors composed of p columns numbered
ii, i2 , . . . , i .
To compare the efficiency of two designs, we
define a measure of efficiency as follows:

n

g (Ol
M (r)

1/P

(5.2.4)

The pth root of the quantity |H (?)|/|H ( V ) \
eliminates the dependence of efficiency on the dimension
of the parameter vector. This definition can be
interpreted as comparing the average estimation error per
parameter for the two designs. For E," = E , a D-optimal
design, we call n the D-efficiency of the design E, „
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5.3

EFFICIENCY OF MINIMAL UNIFORM DESIGNS

We consider a uniform design with the minimum
number of input frequencies u. e

(0,TT),

i=l,2..., y where

Y - p/2 for p even
= (p+l)/2 for p odd
A uniform design is one which has equal weights on all
input frequencies. Thus the search for an optimal input
reduces from a 2p dimensional space to a p/2 or (p+l)/2
dimensional space.
Denote:
P
3. = TT A .
l

, la
ia=l
then for a a frequency, D-optimal design (5.2.3) becomes:
|M (gT) | =
i=l x 1 x

where

E

0. |G, ||G/|

" ( 2 P1

Define:
t
(i) E, = {wi , . . . ,W£; Ai, . . . , A£}
a D-optimal design, where y <_ I < p
(ii) S = (wj, w2,...,w^

;

Ai,...,A^}

a Y frequency uniform design,
i.e. \\ = ^2 =...,= X

(5.3.1)

- 95 (iii)

5'

=

{wi,...,w

;

Xlf...,X

/ w . e ti }

a Y frequency uniform design, where ti denotes
the set of z frequencies in the D-optimal design

A.
Note that:
(i) |M (r)| = p'P |G(p)||G*(p)|

(5.3.2)

wnere:
|G(p)|.|G'C(p) | = max { | G.
|
• G.
, J - 1 . . • •> r^\ )
1
Y
3'
(5.3.2a)
and G. has the form:
[h(w. ) h(w. ), ..., h(w. ) h(w. )]
ii

ii

i

Y

(5.3.2b)

i
Y

(ii) |M (ol i |M (r)
Then, from the definition of efficiency (5.2.4), it
follows that:
1/P
n

p,-P
v |G(p)|.|G (p)| il/P
E 0.

G. G.

l

l ' l

i

(5.3.3)

- 96 -

1/P

p" P |G.(p)| |-G*(p)

(5.3.3a)

Lmax {|G.I |G. |} Eg.
•

-L

JL

1

•

i.

1

the r.h.s. of the inequality (5.3.3a) represents the
achievable lower bound for D-efficiency of a minimal
uniform design.
Now, we illustrate the efficiency of minimal
uniform designs by giving a number of examples:

Example 1

Consider the following system (Zarrop [Z3, p.121]):

yk

=

(bo+biz" ) u k +

(5.3.4)

c
1 + CiZ-h k

The information matrix for the parameter vector
e = (b0,bi)T
is given by:
cosw.
M (?)

=

=

Z A . f(w.)
i-l L

1 + ci

1

cosw

where:

f(w)

+ 2ci cos4w

Note:

M (?) is independent of bo and bi.

Then the D-optimal design is (Zarrop [Z3])
wi

=

^/4 , w 2

=

3TT/4

1

- 97 Ai

-

-

A2

%

which yields (for cx = -0.06):
|M (?+)| = 1.2625

Substituting the values of wx and w2 in (A5.1.13), we get:
|Gi||Gi'C| = 2.5250 , i=l,...,4
= 5.0499 , i=5,6

Then, from (5.3.2a), we have |G(p)| |G*(p)| = 2.5250

and the determinant of the p/2 frequency uniform design ?'
given by (5.3.2) is:
|M (r) = p'p |G(p)||G*(p)|
= 2"2 (.2.5250)
= 0.6312
The efficiency for the design E* is then given by:
n

= [lg (SQI ]

%

l|M C 5 + )| .

0.707
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Example 2
Consider the system:
=

Cb0+bxz-ix ) i^ + (l+diz H)

=

(b0,bi)

yk

where

C5.3.5)

the information matrix is given by
COSW

M (?)

where:

f(w)

=

E A. f(w.)
X
1=1 X

COSW

1

1

(l+di2+2di cos4w)-l

=

then the D-optimal design Is computed as
0)

=

AI

Tf/4 , w 2

A?

=

=

3TT/4

%

which yields (for di = 0 . 1 )
M (?+)I

=

1.5242

Substituting the values of wx and w 2 in (A5.1.13), and
after simplification, we get:
G i l|G i

=

3.0483 , i=l,...,4

=

6.0966 , i=5,6

Then, from (5.3.2a) we get IG(p)I|G*(p)| = 3,0483 and
the determinant of the design ?' given by (5.3.2) is:

- 99 |M (?')!

=

p"P |GCp)||G*(p)|
2"2(3.0483)

=

0.7621

The efficiency for ?' is then given by

n

= [1M un
L|M (?f)

=

{%}2

= 0.707

%
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ANALYSIS OF EFFICIENCY OF A TWO-PARAMETER SYSTEM

In this Section we give an analysis of the
D-efficiency of a minimal uniform input design, for a
two-parameter system.
Consider the model given by (5.3.4), and solving
Jr

for |G.||G."| using the expressions (A5.1.13), we arrive
at the following:

|Gi||Gi*| = 4f2(wi) U-cos2wi} (5.4.1)

|G2||G2*| = 4f2(w2) U-cos2w2} (5.4.2)

|Gil|Gi*| = 2f(wx) f(w2) {l-cos(wi-w2)}, 1=3,4
(5.4.3)
|G.||G.*| = 2f(wi) f(w2) {l-cos(w!+w2)}, i=5,6
(5.4.4)
where: f(w) = 1 + ci2 + 2ci cos4w and -1 < ci < 0

The optimal frequencies are u>i = TT/4, W2 = 3 TT/4.
It is noted that:
f(w) = f(wi) = f(w2),

and substituting the values of wi, w2 in (5.4.1) to (5.4.4)
•JL*

yields the following simplified expressions for |Gi||Gi |:
|Gil|G."| = 2f2(w) , i=l,...,4
= 4f2(w) , i=5,6
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Now, substituting the values of |G.||G."| and 0. in
(5.3.1) gives:
|M (0 | = f2(u)
where 0. =

1/16, since Ai

=

Ai =
-

\

Now, from the definition (5.3.2a) we get
G(p)|-|G'C(p)|

= 2f2(w)

and (5.3.2) gives
|M (?Ol

= p'P |G(p)||G,C(p)

,-2

=

2 * {2f*U)}

=

% f2(w)

where ?' is the minimal uniform design defined in Section
5.3.
The D-efficiency of design ?' is given by:

Ifl (.?-)

n

|H (?+ )

I f 2 (-) J
ikV2

=

0.707

i/p
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The D-efficiency of the uniform minimal design
?" for the system (5.3.4) is always equal to
0.707, where -1 < cx < 0.

The efficiency of the uniform minimal design
S given by:
|M (Q
+
|M a )i

1/P

for the system (5.3.4), varies with the value
of Ci;

this is illustrated in Figure 5.1.
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l.Q-r
0.90.80.70.60.50.40.30.20.10 —

"f
-0.9 -0.8 -0.7 -0.6 -0.5 -0.4 -0.3 -0.2 -0.1
ci

Fig. 5.1: Variation of n' with parameter Ci
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Now, consider the two-parameter system given by
(5.3.5). The expressions for |G.||G.'V| are similar to
i' ' i '

(5.4.1) to (5.4.2), where f(w) = (1+di2+2diCOs4w)_1 and
0 < dx < 1.
Substituting the optimal frequencies wx = TT/4,
ID2

=

3TT/4

in f(w), we observe that:

f(w) = f(Ul) = f(0)2)
JU

Then the expressions for |G.||G.'|, after simplification,
give:
|Gi||Gi*| = 2f2(w) , i-l,...,4
= 4f2(w) , i-5,6
JL.

Next, substituting the values of |G.||G.'V| and 0. in
(5.3.1) yields:
|M (?

+

)| = f2(w)

and from (5.3.2a) we get:
|G(p)||G*(p)| = 2f2(a0

The D-efficiency of design E' is then:
n - {%}%
= 0.707
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(i) The efficiency of the uniform minimal design
?' is always equal to 0.707, where 0 < dl < 1.
(ii) The efficiency of the uniform minimal design
r, given by:

n. =

[ |M (C)1 | %
L |M (? + )| .

varies with the value of dx, as shown in Figure
5.2.
(iii) It is observed from Figure 5.2 that the efficiency
of design ? is n' = 0.707 when di = 0.8.

This

value of efficiency n" = 0.707 is equal to the
efficiency of the minimal uniform design ?'.
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1.0
0.9
0.8"
. 707
0.70.6'
0.5"
0.40.3'
0.2"
O.li

0.1 0.2 0.3 0.4 0.5 0.6 0.7

Fig. 5.2:

0.8 0.9

Variation of n" with parameter d:
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For the systems (5.3.4) or (5.3.5), the efficiency
is n = 0.707.

Using (5.3.3a), the possible achievable

lower bound is 0.6.
Thus, for the system (5.3.4) or (5.3.5), the
D-efficiency of the minimal uniform design ?" does not
achieve the lower bound.
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CONCLUSION

The problem of comparing the efficiency of minimal
uniform designs has been considered. Some first order

systems were considered to illustrate the D-efficiency for
minimal uniform designs. It was shown in Section 5.4
that, for the models (5.3.4) and (5.3.5), the efficiency
of minimal uniform design ?' is 0.707; whereas the
efficiency for minimal uniform design r, varies with the
value of parameters cx and di for models (5.3.4) and
(5.3.5) respectively.
Some difficulties were encountered in generalizing
the lower bound of D-efficiency given by (5.3.3a). The
main problem was to get a relationship between
Jr

Jr

|G(p)||G (p)| and |G.||G.'|.

When G. has the same form

given by (5.3.2b), then from definition (5.3.2a):

|G(p)||G*(p)| >

IGJIIGJ*!

But when G. is not of the form of (5.3.2b), then the above
relationship does not hold.
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EXPRESSIONS FOR |G.||G.'
1

l1 ' l

Consider a general model described by (2.2.1)
with p=2 and p/2' <_ I <_ p; in general l = p.
We proceed to derive general expressions for
I I I * I
G

(2 SL\

G

=

I ±II ± I» i l»•••» I D I where G. is a p x p minor of
Gi and G are described in Section 5.2.
It follows from (5.3.2a), that for the case p
1=2:

and

G

=

[h(wi) h(wi) h(w 2 ) h((j2)]

A

=

diag

[Ai- AJL ±L hJL\
2
2
2
2

hi(w)

where:

h(w)

=
h2(w)

and
(2;)

•

We now proceed to form the minors Gr, 1=1s
Jij.

and the corresponding G."'s.
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Forming the I

minors of G, as follows

hi (wi) hi(wi)
d

=

[h(wi) h(w x)]

=

(A5.1.1)
. h2(wi) h2(wx) .

hi(w2) hi(w2)
G2

=

[h(w2) h(w2)]

(A5.1.2)

=
_ h2(w2) h2(w2) .

hx(wi) hi(w2)
G3

=

[h(wi) h(w2)]

(A5.1.3)

=
. h2(wi) h2(w2) _

hi(u)i) h x (w 2 )
G^

=

[h(wi) h(w2)]

(A5.1.4)

=
h2 (wi ) h.2 (102)

hi(w:) hi(wx)
G5

=

[h(wi) E(w2)]

(A5.1.5)

=
_ h2(wi) h2(w2) _

hx(wi) hi(w2)
G6

=

(A5.1.6)

[h(wi) h(w2)]
_ h2(wi) h2(w2)

- Ill The corresponding G. , i=l,...,6, are:

hT(wi)

LhT(w!)

hi (o>i) h 2 (wi)
(A5.1.7)
_ hi(wi) h2(wi) _

—T
h (OJ2)
T
h (w2)

h x (w 2 )
hi(w2)

h 2 (w 2 )

hT(wi)

hi(wx)

h 2 (w : )

T
h (w2)

hT(wi)

h 2 (w 2 )
(A5.1.8)

(A5.1.9)
_ hi(w2) h2(w2)

hi(wi)

h 2 (w x )
(A5.1.10)

T
h (w2)

hi (w2) h2(w2)

HT(wi)

hi(wi)

h 2 (w x )
(A5.1.11)

T
((1)2)

hi(w2)

h 2 (w 2 )

hT(wi)

hi(an)

h2(wi)

h

(A5.1.12)

—T
h

((i)2)

_ hi(w2)

h 2 (w 2 )
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Taking determinants on both sides of (A5.1.1) and
(A5.1.2), we get:
|Gi| = hi(w2) h2(wi) - hi(w:) h2(wx)

Jr

|G'i"| =

h x (wi) h 2 (wi) - hi(w x ) h 2 (w x )

Jr

Taking the product of | Gx | and |Gi'v|, and after
simplification, we arrive at the following expression for
I Gil |.Gi

|Gi||Gi*| = 2 {hi(wi) hi(wi) h2(wx) h2(wi)}
- {hi(wx) h2(wi)}2 - {h2(wx) hi(wi)}2

Jr

Similarly, the expressions for |G.| |G. | , i=2,...,6 are
obtained by taking the product of |G.| and |G. |. After
Jr

simplification, the final expressions for |G.||G. | are:

|Gi||Gi"| = 2 {hiCw^ hi(Ul) h2(u±) h2(u±)}
- (hi(Ui) h2(a)1)}2 - {h2(wi) hi(w.)}2
1=1,2
= hi(wx) Ei(wi) h2(w2) H2((^2)
+ hx (u2) Hi (<jd2) h2(wi) H2(wi)
- hi(wi) h2(wi) h2(w2) h1(o)2)
- hi(w2) h2(w2) h2(wx) hi(wi)
i=3,4
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=

h1(u)1) hidoj) h 2 ( w 2 ) h 2 ( w 2 )

+hi(w2) hi(w2) h2(wi) h2(wi)
- hi(wx) E2(w!) hi(a)2) h2(w2)
- h2(w2) h]_(w2) h1(oi1) h2(wi)

i=5,6
(A5.1.13)
Note that:
(i) G^ = S3
Ge = G5
(ii) |Gj|G4*| = |G3||G3*|
|G6||G6*| - |G5||G5*|

CHAPTER 6
OPTIMUM EXPERIMENTAL DESIGN
FOR IDENTIFICATION OF DISTRIBUTED
PARAMETER SYSTEMS
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CHAPTER 6:

6.1

OPTIMUM EXPERIMENTAL DESIGN FOR
IDENTIFICATION OF DISTRIBUTED
PARAMETER SYSTEMS

INTRODUCTION

In this Chapter, the problem of optimal
experimental design for parameter estimation in distributed
parameter systems is studied.

The design variables

considered are the boundary perturbation and the spatial
location of measurement sensors.

It is shown that

suitable choice of these variables leads to improved
parameter accuracy.

In Section 6.2 we derive a design

procedure for a general distributed parameter system.

In

the following two Sections we give examples to illustrate
this design procedure.

The first example is concerned

with the optimal location of measurement sensors for
estimating the velocity of propagation and the damping
coefficient of a vibrating string.

The second example

considers the optimal design of both the boundary

- 115 perturbation and location of sensors for estimating
parameters of a heat-diffusion process.
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6.2

PROBLEM FORMULATION

We consider a general class of systems described
by linear or non-linear hyperbolic or parabolic vector
partial differential equations of the form:
9z 9z 32z
—
at

=

f(t,x,z,—,
,e)
2
3X 9x

(6.2.1)

where f is a known function continuously differentiable
with respect to x and t and twice continuously
differentiable with respect to the remaining arguments.
The initial state of the system is given by:

z(0,x) = z0(x) for x

e

ti (6.2.2)

where ti is a fixed spatial domain on which (6.2.1) holds.
The boundary conditions are assumed to be
represented by:

g(t,z,—,u) = 0 for x e dti (6.2.3)
8X

where 3ft denotes the boundary of ti and where u(t),
t e [0,T] is a controllable boundary perturbation.
It is further assumed that the state functions
z.(x,t) are not directly measurable; instead only certain
scalar functions of z.(x,t) are available at restricted
measurement locations. In addition, the observations are
corrupted by noise. Thus the observations can be described
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by:
y.(t,x.) = h.(t,z(t,x.)) +e.(t,x.)
3
3
3
3
3
3

(6.2.4)

for t e [0,T], where x. e ti (ti e ti is the part of
j
s
s
spatial domain where measurements can be made) and
e.(t,x.) denotes the measurement noise.
For simplicity, we assume that the measurement
noise is Gaussian, spatial uncorrelated and white. The
covariance is:

£{e^(t,Xj)ek(s,xk)} = a25 k6(t-s)

(6.2.5)

where 6., and S(t-s) denote the Kronecker and Dirac delta
functions, respectively.
Based on a set of N observation over [0,T], the
information matrix (Goodwin & Payne [G6]) for the
parameter 6 is given by:
NIT 3z(t,x.)T 3h,(t,z(t,x.))T
M = E —
/
=!
2
3z
j=l a 0 38

-

-

3h.(t,z(t,x.)) 9z(t,x.)

dt

(6<2>6)

3Z 86
where 3z(t,x)/38 has ij element 3z.(t,x)/86. and satisfies
•^

J

the following set of partial differential equations:
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3 3Z
3f 3Z
3f 3Z1
3f 3z"
3f
— [—]= — [—] +
[ ]+
[ ] + —
1
3t 38
3Z 39
3Z
38
3z" 38
39
(6.2.7)
where

z1,3z'/3e,z" and 3z"/3 6 denote:

3z 3 /3z\ 32z 32 /3z\

~'~ ~ '

and

3x 3x \dBj 3x2
respectively.

H
3X2\38/

The initial state for (6.2.7) is given by:
3Z
—(0,x) = 0
36

for x e

ti

(6.2.8)

and with boundary condition:
3g

3Z

3g

zlj;]+^l^]

3z?

-°

f

-X£3a

(6 2 9)

--

It is clear from Equations (6.2.1) to (6.2.9) that M is a
deterministic function of the boundary perturbation u(t)
for t e [0,t] and of the spatial location of the
measurement sensors Xj, x 2 , ..., xN.
If we use a scalar function (the determinant is
normally used;

see, for example, Goodwin and Payne [G6])

of the information matrix as a measure of the estimation
accuracy, then it is evident that we can, in principle,
choose u(t) for t e [0,T] and x x , ..., x« subject to
constraints so that the accuracy is maximized.
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In general, the non-linear partial differential
equations will require numerical techniques for solution.
Thus, little more can be said about the experiment design
problem for distributed systems without considering a
specific example. In the next two Sections, we carry
through typical designs for a parabolic system and a
hyperbolic system. We choose a very simple example from
each system with a known analytic solution to illustrate
the design procedure.
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6.3

TYPICAL DESIGN FOR A HYPERBOLIC SYSTEM

There are many interesting applications for systems
described by hyperbolic partial differential equations. A
well-known example is the damped vibratory system. In
particular, we examine the optimal sensor-location problem
for a damped vibrating string. Consider a light elastic
string of length TT under tension and fixed at both ends.
We assume that only transverse vibration takes place and
the damping factor is proportional to the velocity of the
string. The displacement z at any position along the
string and at the time t satisfies the following onedimensional partial differential equation:

32z
3t

2

3z
+ 2b —
3t

32z
= a22

(6.3.1)
3x

2

where a is the wave velocity of propagation along the
string and b is the damping coefficient. We further
assume that the system satisfies the following boundary
and initial conditions:

z(0,t) = z(-rr,t) = 0 (6.3.2)
z(x,0) = f(x) (6.3.3)
zt(x,0) = g(x) (6.3.4)
where:

3z(x,t)
zt(x,0) =
3t

t=0

- 121 f(x) and g(x) are arbitrary functions of x and could be
chosen freely by the experimenter.

The objective is to

choose x such that the information return is optimal for
estimating parameters a and b.

The general solution to

systems described by Equations (6.3.1) to (6.3.4) is:
oo

sino) t

z(x,t) = exp(-bt) E [f cosu t+(g +bf )
n
n
n
n=0 n
%

]sin nx
(6.3.5)

where:

u

= [(na)2- b 2 ] 2

gn =

1 *
- / g(x)sin nxdx
-TT

f
n

1 *
= — j" f(x)sin nxdx
TT
-TT

To simplify the design procedure, we choose f(x) = 0,
g(x) = co, sin kx, where cok = [(ka)2-b2]2 and k is an
integer constant;

then (6.3.5) is reduced to:

z(x,t) = exp(-bt)sin w, t sin2kx
= a sin2kx (6.3.6)

where: a = exp(-bt)sin w^t (6.3.7)

Now, we assume that measurement is made at position
Xj along the string;

i.e. we observe:

y(x,t) = z(Xl,t) + e(Xl,t) (6.3.8)
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where e(xi,t) denotes the measurement noise (assumed
Gaussian, spatial uncorrelated and white) with variance
a2. Following Section 6.2, the average information
matrix is given by:

f3z\ /3z)
i3al \3bi

T 1

M =J/

dt

(6.3.9)

a

o '

Substituting z(x,t) from ( 6 . 3 . 6 ) , M b e c o m e s

T
M=sin t + kx r

/

dt

Ta'

(6.3.10)
To choose the optimal measurement position x1, we maximize
det M. We observe that a is independent of xx; hence
det M is maximized by choosing:
niT

Xi

—
2k

n=l,3,5..., < k

(6.3.11)

We note that the positions given by (6.3.11) correspond to
the antinodes of the damped vibrating string and that this
is consistent with one's general intuition for such a
system. We also remark that the choice of initial

- 123 conditions in this example is for convenience only, and
in many situations they should be treated as design
variables. In the next Section, we consider a heatdiffusion process in which both the boundary perturbation
and location of sensors are treated as design variables.
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6.4

TYPICAL DESIGN FOR A PARABOLIC SYSTEM

From among the many interesting systems described
by parabolic partial differential equations, we choose a
simple heat-diffusion process. Consider a semi-infinite
thin radiating rod, thin enough so that radial temperature
gradients are unimportant. The temperature z at any
position x and at the time t in the rod satisfies the
following one-dimensional partial differential equation:
32z 3Z

k

=
3x

2

—
3t

+

yz

(6.4.1)

where k is the thermal diffusivity and y is the radiation
constant.
We assume that the end of the rod is exposed to a
heat source whose temperature varies sinusoidally with
time. We have assumed sinusoidal variations as this
leads to an analytic solution to the partial differential
equation, and this form of boundary perturbation is easily
implemented in practice (Sidles & Danielson [S3]> Leden
et al. [Ll]). The boundary conditions therefore become:

z(0,t) = AiSinwt (6.4.2)
z(oo,t) = 0 (6.4.3)
where w is the frequency of perturbation.
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Details of practical ways of simulating these
boundary conditions on a finite-length rod are given in
the aforementioned two references.
The general solution to the partial differential
equation is:

z(t,x) = Ai exp(-ax) sin(wt-0x)

(6.4.4)

where:
(y2+w2)2 + y

(6.4.5)

a

0

(6.4.6)

=

Now we assume that one measurement is made at
position xi on the rod;

i.e., we observe:

y(t,xx) = z(t,xi) + e(t,xi)

(6.4.7)

where e(t,xi) denotes the measurement noise (assumed
Gaussian, spatial uncorrelated and white).

The noise is

assumed stationary with variance a2.
Following Section 6.2, the information matrix is
given by:
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<dz)

'3z\ /3zl
t3k/

T 1
M = / —
0 o2

f

\3Vi
dt

3z\ /3z^

,3kJ Uy,

(6.4.8)

hz\
i3y^

where
3z
—
3t

=

3a
-AiXj exp(-ax 1 ) sin(wt-0x 1 ) —
3k
30
-AjX! exp(-ax x ) cos(wt-0x 1 ) —
3k

3z
—
3y

(6.4.9)

3a
= -AT^XJ exp(-ax x ) sin(wt-0x 1 )

3y
30
•A^i exp(-ax x ) cos(wt-0x 1 ) —
3y

(6.4.10)

The average information matrix over n periods of
sin(wt) is given by:
r

3z\ hzy

,3k] \3y,

2-rrn

M =
2TTnc

/
0

!

dz\ ldz]

M Uy,

>3y,
(6.4.11)

where x = ait-0x1
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Using the properties that

2TTU

/
o

sin2x dx

= n-rr

(6.4.12)

nir

(6.4.13)

2im
/

COS2T

dr

o
2Trn
/ sinx cosx
o

dx =

(6.4.14)

0

we obtain the following expression for the average
information matrix:
1
Ai 2 Xi 2 exp(-2axi)

M(xx,w) =
2a2
'3a\2

h^2

3a 3a

,3k/ Ukj
3a 3a

30 30

3k 3y 3k 3y

30 30

3k 3y 3k 3y

'j-YJiY
,3y/

\3yi
(6.4.15)

where:
•

%

(y 2 +w 2 )^ + y
(6.4.16)

\

y(y 2 +w 2 ) + 1
(6.4.17)
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fe

30

(y 2 +w 2 )^- y

1
"4

3 k

•

%

(y 2 +w 2 )^- y

(6.4.18)

•%

30

1
4

3y

(6.4.19)

and:
(y 2 +w 2 )^

(6.4.20)

3a 3a

y(y 2 +a) 2 )^

30 30

k2

3k 3y 3k 3y

3a'

+
>3y

fae1

x

2
2rL„,
(ii
+w22)\ - S

4

I3y,

(6.4.21)

(6.4.22)

We now assume that the amplitude Ai of the
sinusoidal variation is fixed, but that Xj, the position
where the measurements are taken, and w, the perturbation
frequency, can be chosen by the experimenter so as to
maximize det H.
We observe that a and 0 are independent of X!.
Hence, for each, det H is maximized by choosing:
Xi

=

Xj

t

_

1

(6.4.23)

- 129 Substituting (6.4.23) into (6.4.15) gives:

M (x+!,w)

Ai 2 (i) 2 exp(-2)

2

a'

2o"

da\

2

i3k/

3a 3a

fas'

3a 3a

\3kj

3k 3y 3k 3y

30 30

r

30 30

3a\ z

/3 01

+
3k 3y 3k 3y

,3y/

\3y.

(6.4.24)

Substituting (6.4.20), (6.4.21) and (6.4.22) into (6.4.24)
and solving for the determinant gives:

det M(x+i ,co)

A ^ exp (-4) (^)2
16a"k2y2[(l+(^)2)^+l]2 [l+(^-)2]
(6.4.25)

w/_.t

The Figure 6.1 shows the variation of det M(x i,w)
with w.
From Equation (6.4.23) and the Figure 6.1, it can
be seen that the joint optimal experimental conditions are
given by:

x, = x

w = w

tt

tt = 1.27y

2k
(1+1.272)-s + 1

,%

(6.4.26)

(6.4.27)

- 130 It is evident from Figure 6.1 that the experimental

conditions have a marked effect on the achievable accuracy
Thus there is considerable motivation, in practice, to
choose the appropriate boundary perturbation and sensor
location to optimize the information return from the
experiment.
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A det M/.
1.0 i

0.901

0.5

"

i t

3

T
4

1.27

A : 4 exp(-4)
Fig. 6.1:

Variation of det M where c =

"H,2„2
16ot+
k2y

w
y
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6.5

CONCLUSION

In this Chapter we presented a method to design
optimal experiments for parameter estimation of a general
distributed parameter system. The design procedure was
illustrated with reference to a damped vibrating elastic
string and a simple heat-diffusion process, and the
optimal experimental conditions for these systems have
also been given.

CHAPTER 7
EXTENSIONS AND SUGGESTIONS
FOR FURTHER RESEARCH
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CHAPTER 7:

EXTENSIONS AND SUGGESTIONS
FOR FURTHER RESEARCH

To conclude this thesis, it is appropriate to
point to some remaining problems.

Suggestions for

extending certain results in this thesis, and areas where
further research may be done, are discussed briefly below:

(1) In Chapter 3, the optimal input design was
obtained by solving a set of non-linear equations (3.4.1),
(3.4.2a).

In Section 3.5, the non-linear equations for

the first-order AR model were simple to solve, whereas the
non-linear equations for the second-order AR model were
solved by arbitrarily choosing the value of mi, and then
solving for the other design variables.

The non-linear

equations become more complicated to solve as the order
of the system increases.

Iterative methods to solve

non-linear equations can be found in Ortega and Rheinbold
[01][02].
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To overcome the problem of solving non-linear
equations (3.4.1), (3.4.2a), an approach was considered
where the solution to (3.4.1), (3.4.2a) could be obtained
by solving two sets of linear equations. This approach
posed some difficulties, and the main steps are presented
below.
First note that (3.4.1) and (3.4.2a) are the real
part of the following set of equations:
l jkw- jak
z g. e
1=1 1

= h e

, k=0,l,...,n

(1)

where: m.
g

i

=

f0^7

h = W - C0
hk = h cosak = -Ck , k=l,...,n
For n odd, we have 2i simultaneous equations and for the
case n even, we introduce the additional equation:

I g. eJ(n+1)w = h eJVKL (2)
1=1 x
with h cosan+1 = -Cn+1
Introduce the polynomial
9 £-1 I
P(x) = po + P\x + P2^
(3)

+ . . . , + V^

+x

= 0

- 135 where x = e^ w , and let x., i=l,..., £ be the roots of P(x)
Now multiply the first equation of (1) by po, the
second equation by p\ , . . . , and the (£+l)st

equation by 1,

and adding yields:

p0

J«0
Jal
e
+ pi e
+ . . . + pi_1

e

= -e

Carrying out similarly as above, by taking the next
(£+1) equations of (1), i.e. for k=l,...,£+l, and next
repeating with the next (£+1) equations of (1), we finally
arrive at the following linear equations:
Jai
e

J<*o
e
jai

Ja

£-1

Ja
Po

Ja
Pi

.J £-1

ja

Ja

2*-2

2£-1

P*-l
the values of Po»-«-» P£_i
of equations.

can be

obtained from this set

The roots of P(x) can now be determined

from (3) .
Next, g., i=l,..., £ can be obtained from the
first £ equations of the set of equations (3.4.1), (3.4.2a),
i.e. by solving the following linear equations:
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•

COSco

COSW2

•

a

J-

gl

COSW

g2

w - c,
-c

cos2a) i

COS(£-l)wi

COS(£-l)w

- cn

With g^, i=l,..., £ known, m. can easily be calculated.
Some of the problems encountered in the above
approach were that the roots of P(x) may not lie on the
unit circle, and the constraints Eg. sinku. = h sina-. are
not satisfied.
Further work is needed to investigate the conditions
for the roots of p(x) to lie on the unit circle, and to look
into the other problems mentioned in this approach.

(2) D-optimal and D-optimal designs have been compared
in Chapter 4 (Section 4.4) for the simple case, s=l, p=2.
The criterion used for comparing the two designs was the
variance of the parameter estimate.

Further work is

required to compare the two designs when 2 <_ s <^ p; in
particular, we need to find a suitable criterion for
comparing the two designs. Can we, in general, say that
D -optimal design is always better than D-optimal design?

- 137 (3)

In Chapter 4, D-optimal designs were considered

for the case when M is non-singular.

For singular H,

transformations used by Kiefer [K4] and Atwood [A4] in
linear regression
systems.

problems cannot be extended for dynamic

Unimodular matrices also do not result in linear

transformations.

Further work is required to tackle the

D-optimal design for the case of singular H.

(4) Algorithms converging to D-optimal designs have
been considered by a number of authors;

see, for example,

Mehra [M4], Zarrop [Z3] .
An iterative design algorithm which is an extension
form from Atwood [A5] is presented, which holds for p > 2.
Following the definitions in Chapter 4 and Zarrop
[Z3], we have:
M CC k+1 )

=

JW,
^ JW,
K
d-a k ) M U k ) + a k Re {h(e ) h"(e K )

M is a non-singular p x p matrix.
JUT,
M

(5

k+l }

=

C1

"°k)

M

(?

k}

+ %a

k

h(e

>
r,

det M C5 k+1 )

h (e

3%

+ %« k H(e

* Jwi

R

}

T

) h (e

j%
R

)

= (i+0)-P {l + ed(wk,?k) + e2g(u>k,5k))

det M (Ck)
d(w,C) = hV(ejw) M_1(0 h(e>)

- 138 g(w,5) = %{d2Cw,0- ~ |di(w,0|2>
_1
= h^CeJ")
uTf*3u\ M
M-I
di(w,0 =
( 0 h(eJ(i))

and

log

0 = T ^-

det a .u k+1 )

= -p log(l+0) + log (l+0d+02g)

det M (sk)
log is defined for:
0 > -1

0 > min

and

d+ld l

d-ld l

differentiating log {det M (^k+i)/det M (?k) }
with respect to 0 and equating equal to zero gives

02 [g(p-2)l + 0[d(p-l)-2g] + p - d = 0

3 =

. [d(?-l) - 2g]
2g(p-2)

+ A

0 has real roots if d(£k,£k) > p
where: A

=

^d(p-l) - 2g] 2 - 4g(P-2) (p-d)
2g(p-2)

- 139 Now, A > 0 and A > d(-P-l) - 2g
2g(p-2)
the positive root of 0 maximizes the function and the
negative root minimizes the function.
If 0 is chosen as shown above, then det M (£k)
converges to the optimum.
det M (£k), k >_ k0 is a monotone-increasing sequence and
is bounded above, so it converges, i.e.:
lim det M(?k) = det M (5*)' <. det M (?
k->°°

+

)

To show that det M (E,,) converges to the optimum, assume
the contrary, i.e. det M (5*) f det M (Ef); then it
follows from the equivalence theorem (Mehra [M4]), that
d(£k,Sk) - p >_ n > 0.
Because the sequence converges, there exists a
small positive number y, such that, for k > k-*
det M (Ck+n) - det M (Ck) <. Y« For any A > 0, there is
a

Y

such that d(wk,£k) - p = 6k <_ A.

In this way we can specify k' such that d-p will
be less than any A. So if we choose A < n there is a
contradiction. Therefore det M (?k) converges to the
optimal design.
Further work is required to consider the case when
P=l,2.

- 140 (5) The expression for det M becomes more complicated
as the order of the system increases.

Zarrop [Z3] has

shown that a considerable simplification occurs in deriving
the expression for det M if either the parameters in A(z-1)
or B(z_1) are known.

Using these expressions for det M,

we present a conjecture for a plausible sequential design
algorithm:
(i) estimate the numerator parameters assuming
the denominator parameters are known (one
can start with the nominal values of
parameters);
(ii) estimate the denominator parameters using
the numerator parameter values from (i);
(iii) update the design.
Keep switching between the numerator and denominator until
a D-optimal design is achieved.
The above algorithm requires further work. For
example, it is required at least to show that the algorithm
converges to a D-optimal design.

(6) In Chapter 5, an expression for the lower bound of
the efficiency of minimal uniform designs is given by
(5.3.3a), which is:
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n P > P"P |G(p)llG^(p)J
E0. max {|G. | |G."| }
J
J
ix j

(4)

Since <j>(0) =20. is a symmetric multilinear function,
i 1
satisfying 0 <_ 3. <_ 1, it follows from Keilson [K7] that
maximum <f>(3) occurs at points:
0 = [(2£)"P,...,(2£)-P] or [0, (2£-l)"p,...,(2£-l)'p]
or [0,0,(2£-2)"p,...,(2£-2)"p] etc.
Hence:
nP

= P"P lC(p)||G*(p)| (5)
max h)v" p

max{|Gil|G1*|}

where: p <_ v <_ 2£
Now we have the ratio:

(p) V

P

d - 1/v)

v-l\ (v-l)"p
p

>

1

(1 - p/v)

The latter inequality is obtained by expanding (1 - l/v)p
Therefore in (5) the maximum occurs when v is as large as
possible. Hence:
nP

> p'P lG(p)l[G*(p)l
( 2 M(2£)" P
\P '

max{|G, ||G,"|}
i

1

1

- 142 It has already been mentioned in Chapter 5 that:
|G(p)||G*(p)| > max {|Gi||G±*|}
when G i is of the form of (5.3.2b).

This ratio between

JL.

Jf

|G(p)||G (p)| and max { | G. ||G."|} is not known when G. is
i
-1not of the form given by (5.3.2b).
It would be of interest to find out conditions
under which G^ is of the form given by (5.3.2b).

In this

case, the lower bound will only depend on the number of
parameters andn is given by:

(2;)<2*rp
Another extension is to compare uniform designs with
different numbers of input frequencies, and to obtain
information on the maximum possible improvement in
efficiency when the number of input frequencies is
increased in a uniform design.

For specific examples,

the procedure required is identical to that presented in
Chapter 5.

However,

similar problems arise in the

general case.

(7) Most of the problems on input design have
considered the general model given by (2.2.1).
ARMA model given by:

The
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v
7k

=

BCZ"1)
A(z-1) ^ " d

1
1
ACz- ) ^

is a special case of the general model where the system
t.f and the noise t.f have some common parameters. The
input design problem for the ARMA model has not, as yet,
been considered.

It would be of interest to investigate

the optimal input design problem for this model, under
both the input and output power constraints.

(8) Contrary to lumped-parameter systems, in which
the problems of optimal experimental design are well
developed, similar investigations for DPS seem to be, as
yet, at an early stage of development. More recently
Rafajlowicz [R3] has considered the experimental design
problem for a class of DPS, described by a linear,
parabolic partial differential equation, to estimate the
system's eigenvalues rather than its parameters. He gave
conditions for optimality of both input signal spectral
density and a probability measure corresponding to
positions of sensors.
Further investigations are desirable to determine
efficient experimental design procedures for different
classes of DPS with not only measurement noise, but also
process noise.

- 144 (9) This thesis has dealt mainly with the problem of
input signal design for parameter estimation. However,
some other aspects of experimental design, for example,
sampling rate design, choice of presampling filter, have
not been considered in this thesis.
have studies these aspects;

A number of authors

see, for example, Payne [Pi],

Payne et al. [P5], and Ng and Goodwin [N8].

Goodwin et

al. [G10] have shown that to achieve maximal return from
an experiment, coupled design of all the experimental
conditions, namely the test signal, sampling intervals
and filters, should be carried out simultaneously. This
is another area of future research.
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