Abstract Coverage of image features play an important role in many vision algorithms since their distribution affect the estimated homography. This paper presents a Genetic Algorithm (GA) in order to select the optimal set of features yielding maximum coverage of the image which is measured by a robust method based on spatial statistics. It is shown with statistical tests on two datasets that the metric yields better coverage and this is also confirmed by an accuracy test on the computed homography for the original set and the newly selected set of features. Results have demonstrated that the new set has similar performance in terms of the accuracy of the computed homography with the original one with an extra benefit of using fewer number of features ultimately reducing the time required for descriptor calculation and matching.
etc. This situation can get more severe if multi-scale detectors (e.g. SIFT [19] ) are employed since these detectors find the same feature at different levels of the scale space. With such inhomogeneities present, first-order metrics such as density of the features are not capable of describing the variation between these feature clusters and result in an incomplete or overlooked description of the image coverage.
When the literature is examined, it can be seen that this problem, indeed, attracted a significant amount of attention by different researchers aiming to measure, use or improve coverage. Some intuitively believed that welldistributed feature matches should yield to more accurate homography estimations [18, 20, 31] . Sola [31] explicitly addressed this problem in his thesis by placing a notional grid over the image and trying to select similar numbers of Harris corner features from each tile in order to obtain a uniform feature distribution. An approach that is very similar to this was given in [20] where Harris features were computed separately from each tile of a similar grid, a computationally more expensive method.
Yet another approach is very well known and inherent to the feature detection process itself, namely Non-Maximum Suppression (NMS) [22, 23] . This approach is a step in computer vision algorithms. Recent examples involve the extraction of interest points as in SUSAN [30] , FAST [29] and SFOP [16] . NMS basicly defines a point saliency measure computed for the whole image and/or in the scale space and then extracts the local maxima, aiming to prevent feature clusterings at particular regions.
A number of approaches to measure feature coverage across an image can also be seen in the literature. Perdoch et al. [25] presented an explicit definition of coverage through a qualitative evaluation which uses a frame detection method to analyse what portion of the image was covered by detected image features. The work in [10] employed the convex-hull as the measure of spatial coverage and Tuytelaars et al. [34] proposed dense sampling method for improving coverage which used inter-feature spatial relationships. The work by Ehsan et al. [14] employed the harmonic mean of feature distances as the coverage metric since this approach penalized some of the feature detectors that yield feature clusters. It is also possible to find studies [1, 11, 13] which analyse complementarity of feature detectors (i.e. employing different detectors together) to achieve a better feature coverage. Recently, a metric based on spatial analysis techniques, Ripley's K-function [27, 28] in particular, was developed in [5, 6] . This developed metric both presents a quantitative measure as opposed to visual inspection approach [25] and takes the variations in the feature density across the image into account rather than averaging or convex hull approaches in [2, 9, 11] .
The focus of this paper is on finding the optimal set of features that achieve better image coverage due to its practical importance in vision applications. The work in [5] found that SFOP (similar results were found by [10] ) was giving good coverage which also has good invariance and repeatability characteristics, comparable to that of SIFT [19] . The work presented will propose a GA that will maximize the feature coverage by eliminating clusterings of features from the output of SFOP. A work uses Ant Colony Optimization to reduce image features can be found by Chen et al. [7] , which focuses on features for image classification which are first/second order moments, entropy etc., though image features mentioned here are key-points computed by feature detectors. Another work is given in [24] which aims to select the best SIFT key-points for face recognition, i.e. ones giving best matches; however, no experimental results were given. Here, the set of features giving optimal coverage are selected and statistical analysis on the accuracy of the estimated homography is performed in order to check whether the new set of features can yield the similar results with the original set of features, i.e. to see if statistically significant differences would be found even when using a smaller number of features.
The rest of the paper is outlined as follows: Section 2 describes the coverage metric presented as an improvement which is followed by Section 3 where the feature selection algorithm based on genetic algorithms is proposed. The evaluation of the algorithm is given in Section 4 and then the results are presented in Section 5. Finally, conclusions are drawn in Section 6.
Coverage Metric
In spatial analysis, point distributions are classified into three patterns, namely: regular (dispersed), random and aggregated [9] . The first distribution presents a uniform distribution of key-points over the image. Random aggregations are likely to occur in a random pattern, generally following a Poisson distribution. The last distribution exhibits even more clusters.
Ripley's K-function (K(r)) provides a good description of the presence of clustering of feature points in an image as demonstrated by [5] . K(r) is a function of distance, it is able to describe the density of feature points at many distance (r) scales. If there are N key-points within area A and the distance between any two key-points i and j is r ij , then one can estimate K(r) [27] aŝ K(r) = A N 2 j I,i =j I r (r ij ) w ij (1) where I r (·) and w ij determine whether a point will be included in the calculation at radius r and whether points lying on the boundaries of A are counted [9] . For a homogeneous Poisson process, one expects [12] K P (r) = λπr 2
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It is important to note here that when working with image features, one should not always expect to have results below K P (r) due to the content of the image, e.g. non-uniformities in the content or texture. Hence, clusterings are more likely to occur rather than a regular distribution. For this reason, it would be adequate to minimize α making it as close possible to the theoretical distribution to achieve better coverage.
The value of α stands as the basis of the feature selection approach using a genetic algorithm in order to achieve a better feature coverage.
Feature Selection Using GA
The aim for maximizing image feature coverage mentioned in the introduction is an example of optimization problems for which GAs have been employed frequently [15] . The problem can be described as extracting an optimal set of image features F from the complete set of features F that will yield the maximum coverage which can be denoted as:
A GA makes use of exploitation and exploration operators, recombination and mutation respectively, in order to look for the optimal result in the search space. The optimal result here is the set of features producing optimal coverage. A population of individuals (samples) are employed in GA and genetic operations on these individuals are performed in order to find the fittest one. A candidate set of image features is represented by a sample with the structure shown in Fig. 2 . Each image feature f i is represented with its image coordinates (x i , y i ) as well as a single boolean variable e i which indicates whether the feature will be included in the computation of the coverage metric defined in Section 2. This metric was employed as the fitness of a sample for the evaluation stage. The evolutionary process will eventually yield the optimal set of features with maximum coverage (α will be minimized).
Selection was performed using the roulette-wheel algorithm [17] in which a random number is generated and then compared against the accumulated (normalized) fitness of the individuals, the first individual with a fitness value higher than the generated value is selected for recombination for choosing both parents to perform 10 cross-overs producing 20 siblings added to the population. The maximum size of the population was chosen as 100 with an initial population size of 10.
Recombination was implemented as one-point cross-over as depicted in Fig. 2 . Experiments with two-point cross-over did not produce satisfactory results which may be due to the fact that feature detector uses a scanning algorithm to add key-points to the final result, i.e. starting from one corner of the image to the opposite one.
Mutations were used to explore the undiscovered areas of the search space and implemented as simple negation on e i (¬e i ) on the allele of the gene which was selected for a mutation with a rate of 0.030 (see Fig. 2 ). Elitism was also employed in order to keep the individuals which have resulted in the best fitness values so far.
Number of generations (iterations) was selected as 20 which was found to be sufficient to obtain an optimal set of features. Figure 3 shows the change in the number of selected features during the evolutionary process where iteration numbered 0 denotes the original set of features. The general trend is the decrease in the number of features in order to reduce the effect of clusterings on the coverage, however this is not necessarily the case. An important property of the sample design presented here is that it allows using various sets of features for distinct individuals and if required employing the feature that have been omitted in order to increase coverage. The imprint of the figure shows an example to this. Despite the overall decreasing trend in feature number, it remained stable for iterations 17 and 18; however, there is an increase in the number of features at iteration 19 and did not change in the last iteration. This dynamic structure of the algorithm not only focuses on reducing the number of features, but also aiming to increase coverage even it means increasing the number of features employed for computation. Using the sample structure and the genetic operators presented here, the new set of features were obtained. Next step is evaluating this new set for its fitness for use in vision algorithms.
Evaluation
In order to assess the practical value of the developed approach which finds the optimal set of the image features yielding better coverage based on the presented coverage metric, an evaluation was performed using two different datasets with statistical tests.
Datasets
The developed metric was first tested on a newly gathered VASE dataset 2 in order to assess the performance of improved feature coverage. This dataset comprises of 520 images encompassing a wide range of scene types, e.g. indoor and outdoor scenes with a variety of illumination, texture and contrast. Original images with size 1429 × 949 were re-sampled to half-size using mogrify command available in ImageMagick [32] .
A second evaluation was performed on the widely used Oxford dataset 3 . This dataset includes 8 sets of paired images with various affine transformations as well as lighting changes and JPEG compression. The main reason for using this dataset is to assess the computed homography from the new set of image features and compare this with the one computed with original set of features.
Experimental Framework
The evaluations were performed using an experimental design constructed on a null-hypothesis framework [3, 4] . The evaluations were performed with two different criteria here. The first criterion is whether the metric is yielding better coverage for the datasets and the second one assesses whether the accuracy of the homography estimated with the new set of features is similar to the original. The performance of the coverage metric against these two criteria was the basis for this assessment. The null-hypothesis, H 0 , here was that the performance of the new set would be similar to the original image feature set, whereas the alternative hypothesis (H 1 ) suggests that there would be statistically significant differences.
Given a pair of images of the same scene taken from different viewpoints, there will be an overlapping region providing same features and hence feature matches. As mentioned earlier, the distribution of these features is an important parameter for the computed homography from the overlapping region. In other words, when there are clusterings of features in some parts of this region and the distribution is not mostly uniform, the computed homography will be inaccurate.
The evaluation computed homography matrices with the refined set of features and compared them with the ones computed using the original feature set. The accuracy of the homography matrices was quantified using the following approach [4] (illustrated in Figure 4 As it was mentioned earlier, image features (key-points) detected with SFOP were obtained. These features were described using the SIFT descriptor [19] and then are matched across a pair of images (image1 and image2 in the figure). The homography matrix computed from the matching set of features was then applied to image1 in order to warp it onto the second, this warped image (i1W ) is then subtracted from image2. The result is an intermediate image, d1, which is again subtracted from image2 to remove the non-overlapping part between i1W and image2 yielding d2. Finally, a difference image d3 is obtained by subtracting d2 from i1W and the number of non-zero pixels were counted in d3 as a measure of accuracy of the computed homography which is used as the evaluation criterion.
Here, a larger number points to accuracy problems arising from incorrect alignment due the computed homography from the given set of image features. Both t-test [33] and McNemar's test [8, 21] were employed in the evaluation.
Results
This section is dedicated to the results on the evaluation described in the previous section. Table 1 presents the t-test results on the VASE dataset and it is clear that the evolved set results in a lower value for α suggesting better coverage (t is larger than t-Critical for one and two-tail tests with a P value very close to zero) with substantial confidence. H 0 can be safely rejected. Looking at the accuracy for the estimated homography in Table 2 , it can be seen that the differences are not statistically significant t is smaller than t-Critical with a very low confidence -H 0 is not rejected suggesting similar performance in terms of the estimated homography. A McNemar test also yielded a z score of 0.8427 for the accuracy test, confirming the result of the t-test and suggesting no statistically significant difference in terms of performance. Figures 6 to 8 show the change in the number of features, image feature coverage and the differences in the computed homography respectively for the original and refined set of features. It can be noticed that no improvement was achieved for a few number of frames; however, the evolutionary algorithm has reduced the number of features (Fig. 6) , improved the coverage metric (Fig. 7) and at the same time resulted in a close performance in terms of accuracy (Fig. 8) for the majority of the dataset. 
Conclusion
Many different studies have demonstrated that the distribution of image feature has an important role in the accuracy of the estimated homography. With this fact in mind, an algorithm that will receive a set of features from a feature detector's output and refine this set based on a robust coverage metric by means of a GA was presented in this paper. It was shown that the algorithm generally reduces the number of features by eliminating clusterings, while it was also observed that merely reducing number of features does not always improve the coverage. The algorithm chooses which features will be employed to achieve better coverage using an established metric. Though, the decrease in feature number comes as bonus, reducing the time required for descriptor calculation and matching between images.
To the best knowledge of the author's, this approach is the first one reported for refining the detector output to achieve better coverage using a recently developed statistical metric. It is completely different from NMS in which the detectors response must be known at a local scale to refine output by eliminating the non-maximum values. The proposed method does not require to know the underlying algorithm and directly works on the detector's output making it independent of the detector.
Timing concerns related to the evolutionary process inherent to GAs are vanishing gradually these days due to Graphics Processing Units (GPUs) [26] . Making use of this, the algorithm presented can be efficiently implemented, invalidating such concerns.
