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Este proyecto propone un sistema para medir la QoS en VoIP. Este sistema se 
llama Agente QoS y permite a los usuarios telefónicos recibir alertas en tiempo 
real si las condiciones de la red no son idóneas para hacer una llamada. 
Dos métodos complementarios de medidas han sido usados. El primero ha 
sido el método Incall, el cual usa paquetes RTCP para obtener estadísticas 
durante los primeros segundos de la llamada. El segundo es el método Outcall. 
Este método utiliza las SIP OPTION para obtener estadísticas, a parte de la 
llamada. Este sistema contribuye una alternativa a solucionar el mantenimiento 
de la QoS para proveedores de telefonía IP que utilicen esta infraestructura 
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This project the QoS de Sip proposes a measurement system of QoS 
parameters for a SIP based Internet Telephony service. This system is called 
QoS Agent and will allows telephony user to receive alerts in real time if 
network conditions are not suitable to do a call. 
Two complementary types of measures methods will be used. The first one is 
called Incall method which uses RTCP packages statistics obtained during the 
first seconds of the call. The second one is the Outcall method. This method 
uses the SIP OPTION method to obtain delay statistics out of a call. This 
system constitutes an alternative solution of QoS Management for IP 
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Introducción  1 
INTRODUCCIÓN 
 
En la actualidad los sistemas informáticos se basan en una red de datos, la 
cuál debe ser capaz de soportar una amplia gama de aplicaciones. El protocolo 
de Internet (IP), que ha sido utilizado en estas redes durante las tres últimas 
décadas para el intercambio de información entre los diferentes ordenadores, 
ha terminado imponiéndose como el protocolo más usado. Actualmente el 
desarrollo de estas redes de datos se está enfocando hacia la provisión de 
Calidad de Servicio (QoS), la cual se requiere para permitir asegurar 
determinadas características de calidad en la transmisión de  información. El 
objetivo es evitar que la congestión de determinados nodos de la red afecte a 
algunas aplicaciones que requieran un especial ancho de banda o retardo, 
como pueden ser aplicaciones de videoconferencia.  
 
En nuestro caso la VoIP es una tecnología en auge. En este proyecto se  
desarrollará un entorno en SIP para medir la QoS en una llamada VoIP, debido 
a la problemática de las redes IP para garantizar la QoS y que no existe ningún 
estándar para obtener QoS en VoIP. 
 
El primer objetivo consistirá en aprender el entorno del mundo VoIP: el 
protocolo SIP [1], trabajar con el SER [2], el Asterisk [3], los UC, el Sipsak [4] y 
la API JPCAP [5]. 
 
El segundo objetivo consistirá en entender el mundo QoS en la VoIP, 
comprendiendo el concepto de los agentes. 
 
Se estudiaran dos métodos para hacer medidas QoS, el agente Outcall y el 
agente Incall. El primero consiste en ver el estado de los usuarios activos en el 
sistema. El segundo hace una llamada de prueba y verifica si esos paquetes 
entran en unos parámetros de QoS y anuncia del proceso al usuario. 
 
El tercer objetivo es llegar a realizar un programa para cada uno de los 
agentes. 
 
El programa será creado en el lenguaje JAVA ya que, a parte de ser un potente 
y flexible lenguaje orientado a objetos, nos permitirá la utilización de la API 
JAIN SIP para poder realizar mensajes SIP y para capturar los paquetes SIP 
utilizando la API JPCAP. JAVA también nos permite la utilización de hibernate, 
que es una potente herramienta para tratar bases de datos. 
 
En nuestro caso el entorno principal es Linux, debido a que el SER y Asterisk 
se implementa en dicho entorno, pero se intentará hacer escalable a cualquier 
sistema optativo. 
 
En el primer capítulo presentaremos los conceptos básicos sobre la VoIP, la 
telefonía IP, viendo los conceptos de SIP, la arquitectura general y el 
establecimiento de una llamada con este protocolo. También veremos los 
conceptos de QoS en telefonía IP, el modelo del sistema y los agentes que lo 
componen. 
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En el segundo capítulo explicaremos la arquitectura, donde se detallarán el 
escenario de trabajo y sus elementos. 
 
En el tercer capítulo comentaremos el agente Outcall, donde detallaremos de 
manera más precisa el diagrama de operaciones de dicho agente y la forma en 
que los elementos de nuestra arquitectura trabajaran en el agente Outcall 
 
En el cuarto capítulo se explica el agente Incall, al igual que en el capítulo 
anterior, comentaremos su diagrama de operaciones y la forma de trabajar de 
los elementos en este agente. 
 
En el quinto capítulo se detallará la implementación del agente Outcall. 
 
En el sexto capítulo se explicará la planificación, las líneas de futuro y las 
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CAPÍTULO 1. CONCEPTOS 
1.1.  VoIP 
 
VoIP es un estándar de la ITU (Internacional Telecommunications Union), 
creado en 1996 con el objeto de proporcionar una base desde la cual los 
desarrolladores puedan evolucionar en conjunto. El concepto de Telefonía 
IPes, sinónimo de VoIP, es la implementación y utilización de VoIP. 
 
La idea de transmitir voz a través de Internet, surgió en 1995 cuando Vocaltec, 
Inc. publicó su programa Internet Phone. Este programa estaba diseñado para 
ejecutarse en un 486 a 33Mhz con tarjeta de sonido, altavoces, micrófono y un 
módem. El software, comprimía la voz y la empaquetaba en paquetes IP para  
su transmisión a través del módem. Esto funcionaba perfectamente, el único 
problema era que los dos terminales tenían que tener instalado el software 
propietario de Vocaltec. 
 
Poco después, empezaron a aparecer otros programas, aunque lo más 
importante, es que empezaron a crearse gateways (puertas de enlace) que 
permitían la intercomunicación entre la red IP (Internet) y la PSTN [6]  – Public  
Switched Telephone Network – (red telefónica pública conmutada, la red que 
se utiliza actualmente para la telefonía analógica convencional). Así se vieron 
posibilitadas las comunicaciones PCteléfono y teléfonoteléfono a 
través de Internet. 
 
La primera ventaja que observaron los usuarios es la de poder llamar a 
grandes distancias pagando la tasa de acceso a Internet, en vez de pagar la 
cantidad estipulada a través de la PSTN. Otra ventaja que existe es la de poder 
utilizar la infraestructura que se posee para la telefonía habitual. Finalmente, 
VoIP evita enviar datos cuando encuentra un silencio en la conversación, 
optimizando el ancho de banda utilizado. 
 
VoIP no depende en gran medida de los proveedores de telefonía, debido a 
que la mayoría de conversaciones son peer-to-peer (P2P, se establece una 
comunicación entre dos únicos nodos). Pero si la comunicación que se desea 
establecer incluye como destino un teléfono de la red PSTN, entra en juego un 
gateway que trabaja entre las dos redes intercomunicándolas.  
 
1.1.1. Telefonía IP 
 
Se considera la telefonía IP como el servicio telefónico ofrecido sobre las redes 
de datos, tanto privadas como públicas. Este tipo de telefonía utiliza VoIP como 
tecnología para proporcionar sus servicios. 
 
Para una mayor comprensión del proceso en una comunicación de telefonía IP 
se emplean los conceptos de plano de control y de plano de media. 
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Se diferencian dos planos debido a que el intercambio de información para el 
establecimiento de una llamada y la información enviada para la voz de dicha 
llamada, son distintos y siguen estándares distintos. Consecuentemente cada 
plano debe utilizar protocolos distintos. 
 
Utilizar un mismo protocolo para establecer una comunicación mediante 
Telefonía IP permite poder usar cualquier terminal (teléfono, fax, etc.), sin 
necesidad de un ordenador con un software específico instalado. Los 
estándares utilizados para el plano de control son:  
 
• H.323: H.323 [7] es un protocolo diseñado para la transmisión de datos  
en tiempo real entre usuarios. Se utiliza en Vídeo Conferencias. 
 
• SIP: SIP [1] es el protocolo por excelencia si se desea utilizar la 
telefonía IP. Más adelante se detallará el protocolo SIP (ver apartado 
1.2.2). 
 
Una vez se ha establecido la señalización mediante el plano de control, se 
realiza la transmisión de la información por el plano de media. El protocolo 
utilizado es RTP/RTCP. 
 
RTP [8] (Real-time Transport Protocol) es un protocolo de transporte para 
comunicaciones en tiempo real. Va en conjunción con RTCP [9] (Real-time 
Transport Control Protocol) que controla la calidad de servicio del primero.  
 
Usando SIP, el origen y el destino intercambiarán información para conocer los 
parámetros para la utilización de RTP. La manera de hacerlo se encuentra 




SIP (Session Initiation Protocol) se encuentra definido en el RFC 3261 [1] y es 
un protocolo que proporciona herramientas para trabajar con sesiones. Las 
sesiones serán llamadas entre dos puntos y éstas se identifican por un call-ID. 
El Call-ID es un identificador de sesión que se crea mediante la dirección de 
origen, la de destino y otros parámetros de la sesión.  
 
SIP proporciona el establecimiento de una sesión entre un terminal origen y un 
terminal destino. También permite poder localizar el destino, incluyendo 
mapeos de nombres, resolución de direcciones y redirección de destinatarios. 
 
Otra utilidad es la de determinar las capacidades del terminal de destino; para 
este fin se utiliza el protocolo SDP [ 10]. 
 
Obtener la disponibilidad del destinatario también es una funcionalidad 
proporcionada; podría estar disponible, no disponible, ocupado, etc. Finalmente 
permite finalizar una sesión o que ésta sea transferida hacia otro destino.                                                                                                                         




Para que un usuario A pueda llamar a un usuario B utilizará un elemento 
definido por SIP llamado UA (User Agent). Un UA puede comportarse como un 
UAC (User Agent Client) o como un UAS (User Agent Server). A un UAS le 
corresponde la tarea de enviar la petición de establecimiento de sesión SIP, al 
contrario que el UAC, el cual responde a la petición de establecimiento.  
 
Los elementos existentes en las comunicaciones SIP se dividen en clientes y 
servidores. Un cliente SIP puede actuar como UAC o también puede actuar 
como UAS. Se considera un cliente cualquier terminal SIP (teléfonos IP, 
softphones, etc.) y a los gateways SIP. Un servidor puede incluir diferentes  
tipos de servidores: 
 
• Servidor Proxy: igual que un Proxy habitual, recibe mensajes SIP y los 
reenvía hacia otro servidor SIP de la red. Puede realizar otras tareas 
como autenticación, autorización, control de acceso, encaminamiento, 
petición de retransmisión fiable y seguridad. 
 
• Servidor de redirección: proporciona la información necesaria para 
saber el siguiente paso que debe hacer el mensaje. Una vez se obtiene  
esa información el cliente se pone en contacto con el destino pudiendo 
ser un servidor o el UAS (cliente destino). 
 
• Servidor de registro: Se encarga de manejar las peticiones de registro 
de un UAC y habitualmente trabajan conjuntamente con alguno de los 
otros dos servidores. Dicha petición se utiliza para guardar la 
localización actual del UAC. 
 
1.1.2.2. Establecimiento Normal 
 





Fig. 1.1 Flujo de mensajes SIP 
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Se detallan el procedimiento y los mensajes transmitidos: 
 
• INVITE: quien inicia la sesión (UAS, a partir de ahora LLAMADOR) 
Envía un INVITE hacia el nodo con el que quiere iniciar la sesión (UAC, 
a partir de ahora LLAMADO). 
 
• TRYING (100)/RINGING (180): en cuanto el llamado recibe el INVITE  
realiza un proceso para notificar al usuario B del intento de establecer  
una sesión de parte del usuario A. Antes de empezar dicho proceso el 
llamado envía un TRYING al llamador indicando que se ha recibido 
correctamente el INVITE. En el momento que el proceso acaba 
satisfactoriamente (por ejemplo que el usuario B visualiza un teléfono 
sonando) el llamado se envía un RINGING. 
 
• 200 OK: tanto el llamado como el llamador se encuentran esperando a  
que el usuario B indique si quiere establecer la sesión o no. En el 
momento que el usuario B se decide, el llamado se envía la confirmación  
(200 OK), indicando que desea establecer la sesión. 
 
• ACK: finalmente cuando el llamador recibe la confirmación envía el 
reconocimiento (ACK), indicando que el llamador considera la sesión 
establecida. En el momento que el llamado recibe dicho reconocimiento 
también considera la sesión establecida. 
 
• BYE: cualquiera de los dos UA puede enviar una petición de cierre de 
sesión. Si fuera el caso que el llamador envía el BYE, el llamado lo 
recibirá. 
 
• 200 OK: en cuanto el llamado recibe el BYE envía una confirmación a 
dicha petición y considera la sesión como cerrada. El llamador recibe la 
confirmación y también considera la sesión cerrada. 
 
1.1.2.3. Establecimientos alternativos 
 
Desde el punto en que el llamador recibe el 180, es decir, que el usuario 
B ha sido notificado, se pueden dar situaciones alternativas al envío del 
200OK. 
 
Para la notificación de estas situaciones anormales se utilizan los 
mensajes con códigos 4xx y 5xx. Los mensajes 4xx son errores del 
cliente (UAC) y los 5xx son errores del servidor (UAS). 
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1) El llamado no desea establecer la sesión 
 
• 486 BUSY: el llamado envía una indicación de usuario ocupado (486 
BUSY) para indicar que no desea establecer la sesión. 
 
• ACK: el llamador reconoce la recepción del 486 y considera la sesión 
terminada.  
 
2) El llamador se retracta de querer iniciar la sesión 
 
• CANCEL: el llamador envía una cancelación del inicio de sesión. El 
mensaje CANCEL no es un mensaje de error en sí (no es ni 4xx, ni 5xx), 
es una petición para proceder a la cancelación del inicio de sesión. 
 
• 200 OK: el llamado confirma la recepción de la cancelación del inicio 
de sesión. 
 
• 487 Request Terminated: una vez el llamado también quiere cancelar 
el inicio de sesión, envía un mensaje de error indicando que se cancele 
la sesión. 
 
• ACK: el llamador recibe el mensaje de error y considera la sesión 
definitivamente cerrada enviando un reconocimiento (ACK) al llamado.  
El ACK indica al llamado que considere la sesión como terminada. 
 
3) El llamado no está disponible 
 
• 480 Temporarily Unavailable: el llamado envía un mensaje indicando  
su no disponibilidad y ambos consideran la sesión cerrada. 
 
• ACK: el llamador recibe el mensaje de error y considera la sesión 
definitivamente cerrada enviando un reconocimiento (ACK). El ACK 
indica al llamado que considere la sesión como terminada. 
 
En resumen SIP nos presenta los siguientes métodos: 
 
• INVITE: inicio de la sesión. 
 
• ACK: reconocimiento de invite. 
 
• BYE: terminación de sesión. 
 
• CANCEL: cancelación de invite. 
 
• REGSTER: registro de URL. 
 
• OPTIONS: pregunta por opciones y capacidades. 
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1.2. Calidad de Servicio (QoS) 
 
Cada vez más la Voz sobre IP (VoIP) es uno de los servicios más atractivos en 
Internet. Sin embargo, Internet es una red IP basada en un servicio de best-
effort y por lo tanto esto no garantiza la Calidad de Servicio (QoS). No obstante, 
esta limitación no ha sido un problema para el uso de servicios tradicionales en 
Internet como web y el correo electrónico, pero esto no satisface las 
necesidades de muchos nuevos usos como VoIP, que tienen exigencias de 
latencia bajas y es sensible a la pérdida de paquetes. 
 
En VoIP no hay ningún estándar para medir la QoS, de ahí han surgido varios 
métodos para medirla: como MOS [11], E-Model [12]  y PESQ [13]. Sin 
embargo, la mayor parte de estos métodos son asociados a la medida de 
claridad de la llamada. Además, son usados generalmente en el diseño de las 
redes y no son usados en tiempo real de una llamada. En este último caso es 
posible que la medida QoS simplemente pueda ser caracterizada por 
parámetros como la pérdida de paquete, el delay y el jitter. 
 
Hay dos formas para medir la QoS: pasivo y activo. La medida pasiva rastrea el 
funcionamiento y el comportamiento del paquete para poder supervisar el 
tráfico sin modificarlo. La medida activa implica la inyección de algunos 
paquetes de prueba en la red, en la cual este tráfico de prueba puede ser 
medido. 
 
Gracias a su alta disponibilidad y fiabilidad, La Red Telefónica Conmutada 
(PSTN) han ganado una credibilidad fuerte entre usuarios de voz. Si VoIP 
sustituyera el PSTN, esta tecnología  tendría que encontrar varias exigencias 
rigurosas, en particular aquellos en relación con QoS. Sin embargo, 
recientemente podemos encontrar en nuestras residencias acceso de banda 
ancha principalmente por xDSL, el módem de Cable y otros. VoIP se ha 
elevado como una alternativa viable. 
 
Esta nueva tecnología ya ha sido explotada por muchos usuarios usando 
programas como el Messenger de Microsoft, Skype, o Jabber. Además, hay 
actualmente muchos proveedores de servicio que ofrecen la Telefonía de 
Internet residencial, los cuales proveen al usuario de la interoperabilidad con 
operadores de telecomunicación regulares y permitiendo al alcance 
suscriptores fijos y móviles. 
 
Los usuarios de telefonía tradicionales tienen acceso al servicio por un sistema 
de control de admisión, que esta relacionado con la suma de circuitos 
disponibles en la red. Sin un control de acceso apropiado, nuevas llamadas 
aceptadas pueden degradar, debajo de un nivel aceptable, la medida del QoS 
(la pérdida de paquete, el delay y el jitter ) de cada llamada en curso, ya que el 
ancho de banda total requerida excedería la capacidad de red. 
 
Hay varias formas de realizar la admisión que controlan el acceso a Internet. 
En IP hay dos arquitecturas de redes asociadas al control de admisión que son 
argumentadas por Internet Engineering Task Force (IETF): IntServ/RSVP [14] y 
Diffserv. [15] 
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Un acercamiento para alcanzar el control de admisión escalable en redes de 
VoIP usa ambos mecanismos complementariamente y consiste en usar Intserv 
sobre Diffserv. Por lo general, desde Intserv usan flujos individuales y Diffserv 
usa flujos agregados, Intserv se usa en el acceso de las redes, y Diffserv está 
en los backbones. 
 
Por lo tanto, Diffserv proporciona un link virtual entre redes de Intserv. Diffserv 
trabaja para dar recursos de red de backbone asignados, para conectar las 
redes de acceso y Intserv reasigna los recursos para satisfacer recursos 
solicitados en cada llamada. En el esquema, los routers de acceso son 
responsables del control de admisión basado en el protocolo de señalización 
RSVP. Esto es usado para reservar recursos (por ejemplo el ancho de banda) 
en los routers a lo largo del camino para garantizar QoS de una nueva llamada. 
Si esto no está disponible en ninguna parte a lo largo del camino, el nuevo flujo 
es rechazado en el router entrante. 
 
Un segundo acercamiento a este problema es usar un mecanismo conocido 
como el control de admisión de llamada (CAC), que se implementa en el nivel 
final p. ej. en el router de acceso o en el host. Esta técnica rechaza una nueva 
llamada cuando la red no tiene la capacidad suficiente en un tiempo específico. 
Si la QoS de una nueva llamada no es garantizado o la nueva llamada puede 
afectar la QoS de las llamadas en el progreso, será rechazado.   
 
Los usuarios de telefonía de Internet no cuentan con instrumentos de confianza 
para verificar si sus condiciones de red son convenientes para establecer una 
llamada. Algunos proveedores de servicio en sus websites tienen instrumentos 
que sólo miden el ancho de banda del cliente a Internet. Otros proveedores de 
servicio ofrecen los instrumentos que incluyen parámetros adicionales de QoS, 
hacen una llamada de prueba hacia un servidor VoIP y en un lugar específico. 
Esta medida da al menos una valoración de QoS de la red pero no en tiempo 
real y el usuario debe comprobar el Website siempre que él o ella quieran 
conocer el QoS de su conexión.   
 
Desde que las llamadas IP son por lo general gratis a usuarios finales, en 
general, los proveedores no prestan bastante atención a la calidad de voz en 
su red. Sin embargo, esto se cambia cuando la llamada está entre IP-PSTN se 
tiene que recoger los pagos de usuario para usar el servicio y exigir una calidad 
de voz aceptable. 
 
Además, en el futuro, cuando un usuario escoja la Telefonía por  Internet  de 
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1.2.1. Control de Admisión 
 
En general, en el nivel IP, el mecanismo de control de admisión pone en 
práctica un algoritmo de decisión para determinar si un nuevo flujo de tráfico 
puede ser admitido sin degradar QoS de flujos antes permitidos. 
 
Cada flujo de tráfico requiere la cierta cantidad de recursos, como el ancho de 
banda y espacio en el buffer del router, transferir los datos de una fuente hacia 
su destinación. El objetivo del sistema es determinar correctamente la región 
de admisión, desde un algoritmo que innecesariamente niega que el acceso a 
flujos correctos, hasta saber los recursos de red que los usuarios utilizan. Por 
otra parte, un algoritmo que incorrectamente admite demasiados flujos inducirá 
la degradación QoS condiciones para cualquier flujo en el camino. Por lo tanto, 
el mecanismo de control de admisión será usado para controlar que los 
recursos asignados en la red se utilicen correctamente. 
 
 
La Fig. 1.2 ilustra un esquema básico de control de admisión. Los elementos 
son explicados a continuación: 
 
• Un proceso de medida es la entidad lógica que toma las medidas de la 
red dinámica y proporciona la información de medida al algoritmo de 
control de admisión.  
 
• El perfil de tráfico o exigencias de QoS son relacionados con el 
descriptor de tráfico que es un juego de los parámetros que caracteriza 
cualquier fuente de tráfico. Esta entidad entrega sus requerimientos de 
uso a una unidad de control de admisión. 
 
• La unidad de control de admisión supervisa la dinámica de red y toma 
medidas del uso, como la pérdida y el delay de los paquetes, para hacer 
decisiones de admisión.  
 
• Los criterios de admisión son las reglas o condiciones por las cuales un 
esquema de control de admisión de llamada acepta o rechaza una 
petición entrante.  
 
• Finalmente, una decisión de control de admisión de llamada es hecha, 
por lo general, basándose en el efecto estimado que el nuevo flujo 
tendrá sobre otros flujos y el objetivo de utilización de la red. 
 




Fig. 1.2 Componentes básicos del control de admisión 
 
 
Para poner en práctica este esquema, hay dos accesos de control de admisión 
principales: basado en parámetro y basado en medida. El primero toma 
decisiones de admisión basadas en la comparación del perfil de tráfico entre el 
peor delay o la pérdida de paquete que ya existan, como de los nuevos flujos. 
El segundo decide basándose en la carga de red esperada, considerando la 
medida de aquella carga en la red.   
 
La explicación anterior puede ser ampliada al control de admisión en VoIP, 
donde se conoce este concepto como el Control de Admisión de Llamada 
(CAC). Si el QoS de una nueva llamada no puede ser garantizado o la nueva 
llamada puede afectar el QoS de existir llamadas cuando sea aceptada, será 
rechazado. 
 
Para estimar condiciones de tráfico, CAC puede usar dos esquemas posibles: 
esquema activo y esquema pasivo. En el esquema activo los flujos de prueba 
son empleados en la red y el esquema pasivo sólo usa la medida directa de 
paquetes de voz. Aunque esto use verdaderos flujos, esto no afecta a otros 
flujos, pero requiere más tratamiento comparado con el esquema activo. Sin 
embargo, en ambos métodos, QoS puede ser medida. Esto se podría requerir 
para ajustar el parámetro del periodo de medida. Ya que esto requiere la 
administración de los routers, no es conveniente para el Proveedor de Servicio 
que usa la infraestructura de un tercero. 
 
Se conoce un acercamiento popular de proporcionar el control de admisión en 
redes de VoIP como la Medida End-to-End, basada en el Control de Admisión 
(EMBAC) [16]. EMBAC usa de punta a punta flujos de prueba para determinar 
condiciones de red. La autorización para una nueva petición de llamada será 
determinada por las condiciones de red y recursos disponibles. El objetivo de 
EMBAC es garantizar que el pico de pérdida del paquete media o máxima de 
flujos de voz en el progreso no alcanza un cierto umbral. 
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1.2.2. Modelo del sistema: Agente QoS  
 
Un nuevo acercamiento ha sido desarrollado considerando las cuestiones de 
los métodos anteriores. El Agente QoS (la Fig. 1.4) es un sistema de medida 
para  SIP, basado en servicios de Telefonía de Internet. Este sistema permite al 
usuario de telefonía recibir alarmas en tiempo real si las condiciones de la red 
no son convenientes para hacer una llamada. De ahí este método, como se 
piensa, es usado en el nivel de acceso. 
 
El Agente QoS tiene dos tipos complementarios de medida. El primero se llama 
Agente Incall y usa la estadística de paquetes RTCP a partir de los primeros 
segundos de una llamada en el progreso. El segundo método es el Agente 
Outcall. Éste de vez en cuando registra la estadística de delay de una llamada 
usando el método de SIP OPCIONS . 
 
El agente QoS está realizado en JAVA. Expresamente esto usa la API SIP 
Servlet que permite el uso de SIP, desplegando y manejando el modelo basado 
en servlet. También, usa instrumentos como Jpcap y SIPSAK. 
 
Ambos agentes miden parámetros QoS entre el llamador y  la plataforma SIP. 
Ya que es posible considerar que el PSTN introduce constantes delays, la 
atención será puesta en el dominio IP de la llamada. 
 
El modelo de sistema (la Fig. 1.3) presenta las características siguientes: 
 
• Una red de IP basados en servicios VoIP, sin mecanismos QoS 
permitidos. 
 
• Usuarios finales con tarifas de acceso diferentes (XDSL, LAN, etc.). 
Pueden tener acceso a la red de VoIP por ATA [17]  con el teléfono 
análogo, Softphone o el teléfono de IP. Podrían utilizar otros usos 
simultáneamente también. 
 
• Una plataforma SIP basada VoIP incluyendo al menos: un servidor de 
SIP, un MediaServer, un Proxy RTP, un servidor de Control de Llamada 
(basado en SIPServlet), y una Gateway VoIP conectada a PSTN. 
 
•  Es posible que los usuarios finales tengan NAT  
 
 




Fig. 1.3 Elementos en el modelo del sistema 
 
 
Este sistema nos permite hacer tres tipos de llamada: IP-IP,IP-PSTN(de un 
dispositivo VoIP a un teléfono tradicional) y PSTN-IP (llamadas salientes de un 
teléfono tradicional a un dispositivo VoIP). 
 
En este esquema, IP-PSTN, las llamadas son sin duda lo más importante ya 
que el usuario paga por ellos. Por esta razón, los sistemas principalmente 
serán enfocados en este tipo de llamada.   
 
También, es importante acentuar que por lo general una llamada de VoIP es 
peer-to-peer, pero  hay que atender que los proveedores centralizan flujos con 
intención de mantener el control de sistema, la facturación unificada y resolver 
cuestiones de NAT.    
 
Este sistema constituye una solución factible para el mantenimiento de la QoS 
para los Proveedores de Servicio de Telefonía IP que usan la infraestructura 




Fig. 1.4 Agente QoS  
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1.2.3. Agente Incall  
 
Un Agente Incall obtiene parámetros QoS durante los primeros segundos de 
una llamada mediante la captura de paquetes RTCP. El protocolo RTCP 
provee la información de control para un flujo RTP y por lo general es usado 
para obtener reportes de QoS. El Agente Incall junta la estadística de una 
llamada en el progreso y la información como paquetes perdidos, jitter y el 
round-trip delay. Por ejemplo, el número de secuencia, típicamente, es usado 
para descubrir la pérdida de paquete y el timestamp es usado para medir el 
delay. 
 
La función de medida consiste en verificar parámetros QoS en una 
comunicación entre un usuario final y la plataforma que provee el servicio. En el 
caso de que los valores de parámetros QoS estén por debajo de un nivel 
aceptable, el sistema creará una señal de alerta, en forma de un tono audible, 
que informará al usuario final de unas condiciones de red inadecuadas. El 
usuario final entonces debe tomar la decisión final, si hay que seguir o terminar 
la llamada. 
 
1.2.4. Agente Outcall  
 
En el caso de Agente Outcall, el cual verifica el estado de la red para todos los 
usuarios que son activos en el sistema. Estos usuarios deben enviar mensajes 
de REGISTRO en un tiempo configurable, por ejemplo cada 30 segundos, 
mantener su estado activo. La idea es que esto forzará agujeros de NAT al 
dejar el flujo entrante abierto que permite (al proxy) alcanzar al usuario final. 
 
Para hacer esta verificación, el agente Outcall usa instrumentos como el Ping, 
Traceroute y PingSIP. Este último permite enviar mensajes de OPCIONS a 
usuarios y medir su round-trip-time delay. Los resultados de prueba son 
almacenados en una base de datos QoS para el análisis posterior.   
 
Es necesario mencionar, que en esta solución, Outcall es un sistema que mide 
los paquetes que no pertenecen a una llamada, pero son paquetes de datos 
simples que trabajan en un ping y mecanismos traceroute. 
 
Es interesante acentuar que el Ping SIP permite un análisis más allá de un 
NAT/FIREWALL. NAT es la situación común en la mayor parte de los usuarios 
residenciales con el acceso a banda ancha. Con el Ping tradicional sólo es 
posible alcanzar hasta la última dirección IP pública, pero en cambio, PingSIP 
permita alcanzar directamente el equipo VoIP, así midiendo mejor la verdadera 
condición de la llamada.   
 
Traceroute es una utilidad que permite determinar la ruta que toman los 
paquetes para alcanzar a un host en particular. Además, usa los paquetes que 
vuelven para producir una lista de host que los paquetes han atravesado por el 
camino a la destinación. 
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El Agente Outcall entrega los informes siguientes: TimeSIP, TTL Tracert, Ruta 
Tracert, Mínimo RTT Ping, Máximo RTT Ping  y Promedio RTTP Ping.
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CAPÍTULO 2. ARQUITECTURA 





Fig. 2.1 Escenario de trabajo 
 
2.2. Elementos en el escenario 
2.2.1. SER 
 
SER, acrónimo de SIP Express Router, es un servidor SIP gratuito, 
configurable y de alto rendimiento. Puede actuar como registrador, proxy o 
servidor de redirección de SIP. Como registrador, responde a los mensajes SIP 
REGISTER pudiendo pedir autenticación y registrando el usuario en una base 
de datos. Como proxy puede enrutar los mensajes SIP hacia otra red. Y como 
servidor de redirección puede simplemente redirigir los mensajes hacia otro 
destino. Entre otros servicios se puede  destacar su administración vía web y 
monitorización del estado del servidor. 
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2.2.2. Base de Datos 
 
En nuestro caso tenemos dos bases de datos en MySQL [18]: 
La base de datos del SER, en la cual sólo nos interesan dos tablas. La tabla 
subscriber donde cada usuario se registra. Y la tabla location, en la cual 
cuando un usuario esta en línea se refleja en esta tabla: 
 
Fig 2.2 Base de datos del SER 
 
 
La otra base de datos es la de QoS, donde se almacenan todos los parámetros 
que miden el agente Outcall. Con las siguientes tablas: 
 
• Outcall: se registran un id y el campo contact que corresponde a la sip 
uri del usuario. 
 
• Outcallping: se guardan los identificadores, y los valores que 
corresponden a realizar el comando ping (minRTT, maxRTT, 
outAvgRTT). 
 
• Outcallpingsip: se guarda los id’s y el tiempo de rtt de realizar el 
pingSIP. 
 
• Outcalltracert: se guarda los id’s y el valor del ttl. 
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• Rutatracert: se guardan los id’s, la ip y el delay de cada ttl que realiza el 
comando traceroute. 
 
• Subscriberid: se guarda los id’s, el username, el domain. 
 
• Subscriberoutcall: se guardan los id’s y la ip del usuario. 
 





Sipsak (ver ANEXO 2) es un pequeño instrumento de comandos para 
administradores de SIP. Esto puede ser usado para algunas pruebas simples 
sobre usos de SIP y dispositivos. 
 
Sipsack nos ofrece los siguientes servicios: 
 
• Envía OPCIOS request. 
 
• Envíe archivos de texto (que puede contener peticiones de SIP). 
 
• Traceroute. 
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• La autenticación con qop (MD5 y SHA1). 
 
• Puede simular llamadas en el modo usrloc. 
 
• Usa la señalización simétrica y así puede trabajar detrás de NAT 
 
• Envía mensajes a cualquier destinación de SIP.  
 
• Leer mensaje de SIP de STDIN. 
 
• Soporta DNS y SRV. 
 




Se trata de una utilidad que comprueba el estado de la conexión con uno o 
varios equipos remotos, por medio de los paquetes de solicitud de eco y de 
respuesta de eco (definidos en el protocolo de red ICPM ) para determinar si un 
sistema IP específico es accesible en una red. Es útil para diagnosticar los 
errores en redes o enrutadores IP. 
 
Muchas veces se utiliza para medir la latencia o tiempo que tardan en 
comunicarse dos puntos remotos, y por ello, se utiliza entre los aficionados a 
los juegos en red el término PING [19] para referirse al lag o latencia de su 
conexión. 
 
Existe otro tipo: Ping ATM. Este tipo de ping se utiliza en las redes ATM (como 
puede ser una simple ADSL instalada en casa) y, en este caso, las tramas que 
transmiten son ATM (nivel 2 del modelo OSI). 
 
Este tipo de paquetes se envían para probar si los enlaces ATM están 
correctamente definidos. 
 
El comando 'ping' es ampliamente utilizado para verificar el estado de las 
conexiones entre dos PC dentro de una red. 
 
Se suele utilizar tecleando en la línea de comandos: ping +IP_del_otro_pc 
 
Lo que se verá en la pantalla es una respuesta mostrando la cantidad de bytes 
que se están enviando y el tiempo que se demora en dichos paquetes. 
 
Al final de la ejecución del comando se muestra un resumen con las 
estadísticas de la prueba. 
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El comando ping funciona de la misma forma para windows y para linux, pero 
cuando se necesita ingresar parámetros varía en sus letras (ver ANEXO 5). 
2.2.5. Traceroute  
 
Traceroute [20] es una herramienta de diagnóstico de redes que permite seguir 
la pista de los paquetes que van desde un host (punto de red) a otro. Se 
obtiene además una estadística de las velocidades de transmisión de esos 
paquetes. Esta herramienta se llama traceroute en UNIX y linux, mientras que 




El número de la primera columna es el número de salto, los tres tiempos 
siguientes son el tiempo de respuesta para los paquetes enviados (un asterisco 
indica que no se obtuvo respuesta), posteriormente viene el nombre y la 
dirección IP del nodo por el que pasa. 
 
Estas herramientas (traceroute y tracert) son órdenes ejecutables en una 
consola en modo texto. 
 
Tracert utiliza el campo Time To Live (TTL) de la cabecera IP. Este campo sirve 
para que un paquete no permanezca en la red de forma indefinida (por 
ejemplo, debido a la existencia en la red de un bucle cerrado en la ruta). El 
campo TTL es un número entero que es decreciente por cada nodo por el que 
pasa el paquete. De esta forma, cuando el campo TTL llega al valor 0 ya no se 
reenviará más, sino que el nodo que lo esté manejando en ese momento lo 
descartará. Lo que hace tracert es mandar paquetes a la red de forma que el 
primer paquete lleve un valor TTL=1, el segundo un TTL=2, etc. De esta forma, 
el primer paquete será eliminado por el primer nodo al que llegue (ya que éste 
nodo decrecerá el valor TTL, llegando a cero). Cuando un nodo elimina un 
paquete, envía al emisor un mensaje de control especial indicando una 
incidencia. Tracert usa esta respuesta para averiguar la dirección IP del nodo 
que desechó el paquete, que será el primer nodo de la red. La segunda vez 
que se manda un paquete, el TTL vale 2, por lo que pasará el primer nodo y 
llegará al segundo, donde será descartado, devolviendo de nuevo un mensaje 
de control. Esto se hace de forma sucesiva hasta que el paquete llega a su 
destino. 
 
2.2.6. Media Server (Asterisk) 
 
DigiumTM ha creado una PBX basada completamente en software, Asterisk (ver 
ANEXO 3) . Funciona sobre Linux, BDS y MacOSX. Asterisk puede operar con 
casi todos los elementos telefónicos basados en estándares, utilizando una 
infraestructura mínima. Proporciona entre muchos otros servicios Voicemail, 
que puede servir como buzón de voz para almacenar mensajes, cuando los 
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usuarios no se encuentren activos. Y da la posibilidad de reproducir música a 
través de un flujo RTP, se usará para la música en espera. 
 
No necesita ningún hardware adicional, con una tarjeta de red en un Linux, ya 
se puede levantar un Asterisk. Asterisk fue creado originalmente por Mark 
Spencer de Digium, Inc. Todo el código ha sido desarrollado y testeado por 




Jpcap es un paquete de Java que permite capturar y/o enviar paquetes por la 
red. 
 
Jpcap está basado en libpcap/winpcap y Raw Socket API. Por lo tanto, Jpcap, 
trabaja sobre cualquier SO sobre el cual libpcap/winpcap ha sido instalada. 
Jpcap ha sido probado sobre FreeBSD 3.x, Linux RedHat 6.1, RedHat 4, 
Solaris, y Microsoft Windows 2000/XP. 
 
Jpcap soporta los siguientes tipos de paquetes: Ethernet, IPv4, IPv6, 
ARP/RARP, TCP, UDP, y ICMPV4. Otras clases de paquetes son capturados 
como paquetes (p. ej., instancias de las clases de los Paquetes) que contiene 
los datos enteros de los paquetes. Esto permite a las aplicaciones Java 




Trabajar con software orientado a objetos y bases de datos relacionales puede 
hacernos invertir mucho tiempo en los entornos actuales.  Hibernate [21] es 
una herramienta que realiza el mapping entre el mundo orientado a objetos de 
las aplicaciones y el mundo entidad-relación de las bases de datos en entornos 
Java.  El término utilizado es ORM (object/relational mapping) y consiste en la 
técnica de realizar la transición de una representación de los datos de un 
modelo relacional a un modelo orientado a objetos y viceversa. 
 
Hibernate no solo realiza esta transformación sino que nos proporciona 
capacidades para la obtención y almacenamiento de datos de la base de datos 




Struts [22] es una herramienta de soporte para el desarrollo de aplicaciones 
Web bajo el patrón MVC bajo la plataforma J2EE (Java 2, Enterprise Edition). 
Struts se desarrollaba como parte del proyecto Jakarta de la Apache Software 
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Struts permite reducir el tiempo de desarrollo, su carácter de "software libre" y 
su compatibilidad con todas las plataformas, en donde Java Entreprise está 
disponible, lo convierte en una herramienta altamente disponible. 
 
Struts se basa en el patrón del Modelo Vista Controlador (MVC) el cual se 
utiliza ampliamente y es considerado de gran solidez. De acuerdo con este 
modelo, el procesamiento se separa en tres secciones diferenciadas, llamadas: 
el modelo, las vistas y el controlador. 
 
Cuando se programan aplicaciones Web con el patrón MVC, siempre surge la 
duda de usar un solo controlador o usar varios controladores. Si consideramos 
mejor usar un solo controlador para tener toda nuestra lógica en un mismo 
lugar, nos encontramos con un grave problema, ya que nuestro controlador se 
convierte en lo que se conoce como "fat controller", es decir un controlador 
saturado de peticiones, Struts surge como la solución a este problema ya que 
implementa un solo controlador (ActionServlet) que evalúa las peticiones del 
usuario mediante un archivo configurable (struts-config.xml). 
 
Entre las características de Struts se pueden mencionar: 
 
• Configuración del control centralizada. 
 
• Interrelaciones entre Acciones y página u otras acciones, se especifican 
por tablas XML en lugar de codificarlas en los programas o páginas. 
 
• Componentes de aplicación, que son el mecanismo para compartir 
información bidireccionalmente entre el usuario de la aplicación y las 
acciones del modelo. 
 
• Librerías de entidades para facilitar la mayoría de las operaciones que 
generalmente realizan las páginas JSP. 
 
• Struts contiene herramientas para validación de campos de plantillas 
bajo varios esquemas que van desde validaciones locales en la página 
(en javaScript) hasta las validaciones de fondo hechas a nivel de las 
acciones. 
 
Struts permite que el desarrollador se concentre en el diseño de aplicaciones 
complejas como una serie simple de componentes del Modelo y de la vista 
intercomunicados por un control centralizado. Diseñando de esta manera se 




B2BUA es un acrónimo de Back to Back User Agent. 
Los conceptos UAC y UAS se han detallado anteriormente en el apartado 
1.2.2.1. 
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Un B2BUA puede actuar al mismo tiempo UAS (UA Server) y UAC (UA Client). 
De este modo se obtienen dos llamadas distintas, con identificador de  sesión y 




• Los obtenidos con el diseño SIP Proxy 
 
• Se pueden manejar multiconferencias 
 
El B2BUA se encarga de enviar los dos INVITE, actúa en ambos lados como 
UAC. Primero establece una sesión con el UA1 (User Agent 1) y acto seguido 
envía el INVITE hacia el UA2 (User Agent 2) para establecer otra sesión. 
 
Ahora bien, en el caso de una llamada entrante del UA1, el B2BUA actúa más 
o menos como un SIP Proxy, pero en vez de redireccionar el INVITE, establece 
una sesión con el UA1 y envía un nuevo INVITE hacia el UA2. Se establecen 
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Otra opción es que el mismo B2BUA llame a los dos participantes en la llamada 




Fig. 2.4 Ejemplo de una llamada desde el B2BUA
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CAPÍTULO 3. DISPOSITIVOS DE OUTCALL 
3.1. Diagrama de Operaciones 
 
El agente Outcall sigue la siguiente secuencia (ver Fig. 3.1): 
 
1. Primero se realiza un Ping, un PingSip y un Traceroute. 
2. Se tiene que verificar que el usuario esta en línea, consultando la base 
de datos del SER y accediendo a la tabla location. 
3. Una vez comprobado que el usuario esta en línea se obtiene su IP. 
4. Se ejecuta el Ping y Traceroute. Estos comandos solo llegan a la última 
IP pública, por lo tanto no son capaces de atravesar los NAT. 
5. Se llama al comando Sipsak que hace un PingSip, este si que es capaz 
de saltarse a cualquier NAT, por lo tanto el resultado es más preciso. 
6. Una vez los comandos han acabado, devuelven unos resultados 
numéricos, que el agente Outcall recoge. 




Fig.3.1 Diagrama de operaciones del agente Outcall. 
 
3.2. Entorno de trabajo 
 
El diseño inicial del agente Outcall es que sea independiente a cualquier 
sistema operativo. Pero hay algunos dispositivos que solo están 
implementados en un SO concreto. Por eso hemos decidido utilizar Linux para 
poder utilizar estos dispositivos como el SER. 
 
El agente Outcall esta implementado en Java para poder utilizar fácilmente las 
bases de datos mediante la herramienta hibernate. También nos permite utilizar 
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el MVC, usando struts para poder interaccionar con el usuario y presentarle 




El dispositivo SER posee diferentes módulos que permiten realizar diversas 
funciones. En nuestro caso no usaremos dichos módulos. Utilizaremos el SER 
para registra y como Proxy. 
 
Inicialmente un usuario se registra en el SER. Una vez registrado el usuario 
puede llamar a  otro usuario mediante la función de Proxy del SER que permite 
enrutar nuestra llamada a otro usuario en línea.   
 
Cuando el usuario está en línea, sus datos se almacenan en el campo location 
de la base de datos del SER. El agente Outcall utiliza este campo para poder 




Para poder hacer llamadas vía VoIP necesitamos algún dispositivo que sirva de 
teléfono IP. Hay diferentes opciones X-Lite, Supura, ATA, eyeBeam… 
 
En nuestro caso hemos utilizado el X-Lite, debido a que es una herramienta 
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CAPÍTULO 4. DISPOSITIVOS DE INCALL 
4.1. Diagrama de operaciones 
 
En la Fig. 4.1 podemos ver el diagrama de operaciones del agente Incall 





Fig. 4.1 Diagrama de Operaciones 
 
 
El agente Incall sigue los siguientes pasos que se muestran en la Fig.4.1: 
 
• Usuario 1 llamadas a Usuario 2. 
 
• QoS el Agente comprueba si el Usuario 1 ha configurado una regla de 
usuario válida.  
 
• Si esto es correcto, la llamada es remitida a Mediaserver1, y User1 
recibe un flujo de prueba (por ejemplo la música en espera). 
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• Con este flujo de prueba, el agente Incall captura paquetes RTCP y 
obtiene la estadística de QoS.  
 
• El promedio de QoS es comparado con reglas almacenadas en la base 
de datos QoS para este usuario específico. 
 
• Después de un tiempo de comparación (el tiempo es configurable), si las 
condiciones de red no son convenientes para la llamada, el sistema 
genera una alarma audible a User1 de Mediaserver2 durante un tiempo.  
 
• Si el User1 continúa la llamada, la llamada se establece y continua 
normalmente. 
 
4.2. Entorno de trabajo 
 
El diseño inicial del agente Incall utiliza Linux debido a que necesitamos un 
Proxy y un Media Server (Asterisk).  
 
El agente Incall se implementará en java para poder utilizar la API JAIN SIP 




El agente Incall utiliza el SER como Proxy y servidor. Con él conseguimos 
enviar mensajes SIP, y redireccionarlos al Asterisk en vez de enrutarlos al  
User 2. Una vez haya superado los parámetros de QoS se llama al User 2. 
4.3. Asterisk 
 
Como se menciona en el apartado 2.2.6, Asterisk nos permite la posibilidad de 
reproducir música a través de un flujo RTP, se usará para la música en espera.  
 
En nuestro sistema utilizaremos el Asterisk para enviar flujos de prueba y 
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CAPÍTULO 5. IMPLEMENTACIÓN DE OUTCALL 





Fig. 5.1 Diagrama caso de uso. 
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Esta es la secuencia que seguirá el agente Outcall. 
1. Primero el usuario se tiene que registrar (ver Fig. 5.4). 
2. Si el usuario o la contraseña son erróneas se le muestra una pantalla 




Fig. 5.2 Mensaje erróneo 
 
 
3. Si el usuario o la contraseña son correctas se muestra el menú (ver Fig. 
5.5). 
 
Si el usuario elige la función Estadísticas: 
 
4. Si la Base de datos de QoS no contiene la información necesaria se 




Fig. 5.3 Mensaje erróneo 
 
 
5. El usuario puede volver al Menú. 
6. Si todo va bien se le muestra las estadísticas (ver Fig. 5.7 ) 
 
Si el usuario elige la función Start: 
 
7. El usuario elige el comando y el usuario (ver Fig. 5.9) 
8. Se ejecuta el comando y se muestra al usuario el resultado (ver 
Fig.5.10, Fig. 5.11, Fig 5.12). 




El administrador entra a partir de una interfaz básica de login. Si se inserta un 
usuario o una contraseña errónea se muestra otra pantalla que avisa de este 
error. Sino nos dirigimos a una página de menú. 
 




Fig. 5.4 Login Outcall 
 
5.1.2. Menú principal 
 
Una vez el usuario se haya registrado correctamente se pasa al menú principal 
















Fig. 5.6 Diagrama secuencia de Estadísticas 
 
 
Cuando el usuario selecciona las estadísticas se realiza una consulta a la base 
de datos QoS y se obtienen una lista en la cual se puede comprobar los 
siguientes parámetros: minRTTPing, maxRTTPing, outAvgRTTPing, PingSip, 
TTL y delay. 
 
Con esta lista de parámetros, se calcula el valor mínimo y el máximo de cada 
uno. Una vez calculado estos valores se obtiene su correspondiente username 
y su IP. Cuando tenemos todos los datos de la tabla se pasan los valores a la 
sesión y se muestra al usuario. (ver Fig 5.7) 
 
Para el administrador, el campo más importante es la columna mayor en la cual 
si algún usuario presenta alguna anomalía sería la más critica. 
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Los pasos a realizar son: 
 
1. El programa consulta la base de datos, las tablas outcallping, 
outcallpingsip, outcalltracert, rutatracert. 
2. Se obtiene el menor y el mayor valor de los campos minRTTPing, 
maxRTTPing, outAvgRTTPing, PingSip, TTL y delay. 
3. A partir de los identificadores de las tablas anteriores se obtiene la ip de 
la tabla SubscriberOutCall y el username de la tabla SubscriberID para 
cada valor mínimo y máximo de cada tabla. 
4. Pasa los datos a través de la sesión.  
5. Y muestra una tabla como la que vemos a continuación: 
 
 
Escala en ms. 











A d m in
M e nuAc tion
S tart()
e je c u ta .jsp
...
u se rL ist.pu t(i,da tos.ge tU se r()[i]);
...
se ssion .se tAttr ibu te ("use rL ist",use rL ist);      
E sc oge  C om a ndo:S ta rtAc tion
O bten er u su arios en  lin ea
E scog e com an d o y u su ario
S e  e je c u ta  e l 
c om a n do  se le c iona do  
ha c ia  e l usua rio
E je c u ta  C om a n do
com an d o()
retu rn  lin ea;
start.ad d (s t); sess ion .setA trib u te 
y su cces
S e  m u e stra  a l usua rio  
la  e je c u c ion  de l 
c o m a nd o  por line a  
de  c o m a ndo
sta rt.jsp
R e lle na m o s e l c a m po line a  
qu e  provie ne  de  la  line a  
de  c om a ndos de l c om a ndo
{    ...
sta rt.a dd(st);
...
 se ssio n .se tAttr ibu te ("sta rt",sta rt);   
re tu rn  (m a pp in g .find Forw a rd ("suc c e ss"));    }
V is ta d el com an d o
 
 
Fig. 5.8 Diagrama secuencia 
 
 
Si el administrador selecciona la opción Start pasa a una interfaz donde puede 
seleccionar  el comando Ping, PingSiP y Traceroute y al usuario que desea 
realizar el comando. Este usuario está online, es decir que actualmente se 
encuentra en la tabla location de la base de datos del SER. 
 
Una vez el administrador presione Start verá otra pantalla donde se verá el 
comando realizado como si fuera por línea de comando o una captura. Y el 
resultado se almacena en la base de datos. 
 
Los pasos a seguir son los siguientes: 
1. El programa consulta la Base de Datos del SER la tabla location. 
2. Almacena los usuarios en línea. 
3. Se pasa los datos por la sesión. 
4. Y se muestran. 




Fig. 5.9 Start Outcall 
 
 
5. Una vez seleccionado el comando y el usuario. 
6. Se recogen estos dos campos seleccionados. 
7. Se ejecuta el comando (exec()). 
8. Los resultados obtenidos por el comando se guardan. 
9. Se almacenan en la Base de Datos de QoS. 




El agente Outcall requiere de tres comandos que están implementados en el 
sistema operativo. 
 
Una vez el usuario selecciona el comando le llega como parámetro al 
programa, de la misma forma se recoge el usuario, al cual se le aplica el 
comando seleccionado. Se recogen los datos necesarios de la base de datos 
correspondiente al usuario (p.ej. la IP). 
 




ping -c 5 "+ip  
 
 




Fig. 5.10 Ping 
 
 
Para ping sip: 
 
sipsak -s sip:"+user+SIP URI+" -vvv"); 
 
 
Fig. 5.11 PingSip 
 










Fig. 5.12 Traceroute 
 
 
Una vez ejecutada el parámetro se guarda el resultado en la Base de Datos  de 
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Fig. 6.1 Planificación 
 
6.2. Impacto Medioambiental 
 
En un proyecto de estas características el impacto medioambiental no es de 
mucha relevancia. A pesar de eso no podemos obviar que toda la 
infraestructura telemática tiene un consumo energético. 
 
En este caso el consumo afectara principalmente a las máquinas que contienen 
las Bases de Datos, el SER, el Sipsak y el agente Outcall, que pueden estar 
incluidas en una máquina. Esta máquina, en menor o mayor medida, se estará 
accediendo las 24 horas del día; y los UA de los usuarios.  
 
De esta forma tenemos en cuenta que la energía eléctrica no es una energía 
no renovable y que actualmente esta limitada a la explotación en algunas 
zonas del país, no estaría mal reducir el consumo utilizando energías 
renovables o bien ideando un sistema para reducir el consumo de los 
ordenadores. 
 
6.3. Perspectivas de futuro 
 
El agente Outcall requiere Linux como sistema operativo, debido a que la 
herramienta Sipsak sólo esta implementada en dicho sistema operativo. 
También cabe mencionar que el comando Ping y Traceroute es diferente para 
Linux y para Windows, los resultados se presentan de manera diferente, por lo 
tanto a la hora de programarlo en Java se tiene que modificar dependiendo de 
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Como implementaciones futuras se podría sustituir el sipsak. De manera que 
se tendría que programar una aplicación en JAIN SIP que substituya esta 
herramienta, que envía un mensaje OPTIONS y  calcula el tiempo que tarda en 
llegar. Para utilizar el Outcall en cualquier sistema operativo se necesitaría esta 
aplicación que sustituya el Sipsak y unas pequeñas modificaciones en el código 
del Ping y Traceroute : 
  
   
   
 if(System.getProperty("os.name").equals("Linux")){ 
  . . . 




  . . . 





Por otra parte también se podría diferenciar por Proveedor de Servicio, no solo 
por usuario. De esta forma podrían ejecutar los comandos todos los usuarios 
de ese Proveedor. 
 
Se podría hacer un método que detecte eventos extraños en la Base de Datos 
y se la muestre al usuario. Por ejemplo, si algún día un usuario ha tenido una 
anomalía y presenta un retardo elevado, se podría avisar al administrador 
diciéndole el user, día, hora, IP, proveedor.  
 
Por otra parte se tendría que profundizar y realizar el agente Incall. La base de 
datos QoS ya ha sido utilizada en el Outcall mediante Hibernate, sólo se 
tendría que aprender a utilizar la API JPCAP para capturar los flujos de prueba 
y  tratarlos. Y trabajar con Asterisk para enviar las locuciones correspondientes. 
 
6.4. Conclusiones  
 
Este proyecto ha analizado un diseño y la puesta en práctica de un QoS para la 
supervisión del sistema en VoIP. Este sistema puede ayudar a evaluar la 
calidad de red y crear informes para el análisis. Este sistema puede realzar la 
dirección de red de Proveedores de Servicio de Telefonía IP donde éstos no 
usan su propia infraestructura de acceso, sino la de otro Proveedor. 
 
Esta solución es también un instrumento útil a usuarios de VoIP ya que esto 
proporciona la información sobre condiciones de red en tiempo real. Los 
usuarios individualmente pueden configurar el período cuando él quiere medir 
su QoS. 
 
El Agente QoS presenta la flexibilidad para ser mejorado, apoyar al nuevo 
usuario y reglas de QoS.  
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Al terminar este TFC se dispone de un agente Ouctall completo que funciona 
en Linux. Y con unas simples modificaciones, comentadas en el apartado 
anterior, se podría aplicar a cualquier sistema operativo, así proporcionar una 
ventaja más a los operadores interesados. También se tiene un diseño del 
agente Incall, sólo falta su implementación en Java. 
 
Con este Agente QoS acabado totalmente se puede utilizar en el mundo real 
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H.323   Recomendación del ITU-T (International Telecommunication 
Union), que define los protocolos para proveer sesiones de 
comunicación audiovisual en cualquier paquete de la red. 
 
SIP   Siglas de Session Initiation Protocol (Protocolo de Inicio de 
Sesión). Protocolo de señalización que se utiliza para iniciar 
sesiones multimedia interactivas entre usuarios de redes IP. 
 
RTP Siglas de Real-time Transport Protocol (Protocolo de Transporte 
de tiempo Real). Es un protocolo de nivel de transporte utilizado 
para la transmisión de información en tiempo real como por 
ejemplo audio y video en una video-conferencia. 
 
RTCP  Siglas RTP Control Protocol (Protocolo de control para RTP). La 
función primaria es proporcionar información al origen de la 
calidad de servicio de la distribución de información. 
 
API   Una API (del inglés Application Programming Interface - Interfaz 
de Programación de Aplicaciones) es un conjunto de 
especificaciones de comunicación entre componentes software. 
 
Proxy  En inglés «apoderado» o «delegado», hace referencia a un 
programa o dispositivo que realiza una acción en representación 
de otro. La finalidad más habitual de esa representación es la de 
permitir el acceso a Internet a todos los equipos de una 
organización cuando sólo se puede disponer de un único equipo 
conectado, esto es, una única dirección IP. 
 
Router  El router (enrutador o encaminador) es un dispositivo hardware o  
  software de interconexión de redes de ordenadores/computadoras 
que opera en la capa 3 (nivel de red) del modelo OSI. Este 
dispositivo interconecta segmentos de red o redes enteras. 
 
Ethernet  Norma o estándar (IEEE 802.3) que determina la forma en que los 
puestos de la red envían y reciben datos sobre un medio físico 
compartido que se comporta como un bus lógico, 
independientemente de su configuración física. 
 
HTML  El HTML, acrónimo de Hypertext Markup Language (lenguaje de 
etiquetaje de hipertexto), es un lenguaje de marcas diseñado para 
estructurar textos y presentarlos en forma de hipertexto, que es el 
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XML   Acrónimo de eXtensible Markup Language (Lenguaje de 
etiquetaje extensible). Es un lenguaje informático de etiquetaje 
que deriva del lenguaje SGML y permite representar e 
intercambiar información entre ordenadores o programas, ya que 
organiza los datos de manera ordenada.  
 
SER   Acrónimo de SIP Express Router , es un servidor SIP gratuito,  
configurable y de alto rendimiento. Puede actuar como 
registrador, prosa o servidor de redirección de SIP. 
 
NAT   Acrónimo de Network Address Translation (Traducción de 
Direcciones de Red) es un estándar creado por la Internet 
Engineering Task Force (IETF), el cual utiliza una o más 
direcciones IP para conectar varios computadores a otra red 
(normalmente a Internet). Los computadores tienen normalmente 
una dirección IP no válida para Internet, privada, etc. 
 




Tomcat de Apache [23] es el contenedor de servlets que se usa en la 
Implementación de Referencia oficial para las tecnologías de Java Servlets y 
JavaServer Pages. Estas tecnologías han sido diseñadas pos Sun bajo la Java 
Community Process . 
Tomcat [24].  se desarrolla en un entorno abierto y participativo bajo la Apache 
Software License. Para los archivos de configuración del Tomcat se  utiliza la 
tecnología XML (ver apartado B.3). 
Para IP Centrex se ha escogido Tomcat de Apache por su código abierto y su 




Una API (del inglés Application Programming Interface - Interfaz de 
Programación de Aplicaciones) es un conjunto de especificaciones de 
comunicación entre componentes software. Representa un método para  
conseguir abstracción en la programación, generalmente (aunque no 
necesariamente) entre los niveles o capas inferiores y los superiores del 
software. Uno de los principales propósitos de una API consiste en 
proporcionar un conjunto de funciones de uso general, por ejemplo, para 
dibujar ventanas o iconos en la pantalla. De esta forma, los programadores se 
benefician de las ventajas de la API haciendo uso de su funcionalidad, 
evitándose el trabajo de programar todo desde el principio. Las API asimismo 
son abstractas: el software que proporciona una cierta API generalmente es 
llamado la implementación de esa API. 
 




XML son las siglas del inglés eXtensible Markup Language (lenguaje de 
marcado ampliable o extensible) desarrollado por el World Wide Web 
Consortium (W3C). Es una versión simple del SGML. Su objetivo principal es 
conseguir una página Web más semántica. Una de las principales funciones 
con las que nace XML sería suceder al HTML separando la estructura del 
contenido y permitiendo el desarrollo de vocabularios modulares. Tiene otras 
aplicaciones entre las que destaca su uso como estándar para el intercambio 
de datos entre diversas aplicaciones o para 
archivos de configuración como Tomcat (ver apartado B.1).  
Al igual que el HTML, se basa en documentos de texto plano en los que se 
utilizan etiquetas para delimitar los elementos de un documento. Sin embargo, 
XML define estas etiquetas en función del tipo de datos que está describiendo y 
no de la apariencia final que tendrán en pantalla o en la copia impresa, además 
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ANEXO 1. INSTALACIÓN DEL SER 
 
 
Primero debemos descargarnos los dos archivos rpm que hemos usado para la 
instalación del proxy SER denominados “ser-0.8.12-0.i386.rpm” y “ser-mysql-
0.8.12-0.i386.rpm”. Si se desean otras versiones se pueden obtener de su web 
http://www.iptel.org/ser/  
 
Para que la instalación de los rpm del SER sea exitosa necesitaremos crear 
una variable de entorno en Linux llamada “SIP_DOMAIN”. Para crearla iremos 
al archivo prolife situado en la carpeta “/etc”. Para facilitar la operación y 
ahorrarnos el tener que usar DNS, utilizamos como dominio SIP la IP de la 




Fig. 1.1 Archivo profile 
 
Una vez modificado el archivo profile ya podremos instalar el proxy SER 
ejecutando los rpm anteriores con las sentencias: 
  
“rpm –ivh ser-0.8.12-0.i386.rpm” 
“rpm –ivh ser-mysql-0.8.12-0.i386.rpm” 
 
Tendremos que cambiar la configuración por defecto SER para que realice 
correctamente la autentificación con la base de datos. Para ello modificamos el 
archivo “ser.cfg” que se encuentra en la ruta “/etc/ser”. En el zip se incluye el 
archivo de configuración que hemos usado. Los cambios realizados son 
simples y consisten en descomentar unas líneas para que realice la carga de 
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los módulos de MySQL  y modificar los métodos “REGISTER” e “INVITE” con el 
valor de la variable de entorno “SIP_DOMAIN” que hayamos creado. 
 
El proxy SER necesita además el servico MySQL. Para activarlo ejecutaremos 
el siguiente comando: 
 
“service mysqld start” 
 
Después de arrancar el MySQL, necesitaremos crear la base de datos del 
proxy SER. Para ello, el propio SER cuenta con un script para crear la base de 
datos automáticamente. Dicho script se encuentra en el directorio “/usr/sbin” y 
se llama “ser_mysql.sh” editándolo se pueden cambiar parámetros como por 
ejemplo el password por defecto de la base de datos, pero para nuestra 
aplicación esto no es necesario. 
 
Con el comando “ser_mysql.sh” observamos las opciones que posee este 
script, aunque lo único que necesitamos es crear la base de datos, que para 
ello ejecutaremos el comando “ser_mysql.sh create” 
 
El password de administrador del MySQL por defecto esta en blanco. 
 
Si todo ha salido correctamente, escribiendo el comando “ser” por consola 
arrancaría el servicio. Para administrar el proxy SER utilizaremos el comando 
“serctl” 
 
La función más importante del comando “serctl” es crear nuevos usuarios, para 
ello necesitaremos nombre de usuario, password y dirección de la siguiente 
forma 
 
“serctl add nombre_usuario password nombre_usuario@SIP_DOMAIN” 
 
Para añadir un nuevo usuario nos pedirá la contraseña de la base de datos de 
MySQL que hemos puesto en el fichero “ser_mysql.sh”. Si no se ha modificado 
el archivo, la contraseña por defecto es “heslo”. 
 
Después de esta operación, el usuario creado ya podrá usar el proxy SER. 
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ANEXO 2 X-LITE 
 
 
X-Lite es el software que hemos utilizado como teléfono SIP. Este software es 
una versión gratuita y con algunas limitaciones del programa X-PRO. 
 
 
A continuación explicaremos el manejo básico del X-Lite. Para configurar el 
proxy SIP primero tendremos que acceder al menú como se puede observar en 








Fig. 2.2 Menú del X-Lite 
 








Como podemos ver en la siguiente imagen, la configuración del proxy en el X-
Lite es muy sencilla. Solo hemos tocado los primeros campos con el nombre de 
usuario y password que hemos añadido en el servidor SER, el dominio que 
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Una vez configurado el teléfono X-Lite ya podremos llamar a otro usuario 
conectado tecleando en la pantalla su número de la forma “usuario@dominio”. 
 
Para ver el intercambio de mensajes entre el X-Lite y nuestro proxy SIP 





Fig. 2.5 Acceso al log 
 
 
Fig. 2.6 Consola de log del X-Lite 
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ANEXO 3 INSTALACIÓN DE ASTERISK EN FEDORA 
CORE 3 
 
3.1. Instalación de Fedora con los paquetes necesarios para el 
funcionamiento de Asterisk         
 
Para iniciar necesitamos los 4 discos de Fedora 3 o el DVD, esto para estar 
seguros que vamos a incluir todos los archivos necesarios que necesita nuestra 
instalación, además de contar con conexión a Internet. 
 
Insertamos el disco de instalación y elegimos instalar en modo gráfico: 
 
Elegimos el idioma preferido, el idioma del teclado preferido... elegimos 
contraseña para "root"... etc. Al llegar a la partición elegimos: 
 
- Autopartición. 
- Desactivamos el Firewall, solo dejamos SELinux Activo 
- Al llegar a los paquetes elegimos el mínimo (recuerda que Asterisk necesita 
MySQL y si queremos instalar Asterisk@home también necesitaremos Apache 
con el módulo PHP activado). 
 
Comienza la instalación de paquetes y al terminar reiniciamos la máquina. 
Todo esto lo hicimos desde del disco 1 de Fedora Core 3. Ingresamos como 
"root" o podemos ingresar desde otra computadora vía SSH, (Esto ultimo fue lo 
que hice). Después tenemos que elegir estos archivos para comenzar nuestra 























Anexos                                                                                                                                                                               53 
 
Creamos el directorio ... 
mkdir /var/rpms 
... Ingresamos a él y copiamos los archivos arriba descritos... 
cd /var/rpms 
...e instalamos cada paquete: 
 
La instalación la haremos en este orden: 
 
rpm -i cvs-1.11.17-3.i386.rpm 
rpm -i cpp-3.4.2-6.fc3.i386.rpm 
rpm -i glibc-kernheaders-2.4-9.1.87.i386.rpm 
rpm -i glibc-headers-2.3.3-74.i386.rpm 
rpm -i glibc-devel-2.3.3-74.i386.rpm 
rpm -i gcc-3.4.2-6.fc3.i386.rpm 
rpm -i bison-1.875c-2.i386.rpm 
rpm -i zlib-devel-1.2.1.2-1.i386.rpm 
rpm -i e2fsprogs-1.35-11.2.i386.rpm 
rpm -i e2fsprogs-devel-1.35-11.2.i386.rpm 
rpm -i krb5-devel-1.3.4-7.i386.rpm 
rpm -i openssl-devel-0.9.7a-40.i386.rpm 
rpm -i libidn-devel-0.5.6-1.i386.rpm 
 
(Si queremos disponer de las últimas versiones de dichos paquetes y sus 
dependencias, podemos realizar el mismo proceso mediante el comando yum 
“yum install [nombre del paquete]”) 
 
Anexamos un link de nuestro Kernel 
cd /usr/src 
ln -s /lib/modules/2.6.9-1.667/build/ linux-2.6 
 
Editamos el archivo... 
nano /etc/udev/rules.d/50-udev.rules 
 








3.2. Instalación de Fedora con los paquetes necesarios para el 
funcionamiento de Asterisk 
 
Al regresar descargamos e instalamos el reproductor de sonidos, en este caso 
sera mpg123 que es compatible con Asterisk: 
 
Creamos esta carpeta: 
mkdir /usr/src/extras 
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...Instalamos el archivo 
rpm -ivh mpg123-0.59q-1.i386.rpm 
 
Descargamos Asterisk y Zaptel 
cd /usr/src 
export CVSROOT=:pserver:anoncvs@cvs.digium.com:/usr/cvsroot 
cvs login - el password es "anoncvs" 




make linux26 <---- Muy importante!!!!! 
make install 
 




Compilamos e instalamos Asterisk 
cd /usr/src/asterisk 
make clean 








Después de eso reinicia tu servidor y ya esta!  
 
Para poner en marcha el servidor debemos abrir un terminal y escribir asterisk -
vccc.  
 
NOTA!! Es posible que algún módulo nos de problemas al iniciar Asterisk. 
Para solucionar esta incidencia debemos abrir el archivo modules.conf 
que se encuentra en /etc/asterisk/ y escribir:  
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3.3 Instalación de Asterisk@home 
 
Asterisk@home es una aplicación vía Web que nos permite crear y gestionar 
nuestra propia centralita, para gestionar extensiones y efectuar llamadas 
internas sin pasar por el operador telefónico entre otras cosas. Por otra parte, 
gracias a su intuitivo panel de control (AMP) vía Web nos facilita la tarea de 
administración de nuestro Asterisk. 
 
Paso 1: Descargamos Asterisk@home 
Vamos a la página de Asterisk http://asteriskathome.sourceforge.net y 
descargamos la versión que deseemos del programa (en nuestro caso 
instalamos la versión 2.6). 
 
Paso 2: Instalación Asterisk@home 
Una vez descargado vamos al directorio /var y creamos una carpeta llamada 
aah_load y descomprimimos todo el contenido en esa carpeta: 
 
mkdir /var/aah_load 
cp asteriskathome-2.6.tar.gz /var/aah_load 
cd /var/aah_load 
tar xvfz asteriskathome-2.6.tar.gz 
./install.sh 
 
NOTA!! Si lo estás instalando en otra distribución debemos tener en 
cuenta que el script install_parts.sh (que es llamado por install.sh) ejecuta 
el comando yum que es exclusivo de fedora o CentOS por lo tanto 
podemos tener problemas. Otro problema podría ser que install_parts.sh 
espera encontrar los archivos de configuración de apache /etc/httpd/conf, 
si estos archivos no están ubicados en este lugar deberemos cambiar el 
script install_parts.sh. 
 
Si todo ha ido bien, la máquina se reiniciará automáticamente después de la 
instalación. Es especialmente importante tener desactivado el SELinux, sino 
aparecerán errores debido a que éste no nos permite comunicar PHP con el 




localizamos la variable SELINUX y la cambiamos a disabled. 
 
NOTA!! Es posible que algún módulo nos de problemas al iniciar Asterisk. 
Para solucionar esta incidencia debemos abrir el archivo modules.conf 
que se encuentra en /etc/asterisk/ y escribir:  
 
noload => [modulo que da error] 
 
Ahora ya tenemos listo nuestro Asterisk. Para configurarlo podemos abrir un 
navegador y escribir http://localhost y debería aparecer una pantalla como la 
siguiente: 
 
56                                                                                                               Implementar módulo de QoS para voIP en SIP.  
 
 
Fig. 3.1 Pagina de Asterisk@Home 
 
Para aprender más sobre como configurar nuestro Asterisk podemos ver el 
manual Asteriskathome_Handbook 
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ANEXO 4 SIPSAK 
4.1. Uso 
 




sipsak [-dFGhiILnNMRSTUVvwz] [-a PASSWORD ] [-b NUMBER ] [-c SIPURI ] 
[-C SIPURI ] [-D NUMBER ] [-e NUMBER ] [-E STRING ] [-f FILE ] [-g STRING ] 
[-H HOSTNAME ] [-l PORT ] [-m NUMBER ] [-o NUMBER ] [-p HOSTNAME ] [-
P NUMBER ] [-q REGEXP ] [-r PORT ] [-t NUMBER ] [-u STRING ] [-W 




Sipsak es una utilidad para realizar diagnósticos y pruebas de stress con SIP. 
Se envían peticiones SIP al servidor dentro de la sip-uri y examina  las 
respuestas recibidas. Esto funciona en los modos siguientes:   
 
- modo default: 
Un mensaje SIP es enviado a la destinación en la sip-uri y se 
muestra el estado de la respuesta. La petición es tomada por el 
nombre del archivo o generada como un nuevo mensaje de 
OPCIONS. 
 
- modo traceroute (-T):   
Este modo es útil para saber el camino de la petición. Esto 
funciona de modo similar a la utilidad de la capa IP traceroute. 
 
- modo message (-M) 
Envía un mensaje corto (similar a un SMS de los teléfonos 
móviles) a un objetivo dado. Con la opción –B el contenido del 
MESSAGE puede ser rellenado. También se podría utilizar las 
opciones –c y –O en este método. 
 
- modo usrloc (-U) 
Modo de stress para registrarse con SIP. Sipsak sigue 
registrándose a un servidor SIP a alto nivel. Además el registro 
puede ser acentuado con la opción -I o -M. Si -I y -M son omitidos,  
sipsak puede ser usado para registrar cualquier contacto (con la 
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- modo randtrash (-R) 
Sipsak envía mensajes al azar corrompidos para torturar el parser 
del servidor SIP. 
 
- modo flood mode (-F) 
Modo de stress para servidores SIP. sipsak envía peticiones a un 




-a, --pasword PASSWORD  
Con el PASSWORD dada una autenticación será probada para 
recibir  ’401 Unauthorized’. La autorización será probada a tiempo. 
Si esta opción es omitida una autorización con una contraseña 
vacía (" ") será probada. 
-A, --timing 
Imprime sólo los valores de cronometraje de la prueba controlada 
si la respuesta es cero porque no se incluyo el -v. Si se pone uno 
o varios -v esta opción será ignorada. 
 
-b, --apendix-begin NUMBER 
El número de partida que es añadido al nombre de usuario en el 
modo usrloc. Este número es aumentado hasta que esto alcance 
el valor dado por el parámetro -e. De ser omitido el número de 
partida será el uno. 
 
-B, --message-body STRING 
Dado un STRING será usada como el cuerpo para peticiones de 
MESSAGE requests. 
 
-c, --from SIPURI 
Dado una SIPURI será usado en From header, si el sipsak corre 
en el modo de message (iniciado con la opción -M). Esto ayuda 
para presentar al receptor un mensaje con una dirección y utilizar 
esta dirección a donde tal vez hasta las respuestas pueden ser 
enviadas. 
 
-C, --contact SIPURI 
Esto es el contenido del Contact header en el modo usrloc. Esto 
permite para insertar respuestas como por ejemplo al correo. Por 
ejemplo usted puede insertar una uri de su primera cuenta de SIP 
en una segunda cuenta, así todas las llamadas a la segunda 
cuenta serán expedidas a la primera cuenta. Como el argumento 
a esta opción no será incluido entre paréntesis usted puede dar 









Si esta opción esta activada todo las redirecciones serán 
ignoradas. Por ausencia sin esta opción activada las redirecciones 
serán respetadas. Esta opción automáticamente esta activada en 
el modo randtrash y en el modo flood. 
 
-D, --timeout-factor NUMBER 
El temporizador SIP_T1 se hace multiplicado con el número dado. 
Después del recibir una respuesta provisional para una petición 
de INVITE, o cuando un transporte se realiza con TCP O TLS es 
usado sipsak para esperar el resultado final en un timeout para 
una respuesta final hasta que se acabe. 
 
-e, --appendix-end NUMBER 
El ultimo número que es añadido al nombre de usuario en el modo 
usrloc. Este número es aumentado hasta que esto alcance este 
número de final. En el modo de flood esto es el número máximo 
de los mensajes que serán envían. De ser omitido el valor de falta 
es 2^31 (2147483647) en el modo de flood. 
 
-E, --transport STRING 
El valor del STRING será usado como IP el transporte para enviar 
y recibir peticiones y respuestas. Esta opción sobrescribe algún 
resultado de la evaluación URI y la consulta SRV. Por lo general 
sólo 'udp' y 'tcp' aceptan como valor los STRINGs. 
 
-f, --filename FILE 
El contenido del archivo será leído en modo binario y será usado 
para reemplazar el sip header. Esto puede usarse en el modo 
default para hacer peticiones OPTIONS (por ejemplo. INVITE). 
Las manipulación (por ejemplo insertando Vía header) sólo son 
probadas con RFC conform requests. Además especiales strings 
dentro del archivo puede ser substituido por algunos valores 
locales o dados (mirar -g y -G para detalles). 
 
-F, --flood-mode 
Esta opción activa el modo flood. En este modo las peticiones de 
OPTIONS con el aumento en los números CSeq son enviadas al 
servidor. Las respuestas son ignoradas.  
 
-h, --help 
Las impresiones en uso simple ayudan al mensaje. Si la opción 
larga --help está disponible esto imprimirá un mensaje de ayuda 
con las opciones disponibles largas. 
 
-g, --replace-string STRING 
Activa el reemplazo de $replace$ dentro de la petición 
(normalmente leído en de un archivo) con el STRING. 
 




Activa el reemplazo automático de las siguientes variables en la 
petición (normalmente leído en de un archivo): $dsthost$ será 
substituido por el host o domainname si esta activado el 
parámetro -s. $srchost$ será substituido por el hostname de la 
máquina local. $port$ será substituido por el puerto local que 
escucha el sipsak. $user$ será substituido por el username si esta 
activado el parámetro -s. 
 
-H, --hostname HOSTNAME 
Superpone la detección automática del hostname. Advertencia: 
use esto con la precaución . 
 
-i, --no-via 
Desactiva la inserción de Vía line del localhost. Advertencia: esto 
probablemente inutiliza el recibir las respuestas del servidor. 
 
-I, --invite-mode 
Activa los ciclos de Invites dentro del modo usrloc. Debería ser 
combinado con -U. En esta combinación sipsak primero registra 
un usuario, y luego simula una invitación a este usuario. Primero 
un INVITE es enviado, contestan esto con 200 OK y finalmente un 
ACK es enviado. Esta opción también puede ser usada sin -U, 
pero se debe de estar seguro para NO invitar a un verdadero UAS 
con esta opción. En el caso que no se use -U funciona con –I 
PORT se requieren porque sólo si se hiciera un -U controlado con 
un puerto fijo local de antes, el funcionamiento con -I y el mismo 
puerto fijo local puede ser el mismo. Advertencia: sipsak no es un 
verdadero UA y las invitaciones a  un verdadero UAS pueden 
causar un comportamiento inesperado. 
 
-l, --local-port PORT 
Cuando se recibe un UDP socket se usará el puerto de red local. 
Se usará si -f contiene una Vía la línea correcta . Se comprueba la 
opción -S para detalles como sipsak envía y recibe mensajes. 
 
-L, --no-crlf 
Desactiva la inserción de retornos de carro  (\r) antes de todas las 
líneas (\n) si la entrada viene de un archivo (-f). Sin esta opción 
también una línea vacía será añadida a la petición de ser 
requerida. 
 
-m, --max-forwards NUMBER 
Esto pone el valor del campo Max-Forward header. De ser omitido 
ningún campo Max-Forward será insertado. De ser omitido en el 








Esto activa los ciclos de Mensajes dentro del modo usrloc. Esta 
opción debería ser combinada con -U de modo que un registro 
correcto sea probado con un mensaje de prueba al usuario y 
contestado con 200 OK Pero esta opción también puede ser 
usada sin la opción -U. Advertencia: la utilización sin -U puede 
causar un comportamiento inesperado. 
 
-n, --numeric 
Se usara la IP del host local En vez del nombre de dominio 
calificado en el Vía line. 
 
-N, --nagios-code 
El uso de Nagios devuelve el códigos en vez de los normales. 
Esto significa que sipsak volverá 0 si todo va bien y 2 en caso de 
cualquier error (local o remoto). 
 
-o, --sleep NUMBER 
sipsak dormirá para el numero en ms antes de que comience el 
siguiente ciclo en el modo usrloc. Esto reducirá la velocidad del 
proceso de prueba para ser más realista. Cada ciclo todavía será 
completado tan rápido como posible, pero la velocidad de la 
prueba entera se reducirá. 
 
-O, --disposition STRING 
El STRING será usado como el contenido para Content-
Disposition header. Sin esta opción no habrá ningún Content-
Disposition heder en la petición 
 
-p, --outbound-proxy HOSTNAME[:PORT] 
La dirección del hostname es el objetivo donde la petición será 
enviada. Esto se usa si el host de destinación es diferente de la 
parte de host de la petición uri. El hostname es resuelto vía DNS 
SRV si lo soporta y no da a ningún puerto. 
 
-P, --processes NUMBER 
Se envía y se comprueba la respuesta con el número del principio 
de los procesos en paralelo. Se hace solo si se da a un número 
más alto -e en el usrloc, el mensaje o el modo de invitación. 
 
-q, --search REGEXP 
Empareje respuestas contra REGEXP y devuelve falso si no 
ocurriera nada. Por ejemplo para descubrir al servidor se llama al 
campo Server header. 
 
-r, --remote-port PORT 
Por defecto sip usa el puerto 5060 el PUERTO. O bien pueden 
dar al puerto remoto dentro del sipuri del parámetro -s. 
 




Esto activa el modo randtrash. En este modo las peticiones de 
OPCIONS serán envían al servidor con el aumento de los 
números de caracteres al azar dentro de esta petición. La posición 
dentro de la petición y el carácter a sustituir al azar es escogida. 
Cualquier otra respuesta que la petición mala (4xx) parará este 
modo. También con tres envíos no contestados se parará este 
modo. Con el parámetro -t se puede dar el máximo de caracteres. 
 
-s, --sip-uri SIPURI 
Esta opción obligatoria pone la destinación de la petición. Esto 
depende del modo si sólo el nombre de servidor o también un 




Con esta opción sipsak usará sólo un puerto para enviar y recibir 
mensajes. Con esta opción el puerto local será para el enviar el 
valor de la opción -l. En el modo default sipsak envía de un puerto 
arbitrario y escucha sobre el puerto dado de la opción -l. Note: 
Con esta opción sipsak no será capaz de recibir respuestas de 
servidores con la señalización asimétrica como el Proxy Cisco. Si 
enciendes sipsak como root y con el apoyo del socket (compruebe 
la salida de la opción -V) entonces no requieren esta opción 
porque en este caso sipsak ya usa sólo un puerto para enviar y 
recibir mensajes. 
 
-t, --trash-chars NUMBER 
Este parámetro especifica el máximo de caracteres en el modo 




Esto activa el modo traceroute. Estos trabajos de modo como 
traceroute  
 
-u, --auth-username STRING 
El STRING se una como username para el valor para la 
autenticación (diferente entre la cuenta y la autenticación). 
 
-U, --usrloc-mode 
Esto activa el modo usrloc. Sin están con el -I o la opción -M, 
estos únicos usuarios de registros en un registro. Con una de las 
susodichas opciones el usuario anterior registrado también será el 
que recibirá un flujo de llamada de prueba (invite, 200, ack) o con 
un mensaje inmediato (el mensaje, 200). Pueden dar a una 
contraseña para todas las cuentas de usuarios dentro de la 
prueba de usrloc con la opción -a. Un nombre de usuario es 
obligatorio para este modo con el parámetro -s. El número que 
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comienza del parámetro -b al parámetro -e es añadido el nombre 
de usuario. Si esta activado -b y el parámetro -e son omitidos, 
sólo una ejecución se ara con ese username, pero sin añadirlos al 
número de usernames. 
 
-v, --verbose 
Este parámetro aumenta la salida con verbose. No -v no se 
muestra casi ninguna salida excepto en mensajes de error y 
traceroute. El máximo son tres v para mostrar el contenido de 
todos los paquetes recibidos y enviados. 
 
-V, --version 
Imprime el nombre y el número de versión de sipsak y las 




Activa la extracción de la IP o hostname del campo Warning 
header. 
 
-W, --nagios-warn NUMBER 
Devuelve Nagios advierte el código (1) de salida si el número de 
nuevas transmisiones antes del éxito fuera por encima del número 
dado. 
 
-x, --expires NUMBER 
Se pone el valor del Expires header con número dado. 
 
-z, --remove-bindings 
Activa el al azar el quitar el modo usrloc. Un tanto por ciento será 
quitado, es determinado por el USRLOC_REMOVE_PERCENT, 




Envía una petición de OPCIONES a nobody@foo.bar y muestre respuestas 
recibidas: 
sipsak -vv -s sip:nobody@foo.bar 
 
Muestra el camino de SIPSORBO a nobody@foo.bar:  
sipsak -T -s sip:nobody@foo.bar 
 
Se inserta un contacto de expedición para mí en el trabajo en mí casa durante 
una hora y autenticado con la contraseña de ser necesaria: 
sipsak -U -C sip:me@home -x 3600 -a password -s sip:myself@company 
 
Pregunta los registrados actuales certificados por mí en el trabajo y autentique 
con la contraseña de ser necesaria:   
sipsak -I -C empty -a password -s sip:myself@work
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Se envía el mensaje " la Hora del almuerzo! " a un compañero y se muestra el 
resultado:   
sipsak -M -v -s sip:colleaue@work -B "Lunch time!" 
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ping [-t] [-a] [-n cuenta] [-l tamaño] [-f] [-i TTL] [-v TOS] [-r cuenta] [-s cuenta] [[-j 




 -t           Ping el host especificado hasta que se pare. 
 Para ver estadísticas y continuar - presionar Control-Inter; 
                 Parar - presionar Control-C. 
 -a              Resolver direcciones en nombres de host. 
 -n cuenta     Número de peticiones eco para enviar. 
 -l tamaño     Enviar tamaño del búfer. 
 -f              Establecer No fragmentar el indicador en paquetes. 
 -i TTL          Tiempo de vida. 
 -v TOS         Tipo de servicio. 
 -r cuenta       Ruta del registro para la cuenta de saltos. 
 -s count        Sello de hora para la cuenta de saltos. 
 -j lista-host   Afloja la ruta de origen a lo largo de la lista- host. 
 -k lista-host   Restringir la ruta de origen a lo largo de la lista- host. 
 -w tiempo Tiempo de espera en milisegundos para esperar cada  
 de espera     respuesta 
 
5.2.  Linux 
5.2.1. Uso  
 
ping - send ICMP ECHO_REQUEST packets to network hosts 
 
     ping [-mqw] [-c count] [-i wait] [-p pattern | -z] [-s packetsize] 
          [ignored-options] host [host...] 
     ping -t [-mqw] [-c count] [-i wait] [-p pattern | -z] [-s packetsize] 
          [ignored-options] host [host...] 
 











     -c count 
Se para después de enviar (y recibir) paquetes 
ECHO_RESPONSE 
 
     -i wait 
Se esperan unos segundos entre el envío de cada paquete. Por 
defecto se debe esperar durante un segundo entre cada paquete. 
Esta opción es incompatible con la opción -f. 
 
     -m       
Se especifica el valor de tiempo de vivo usado para paquetes que 
salen. En el modo trace este es el número máximo de saltos 
sondeados. El valor por defecto es 30 (por defecto también se usa 
en las conexiones TCP). 
 
     -n       
La salida numérica. 
 
     -p pattern 
              
Se puede especificar hasta 16 bytes "pad " para llenar el paquete 
que se envía. Esto es útil para diagnosticar problemas 
dependientes de datos en una red. Por ejemplo, " –p ff " hará que 
el paquete enviado esté lleno. 
 
     -q       
Nada es mostrado excepto las líneas sumarias en el tiempo de 
arranque y cuando se termina. 
 
     -s packetsize 
Especifica el número de bytes de datos para ser enviados. Por 
defecto es 56, que traducido en bytes es 64 datos ICMP cuando 
combinado con 8 bytes de datos de header ICMP. 
 
     -t       
El ping funcionar como traceroute, imprimiendo los paquetes de 
ruta toma a un hostde red. 
 
 
     -w       
Pone el tiempo (en segundos) esperar una respuesta a una 
prueba (por defecto es 3 segundos) 
 
     -z       
Llena los paquetes de datos in comprimibles (pseudos-arbitrarios).
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    -d                    No convierte direcciones en nombres de hosts. 
    -h  saltos máximos  Máxima cantidad de saltos en la 
búsqueda del objetivo. 
    -j lista-de-host    Enrutamiento relajado de origen a lo largo de la 
                       lista de hosts. 






traceroute - print the route packets take to network host 
 
traceroute [ -dFInrvx ] [ -f first_ttl ] [ -g gateway ] [ -i iface ] [-m max_ttl ] [-p port ]  
[ -q nqueries ] [ -s src_addr ] [ -t tos ] [ -w waittime ] [ -z pausemsecs ]                




       -f 
Ponga el tiempo de vida inicial usado en el primer paquete de 
prueba  que se envía. sonda saliente. 
 
       -d      
Permita la eliminación de fallos de nivel de debugging. 
 
       -g      
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       -i      
Especifica un interfaz de red para obtener la fuente IP la dirección 
para paquetes de prueba que salen. Esto es normalmente sólo útil 
sobre un hostde multi-homed.  
 
       -I      
Usa el ICMP ECHO en vez de datagramas UDP 
 
       -m      
Se pone el tiempo de vivo de máximo (el número de máximo de 
saltos) usado en paquetes de prueba salientes. Por defecto es 30 
saltos. 
 
       -n      
Muestra los saltos de las direcciones numéricamente más bien 
que simbólicamente y numéricamente (guardan una consulta de 
nameserver de cada entrada encontrada sobre la ruta). 
 
       -p      
Pone el número de puerto UDP usado una prueba (por defecto es 
33434). 
 
       -r      
Se evita el encaminamiento normal y se envía directamente a un 
host anfitrión sobre una red. Si el host no está en una red 
directamente detectada, se devuelve un error. Esta opción puede 
ser usada con el ping a un hostlocal por un interfaz que no tiene 
ninguna ruta para ello . 
 
       -s      
Se usa la dirección de IP (que por lo general dan como un número 
de IP, no a un hostname) como la dirección de la fuente en 
paquetes de prueba salientes.  
 
       -t      
Se pone el tipo de servicio en paquetes de prueba (el cero es el 
valor por defecto). El valor debe ser un número entero decimal en 
la gama 0 a 255. Esta opción puede ser usada ver si el tipo de 
servicio es diferente para las diferentes partes. 
No todos los valores de TOS son legales o significativos  
 
       -v      
Recibe lis paquetes ICMP que muestran TIME_EXCEEDED Y 
UNREACHABLES y son catalogados 
 
       -w      
Pone el tiempo (en segundos) esperar una respuesta a una 
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       -x      
Normalmente, el checksum  de la ip a traceroute calcular algunas 
ip. En algunos casos, el sistema de operaciones puede 
superponer las partes del paquete saliente, pero no calcular el 
checksum. Por lo general requieren el checksumpara el último 
salto usando en pruebas ICMP de ECO (-I). Entonces ellos 
siempre son calculados usando ICMP. 
 
       -z      
Se pone el tiempo (en milisegundos) para hacer una pausa entre 
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