We introduce an interpolation between Euler integral and Laplace integral: Euler-Laplace integral. We show, when parameters d of the integrand is non-resonant, the D-module corresponding to Euler-Laplace integral is naturally isomorphic to GKZ hypergeometric system M A (d) where A is a generalization of Cayley configuration. As a topological counterpart of this isomorphism, we establish an isomorphism between certain rapid decay homology group and holomorphic solutions of M A (d). Based on these foundations, we give a combinatorial method of constructing a basis of rapid decay cycles by means of regular triangulations. The remarkable feature of this construction is that this basis of cycles is explicitly related to Γ-series solutions. In the last part, we concentrate on Euler integral representations. We determine the homology intersection matrix with respect to our basis of cycles when the regular triangulation is unimodular. As an application, we obtain closed formulae of the quadratic relations of Aomoto-Gelfand hypergeometric functions in terms of bipartite graphs.
Introduction
Studies on hypergeometric functions have a variety of applications in both pure and applied mathematics. Among a number of properties, we focus on integral representations in this paper. Integral representations are the key properties of hypergeometric functions when one analyzes their global behaviors. A large class of integral representations can be written in the following form:
where h l,z (l) (x) = N l j=1 z (l) j x a (l) (j) (l = 0, . . . , k) are Laurent polynomials, γ l ∈ C and c ∈ C n×1 are parameters, and Γ is a suitable integration cycle. The integral (1.1) is regarded as a function of z = (z Each question has been investigated by several mathematicians from different points of views. Our aim is to give a systematic treatment of these questions from the viewpoint of GKZ system. GKZ hypergeometric system M A (c) is a system of linear partial differential equations introduced by I.M.Gelfand, M.I.Graev, M.M.Kapranov, and A.V. Zelevinsky in [GGZ87] and [GZK89] . This system is determined by two inputs: an n × N (n < N ) integer matrix A = (a(1)| · · · |a(N )) and a parameter vector c ∈ C n×1 . GKZ system M A (c) is defined by M A (c) :
E i · f (z) = 0 (i = 1, . . . , n) (1.2a)
u · f (z)= 0 u = t (u 1 , . . . , u N ) ∈ L A = Ker(A× : Z N ×1 → Z n×1 ) , (1.2b)
where E i and u are differential operators defined by
Throughout this paper, we assume an additional condition ZA On the other hand, the holonomic system that (1.1) satisfies is naturally defined as a Laplace-GaussManin connection. We set N = N 0 +· · ·+N k , X 0 = A N ×(G m ) n \ (z, x) ∈ A N × (G m ) n | h 1,z (1) (x) · · · h k,z (k) (x) = 0 , and Φ = e h 0,z (0) (x) h 1,z (1) (x) −γ 1 · · · h k,z (k) (x) −γ k x c . We let π : X 0 → A N z be the projection. Then, the LaplaceGauss-Manin connection associated to Euler-Laplace integral (1.1) is the direct image π O X 0 Φ, where O X 0 Φ is the twist of the trivial connection O X 0 by Φ. The natural answer to the first question is given by establishing isomorphisms
for some A and d under the non-resonance assumption of d (Theorem 2.12). The parameter d is simply given by d = t (γ 1 , . . . , γ k , c). As for the matrix A, we take (a generalization of) Cayley configuration ( [GKZ90] ). This is slightly different from the usual one, which reflects the fact that h 0,z (0) (x) plays a different role from other h l,z (l) (x) in (1.1). Since it is known that any GKZ system with non-resonant parameters admits Laplace integral representation ([SW09, Corollary 3.8]), we can conclude that Euler-Laplace integral representation is transformed to Laplace one. This observation can also be found in [AS97, §3.] and [DL93, §9.] . Thus, Theorem 2.12 is a natural reformulation of this observation from the viewpoint of D-modules. The second question is of topological nature. When h 0,z (0) (x) ≡ 0, this question was completely solved in [GKZ90] . Indeed, the result of [GKZ90] can be viewed as a concrete realization of the isomorphism of perverse sheaves coming from (1.4) by applying the solution functor. In the irregular case, however, the direct application of solution functor to (1.4) does not behave well. As for the case when h l,z (l) ≡ 1 for all l = 1, . . . , k, an important progress was made by A.Esterov and K.Takeuchi in [ET15] . They described the stalk of solutions of GKZ system at a generic point by rapid decay homology group of M.Hien ([Hie09] ) and showed that the correspondence is given by exponential period pairing.
In order to describe an isomorphism between rapid decay homology group H r.d.
n,z associated to π O X 0 Φ and the solution space of M A (d) at z, we need a concrete description of the isomorphism (1.4) as well as that of good compactification of π −1 (z) for generic z. The former is a result of standard computations of algebraic de Rham cohomology groups. The latter is more involved and we need to control the behavior of divisors {x ∈ (G m ) n | h l,z (l) (x) = 0} by means of toric compactification techniques developed by [Hov77] , [MT11] , and [ET15] . We will see that the compactification works at every nonsingular point z (Definition 3.7). As is expected, when h l,z (l) ≡ 1 for all l = 1, . . . , k, nonsingularity is same as non-degenerate condition of A. Adolphson ([Ado94] ) and our construction is reduced to the one of [ET15] . Thus, an answer to the second question is given as an isomorphism Based on these results, we proceed to the third question. When h 0,z (0) (x) ≡ 0 and divisors {h l,z (l) (x) = 0} define a hyperplane arrangement, this question has been investigated by many specialists of special functions ( [Aom74] , [AK11] , [Kit92] , [KY94] , [MSTY93] , [MY04] , [OT07] and references therein). In these works, the relation between the combinatorics of hyperplane arrangements and the basis of cycles has been clarified. In our general situation, we can utilize the combinatorics of regular triangulations though the general study of hypersurface arrangement is hopelessly difficult.
Let us denote by ∆ A the convex hull of the column vectors of A and the origin. ∆ A is called the Newton polytope. For each regular triangulation T of ∆ A such that a certain convergence property of solutions are guaranteed (we say T is convergent in this case), M.-C. Fernández-Fernández constructed a basis of (Γ-)series solutions of M A (d) for generic parameters d at "toric infinity" associated to T ( [FF10] ).
In §5, we develop a method of interpreting convergent regular triangulation T into a family of degenerations of the integrand of (1.1) and the ambient space of the rapid decay homology group. An example of degenerations of the integrand e z 1 x+z 2 x −1 (z 3 + z 4 x) −γ x c and the ambient space is illustrated in Figure  1 . In this setting, the ambient space of the rapid decay homology group is a subset of the real oriented blow-up C \ {0, − z 3 z 4 } S 1 ∞ S 1 0, where S 1 ∞ (resp. S 1 0) is the circle at ∞ (resp. at 0). The subsets S 1 ∞ and S 1 0 control the behavior of the exponential factor e z 1 x+z 2 x −1 while the subset {0, − z 3 z 4 } is the branch points of the multivalued function (z 3 + z 4 x) −γ x c . The key observation is that, after taking a degeneration, a standard basis of the rapid decay homology group can easily be constructed. Indeed, for each simplex σ ∈ T , we will construct a basis Γ σ,k(j) rσ j=1 of the "degenerated rapid decay homology group" and show that its union Γ T = σ∈T Γ σ,k(j) rσ j=1 is a basis of the original rapid decay homology group. Moreover, it can be shown by a simple computation that the integration over such a basis is related to Γ-series solutions of [FF10] . An answer to the third question is given in Theorem 5.5.
Settling three basic questions above, we devote the last three sections to applications of our new construction of a basis of cycles to the theory of special functions. We focus on the case when h 0,z (0) ≡ 0 but all other h l,z (l) (x) are general. The rapid decay homology group in this case is reduced to the classical twisted homology group where intersection theory comes into play. We determine the homology intersection numbers for our basis Γ T when the regular triangulation T is unimodular, i.e., if each simplex σ ∈ T has normalized volume 1 (Theorem 6.3). An important consequence of the intersection theory is the so-called twisted period relation ( [CM95, Theorem2] ). This implies relations of hypergeometric functions with different parameters. We derive a general twisted period relation for Γ-series solutions in Theorem 7.1.
We conclude this paper by discussing an application of Theorem 7.1 to Aomoto-Gelfand hypergeometric function ([AK11], [GGR92] ). This amounts to the case when h 0,z (0) (x) ≡ 0 and the divisors {h l,z (l) (x) = 0} define a generic hyperplane arrangement. This function played a fundamental role in studying Schwarz map associated to a certain family of K3 surfaces ( [MSY92] ). As a special unimodular regular triangulation T , we take the so-called staircase triangulation ( [GGR92] ). Since there is a one-to-one correspondence between simplexes of T and spanning trees of a complete bipartite graph, we can express the homology intersection numbers in terms of these graphs. Combining this description with known formula of cohomology intersection numbers ([Mat98]), we obtain a general quadratic relation for Aomoto-Gelfand hypergeometric functions (Theorem 8.3). The simplest example of such an identity is the following relation:
Here, 2 F 1 α,β γ ; z is the usual Gauß' hypergeometric series
with complex parameters α, β ∈ C and γ ∈ C \ Z ≤0 . Let us finally discuss the relation between our construction and preceding results. As was already mentioned, for the case of hyperplane arrangements, a combinatorial construction of a basis of cycles has been discussed by many authors after the pioneering work of K. Aomoto ([Aom74] ). Our construction, however, gives a different basis of cycles even in the hyperplane arrangement case. Namely, our cycles may go around several divisors {h l,z (l) (x) = 0} simultaneously so that they are linked in a more complicated way than usual basis of "regularizations of bounded chambers" (see Example 8.5). In this sense, our cycles can be referred to as "linked cycles".
Note that our construction naturally gives rise to the basis of cycles of Luricella's F C function of [Got13] . This basis was later used for the computation of the monodromy representation in [Got16] .
We also remark that Euler-Laplace integral was treated from the viewpoint of Grassman hypergeometric functions by Y.Haraoka, H.Kimura, and K.Takano ( [KHT92] , [KT06] ) based on the work [GRS88] . In this framework, a complete basis of cycles was given in [Har97] when the number of integration variables is 1. It will be an interesting problem to provide a basis of cycles applying our construction to their functions.
The author would like to thank Y.Goto, T.Mochizuki, G.Shibukawa, N.Takayama, Yu.Takei for valuable comments. The use of triangulations of a semi-analytic set was suggested by T.Mochizuki. The author is grateful to F.-J.Castro-Jiménez, M.-C. Fernández-Fernández, M.Granger, and S.Tanabe for their interest. Finally, the author would like to thank T.Oshima and H.Sakai for their constant encouragement during the preparation of this paper.
General framework of Euler-Laplace integral representation
We begin with revising some basic notation and results of algebraic D-modules. For their proofs, see [BGK + 87] or [HTT08] . Let X and Y be smooth algebraic varieties over the complex numbers C and let f : X → Y be a morphism. Throughout this paper, we write X as X x when we emphasize that X is equipped with the coordinate x. We denote D X the sheaf of linear partial differential operators on X and denote
) the derived category of bounded complexes of left D Xmodules whose cohomologies are quasi-coherent (resp. coherent, resp. holonomic). We denote by
For any coherent D X -module M , we denote Char(M ) its characteristic variety in T * X. In general, for any object M ∈ D b coh (D X ), we define its characteristic variety by Char(M ) = ∪ n∈Z Char (H n (M )). We denote Sing(M ) the image of Char(M ) by the canonical projection
) with respect to f by the formula
where D X→Y is the transfer module
where
is the natural projection, the direct image can be computated in terms of (algebraic) relative de Rham complex
In particular, if Y = { * } (one point), and M is a connection M = (E, ∇) on Z, then for any integer p, we have a canonical isomorphism
where H dR denotes the algebraic de-Rham cohomology group. If a cartesian diagram
is given, for any object M ∈ D b * (D X ), we have the base change formula
Note that for any objects
Let Z be a smooth closed subvariety of X and let i : Z → X and j : X \ Z → X be natural inclusions. Then, for any object M ∈ D b * (D X ), there is a standard distinguished triangle
If we denote by Γ [Z] the algebraic local cohomology functor supported on Z, it is also standard that there are canonical isomorphisms
For any (possibly multivalued) function ϕ on X such that ϕ is nowhere-vanishing and that dϕ ϕ belongs to Ω 1 X (X), we define a D X -module O X ϕ by twisting its action as
We denote Cϕ the local system of flat sections
Lastly, for any closed smooth subvariety Z ⊂ X, we denote I Z an the defining ideal of Z an and denote ι :
we have a canonical isomorphism
(2.14)
Now, we are going to prove the isomorphism between Laplace-Gauss-Manin connections associted to Euler-Laplace and Laplace integral. We first prove the following identity which is "obvious" from the definition of Γ function.
Proposition 2.1. Let h : X → A 1 be a non-zero regular function such that h −1 (0) is smooth, π : X × (G m ) y → X be the canonical projection, j : X \ h −1 (0) → X and i : h −1 (0) → X be inclusions, and let γ ∈ C \ Z be a parameter. In this setting, for any
and a vanishing result
For the proof, we insert the following elementary Proof. By the formula (2.4), we have equalities
where ∇ = ∂ ∂y + γ y + h. In view of this formula, the lemma is a consequence of an elementary computation.
(Proof of proposition) By projection formula, we have isomorphisms
Therefore, the first isomorphism of the proposition is reduced to the case when M = O X . Consider the following cartesian diagram:
By base change formula and Lemma 2.2, we have
Therefore, by the standard distinguished triangle (2.11), we have a canonical isomorphism
We are going to compute the latter complex. We consider the following cartesian square:
Again by projection formula, we have
We consider an isomorphism ϕ :
Sinceπ =π • ϕ, we have
(2.26) Thus, the first isomorphism (2.15) follows. As for the vanishing result (2.16), we have a sequence of isomorphisms
Remark 2.3. In the proof above, we have used the following simple fact: Let X be a smooth algebraic variety, and f : X → X be an isomorphism. Then, we have an identity
Indeed, base change formula applied to the following cartesian diagram gives the identity (2.32):
A repeated application of the Proposition 2.1 gives the following Corollary 2.4. Let X be a smooth algebraic variety over C, h l : X → A 1 (l = 1, · · · , k) be non-zero regular functions such that h −1 l (0) are smooth, π : X × (G m ) k y → X be the canonical projection, j : X \ {h 1 . . . h k = 0} → X be the inclusion, and let γ l ∈ C \ Z be parameters. In this setting, for any object
The following theorem proves the equivalence of Laplace integral representation and Euler-Laplace integral representation. 
z be projections and γ l ∈ C \ Z be parameters. Then, one has an isomorphism
Proof. Note first that hypersurfaces
. . , k) are smooth. Now, consider the following commutative diagram:
By Corollary 2.4, we have
Since one has canonical isomorphisms
applying the functor to the left hand side of (2.37) and to the right hand side of (2.39) gives the desired formula (2.35).
Corollary 2.6. Under the assumption of Theorem 2.5, one has a canonical isomorphism
Proof. Let ι : X k → X k be an involution defined by ι(z, y, x) = (z, −y, x). Then, we see that • ι = .
This identity implies an equality = • ι , from which we obtain an identity
In view of this identity and two equalities 
If c is non-resonant, one has a canonical isomorphism
where FL stands for Fourier-Laplace transform.
Recall that the parameter c is non-resonant (with respect to A) if for any face Γ < ∆ A such that 0 ∈ Γ, one has c / ∈ Z n×1 + span C Γ. For readers' convenience, we include a proof of an isomorphism which rewrites the right-hand side of (2.43) as a direct image of an integrable connection. The following result is essentially obtained in [ET15] .
) by the formula 
Corollary 2.9. If c is non-resonant, one has a canonical isomorphism
We have a similar result for the Fourier transform of the proper direct image. For the proof, we need a simple
The proof of this lemma will be given in the appendix. 
Now, we use the same notation as Theorem 2.5. We put
to simplify the notation. Let us formulate and prove the main theorem of this section. We put N =
. Then, we define the Cayley configuration A as an (n + k) × N matrix by
y γ x c . Combining Theorem 2.5, Corollary 2.6, Corollary 2.9, and Proposition 2.11, we have the following first main result of this section.
is non-resonant and γ l / ∈ Z for l = 1, . . . , k. Then, one has a sequence of canonical isomorphisms of
Moreover, the regularization conditions
hold.
Description of the rapid decay homology groups of Euler-Laplace integrals
We inherit the notation of §2. We begin with proving an explicit version of Theorem 2.12. Let Y be a smooth product variety Y = X × Z, X be Affine and let M = (E, ∇) be a (meromorphic) integrable connection on Y . We denote π Z : Y → Z the canonical projection. We revise the explicit D Z -module structure of
We can assume that Z is Affine since the argument is local. From the product structure of Y , we can naturally define a decomposition Ω 1
and Ω 1 Y /Z (E) are the sheaves of relative differential forms with values in E. By taking a local frame of E, we see that ∇ can locally be expressed as ∇ = d + Ω∧ where Ω ∈ Ω 1 (End(E)). We see that Ω can be decomposed into
both globally well-defined and we have
Note that the integrability condition ∇ 2 = 0 is equivalent to three conditions
For any non-constant regular function h on Y and a parameter γ ∈ C \ Z, we are going to give an explicit version of the isomorphism
→ Y is the canonical inclusion, and 0 is the 0-th cohomology group. We denote (E 1 , ∇ 1 ) the integrable connection (Lπ * M )y γ e yh . We set
Here, the first and the second morphism are natural inclusion and projection respectively. Since the third complex is quasi-isomorphic to
, this is quasi-isomorphic to 0 by (2.16). Now, we consider an isomorphism ϕ :
, we define ϕ * z ω to be the pull-back of ω by ϕ freezing the variable z. More precisely, we consider the decomposition Ω
By a direct computation, we can verify that
. However, this is not a morphism of D Z -modules. None the less, we can prove the following Proposition 3.1.
is an isomorphism of D Z -modules.
Proof. Remember that the connection (E, ∇) can locally be expressed as
Therefore, we locally have
In the following we fix a vector field θ on Z and compute its actions to ξ and ϕ * z ξ. In order to emphasize that the actions are different, we write the resulting elements as θ • ξ and θ • (ϕ * z ξ). Firstly, we have an equality
Applying ϕ * z to (3.4), we have
Secondly, by a direct computation, we have an equality
Finally, we also have an equality
from which we obtain a relation
Taking the cohomology groups, we can conclude that ϕ * z is a morphism of D Z -modules.
We denote (E 3 , ∇ 3 ) the meromorphic connection j (j † M )h −γ . The relative de Rham complex for
Proposition 3.2. Wedge product induces an isomorphism of complexes of D Z -modules
The proof of the Proposition 3.2 is straightforward. Therefore, in view of Lemma 2.2, we have a quasiisomorphism of complexes of
Now, we apply the construction above to Euler-Laplace integral representation. For given Laurent polynomials
In the same way,
We set
for brevity. Applying Proposition 3.1 and Proposition 3.2 repeatedly, we obtain a Theorem 3.3. There is an isomorphism
Corollary 3.4. If the parameter d is non-resonant and
Proof. In [ET15, Lemma 4.7], it was proved that [
Now we discuss the solutions of Laplace-Gauss-Manin connection π O X 0 Φ. For the convenience of the reader we repeat the relevant material from [ET15] and [Hie09] without proofs, thus making our exposition self-contained. Let U be a smooth complex Affine variety, let f : U → A 1 be a non-constant morphism, and let M = (E, ∇) be a regular integrable connection on U . We consider an embedding of U into a smooth projective variety X with a meromorphic prolongationf : X → P 1 of f . We assume that D = X \ U is a normal crossing divisor. We decompose D as D = f −1 (∞) ∪ D irr . Then, we denote X D = X the real oriented blow-up of X along D and denote π X : X → X the associated morphism ([Sab13, §8.2]). We denote P 1 the real oriented blow-up of P 1 at infinity and π ∞ : P 1 → P 1 the associated morphism. Note that the closure of the ray [0, ∞)e √ −1θ in P 1 and P 1 \ C has a unique intersection point which we will denote by e √ −1θ ∞. Now, a morphismf : X → X is naturally induced so that it fits into a commutative diagram
∨ , where ∨ stands for the dual local system. We
, see also [ET15] and [MH] ). Note that U an ∪ D r.d. is a topological manifold with boundary and that j * L is a local system on
. The main result of [Hie09] states that the period pairing H
Remark 3.5. We put D r.d.
2 )} and denotej the natural inclusion
is a homotopy equivalence ([MH, Lemma 2.3]). Therefore, the rapid decay homology group can be computed by the formula
Note that this realization is compatible with the period pairing.
Remark 3.6. The formulation of [HR08] is not suitable in our setting. In their formulation, X is taken to be the fiber product X × P 1 P 1 . However, the corresponding embedding j : U an → U an ∪ D r.d. may have higher cohomology groups R p j * C U an . None the less, under a suitable genericity condition of eigenvalues of monodromies of L, we can recover the vanishing of higher direct images R p j * L. We do not discuss this aspect in this paper.
We construct a family of good compactifications X associated to the Laplace-Gauss-Manin connection
. Now, we consider the dual fan Σ of the Minkowski sum
By taking a refinement if necessary, we may assume that Σ is a smooth fan. Then, the associated toric variety X = X(Σ) is sufficiently full for any ∆ l in the sense of [Hov77] . We denote {D j } j∈J the set of torus invariant divisors of X.
Definition 3.7. We say that a point
, . . . ,
) ∈ C N is nonsingular if the following two conditions are both satisfied:
Remark 3.8. If k = 0, the nonsingularity condition is equivalent to the non-degenerate condition of [Ado94, p274] . In general, nonsingularity condition is stronger than non-degenerate condition. Never the less, it is still a Zariski open dense condition as we shall see in the appendix.
In the following, we fix a nonsingular 
Let us rename the divisors D j so that D j with j ∈ J 1 is a part of the pole divisor of h 0,z (0) (x) on X and that any D j with j ∈ J 2 is not. Then by the condition 2 of Definition 3.7, the closure
Now we take a small positive real number ε and consider the canonical projection p : ∆(
. We remember the blowing up process of [ET15] (see also [MT11] ). We consider a sequence of blow-ups along codimension 2 divisors
, one needs at most m j blow-ups along Z 0 ∩ D j . Repeating this process finitely many times, we obtain a non-singular complex manifoldX. We denotep :X → ∆(
. We also denoteZ l andD j the proper transforms of Z l and D j . We equipX with the Whitney stratification coming from the normal crossing divisorsD = {Z l } k l=1 ∪ {D j } j∈J ∪ {exceptional divisors of blow-ups}. We have a diagram ∆( / / P 1 .
(3.15)
We also equip X with the Whitney stratification coming from the pull-back of the normal crossing divisor D. We setp =p • X . Then,p −1 (z) for any z ∈ ∆( 
with an additional condition Λ D r.d.
•
. Here, the first vertical arrow is the canonical projection. It is clear thatp −1 (z) is a good compactification for any z ∈ ∆(
• z the natural inclusion, we set
Theorem 3.9. For any nonsingular
is well-defined and injective.
Proof. Note first that, for any
is well-defined for any z sufficiently close to . However, as soon as Re(z 2 ) > 0, the integral Γ e x+z 2 x 2 x c dx x diverges. As an application of Theorem 3.9, we have the following Theorem 3.11. Suppose the parameter vector d is non-resonant and γ l / ∈ Z for any l = 1, . . . , k. Suppose that • z ∈ C N is nonsingular. Then the morphism (3.19) is an isomorphism.
Proof. In view of (2.14), Theorem 2.12 and projection formula, we have isomorphisms 
By Theorem 3.9 and the inequality
we obtain the theorem.
By Corollary 3.4, an isomorphism
is induced. In view of Theorem 3.11, we obtain the second main result of this section.
Theorem 3.12. Suppose the parameter vector d is non-resonant and γ l / ∈ Z for any l = 1, . . . , k. Suppose that
given by
is an isomorphism of C-vector spaces. 4 Review on the combinatorial structure of series solutions
In this section, we briefly recall the construction of a basis of solutions of GKZ system in terms of Γ-series following the exposition of M.-C. Fernández-Fernández ( [FF10] ). For any commutative ring R and for any pair of finite sets I and J, we denote by R I×J the set of matrices with entries in R whose rows (resp. . . .
we define F (w) by F (w) = F (w 1 ) · · · F (w n ). Under this notation, for any vector v ∈ C N ×1 such that Av = −c, we put
. In the following, we take σ ⊂ {1, . . . , N } such that the cardinality |σ| is equal to n and det A σ = 0. Taking a vector k ∈ Zσ ×1 , we put
where σ denotes the complement {1, . . . , N } \ σ. Then, by a direct computation, we have
where Λ k is given by
The following lemmata can be confirmed immediately from the definitions ([FF10
.]).
Lemma 4.1. For any k, k ∈ Zσ ×1 , the following statements are equivalent
of the finite Abelian group Z n×1 /ZA σ . Then, we have a decomposition
(4.5)
Note that we always assume ZA = Z n×1 . Thanks to these lemmata, we can observe that {ϕ σ,
is a set of r σ linearly independent formal solutions of M A (c) unless ϕ σ,k(i) (z) = 0 for some i. In order to ensure that ϕ σ,k(i) does not vanish, we say that a parameter vector c is very generic with respect to σ if A −1 σ (c+Aσm) does not contain any integer entry for any m ∈ Zσ ×1 ≥0 . Using this terminology, we can rephrase the observation above as follows:
is a linearly independent set of formal solutions of M A (c).
As is well-known in the literature, under a genericity condition, we can construct a basis of holomorphic solutions of GKZ system M A (c) consisting of Γ-series with the aid of regular triangulation. Let us revise the definition of a regular triangulation. In general, for any subset σ of {1, . . . , N }, we denote cone(σ) the positive span of {a(1), . . . , a(N )} i.e., cone(σ) = i∈σ R ≥0 a(i). We often identify a subset σ ⊂ {1, . . . , N } with the corresponding set of vectors {a(i)} i∈σ or with the set cone(σ). A collection T of subsets of {1, . . . , N } is called a triangulation if {cone(σ) | σ ∈ T } is the set of cones in a simplicial fan whose support equals cone(A). We regard Z 1×N as the dual lattice of Z N ×1 via the standard dot product. We denote
id R where id R : R → R is the identity map. Then, for any generic choice of a vector ω ∈ π
, we can define a triangulation T (ω) as follows: A subset σ ⊂ {1, . . . , N } belongs to T (ω) if there exists a vector n ∈ R 1×n such that
A triangulation T is called a regular triangulation if T = T (ω) for some ω ∈ R N ×1 . For a fixed regular triangulation T , we say that the parameter vector c is very generic if it is very generic with respect to any σ ∈ T . Now suppose c is very generic. Then, it was shown in [FF10] that we have rank M A (c) = vol Z (∆ A ). Let us put H σ = {j ∈ {1, . . . , N } | |A −1 σ a(j)| = 1}. Here, |A −1 σ a(j)| denotes the sum of all entries of the vector A −1 σ a(j). We set
where R > 0 is a small positive real number and abs stands for the absolute value.
Definition 4.4. A regular triangulation T is said to be convergent if for any n-simplex σ ∈ T and for any j ∈ σ, one has the inequality |A −1 σ a(j)| ≤ 1.
With this terminology, the following result is a special case of [FF10, Theorem 6.7.].
Proposition 4.5. Fix a convergent regular triangulation T . Assume c is very generic. Then, the set
is a basis of holomorphic solutions of
Remark 4.6. We define an N × (N − n) matrix B σ by
and a cone C σ by 
From the definition of U σ , we can confirm that z belongs to U T if (− log |z 1 |, . . . , − log |z N |) belongs to a sufficiently far translation of C T inside itself, which implies U T = ∅. 
Combinatorial construction of integration contours via regular triangulations
In this section, we construct integration contours associated to Euler-Laplace integral representation
with the aid of a convergent regular triangulation. Without loss of generality, we may assume N l ≥ 2 for any l = 1, . . . , k. This is because N l = 1 implies that the corresponding Laurent polynomial h l,z (l) is a monomial hence (5.1) is reduced to the integral with k − 1 powers of Laurent polynomials. Suppose we are given Euler-Laplace integral (5.1). We denote by e l (l = 1, . . . , k) the standard basis of Z k×1 , and put e 0 = 0 ∈ Z k×1 . We set I l = {N 0 + · · · + N l−1 + 1, . . . , N 0 + · · · + N l } or equivalently,
(l = 0, . . . , k). This induces a partition of indices {1, . . . , N } = I 0 ∪ · · · ∪ I k .
(5.2)
In the following we fix an (n+k)-simplex σ ⊂ {1, . . . , N }, i.e., a subset with cardinality n+k and det A σ = 0. We also assume an additional condition |A −1 σ a(j)| ≤ 1 for any j ∈ σ. According to the partition (5.2), we have an induced partition σ = σ (0) ∪ · · · ∪ σ (k) , where σ (l) = σ ∩ I l . By σ (l) , we denote the complement I l \ σ (l) . Since det A σ = 0, we have σ (l) = ∅ for any l = 1, . . . , k. For any finite set S, we denote by |S| the cardinality of S.
Let us consider an n-dimensional projective space P n with a homogeneous coordinate τ = [τ 0 : · · · : τ n ]. Let α 0 , . . . , α n+1 ∈ C be parameters such that α 0 + · · · + α n+1 = 1 and ω(τ ) be the section of Ω n P n (n + 1) defined by
We consider an affine open set U = {τ 0 = 0}. We define the coordinate t = (t 1 , . . . , t n ) of U by
= e π √ −1 t i and t n+1 by t n+1 = 1 − t 1 · · · − t n . Let P τ denote the n-dimensional Pochhammer cycle in U as in [Beu10,  §6] with respect to these coordinates (see also the appendix of this paper). Then we have the following 
We note that the equality
implies the original formula [Beu10, Proposition 6.1]
Now we consider projective spaces P |σ (l) |−1 . Writing σ (l) = {i
. Here, we use the convention P 0 = { * } (one point). We define the covering map
, where
. We denote the product
. By a direct computation employing Laplace expansion, we have the identity
where we have put sgn(A, σ) = (−1)
. Now we use the plane wave expansion coordinate. Let us introduce a coordinate transform of ξ σ (0) by
where ρ and u i are coordinates of C × and {u
it is standard that we have an equality of volume forms
Using formulae above. we obtain
where Γ is an integration contour to be clarified below. We have also used the convention that τ i for i ∈ σ (l) with |σ (l) | = 1 is equal to z i (1 k , x) a(i) . Let us construct the cycle Γ. For this purpose, we consider a degeneration of the the integrand Φ. Namely, we consider the following limit: variables z j = 0 with j ∈ σ are very small while variables z j = 0 with j ∈ σ are frozen. Symbolically, we write this limit as z ≈ z σ ∞ . The corresponding degeneration of the integrand is
(5.13)
We first set ρ = 1 and construct a cycle in u σ (0) and τ σ directions. We take a cycle
. We take a (n − 1)-dimensional twisted cycleΓ σ,0 in {ρ = 1} ⊂ (C) n x so that p * Γσ,0 = Γ 0 . For the construction of such a cycle, see Appendix 3. Note that we determine the branch of multivalued functions h l,z (l) (x) −γ l so that the expansion
is valid. Thus, the branch of h l,z (l) (x) −γ l is determined by that of
, which is determined by the choice of Γ σ,0 . Note that the expansion above in (ρ, This can be written as
We thus have
The formula above clearly shows (5.19). On the other hand, for any j ∈σ we obtain two inequalities on the degree of divergence
From these inequalities we can verify that the expansion (5.17) is valid uniformly along C 0 × Γ 0 and the integral (5.12) is convergent if z ≈ z σ ∞ . In order to define the lift of the product cycle C 0 × Γ 0 to x coordinate, we need a Lemma 5.4. Let z j = 0 (j = 1, . . . , N ) be complex numbers and let ϕ(x) = N j=1 z j x a(j) be a Laurent polynomial in x = (x 1 , . . . , x n ) . If there is a vector w = (w 1 , . . . , w n ) ∈ Z 1×n and an integer m ∈ Z \ {0} such that for any j, one has w · a(j) = m, then the smooth map ϕ : ϕ −1 (C × ) → C × is a fiber bundle.
Proof. Define an action of a torus C × τ on (C × ) n x (resp. on C × t ) by τ · x = (τ w 1 x 1 , . . . , τ wn x n ) (resp. by τ · t = τ m t). Then, it can readily be seen that for any τ ∈ C × and t ∈ C × , we have τ · ϕ −1 (t) = ϕ −1 (τ · t). 
Computing the integral on this contour, we obtain
Therefore the assumption on the parameters in Lemma 5.1 is satisfied. Moreover, in view of Lemma 5.3, for any l ≥ 1 such that |σ (l) | = 1, we also have that if {i} = σ (l) then t e i A −1 σ = t e l and Γ(1− t e i A −1
be a complete system of representatives of Z (n+k)×1 /ZA σ . Using Lemma 5.1 and employing the formula
we obtain the basic formula
To any integer vectork ∈ Z σ×1 , we associate a deck transform Γ σ,k of Γ σ,0 along the loop (ξ
. By a direct computation, we have
(1 − e
We take a complete system of representatives {k(i)} rσ i=1 . Since it can readily be seen that the pairing 
is the character matrix of the finite Abelian group Z (n+k)×1 /ZA σ , hence it is invertible. Let us take a convergent regular triangulation T . With the aid of the trivialization (3.17), we can take a parallel transport of Γ σ,k(j) constructed near z σ ∞ to a point z ∞ ∈ U T . The resulting cycle is also denoted by Γ σ,k(j) .
Figure 4: Parallel transport
It is worth pointing out that the cycles Γ σ,k(j) constructed above are locally finite cycles rather than finite ones. It is routine to regard Γ σ,k(j) as a rapid decay cycle: We use the notation of §3. For simplicity, let us assume that z ≈ z σ ∞ is nonsingular. Then, we regard Γ σ,k(j) as a subset ofπ −1 (z) and take its closure
0 . This is a (closure of) semi-analytic set. By [Loj64, THEOREM 2.], we can obtain a semi-analytic triangulation of Γ σ,k(j) which makes it an element of H r.d. n,z in view of Remark 3.5.
Summing up all the arguments above and taking into account Theorem 3.12, we obtain the main Theorem 5.5. Take a convergent regular triangulation T . Assume that the parameter vector d is very generic and that for any l = 1, . . . , k, γ l / ∈ Z ≤0 . Then, if one puts
is a basis of solutions of M A (d) on the non-empty open set U T , where {k(j)} rσ j=1 is a complete system of representatives of Z σ×1 /Z t A σ . Moreover, for each σ ∈ T, one has a transformation formula
Here, T σ is an r σ × r σ matrix given by 
Figure 6: Degeneration of an arrangement associated to a simplex 345 The Euler integral representation we consider is f Γ (z) =
Let us describe the basis of solutions associated to the regular triangulation T 4 . We first consider the simplex 345 ∈ T 4 . This choice of simplex corresponds to the degeneration z 1 , z 2 → 0. This induces a degeneration of the configuration of branch points of the integrand. We denote by ζ ± the zeros of the equation z 1 +z 2 x+
, the cycle Γ 345,0 is just a Pochhammer cycle connecting ζ and the origin as in Figure 6 . Since (Z {345}×1 /Z t A 345 ) = 1, we are done for this simplex.
On the other hand, the simplex 235 induces a different degeneration. This choice of simplex corresponds to the limit z 1 , z 4 → 0. Therefore, the corresponding degeneration of branch points of the integrand is ζ → 0 and ζ ± → ± − z 3 z 2 . Since Z {235}×1 /Z t A 235 Z/2Z, we have two independent cycles as in Figure 7 and 8. 
x . We take T 2 as our regular triangulation. All the simplexes have normalized volume 1. Let us consider σ = 14. We set ζ = − z 3 z 4
. Then, the simplex σ = 14 corresponds to the limit z 2 , z 3 → 0 which induces a degeneration of the integrand e z 1 x+z 2 x −1 (z 3 + z 4 x) −γ x c → e z 1 x x c−γ . Therefore, the resulting integration contour Γ 14,0 is as in the upper right one in Figure 1 . We can construct the contour Γ 23,0 in the same way as in the lower right picture of Figure 1 . Finally, the cycle Γ 34,0 is nothing but the Pochhammer cycle connecting 0 and ζ, hence bounded. xy . We take T 1 as our convergent regular triangulation. All the simplexes have volume 1. Let us consider σ = 125. The simplex σ = 125 corresponds to the limit z 3 , z 4 → 0 which induces a degeneration of the integrand e z 1 x+z 2 y (z 3 + z 4 x + z 5 xy) −γ x c 1 y c 2 → e z 1 x+z 2 y x c 1 −γ y c 2 −γ . Therefore, the resulting integration contour Γ 125,0 is as in Figure 11 . The construction is as follows: we consider a change of coordinate (z 1 x, z 2 y) = (ρu, ρv) with u+v = 1. Then the cycle Γ 125,0 is the product of a Hankel contour in ρ direction and a Pochhammer cycle in (u, v) direction. Note that the divisor {z 3 + z 4 x + z 5 xy = 0} ⊂ (C × ) 2 O T 1 = {125, 145, 235, 345} On the other hand, if we consider a simplex σ = 345, the corresponding degeneration of the integrand is e z 1 x+z 2 y (z 3 +z 4 x+z 5 xy) −γ x c 1 y c 2 → (z 3 +z 4 x+z 5 xy) −γ x c 1 y c 2 . The change of coordinate p(x, y) = (ξ, η) of the torus (C × ) 2 that we discussed in general fashion in this section, is explicitly given by ξ = −
xy. This change of coordinate can be seen as a part of blow-up coordinate of Bl (0,0) (C 2 ). Thus, the cycle Γ 345,0 is constructed as in Figure 12 .
proper transform of {ξ = 0} 
A formula for intersection numbers
From this section, we concentrate on Euler integral representations. Namely, we assume that
In this case, any regular triangulation T is convergent. We fix a (n + k)-simplex σ. We assume the parameter d is generic so that it is non-resonant, γ l / ∈ Z, and very generic with respect to σ. In the previous section, for any given regular triangulation T , we constructed a basis of H n π −1 (z) an ; CΦ z at each z ∈ U T . In this section, we show that they behave well with respect to homology intersection pairing. Firstly, we observe that the open set U T is invariant by z j → e π √ −1θ j z j for any j and θ j ∈ R. Let us consider a path γ j (θ) (0 ≤ θ ≤ 1) given by γ j (θ) = (z 1 , . . . , e 2π √ −1θ z j , . . . , z N ) where z = (z 1 , . . . , z N ) is any point of U T . From the explicit expression of Γ-series, we see that the analytic continuation 
Thus, it remains to compute Γ σ 1 ,k 1 ,Γ σ 2 ,k 2 h . We compute this quantity when the regular triangulation T is unimodular, i.e., when det A σ = ±1 for any simplex σ ∈ T . The computation is based on the basic formula of the intersection numbers for Pochhammer cycles. For complex numbers α 1 , . . . , α n+1 , let us put
(i = 1, . . . , n), and α 0 = −α 1 −· · ·−α n+1 . Under this notation, we have X = P n τ \{τ 0 · · · τ n (τ 0 +· · ·+τ n ) = 0}. The local system L is symbolically denoted by L = Cτ
with coefficients in L and L ∨ respectively, we have
The proof of this proposition will be given in the appendix. Now we apply Proposition 6.2 to integration cycles constructed in the previous section. In the following computations, we may assume that z ≈ z σ ∞ since •, • h is invariant under parallel transport. Let us remember the identity
In particular, if |σ (l) | = 1 and σ (l) = {i l }, we have t e l = t e i A −1 σ which implies γ l = t e i A −1 σ d. Thus, we can factorize the integrand as follows:
Thus, on a neighborhood of the cycle Γ σ,0 , the last factor is holomorphic since z −A −1 σ a(j) σ z j are very small complex numbers. Therefore, we only need to consider the former factor. By the formula
the assumption of the Proposition 6.2 is satisfied. Therefore, we obtain the Theorem 6.3. We decompose σ as
We actually need to proceed with more care when we compute intersection number. Namely, we have to take into account the localisation of homology intersection. Let X be a real oriented n-dimensional manifold, U ⊂ X be an open submanifold, and let L be a local system on X. We naturally have a commutative diagram:
Here, rest is the Gysin map. Moreover, for any
Combining (6.6) and (6.7), we can easily see that for any
In our setting, we use (6.8) twice as follows: Firstly, we set
is (single-valued) holomorphic and the expansion
is valid on U , we see that
hold. Then, if we consider the embedding ι 2 :
we can compute the intersection pairing in the latter space with coefficients in a local system
on X 2 to which Proposition 6.2 is applicable.
Remark 6.4. In Theorem 6.3, we have used the following simple fact: Let X i be a complex manifold of complex dimension n i , and let L i be a local system on X i (i = 1, 2). Then, for any elements
Here, × is the cross product of (locally finite) homology groups. Note that the orientation of X 1 × X 2 is different from product orientation and therefore, no signature appears in (6.13).
Twisted period relations for Γ-series
In this section, we derive a quadratic relation for Γ-series associated to a unimodular regular triangulation. We first state the twisted period relation (cf. [CM95, Theorem 2]). Let us fix any z ∈ C N and consider four bases
Here, H n c denotes n-th cohomology group with compact support. We denote by •,
→ C the cohomology intersection pairing. Since •, • h and •, • ch are perfect pairings, intersection matrices I ch = ( φ i , ψ j ch ) i,j and I h = ( γ i , γ ∨ j h ) i,j are both invertible. On the other hand, period matrices P = ( γ i ψ j ) i,j and P ∨ = ( γ ∨ i φ j ) i,j are also welldefined and invertible. The twisted period relation [CM95, Theorem 2] is a transcendental analogue of Riemann-Hodge bilinear relation:
We denote by ∇ z an integrable connection . For any complex numbers α, β such that α + β / ∈ Z ≤0 , we put (α) β = Γ(α+β) Γ(α) . In general, for any vectors α = (α 1 , . . . , α s ), β = (β 1 , . . . , β s ) ∈ C s , we put (α) β = s i=1 (α i ) β i . Combining the results of §4 and §5, we obtain the main result of this section. Theorem 7.1. Suppose that four vectors a, a ∈ Z n×1 , b, b ∈ Z k×1 and a unimodular regular triangulation T are given. If the parameter d is generic so that d is non-resonant, γ l / ∈ Z for any l = 1, . . . , k, and γ − b c + a and γ + b c − a are very generic, then, for any z ∈ U T , one has an identity
. First of all, let us confirm that ϕ, ψ h is well-defined. The canonical morphism
is an isomorphism. Indeed, by Poincare duality, Theorem 2.12, and the fact that z / ∈ SingM A (d), both sides of (7.3) have the same dimension. Since the canonical morphism (7.3) is compatible with intersection pairing •, • h and the intersection matrix Γ σ,0 ,Γ σ,0 h σ∈T is invertible by Theorem 6.3, we can verify that (7.3) is an isomorphism. By taking the dual of (7.3), the canonical morphism
is also an isomorphism. Since the right hand side is isomorphic to H
, the cohomology intersection number ϕ, ψ ch is well-defined. Then, by Theorem 5.5 we have
In view of these formulae, we can conclude that ϕ and ψ are non-zero as cohomology classes. We can take a basis {ϕ j } L j=1 (resp. {ψ j } L j=1 ) of the cohomology group H n (π −1 (z) an , CΦ z ) (resp. H n (π −1 (z) an , CΦ −1 z )) so that ϕ 1 = ϕ and ψ 1 = ψ. We also take a basis {Γ σ,0 } σ∈T (resp. {Γ σ,0 } σ∈T ) of the homology group H n (π −1 (z) an , CΦ z ) (resp. H n (π −1 (z) an , CΦ −1 z )). Then, (1, 1) entry of the general quadratic relation (7.1) is
(7.9) Formula (7.9) combined with Theorem 6.3 will lead to the desired formula. 
c 4 (c 1 +c 2 +c 3 −c 4 ) . Applying Theorem 5.5 and taking a restriction to z 2 = z 3 = z 4 = z 6 = 1, we obtain (presumably new) identity for Appell's F 1 -series: Here, we have put
and
8 Quadratic relation for Aomoto-Gelfand hypergeometric functions
In this section, we apply Theorem 7.1 to the so-called Aomoto-Gelfand hypergeometric functions ([AK11], [GGR92] ). This class enjoys special combinatorial structure. Firstly, we revise the general result on this class of hypergeometric functions based on [GGR92] . Let k ≤ n be two natural numbers. We consider the following integral
. Here, we denote by Z k+1,n+1 the space of all (k+1)×(n+1) matrices with entries in C. The Aomoto-Gelfand system E(k+1, n+1) is defined, with the aid of parameters α 0 , . . . , α n ∈ C such that α 0 + · · · + α n = −(k + 1) by the formula E(k + 1, n + 1) :
If we take a restriction to z = 
We also putã(i, j) = (−e(i), e(j)) (i = 0, 1, . . . , k, j = k+1, . . . , n) andÃ = (ã(i, j)) i=0,...,k j=k+1,...,n . Note that this configuration is equivalent to a(i, j) via the isomorphism of the lattice Z (n+1)×1 given by t (m 0 , . . . , m n ) → t (−m 0 , . . . , −m k , m k+1 , . . . , m n ). We should also be aware thatÃ does not generate the ambient lattice Z (n+1)×1 hence neither does A. However, since the quotient Z (n+1)×1 /ZA is torsion free, we can apply the previous result by, for example, considering a projection p : Z (n+1)×1 → Z n×1 which sends e(0) to 0 and keeps other standard basis e(s) (s = 1, . . . , n). Thus, if we define the projected matrix A = pA and a projected parameter c = p(c), it can readily be seen that the GKZ system M A (c) is equivalent to the reduced GKZ system M A (c ).
We consider the special regular triangulation called "staircase triangulation" ([DLRS10, §6.2.],[GGR92, §8.2.]). A subset I ⊂ {1, . . . , k} × {k + 1, . . . , n} is called a ladder if |I| = n and if we write I = {(i 1 , j 1 ), . . . , (i n , , j n )}, we have (i 1 , j 1 ) = (k, k + 1) and (i n , , j n ) = (0, n) and (i p+1 , j p+1 ) = (i p + 1, , j p ) or (i p , j p + 1). It can readily be seen that any ladder I is a simplex. Moreover, the collection of all ladders T = {I | I : ladder} forms a regular triangulation. This regular triangulation T is called the staircase triangulation. It is also known that staircase triangulation T is unimodular. For any ladder I ∈ T , we consider the equation
it is equivalent to the systemÃv I =c. This equation can be solved in a unique way. We can even obtain an explicit formula for v I by means of graph theory. For each ladder I, we can associate a tree G I of a complete bipatite graph K k+1,n−k . Recall that the complete bipartite graph K k+1,n−k consists of the set of vertices V (K k+1,n−k ) = {0, . . . , n} and the set of edges E(K k+1,n−k ) = (i, j) | i=0,...,k j=k+1,...,n . For a given ladder I = { (i 1 , j 1 ) , . . . , (i n , , j n )}, we associate a tree G I so that edges are E(G I ) = {(i s , j s )} n s=1 and vertices are V (G I ) = {0, . . . , n}. Let us introduce the dual basis φ(l) (l = 0, . . . , n) to e(l). For any edge (i, j) ∈ G I , we can easily confirm that G I \ (i, j) has exactly two connected components. The connected component which contains i (resp. j) is denoted by C i (i, j) (resp. C j (i, j)). For each (i, j) ∈ G I , we put ϕ(ij) = Proof. Suppose (i , j ) ∈ C i (i, j). Then we have ϕ(ij),ã(i , j ) = 0. On the other hand, if (i , j ) ∈ C j (i, j), we see ϕ(ij),ã(i , j ) = φ(i ) + φ(j ),ã(i , j ) = 0. Finally, since i / ∈ V (C j (i, j)) and j ∈ V (C j (i, j)), we have ϕ(ij),ã(i, j) = 1.
Therefore, we obtain a Since this series is defined by means of a ladder I and a parameter α, we also denote it by f I (z; α).
As a convenient basis of the twisted cohomology group, we take the one of [GM] . We consider matrix l j 0 (x;z)···l j k (x;z) . Now we are going to derive a quadratic relation for f I (z; α). We take any pair of subsets J, J ⊂ {0, . . . , n} with cardinality k + 1. Let us put J a = J ∩ {1, . . . , k}, J a = J ∩ {1, . . . , k}, J b = J ∩ {k + 1, . . . , n}, and J b = J ∩ {k + 1, . . . , n}. We denote by 1 Ja (resp. 1 J b ) the vector j∈Ja e(j) (resp. j∈J b e(j)). If we write α as Here, sgn(J, J ) is defined to be (−1) p+q where p and q are chosen so that J \ {j p } = J \ {j q }. Moreover, it can be easily verified that sin π(A ) −1 σ c = (i,j)∈I sin π(−v I ij ). In sum, we obtain the general quadratic relation of Aomoto-Gelfand hypergeometric functions: Theorem 8.3. Under the notation as above, for any z ∈ U T , we have an identity Here, the right hand side is explicitly determined by (8.12).
Example 8.4. (Gauß' hypergeometric series)
The simplest case is E(2, 4). This amounts to the classical Gauß' hypergeometric functions. By computing the cohomology intersection number where n is a positive integer. . The associated arrangement of hyperplanes is described as in Figure 17 . Let us put H j = {x ∈ C 2 | l j (x; z) = 0} for (j = 1, . . . , 5). As was clarified in §5, each ladder (=simplex) induces a degeneration of arrangements. The rule is simple: for each ladder I, we let variables zĪ corresponding to the complement of I go to 0 while we keep variables z I corresponding to I fixed. For example, if we take a ladder {23, 24, 25, 15, 05}, the induced degeneration is z 13 , z 14 , z 03 , z 04 → 0. By taking this limit the hyperplanes H 3 and H 4 both tend to the hyperplane H 2 (x 1 axis) which is simply denoted by
. Therefore, there only remain 3 hyperplanes after this limit: H 1 , H 2 and H 5 . Restricted to the real domain they form a chamber when variables z ij are all real and generic. We consider the Pochhammer cycle associated to this bounded chamber. The important point of this construction is that, unlike the usual Pohhammer cycle, we have to go around several divisors at once. In this case, H 3 and H 4 should be regarded (9.13) Thus, we can define a twisted cycle P n . It is obvious from the construction that the identity p * (P n ) = P n holds.
Write A = (A 1 | · · · |A k ), A l = (a (l) (1)| · · · |a (l) (n l )) One can easily generalize the result above to the following Proposition 9.2. Suppose t = (t (1) , . . . , t (k) ) and β (l) i ∈ C (l = 1, . . . , k, i = 1, . . . , n l ). We put L =
n l . Then, there exists a twisted cycle P n in
holds.
