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PartI
自律的学習認識システム
PartI
自律的学習認識システム
1　はじめに
文字認識アルゴリズムはいろいろ開発されているが，まだ，100％の認識率を保証する
ものは存在しない．現在の文字認識技術は，高品質な活字文字では認識率99．9％を達成し
ている．しかし，これは通常の文書1頁あたり2000文字以上あることを考えると平均2文
字以上間違うことを意味し，さらなる高精度化が要請されている．印刷文字認識における
認識誤りに対して，既存の認識ソフトウェアや文書認識装置では，個々の文字の認識誤り
を利用者が視覚的にチェックし訂正することにより，問題を回避している．利用者による修
正は，大量の文書に対しては誤認識の探索と修正という退屈な作業を長時間強いられ，ま
た，視覚障害者にとっては不可能な作業である．認識率100％の文書認識システムの実現
は，利用者による修正作業をなくして，大量の既存文書の電子化を容易にし，文書がもつ
情報の計算機による高度利用を可能にする．本研究では，最終的には認識率100％の認識
システムに自律的に学習していく機能を有する文書認識システムを構築することを目指し
ている．
学習機能のキーポイントは，対象システムが可変部分をもつことである．従来の認識ア
ルゴリズムでは，文字画像から特徴量を求め，特徴量空間で識別しようとする．特徴量は
様々なものが提案されているが，それぞれの特徴量には可変部分はない．しかし，複数の
特徴量があること，すなわち，複数の特徴抽出法があることは，どれを採用するかという
点で可変性があるとみなせる．また，認識において各字種の特徴量と入力文字の特徴量と
の整合性を評価し，その評価値が高いものを識別結果とする．この整合性の評価方法に可
変部分を導入できれば，誤りの指摘により，評価関数をよりもっともらしい評価をするよ
うに自己改変する機能を持たせることが可能と考えられる．この誤りの指摘を利用者に任
せるのではなく，他の認識アルゴリズムの結果を利用することにより自律性を確保できる．
すなわち，複数の認識アルゴリズムによる認識結果を用いて，より信頼がおける結果に学
んで，信頼性が低かった認識アルゴリズムの評価関数を学習で機能向上させる．これは，
個々の認識アルゴリズムによる認識結果の信頼性が字種毎に異ることを利用するものであ
る．初期における信頼性はあらかじめ与えざるを得ないが，ある認識アルゴリズムで高い
信頼度をもつ字種が他のアルゴリズムではそうではない，という状況があれば，互いに補
完しあって，システム全体としては自律的な学習が可能となる．
本研究は，整合性評価関数の可変化の検討，認識アルゴリズムの信頼性の評価方法の開
発，個々の認識アルゴリズムの字種毎の信頼性の評価を行い，複数のアルゴリズムの統合
方法を開発し，全体で自律的に学習していく認識システムを構築することを目的とする．
従来の認識システムは単一の特徴抽出法と固定された辞書と評価関数を用いていた．こ
れに対して，本研究では，複数の特徴抽出法を用いオンラインで変更可能にした辞書と整
合性評価法を用いて，特徴量の個性に合わせて全体を統合することを目指している．複数
の認識手法を統合する手法はいくつか研究されている．例えば，抽出された複数の特徴ベ
クトルを並べてより高次元のベクトルとして，主成分分析により有効な特徴量を得ようと
するものがある・これは機械的な統合で，最終結果の正確さは向上するものの信頼性につ
いては単一手法のそれと同様で個々の認識結果の信頼性を保証する手段を提供していない．
信頼性の評価を可能にする統合手法を目指すことが必要と考えられる．
2　特徴量空間
2．1　カテゴリ領域
文字認識において，文字画像は文字の本質的特徴を表すと期待される特徴量に変換され
る・特徴量として，ドットパターン特徴量（画像自体である），方向線素特徴量，改良型方
向線素特徴量などがある・これらは多次元数値ベクトルで表現されている．そこで，文字
特徴量は”次元ベクトルであるとし，特徴ベクトルとも呼び，その空間を特徴量空間と呼
ぶ・文字の種類（字種）をカテゴリと呼ぶ．一つのカテゴリの文字画像は様々な形をしてい
て，その特徴量も様々な値をとる・カテゴリかに属するすべての文字の特徴量の集合をCん
と記す・Cんは・n次元ベクトル空間の中である領域を形成している．これをカテゴリ領域と
呼ぶ・ある文字画像の特徴量‥上二がどのCんに属するかどうかを決めることが文字認識であ
る・しかし，この領域C〟は字種毎・特徴量毎に異なり，一般的には，その所属判定がで
きるような形で明示的には記述されていない（あるいは本質的にできないのかもしれない）・
そのため，文字認識は困難な課題となっている．Cんを如何に明示的に記述するかの様々な
試みが文字認識の歴史と言える．
カテゴリんに属するすべての文字画像を知ることは不可能で，Cんの厳密な形の記述が困
難であることから，その所属判定ができる形の記述をしてCんを近似することが必要とな
る・この近似には様々な方法がある．一つの方法はCんからサンプルベクトルを選び，そ
れをもとに所属判定が可能な形の記述を求めることである・サンプルベクトルの集合をぶた
とおく・これは，街域Cんにおける特徴ベクトルの分布を反映した形でそこから一様に選ば
れていることを期待している．▲∫んは集合であるが，その元を並べた”×7m行列ともみな
す．ここでⅢ′はサンプルベクトルの個数である．
Sんをもとにして，ある7欠元特徴ベクトルの集合C（鋸として，Cん⊆e（鋸かつ。（鋸
に関する所属判定が容易であるものを決めることができれば，C（鋸を認識のためのCんの
近似とみなすことができる・なぜなら，∫がカテゴリ吊こ属するとすると，∬∈（－（鋸が
成立するからである・このことから逆に，Jニ∈C（範）のとき，．rがカテゴリ吊こ属する，
すなわち，二rがカテゴリんの文字の特徴ベクトルであると推定することができる，これは
必要条件であって十分条件ではないので，確実さを保証しない．
このようなe（5吊をカテゴリ被覆領域と呼ぶ．以下にいくつか示す．
2・1・1超球（hypersphere）
一つ目の候補は，Cんを囲む超球である．
2
軌を晶の平均ベクトルとする・すなわち，
軌二三∑ユ・．。ぶん∬・
rたを次のように定める：rrん＝ma・Ⅹ廿日エゴ一帖井
ここで，日日事はユークリッド距離である・このとき，
晶は中心軌，半径′Jlんの超球で覆われる（図1の実線
の円）．Cんを覆うためには汎化が必要で，それは半径
を大きくすることで実現できる．71を・7・＞7・んである実
数として，超球嶺域▲∫（∫た，7、）を次のように定義する・
S（5宣亘）＝七山順一板目≦7斗
図1の点線の円が5－（5‘たっ′7－日こ対応する．71を適切に選
ぶことによって，
Cん⊆▲∫（Sんげ）
が成立するようにできる．しかし，具体的にどう選ぶ
べきかは，サンプルベクトルからはわからない．
2．1．2　超楕円体（hyperellipse）
2番目のものは，Cんを囲む超楕円体である．
範に対する標本共分散行列を∑んとおく．すなわ
ち，∑た＝三∑“‰h∵損）（∬仁一的）r・
∑んを固有値展開する．固有値を並べた対角行列を⊥1車
対応する固有ベクトルを並べた固有ベクトル行列を恥
とすると，固有値展開は次のようになる．
∑良二鯨lん斬．
Aた＝現とおき，写像毎を次のように定める・
毎（〃）＝互1◎拍1両・
これを用いて，仇（〃）＝／扇〃）r毎（〃）と定める・この
仇は，（封と損との）マハラノビス距離として知られ
ている．この距離は，固有ベクトルが張る空間におけ
る自乗ノルムを与える．固有ベクトルが張る空間をた
中心空間と呼ぶ．柚ま特徴量空間からん中心空間への
写像を与えている．
????…???????
一一一一一■■＿＿一一一一一一ノ
図1．超球（hyl）erSl）her（一）
?????????????、
???????????〜??
図2．超楕円体（hypeI・elliPSe）
巌を次で定める：屯＝Illa・Ⅹ壱功（れ）・
ぶたは，中心〃・ん，ん中心空間での半径宛の超楕円体で覆われる（図2の実線の楕円）・Cんを
覆うためには，超球の場合と同様に汎化が必要である．d≧鶴を満たすdを選び，
且（Shd）＝（射仇（〃）≦叶
と超楕円体を定める（図2の点線の楕円）．適切なdを選ぶことにより，次が成立する・
Cん⊆β（Sた，d）．
認識のために適切なdを選ぶ必要があるが，超球の場合と同様に筑だけから適切なもの
を決めることはできない．
3
この超楕円体による記述に関しては他の問題もある．それは，サンプルベクトルが次元
数に比べて十分たくさんあれば，◎んと右をγ－×m行列として表現できるが，そうでない
ときは，◎たは正方行列にはならず，正方行列にするためには工夫が必要である．しかし，
ここでは詳細な議論を割愛する．
超楕円体且（∫ん、d）の定義から，輔よその軸を与え，左はその軸長を与えている．これ
らの値は，軸と軸長という観点からは，Cん⊆且（Shd）を満たす限り他の選び方をしてもよ
い・例えば，Cん⊆且（Sん，d）を満たす範囲で，且（Sん、d）の体積が最も小さくなるように軸と
軸長を選ぶという形で定義できる．しかし，具体的に求める方法は知られていず，今後の
課題である・特徴ベクトルがれ次元空間で多次元正規分布をしているならば，固有ベクト
ルと固有値により軸と軸長を決定することが最適であることが知られている．これは，固
有ベクトルと固有値が分布のパラメータとして最連なものであるからである．
2・1・3　超平行体（parallelepiped）
3番目の方法は，Cんを囲む超平行体である．
Sんの平均ベクトルを中心とする超平行体♪（∫ん両は次のように定義される．ある正の
ベクトル吊こ対して，
P（∫んル）＝拍冊′由）i≦再．
ベクトルの比較は要素毎の比較である．この定義で，
りはた中心空間における超平行体の頂点座標を与えて
いる．ぶんを覆うための頂点い＝折は次のように定め
ればよい．
′りん＝－naX‖／～直りト
ここで，maX演算はベクトルの要素毎の最大値を
とるものである・このように折を決めると，∫た⊆
P（Sん，㌔）が成立する（図3の実線の長方形）．Cんを
覆う超平行体を求めるため，パラメータn′≧1を導
入し，
／－：、㍉J・／一こ、上り′十
と定める（図3の点線の長方形）．適切なαを選ぶこ
とにより，
Cん⊆P（Sん両
が成立する．どのように適切な化を選ぶべきかが認
識の問題である．
図3・超平行体（l）arallelPPil）〔ld）
2・1・4　超凸多面体（convexpolyhedron）
最後のものは，∫んを囲む凸包である・端の凸包動乱）は，超凸多面体をなし（図」1の
実線の多角形），次のように定義される．
桝瑚＝†再＝鋤fbltSOmeq≧0，1Tq＝1）．
4
ただし，1はすべての要素が1であるベクトルである．▲∫んは行列であり，各列は超凸多面
体の頂点の候補である．ある列ユ：‘が頂点であるかどうかは，次の線形計画問題で判定で
きる．
ぴ＝min‰　Subje。ttOJニ1＝．∫招，1719＝1‥ヴ≧0
この最適解で′江∫＝1ならば二項ま頂点であり，そうで
なければ頂点ではない．実際の計算では，このように
して頂点を選んで，その頂点だけからなる行列1ノ′右を
晶の代わりに用いる．しかし，以下では，Sんを用い
て記述する．
あるγlノ次元ベクトル∬がガ（範）に属するかどうか
は，未知変数（ベクトル）再こ関する次の方程式に解が
存在するかどうかで判定できる．
J＝S用，lrq＝1；q≧0．
Cんを覆う超凸多面体を定めるため，∫んの重心（平
均ベクトル両を中心にガ（SJを拡張することを考
える・〃∈桝鋸を中心からわ倍したベクトルZは，図4．超凸多面体（conv（－XpOllrIlP（血1）
Z一損二的仁机）で定まるものである・この条件は，
．；－机＝わ（∫ん一損1r）寸かつ1rV＝1
を満たす非負ベクトルせが存在する，と等しい．p＝むせとおくと，p≧0，1rp＝わであ
る．そこで，パラメータα≧lを導入し，超凸多面体ガ（′Sh可を次のように定める・
叫∫ん誹）＝〈‾可エー軌＝槻－／枕1r）p，1rp≦〃、fbl、SO1－1ep≧0）・
（図4の点線の多角形）．このパラメータ召′を適切に選ぶことにより，次が成立する・
Cん⊆〃（‰両・
Z∈叫Sん川）かどうかの所属判定は次の線形計画問題を解くことで実現できる・
W＝miIllTp，Subjcctto・＝HIk＝（SkLFlklT）p，P≧0．
この最適解を・槻（′こ）とおくと，槻（′三）≦αであれば，′；∈打（Sh可である・従って，〃（▲∫ん、可
はCんの被覆領域である．次が成立していることに注意する．
∫ん⊆ガ（‰）⊆（‾・0…亘Cん）⊆〃（Sん，可・
ただし，（・07膵（∫）は集合∫の凸包である・
以上に，Cんの4つのカテゴリ被覆領域を与えた．この中で，超楕円体，超平行体，超凸
多面体については，その領域の次元が†？より小さい可能性がある．汎化のためには領域に
直交する座標軸を導入し，その方向に拡張しておくことが必要と思われるが，今後の課題
である．
4つの被覆領域：S（Sん，亘且（範，d）、P（∫ん，可，ガ（∫たフ可は，サンプルベクトル集合ぶんと
一つのパラメータから決まる形で記述されており，その記述から所属判定が可能なものに
なっている．パラメータの値は，Cんを覆う限り小さい方がよい．このパラメータ値は，な
んらかの方法で初期値を設定しておき，未知入力パターンを識別していく過程で逐次的に
改善していくこと，すなわち，学習でより適切なものを選定できると考えられる．
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2．2　隣接カテゴリ領域との関係
以上の議論では，単一のカテゴリに関する街域を考えていた．しかし，実際には異なる
カテゴリに属する文字パターンが類似していることが多い．また，文字パターンが異なっ
ていても特徴ベクトルが類似することも起こり，カテゴリ被覆領域に関する所属判定が成
功したとしても，正しく識別できたことを保証しない．正しい識別であることを保証する
には，カテゴリ領域間の関係を知ることが必要である．
Cんをカテゴリ被覆領域とする・すなわち，S（5い上方（∫ん勅P（S木叫Sh可のど
れか一つとする・未知入力特徴ベクトル二日こついて，∫∈eんのとき，．∬がカテゴリたで
あると判定することとした．類似文字パターンがあるということは，異なるカテゴリÅ：と
．ノに関して，Cたnq＝切であったとしても，Cたnq≠¢となることがあることを意味す
る・この場合，例え，こ‡‥∈qだったとしても，ユ‥∈Cんも成立しているかもしれない．カ
テゴ里がカテゴリ招こ隣接しているということを，腔qとなるようなある〃∈・SJが
存在することと定義する・一般的には，qnq≠㊥のときに隣接していると定義したい
ところであるが，この共通部分の存在を判定することは難しく，qの代わりにサンプル集
合札を用いて隣接性を定義した．机こ隣接しているカテゴリに属する特徴ベクトルはカテ
ゴリ畑に誤認識される可能性がある．塙をカテゴリ吊こ隣接しているカテゴリの集合とす
る・もし亀＝¢であれば，．1丁∈G．が成立したとき．Ⅰ二はカテゴリÅ：に属すると判定でき
る・しかしそうでない場合は，ユ丁∈eんが成立してもJ：がカテゴリんに属するとはいえな
い・従って，l和はカテゴリんに認識するときの信頼性のひとつの指標になる．
次に誤認識の状況を判定するための記法を導入する・ん勅Jをカテゴリ吊こ隣接してい
るカテゴリ．ノのサンプルベクトル〝で実際に〃∈eんとなるものの集合とし，その平均ベク
トルを晦とおく・特徴量空間における類似性尺度現行用）をん中心空間における内積と
して定義する．すなわち，
現行用）＝／症が／？′由）．
さらに次を定義する．
＼∴′・i
由来（ッ）＝
軸（み木目＝
軸（折れ）
∧拍）端（恥）
rJ∫．：J・日、
坤旬＝nliIly∈上勅（掠んJ（〟）・
この坤旬は損からみた軌Jの方向に広がるカテ
ゴリ．ノのサンプルベクトルで誤認識するもの〃の広
がり（spl、ead）を与える・－1≦坤旬≦1であり，
β＝COS‾1坤旬とおく・この状況を図5に模式的に示
す・ある汎化係数亡く1を導入し，勒＝C・坤旬と
定義する・未知入力ベクトル∬に関して，、r∈G
かつdわ1証r）≦軌Jが成立すれば∴再まカテゴ牛ノ
6
図5．隣接カテゴリ領域
笹中心空間）
ではないと判断できる・一方，二王‥∈Cんかつ（軌J回＞坤毎が成立していれば，ユニがカテ
ゴリjである可能性が高いといえる・この場合は以下で述べるように，爪木）を用いて再
チェックする・（軌J伺≦占鞠かどうかのチェックが有効になるのは，岬旬＞0の場合で
ある．もし，坤旬完1であれば，このチェックは極めて有効であると思われる・叩旬≦0
の場合は，Cんの大部分がqに含まれてしまっている可能性が高く，血相回≦坤りかど
うかのチェックはあまり有効ではないであろう．そのような場合は，．∬がカテゴリんか．タ
かの判定には他の判断基準が必要に思われる・坤旬＞0，従って，叩たJ＞0の場合には，
勤はカテゴリ．ノに対するカテゴリたであることの判断基準を与え，di旬（可はそれに対
する信頼性評価の情報となるといえる．
次に，血戦（可＞叩恒の場合に，・rがカテゴ里でないとする判断基準を与える・まず，
次を定義する．
旬＝millッ∈⊥叫端（〃ト
この値旬は，太と誤認識する〃∈量と軌との距離の最小値を与えている・従って，未
知入力ベクトノレ貢こついて，d毎巨）＞坤叫の場合に，端（こⅠ‥）＜旬が成立していれば，二I：
がカテゴ牛タでないと判断できる・d鵜舟丁）＞埠毎かつ職や）≧旬である場合には，・r
はカテゴリ．ブの側からの所属判定が必要となる・以上から，旬はカテゴリたであることに
ついて八㌦巨）を用いた判断基準を与える・
3　自律的学習認識システム
3．1個別認識アルゴリズム
カテゴリ被覆領域の記述方法を4種類与えたが，それぞれに関する認識アルゴリズムは
次のようになる．
カテゴリ机に関して，サンプルベクトル集合▲∫んから認識処理のための各種パラメータを
求める．まず，カテゴリ被覆領域eんを記述する情報を取得する．さらに，他のカテゴリの
サンプルベクトルを用いて，隣接カテゴリ集合砧を求める・各．ノ∈亀に対して，エ頼り
を求め，恥，叩旬，旬を求める・パラメータ（‾・を定める・
未知入力ベクトルこrに対して，こr∈eたが成立するんを求める．1瑚＝0であれば，J・が
カテゴリたであるという出力をする・凧l＞0の場合は，各．ノ∈砧について，d軌J（tr）お
よび端巨）を求める・任意の．ノ∈塙について，（わ施行）≦占鞠あるいは，（軌直）＞坤んJ
かつ端（こ‡り＜旬であれば，ニrがカテゴリたであるという出力をする・これらが成立しな
いような．ブ∈砧が存在するとき，∬∈qかどうかの判定に進み，同様な判定を行う・い
ずれの．タでもそのカテゴリであると判定できないとき，所属判定が成立したすべてのカテ
ゴリを，その所属信頼度（後述）とともに出力する・（これらの結果は総合評価の対象とな
り，カテゴリ被覆領域記述における各パラメータの更新の情報となる．）もし未知入力ベ
クトル二rに対してユ‥∈Gが成立するたが存在しなかったとき，所属信頼度（後述）を各カ
テゴリに関して求め，その値が小さいものからいくつかを候補とする．
qについての所属判定は次のようになる．整合度評価とも呼ぶ．
超球∫（ぶた、71ト冊一両l≦7・，
超楕円体且（∫た）‥トか由）＝九両）r力直）≦d，
超平行体P（5‘たり‥侮（刷≦“予
超凸多面体〃（Sん雄）‥√鞘（可≦化．
このためにサンプルベクトル集合Sんから求めておく情報は，平均ベクトルル共分散行
列の固有値Jlん，固有ベクトル行列◎た，超平行体の頂点・㌔（た中心空間の点），超凸多面体
の頂点集合ti⊆範である．
上の所属判定の式から所属信頼度を次のように定義する．
超球：71g＝順一損肋1，
超楕円体‥71㌘＝仇（こり／d，
超平行体：丁で＝maX誹直）Sl／（什由，
超凸多面体：げ＝′槻（可／α．
これらはその値が1より小さいとき，．ガが損とカテゴリ被覆領域の境界との間でどのよ
うな位置にあるかを示しているが，招■こ近いことが信頼性が高いとは必ずしもいえそうに
なく，信頼度としてどれだけ妥当性があるかについては実験的な検討が必要である．この
信頼度の値が1より大きいとき，ごがたのカテゴリ被覆領域の境界の外で境界にどれだけ
近くにあるかを示すものであり，すべてのカテゴリで所属判定が失敗したときに，カテゴ
リ被覆領域記述のパラメータの更新に有効となると考えられる．
3．2　自律的学習
個別認識アルゴリズムは，特徴抽出方法，カテゴリ被覆領域記述方法を指定することで
定まる．すなわち，複数の特徴抽出方法，複数のカテゴリ被覆領域記述方法に対して，そ
の組合せの数だけの個別認識アルゴリズムが存在する．
自律的学習認識システムは，これら多数の個別認識アルゴリズムの結果を総合評価し，総
合処理をし，さらにそれらを利用して個別認識アルゴリズムの可変パラメータを更新する．
その全体像を図6に示す．文書画像から個々の文字を切り出し，得られた文字画像を認識
学習の対象とする．
個別認識アルゴリズムの出力は，「所属カテゴリの指定（出力1）」，「所属判定が成功した
カテゴリのリスト（出力2）」，「すべてのカテゴリで所属判定に失敗し，近いカテゴリのリ
スト（出力3）」の3種類になる．ある未知入力こI：に対して，複数の個別認識アルゴリズム
の出力はそれぞれ異なることが想定され，出力1を出したアルゴリズムが最も信頼できる
結果を与えると考えられる．その結果は，出力2，出力3を出しているアルゴリズムの出
力結果により，その妥当性を検証することができると考えられる（総合評価）．出力1を出
したアルゴリズムが存在しない場合，あるいは，出力1の結果がアルゴリズムによって異
なった場合には，出力2，出力3を出しているアルゴリズムの出力結果を総合して最終推定
カテゴリを出力することになる（総合処理）．それらの結果をもとに出力2，出力3を出した
アルゴリズムの可変パラメータを更新することになる（修正法策定）．複数の出力1があっ
た場合には，それらの出力1を出したアルゴリズムの可変パラメータも更新することにな
る．この詳細な検討は今後の課題である．
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文書画像
（自律学習）
図6．自律的学習認識システム
カテゴリ
以上に述べて来た結果は特徴抽出方法によっても変わるが，どの特徴量がもっとも信頼
できるものであるかについては事前に調査しておくべきように思われる．サンプルベクト
ルをもとに個々の認識アルゴリズムのパラメr夕を決めておくわけであるが，それをサン
プルベクトルでテストしたとき，複数の出力1がでないことを確認しておく必要がある．
複数の個別認識アルゴリズムで複数の出力1がでる場合には，カテゴリ被覆領域の作り方
に不備があると考えられ，一つの文字カテゴリに複数の被覆領域を用意すべきかもしれな
い．いわゆるマルチテンプレート法である．これらについてもサンプルベクトル集合に対
するテストの際に確認しておく必要がある．
4　まとめ
個別認識アルゴリズムとして，特徴量空間の幾何学的性質に基づいたカテゴリ被覆領域
の記述法を与えた．複数の個別認識アルゴリズムの認識結果を総合して認識結果を生成す
るとともに，個々のアルゴリズムの可変パラメータを更新していく自律的学習認識システ
ムの基本的構造を与えた．
カテゴリ被覆領域記述による認識アルゴリズムの有効性の検証，自律的学習方法の具体
化と検証は今後の課題である．
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PartⅡ
公　表　論　文
、、
PartII
公表論文
5　概要
「認識アルゴリズムの統合」では，最初に，Pal、t．Ⅰで述べたことを最初に公表したもの
を示している．カテゴリ被覆領域をclusterとして記述し，カテゴリ被覆領域の記述法と自
律的学習認識システムの概要を与えた．
ついで，複数の認識手法による認識結果を統合する手法として，アンサンブル学習で用
いるカテゴリ所属度をもとにする方法とその実験結果を示した．また，多数決原理による
統合方法について実験的検討結果を示した．
最後に，類似文字識別のために複合識別器システム（Multil）leClassifiersSyst・em）を提案
している。一つの特徴量とそれを非線形変換した特徴量、2値化した特徴量の3種類の特
徴量を考え、それぞれの特徴量に関する識別器を学習で構成し、その識別結果を統合する
ものである。類似文字のペア8種類に対する認識実験で高精度であることを確認した。
「認識理論・認識システム」では，文字パターンを入力とするネオコグニトロン型ネッ
トワークの学習方法を提案している．ニューラルネットワークにおける従来の学習方法は
バックプロパゲーションに代表される最急降下法を用いていたが，この学習結果の意味を
考えることにより，学習デr夕に対して独立成分解析（ICA）と主成分分析（P（1）を適用
することで，同様の学習結果が得られることを示した．特に，文字パターンに対してⅠ〔11
を適用することで文字パターンの局所特徴パターンが得られ，それに対してPCAを適用
することで高精度な認識ができることを示した．特徴量をICAによる特徴バクrンとする
ことが有効であることは興味深い知見である．
ついで，部分空間法では特徴ベクトルの相関行列を基礎にしくいるが，その特徴ベクト
ルの原点位置を変えた場合の影響を調査し，2つのカテゴリを識別するためにはより適切
な原点位置が存在することをあきらかにした．
また，認識手法の一つであるベーズ予測分布を用いる手法について、字種毎にサンプル
数が違うことに起因する偏りに関して定量的な分析法を与え，それをもとに偏りの補正方
法を提案した．信頼性判定のための情報としてサンプル数と分布の偏りの推定値が重要で
あることを明らかにした．
文書認識手法は、ウェブ上にある様々な画像文書（1）df‘などを含む）を文字コードベースの
文書に変換するために適用できる。ウェブ上の画像文書に対して、文書構造解析システム
を基本にしてウェブ上にある複数の認識エンジンを活用して認識するためのプラットホー
ムの構築方法を与えた。
「レイアウト解析」に関しては，まず，折れ線グラフの認識手法を与えた．この手法は，
連結成分を追跡することにより折れ線グラフを同定するもので，高精度な認識が可能であ
ることを実証している．また，この手法で計算時間が大きい部分が追跡手法であることに
11
着目し，それを高速化する改善を図った．
ついで，スクリーンパターンの除去手法を開発した。カラーの印刷文書では同一色がス
クリーンパターンで印刷されるため、通常の文字抽出手法ではそれがノイズとなり、誤抽
出がおきやすかった。この間題を解決する手法を考案した。また，この手法を改良した．
街の中で目にする看板などをロボットが読むことを想定し，情景画像中から文字列を抽
出する手法を提案した．これは1枚の画像からの抽出手法であるが，ロボットの目はビデ
オ映像となることに着目し，ビデオ映像中の文字列を抽出する手法を開発した。これらは
低解像度画像から文字列を抽出する手法になっている．
さらに、掛け時計の数字のように孤立した文字の検出・認識手法を開発した。この手法
は，画像中から局所特徴を抽出することに基礎をおいている．文字パターンの局所特徴は
その文字特有の構造化された配置をもっており，画像から抽出した局所特徴に文字パター
ンの局所特徴位置を投票することで文字パターンを見出す手法である．この手法は文字パ
ターン自体を抽出することができ，数式などにおける接触文字にも有効であることを実験
的に確認している．
、－ヽ
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