Stability of Minkowski Space-time with a translation space-like Killing

























In this paper we prove the nonlinear stability of Minkowski space-time with a translation
Killing field. In the presence of such a symmetry, the 3 + 1 vacuum Einstein equations reduce
to the 2 + 1 Einstein equations with a scalar field. We work in generalised wave coordinates.
In this gauge Einstein’s equations can be written as a system of quasilinear quadratic wave
equations. The main difficulty in this paper is due to the decay in 1√
t
of free solutions to the
wave equation in 2 dimensions, which is weaker than in 3 dimensions. This weak decay seems
to be an obstruction for proving a stability result in the usual wave coordinates. In this paper
we construct a suitable generalized wave gauge in which our system has a "cubic weak null
structure", which allows for the proof of global existence.
1 Introduction
In this paper, we address the stability of the Minkowski solution to the Einstein vacuum equations
with a translation space-like Killing field. More precisely, we look for solutions of the 3+1 vacuum
Einstein equations, on manifolds of the form Σ × Rx3 × Rt, where Σ is a 2 dimensional manifold,
equipped with a metric of the form
g = e−2φg + e2φ(dx3)2,
where φ is a scalar function, and g a Lorentzian metric on Σ×R, all quantities being independent




where Rµν is the Ricci tensor associated to g. Choquet-Bruhat and Moncrief studied the case where
Σ is compact of genus G ≥ 2. In [7], they proved the stability of a particular expanding solution. In
this paper we work in the case Σ = R2. A particular solution is then given by Minkowski solution
itself. It corresponds to φ = 0 and g = m, the Minkowski metric in dimension 2 + 1. A natural
question one can ask in this setting is the nonlinear stability of this solution.
In the 3+1 vacuum case, the stability of Minkowski space-time has been proven in the celebrated
work of Christodoulou and Klainerman [8] in a maximal foliation. It has then been proven by
Lindblad and Rodnianski using wave coordinates in [23]. Their proof extends also to Einstein
equations coupled to a scalar field. Let us note that the perturbations of Minkowski solution
considered in our paper are not asymptotically flat in 3 + 1 dimension, due to the presence of a
translation Killing field. Consequently they are not included in [8] and [23].
In [14] we already proved quasistability of the solution (φ = 0, g = m) : the perturbed solutions
exist in exponential time : more precisely we show that the solutions exist up to time t ∼ e 1√ε
1
where ε measures the size of the initial data. In both [14] and this paper, we work in generalized
wave coordinates. Consequently the method we use is more in the spirit of [23] than in the spirit
of [8].
1.1 Einstein equations in wave coordinates
Wave coordinates (xα) are required to satisfy gx
α = 0. In these coordinates (1.1) reduces to the
following system of quasilinear wave equations{
gφ = 0,
ggµν = −4∂µφ∂νφ+ Pµν(∂g, ∂g), (1.2)
where Pµν is a quadratic form. To understand the difficulty, let us first recall known results in 3+1
dimensions. In 3 + 1 dimensions, a semi linear system of wave equations of the form
ui = P i(∂uj , ∂uk)
is critical in the sense that if there isn’t enough structure, the solutions might blow up in finite
time (see the counter examples by John [15]). However, if the right-hand side satisfies the null
condition, introduced by Klainerman in [16], the system admits global solutions. This condition
requires that P i is a null form, that is to say a linear combinations of the following forms
Q0(u, v) = ∂tu∂tv −∇u.∇v, Qαβ(u, v) = ∂αu∂βv − ∂αv∂βu.
In 3+1 dimensions, Einstein equations written in wave coordinates do not satisfy the null condition.






The non-linearity does not have the null structure, but thanks to the decoupling there is nevertheless
global existence. In [22], Lindblad and Rodnianski showed that once the semi linear terms involving
null forms are removed, Einstein’s equations in wave coordinates can be written as a system with the
same structure as (1.3). They used the wave condition to obtain better decay for some coefficients
of the metric, which allow them to control the quasilinear terms. However the decay they are
able to show for the metric coefficients is ln(t)
t
, which is slower than the decay for the solution of
the wave equation which is 1
t
. An example of a quasilinear scalar wave equation admitting global
existence without the null condition, but with a slower decay is also studied by Lindblad in [20] in
the radial case, and by Alinhac in [2] and Lindblad in [21] in the general case. In [22], Lindblad
and Rodnianski introduced the notion of weak-null structure, which gathers all these examples.
In 2 + 1 dimensions, to show global existence, one has to be careful with both quadratic and
cubic terms. Quasilinear scalar wave equations in 2 + 1 dimensions have been studied by Alinhac
in [1]. He shows global existence for a quasilinear equation of the form
u = gαβ(∂u)∂α∂βu,
if the quadratic and cubic terms in the right-hand side satisfy the null condition (the notion of null
form for the cubic terms is defined in [1]). Global existence for a semi-linear wave equation with
the quadratic and cubic terms satisfying the null condition has been shown by Godin in [9] using
an algebraic trick to remove the quadratic terms, which does however not extend to systems. The
global existence in the case of systems of semi-linear wave equations with the null structure has
been shown by Hoshiga in [11]. It requires the use of L∞ − L∞ estimates for the inhomogeneous
wave equations, introduced in [18].
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To show global existence for our system in wave coordinates, it will therefore be necessary to
exhibit structure in quadratic and cubic terms. However, as for the vacuum Einstein equations in
3 + 1 dimension in wave coordinates, our system does not satisfy the null structure. In particular
it is important to understand what happens for a system of the form (1.3) in 2+1 dimensions. For
such a system, standard estimates only give an L∞ bound for φ2, without decay. Moreover, the
growth of the energy of φ2 is like
√
t.
One can easily imagine that with more intricate a coupling than for (1.3), it will be very difficult
to prove stability without decay for φ2. It seems that in the usual wave gauge one cannot prove
more than existence of the perturbed solutions in time 1
ε2
. But it also seems that this problem is
only a problem of coordinates. In [14] we overcame part of the difficulty by looking at solutions
g = gb + g˜ with
gb = −dt2 + dr2 + (r + χ(q)b(θ)q)2dθ2,
where r, θ are the polar coordinate, q = r−t and χ is a cut-off function such that χ(q) = 0 for q < 0
and χ(q) = 1 for q > 1, and b(θ) suitably chosen, depending on φ. We have two complementary
points of view on this method. The metric gb can be seen as an approximate solution whose role is
to tackle the worst terms in (1.1). Also, since t, x1 = r cos(θ), x2 = r sin(θ) are not wave coordinates
for gb, this forces us to work in a different gauge, more suited to the geometry of the problem : the
procedure can also be seen as choosing the right coordinate system, in which Einstein equations




∣∣∣∣ . ( ε2√1 + t
)
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with b depending only on θ. However, due to the logarithmic growth in t of the higher energy norms
of φ, which seems inherent to such problems, the coefficient b(θ) was controlled only by restricting
to exponential times.
The main idea of this paper to overcome this difficulty is to construct more carefully an ap-






are imposed by the constraint equations, but the other Fourier coefficients of b(θ) are only a gauge
choice in the region χ = 1.
1.2 The initial data
In this section, we will explain how to choose the initial data for φ and g. We will note i, j the
space-like indices and α, β the space-time indices. We will work in weighted Sobolev spaces.
Definition 1.1. Let m ∈ N and δ ∈ R. The weighted Sobolev space Hmδ (Rn) is the completion of




‖(1 + |x|2) δ+|β|2 Dβu‖L2 .





‖(1 + |x|2) δ+|β|2 Dβu‖L∞ .
Let 0 < α < 1. The Hölder space Cm+αδ is the the complete space of m-times continuously differ-







|∂mu(x)− ∂mu(y)|(1 + |x|2) δ2
|x− y|α .
3
We recall the Sobolev embedding with weights (see for example [6], Appendix I).
Proposition 1.2. Let s,m ∈ N. We assume s > 1. Let β ≤ δ + 1 and 0 < α < min(1, s − 1).
Then, we have the continuous embedding
Hs+mδ (R
2) ⊂ Cm+αβ (R2).
Let 0 < δ < 1 and N ≥ 1. The initial data (φ0, φ1) for (φ, ∂tφ)|t=0 are freely given in
HN+1δ ×HNδ+1. For technical reasons, we will work here with compactly supported initial data for
φ : (φ0, φ1) ∈ HN+1(R2)×HN (R2) supported in B(0, R). The initial data for (gµν , ∂tgµν) cannot
be chosen arbitrarily, they must satisfy the constraint equations.
We recall the constraint equations. First we write the metric g in the form
g = −N2(dt)2 + g¯ij(dxi + βidt)(dxj + βjdt),
where the scalar function N is called the lapse, the vector field β is called the shift and g¯ is a
Riemannian metric on R2.
We consider the initial space-like surface R2 = {t = 0}. We will use the notation
∂0 = ∂t − Lβ,
where Lβ is the Lie derivative associated to the vector field β. With this notation, we have the
following expression for the second fundamental form of R2
Kij = − 1
2N
∂0gij.
We will use the notation
τ = gijKij
for the mean curvature. We also introduce the Einstein tensor
Gαβ = Rαβ − 1
2
Rgαβ ,
where R is the scalar curvature R = gαβRαβ. The constraint equations are given by




(R¯ − |K|2 + τ2) = 2(∂0φ)2 − g00gαβ∂αφ∂βφ, (1.5)
where D and R¯ are respectively the covariant derivative and the scalar curvature associated to
g¯. We have studied the constraint equations in [12] and [13]. The following result is a direct
consequence of [13] which was proven in Appendix 1 of [14]. It gives us the initial data we need.
Theorem 1.3. Let 0 < δ < 1. Let (φ0, φ1) ∈ HN+1δ (R2)×HNδ+1(R2) We assume
‖φ0‖HN+1δ + ‖φ1‖HNδ+1 . ε.
If ε > 0 is small enough, there exists a0, a1, a2 ∈ R× R× S1, J ∈WN,2(S1) and
(gαβ)0, (gαβ)1 ∈ HN+1δ ×HNδ+1
such that the initial data for g given by
g = ga + g0, ∂tg = ∂tga + g1,
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where ga is defined by
ga = −dt2 + dr2 + (r + χ(q)a(θ)q)2dθ2 + J(θ)χ(q)dqdθ,
with
a(θ) = a0 + a1 cos(θ) + a2 sin(θ),
are such that
• gij,Kij = −12∂0gij satisfy the constraint equations (1.4) and (1.5).






where Γa denotes the Christoffel symbols of ga, expressed in the coordinates t, x1 = r cos(θ), x2 =

























Let us note that in the resolution of the constraint equations, the only free data in the metric
is in the choice of τ and corresponds to what hypersurface in the space-time will be "t = 0".
Before stating our main result, we will recall some notations and basic tools in the study of
wave equations.
1.3 Some basic tools
We will use the notation a . b when there exists a numerical constant C such that a ≤ Cb.
Coordinates and frames
• We note xα the standard space-time coordinates, with t = x0. We note (r, θ) the polar space-
like coordinates, and s = t + r, q = r − t the null coordinates. The associated one-forms
are
ds = dt+ dr, dq = dr − dt,








• We note ∂ the space-time derivatives, ∇ the space-like derivatives, and by ∂¯ the derivatives





• We introduce the null frame L = ∂t + ∂r, L = ∂t − ∂r, U = ∂θr . In this frame, the Minkowski
metric takes the form
mLL = −2, mUU = 1, mLL = mLL = mLU = mLU = 0.
The collection T = {U,L} denotes the vector fields of the frame tangent to the outgoing
light-cone, and the collection V = {U,L,L} denotes the full null frame.
• When it is omitted, the volume form is dx, the Lebesgue measure for the background coor-
dinates, and the domain of integration is R2. The Lp spaces are also always considered with
respect to the Lebesgue measure for the background coordinates.
The flat wave equation Let φ be a solution of{
φ = 0,
(φ, ∂tφ)|t=0 = (φ0, φ1). (1.6)
The following proposition establishes decay for the solutions of 2+1 dimensional flat wave equation.
Proposition 1.4 (Proposition 2.1 in [19]). Let µ > 12 . We have the estimate
|φ(x, t)| .Mµ(φ0, φ1) (1 + |t− r|)
[1−µ]+
√
1 + t+ r
√
1 + |t− r|
where
Mµ(φ0, φ1) = sup
y∈R2
(1 + |y|)µ|φ0(y)|+ (1 + |y|)µ+1(|φ1(y)|+ |∇φ0(y)|)
and where we used the notation A[α]+ = Amax(α,0) if α 6= 0 and A[0]+ = ln(A).
Minkowski vector fields We will rely in a crucial way on the Klainerman vector field method.
We introduce the following family of vector fields
Z = {∂α,Ωαβ = −xα∂β + xβ∂α, S = t∂t + r∂r} ,
where xα = mαβx
β . These vector fields satisfy the commutation property
[, Z] = C(Z),
where
C(Z) = 0, Z 6= S, C(S) = 2.
Moreover some easy calculations give
∂t + ∂r =












∂t − ∂r = S − cos(θ)Ω0,1 − sin(θ)Ω0,2
t− r .
With these calculations, and the commutations properties in the region − t2 ≤ r ≤ 2t




(1 + |q|)k(1 + s)l |Z
k+lu|, (1.7)
where here and in the rest of the paper, ZIu denotes any product of I or less of the vector fields
of Z. Estimates (1.7) and Proposition 1.4 yield
Corollary 1.5. Let φ be a solution of (1.6). We have the estimate
|∂k ∂¯lφ(x, t)| .Mk+lµ (φ0, φ1)
(1 + |t− r|)[1−µ]+
(1 + t+ r)l+
1
2 (1 + |t− r|)k+ 12
where
M jµ(φ0, φ1) = sup
y∈R2
(1 + |y|)µ+j |∇sφ0(y)|+ (1 + |y|)µ+1+j(|∇sφ1(y)|+ |∇1+jφ0(y)|).
Weighted energy estimate We consider a weight function w(q), where q = r − t, such that
w′(q) > 0 and
w(q)
(1 + |q|)1+µ . w
′(q) .
w(q)
1 + |q| ,
for some 0 < µ < 12 .


























For the proof of Proposition 1.6, we refer to the proof of Proposition 8.2.
Weighted Klainerman-Sobolev inequality The following proposition allows us to obtain L∞
estimates from the energy estimates. It is proved in Appendix 5 of [14]. The proof is inspired from
the corresponding 3 + 1 dimensional proposition (Proposition 14.1 in [23]).
Proposition 1.7. We denote by v any of our weight functions. We have the inequality
|f(t, x)v 12 (|x| − t)| . 1√
1 + t+ |x|√1 + ||x| − t| ∑|I|≤2 ‖v
1
2 (.− t)ZIf‖L2 .
Weighted Hardy inequality If u is solution of u = f , the energy estimate allows us to
estimate the L2 norm of ∂u. To estimate the L2 norm of u, we will use a weighted Hardy inequality.






. ‖v(q) 12 ∂rf‖L2 ,
where
v(q) = (1 + |q|)α, for q < 0,
v(q) = (1 + |q|)β , for q > 0.
This is proven in Appendix 4 of [14]. The proof is inspired from the 3+1 dimensional analogue
(Lemma 13.1 in [23]).
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L∞−L∞ estimate With the condition w′(q) > 0 for the energy inequality, we are not allowed to
take weights of the form (1+ |q|)α, with α > 0 in the region q < 0. Therefore, Klainerman-Sobolev
inequality can not give us more than the estimate
|∂u| . 1√
1 + |q|√1 + s ,
in the region q < 0, for a solution of u = f . However, we know that for suitable initial data, the
solution of the wave equation u = 0 satisfies
|u| . 1√
1 + |q|√1 + s , |∂u| .
1
(1 + |q|) 32√1 + s
.
To recover some of this decay we will use the following proposition
Proposition 1.9. Let u be a solution of{
u = F,
(u, ∂tu)|t=0 = (0, 0).
For µ > 32 , ν > 1 we have the following L
∞ − L∞ estimate





Mµ,ν(F ) = sup(1 + |y|+ s)µ(1 + |s− |y||)νF (y, s),
and where we used the convention A[α]+ = Amax(α,0) if α 6= 0 and A[0]+ = ln(A).
This is proven in Appendix 3 of [14]. This inequality has been introduced by Kubo and Kubota
in [18].
An integration lemma The following lemma will be used many times in the proof of Theorem
1.12, to obtain estimates for u when we only have estimates for ∂u.
Lemma 1.10. Let α, β, γ ∈ R with β < −1. We assume that the function u : R2+1 → R satisfies
|∂u| . (1 + s)γ(1 + |q|)α, for q < 0, |∂u| . (1 + s)γ(1 + |q|)β for q > 0,
and for t = 0
|u| . (1 + r)γ+β.
Then we have the following estimates
|u| . (1 + s)γ max(1, (1 + |q|)α+1), for q < 0, |u| . (1 + s)γ(1 + |q|)β+1 for q > 0.
Proof. We assume first q > 0. We integrate the estimate
|∂qu| . (1 + s)γ(1 + |q|)β ,
from t = 0. We obtain, since β < −1, for q > 0
|u| . (1 + s)γ(1 + |q|)β+1.
Consequently, we have, for q = 0, |u| . (1 + s)γ . We now assume q < 0. We integrate
|∂qu| . (1 + s)γ(1 + |q|)α,
from q = 0. We obtain
|u| . (1 + s)γ max(1, (1 + |q|)α+1).
This concludes the proof of Lemma 1.10.
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where Pµν(g)(∂g, ∂g) is a quadratic form in ∂g and
Hα = −gxα = −∂λgλα − 1
2
gλµ∂αgλµ. (1.9)
The wave coordinate condition (respectively the generalized wave coordinate condition) consists in
imposing Hα = 0 (respectively Hα = Fα a fixed function, which may depend on g but not on its
derivatives).
Proposition 1.11. If the coupled system of equations{ −12gαρ∂α∂ρgµν + 12F ρ∂ρgµν + 12 (gµρ∂νF ρ + gνρ∂µF ρ) + 12Pµν(g)(∂g, ∂g) = 2∂µφ∂νφ
gαρ∂α∂ρφ− F ρ∂ρφ = 0 (1.10)
with F a function which may depend on φ, g, is satisfied on a time interval [0, T ] with T > 0, if
the initial induced Riemannian metric and second fundamental form (g¯,K) satisfy the constraint
equations, and if the initial compatibility condition
Fα|t=0 = Hα|t=0, (1.11)
is satisfied, then the equations (1.1) are satisfied on [0, T ], together with the wave coordinate condi-
tion
Fα = Hα.
For a proof of this result, we refer to [24], or Appendix 2 of [14].
1.4 Main Result
We introduce another cut-off function Υ : R+ → R+ such that Υ(ρ) = 0 for ρ ≤ 12 and ρ ≥ 2 and
Υ = 1 for 34 ≤ ρ ≤ 32 . Theorem 1.12 is our main result, in which we prove stability of Minkowski
space-time with a translational symmetry. We give here a first version, a more precise one will be
given in Section 2.4.
Theorem 1.12. Let 0 < ε < 1. Let 12 < δ < 1 and N ≥ 25. Let (φ0, φ1) ∈ HN+2(R2)×HN+1(R2)
compactly supported in B(0, R). We assume
‖φ0‖HN+2 + ‖φ1‖HN+1 ≤ ε.
Let ε≪ ρ≪ σ ≪ δ, such that δ− 2σ > 12 . If ε is small enough, there exists a global solution (g, φ)
of (1.1). Moreover, if we call C the causal future of B(0, R), and C¯ its complement, there exists a
coordinate system (t, x1, x2) in C and a coordinate system (t
′, x′1, x
′
2) in C¯ such that we have in C :
(φ, ∂tφ)|t=0 = (φ0, φ1),








2 (1 + |q|) 12−4ρ
,
‖1C∂ZNφ‖L2 + ‖1C∂2ZNφ‖L2 + ‖1C(1 + |q|)−
1
2
−σ∂ZN (g −m)‖L2 . ε(1 + t)2ρ,
and we have in C¯
‖1C¯(1 + |q|)1+δ−2σ∂ZN (g − ga)‖L2 . ε(1 + t)2ρ.
9
Comments on Theorem 1.12
• We consider perturbations of 3 + 1 dimensional Minkowski space-time with a translational
space-like Killing field. These perturbations are not asymptotically flat in 3 + 1 dimensions,
therefore the result of Theorem 1.12 does not follow from the stability of Minkowski space-
time by Christodoulou and Klainerman [8].
• As our gauge, we choose the generalized wave coordinates. Therefore, the method we use
has a lot in common with the method of Lindblad and Rodnianski in [23] where they proved
the stability of Minkowski space-time in harmonic gauge. It is an interesting problem to
investigate the stability of Minkowski with a translation symmetry using a strategy in the
spirit of [8] or [17].
• Theorem 1.12 can be easily generalized to the non polarized case, where the 3+1 dimensional
metric is of the form
g = e−2φg + e2φ(dx3 +Aαdxα)2.
In this case, the vacuum Einstein equations reduce to Einstein equations coupled to a wave-
map system in 2 + 1 dimension. Since the additional equations have the null structure, this
does not make any change to the proof given here.
• It is conjectured that maximal Cauchy developments of asymptotically flat solutions to the
3+1 vacuum Einstein equations with a spacelike translational Killing field are geodesically
complete (see [3]). This result has been proved in the non polarized case with an additional
symmetry assumption in [3].
• We assume more regularity for φ than for g. This is possible in wave coordinates because
the equation gφ = 0 involves only g and not its derivatives. The proof is based on the
construction of an approximate solution in the exterior region, and it is for the control of this
approximate solution, which involves one derivative of φ that the additional regularity for φ
is needed.
• Our proof restricts to φ compactly supported. The reason why is the following. Our ap-
proximate solution forces us to work in adapted generalized wave coordinates in the exterior.
The approximate solution involves one derivatives of φ, so if φ was not supported only in the
interior, the equation gφ = 0 would involve coupling terms between φ and the approximate
solution, at the level of two derivatives of φ. Let us note that in [14], the compact support
assumption for φ is not needed.
• The space-time constructed in Theorem 1.12 is the development of the initial data of Theorem
1.3. At space-like infinity, the metric converges to ga given by the constraint equations. The
metric ga is Ricci flat in the exterior and has a deficit angle. This behaviour is similar to the
behaviour of Einstein-Rosen waves (see [5] and [4]) which are radial solutions of (1.1).
• Generalized wave coordinates have also been used by Hintz and Vasy in the proof of the non-
linear stability of Kerr-de Sitter black holes (see [10]). There seems to be a lot of similarities
between the two constructions. In their paper they choose the generalized wave coordinates
inductively in order to remove the non physical exponentially growing solutions which ap-
pear as solutions to the Einstein equations in wave coordinates. In our paper, solutions to
the Einstein equations in wave coordinates may have a growth in
√
t : we also choose the
generalized wave coordinates to remove this pathological behaviour.
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1.5 Sketch of the proof
To begin with, let us look at the structure of Einstein equations in wave coordinates. The structure
of Einstein equations can be seen when we write them in the null frame L, L, U . We decompose
the metric into





where m is the Minkowski metric. Then, if we neglect all the nonlinearities involving a good










The quadratic terms involving gLL are handled by making use of the wave coordinate condition, as
in [23] : the condition Hα = 0 where Hα is defined by (1.9) implies ∂qgLL ∼ ∂¯g˜ (more precisely it
is implied by LαH
α = 0). Therefore, the quadratic terms involving gLL behave like terms having
the null structure. Consequently, we are left with the model system{
φ = 0,
gLL = −16(∂qφ)2.
Thanks to the decoupling it is of course possible to solve such a system. However, in 2 + 1




and the metric coefficient gLL has no decay, not even with respect to q = r− t. This is not enough
to solve the full coupled system. However, this seems to be only a coordinate problem. To see it,
let’s assume for a moment we had found a coordinate system (not the wave gauge) in which all the
metric coefficients have at least the decay of a solution to the free wave equation. Then we can
compute, on the light cone






















2rdq + ∂q g˜UU .
We can impose to have such a decomposition in C, the causal future of B(0, R), by choosing to
work in generalized wave coordinates such that






Indeed, we will see in Section 4 that Lαgx
α ∼ 12∂qgUU + ∂¯g. With this gauge, a model equation
for gLL will be
gLL = −16(∂qφ)2 + 2gLL∂LHL ∼ 4g˜LL(∂qφ)2.
In the right-hand side, instead of having a quadratic nonlinearity without null structure, we now
have a cubic nonlinearity without null structure. This leads to a logarithmic loss in the estimate for
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gLL but as in [23], this loss occurs only on "bad" coefficients. Thanks to the structure, "bad" com-
ponents of the metric interact only with good derivatives. Consequently, this is not an obstruction
for proving global existence.
Let us analyse the consequence of 1.12 in the exterior region. Since the initial data for φ are




a(θ, s) + ∂q g˜UU ,




We can compute that the metric
−dt2 + dr2 + (r + qa(θ, s))2dθ2,
is not Ricci flat when a depends on s. This is not compatible with the fact that outside the causal
future of B(0, R) we have Rµν = 2∂µφ∂νφ = 0.
To overcome this difficulty we will follow the following scheme.
• The initial data for φ are given, compactly supported in B(0, R). The initial data for g are
given by Theorem 1.3. At the level of the initial data, we can write g = ga + g˜, with
ga = −(dt′)2 + (dr′)2 + (r′ + χ(q′)a(θ′)q′)2(dθ′)2 + J(θ′)χ(q′)dq′dθ′,
























and (g˜, ∂tg˜)|t=0 ∈ HN+1δ ×HNδ+1 for all 0 < δ < 1.
• We can solve (1.1) in generalised wave coordinates gx
(α) = gax
(α) up to a time T . We
obtain a solution of the form g = ga + g˜. Moreover the solution is global outside the causal
future of B(0, R) (see Appendix A).
• We consider a function b(θ, s), satisfying a set of hypothesis H, and make a change of variable
in the region q > R+ 1
s′ ∼ (1 + b(θ, s))s,
q′ ∼ (1 + b(θ, s))−1q,
θ′ ∼ θ + f(θ, s),
where f(θ, s) is such that
1 + ∂θf(θ, s) = (1 + b(θ, s))
−1.
We use the symbol ∼ because we prefer to give a simplified formula at this stage, to enlighten
the main contributions. The precise formula is given in next section. With this change of
variable, we obtain a solution of the form g = gb + g˜, where in the region q > R + 1, the
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metric gb corresponds to ga, expressed in the new coordinates q, s, θ. By construction gb is
Ricci flat for q > R+ 1 and it is given by
gb ∼ −dt2 + dr2 + (r + χ(q)(a(θ)− b(θ, s)− ∂2θ b(θ, s))q)2dθ2,
where we have neglected the terms involving ∂sb. By looking at the Riemannian metric
induced by g on the new hypersurface t = 0 and at the second fundamental form, we obtain
a solution to the constraint equations with an asymptotic behaviour compatible with gb (see
Appendix B).
• We now perform a bootstrap argument. We assume that we have a solution (g, φ) on a
time interval [0, T ′] in generalized coordinates such that in the exterior gxα ∼ gbxα (plus
corrective terms) and in the interior we have (1.12) (plus corrective terms). We assume that
we can write g = gb + g˜, with g˜ satisfying estimates similar to the estimates for a free wave
(except for g˜LL which has a logarithmic growth in the energy). We note
h(θ, s) = a(θ) + b(θ, s) + ∂2θ b(θ, s).




2 , r, θ))
2rdr1. However, we can not ask directly
for this equality to hold because it would introduce non local terms in the equations. Instead
we will use bootstrap assumptions to construct h inductively : in the bootstrap assumptions
we assume that ∣∣∣∣Π(∫ ∞
0
(∂qφ(t = s/2, r, θ))
2rdr − h(θ, s)
)∣∣∣∣ . ε2√1 + s , (1.13)





Π(u) sin(θ)dθ = 0.
• By integrating the constraint equations on a time slab t constant, we obtain the remaining
estimate for h ∣∣∣∣∫ ∞
0
(∂qφ(t = s/2, r, θ))
2rdr − h(θ, s)
∣∣∣∣ . ε2√1 + s .
• We obtain estimates for g˜ and φ thanks to L∞ − L∞ estimates and energy estimates. This
step follows a quite standard vector field method, similar to the one in [23]. Let us just note
that, as in [14], we have to introduce a set of weight functions to be able to use the structure
of our equations even at the level of our last energy estimate. We describe briefly this issue
in section 1.6. We also use the set of weight functions to treat the interaction with the metric
gb.
• To improve estimate (1.13), we set







and choose b(2) to be the solution to the elliptic equation
b(2) + ∂2θ b
(2) = Πh(2).
1It is more convenient for the estimates to use an integration along lines of constant t and θ than lines of constant
s and θ. On the light cone, we have t = s
2
, so it is why we evaluate the integral at t = s
2
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We then check that b(2) satisfies the estimates H (for this purpose, some geometric corrective
terms have to be added to the formula given here for h(2)), return to the third step to construct
initial data with the asymptotic behaviour given by gb(2) , and solve the evolution problem
in coordinates adapted to gb(2) , we note (g
(2), φ(2)) the solution. We remark that we can go
from one solution to the other by a change of coordinates, which can be controlled thanks
to the estimates we have on the metric. Consequently (g(2), φ(2)) satisfy the same improved
estimates as (g, φ) and moreover, we have improved (1.13).
• By performing an inverse change of variable in C¯ we see that g converges to ga in the exterior,
which is the behaviour given in Theorem 1.12.
1.6 Non commutation of the null decomposition with the wave operator
We have seen in the previous section that the coefficient gLL is expected to have a logarithmic
growth in the energy
‖w 12∂gLL‖L2 . ε2(1 + t)ρ.
We do not want this behaviour to propagate to the other coefficients of the metric. To this end,
we will rely on a decomposition of the type






However, since the wave operator does not commute with the null decomposition, we have to control







When applying the weighted energy estimate for g˜1, we obtain
d
dt

























‖w(q) 12 ∂g˜1‖L2 ≤ ε2(1 + t)ρ,
which is precisely the behaviour we are trying to avoid with this decomposition ! However we have
not been able to exploit all the decay in t in (1.14) : we could not exploit the good derivative ∂¯
acting on gLL. In order to do so, we will use different weight functions for g˜1 and for gLL. If we set
w(q) = (1 + |q|)2σw1(q),
and we assume that we have
‖w(q) 12 ∂gLL‖L2 . ε2(1 + t)ρ,















(1 + s)σ(1 + |q|)1−σ |Zh|,












‖w(q) 12 ∂ZgLL‖L2 ,









and therefore, if σ > ρ
‖w1(q)
1
2 ∂g˜1‖L2 . ε2.
Recall that the weighted energy inequality forbids weights of the form (1 + |q|)α with α > 0 in the
region q < 0. Therefore we are forced to make the following choice in the region q < 0
w(q) = O(1), w1(q) =
1
(1 + |q|)2σ .
Thus, for g˜1, the t
ρ loss has been replaced by a loss in (1 + |q|)σ.
2 The background metric
In this section, we explain the construction of the metric gb. This metric should be
• isometric to the Minkowski metric in the region q < R,
• isometric to ga in the region q > R+ 1,
• not flat in the transition region, but the Ricci tensor must not contain terms which can not
be handled.
Moreover we will need coordinates in which, in the region q > R + 1, we have (gb)UU ∼ qrh(θ, s).
For this, we will write
gb = χ(q)ga + (1− χ(q))m,
where ga is expressed in appropriate coordinates, described in the following section, and χ is an
appropriate cut-off function.
2.1 A change of variable
In this section we describe the coordinate change we will use. Corrective terms have to be added
compared to what was explained in the introduction because
• the metric coefficients expressed in the new coordinates should have enough decay,
• the Ricci tensor in the transition region should also have enough decay.
Let a0, a1, a2 ∈ R given by Theorem 1.3. They satisfy
|a0|+ |a1|+ |a2| ≤ ε2,
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we will note a(θ) = a0 + a1 cos(θ) + a2 sin(θ). We have at this stage to already state the estimates
satisfied by b. It will allow us to see which terms can be treated as remainders and simplify the
exposition. Let b(θ, s) satisfying the following set of hypothesis∫
S1
b(θ, s)
1 + b(θ, s)













‖ZNb‖H2(S1) ≤ ε2(1 + s)ρ, (2.5)∫ S
0
(1 + s)‖∂sZNb‖2H2(S1)ds ≤ ε4(1 + S)2ρ, (2.6)∫ S
0
(1 + s)1−4ρ‖∂sZNb‖2H2(S1)ds ≤ ε4, (2.7)∫ S
0
(1 + s)3−σ‖∂3sZNb‖2L2(S1)ds ≤ ε4(1 + S)2ρ, (2.8)
and we can write
∂sb = f1 + f2 (2.9)
with










(1 + s)4‖∂sZNf1‖2L2(S1)ds ≤ ε4(1 + S)2ρ, (2.12)∫ S
0
(1 + s)3‖∂sZNf1‖2H1(S1)ds ≤ ε4(1 + S)2ρ, (2.13)∫ S
0
(1 + s)2‖ZNf1‖2H1(S1)ds ≤ ε4(1 + S)2ρ, (2.14)∫ S
0
(1 + s)3−2ρ‖ZNf2‖2H1(S1)ds ≤ ε4(1 + S)2ρ, (2.15)∫ S
0
(1 + s)3‖∂sZNf2‖2H1(S1)ds ≤ ε4(1 + S)2ρ. (2.16)
(2.17)
We note H the set of hypothesis (2.1) to (2.14).
We begin by constructing a Ricci flat metric in the following way : we start with the Ricci flat
metric
ga = ds
′dq′ + (r′ + a(θ′)q′)2(dθ′)2 + J(θ′)dθ′dq′.
We perform the change of coordinates
s′ = (1 + b(θ, s))s− (∂θb(θ, s))2(1 + b(θ, s))−1q,
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q′ = (1 + b(θ, s))−1q,
θ′ = θ − q
r
∂θb(θ, s)
(1 + b(θ, s))2
+ f(θ, s),
where f(θ, s) is such that










In the following proposition, we estimate the coefficients of ga in the null frame L = ∂t + ∂r,
L = ∂t − ∂r, U = ∂θr .
Proposition 2.1. We can write ga = σ
0 + σ1 where
σ0(L,L) = −2,
σ0(U,L) = s(1 + b)∂sf,









+ (1 + b)−2(∂θb)2, (2.18)
and we have the estimates (we denote by ∂αθ any product of α or less vector fields ∂θ) :
|ZIga| . s|∂sZIb|+ q|∂s∂θZIb|+ q
s
|∂2θZIb|, (2.19)









(1 + |q|) |Z
Ig0|, (2.21)

















2(1 + b(θ, s))−1
)
qds
dq′ = (1 + b(θ, s))−1dq − q(1 + b(θ, s))−2∂θb(θ, s)dθ − q(1 + b(θ, s))−1∂sb(θ, s)ds,
dθ′ =
(





(1 + b(θ, s))2
))
dθ + ∂sf(θ, s)ds
+
∂θb(θ, s)























(1 + b(θ, s))s− 1
(1 + b(θ, s))
(∂θb(θ, s))
2q + (1 + b(θ, s))−1q
)
=(1 + b)r − 1





((1 + b)−1 − (1 + b))q.
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We note that b
s
has at least the same decay in s and is more regular than s∂sb, so if we are able
to estimate the second, we are able to estimate the first. We can also neglect quadratic terms with
similar or better behaviour than a term which is already present. Consequently we write






dq′ = O(q∂sb)ds+ (1 + b)−1dq − q(1 + b)−2∂θbdθ,
and consequently
ds′dq′ =(1 +O (s∂sb) +O (q∂s∂θb)) dsdq − (∂θb)2(1 + b)−2dq2 +O (q∂s∂θb) ds2
+
(−qs(1 + b)−2(∂θb)2 +O(ε2q2∂2θ b)) dθ2
+ (−q∂θb(1 + b)−1 +O(εqs∂s∂θb))dsdθ +
(














dθ2 + (q∂θb(1 + b)
−1 + (1 + b)r2∂sf)dsdθ
− s∂θb(1 + b)−1dqdθ +O(r2(∂sf)2)ds2 +
(







(r′ + a(θ′)q′)2 − (1 + b)2r2 = rq(2a(θ + f)− (∂θb)2 + (1− (1 + b)2)) +O(q2ε2∂θb).
Consequently, we can estimate the coefficients of the metric ga in coordinates s, q, θ










2(1 + b)∂sf +O (sq∂s∂θb) ,
(ga)qθ = J(θ









− (1 + b)−2(∂θb)2 − 2(1 + b)−2(∂θb)2
)
+O(εq2∂2θb)
= r2 + qr
(




+ (1 + b)−2(∂θb)2
)
+O(εq2∂2θ b)
To obtain the estimates for ZIga, we note that we have the following expression for the commutator
of Z with ∂s
[S, ∂s] = ∂s, [Ω0,1, ∂s] = cos(θ)∂s − q
2r2




We see that if we isolate the contribution r2(1 + b)∂sf in (ga)sθ and rqh in (ga)θθ we obtain the
desired estimates for σ1.
We call gb the metric whose coefficients in the coordinates s, q, θ are given by the coefficients
above, where the terms involving b or f are multiplied by a cut-off function χ(q), more precisely
gb = χ(q)ga + (1− χ(q))m,
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where m is the Minkowski metric
m = dsdq + r2dθ2.
From now on in the paper, χ will be a cut-off function such that
χ(q) = 1, for q ≥ R+ 1, χ(q) = 0, for q ≤ R+ 1
2
.
In particular, when χ = 0, gb is isometric to Minkowski metric and when χ = 1, gb is isometric to
ga.
























Proof. We have thanks to (2.4) and the Sobolev embedding H1(S1) ⊂ L∞










, for I ≤ N − 2
and




















Thanks to (2.2) we have, for I ≤ N − 11












which concludes the proof of Corollary 2.2.
Corollary 2.3. We have the estimates
‖ZN−1h‖L2(S1) . ε2,
‖ZNh‖L2(S1) . ε2(1 + s)ρ,∫ S
0
(1 + s)‖∂sZNh‖2L2(S1)ds ≤ ε4(1 + S)2ρ.
Proof. It is a direct consequence of the definition of h (2.18) and the assumptions for b, (2.3) and
(2.5).
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2.2 Calculation of the Ricci tensor
We now turn to the estimate for the Ricci coefficients of gb.
Proposition 2.4. We can write R = R0 +R1, where





















Proof. When χ = 0, gb is isometric to Minkowski metric, and when χ = 1, gb is isometric to ga
which is Ricci flat, so the Ricci coefficients are non zero only in the region where χ is non constant,





in the region where χ is non constant,






and are easier to estimate than the non quadratic
terms. The non quadratic terms have to involve a term containing χ′(q). We calculate in s, q, θ



















































































































































































































































































except the contribution of
1
r
∂2q (qχ(q))h(θ, s) in Rqq and the contribution of ∂
2








2.3 The generalized wave coordinates
We will look for solutions of the form g = gb + g˜. We will work in generalized wave coordinates,




Next we need to get rid of the artificial bad term σ0UL∂
2
qχ(q) in RUL. If we look at (1.8), we see
that this contribution can only come from 12gUU∂LF
U
b , and consequently from a term of the form
−σ0ULχ′(q) in UαFα. Consequently, we will modify the wave coordinate condition to remove this
term. We also want to take a coordinate choice in which the quadratic nonlinearities in our system
satisfy the null condition (see Section 1.5). For these two reasons, we introduce the vector-valued















2r − h(θ, s = 2t)χ′(q)) dr, (2.27)
LαG
α = 0 (2.28)
Finally, we will work in generalized wave coordinates such that
Hα = gλβΓαλβ = F
α
b +G
α + G˜α, (2.29)
where G˜α is defined in the following manner :
Definition 2.5. G˜α is the sum of all the terms in gλβΓαλβ, calculated for g = gb + g˜, which are of
the form g˜∂ls∂
k
θ b, where l + k − 2 ≥ 1 or l ≥ 2.
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Proposition 2.7 is the reason why we add this small modulation to the gauge condition.
In generalized wave coordinates, the expression (1.8) allows us to write the system (1.1) into
the form {
gφ = 0
















Remark 2.6. In generalized wave coordinates, the wave operator can be expressed as
g = g
αρ∂α∂ρ −Hρb ∂ρ.

















Therefore, subtracting twice the equation (2.32) to the second equation of (2.30) we obtain{
gφ = 0,
gg˜µν = −4∂µφ∂νφ+ 2(Rb)µν + gµρ∂νGρb + gµρ∂µGρb + Pµν(g)(∂g˜, ∂g˜) + P˜µν(g˜, gb),
(2.33)














Let us note that P˜µν(g˜, gb) contains only crossed terms between gb and g˜.




s b nor ∂
4
θb.
Proof. By looking at the decomposition of gb we observe that the terms in P˜µν(g˜, gb) which involve
∂3s∂θb or ∂
3
s b or ∂
4
θ b, in fact involve ∂
2
s (gb)s− or ∂2θ (gb)θθ, where − stands for any index. The terms
involving two derivatives of gb in P˜µν(g˜, gb) are the same than in
−g(gb)µν + gµρ∂ν(F ρb + G˜ρ) + gνρ∂µ(F ρb + G˜ρ).
Our choice of G˜ρ is done precisely in order for the terms involving ∂3s∂θb or ∂
3
s b or ∂
4
θ b in the above
expression to be the same than in the Ricci tensor of gg + g˜, so the same than in the expression
∂αΓ
α
µν − ∂µΓανα. (2.35)
We look for the terms involving ∂2s (gb)s−. When µ and ν are equal to q or θ these terms are not
present. If µ = s, the terms involving ∂2s (gb)s− in (2.35) are the same than in
1
2
gsρ∂s(∂sgνρ + ∂νgsρ − ∂ρgsν)− 1
2
gαρ∂s∂νgαρ.
If ν is equal to q or θ, we directly see that the terms involving ∂2s (gb)s− compensate. If ν = s these
terms are the same than in
1
2





so again they compensate. The case ∂2θ (gb)θθ is similar, so this concludes the proof of Proposition
2.7.
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2.4 Second version of Theorem 1.12
We give here a more precise version of Theorem 1.12.
Theorem 2.8. Let 0 < ε < 1. Let 12 < δ < 1 and N ≥ 25. Let (φ0, φ1) ∈ HN+2(R2)×HN+1(R2)
compactly supported in B(0, R). We assume
‖φ0‖HN+2 + ‖φ1‖HN+1 ≤ ε.
Let ε ≪ ρ ≪ σ ≪ δ such that δ − 2σ > 12 . If ε is small enough, there exists a global solution
(g, φ) of (1.1). More precisely there exists b(θ, s) satisfying the set of hypothesis H, and a set of
generalized wave coordinates (t, x1, x2) defined by (2.29) such that we can write in these coordinates









2 (1 + |q|) 12−4ρ
,
‖∂ZNφ‖L2 + ‖∂2ZNφ‖L2 + ‖w2∂ZN g˜‖L2 . ε(1 + t)2ρ,
where {
w2(q) = (1 + |q|)2+2δ−4σ , for q > 0
w2(q) = (1 + |q|)−1−2σ , for q < 0.
Moreover, for h(θ, s) defined by (2.18), we have∫ ∞
0
2(∂qφ(t, r, θ))






3 Bootstrap assumptions and proof of Theorem 1.12
3.1 Bootstrap assumptions
Let ρ, σ, µ such that ε≪ ρ≪ σ ≪ δ, and
δ − 2σ > 1
2
, σ ≤ 1
4
, µ ≤ 1
4
The initial data (φ0, φ1) for φ are given in H
N+2 × HN+1(R2), compactly supported in B(0, R).
Let b which satisfy the set of estimates H. We construct a metric gb as described in Section 2.1.
There exists initial data for g (see Appendix B), such that we can write at t = 0
g = gb + h˜0, ∂tg = ∂tgb + h˜1
with (h˜0, h˜1) ∈ HN+1δ ×HNδ+1 and
• the constraint equations are satisfied at t = 0,
• the generalized wave coordinate condition is satisfied at t = 0.
We consider a time T such that there exists a solution g = gb + g˜, φ on [0, T ] of (2.33). We assume
that on [0, T ] the following estimates hold
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L∞-based bootstrap assumptions For I ≤ N − 9 we assume
|ZIφ| ≤ 2C0ε√
1 + s(1 + |q|) 12−4ρ
, (3.1)





where here and in the following, C0 is a constant depending on ρ, σ, µ, δ,N such that the inequalities











L2-based bootstrap assumptions We introduce three weight functions{
w(q) = (1 + |q|)2+2δ , for q > 0
w(q) = 1 + (1 + |q|)−2µ, for q < 0,{
w1(q) = (1 + |q|)2+2δ−2σ , for q > 0
w1(q) = (1 + |q|)−2σ , for q < 0,{
w2(q) = (1 + |q|)2+2δ−4σ , for q > 0
w2(q) = (1 + |q|)−1−2σ , for q < 0.
We introduce the following decompositions of the metric
g = gb + g˜, (3.5)




kdq2 + g˜1, (3.6)
where k satisfies
gk = QLL = ∂qgUU∂q g˜LL + g˜LL∂qG
L. (3.7)
We introduce the second decomposition to exploit the weak null structure for cubic terms. Our
L2-based bootstrap assumptions are the following.
Estimates for φ :
‖w 12∂ZNφ‖L2 ≤ 2C0ε(1 + t)ρ, (3.8)
‖w 12∂2ZNφ‖L2 ≤ 2C0ε(1 + t)ρ, (3.9)
‖w 12∂(SZNφ− s∂qφZNgLL)‖L2 ≤ 2C0ε(1 + t)ρ, (3.10)




‖w 12∂ZN−1φ‖L2 ≤ 2C0ε, (3.12)
Integrated estimates for ∂¯φ :∫ t
0
∫
w′(q)(∂¯ZNφ)2dxdτ ≤ 2C0ε2(1 + t)2ρ (3.13)∫ t
0
∫
w′(q)(∂¯∂ZNφ)2dxdτ ≤ 2C0ε2(1 + t)2ρ (3.14)∫ t
0
∫
w′(q)(∂¯(SZNφ− s∂qφZNgLL))2dxdτ ≤ 2C0ε2(1 + t)2ρ (3.15)∫ t
0
∫
w′(q)(1 + τ)−1(∂¯ZN+1φ)2dxdτ ≤ 2C0ε2(1 + t)2ρ (3.16)
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N g˜‖L2 ≤ 2C0ε(1 + t)2ρ, (3.18)





N−4g˜1‖L2 ≤ 2C0ε, (3.20)
‖∂Z˜N−10g1‖L2 ≤ 2C0ε. (3.21)













N g˜)2dxdτ ≤ 2C0ε2(1 + t)2ρ. (3.24)
Bootstrap assumptions for h∥∥∥∥ΠZN−1(∫ ∞
0








−2ρ . (3.25)∥∥∥∥ΠZN−5(∫ ∞
0















2 + |∇φ|2) (t, x)dx∣∣∣∣+ ∣∣∣∣∫ h(θ, 2t) cos(θ)dθ + ∫
R2
2 (∂tφ∂1φ) (t, x)dx
∣∣∣∣
+
∣∣∣∣∫ h(θ, 2t) sin(θ)dθ + ∫
R2
2 (∂tφ∂2φ) (t, x)dx
∣∣∣∣ .
we assume
|∆h| ≤ 2C0 ε√
1 + t
. (3.27)
3.2 Proof of Theorem 1.12
We have the following improvements for the bootstrap assumptions. The constant C will denote a
constant depending only on ρ, σ, µ, δ,N .






The proof of Proposition 3.1 is the object of Section 6.
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Proposition 3.2. We have
|ZN−9φ| ≤ C0ε+ Cε
2
√
1 + s(1 + |q|) 12−4ρ
,


















The proof of Proposition 3.2 is the object of Section 7.
Proposition 3.3. We have the estimates
‖w 12∂ZNφ‖L2 ≤ C0ε+ Cε
3
2 (1 + t)ρ,
‖w 12∂2ZNφ‖L2 ≤ C0ε+ Cε
3
2 (1 + t)ρ,
‖w 12∂(SZNφ− s∂qφZNgLL)‖L2 ≤ C0ε+ Cε
3
2 (1 + t)ρ,
‖w 12∂ZN+1φ‖L2 ≤ C0ε+ Cε
3





N g˜1‖L2 ≤ C0ε+ Cε
5





N g˜‖L2 ≤ C0ε+ Cε
3
2 (1 + t)2ρ,
and the integrated estimates∫ t
0
∫
w′(q)(∂¯ZNφ)2dxdτ ≤ C0ε2 + Cε3(1 + t)2ρ,∫ t
0
∫
w′(q)(∂¯∂ZNφ)2dxdτ ≤ C0ε2 + Cε3(1 + t)2ρ,∫ t
0
∫
w′(q)(∂¯(SZNφ− s∂qφZNgLL))2dxdτ ≤ C0ε2 + Cε3(1 + t)2ρ,∫ t
0
∫





2dxdτ ≤ C0ε2 + Cε
5








N g˜)2dxdτ ≤ C0ε2 + 2Cε3(1 + t)2ρ.
The proof of Proposition 3.3 is the object of Section 9.
Proposition 3.4. We have the estimates
‖w 12 ∂ZN−1φ‖L2 ≤ C0ε+Cε
3
2 (1 + t)ρ,
‖w 12 ∂ZN−3g˜‖L2 ≤ C0ε+ Cε
3





N−4g˜1‖L2 ≤ C0ε+ Cε
5
4 ,




The proof of Proposition 3.4 is the object of Section 10. To improve the estimate for h we set

















where F2 is defined in Corollary 11.1. The additional terms we add (compared to the heuristic
choice −2 ∫ ∂tφ∂rφrdr ) are needed for two purposes






• ∂shˇ must be at the same level of regularity than ∂θ∂φ and ∂θg.
We extend the function hˇ to all times by
h′(θ, s) = ψ(s)hˇ(θ, s) + (1− ψ(s))hˇ(θ, 2T ),
where ψ is a cut-off function such that ψ = 1 for s ≤ 2T − 1 and ψ = 0 for s > 2T .
Proposition 3.5. h′ satisfy the following estimates
‖ZN−1h′‖L2(S1) ≤ Cε2, (3.28)













(1 + τ)‖ZNh′‖2L2(S1)dτ ≤ ε2(1 + t)2ρ, (3.32)
and we can write ∂sh




(1 + τ)4‖∂sZNh′1‖2H−2(S1)dτ ≤ Cε4(1 + t)2ρ, (3.33)









(1 + τ)3−2ρ‖ZNh′2‖2H−1(S1)dτ ≤ Cε4(1 + t)2ρ, (3.36)∫ t
0
(1 + τ)3‖∂sZNh′2‖2H−1(S1)ds ≤ Cε4(1 + t)2ρ, (3.37)∫ t
0
(1 + τ)3‖∂sZNh′1‖2H−1(S1)dτ ≤ Cε4(1 + t)2ρ, (3.38)∫ t
0
(1 + τ)2‖ZNh′1‖2H−1(S1)dτ ≤ Cε4(1 + t)2ρ, (3.39)
and also ∥∥∥∥ZN−5(∫ ∞
0



















The proof of Proposition 3.5 is the object of Section 11.1. We obtain b thanks to the following
proposition
Proposition 3.6. There exists b0(s), b1(s), b2(s) such that there exists a solution b
(2) of





+ (1 + b(2))−2(∂θb(2))2
= Πh′(θ, s) + b0 + b1 cos(θ) + b2 sin(θ),






‖∂ks b(2)‖Hl+2(S1) . ‖∂ksh′‖Hl(S1),
and
|b0 − a0|+ |b1 − a1|+ |b2 − a2| . ε4,
|∂ks b0|+ |∂ks b1|+ |∂ks b2| . ε2‖∂ksh′‖L2(S1).
The proof of Proposition 3.6 is the object of Section 11.2.
Proposition 3.7. We set
h(2) = Πh′(θ, s) + b0 + b1 cos(θ) + b2 sin(θ),
There exists a solution (g(2) = gb(2) + g˜
(2), φ(2)) of (2.33) on [0, T ] × R2, in generalized wave
coordinates
(H(2))α = (g(2))λβ(Γ(2))αλβ = (F
(2))α + (G(2))α + (G˜(2))α,
with





















with f (2) such that 1 + ∂θf




(2), where l+ k− 2 ≥ 1 or l ≥ 2. Moreover (g(2), φ(2)) satisfy the same estimates
as (g, φ), b(2) satisfy the estimates H and∥∥∥∥ΠZN−5(∫ ∞
0
(∂qφ


















The proof of Proposition 3.6 is the object of Section 11.3. Combining Propositions 3.1 to 3.7
we now give the proof of Theorem 1.12
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, Cε ≤ 1
2
Then Propositions 3.2, 3.3 and 3.4 imply that the bootstrap assumptions for (φ, g˜) are true with the
constant 2C0 replaced with
3C0
2 . Moreover, thanks to Proposition 3.1, the bootstrap assumption
3.27 is true with 2C0 replaced by C0. Moreover, Propositions 3.5, 3.6 and 3.7 yield the existence
of b(2) satisfying the hypothesis H and (g(2) = gb(2) + g˜(2), φ(2)) solution of (1.1) such that the
bootstrap assumptions are satisfied by (g˜(2), φ(2)) with 2C0 replaced by
3C0
2 , and the bootstrap
assumptions (3.25),(3.26) and (3.27) are satisfied by





+ (1 + b(2))−2(∂θb(2))2,
with 2C0 replaced by C0. This concludes the proof of Theorem 1.12.
3.3 First consequences of the bootsrap assumptions
Thanks to the weighted Klainerman-Sobolev inequality, the bootstrap assumptions immediately
imply the following propositions
Proposition 3.8. We have the estimates, for q < R
|∂ZN−3φ(t, x)| . ε√
1 + |q|√1 + s , (3.42)
|∂ZN−5g˜(t, x)| . ε(1 + s)
ρ√
1 + |q|√1 + s , (3.43)
|∂ZN−6g˜1(t, x)| . ε
(1 + |q|) 12−σ√1 + s
, (3.44)
|∂ZN−12g˜1(t, x)| . ε√
1 + |q|√1 + s , (3.45)





−ρ(1 + |q|) 32+δ
, (3.46)
|∂ZN−6g˜1(t, x)| . ε
(1 + |q|) 32+δ−σ√1 + s
. (3.47)
Thanks to Lemma 1.10 we deduce the following corollary
Corollary 3.9. We have the estimates, for q < R






























−ρ(1 + |q|) 12+δ
, (3.52)
|ZN−6g˜1(t, x)| . ε
(1 + |q|) 12+δ−σ√1 + s
. (3.53)
To obtain L2 estimates for ZIφ and ZI g˜ we may use the weighted Hardy inequality
Proposition 3.10. We have
‖(1 + |q|)−1w 12ZNφ‖L2 + ‖(1 + |q|)−1w
1
2 (SZNφ− s∂qφZNgLL)‖L2 . ε(1 + t)ρ, (3.54)













N g˜‖L2 . ε(1 + t)2ρ, (3.57)
‖(1 + |q|)−1w 12ZN−1φ‖L2 . ε, (3.58)





N−4g˜1‖L2 . ε. (3.60)
Proof. The only thing we have to check is whether we can apply Proposition 1.8 with our weight
functions. In the exterior, the smaller weight is w2(q) = (1 + |q|)β with β = 2 + 2δ − 2σ > 1. In
the interior, the biggest one is a O(1). Consequently we are in the range of the weighted Hardy
inequality.
Lemma 3.11. We have∥∥∥∥ΠZN−1(∫ ∞
0
2(∂qφ(t, r, θ))








−2ρ , (3.61)∥∥∥∥ΠZN−5(∫ ∞
0
2(∂qφ(t, r, θ))









Proof. We can write
(∂qφ)





Consequently, thanks to (3.1) and (1.7) we have
|(∂qφ)2 + ∂rφ∂tφ| . ε
(1 + s)
3
2 (1 + |q|) 32−4ρ
|Zφ|,
















Estimates (3.54) and (3.58) conclude the proof of Lemma 3.11.
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4 The wave coordinates condition
Similarly to [23] we use the wave coordinate condition to obtain better decay on some coefficients
of the metric. More precisely, since we are in 2+1 dimensions, the wave coordinate condition gives
us three relations, which yield the fact that ∂qgLL, ∂qgLU and ∂qgUU have a better decay than
expected. In the first part of this section, we calculate the algebraic relations given by the wave
coordinate condition, and in the remaining parts, we give the estimates for these good coefficients
of metric.
4.1 Good components of the metric
The wave coordinates condition yields better decay properties in s for some components of the
metric. Since far from a conical neighbourhood of the light cone, we have |q| ∼ s, this condition
will only be relevant near the light cone. It is given by
Hα = gλβΓαλβ = F
α +Gα + G˜α,
where the terms are defined in Section 2.3.
Proposition 4.1. We have the following estimate, in the region t2 ≤ r ≤ 2t,
|∂qZI g˜LL| . |∂¯ZI g˜LL|+ |∂¯ZI g˜T T |+ 1
1 + s
(|ZI g˜LL|+ |ZI g˜T T |) .








Let us note that the second part of the Proposition will only be used in Section 11.1.













|det(g)| + ∂µ(Lαgµα)− gµα∂µ(Lα)
=
















where we have denoted by R the vector field ∂r, and used the following calculations
gµα∂µ(Lα) =− gµα∂µ(Rα)














LU + gLR(∂1 cos(θ) + ∂2 sin(θ)) + g





























Also we have in the basis L,L,U
det(g)|L,L,U = gLL(gLLgUU − (gUL)2)− gLL(gLLgUU − gLUgLU ) + gLU (gLLgUL − gLLgLU ). (4.2)




(gLLgUU − (gUL)2) = −1
4




(gLLgLU − gULgLL) = 1
2




(gLLgUU − gULgUL) = 1
gLL
+O(gT T ),
where we have used the notation O(g) = O(g −m) where m is the Minkowski metric. To go from








g˜LL| . |g˜T T |.
We note that in (4.1) the terms involving ∂LgLL compensate. Since in (4.1), by definition of F
α
the terms involving only gb compensate, we have
∂q g˜LL − 1
2r
g˜LL = ∂¯g˜T T +
1
1 + s
g˜T T + s.t..
where s.t denotes similar terms (here these terms are quadratic terms with a better or similar
decay), and we have used the fact that in the region t2 ≤ r ≤ 2t, we have r ∼ s. This prove the
second part of the proposition. Since [Z, ∂q] ∼ ∂q and [Z, ∂¯] ∼ ∂¯ we have∣∣∂qZI g˜LL∣∣ . |ZI−1g˜LL|+ |∂¯ZI g˜LL|+ |∂¯ZI g˜T T |+ 1
1 + s
(|ZI g˜LL|+ |ZI g˜T T |).
This concludes the proof of Proposition 4.1.
The other two contractions of the wave condition yield better decay on a conical neighbourhood
of the light cone for g˜UL and g˜UU .
Proposition 4.2. We have the following property
|ZI(∂q g˜UL +GU )| . |∂ZI g˜T V |+ 1
1 + s











|det(g)|+ ∂µ(Uαgµα) + gµα∂µ(Uα)
=
gUµ√|det(g)|∂µ√|det(g)| + ∂µ(gUµ) + 1r gUR
=
gUL√|det(g)|∂L√|det(g)|+ g
UT√|det(g)|∂T√|det(g)| + ∂LgUL + ∂UgUU + ∂LgUL + 1r gUR.
Therefore
∂Lg








|det(g)| − ∂UgUU − ∂LgUL − 1
r
gUR,
and arguing as in Proposition 4.1 we infer
|∂q g˜UL +GU | . |∂¯g˜T V |+ 1
1 + s
|g˜T V |+ s.t.
Commuting with the vector fields Z as before, we obtain the desired estimate. To obtain the second
one, we contract the wave coordinate condition with L















We note that √
|det(g)|gLL = 1
2
√|det(g)|L,L,U |(gLLgUU − gULgUL)
=
gLLgUU√





gUU ++O(g˜T T )O(g).
Therefore (4.3) yields
|∂q g˜UU + 2GL| . |∂¯g˜|+ 1
1 + s
|g˜|.
We commute with the vector fields Z to conclude.
4.2 Estimate for the good metric component gLL
Thanks to the bootstrap assumptions, we obtain the following corollary.




2 (1 + |q|) 12+δ−σ
(4.4)
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and for q ≤ R+ 1

























Proof. First we note that g˜ and g˜1 differ only by their LL component. Thanks to Proposition 4.1
we have
|∂qZI g˜LL| . 1
1 + s
|ZI+1g˜1|.
Then (3.53) yields (4.4), (3.50) yields (4.5), (3.49) yields (4.6), (3.4) yields (4.7) and (3.2) yields
(4.8).
Thanks to Lemma 1.10, since δ − σ > 12 we obtain the following corollary




2 (1 + |q|)− 12+δ−σ
, (4.9)
and for q ≤ R+ 1

























We now give L2 estimates for the coefficient gLL.
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Proposition 4.5. We have∫ t
0
∥∥∥w′2(q) 12 ∂ZN g˜LL∥∥∥2
L2














































































Moreover, the same statement holds true with w2 replaced by w1 and ρ replaced by 2ρ.
Proof. Proposition (4.1) implies
|∂qZN g˜LL| . 1
1 + s
|ZI g˜1|+ |∂¯ZN g˜1|.
Thanks to (3.22) we have ∫ t
0
∥∥∥w′2(q) 12 ∂¯ZN g˜1∥∥∥2
L2
ds . ε2(1 + t)2ρ,































. ε2(1 + t)2ρ,
where we have used (3.56). This concludes the proof of estimate (4.14). To prove (4.15) we notice











Indeed in the exterior w′2(q) = (1 + |q|)β with β = 1 + 2δ − 4σ > 1, and in the interior, w′2(q) =
(1 + |q|)α with α = −1− 2σ − 1 < 1. To prove (4.16) we write










































Indeed in the exterior w2
(1+|q|)2 = (1 + |q|)β with β = 2δ − 4σ > 1, and in the interior, w2(1+|q|)2 =
(1 + |q|)α with α = −1 − 2σ − 2 < 1. Estimates (4.18) and (4.19) are proved in the same way
thanks to (3.60).
The outgoing null cone
Proposition 4.6. For ε small enough, the causal future of B(0, R) is included in the Minkowski
cone q < R+ 12 .
Proof. With our estimates for g, we obtain that the outgoing solution of the eikonal equation
gαβ∂αu∂βu = 0,
with initial data u = r is such that










u = q (1 +O(ε)) .
The causal future of B(0, R) is the inside of the cone bounded by the hypersurface u = R. So in
the causal future of B(0, R) we have
q ≤ R(1 + ε) ≤ R+ 1
2
.
As a consequence, φ is supported in the region q < R+ 12 .
4.3 Estimate for the good metric coefficient gUL
We recall the definition of GU
GU = σ0ULχ
′(q).
The following estimate for GU is a direct consequence of (2.25).







We now go to the estimate of gUL.
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Corollary 4.8. We have the estimates for q > R+ 1




−ρ(1 + |q|) 12+δ
(4.21)
and for q ≤ R+ 1

















Proof. In the exterior, GU = 0 so thanks to Proposition 4.2 we have
|∂ZI g˜UL| . 1
1 + s
|ZI+1g˜|,
and (4.21) is a consequence of (3.52). In the interior Proposition 4.2 yields




We can write g˜LU + χ(q)σ
0












Consequently (3.49) yields (4.22), (3.4) yields (4.23) and (3.2) yields (4.24).
By integrating, we obtain the following corollary
Corollary 4.9. We have the estimates for q > R+ 1




−ρ(1 + |q|)− 12+δ
(4.25)
and for q ≤ R+ 1
|ZN−7(g˜UL − (1− χ(q))σ0UL)| .























Proof. By integrating (4.21) in the exterior, since δ > 12 , we obtain (4.25). For I ≤ N − 7, we have
|∂q(ZI g˜UL + χ(q)σ0UL)| .







|∂q(ZI g˜UL + (χ(q)− 1)σ0UL)| .





For q = R+ 1 we can estimate, thanks to (4.25) and the fact that χ(q)− 1 = 0,






Consequently, integrating (4.30) from q = R+ 1 yields (4.26). We obtain (4.27) and (4.28) in the
same way. Estimate (4.29) is a direct consequence of (4.28) and (2.25).
We now give the L2 estimates for the good coefficients of the metric
Proposition 4.10. We have∫ t
0
∥∥∥w′2(q) 12 ∂qZN (g˜UL + χ(q)σ0UL)∥∥∥2
L2






1 + |q| Z





















































Proof. Thanks to Proposition 4.2 we have




Thanks to (3.22) we have ∫ t
0
∥∥∥w′2(q) 12 ∂¯ZN g˜1∥∥∥2
L2
ds . ε2(1 + t)2ρ,































. ε2(1 + t)2ρ,
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which concludes the proof of (4.31). Then (4.32) is a consequence of (4.31) and Hardy inequality.
To prove (4.33) we write









thanks to (2.4), and thanks to (3.57)∥∥∥∥∥ w1(q)
1
2























This concludes the proof of (4.34). Estimates (4.35) and (4.36) are a direct consequence of the
weighted Hardy inequality and (4.33) and (4.34).
4.4 Estimates for the good metric coefficient gUU
4.4.1 Estimates for GL














(1 + |q|)1−4ρ +∆h, (4.38)
‖rZNGL‖L2(S1) . ε2(1 + t)ρ +∆h, (4.39)∫ t
0












2r − h(θ, 2t)∂2q (qχ(q))
)
dr.






























‖(∂qφ)2‖HN−5(S1)r + ‖h(θ, 2t)‖HN−5(S1)∂2q (qχ(q))
)
dr.






































(1 + |q|) 32−4ρ(1 + s) 12
,
















(1 + |q|)1−4ρ +∆h (4.41)








(1 + |q|)1−4ρ +∆h (4.42)
and thanks to (3.8) and (2.5)
‖rGL‖HN (S1) . ε2(1 + t)ρ +∆h. (4.43)

















































































































































































If I1 ≤ N2 ≤ N − 10 we estimate thanks to (3.1) and (1.7)
|∂qZI1φ| . ε
(1 + |q|) 32−4ρ(1 + s) 12
,








(1 + |q|) 32−4ρ(1 + s) 12
|∂¯ZIφ|+ ε









in the same way. For the estimate of ZI(φ−gφ) we refer to Propo-
sition 5.2. We obtain
|ZI∂s(r(∂qφ)2)| . ε










(1 + |q| 32−4ρ
(
ε√




2 (1 + |q|) 32−4ρ
|ZI g˜|
+




































































(1 + |q|) 32−ρ
ε√





































(1 + |q|) 32−4ρ



















































































and therefore, for I ≤ N − 5, thanks to (3.58), (3.12), (4.19) and (2.4) we have






For I ≤ N − 2, thanks to (3.54), (3.8), (4.17) and (2.4) we have






and for I ≤ N − 1, thanks to (3.55), we have


























































(1 + |q|) 12−4ρ
‖∂qZIφ‖L2(S1) + 1R<q<R+1‖ZIh‖L2(S1).
(4.49)














(1 + |q|) 12−4ρ
‖∂qZIφ‖L2(S1) + 1R<q<R+1‖ZIh‖L2(S1).
We can estimate 1R<q<R+1‖ZIh‖L2(S1) thanks to Corollary 2.3. Thanks to the term 1R<q<R+1 it










(1 + |q|) 12−4ρ
‖∂qZIφ‖L2(S1). (4.50)












(1 + |q|) 12−4ρ
‖∂qZIφ‖L2(S1). (4.51)
Thanks to (4.43), (4.49) and (4.47) we obtain
‖rZNGL‖L2(S1) . ε2(1 + t)ρ +∆h. (4.52)
Moreover, thanks to (4.48) we obtain∫ t
0

























+ (1 + τ)‖∂sZNh‖2L2(S1)
 dτ
and consequently ∫ t
0
(1 + τ)‖r∂sZNGL‖L2(S1)dτ . (ε2 +∆h)(1 + t)ρ.
4.4.2 Estimates for gUU
Corollary 4.12. We have the estimates for q > R+ 1




−ρ(1 + |q|) 12+δ
(4.53)
43
and for q ≤ R+ 1








(1 + s)(1 + |q|)1−4ρ , (4.54)






(1 + s)(1 + |q|)1−4ρ , (4.55)






(1 + s)(1 + |q|)1−4ρ . (4.56)
Proof. Thanks to Proposition 4.2 we have
|∂qZI g˜UU | . 1
1 + s
|ZI+1g˜|+ |ZIGL|.
Consequently, (3.52) yields (4.53). Thanks to (4.37), the Sobolev embedding H1(S1) ⊂ L∞ and







(1 + s)(1 + |q|)1−4ρ . (4.57)
Consequently (3.49) yields (4.54), (3.4) yields (4.55) and (3.2) yields (4.56).
Thanks to Lemma 1.10, since δ − σ > 12 we obtain the following corollary
Corollary 4.13. We have the estimates for q > R+ 1




−ρ(1 + |q|)− 12+δ
(4.58)
and for q ≤ R+ 1


























We now give the L2 estimates for g˜UU .
Proposition 4.14. We have∫ t
0
(1 + τ)−2ρ
∥∥∥w′1(q) 12 ∂ZN g˜UU∥∥∥2
L2











ds . ε2(1 + t)2ρ (4.63)∥∥∥∥∥ w1(q)
1
2























Proof. Thanks to Proposition 4.2 we have




















. ε2(1 + t)2ρ.
This estimate together with (3.24) yield (4.62). Then the weighted Hardy inequality yields (4.63).
Thanks to Proposition 4.2 we have
|∂qZN−1g˜UU | . 1
1 + s
|ZN g˜|+ |ZN−1GL|.
We can estimate∥∥∥∥∥ w1(q)
1
2







































where we have used (3.57), which concludes the proof of (4.64). We obtain (4.65) thanks to (4.64)
and the weighted Hardy inequality.
By taking at each time the maximum of the estimates from Corollary 4.4, 4.9 and 4.13, and







thanks to (2.23) we obtain the following
Corollary 4.15. We have the estimates for q > R+ 1




−ρ(1 + |q|)δ− 12
, (4.66)
ad for q ≤ R+ 1































5 Structure of the equations
In this section we will study each terms of gZ
Igµν in order to perform in the next sections the
L∞ − L∞ estimates and then the L2 estimates.





IQµν , where R
1 is given by
Proposition 2.4, and
• IM is present in the right-hand side of the wave equations satisfied by all the components. It
consists principally of terms which have the null structure. It satisfies
|IM | . ε
(1 + s)
3





















(1 + s)(1 + |q|) 32−ρ






(1 + |q|)(1 + s) 12−ρ
,
1
(1 + |q|) 12 (1 + s) 12
)(
|∂¯ZI g˜1|+ 1




• We have better estimates in the exterior region q > R so we isolate the contribution of this
region by introducing a term IMEµν which is non zero only in the exterior region q > R. We























(1 + |q|) 32+δ(1 + s) 12−ρ
,
ε












• The terms which do not have the null structure are not presents in all the components of
gZ
Igµν . It is why we introduce
IQ such that















so the new contributions involved in IQLL are
|IQLL| . ε
(1 + |q|)(1 + s) 12−ρ
(
|∂¯ZI g˜1|+ 1

















(1 + |q|)(1 + s) 12−ρ
,
1



































Proof. We can study the terms in gZ
Igµν with simple counting arguments : the quadratic terms
in gZ
Igµν are of the form
A−− = m−−m−−∂−ZI1g−−∂−ZI2g−−
or
B−− = m−−m−−ZI1(g −m)−−∂−∂−ZI2g−−
with I1 + I2 ≤ I. The − and − stand for down and up indices. The indices −− in A−− or B−−
appear as down indices in the right hand-side at any place a priori and the other down indices
should appear with a repeated up index in m−−. Consequently in the additional down indices we
can not have more than two occurrences of L. With this technique it may happen that we study
terms which are not in the equations but we are certain not to miss any. If some terms happen to
be difficult to handle we will of course check if they are or not present in the equations.
The case T T . In this case there can not be more than two occurrences of the vector field L. In
AT T : the terms involving two bad derivative are of the form
∂qZ
I1gT T ∂qZI2gT T .
We may assume I1 ≤ I2. We estimate first
∂qZ
I1 g˜T T ∂qZI2 g˜T T .
Thanks to (4.70), since I1 ≤ N2 ≤ N − 11 this is bounded by
ε
(1 + s)(1 + |q|) 12−ρ
|∂qZI g˜T T |.
Thanks to Proposition (4.2) this term is bounded by
ε













I1(gb)T T ∂qZI2 g˜T T .
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I1 g˜T T ∂qZI2(gb)T T .
This term is only present in the exterior and is bounded by
1q>R
ε









where we have estimated ∂qZ
I1 g˜T T with (4.66) in the region q > R + 1 and (4.70) in the region
R ≤ q ≤ R + 1, and we have estimated ∂qZI2(gb)T T with (2.21) and (2.19). The terms involving
only the metric gb are all taken into account in the Ricci tensor of gb.
We decompose the terms of the form ∂¯ZI1g∂qZ
I2g, with I1 ≤ I2 in three part
∂¯ZI1 g˜∂qZ





























where in (5.6) we have used







thanks to (3.2). In (5.7) we have used






−ρ(1 + |q|) 12+δ
,
thanks to (3.50), and we have estimated ∂qZ




|ZI1+1gb| . ε(1 + |q|)
(1 + s)2
,
thanks to (2.25), with I1 + 1 ≤ N2 + 1 ≤ N − 11.
The remaining terms are of one of the following form
∂LZ
I1gLT ∂¯ZI2gT T , ∂LZI1gT T ∂¯ZI2gLT .
We estimate the first one, beginning with ∂qZ
I1 g˜LT ∂¯ZI2 g˜T T with I1 ≤ I2 : it can be estimated in
two different way, according that we use (3.2) or (3.45)
ε
(1 + |q|)(1 + s) 12−ρ
|∂¯ZI g˜T T |, (5.9)
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ε(1 + |q|) 12 (1 + s) 12
|∂¯ZI g˜T T |. (5.10)
The term ∂LZ





(1 + |q|) 32+δ(1 + s) 12−ρ
,
ε













where we have estimated ∂qZ
I1 g˜LT thanks to (3.53) or (3.52), and we have estimated ∂¯ZI2gb thanks
to (2.22). Thanks to the estimates (4.70) and (4.66) the term ∂LZ
I1gT T ∂¯ZI2gLT can be estimated
by (5.1), (5.3) and (5.5).
We now estimate BT T . First we note that in generalised wave coordinates the terms involving





The terms in ZI1(g −m)∂2ZI2g, with I1 ≤ I2 < I give similar contributions than the terms in
AT T , noticing that
|∂¯∂ZI2g| . 1
1 + s
|∂ZI2+1g|, |∂2ZI2g| . 1
1 + |q| |∂Z
I2+1g|.
The terms of the form (∂∂¯ZI1g)ZI2g, with I1 ≤ I2 give contributions
ε






or (5.7). The other terms are of the form ∂2qZ
I1gT T ZI2gT T . They give contributions
ε
(1 + s)(1 + |q|) 32−ρ
|ZI2 g˜T T |, (5.14)
1q>0
ε
(1 + s)(1 + |q|) |Z
I2 g˜T T |, (5.15)
or (5.5). We now estimate the terms involving G : they are






(1 + s)(1 + |q|) 12
(






where we have used the estimates (4.20) and (4.57) to estimate ZI1G for I1 ≤ N2 .
49
The case LL We now turn to ALL. The new terms are those who contain three times a L vector





We treat the first term. Thanks to Proposition 4.1, ZI(∂Lg˜LL∂Lg˜LL) is equivalent to
ZI(∂g˜1∂¯g˜1),
and consequently gives (5.6), or either (5.9) or (5.10). The term ∂LZ
I1(gb)LL∂LZ
I2gLL with I1 ≤ I2
gives (5.3), ∂LZ
I1(gb)LL∂LZ
I2gLL with I2 ≤ I1 gives (5.7). The term ∂LZI1(g˜)LL∂LZI2(gb)LL with
I1 ≤ I2 gives, thanks to the estimate (2.20) on σ1LL
1q>R
ε












and the term ∂LZ
I1 g˜LL∂LZ
I2(gb)LL with I2 ≤ I1 gives (5.8) The second term give contributions
similar to the first term, except for ∂Lg˜LL∂L(gb)LL which give (5.11). We treat the third term.
The terms ∂¯ZI1gLL∂qZ
I2gLL with I1 ≤ I2 give contributions (5.6), (5.7) and (5.8). The term
∂LZ
I1gLL∂LZ








I g˜LL is in









I2(gb)LL can be (roughly) estimated by (5.11), thanks to the estimate (2.20)
on σ1LL. The forth term give contributions (5.6), (5.7) and (5.8). We turn to BLL. The new terms






with I1 ≤ I2. The term ∂LLZI1 g˜LLZI2 g˜LL gives contributions either
ε




(1 + |q|) 32 (1 + s) 12
|ZI g˜LL| (5.22)
according that we estimate g˜LL with (3.2) or (3.44). The crossed terms between g˜ and gb give
contributions (5.15) or (5.18). The second term give contributions (5.12), (5.13) or (5.7).
We now estimate the terms involving G :
ZI(GT ∂T gLL), ZI(gLT ∂LGT ), ZI(gLT ∂LGT ).
They give contributions (5.1), (5.16) or (5.17), where we note that
|∂qZIG| . 1
1 + |q| |Z
IG|+ |∂¯ZIG|.
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The case UL The new terms contain three times the vector field L, so they contain twice the
vector field L and once the vector field U . The terms containing two derivatives ∂L are of the form
ZI(∂LgLU∂LgLL), Z
I(∂LgLL∂LgUL).
The second term can be estimated in the same way as ZI(∂LgLL∂LgLL) in the case LL. We now
treat the first term. We consider ZI(∂LgLU∂Lg˜LL). We decompose it in
ZI(∂L(g˜LU + σ
0




Thanks to the Proposition 4.2 the first term is equivalent to ZI(∂¯g˜∂Lg˜LL) and gives contributions
(5.6) or either (5.9) or (5.10). The second terms give contributions (5.18) or (5.8). The term
ZI(∂Lg˜LU∂L(gb)LL) gives contribution (5.3), (5.4) and (5.5). The new terms involving a good
derivative are the following (with I1 ≤ I2)
∂LZ
I1 g˜LL∂T ZI2gT T , ∂LZI1 g˜LT ∂T ZI2gLT , ∂LZI1 g˜T T ∂T ZI2gLL.
The third term can be bounded by (5.1). The first gives the contribution (5.20). The second term
consist of






































The first two terms can be estimated by (5.21) or (5.22), (5.18) and (5.15). The last term would not
have enough decay, but it is actually not present : such a term could only come from gUU∂LH
U , and
more precisely from ∂LG˜
U . However, according to the definition of G˜U , this term do not contain
terms in ∂Lgb.
We now look at the terms involving G. They are of the form
ZI(GT ∂T gUL), ZI(gT U∂LGT ), ZI(gT L∂UGT ).




The first term has been introduced to compensate the bad component R0UL of the Ricci tensor
of gb. The second term gives a contribution which is (5.16). The quadratic terms give the same
contributions as in the LL case.
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Using Proposition (4.1), the first term can be estimated by
|∂LZI1gLL|
(




so this gives contribution (5.9), (5.13) and (5.18). The term ZI(∂LgLL∂LgLL) would come from
PLL. We can check that it is not present. The third term is in
IQLL. Thanks to the wave coordinate


























































or (5.23). The fourth term is equivalent to the term ZI(∂LgUL∂LgLL) which has already been
treated in the case UL.








The first one is in IQLL and gives a contribution (5.21) or (5.18). The second term would come from
g˜LL∂LF
L, but (see the analysis of the wave coordinate condition), in FL, there is only one order
one term involving a derivative L which is ∂LgUU , consequently the second term is not present.
The third one is in QLL and give a contribution in (5.27) and (5.28). The terms with G consist in
ZI(GT ∂T gLL), ZI(gLT ∂LGT ),
We calculate ∂qG
















L is here to compensate the term (∂qφ)
2 which comes from
the right-hand side of (1.1) and the bad component R0LL of the Ricci tensor of gb. Let us note that
this term is actually
∂2q (qχ(q))
r
h(θ, s). However we have
∂2q (qχ(q))
r





so we can neglect this term, compared to the terms which are already present in R1. The terms
which remain give contributions (5.25), (5.3), and (5.26).
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We now give a similar result for φ.
Proposition 5.2. We have
|gZIφ| . ε√























1 + |q| |∂¯Z
Iφ|.
Proof. First we note that since φ is supported in q < R + 12 , the support of φ and the support
of gb −m are disjoint, consequently the support of φ and the support of Fb, G˜ and GU are also









I2φ, ZI1 g˜T V∂q ∂¯ZI2φ, ZI1 g˜LL∂2sZ
I2φ, ZI1GL∂sZ
I2φ,
with I1 + I2 = I and I2 < I. Therefore (3.1), (3.2) and (4.57) yield the estimate of Proposition
5.2.
6 Angle and linear momentum
The aim of this section is to prove Proposition 3.1. Roughly speaking, the estimates of Proposition
3.1 are obtained by "integrating the constraint equations". For this, we separate in Rµν the linear
terms in g and G from the quadratic terms, which are the same as the quadratic terms in gµν .
We denote by Γ˜ the part of the Christoffel symbol of g which involve derivatives of g˜. We note
O((∂g)2) the quadratic terms : they are determined in Proposition 5.1.




00 − ∂0Γ˜000 − ∂0Γ˜i0i +O((∂g)2)
= (Rb)00 + ∂iΓ˜
i
00 − ∂0Γ˜i0i +O((∂g)2),




ii − ∂iΓ˜0i0 − ∂iΓ˜jij +O((∂g)2).
We note that
−∂0Γ˜i0i + ∂0Γ˜0ii = −∂0∂igi0 +O((∂g)2).
Consequently
2((∂tφ)
2+|∇φ|2) = (Rb)00+(Rb)11+(Rb)22+∂iΓ˜i00+∂jΓ˜jii−∂iΓ˜0i0−∂iΓ˜jij−∂i∂0gi0+O((∂g)2). (6.1)
Moreover we have
(Rb)00 + (Rb)11 + (Rb)22 =
2
r















we integrate (6.1) over R2 we obtain∫
(∂tφ)



















































2 (1 + |q|) 32−2ρ
,










7.1 Estimate for I ≤ N − 9
Proposition 7.1. We have the estimates for for I ≤ N − 9






|ZIφ| ≤ C0ε+ Cε
2
√
1 + s(1 + |q|) 12−4ρ
.
This proposition is a consequence of the following propositions.
Proposition 7.2. We have the estimate for I ≤ N − 9 and q ≤ R+ 1
|ZIφ| . ε
2
(1 + s)2−3ρ(1 + |q|) , q < R+ 1,
and ZIφ = 0 for q > R+ 1.
Proposition 7.3. We have the estimate for I ≤ N − 9 and q > R




2 (1 + |q|) 32−4ρ−σ
,
and for q < R




2 (1 + |q|)
.
Remark 7.4. The estimate in the region q > R is not sharp for the decay in q.
The following lemma is a direct consequence of the L∞−L∞ estimate and is proved at the end
of the section.
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, for q > 0,
and (u, ∂tu)|t=0 = 0. Then we have the estimate





We first assume Proposition 7.2 and 7.3, and prove Proposition 7.1.
Proof of Proposition 7.1. We have
|ZIφ| . ε
2
(1 + s)2−3ρ(1 + |q|) .
ε2
(1 + s)2−4ρ(1 + |q|)1+ρ ,





1 + |q| +
Cε2√
1 + s(1 + |q|) 12−4ρ
,
where C is a constant depending on ρ.
The estimate for g˜ follows from Lemma 7.5 with α = 0, β = 32+δ−σ combined with Proposition
1.4
|ZI g˜| ≤ C0ε√
1 + s
√






which concludes the proof of Proposition 7.1.
Proof of Proposition 7.2. We have, thanks to Proposition 5.2
|ZIφ| . ε√






































2 (1 + |q|) 12−4ρ
|ZIGL|+ ε
(1 + s)2(1 + |q|) 12
|ZI+1φ|.
For I ≤ N − 9 we can estimate ZI g˜LL thanks to (4.12),





we estimate ZI g˜ thanks to (3.4)












and we estimate ZIGL thanks to Proposition (4.11), with Proposition 3.1 to estimate ∆h
|ZIGL| . ε
2





(1 + s)2−3ρ(1 + |q|) 32−4ρ
+
ε2





2 (1 + |q|)1−4ρ
+
ε2
(1 + s)2(1 + |q|)1−2ρ
.
ε2
(1 + s)2−3ρ(1 + |q|) .
Proof of Proposition 7.3. We start with the region q < R. We estimate first QLL which contain
the limiting contributions. Thanks to Proposition 5.1 we have
|IQLL| . ε
(1 + |q|)(1 + s) 12−ρ
(
|∂¯ZIgT T |+ 1

















(1 + |q|)(1 + s) 12−ρ
,
1



















where s.t. denotes similar terms. We estimate ∂ZI g˜1 in two ways : thanks to (3.4) we have
|∂ZI g˜1| . ε
(1 + |q|)(1 + s) 12−3ρ
,
and thanks to (3.44) we have
|∂ZI g˜1| . ε









(1 + s)(1 + |q|)1−4ρ
)
|∂ZI g˜1| . ε
2




2 (1 + |q|) 32−4ρ−σ
.








(1 + s)2−4ρ(1 + |q|) .





2 (1 + |q|) 32−4ρ−σ
. (7.1)
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We estimate ZI+2g˜ thanks to (3.4), we estimate ZI+1φ thanks to (3.3), we estimate ZI+1G thanks
to Proposition 4.11, with Proposition 3.1 which is now proved to estimate ∆h. We obtain




2 (1 + |q|) 32−4ρ−σ
+
ε2
(1 + s)2(1 + |q|) 12
.





























































we estimate ZI∂2θ b thanks to (2.3).
|ZI∂2θb| . ε2,
and we estimate ZI+1g˜1 thanks to (3.52)
|ZI+1g˜1| . ε
(1 + |q|) 12+δ−σ√1 + s
.





2 (1 + |q|) 32−4ρ−σ
+
ε2
(1 + |q|) 32+δ−σ(1 + s) 32
. (7.2)
The estimate forME can be done exactly in the same way, which concludes the proof of Proposition
7.3.
Proof of Lemma 7.5. Let t0 > 0. We consider times t ≤ t0. In the region r ≤ 2t we have |q| ≤ t ≤ t0
and s ≤ 3t ≤ 3t0. Therefore
|u| . (1 + t0)
α+ρ
(1 + |q|)1+ ρ2 (1 + s) 32+ ρ2
.














(1 + |q|)1+ ρ2 (1 + s) 32+ ρ2
,
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provided 52 + ρ ≤ 52 + β −α, i.e. β −α ≥ ρ. Consequently, the L∞−L∞ estimate yields, for t ≤ t0





If we take t = t0 we have proved





which concludes the proof of Lemma 7.5.
We now give the L∞ estimate for k, defined by (3.7).







Proof. This is a direct consequence of Lemma 7.5 since the initial data for k are 0 and k satisfies
the same estimate as g˜.
7.2 Estimate for I ≤ N − 7
Proposition 7.7. We have the estimates for for I ≤ N − 7












This proposition is a straightforward consequence of Lemma 7.5, Proposition 1.4 and the fol-
lowing propositions.







, q < R+ 1,
and ZIφ = 0 for q > R+ 1.
Proposition 7.9. We have the estimate for I ≤ N − 5 and q < R







and for q > R




2 (1 + |q|) 32−4ρ−σ
.
Proof of Proposition 7.8. We have, thanks to Proposition 5.2
|ZIφ| . ε√















2 (1 + |q|) 12−4ρ
|ZIGL|+ ε
(1 + s)2(1 + |q|) 12
|ZI+1φ|.
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For I ≤ N − 7 we can estimate ZI g˜LL thanks to (4.11),







we estimate ZI g˜ thanks to (3.49)







we estimate ZI+2φ thanks to (3.48)







and we estimate ZIGL thanks to Proposition (4.11)
|ZIGL| . ε
2





(1 + s)2(1 + |q|)1−4ρ +
ε















which concludes the proof of Proposition 7.8.
Proof of Proposition 7.9. We start with the region q < R. We estimate first QLL in the same way







(1 + s)(1 + |q|)1−4ρ
)
|∂ZI g˜1|+ ε
(1 + |q|)2(1 + s) 12−ρ
|ZIgLL|
We estimate ∂ZI g˜1 thanks to (3.43)
|∂ZI g˜1| . ε









(1 + s)(1 + |q|)1−4ρ
)
|∂ZI g˜1| . ε
2






−ρ(1 + |q|) 32−4ρ
.
We estimate ZIgLL thanks to (4.11),
ε
(1 + |q|)2(1 + s) 12−ρ
|ZIgLL| . ε
2
























We estimate |ZI+2g˜| thanks to (3.49), we estimate ZI+1φ thanks to (3.48) and we estimate ZI+1G
thanks to Proposition 4.11 with I + 1 ≤ N − 6. We obtain
|ZI g˜| . |QLL|+ ε
2
(1 + s)2−2ρ(1 + |q|) 12
+
ε2
(1 + s)2(1 + |q|)1−4ρ +
ε2
(1 + s)2(1 + |q|) 12
.
In the exterior region, the same estimates as for I ≤ N − 9 are valid.
8 Weighted energy estimate
8.1 On Minkowski space-time
We consider the wave equation on Minkowski space-time u = f . We introduce the energy-
momentum tensor associated to 






We also note T = ∂t, and introduce the deformation tensor of T
piαβ = DαTβ +DβTα = 0
where D is the covariant derivative. We have
Dα(QαβT
β) = f∂tu+Qαβpi







2 + |∇u|2) .
























































which concludes the proof of Proposition 8.1.
60
8.2 On the curved space-time
We consider the equation
gu = f,
where g = gb+ g˜ is our space-time metric, satisfying the bootstrap assumptions. We now introduce
the energy-momentum tensor associated to g






We also note T = ∂t, and introduce the deformation tensor of T
piαβ = DαTβ +DβTα























































































QTL =∂tu(∂tu+ ∂ru)− 1
2














2 + (g −m)T V∂u∂¯u+ (g −m)LL(∂¯u)2
)
.
We estimate the metric coefficients in the following way : first we estimate gb thanks to (2.25)




thanks to (4.8) we estimate





thanks to (3.51) we estimate






































































We now estimate the deformation tensor of T . We have
piαβ = LT gαβ = ∂tgαβ .
We obtain




















(1 + |q|)(1 + t) 12−ρ
)
,








(1 + |q|)(1 + t) 12−ρ
)
,








(1 + |q|)(1 + t) 12−ρ
)
,






Consequently, the terms QLLpiLL, Q
ULpiUL and Q



































(1 + |q|) 32−ρ
(∂¯u)2. (8.7)
The terms QLLpiLL and Q
LUpiLU also give the contribution (8.7).
































All our weight functions satisfy
w(q)
(1 + |q|) 32−ρ
. w′(q),





























This conclude the proof of Proposition 8.2.
9 Higher order L2 estimates
9.1 Estimate of ∂ZN g˜




2 (1 + t)2ρ
and ∫ t
0
∥∥∥w′1(q) 12 ∂¯ZN g˜∥∥∥2
L2
dτ . C20ε
2 + Cε3(1 + t)4ρ.
Corollary 9.2. The proof of Proposition 9.1 gives us also∫ t
0
(1 + τ)−2ρ
∥∥∥w′1(q) 12 ∂¯ZN g˜∥∥∥2
L2
dτ . C20ε
2 + Cε3(1 + t)2ρ.
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Corollary 9.3. We have ∥∥∥∥w 121 ∂ZNk∥∥∥∥
L2










dτ . Cε3(1 + t)2ρ.
Proof of Proposition 9.1. We use the weighted energy estimate in the curved metric. Thanks to


























































. ε3(1 + t)4ρ. (9.2)
We will decompose gZ











dτ . ε3(1 + t)4ρ,
and CN is dealt with in a specific manner (like integration by part). We note that since −12 ≤√
|det(g)| ≤ 32 , this factor do not matter when we study AN or BN . However we need to keep
it when we do integration by parts, so when we study the CN terms. A term AN will give the
contribution∫ t
0















and a term BN will give the contribution∫ t
0











∥∥∥∥w 121 ∂ZN g˜∥∥∥∥2
L2









N g˜ thanks to Proposition 5.1.
|gZN g˜| . |NQ|+ |NM |+ |NME|.
We start with IQLL
|NQLL| . ε
(1 + |q|)(1 + s) 12−ρ
(
|∂¯ZN g˜1|+ 1

















(1 + |q|)(1 + s) 12−ρ
,
1



































We estimate the contributions term by term∫ t
0
ε−1(1 + τ)





. ε(1 + t)2ρ
∫ t
0
∥∥∥w′2(q) 12 ∂¯ZN g˜1∥∥∥2
L2
dτ
. ε3(1 + t)4ρ,
(9.5)
where we have used w1(1+|q|)2 . w
′



























. ε3(1 + t)4ρ
(9.6)














We have ∫ t
0
ε−1(1 + τ)







∥∥∥w′1(q) 12 ∂¯ZN g˜∥∥∥2
L2
dτ












































where we have used (2.5). We can bound ME




























Consequently the estimate forME will also give the remaining of the estimate of QLL. We estimate∥∥∥∥w 121 ε1 + s
(
|∂ZN g˜|+ 1
























and so ∫ t
0
ε−1(1 + τ)























. (1 + t)2ρ,
(9.12)
where we have used (2.14) and (2.15). The term involving ∂2θZ
Nb has already been estimated. We















































where we have used (2.6). We now turn to the term involving ∂3θZ
Nb. Unfortunately, we don’t have
a good estimate for ∂3θZ




























−ρ(1 + |q|) 12+δ
|∂2s∂θZNb|.
and all these terms have already been estimated. We easily check that q(r2gθθ)−1(∂g˜1)χ(q)∂θZNb





(1 + |q|)1+2ρ ‖∂θZ
Nb‖2L2(S1)dr . ε4(1 + t)4ρ.
The terms QUL and QLL can be estimated in the same manner as QLL.




1 + |q|√1 + s |∂¯Z
N g˜|+ ε



























































dτ . ε3(1 + t)2ρ.
(9.15)
The contributions (9.7), (9.9) and (9.10) correspond to AN , and the contributions (9.5), (9.6),
(9.11), (9.8), (9.12), (9.13), (9.14) and (9.15) correspond to BN .










which appears in ∂¯ZNG. The estimates for ZNh are given by Corollary 2.3, but we do not have
bootstrap assumptions for ∂θZ
Nh. Consequently, we will estimate this term with integration by





































































































∥∥∥∥w 121 11 + rΥ(rt) (1− χ(q))ZNh
∥∥∥∥
L2
∥∥∥∥w 121 ∂ZN g˜∥∥∥∥
L2

















∥∥∥∥w 121 1(1 + r)(1− χ(q))Υ( rτ ) ∂sZNh
∥∥∥∥
L2



















∥∥∥∥w 121 ∂ZN g˜∥∥∥∥2
L2
dτ


































∥∥∥∥w 121 (1 + |q|)− 12Υ( rτ ) 1(1 + r)(1− χ(q))ZNh
∥∥∥∥
L2

















∥∥∥w′1(q) 12 ∂¯ZN g˜∥∥∥2
L2
dτ





















∣∣∣∣ . ε3(1 + t)4ρ. (9.18)
The last term can be estimated in the same way. The term χ′(q)s∂2sZNb, which is also present in
R1µν can be estimated in the following way : we estimate first the term
χ′(q)s∂sZNf2,
where we use the decomposition of ∂sZ



























































































We estimate, noticing that in the region χ′(q) 6= 0 we have t ∼ s ∼ r, q is bounded from above and

































∣∣∣∣∫ w1(q)χ′(q)(ZNf2)(∂tZN g˜)rddθ∣∣∣∣ . ε3(1 + t)4ρ + ∫ t
0
(1 + s)2‖ZNf2‖2L2(S1)ds . ε3(1 + t)4ρ,
(9.19)
where we have used (2.15). Noticing that |∂τ (w1(q)χ′(q)s
√
|det(g)|)| . s we estimate∫ t
0

























and so ∫ t
0
∣∣∣∣∫ ∂t(w1(q)χ′(q)s)ZNf2∂sZN g˜rdrdθ∣∣∣∣ dτ . ε3(1 + t)4ρ, (9.20)
where we have used (2.15).∫ t
0

























and so ∫ t
0
∣∣∣∣∫ w1(q)χ′(q)s(∂sZNf2)(∂sZN g˜)rdrdθ∣∣∣∣dτ . ε3(1 + t)4ρ, (9.21)
where we have used (2.16). We now turn to the estimate of A
|A| .
∣∣∣∣∫ w1(q)χ′(q)s(ZNf2)(∂ZN g˜)rdrdθ∣∣∣∣






N g˜‖L2 . ε3(1 + t)3ρ,
(9.22)
where we have used (2.11). We now estimate the contribution of
χ′(q)s∂sZNf1.

























where we have used (2.12). Estimates (9.3), (9.4), (9.16), (9.17), (9.18), (9.19), (9.20), (9.21), (9.22)
and (9.23) conclude the proof of Proposition 9.1.
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∣∣∣∣∫ w1(q)∂tZN g˜gZN g˜dvolg∣∣∣∣ ,















Then Corollary 9.2 can be proved with exactly the same steps as Proposition 9.1.















∣∣∣∣∫ w1(q)∂tZN g˜gZNkdvolg∣∣∣∣ ,
then the fact that the initial data for k are 0, and that gk satisfy the same estimates as gg˜ yield
Corollary 9.3.
9.2 Estimate of ∂ZN g˜1
We need the following corollary of Proposition 5.1.
Corollary 9.4. We have
gZ
N g˜1 = Z










Proof. We expressed the 2-forms dq2 in the coordinate (t, x1, x2)
dq2 = (dr − dt)2 = (cos(θ)dx1 + sin(θ)dx2 − dt)2






























where u1µν and u
2
µν are some trigonometric functions.




4 (1 + t)ρ,
∫ t
0





2 (1 + t)2ρ.
71












































2 (1 + t)2ρ
and CN is dealt with in a specific manner. We start with NM
|NM | . ε
(1 + s)
3
2 (1 + |q|) 12−4ρ
|∂ZNφ|+ ε













(1 + s)(1 + |q|) 32−ρ






(1 + |q|)(1 + s) 12−ρ
,
1
(1 + |q|) 12 (1 + s) 12
)(
|∂¯ZN g˜1|+ 1










∥∥∥w′1(q) 12 ∂¯ZN g˜∥∥∥
L2
,


















∥∥∥w′1(q) 12 ∂¯ZN g˜∥∥∥2
L2
. ε3(1+t)2ρ.






































































∥∥∥w′2(q) 12 ∂¯ZN g˜1∥∥∥2
L2
dτ . ε3(1 + t)2ρ,




















dτ . ε(1 + t)2ρ,
where we have used (4.17). We estimate the term involving G in the same way than in the previous
section : see (9.15) to (9.23). We now estimate the contribution of terms coming from the non























2 (1 + τ)




















2 (1 + t)2ρ,
thanks to Corollary 9.3.






















(1 + |q|) 32+δ(1 + s) 12−ρ
,
ε






































∥∥∥w′1(q) 12 ∂¯ZN g˜∥∥∥2
L2
dτ . ε3(1 + t)2ρ.
We proceed in a similar way for the other terms involving g˜. The term ε
(1+s)(1+|q|)2+δ−ρ s|∂s∂θZNb|







































The other terms can be estimated in the same way.
We now treat the terms QLL and QUL. We start with ∂q g˜LL∂sZ































|det(g)|(∂q g˜LL)ZN g˜LL)∂sZN g˜1dx.
We estimate∣∣∣∣∫ w2(∂q g˜LL)(ZN g˜LL)(∂tZN g˜1)dvolg∣∣∣∣ . ∫ εw2
























































∥∥∥w′2(q) 12 ∂ZN g˜LL∥∥∥
L2





∣∣∣∣∫ w2(∂q g˜LL)(∂tZN g˜LL)(∂sZN g˜1)√|det(g)|dx∣∣∣∣ . ε3(1 + t)2ρ.
The term ∂q g˜LL∂UZ
N g˜LL is similar to estimate. We now turn to ∂q g˜LL∂sZ
Nσ0UL. We follow the









−ρ(1 + |q|) 12+σ
,
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and consequently∣∣∣∣∫ w2(∂q g˜LL)(ZNσ0UL)(∂tZN g˜1)dx∣∣∣∣ . ∫ εw2
(1 + |q|) 12+σ(1 + s) 12−ρ
|ZNσ0UL∂tZN g˜1|
. ε








. ε3(1 + t)2ρ,




−ρ(1 + |q|) 32+δ
|ZNσ0UL∂tZN g˜1|
. ε








and consequently ∫ t
0












. ε3(1 + t)2ρ.







−ρ(1 + |q|) 12+σ
(
1












1 + |q|(1 + s)

















(1 + s)2+2ρ‖∂sZNb‖2L2(S1) + (1 + s)3‖∂2sZNb‖2L2(S1)
)
ds
. ε3(1 + t)2ρ.
We now turn to the term sχ′(q)∂2sZNb. We cannot do the same reasoning as before because
of the estimates (9.21) and (9.22), which are a consequence of the additional loss in tρ in (2.15).
































































. ε3(1 + t)2ρ,
where we have used (2.15) and (2.14),∫ t
0
(1 + τ)



















. ε3(1 + t)2ρ,
where we have used (2.7)∫ t
0
(1 + τ)ε−1





























. ε3(1 + t)2ρ,




















where we have used (2.10) and (2.11). We estimate∫ t
0












which concludes the proof of Proposition 9.5.
9.3 Estimates of ∂ZNφ and ∂2ZNφ


















2 (1 + t)ρ.
Proof. As in the previous section, we use the weighted energy estimate in the metric g. Thanks to
Proposition 5.2, we have
|gZNφ| . ε√



















1 + |q| |∂¯Z
Nφ|.



























. ε3(1 + t)2ρ, (9.25)










































































. ε3(1 + t)2ρ. (9.29)
Estimates (9.25), (9.26), (9.25), (9.28) and (9.29) conclude the first part of Proposition 9.6. We now
estimate ∂ZNφ. The terms are all similar or easier to estimate, since no terms with two derivatives








2 (1 + |q|) 12−4ρ
|∂¯ZNGL|.
The contribution of the second term can be estimated (very loosely) with an integration by part
as in the last section (see estimates (9.15), (9.16), (9.17) and (9.18)).
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9.4 Estimate of ∂ZN+1φ












≤ C20ε2 + Cε3(1 + t)ρ.


























N+1φ we use Proposition 5.2 and remark that





(1 + |q|) 52−4ρ
|∂¯ZN g˜LL|+ ε√































1 + |q| |∂¯Z
N+1φ|.
We estimate the first term. It comes from a term of the form s∂¯ZN g˜LL∂
2
qφ. We estimate its



































































































































2 (1 + |q|) 52−4ρ
(
|∂ZNgLL|+ 1


















. ε3(1 + t)2ρ,
















2 (1 + |q|) 52−4ρ
(
|∂ZNgLL|+ 1















∥∥∥∥w 12 ZN+1φ1 + |q|
∥∥∥∥2
L2
dτ . ε3(1 + t)2ρ.
The last term can be estimated as the first. For the estimate of the other terms, we refer to the
following section.
9.5 Estimation of ∂SZNφ
In this section we prove better estimates for ∂SZNφ. These better estimates allow to exploit the











This fact is used in Section 11.1 to estimate ∂sZ
Nh.




2 (1 + t)ρ,
∫ t
0




2 (1 + t)ρ.




(1 + |q|) 52−4ρ
|∂sZN g˜LL|+ ε√































1 + |q| |∂¯SZ
Nφ|
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We estimate the first term. It can be written s∂sZ
NgLL∂
2






























NgLL, considering the support condition on φ, it is sufficient to study the contribution
of MLL : the only dangerous terms are the one of the form ∂Lg˜LT ∂T ZNgT T which can only be
∂Lg˜LL∂LZ
NgLL, and the contribution of the commutator of the wave operator with the null frame,















Consequently, the terms in g(SZ











































. ε3(1 + t)2ρ,
(9.30)





























































































. ε4(1 + t)2ρ.
The second term in A obey a similar estimate so









(1 + |q|)2 |Zg˜1||Z
3φ|r . 1
(1 + |q|)2











(1 + s)(1 + |q|)2−4ρ r.
Consequently ∫ t
0







































. ε3(1 + t)2ρ.
We now estimate∫ t
0









































. ε3(1 + t)2ρ.
We now estimate the other contributions in gSZ
Nφ. The term ε√
1+s(1+|q|) 32−4ρ
|∂ZN g˜LL| can
be estimated like (9.30). We estimate∫ t
0
ε(1 + τ)−1








∥∥∥∥w 122 (q)′∂¯ZN g˜1∥∥∥∥2
L2
. ε2(1 + t)2ρ,
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dτ . ε3(1 + t)2ρ,
























. ε3(1 + t)2ρ.
The other term can be estimated in a similar way. For the term involving ∂¯GL we refer to (9.15),
(9.16), (9.17) and (9.18).
10 Lower order L2 estimates
10.1 Estimate of ∂ZN−1φ





Proof. We perform the energy estimate in the Minkowski metric. Estimates (9.26) to (9.29) are




















where we have used (4.17).
10.2 Estimate of ∂ZN−3g˜




2 (1 + t)ρ,∥∥∥w 12 ∂ZN−3k∥∥∥
L2
≤ Cε 32 (1 + t)ρ.
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∣∣∣∣∫ w(q)gZN−3g˜∂tZN−3g˜∣∣∣∣+ ε1 + t ∥∥∥w 12∂ZN−3g˜∥∥∥2L2 .
We use Proposition (5.1) to estimate gZ
N−3g˜. We start with QLL.
|QLL| . ε
(1 + |q|)(1 + s) 12−ρ
(
|∂¯ZN−3g˜1|+ 1

















(1 + |q|)(1 + s) 12−ρ
,
1































































where we have used the fact that
|∂3θZN−3b| . ‖∂3θZN−3b‖H1(S1) . ‖ZN−1b‖H1(S1) . ε,










thanks to (2.4), to say that to estimate the terms involving b, it is sufficient to estimate 1q>R
ε
1+s |∂ZI g˜|.














































































































We now go to the other terms in gZ
N−3g˜. The contribution of IME can be estimated by




















The terms in IM can be estimated by (10.1) and (10.2), except
ε
(1 + s)(1 + |q|) 32−ρ
|ZI g˜T T |, 1
1 + s
|ZI+1GL|.


















































which concludes the proof of Proposition 10.2.
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10.3 Estimate of ∂ZN−4g˜1




























The terms in N−4M , N−4QT V and the terms in (g − )ZN−4g˜1 of the form g˜∂2ZN−4g˜1 can be
estimated by (10.1), (10.2) and (10.7), except the term
ε
(1 + s)(1 + |q|) 32−ρ
|ZN−4g˜T T |.




















thanks to (4.17), (4.35) and (4.65). Terms coming from the non commutation with the null frame


















































































which concludes the proof of Proposition10.3.
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10.4 Estimate of ∂ZN−10g˜1
Proposition 10.4. We have ∥∥∂ZN−10g˜1∥∥L2 . C0ε+ Cε 54 .
Proof. We perform the energy estimate in the flat metric. We note that in the exterior region the
result is already given by Proposition 10.3. In the interior, the only place where the weight w1 was

























11 Choice of b
11.1 Proof of Proposition 3.5








However we have to modify this choice in order for h to satisfy two important conditions






• ∂th must be at the same level of regularity than ∂θ∂φ and ∂θg.










where in this section det(g) denotes the determinant of g in the coordinates t, r, θ. How-
ever, with this choice, ∂th contains a term of the form
∫
∂rgLL(∂qφ)






(we can note that the regularity condition is satisfied by such a term because the
∂r which falls on gLL can be put on the other factors if necessary with an integration by part). To
deal with such a term we will set














2rdr. We have to be careful with the choice of β, because it should not induce
terms that do not have the required regularity. Fortunately, the wave coordinate condition implies







, which is more regular than a derivative
of g. To define precisely β we need the following Corollary of Proposition 4.1




g˜LL + F1 + F2,
where





F2 = (∂s +
1
4













To obtain Corollary 11.1, we just reorder the terms, noticing that ∂q = ∂r − ∂s, and neglecting
cubic terms which have a similar decay.











Proposition 11.2. We have the estimates
‖ZNh(θ, t)‖L2(S1) . ε2(1 + t)ρ,
‖ZN−1h(θ, t)‖L2(S1) . ε2.












(1 + |q|) 32−4ρ
|∂ZIφ|+ ε
2
(1 + |q|)3−8ρ (|Z
I g˜|+ |ZIβ|).

































































. It is equivalent to integrate with
respect to s than with an affine parameter s′ along the integral curve of ∂s + gLL∂qβ. We obtain




















(1 + |r − t|)1+µ
∫ 2T−t+r
t+r
ZI g˜1(ρ, r − t, θ)












(1 + |r − t|)1+µ
ZI g˜1(ρ, r − t, θ)

























(1 + |r − t|)1+µ
ZI g˜1(ρ, r − t, θ)











(1 + |r − t|)1+µ
∫ 2T−t+r
t+r
ZI g˜1(ρ, r − t, θ)

























(1 + |r′ − t′|)1+µ
ZI g˜1(r






























(1 + |r − t|)1+µ
∫ 2T−t+r
t+r
ZI g˜LL(ρ, r − t, θ)√
ρ
√



























(1 + |r′ − t′|) 32+µ
ZI g˜LL(r

































































































































This concludes the proof of Proposition 11.2.













(1 + s)‖∂tZNh‖2L2(S1) . ε4(1 + t)2ρ,∫ t
0
(1 + s)3−2ρ‖∂3t ZNh‖2H−2(S1) . ε4(1 + t)2ρ,
and we can decompose











(1 + s)2‖ZNh1‖2H−1(S1) . ε2(1 + t)2ρ,∫ t
0
(1 + s)4‖∂tZNh1‖2H−2(S1) . ε2(1 + t)2ρ,∫ t
0








(1 + s)3−2ρ‖ZNh2‖2H−1(S1) . ε2(1 + t)2ρ,∫ t
0
(1 + s)3‖∂tZNh1‖2H−1(S1) . ε2(1 + t)2ρ.











, because when it is different from 1, we are far from the





































































































































































































We analyse the different contribution to ∂th :
∂th =
∫







































































A7 = (1 + β)(∂qφ)
2∂r
(√
|det g|(grr − 2grt + gtt)
)






A8 = (1 + β)∂qφ∂sφ∂r
(√
|det g|(grr − gtt)
)





A9 = (1 + β)(∂sφ)
2∂r
(√
|det g|(grr + 2grt + gtt)
)




































|det g|∂Uφ∂rφ = ∂sβgUL
√
|det g|∂Uφ∂rφ,
A14 = ∂qβ(−gUt + gUr)
√
|det g|∂Uφ∂rφ = ∂qβgUL
√
|det g|∂Uφ∂rφ,
A15 = (1 + β)
√
|det g|(gUr + gUt)∂Uφ∂r∂sφ = (1 + β)
√
|det g|gUL∂Uφ∂r∂sφ,
A16 = (1 + β)
√
|det g|(gUr − gUt)∂Uφ∂r∂qφ = (1 + β)
√
|det g|gUL∂Uφ∂r∂qφ.
We remark (see (4.2)) that √
|det g|gLL ∼ −1
2
gUUr,
















A1 +A7 +A4 =∂sβ
√





























We note that applying a vector field to h corresponds to applying a vector field to the integrand.
We note also that we can get rid of a ∂r derivative on a term Z
Ng or ∂ZNφ by integration by part.
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Then we can distribute the vector fields and use the L∞ estimate for the terms ZJ g˜ and ZJφ with
















































































































































































































ds . ε4(1 + t)2ρ.




















(1 + |q|)2−2σ−16ρ dr
)1
2






















































































































































































B˜1 +B2 +B3 + B˜
(2)








We now turn to the estimate of ∂2sZ






































































































Nφ− s∂qφZNgLL) +O(∂sB2) +O(∂sB4).
































2 ∂¯ZN g˜‖L2 .














(1 + |q|)1−2σ−8ρ dr
) 1
2





























and also ∫ t
0
(1 + s)3
∥∥∂sZNh1∥∥2H−1(S1) ds . ε4(1 + t)2ρ.





(1 + s)(1 + |q|)3−8ρ ‖∂sZ
NgT T ‖L2(S1) +
∫
ε2

























We now do the estimate of ∂sZ























2 (1 + |q|) 32−4ρ
)
∂¯ZN+1φ,

















2 (1 + |q|) 72−8ρ−σ
)
ZNβ.











































































We finish with the estimate of ∂3sh(θ, s) in H
−2(S1). We claim that it satisfies the same estimate
as ∂sh(θ, s) in H











































Iφ contains quadratic term and we can neglect it. We can get rid of a ∂r with










which can be estimated in the same way as B˜1. Since g also satisfy a wave equation, we can treat
the other terms in a similar way. This concludes the proof of Proposition 11.3.





Proof. We use the decomposition ∂sh =
∫
















2 (1 + |q|) 32−4ρ
)
ZI+2φ,

















































Thanks to estimates (4.13), (4.61) and (4.28) we can estimate
∂θZ
IgT T = O
(
























(1 + s)2(1 + |q|) 52−9ρ
)
.





(1 + s)2(1 + |q|)2−8ρ
)
∂αθ Z














2 (1 + |q|) 72−8ρ−σ
)
ZIβ.
The equation (11.1) gives, for I ≤ N − 6
ZIβ(q, s, θ) = O
(








ε(1 + |q|) 12+σ















(1 + s)2(1 + |q|)3−8ρ−σ
)
.










































(1 + |q|) 32−4ρ−σ
|∂ZIφ|+ ε
2
(1 + |q|)3−8ρ (|Z
I g˜1|+ |ZIβ|).
































For I ≤ N − 5 we easily see from the previous calculation∥∥∥∥∥
∫
ε2



















where we use (3.60). Thanks to (11.2) we have
(∫
1


















































We now prove Proposition 3.5.
Proof. We extend h to ∞ by setting
h′(θ, s) = ψ(s)h(θ, s) + (1− ψ(s))h(θ, 2T ),
where ψ is a cut-off function such that ψ = 1 for s ≤ 2T − 1 and ψ = 0 for s > 2T . The fact that
h′ satisfies the estimates of Proposition 11.2 is straightforward. For the estimates of Propositions
11.3 and 11.4 we just have to notice that
∂sh
′(θ, s) = ψ(s)∂sh(θ, s) + ψ′(s)(h(θ, s) − h(θ, 2T )).
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Since in the region s ∼ 2T , we have h(θ, s)− h(θ, 2T ) = O(∂sh), we easily see that ∂sh′ satisfy the
same estimates as ∂sh. For the estimates (3.40) and (3.41) we write
h′(θ, s) = h(θ, s) + (1− ψ(s))(h(θ, 2T ) − h(θ, s)),
and notice that
















Without loss of generality, we can assume T ≥ D
ε
, and consequently






In a similar way






which concludes the proof of Proposition 3.5.
11.2 Proof of Proposition 3.6

















1+bdθ = 0 and 1 + ∂θf = (1 + b)









The problem is therefore equivalent to finding b0(s), b1(s), b2(s) and β a solution of
−2∂2β−2β = (1−β)(Πh′(θ, s)+b0+b1 cos(θ)+b2 sin(θ))−2(1−β)3a0(1+f)+R(∂θβ, β) (11.3)
with
∫
β = 0 and f defined by ∂θf = −β, and we have denoted by R a quadratic form. We will
do this with a fixed point argument. We consider F : H2(S1) 7→ H2(S1) which maps β such that
‖β‖H2 ≤ ε and
∫
β = 0 to β′ solution of
−2∂2β′−2β′ = (1−β)(Πh′(θ, s)+b0+b1 cos(θ)+b2 sin(θ))−2(1−β)3a0(1+f)+R(∂θβ, β) (11.4)
with b1, b2, b0 chosen such that∫
cos(θ)
(















We first show that we can find three such coefficients. We have, thanks to Sobolev embedding
|b|+ |∂θb| ≤ ε.
Consequently the three integral conditions (11.5), (11.6) and (11.7) can be written
1
2


















(1− β)Πh′(θ, s)− 2(1− β)3a(1 + f) +R(∂θβ, β2)
)
dθ.
This system is invertible : we have a unique solution which satisfies the estimate
|b0|+ |b1|+ |b2| . ‖h′‖L2(S1) + ε‖β‖H1(S1) . ε2.
Thanks to (11.5) and (11.6), we are allowed to solve (11.4). There exists a unique solution β′ ∈
H2(S1), and it satisfies
‖β′‖H2 . ‖h′‖L2(S1) + ε‖β‖H1(S1) + |a0| . ε2
Moreover, thanks to (11.7) we have
∫
β′ = 0. We see easily that the map F is contracting.
Consequently it admits a unique fixed point β(θ, s), satisfying
‖β‖H2 . ‖h′‖L(2) + |a|.
Moreover there exists b0, b1, b2 such that β satisfy (11.3). In addition we have
‖β‖Hk+2 . ‖h′‖Hk + |a|,
and deriving (11.3) , (11.5), (11.6) and (11.7) with respect to s we obtain
‖∂lsβ‖Hk+2 . ‖∂lsh′‖Hk ,
|∂lsb0|+ |∂lsb1|+ |∂lsb2| . ‖∂lsh′‖L2 .
11.3 Proof of Proposition 3.7
From the initial data of Theorem 1.3, we can construct a solution of (1.1) up to time T = 1.
Moreover, this solution exists in the entire region q > R + 1, t > 0 (see Appendix A). Let b(2) be
defined by Proposition 3.6 and set
h(2) = h′(θ, s) + b0 + b1 cos(θ) + b2 sin(θ).
By performing the change of variable of Section 2.1 with b(2), and looking at the data on t = 0, we
obtain a solution of the constraint equation with the desired asymptotic behaviour (see Appendix
B)
g(2) = gb(2) + g˜
(2).
We consider the solution (g(2), φ(2)) in generalized wave coordinates
(H(2))α = (g(2))λβ(Γ(2))αλβ = (F
(2))α + (G(2))α + (G˜(2))α,
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with






















(2) = s(1 + b(2))∂sf
(2) with
1 + ∂θf
(2) = (1 + b(2))−1,
and (G˜(2))α contains the terms of the form g˜(2)∂ls∂
k
θ b
(2), where l + k − 2 ≥ 1 or l ≥ 2. b(2) satisfy
the hypothesis (2.2) to (2.16). We assume that on [0, T (2)], g(2) satisfy the bootstrap estimates.
Thanks to all we have done so far, we know that (g(2), φ(2)) satisfies the improved bootstrap
estimates, except (3.25) which remained to be proved. For this, thanks to Proposition 11.5, all we
have to do is to compare φ and φ(2). We can pass from (g, φ) to (g(2), φ(2)) by a change of variable,
that we note Ψ.


























where we have used that δ − ρ ≥ 12 . and in the interior
|s(2) − s| .
∫ q
s




















We have in the exterior region
|∇(q(2) − q(1 + b(2))−1)|g =
∣∣∣(g˜(2))LL∣∣∣ ,
so in the exterior region we obtain






















We recall that δ − σ − ρ ≥ 12 . In the interior we obtain
|q(2) − q| .
∫ q
s






















so in the exterior




























and in the interior



























With these estimates it is easy to see that φ(2) satisfy the same improved estimates as φ. We have
φ(2)(x) = φ(Ψ(x)).
We calculate
∂φ(2) = (∂s(2))∂sφ(Ψ(x)) + (∂q
(2))∂qφ(Ψ(x)) + (∂θ
(2))∂θφ(Ψ(x)).
We compare φ and φ(2) to improve (3.25). φ is non zero only in the interior region. We obtain




















2 (1 + |q|) 32−4ρ
.
ε2




|(∂φ)(Ψ(x)) − ∂φ(x)| .
∣∣∣∣∫ 1
0




















(1 + s)(1 + |q|)1−4ρ−σ











































∣∣∣∂ZI+1φ(x+ τ(x(2) − x))∣∣∣ dτ.





(1 + |q|) 32−4ρ(1 + s) 12







































A Global existence of solutions in the exterior
We denote by C¯ the complementary of the domain of dependence of B(0, R+1). Let ga be defined
by Theorem 1.3. In generalized wave coordinates gx
α = gax
α the system Rµν = 0 can be
written, with the decomposition g = ga + g˜
gg˜µν = Pµν(g)(∂g˜, ∂g˜) + P˜µν(g˜, ga),
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where we used the fact that ga is Ricci flat. We perform a bootsrap argument : let T be such that
we have a solution g of this equation on C¯T where C¯T is the restriction of C¯ to times less than T ,
and assume that





N−2g˜‖L2(C¯∩Σt) . ε. (A.2)
where
v(q) = (1 + |q|)2+2δ′ ,
v1(q) = (1 + |q|)2+2δ′−2σ.





















2 (1 + |q|) 12+δ′−σ
. (A.4)
Thanks to the wave coordinate condition




−ρ(1 + |q|)− 12+δ′
, (A.5)
|ZN−4g˜T T | . ε
(1 + s)
3
2 (1 + |q|)− 12+δ′−σ
. (A.6)






















where L is a null vector tangent to ∂C¯ and Q is the energy momentum tensor for g
Qαβ = ∂αZ
I g˜∂βZ







QTL = T (ZI g˜)L(ZI g˜)− 1
2
gTL(L(ZI g˜)L(ZI g˜) + eθ(ZIφ)2)





gTLL(ZI g˜)L(ZI g˜) + 1
2
gTLL(ZI g˜)L(ZI g˜) + gTeθL(ZI g˜)eθ(ZI g˜)
− 1
2




gTLL(ZI g˜)L(ZI g˜)− 1
2
gTLeθ(ZIφ)2 + gTeθL(ZI g˜)eθ(ZI g˜)
≥(1−Cε)(L(ZI g˜)2 + eθ(ZI g˜)2) ≥ 0.
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Since in all our proof, the bootstrap condition (3.25) was not needed in the exterior region, we
easily see from section 9.1 that we will be able to improve (A.1).
To improve (A.2) we perform the energy estimate in the flat metric. Q˜ is now the flat energy-
momentum tensor. We now have to be careful with













which may not be positive. Since L = (1 +O(g −m))∂s +O(gLL)∂q +O(gUL)∂U , we have
















































We then easily see from Section 10.3 that we can improve the bootstrap assumption (we can check
that the cubic non linearities without null structure in QLL are not present).
B Regularity of the initial data
To obtain solutions of the constraint equation with an asymptotic behaviour g = gb + g˜, we take
the exterior solution constructed in the previous section (we denote by s′, q′, θ′ the coordinates used
for this construction), make the change of variable
s′ = (1− χ(r))s+ χ(r) ((1 + b(θ, s))s− (∂θb(θ, s))2(1 + b(θ, s))−1q) ,
q′ = (1− χ(r))q + χ(r)(1 + b(θ, s))−1q,









and consider the space-like hypersurface, given by t = 0. We denote by Σb this hypersurface, and
consider g¯ = g|Σb , and K the second fundamental form of the embedding Σb ⊂ M . (g¯,K) is a
solution to the constraint equations.
Proposition B.1. There exists
(gαβ)0, (gαβ)1 ∈ HN+1δ ×HNδ+1
such that the initial data for g given by
g = gb + g0, ∂tg = ∂tgb + g1,
are such that
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• g¯ij = gij ,Kij = Lβgij satisfy the constraint equations (1.4) and (1.5).











gb and g0∂sgb in g






Proof. There are two issues to consider for the regularity of (g¯,K).
• We have t′ ∼ t − b(θ, s)r, so |t′| → ∞ as r → ∞ in Σb. Consequently we have to be careful
with the logarithmic growth in t′ of the higher energy of g˜.
• In ∂Nθ g˜, we have terms of the form ∂
N+2
θ b(θ, s)∂θg˜ : we have also to be careful with the
logarithmic growth in s of ‖∂N+2θ b(θ, s)‖L2(S1).
We treat the first issue. We can estimate
∫
Σb
w(q)(∂ZN g˜)2rdrdθ by performing the energy estimate

























w(q)(∂ZN g˜)2 + ε3.


















‖∂s∂N+2θ b(θ, r)‖2L2(S1)dr . ε3.







Therefore, if we write it for α = i we obtain a relation for ∂tg0i and if we write it for α = 0, we
obtain a relation for ∂tg00. However, if we write g = gb + g˜, the term
gλβΓαλβ − (gb)λβ(Γb)αλβ




+ s.t., g˜∂sgb ∼ g˜∂2s∂θb+ s.t.
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which do not belong in HNδ+1 because we are missing a derivative on b. However these terms
are removed thanks to the addition of the term G˜ in the generalized wave coordinate condition.
Consequently ∂tg˜00 and ∂tg˜0i are given by a sum of terms the form
K, ∇g0, gbK, gb∇g0, χ(r)gb
r
g0.
With this choice, ∂tg˜0i and ∂tg˜00 belong to H
N
δ+1.
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