This paper investigates two relatively new measures of retrieval effectiveness in relation to the problem of incomplete relevance data. The measures, Bpref and RankEff, which do not take into account documents that have not been relevance judged, are compared theoretically and experimentally. The experimental comparisons involve a third measure, the wellknown mean uninterpolated average precision. The results indicate that RankEff is the most stable of the three measures when the amount of relevance data is reduced, with respect to system ranking and absolute values. In addition, RankEff has the lowest error-rate.
Introduction
A typical experiment in information retrieval (IR) makes use of a test collection. Such a collection consists of three components:
A database D of documents. A set T of topics (information needs, written in natural language). For each topic in T, a non-empty set of relevant documents from D.
In the Cranfield evaluation model (Voorhees, 2002) which prescribes the use of test collections, a completeness assumption is made: for each topic t 2 T , each document d 2 D is judged for relevance in relation to t (Cleverdon, 1991) . In the normal case, though, D contains a large number of documents, and it is practically 0306-4573/$ -see front matter Ó 2007 Elsevier Ltd. All rights reserved. doi:10.1016 All rights reserved. doi:10. /j.ipm.2007 impossible to judge each document for each topic. Instead, the documents that belong to a proper subset of D are relevance judged.
In the well known TREC environment, the proper subset is generated by the pooling technique. This technique can be described as follows. Several searches are executed for t 2 T . For each search, the set of the (usually 100) top ranked documents is created. The union of the created sets forms the pool, say P t , of documents to be relevance judged with respect to t (Voorhees, 2004) .
When a new system (a system that did not participate in the pooling process) is tested against a TREC collection, it may be the case that documents that have not been relevance judged with respect to t, i.e., documents that do not belong to P t , are retrieved within the 100 top ranking positions. Such documents are assumed to be irrelevant when a traditional measure like precision is applied. This assumption is less satisfactory, since it may favour systems that participated in the pooling process.
Issues in retrieval evaluation have received fairly much attention in the literature (Hull, 1993; Keen, 1992; Sanderson & Zobel, 2005; Tague-Sutcliffe, 1992) , and alternatives to traditional measures have been proposed, for example in Järvelin and Kekäläinen (2002) . In this paper, we treat two relatively new measures, presented in 2004 and 2005, respectively, of retrieval effectiveness which do not take into account documents that have not been relevance judged (Ahlgren & Grö nqvist, 2006a , 2006b Buckley & Voorhees, 2004; Grö nqvist, 2005) . These measures are compared, both theoretically and experimentally. In addition, we experimentally compare the two measures to a well-known evaluation measure, mean uninterpolated average precision (MAP).
The rest of the paper is organized as follows. Section 2 describes the test collections used in our experiments, while a motivation for inventing new evaluation measures is given in Section 3. In Section 4, we define two fairly new evaluation measures (one of the measures is given in two variants). Section 5 provides a theoretical comparison of the measures defined in Section 4, and in the following section these measures are compared to each other, and to MAP, experimentally. In Section 7, we discuss the outcome of the experiments and put forward conclusions.
Test collections
Our experiments used the same test collections as was used by Buckley and Voorhees (2004) , TREC-8 (ad hoc task), TREC-10 (Web track) and TREC-12 (robust track). Table 1 gives an overview of these three collections. In the last two columns, the mean number of relevant documents per pool and the mean pool size are reported. Table 2 gives, for each test collection, the number of system runs we used in our experiments. In this work, we consider two distinct runs as two distinct systems. A group that participates in a given TREC may be associated with several runs, and thereby with several systems. Also given in Table 2 is the mean number of retrieved documents (in TREC, maximum 1000 per topic), relevant and unjudged documents across the runs.
Since the measures we focus on in this work are dependent on the number of retrieved documents, each run that retrieved less than 95% of the maximal number of retrieved documents was excluded. For example, for TREC-8 (with 50 topics) the maximal number of retrieved documents for a run is 50 Â 1000 ¼ 50;000. Therefore, each TREC-8 run that retrieved less than 47,500 was excluded. Further, each run that did not retrieve any documents for one or more topics was excluded. These exclusion rules are the same as those employed in Buckley and Voorhees (2004) . We excluded 7 runs each from TREC-8 and TREC-12, while 21 runs were excluded from TREC-10. Table 2 shows that on average (over all runs and topics) there is a relatively large number of retrieved documents that have not been relevance judged, irrespective of which of the three TRECs we consider. If we only take the top 100 documents into account, there is still a noticeable number of unjudged documents (Table 3) .
Motivation for inventing alternative measures
We mentioned the issue of retrieved unjudged documents in the end of the preceding section. As can be seen in Fig. 1 , where we exemplify with TREC-12 data, the share of documents that have not been judged is as large as 80% at ranking position 1000, over all runs and all 100 topics. For TREC-12, the top 125 documents were used during the pooling process. Despite that, the share of unjudged documents at ranking position 125 is about 13%. Even at ranking position 1, there are documents that have not been judged.
One concern with unjudged documents is that runs, which did not contribute to the pools, may retrieve unjudged relevant documents, and thereby be treated unfairly during evaluation. The same problem also applies to systems that did contribute to the pools, but to a lesser extent since the 100 top ranked documents are guaranteed to be relevance judged. Although it has been argued on empirical grounds that the TREC collections are not biased against such runs (Voorhees, 2002; Zobel, 1998) , we believe that large shares of unjudged documents, especially at low ranking positions, is a sufficient motivation for the construction of measures that do not take unjudged documents into account. 
Two measures of retrieval effectiveness
In this section, we define two measures of retrieval effectiveness. One of them is put forward in two variants. Each measure is such that it relates all known relevant documents in a ranked list of documents to the same number of known irrelevant documents.
The Buckley and Voorhees measures
Buckley and Voorhees (2004) proposed a measure of retrieval effectiveness intended to be used when some retrieved documents have not been judged for relevance. To our knowledge, the measure is intended to be a measure of rank effectiveness. Such a measure favours IR methods that retrieve relevant documents early in the ranking. If retrieval effectiveness is measured by recall, an IR method may have high retrieval effectiveness, but its performance in terms of rank effectiveness may be poor.
Let R be the set of known relevant documents for a topic t 2 T , and let r be the number of documents in R. If we assume that the pooling technique has been used, R P t D. Let I r be the set of the r most highly ranked (with respect to the IR-method M), known irrelevant documents for t. Further, let I r (d i ) be the number of documents d such that d 2 I r and Rankðd; t; MÞ < Rankðd i ; t; MÞ, where d i 2 R. The measure, binary preference (bpref) for the IR method M with respect to the topic t, is defined as:
It holds that 0 6 bpref ðM; tÞ 6 1. The highest performance is obtained when all the r most highly ranked, known irrelevant documents are ranked lower (higher ranks) than each known relevant document. Observe that the definition of this measure presupposes at least r known irrelevant documents for a given topic. Since bpref is coarse when a topic has a small number (one or two) of known relevant documents, Buckley and Voorhees (2004) used a variant of the measure, bpref-10, in their experiments. Let I 10+r be the set of the 10 þ r most highly ranked, known irrelevant documents for t. The variant is defined as bpref -10ðM; tÞ ¼ 1 r
where I 10+r (d i ) is the number of documents d such that d 2 I 10þr and Rankðd; t; MÞ < Rankðd i ; t; MÞ, where d i 2 R. Clearly, 0 6 bpref -10ðM; tÞ 6 1. With bpref-10, the evaluation involves at least 11 document pairs. This minimal number occurs when there is exactly one known relevant document (r ¼ 1). In that case, the relevant document is related, with respect to ranking position, to 10 + 1 irrelevant documents.
Rank effectiveness: a related measure
Grö nqvist (2005) suggested a measure RankEff that is similar to the two measures given above. RankEff is intended to measure to what degree (known) irrelevant documents are ranked lower than (known) relevant documents. Let I be the set of all known irrelevant documents for topic t. The measure, rank effectiveness (RankEff) for the IR method M with respect to t, is then defined as:
where I(d i ) is the number of documents d such that d 2 I and Rankðd; t; MÞ > Rankðd i ; t; MÞ, where d i 2 R, and n is the number of relevance judged documents for t. 1 As for the bpref measures, 0 6 RankEff ðM; tÞ 6 1. The 1 Note that I refers to all known irrelevant documents, while I r (I 10+r ) refers to the r ð10 þ rÞ most highly ranked, known irrelevant documents. Also note that the definition of RankEff uses '>', while the definition of bpref uses '<'. If Rankðd; t; MÞ > ð<ÞRankðd 0 ; t; MÞ, then d is ranked lower (higher) than d 0 .
highest performance is obtained when all the n À r known irrelevant documents are ranked lower than each known relevant document. The RankEff measure gives the mean number of known irrelevant documents that are ranked lower than a known relevant document, in relation to the number of known irrelevant documents. That this statement is true is shown by the following derivation:
One potential problem with RankEff concerns known irrelevant documents that are not retrieved. Let the number of judged documents for a topic t be 6. Assume that two of the documents are judged relevant, four irrelevant. Assume further that IR-method M 1 retrieves all six judged documents in the first six positions, with the two relevant ones in positions 1 and 2. Assume finally that IR-method M 2 retrieves only four documents, the two relevant and two of the irrelevant, with the two relevant ones in positions 1 and 2. Under these assumptions RankEff ðM 1 ; tÞ ¼ 1, while RankEff ðM 2 ; tÞ ¼ 0:5: M 2 will thus be punished for not retrieving known irrelevant documents, which is inappropriate. To avoid scenarios of this kind, we define, for 
Practical adjustments
In the TREC environment, retrieval effectiveness is evaluated at 1000 retrieved documents. It may be the case, and often is, that some known relevant documents are not among the top 1000 retrieved, for a given system and a given topic. Because of this, the definitions of the measures need to be adjusted to fit practical situations. However, we only give definitions of bpref-10 and RankEff, since we compared the latter to the former (and not to the coarser variant bpref) in our experiments (Section 6).
Let R 0 be the set of retrieved known relevant documents for an IR method M and a topic t 2 T , and let r 0 6 r be the number of documents in R 0 . Let I 10þr ðd 0 i Þ be the number of documents d such that d 2 I 10þr and Rankðd; t; MÞ < Rankðd 
RankEff ðM; tÞ ¼
An IR method that retrieves only a small number, say k, of known relevant documents at the first k ranks receives a smaller value on the two measures than an IR method that retrieves a large number, say l > k, on the l first ranks. This is a desirable property, which the measures have in common with MAP. MAP is a measure that has been shown to be relatively stable with respect to capacity to distinguish between IR methods (Buckley & Voorhees, 2000) . Note that the two measures, like MAP, give a non-optimal value when not all known relevant documents have been retrieved. Further, Eqs. (4) and (5) define the same functions as Eqs. (2) and (3), respectively, given that r 0 ¼ r.
Theoretical comparison of the measures
Let I r ðd i Þ be the number of documents d such that d 2 I r and Rankðd; t; MÞ > Rankðd i ; t; MÞ, where d i 2 R. Consider the case where RankEff is modified in such a way that the measure is only applied to the r most highly ranked, known irrelevant documents. In that case we define RankEff as RankEff ðM; tÞ ¼
Then we obtain the following:
bpref and RankEff are thus identical when the latter measure is applied to the r most highly ranked, known irrelevant documents, or if r ¼ n=2.
In the remainder of this section we compare bpref-10, rather than bpref, to RankEff. One may ask if bpref-10 and RankEff are equivalent in the sense that they always agree with respect to the order of two compared IR methods. More formally, one may ask if the following statement holds:
bpref -10ðM 1 ; tÞ < ð>; ¼Þ bpref À 10ðM 2 ; tÞ if and only if
RankEff ðM 1 ; tÞ < ð>; ¼Þ RankEff ðM 2 ; tÞ However, the statement above is not true, which is shown by the following counterexample. Assume that n ¼ 30 and r ¼ 2, for a given topic t. Then n À r ¼ 28 ¼ jIj ¼ the number of known irrelevant documents for t. Assume that the methods M 1 and M 2 rank documents according to the data in Table 4 , where ''+'' indicates a known relevant document, ''À'' a known irrelevant document, and ''Á Á Á'' stands for the positions 16-29 in the lists of retrieved documents. Further, positions 16-29 are assumed to contain, for both M 1 and M 2 , known irrelevant documents.
With the data in Table 4 , we obtain the following for bpref-10 and the two methods: Thus, RankEff ðM 1 ; tÞ > RankEff ðM 2 ; tÞ. Given the data of the example, M 1 obviously performs better than M 2 with respect to rank effectiveness, and it is desirable that a measure for rank effectiveness detects this.
RankEff has some appealing properties in relation to bpref-10:
It uses more information, since each known irrelevant document is taken into consideration. It can handle data sets with any number of relevant and irrelevant documents, except when the number of known relevant documents is 0, or the number of known irrelevant documents is 0 (r ¼ 0 or n ¼ r, respectively). It handles topics with a small number of relevant documents better than bpref-10 in the sense that unreasonably large differences in measurement values between IR methods are prevented. 
Another difference between RankEff and bpref-10 concerns the case where a known relevant document swaps position with a higher ranked known irrelevant. A measure of rank effectiveness should increase as a consequence of such a change. RankEff and uninterpolated average precision (AP) increase under the change. For bpref-10, this is not always the case. In Appendix, we give proofs of these statements.
Experimental comparison
In this section, we study (6.1) error rates associated with the measures, (6.2) the correlation between system rankings, generated from different measures, when the full pools of judged documents are used, and (6.3) the effects of gradually reducing the pools of judged documents on consistency of absolute average evaluation values and on the stability of system rankings. As mentioned above, the data used for the experiments come from TREC-8, TREC-10 and TREC-12. We are principally concerned with comparing RankEff and bpref-10. However, we compare the two measures to MAP, heavily used in TREC.
Error rates
One issue in retrieval evaluation is the following situation: two topic sets of the same size disagree as to which of two runs is the better. Let EM be an evaluation measure. An error rate in this respect can be obtained empirically by comparing the mean EM values of two runs on two disjoint topic sets of the same size z. If one of the runs performs better than the other for one of the two sets, but worse for the other set, a swap has occurred. When the error rates are computed, the difference in EM values between two runs (with respect to one of the two involved topic sets) is classified into one of (in our case) 101 bins, where each bin represents a range of differences in EM values: [0, 0.002), [0.002, 0.004), . . . , [0.198, 0.2), [0.2, 1]. Now, the error rate for a bin b, in relation to a topic set size z, is defined as the share of the differences d in b such that d is associated with a swap. When the error rates are computed, one can obtain information, for a given topic set size, on the least difference in EM values for having at least 95% confidence in the conclusion. If we for example get a swap for at most 5% of the system pairs and disjoint topic sets when the initial EM difference is at least d, we conclude that if the EM difference between two systems is at least d, then we can be at least 95% certain that the system with the higher EM value actually is better. For more detailed information on the computing of error rates, see Voorhees and Buckley (2002) .
We computed error rates for bpref-10, RankEff and MAP, using the maximal topic set sizes (25 for TREC-8 and TREC-10, 50 for TREC-12). We counted the share of swaps for all pairs of runs from TREC-8, TREC-10 and TREC-12, and we utilized 1000 different randomly selected pairs of disjoint topic sets for each pair of runs.
In Tables 5-7 , the least absolute differences (the d values) for having at least 95% confidence in the conclusion are given for each measure and for TREC-8, TREC-10 and TREC-12, respectively. A column labeled with '%' reports the share in percent of the best observed MAP (average bpref-10, average RankEff) value obtained for a run and for a given TREC that d represents. A r column gives the standard deviation over the observed MAP (average bpref-10, average RankEff) values for a given TREC. For TREC-8 and TREC-10, the largest d values are associated with RankEff. However, this measure also have the largest standard deviations, which indicates that one often obtains a larger absolute difference between two systems compared to MAP and bpref-10. Relative to the best observed values, the differences associated with RankEff are less than the differences for MAP and bpref-10. In this relative sense, RankEff outperforms the two other measures. 
Full pools of relevance data -correlation between system rankings
Let S be the set of the n runs executed in a given evaluation context, and let EM be an evaluation measure. A system ranking with respect to S and EM is a list ðr 1 ; . . . ; r n Þ of the runs in S such that EM Avg ðr i Þ P EM Avg ðr j Þ if i < j, where EM Avg ðr k Þ is the EM average for run r k over the involved topics. (For MAP, EM is AP, and
One way to empirically study if two evaluation measures measure the same thing is to compute the correlation between two system rankings, where one ranking is obtained from one of the measures, the other from the other measure. Table 8 gives, for each of the three TRECs, correlation data for bpref-10, RankEff and MAP. Correlations are measured by Kendall's s (Kendall & Gibbons, 1990) . The Kendall correlation values between bpref-10 and RankEff are fairly weak over all TRECs. bpref-10 has higher correlations with MAP than with RankEff. One of the correlation values between bpref-10 and MAP is (slightly) less than, while the remaining two values are greater than 0.9, which have been used as a cut-off for equivalent rankings (Buckley & Voorhees, 2004) . Figs. 2-4, one for each TREC, give a picture of the level of agreement with regard to system rankings for the three measures. The x-axis in each figure represents systems, sorted by decreasing MAP values. Both bpref-10 and RankEff exhibit a decreasing trend. However, the low Kendall correlation between RankEff and MAP (Table 8) is clearly mirrored in the three graphs. RankEff disagrees with MAP (and with bpref-10) as to which system has the better performance for several pairs of systems. For a noticeable case, consider Fig. 3 (TREC-10) . It is difficult to see the exact numbers in the figure, but one system ranked at position 42 by MAP is ranked as number 7 by RankEff. Similarly we can see a system in Fig. 4 (TREC-12) ranked number 17 by MAP and 49 by RankEff.
Effects of gradually reducing relevance data
For a given topic t 2 T and a given TREC, we started with the full pool, P t , of judged documents. Then we gradually reduced P t in the following way. Let P rel t be the set of known relevant documents for t, and let P irr t be the set of known irrelevant documents for t. Then the union of P rel t and P irr t is equal to P t . For each percentage value a 2 V a ¼ f1; 2; . . . ; 10; 15; 20; . . . ; 95g, the corresponding number of relevant (irrelevant) documents was randomly selected from P rel t (P irr t ). For example, if 95% of the relevant (irrelevant) documents was to be selected and if the number of relevant documents was 40 and the number of irrelevant ones was 200, 0:95 Â 40 ¼ 38 relevant and 0:95 Â 200 ¼ 190 irrelevant documents were selected. If the number, say x, of documents to be selected was a non-integer, we added 0.5 to x, and then the greatest integer less than x þ 0:5 was selected. This approach yields, for each a 2 V a , a as the expectation value over the topics, for both categories of documents. As the minimal number of relevant and irrelevant documents to include in a reduced set, we used 1 and 10, respectively. If the number of relevant (irrelevant) documents corresponding to a was less than 1 (10), we used the minimum value.
Change in absolute average values
The graph of Fig. 5 shows, for the three measures and for TREC-12, the effects of gradually reducing the pools of judged documents on consistency of absolute average values. For each measure, a plotted value is the average over all topics and all runs, in relation to a certain level of relevance data incompleteness. The graphs for TREC-8 and TREC-10 are similar. The reduction has a clear impact on MAP and, to a lesser extent, on bpref-10. The former measure decreases as the level of incompleteness increases, with few exceptions. bpref-10 increases as the level of incompleteness increases. However, bpref-10 changes at a slower rate compared to MAP, with regard to a ¼ 100 down to a ¼ 35. RankEff is the measure that exhibits the most consistent behaviour: the average value stays approximately the same until 4% (a ¼ 4) of the relevance data are left.
One problem with inconsistency in the present sense is that it might affect systems that did not contribute to the pools. If such a system tends to retrieve unique relevant documents, and the used evaluation measure tends to decrease (or increase) when the relevant documents are reduced, then the system is treated unfairly (or favoured).
Correlations between system rankings
It is highly desirable that an evaluation measure is stable in the sense that it ranks IR methods (at least approximately) in the same relative order under different levels of incompleteness with respect to relevance data. Assume that the pooling method has been used for a given test collection, and that several relevant documents are not in the pools. Assume further that the retrieval effectiveness of a set of systems has been measured with respect to an evaluation measure EM, and that a system ranking is at hand. If EM is unstable, we might ask what would happen if more relevance data were added. It is possible that a hypothetical new ranking would disagree with the old one, perhaps to a large extent. Disagreement of this kind would be a serious problem for the Cranfield evaluation model.
The graphs in Figs. 6-8, which correspond to TREC-8, TREC-10 and TREC-12, plot the Kendall correlations between systems rankings obtained from MAP (bpref-10, RankEff) using the full relevance pools, and system rankings obtained from the same measure using reduced pools. The x-axis represents the level of relevance data incompleteness, while the y-axis shows the s value. Optimal stability performance for a mea- sure would correspond to a straight line from the upper left corner to the upper right corner. For the test data used in this work, RankEff is more stable than MAP and bpref-10. For each of the three graphs, the plot for RankEff is flatter than the plots for the other two measures. As the relevance data are gradually reduced, RankEff goes on to rank systems in approximately the same relative order as when the relevance pools are not reduced. For TREC-8 and TREC-12, we have to move to incompleteness levels of 90% (a ¼ 10) and 91% (a ¼ 9) before the value of s drops below 0.9. TREC-10 deviates from the other two TRECs in this respect, since its corresponding incompleteness level is 75% (a ¼ 25).
Discussion and conclusion
We have studied two relatively new measures of retrieval effectiveness, bpref-10 and RankEff. The measures have been constructed as a response to the problem of incomplete relevance data, a problem that is likely to be inherent in large test collections (like the TRECs). Both measures are such that they do not take into account documents that have not been relevance judged. We compared the measures theoretically, and we experimentally compared them to each other and to the well-known evaluation measure MAP.
The experimental results indicate that RankEff may be a better alternative to MAP than bpref-10 when the relevance data are incomplete. With respect to consistency of absolute average evaluation values as the relevance data are reduced, RankEff has by far the best performance. bpref-10 performs better than MAP, which is problematic from this perspective. As indicated in Section 6.3.1, inconsistency in this respect might affect systems that did not contribute to the pools.
System ranking stability, the ability of a measure to rank systems in the (approximately) same relative order under different levels of relevance data incompleteness, is a very important variable. For reasons given in Section 6.3.2, an evaluation measure that performs badly on this variable would constitute a serious problem for the Cranfield evaluation model. The three graphs of Section 6.3.2 show that RankEff exhibits a better performance than bpref-10. MAP has the worst performance, for all three considered TRECs.
The relative error rates of RankEff are lower than the corresponding rates for bpref-10, which in turn has rates similar to the rates of MAP. As pointed out in Buckley and Voorhees (2000) , the error rate is only one property of an evaluation measure. A recall oriented measure with a low error rate would of course be improper to use when the retrieval of a few relevant documents at top positions is of interest. However, a low (relative) error rate is clearly a desirable property of an evaluation measure.
MAP and bpref-10 are in close agreement as to the ranking of systems when the full pools of judged documents are used for evaluation (Table 8) , whereas the agreement between RankEff and bpref-10, and between RankEff and MAP, is fairly small. This indicates that RankEff measures something else than bpref-10 and MAP. We consider RankEff to be a measure of rank effectiveness. As pointed out in Section 5, one of the differences between RankEff and bpref-10 concerns the case where a known relevant document swaps position with a higher ranked known irrelevant. RankEff and AP increase under the change, while bpref-10 does not increase in all cases. One might argue that a measure that correlates poorly with an established measure, like MAP, is likely to be a poor measure (Buckley & Voorhees, 2004) . However, if the established measure is problematic, it is questionable if a high degree of correlation is desirable.
We stress the fact that we have only worked with a limited set of test data, consisting of three test collections. Therefore, the results of the experimental part of this work should be interpreted with caution. We have obtained evidence for the relative merits of RankEff, but the measure should be tested against bpref-10 and MAP (and perhaps against other evaluation measures) using other test collections with incomplete relevance data.
Finally, if measures like RankEff and bpref-10 are used for evaluation in environments like TREC, one might consider instructing the participating groups to rank the full pool of judged documents for a topic. In that way, there would be no need for the practical adjustments described in Section 4.3, and RankEff and bpref-10 could be used as they are intended to be used. Moreover, since RankEff correlates poorly with both MAP and bpref-10 (Table 8) , the issue of what aspect of retrieval effectiveness RankEff is actually measuring should be further addressed.
Appendix. The three measures and the swap property
A desirable property of an evaluation mesaure EM is the following: (SWAP) If a known relevant document swaps position with a higher ranked known irrelevant, then the value on EM increases. Below, we prove that RankEff and AP satisfy SWAP, and that it is not always the case that bpref-10 satisfies SWAP. and d 00 in the ranking, i.e., Rankðd 00 Þ < Rankðd i Þ < Rankðd 0 Þ, for 1 6 i 6 m. Further, assume that Rankðd i Þ > Rankðd j Þ if i < j. Let P(d) be the original precision at d, and P 0 ðdÞ the new (after the swap) precision at d. Then P 0 ðd 1 Þ > P ðd 0 Þ; P 0 ðd 2 Þ > P ðd 1 Þ; . . . ; P 0 ðd m Þ > P ðd mÀ1 Þ; P 0 ðd 0 Þ > P ðd m Þ:
But then the value on AP increases. h Proposition 3. It is not always the case that bpref -10 satisfies SWAP.
Proof. Let d 0 be the known relevant document that swaps position with a higher ranked known irrelevant, d 00 . Assume that Rankðd 00 Þ > RankðdÞ, for each d 2 I 10þr , the set of the 10 þ r most highly ranked, known irrelevant documents (where r is the number of known relevant documents for the topic). In such a situation, I 10+r (d r ), the number of documents d such that d 2 I 10þr and RankðdÞ < Rankðd r Þ, is the same after the swap as it was before the swap, for each known relevant document d r . Therefore, the value on bpref-10 is the same after the swap as it was before the swap, and thus the value does not increase. h
