In this paper we investigate Cauchy problem for a class of time-fractional differential equation
Introduction
In recent years considerable interest in fractional calculus has been stimulated due to the applications that this calculus find in different fields in science and engineering, such as numerical analysis, linear viscoelasticity and c 2012 Diogenes Co., Sofia pp. 639-668 , DOI: 10.2478/s13540-012-0044-x fractal phenomena (see for example the monographs [11, 17, 19, 29, 32, 34] ). One of the emerging branches of this study is the theory of fractional evolution equations, i.e. evolution equations where the integer derivative with respect to time is replaced by a derivative of fractional order.
For example, it is known that the fractional diffusion equations Solutions of fractional diffusion equations have been considered by several authors such as Wyss et al. [36, 38] and Fujita [13, 14] , see also the very recent papers [18, 28] . In [31] , Orsingher and Beghin give the fundamental solution to the time-fractional telegraph equation ∂ 2α ∂t 2α u(t, x) + 2λ ∂ α ∂t α u(t, x) = c 2 ∂ 2 ∂x 2 u(t, x) with some proper initial data.
On the other hand, a fractional-order plant to be controlled can be described by a typical n-term linear homogeneous fractional-order differential equation in time domain a n D αn t y(t) + · · · + a 1 D where a k (k = 0, · · · , n) are constant coefficients; α k (k = 0, · · · , n) are real numbers satisfying α n > α n−1 > · · · > α 0 ≥ 0. The analytical solution of (1.1) is given by a general formula in [32] . A problem like (0.1), but with fractional derivatives in the sense of Riemann-Liouville, was considered in [6, 7] . Motived by the above works, in this paper we will consider a more general class of abstract time-fractional differential equations of the form (0.1). A new type of resolvent families for such equations will be defined. The idea of defining such kind of resolvent families goes back to Bajlekova [4] , who introduced the solution families to the abstract fractional Cauchy problem in a Banach space X: where 0 < α ≤ 2 and A is a densely defined closed linear operator in X. Bajlekova [4] has systematized a theoretical statement of a problem (1.2) , and has obtained a number of interesting results: a principle of a subordination, characterization of the generator and maximal regularity. See also her recent work [5] . For the fractional differential equations governed by some concrete partial differential operators, we refer to [20, 21, 22, 23, 25] . Let us recall the definition of the α-times resolvent families for (1.2).
Definition 1.1. Let α > 0. A family {S α (t)} t≥0 ⊂ B(X) is called an α-times resolvent family generated by A if the following conditions are satisfied:
(a) S α (t) is strongly continuous for t ≥ 0 and
holds for all t ≥ 0.
It is shown that the problem (1.2) is well-posed (in the sense of [33] ) if and only if there is an α-times resolvent family generated by A. An α-times resolvent family {S α (t)} t≥0 is called analytic of type (θ 0 , ω 0 ) if S α (t) admits an analytic extension to the sector Σ θ 0 := {z ∈ C − {0} : | arg z| < θ 0 } and for each θ ∈ (0, θ 0 ) and ω > ω 0 there exists a constant M θ such that
for all x ∈ X.
We also recall that the Mittag-Leffler function is defined by
where the path C is a loop which starts and ends at −∞, and encircles the disc |t| ≤ |z| 1/α in the positive sense. We write E α (z) := E α,1 (z). The Mittag-Leffler function E α (t) satisfies the fractional differential equation
In Section 2 we introduce the resolvent families for (0.1), the existence of such resolvent family is also equivalent to the well-posedness of (0.1). We give the relations between the resolvent families and their generators via the Laplace transforms in Section 3. In particular, we show that if the Cauchy problem (1.2) admits an analytic solution families, then the problem (0.1) is also well-posed. In Section 4 we derive the algebraic equation for such resolvent families, similarly as we did in [8] .
Section 5 deals with the approximations of resolvent families. The approximation theory is very important. For example, one can consider the approximation of the first-order differential equation u (t) = Au(t), t > 0, on a Banach space by a sequence of fractional differential equations
when A generates analytic C 0 -semigroup and α is close to 1, instead of the second-order differential equations u (t) + u (t) = Au(t), t > 0, considered by Fattorini [12] .
In Section 6, a complex inversion formula for the resolvent families of (0.1) is proved. Next we consider the solutions to the two-term timefractional differential equation of the form
where 0 < α ≤ 1. In Section 7 such differential equation can be considered as generalized fractional telegraph equation. Finally, we give some examples to illustrate our results.
A class of more general time-fractional differential equations on locally convex spaces will be considered in a separate paper [24] .
Well-posedness
Let X be a Banach space, A be a closed linear operator in X with a dense domain. We consider the fractional differential equation
where
, c j are constants and m = α is the smallest integer greater than or equal to α. Integrating (2.1) α-times and using the closedness of the operator A, one gets
from which it follows
the solution satisfies
The above analysis motivates us to give the following definition:
, and (2.1) holds on R + .
Next, we consider the corresponding Volterra equation 
It is routine to show that (2.5) is well-posed if and only if there is a resolvent family for (2.5). Moreover, by the closedness of A, it follows that the range of (g α * R) is contained in D(A) and
If there is a resolvent family R(t) for (2.5) and u is a mild solution of (2.1), then by (2.2) and (2.7), one has
From this it follows that
or equivalently,
This means that the function u(t) which is given by (2.8) is a strong solution of (2.1).
From these relations it is clear that if there is a resolvent family for (2.5), then both (2.1) and (2.3) are well-posed. Conversely, if (2.1) or (2.3) is well-posed, then it is easy to construct the resolvent family for (2.5).
By similar arguments, one gets that the mild solution for (2.5) is given by
The mild solution for the nonhomogenuous equation
is given by
and in particular, when
Proposition
The equation (2.5) with α − β 1 ≥ 1 admits a resolvent family R(t) satisfying R(t) ≤ Me ωt if and only if the Cauchy problem (1.2) is well-posed for the same α.
P r o o f. The well-posedness of the equation (1.2) is equivalent to that of the Volterra equation 
5) admits a resolvent family R(t) satisfying R(t) ≤ Me ωt if and only if
λ α + d k=1 c k λ β k ∈ ρ(A) for λ > ω and d n dλ n λ α−1 λ α + d k=1 c k λ β k − A −1 ≤ Mn! (λ − ω) n+1 , n = 0, 1, 2, · · · .
Theorem 3.2. The equation (2.5) admits a resolvent family R(t) satisfying R(t) ≤ Me ωt if and only if
The following result can be proved similarly as [4, Theorem 2.6].
Proposition 3.1. If the equation (2.5) admits a resolvent family R(t) satisfying R(t) ≤ Me ωt and α > 2, then A is a bounded operator.
In the sequel, we will only consider the cases α ≤ 2.
Definition 3.1 (Analytic resolvent). A resolvent family R(t) of (2.5) is called analytic if R(t) admits an analytic extension to a sector Σ
And moreover,
where Γ is a smooth curve in ω + Σ The following assertion can also be proved in the same way as Proposition 2.15 in Bajlekova [4] .
Next we will show that if A generates an analytic α-times resolvent family of type (θ 0 , ω 0 ), then the equations (2.1) and (2.3) are well-posed. 
Now let 0 < θ 1 < θ 0 and ω 1 > ω. We will show that for proper
In fact, a complex number z = ρe iσ belongs to ω 0 + Σ θ 0 +π/2 if and only if |σ| < θ 0 + π/2 and ρ > ω 0 cos θ 0 cos(|σ|−θ 0 ) . Let z = re iϕ ∈ ω 1 +Σ θ 1 +π/2 , where ω 1 is a constant that will be chosen in the sequel. It is not hard to show that
and
Since cos ψ ≈ cos αϕ and sin ψ ≈ sin αϕ as r → ∞, we have ψ ≈ αϕ for r large enough. Choose ω 1 large enough, and then r is large as well such that ψ ≈ αϕ,
.
Next we show that the estimates
hold. By the continuity of (λ − A) −1 , (3.3) hold for small |λ − ω 1 | and some constant M. 
is well-posed. 
The algebraic equation
It is well-known that a C 0 -semigroup {T (t)} t≥0 possesses the semigroup property T (t + s) = T (t)T (s), t,s ≥ 0; and a cosine operator function {C(t)} t∈R satisfies the algebraic equation
In [8] we also established the algebraic equation for α-times resolvent family {S α (t)} t≥0 :
In this section we will extend the above identity to the resolvent families defined in Section 2.
Let R(t) be the resolvent family for (2.5). Subtracting from equation 
+A(g α * R)(t)(g α * R)(s), and using the fact that R(t)R(s) = R(s)R(t) for all t, s ≥ 0 (which can be proved similarly as that of α-times resolvent family in [8]), one gets
R(t) + d k=1 c k (g α−β k * R)(t) (g α * R)(s) − (g α * R)(s) = R(s) + d k=1 c k (g α−β k * R)(s) (g α * R)(t) − (g α * R)(t).
Definition 4.1. A family {R(t)} ⊂ B(X) is called a (α, β; c)-resolvent family if (a) R(t) is strongly continuous on [0, ∞) and R(0) = I; (b) R(t)R(s) = R(s)R(t) for all t, s ≥ 0;
(c) the equation (4.1) holds for all t, s ≥ 0. The generator A of R is defined by
exists}.
Proposition 4.1. Let {R(t)} be an (α, β; c)-resolvent family with generator A. Then the following statements hold: (a) R(t)D(A) ⊂ D(A) and AR(t)x = R(t)Ax for every x ∈ D(A) and t ≥ 0; (b) for every x ∈ X, (g α * R)(t)x ∈ D(A) and
R(t)x = x − d k=1 c k (g α−β k * R)(t)x + A(g α * R)(t)x;
(c) x ∈ D(A) and Ax = y if and only if
(d) the generator A is closed and densely defined.
P r o o f. (a) For x ∈ D(A), since R(t) commutes with R(s), we have

R(s)R(t)x − R(t)x
+ d k=1 c k (g α−β k * R)(s)R(t)x g α+1 (s) = R(t)[R(s)x − x + d k=1 c k (g α−β k * R)(s)x] g α+1 (s) → R(t)Ax, s → 0.
This means that R(t)x ∈ D(A) and AR(t)x = R(t)Ax.
(b) First note that for any function q ∈ C(R + ; X) one has
Now for x ∈ X, by (4.1),
Thus (g α * R)(t)x ∈ D(A) and A(g α * R)(t)x = R(t)x
(c) The necessity follows from (a) and (b). Conversely, if x and y satisfy 2
From this proposition, we know that {R(t)} is an (α, β; c)-resolvent family if and only if {R(t)} is a resolvent family for (2.5). This result generalizes [8, Proposition 3.3].
Approximations
In this section we will consider the approximations of resolvent families. First we give a Trotter-Kato type theorem. We begin with the following lemma.
Lemma
Suppose that A generates an (α, β; c)-resolvent family R(t) satisfying R(t) ≤ Me ωt , where
β = (β 1 , · · · , β d ) satisfying α > β 1 · · · > β d > 0 and c = (c 1 , · · · , c d ). Then for x ∈ D(A l ) with l(α−β 1 ) ≥ 1,
R(t)x is differentiable and for t, s ∈ [0, T ],
for some constant C l and some function h l ∈ C(R + ) depending only on α, β, c and T .
This implies that if
where C 2 is a constant depending only on α, β, c and T . By induction, one can show that if l(α − β 1 ) ≥ 1, then there exists a constant C l and a function h l ∈ C(R + ) depending only on α, β, c and T such that for
which proves the lemma. 
For the converse implication, again by the same theorem, we only need to show that R(t; A n )x is equi-continuous on compact subsets of R + . By Lemma 5.1 we have that for
Moreover, since
are uniformly bounded, so we can choose δ small enough such that R(t, A n )x − R(s, A n )x < for |t − s| < δ. This proves the the equi-continuity of R(t; A n )x.
2
Next we will consider the approximations of resolvent families when the indexes converge.
Theorem 5.2. Suppose that a closed densely defined linear operator
A generates (α n , β n ; c n )-resolvent family {R αn,βn;cn (t)} t≥0 for every n ∈ N ∪ {0}, where 0 < α n ≤ 2, β n = (β 1,n , · · · , β d,n ) and c n = (c 1,n , · · · , c d,n ) , and there are constants M, ω ≥ 0 such that
as n → ∞, it suffices to show that the families R αn,βn;cn (t)x are equicontinuous on compact subsets of R + by [1, Theorem 1.7.5]. This follows from the fact that R αn,βn;cn (t)x are equi-continuous on compact subsets when x ∈ D(A l ), which can be proved by a slight modification of the proof of Theorem 5.1, D(A l ) is dense in X and R αn,βn;cn (t) are uniformly bounded on compact subsets. 2
Let A generate an analytic α-times resolvent family, then by Proposition 3.1, for all indexes β = (
, there exists a resolvent family R α ,β,c (t) which is given by the representation
Corollary 5.1. Let A be the generator of an analytic α-times resolvent family, and let R α,β;c (t) be the (α, β; c)-resolvent family generated by A. Then the following statements holds:
as n → ∞ and R α,βn;c (t) is the (α, β n ; c)-resolvent family generated by A for each n, then R α,βn;c (t) → R α,β;c (t) strongly as n → ∞;
as n → ∞ and R α,β;cn (t) is the (α, β; c n )-resolvent family generated by A for each n, then R α,β;cn (t) → R α,β;c (t) strongly as n → ∞; (c) if α n α as n → ∞ and R αn,β;c (t) is the (α n , β; c)-resolvent family generated by A for each n, then R αn,β;c (t) → R α,β;c (t) strongly as n → ∞. P r o o f. We only prove the statement (a), the other cases can be proved similarly. By Theorem 5.2, it remains to show that R α,βn;c (t) are uniformly exponentially bounded. By Theorem 3.4,
the curve Γ can be fixed for n large enough since β n → β, then estimating the integrand along Γ yields the desired bound. 2
Corollary 5.2. Let A be the generator of an analytic α-time resolvent family, then for every sequence {β n } satisfying 0 < β n < α and β n → β < α, the solutions of
converge to the solution of 
converge to the solution of
Corollary 5.4. Suppose that A generates an exponentially bounded α-times resolvent family S α (t). Let R α,β;c (t) be the (α, β; c)-resolvent family generated by A, where α − β 1 ≥ 1 (the existence of R α,β;c (t) was proved in Proposition 2.1). Then the following statements holds:
is the (α, β; c n )-resolvent family generated by A for each n, then R α,β;cn (t) → R α,β;c (t) strongly. P r o o f. The (α, β n ; c)-resolvent family generated by A, R α,βn;c (t), is connected to the α-times resolvent family S α (t) with the identity
which can be proved by taking the Laplace transforms of both sides. Using Gronwall's inequality, we get
with some independent of n constants M and ω. Therefore, by Theorem 5.2 the assertion (a) holds. The statement (b) can be proved similarly. 2
The complex inversion formulae
In this section we will consider the complex inversion formulae for our resolvent families. 
Theorem 6.1 (Inversion formula). Suppose that the equation (2.5) admits a resolvent family R(t) satisfying
from which our assertion follows. 
for each x ∈ X, t > 0, a > ω and the convergence of integral is uniformly in t from any compact subsets on (0, ∞). converges to e −at R(t)x as r → ∞. Integrating by parts
and using
due to the Riemann-Lebesgue's lemma, it suffices to show the limit
exists. Further on, 1 2πit
Clearly, by [ exists for all x ∈ X, uniformly in t for any compact interval of (0, ∞). Finally, note that
for each x ∈ X and the limit exists uniformly for t in any compact subsets of (0, ∞), we can conclude that R(t)x = S(t)x for all t ≥ 0 and x ∈ X. This gives the desired result. 
for each x ∈ X and the limit exists uniformly for t in compact subsets of [0, ∞), where I(t, r) is given in (6.2).
On the cases β = α/2
Let A generate a cosine operator function, then the second-order Cauchy problem
is well-posed. In fact, let v(t) = e ct u(t), then v(t) satisfies
Thus the solution of (7.1) is given by
with (see [37] )
is the Bessel function of first kind. Here C(t; A) is the cosine operator function generated by A and S(t; A) is the corresponding sine operator function. is well-defined and generates a C 0 -group, and the unique mild solution of (7.1) with x 1 = 0 is given by (7.5 ). which is the mild solution of (7.6). , then ±B generate bounded analytic α-times resolvent families and the unique mild solution of (7.6) is given by (7.7).
