Abstract. In this paper we investigate the functional equation
Introduction and preliminaries
Consider the functional equation which holds for all x ∈ R (the reals) with an unknown additive function A : R → R and fixed real parameters α i , β i , where i = 1, . . . , n. Since for any additive function vanishes at x = 0, without loss of generality we can suppose that none of the parameters equals to zero.
The theory of functional equations containing weighted arithmetic means gives motivations to investigate (1.1) (see [4] ).
(1.1) has been investigated for the case n = 2 by Daróczy [2] . His fundamental result states that the functional equation are transcendent or they are algebraic with the same defining polynomial over Q (the rationals). Equation (1.2) is equivalent to A(βx) = αA(x) (x ∈ R), i.e. the solutions must be semi-homogeneous. This is a motivation to find conditions for the existence of non-trivial semi-homogeneous solutions of equation (1.1) for the case n ≥ 3. It is easy to see that equation (1.1) is equivalent to the equation
In terms of the parameters
, . . . , , . . . ,
(n ≥ 3) sufficient conditions can be found for the existence of non-trivial semihomogeneous additive solutions in [3] . In connection with these results we need the following notions. is transcendent then equation (1.1) has non-trivial additive solutions which are semi-homogeneous in the sense that
for some δ i 's, for all x ∈ R and i = 1, . . . n − 1. is transcendent then equation (1.1) has non-trivial additive solution which is semi-homogeneous in the sense that
for some δ i 's, for all x ∈ R and i = 1, . . . n − 1.
For example the coordinates of ( √ π, 2π + 1) are algebraically dependent over Q, since the non-zero polynomial P (x 1 , x 2 ) = 2x
. The Lindemann-Weierstrass theorem gives a method to construct algebraically independent systems (see [1] , Theorem 1.4. p.6.). It says that if λ 1 , . . . , λ n are algebraic numbers such that they are linearly independent over Q, then e λ 1 , . . . , e λn are algebraically independent over Q.
In this paper we give sufficient and necessary conditions for the existence of non-trivial additive solutions of (1.1) under some conditions like in Theorem 1.1 and Theorem 1.2.
2.
Gauss elimination process for a system of equations containing an unknown additive function
The main tool of our investigations is the following Theorem 2.1. Let k be a natural number such that k ≥ 2. Furthermore, let u, a ij be fixed real numbers (i, j = 1, . . . , k). If the matrix M 1 := (a ij ) k×k is regular, then the only additive function A : R → R that satisfies the system of equations
Proof. For the simplicity M 1 will be called the matrix of the system (2.1), and the equation
will be denoted by E k−1 i(µx) for any indeces i = 1, . . . , k and µ ∈ R. In the proof we imitate the steps of the Gauss elimination process. Without loss of generality we may assume that a 11 = 0 because the rank of M 1 is maximal. Taking the difference E
and using the additivity of A we get that
holds for all x ∈ R and for all indeces i = 2, . . . , k. Equations (2.2) and E k−1 1(x) form a system of equations which has the matrix
We may suppose that a 11 a 22 − a 12 a 21 = 0 because of the regularity of M 1 . Continuing this process, in the (k − 1)
st step the matrix M 1 becomes of triangular form M k := (λ ij ) k×k for some λ ij ∈ R with
λ ii and the last equation of the system obtained in the (k − 1)
st step is A(λ kk x) = 0 for all x ∈ R we get that A is the identically zero function.
The main result
The new part of the main result of this paper is the following Proof. For the simplicity we use the notations
As ω i (i = 1, . . . , n−1) is algebraic over Q, therefore Q(ω 1 , . . . , ω n−1 ) is a finite extension of Q. Moreover Q is a field with zero characteristic, thus there exist u ∈ R such that Q(u) = Q(ω 1 , . . . , ω n−1 ). Let k be the degree of extension. As 1, u, . . . , u k−1 is a basis of the vector space
j=0 r ij u j with some r ij ∈ Q (i = 1, . . . , n − 1; j = 0, . . . , k − 1). Using this form of ω i , equation (1.1) goes over into the equation
It is easy to see that p 0 = 0. (Otherwise ξ 1 , . . . , ξ n−1 can not be algebraically independent.) Let
be the defining polynomial of u. Then we have that
Multiplying both sides of (3.1) by u and using (3.2), the additivity and rational homogeneity of A we get that
Multiplying both sides of (3.3) by u and using the process above k − 1 times we get a system of equations of type (2.1). So, in what follows, it is enough to prove that the matrix M := (b ij ) k×k of this system is regular, since by Theorem (2.1), A = 0. Suppose, in contrary, that det M = 0. One can easily check that
where z ∈ Q[x 1 , . . . , x n−1 ] is defined by
We show that z is not the identically zero polynomial which contradicts to the algebraic independence of ξ 1 , . . . , ξ n−1 .
To see this we show that z (ij) does not vanish at the zero vector if j = k − i + 1 (i = 1, . . . , k), moreover in this case z (ij) (0, . . . , 0) = 1, otherwise it vanishes. The proof of this statement goes by induction on i. If i = 1 then the statement is true, because
Assume that, for 2 ≤ i ≤ k − 1,
hold. Now we look for connection between the coefficients b i+1 j and b il (j, l = 1, . . . , k).
Since the i th equation of the system is
while the (i + 1) st one is
that is,
. . , 0) = 0. According to the facts above it follows that
which implies that z is not the identically zero polynomial.
The following theorem says that the role of the inner and outher parameters can be interchanged in Theorem 3.1. 
It is easy to see, that p 0 = 0. Using again the notation
for the defining polynomial of u we can use again the equality (3.2). Replace x by ux in (3.4). Using (3.2), the additivity and rational homogeneity of A we get that
. . , u k−1 x, respectively in equation (3.4) . Then we get a system of equations with k unknowns and k equations which has the matrix form
where L := (c ij ) k×k consists of the coefficients of the system. We are going to prove that det L = 0 which means that the linear transformation represented by L is regular and the kernel contains only the zero vector. Hence A(x) = 0 for any x ∈ R. Suppose, in contrary that det L = 0. It is easy to see that
Therefore det L = z(ω 1 , . . . , ω n−1 ) where z ∈ Q[x 1 , . . . , x n−1 ] is defined as in the proof of Theorem 3.1. Like in the proof of Theorem 3.1, we can show that
which implies that z(0, . . . , 0) = (−1)
. This means that z is not the identically zero polynomial which contradicts to the algebraic independence of ω 1 , . . . , ω n−1 . (3.6) can be proved by induction on i using the connection of coefficients c i+1 j and c il . As it was in the proof of Theorem 3.1 this connection can easily be found if we consider the i th equation
and the (i + 1) st one
from the system of equations.
Combining Theorems 1.1 and 3.1, Theorems 1.2 and 3.2, respectively we have the following main results. 
we have that the rank of M is at least 3. As A is not the identically zero function the rank of M cannot be maximal. So we may suppose that the rank of M is 3 which implies that the kernel of the transformation represented by M is one-dimensional, i.e. it is generated by a vector v = (v 0 , v 1 , v 2 , v 3 ). This means that
for some additive function λ : R → R and v 0 = 0. Thus we get that 
