Abstract. For the first time, search is enabled over a massive collection of 21 Million word images from digitized document images. This work advances the state-of-the-art on multiple fronts: i) Indian language document images are made searchable by textual queries, ii) interactive content-level access is provided to document images for search and retrieval, iii) a novel recognition-free approach, that does not require an OCR, is adapted and validated iv) a suite of image processing and pattern classification algorithms are proposed to efficiently automate the process and v) the scalability of the solution is demonstrated over a large collection of 500 digitised books consisting of 75,000 pages.
Introduction
Large collections of document images are being created from the various digitisation projects across the globe. These include the Universal Digital Library (UDL) [1] , Digital Library of India (DLI) [2] , Google Books, etc. [3] . Much effort is being put into the digitisation of massive quantities of documents. The popularity of these digital libraries will depend on their usability, especially through content level search. For printed-document images, content level access was traditionally provided by using Optical Character Recognition (OCR) [4, 5] , to recognise the text. A text retrieval system would then be built over the recognised text. This approach produced satisfactory systems for the English language [6] . However, despite considerable effort, robust OCRs are not available for many Indian, Arabic and African languages. This is mostly becasue of the inherent complexity of the language owing to an extended character set, writing style and printing variations. Besides, the accuracy of OCRs reduces rapidly with degradations [5] , which are common in scanned documents. The obtained text is thereby, not well-suited for indexing and retrieval.
On the other hand, recently proposed recognition free approaches, avoid explicit character recognition [7, 8, 9, 10, 11] by performing Word Spotting of a query in the image collection. The retrieval time using this approach is large since image matching in feature space is computationally intensive. If N is the number of documents, and M is the number of words in each document, then, the computations required for retrieving a single query would be of O(N ·M ·l 2 ) (l is length of feature vector for each word). If we assume that matching a pair of images requires 0.01 second, the retrieval time for each query, from a collection of 21 million images would be three days. Thus, a purely recognition-free approach is not scalable to large collections of images and queries.
The drawbacks of the previous approaches can be overcome by an Annotation based approach. Annotation is the process of assigning relevant keywords to a given image. With an annotated collection, an image can be represented in the text domain, enabling us to build an efficient retrieval system. Conventionally, annotation is performed by analysing a given image to identify the keywords that annotate it. It can be observed that recognising the text using an OCR corresponds to annotating the image with the obtained text. In this paper, we propose a novel approach called Reverse Annotation, where we analyse each word and find the corresponding images that it could annotate. Textual words are converted to the image domain and the generated images are matched with the words in the document. The matched documents are annotated by the textual keyword.
However, to annotate images, accurate image matching is required, which is computationally intensive. These computations need to be performed for every pair of generated and real word images. Given a vocabulary of k words the order of comparisons would be O(k · N · M ). To make annotation feasible, we employ the clustering technique. In text-retrieval, clustering is used to arrange the documents in a manner that facilitates immediate retrieval. Similarly, we arrange the images such that the image matching could be performed in a hierarchy of increasing complexity and decreasing number. Images are first clustered using a coarse feature representation and a matching algorithm. These clusters are then used to index the word images for quick annotation. With this scheme, the complexity of annotation reduces to approximately O(log(N · M ) · logk).
The significance of our work is that we provide an interactive content level access to a massive collection of document images. Our approach is recognitionfree, where images are accessed in the text domain through the proposed Reverse
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"ke" "kee" "ki" "kii" Annotation framework. The annotation is made computationally feasible by employing efficient clustering techniques. We demonstrate the power and scalability of our solution by creating a search engine over 500 books of Telugu language document images. The collection contained 75,000 pages with 21 million words. The search engine that was built searches the document collection in a mere 0.01 seconds.
The Challenges Faced
Language-specific Issues. Telugu, like most Indian languages, has a complex script, where the consonant could be modified by a vowel, consonant and/or a diacritic. A snippet of the complexity is demonstrated in Figure 1 . Due to this inherent complexity of the language's script and writing style, accurate segmentation and matching of words (and characters) is a very difficult task [12] .
Issues in Scanning.
Scanned document images contain a large number of artifacts, which are cleaned on a large scale using a a semi-automatic process [3] , by using various image processing operations. Owing to the variation in quality across the images, a single setup of image processing parameters would not be suitable for all. Consequently, the overall quality of the processed images is poor, thereby matching and recognising such words is very difficult.
Scalability. The massiveness of the digital library collections, is a serious challenge for automation of the processes. Due to this magnitude, even the quick image processing routines require large amounts of time. Despite considerable optimisations, the computation required is enormous, and the processing has to be distributed over a cluster of computers. Managing such a cluster and transfering of large amounts of data across the network were some of the major bottlenecks in the system development.
Reverse Annotation
Content based image retrieval (CBIR) systems have thus far focused on enabling search and retrieval over relatively small image collections. With the massive increase in image collections, the scalability, performance and computational complexity issues need to be further addressed. In traditional CBIR, image matching is performed online to retrieve similar images to a given query. This online matching of queries results in large retrieval time and is thus not scalable. Indexing in the image feature space was explored in literature [13, 14] . The indexing structures, such as k-d trees, are not scalable to large number of features and images.
On the other hand, users are accustomed to sub-second retrieval of web pages by commercial search engines. The performance of text retrieval could be replicated for images, only by having a text-based system at this stage. This requires a textual representation for each image, which corresponds to an annotation of the images with text [15] .
In the early years of image retrieval systems, images were annotated manually. For automatic annotation, the images are analysed to identify the annotation keywords, by performing image segmentation, object recognition, scene analysis etc. In recent years, cross-media relevance models have been used to annotate images based on co-occurrence of features and associated textual descriptions [16, 17] . Annotations could also be learned from user feedbacks [18] or from search results over the Internet [19] . However, these techniques are not easily applicable to the domain of document images.
In our approach, instead of identifying the keywords for a given image, we identify the images that correspond to a given keyword. This scheme is called Reverse Annotation. In reverse annotation, we built an example image for a given keyword, and identify the images in the collection that are visually similar to it. When there is a match, the keyword is used to annotate the matched image.
This scheme is especially suitable for document images, where the knowledge of the vocabulary provides us with the possible annotations (in contrast to generic images, where annotations depend on subjectivity). For the document images, an exact keyword has to be identified for a given word image. This circumvents the problems of synonymy and polysemy, and semantic annotations which are required in the case of generic images.
Image Matching for Annotation
The reverse annotation problem can be stated as "given a set of word images, identify all the word images that match a given keyword image". The correspondence between word-and keyword-images can be established by computing a similarity measure between each such pair. An accurate feature description and similarity measure is used for this purpose and the word is annotated with the keyword whenever there is considerable match between the two. However, any accurate matching procedure is a computationally intensive process. If it requires about 0.05 seconds to compute the similarity between two word images, the annotation of a collection of 21 million words with a set of 30,000 keywords would require close to a thousand years. This is impractical and infeasible. To make this process feasible, we use an efficient solution derived from text retrieval, which is described in the next section.
Clustering for Annotation
In a text retrieval system, documents are indexed with the words present in them. Given a query, the documents are immediately read out of the index. It can be seen that the documents are clustered by the indexing procedure, based on the words in them. Following this strategy, we index the large collection of word images, such that similar words belong to one cluster.
At the finest level, the clusters would contain all instances of a given word in the collection, with all the variations in font type, style and size. At a coarse level, a large number of similar-looking words would be present in the same cluster. The feature description and similarity measure should be chosen such that they are invariant to font type, style and size changes, while being able to quickly cluster the images. Accordingly, word profile features were chosen, since they have been very useful for clustering word images [10] . The features used here are the upper word profile, lower word profile, projection profile and transition profile. The features are normalised to provide invariance to font size. Features are compared using a Dynamic Time Warping (DTW) approach since it inherently handles font type and style variations [7] . DTW is essentially a dynamic programming technique, that calculates a distance between two feature vectors, by accumulating local distances d(i, j) between the i th and j th features of the two vectors, using the following formula:
Hierarchical Clustering. The feature representation and similarity computations between images yield non-metric pairwise distances. In such cases, the popular choice of clustering is the Hierarchical Agglomerative Clustering (HAC). HAC begins with individual clusters for each point and proceeds by merging the closest clusters until a stopping-criterion is met. However, this would require the computation of similarity between every pair of words, which is O(N 2 ). To quicken the clustering, we only cluster those points that were not previously clustered. With such a technique, the pairwise distances need to be computed for only those words that have not yet been clustered. This results in a O(N · logN ) algorithm, and the running time depends on the size of the clusters. With a large cluster size, we obtain coarse clusters quickly, since the number of points to be clustered decreases rapidly at each iteration. With smaller cluster size, the time increases rapidly. To obtain good clusters quickly, the points are first clustered (or partitioned) coarsely and then refined to finer clusters. The assumption is that, two points cannot be found in a fine cluster, if they do not belong to a coarse cluster. The clustering is depicted in Figure 2 . The cluster centroid is defined as the word with the least sum distance from the other points in the cluster. By clustering at multiple levels, a hierarchy of clusters are built, where the number of points in the clusters reduces at each level, while the number of clusters increases. This is depicted in Figure 4 . With such a hierarchy, we could identify the clusters relevant to a given keyword, and match for exact annotation within the cluster. By clustering, we eliminate a large number of comparisons which would not yield a match, thereby remarkably speeding up the annotation process. With this scheme, the number of comparisons for annotation are of O(logk · logN ) (K being number of keywords and N the number of words). The annotation of 21 million words can now be performed in about 260 days (instead of the 1000 years required otherwise).
About 500 random clusters were manually evaluated to estimate the accuracy of clustering and the results are presented in Table 1 . 
Building the System
In this section we describe the stages involved in building the search system using the approach described above.
Data Collection. The data for our project was obtained from the digitisation under the Digital Library of India project. The books are available for free access at [20] . The books are digitised on a large scale at a resolution of 600dpi. Our collection consists of 500 books of the Telugu language, with 76, 425 page images. Segmentation. The document images are segmented using the docstrum [21] algorithm. The large number of segmentation errors are corrected using the techniques described in Section 5.1. Feature Extraction. Coarse features are extracted from each of the word segments. These features are the profile and transition features, which are described in Section 4.1 Clustering. Words are clustered using the hierarchical agglomerative clustering procedure detailed in Section 4.1. The time for clustering increases quadratically with the number of points to be clustered. To ensure that the clustering is tractable, we perform clustering over each individual book, which on an average, contains 50K words. Merging Clusters. The clusters from different books are merged by comparing the cluster centroids of the respective books. Annotation. The obtained clusters are annotated by finding the closest word match the cluster centroid, as elaborated in Section 5.2. Search Index Building. Annotations for the clusters are used to identify the documents that correspond to each keyword. The search index is built using this correspondence. The details of the search system are described in Section 5.3.
Segmentation
To annotate each word, we require a segmentation of the document at word level. Due to the writing pattern of Telugu, as described in Section 2, the segmentation algorithms that work well on English documents, yield very poor results. An example is shown in Figure 3 (a) , where the vowel modifiers are segmented separately from the word they belong to. In general, about 25% extra segments arise due to noise and the displaced vowel modifiers. Manual correction of these segmentation errors is infeasible, taking about three minutes per page. The error patterns that occur in the segmentation are handled using an automatic correction scheme as -In cases where the vowel modifier is displaced, intra-word segments occur, which generally overlap or are closer to each other than inter-word segments. The segmentation correction scheme identifies adjacent segments and merges those that are closer than the average distance. An example is shown in Figure 3 (above). -Segments from noise are considerably small in size. Accordingly all segments with dimensions less than 30 pixels are removed, which corresponds to onetwentieth of an inch, when scanned at 600 dpi. -Segments from illustrations are generally larger than the average word size.
Segments greater than 2000 pixels (three-and-half inches at 600 dpi) are, therefore, removed.
However, in some pages, due to the close proximity between successive words/ lines of text, the scheme over-corrects, as shown in Figure 3 (b) . The outliers from incorrect segmentation, increase the computation required, but, the improvement in segmentation accuracy justifies this additional expense.
Annotation
For Reverse Annotation, we begin with the words of the language that are present in the document collection. These words are used to build the templates that shall be used for annotation. However, the document images do not have a parallel text. A text corpus is used to identify the words and proper nouns that are generally present in the documents of the given language. Moreover, it is well known in the information retrieval (IR) domain, that the frequency of word occurrence is roughly inversely proportional to its rank in terms of frequency, i.e., the frequency of the k-th most frequent word would have a frequency f 0 /k, where f 0 is the frequency of the most frequent term. This is called the Zipf's law [22] . The index terms should be taken from the middle of this distribution. Highly frequent words are stop words and low frequency are not queried for often. With an appropriate set of words, a considerable percentage of the text and queries would be covered. Accordingly, we obtain words that are found in the frequency range 10 to 200. The obtained set of keywords are rendered to form word images using the Eenadu font. These keyword images are also clustered using the profile features and DTW distance.
To annotate the word images, a hierarchy of comparisons are performed between the keyword-and word-images. Firstly, the cluster centroids of the word images are matched with the cluster centroids of the keyword images. The closest keyword-centroid is assigned to each word-centroid. This is performed for the two levels of hierarchy of word image and keyword clusters. We now have a correspondence between a keyword cluster and a word image cluster. An exact comparison of images can now be performed to identify the appropriate annotation for each word image. The procedure is depicted in Figure 4 .
The Search Engine
From the word annotation, the documents that contain a given keyword can be obtained by identifying the words that are annotated by the keyword. This allows us to build the search index for the document collection. The index would contain the keywords that were used for annotation. A query is searched for in this index file and the documents containing the keyword are retrieved for the user. Since the search is in the text domain, the matching of query and index term is very quick. The system allows for querying using a transliteration scheme called omtrans, where the Telugu language query is entered in a Roman format. The search system has a response time of about 0.01 seconds per query. The relevant document images are retrieved for the user. Since the delivery is in the image format, the delivery of the image requires close to 3.4 seconds.
Computing Resources
The clustering and annotation phases require large computation resources. To make the process feasible, we distributed the computation over a cluster of 35 machines. Each machine was assigned a set of books, which were processed in a semi-automatic manner, with minimal manual intervention. One of the major challenges in this project was the handling of large amounts of data, and transferring the data across different machines.
Performance Evaluation on Ground Truth
The system built using the techniques described in this paper, was tested against a ground truth of five books, consisting of 1030 pages. The ground truth was created by manually typesetting the content of each page. The number of words in the text were 100,000, consisting of 50,000 unique words. The segmentation algorithm yielded more than 211,000 words. Following the merging of segments for segmentation-correction, the word count was 300,000. These words were clustered to 16,000 clusters. The number of words in a cluster indicates the number of words similar to the centroid in all the documents, which ideally corresponds to the word occurrence frequency in the text documents. The clusters were matched against the frequency of occurrence of each individual word in the text. The percentage of match was found to be 58.77 %.
The annotation performance was tested against the real text documents. The accuracy of annotation was calculated as the number of matching words divided by the total number of words in the given document, averaged over all documents. The accuracy of annotation was found to be 48.63%, while 24.75% of the words were annotated with a word form variation of the actual word. This is allowable, since the retrieval system would perform stemming and index a word by only its stem word. The search systems built separately over text documents and the annotated images. In case of the ground truth collection, all words were indexed, ensuring a near-perfect precision-recall. The two search engines were evaluated against 20 queries picked randomly from the keyword set. The retreival results are evaluated using the R-precision measure, which is the precision of the system at R documents retrieved, R being the number of known relevant documents for the given query in the collection. R is obtained from the result of the groundtruth search system. The top 20 results were evaluated for retreival performance and the overlap in the retrieved documents was found to be about 77.38%. Thus the annotated documents are able to replciate text retrieval perfcormance to upto an accuracy of 77%. The difference between the accuracies of the two systems comes from the inaccuracies in the image processing domain. The errors in segmentation, clustering and annotation propogate from one stage to the next and contribute to this mismatch in the performance between purely-text based and annotated image based systems.
Related Work
Our work is similar to many of the feature indexing methods [14] and especially [7, 10] . However, we annotate each of the clusters, instead of directly using them to build the index. An attempt at manual annotation of word image clusters was reported in [23] , which is generally un-affordable. The motivation to use an annotation based approach comes from recent interest in automatic annotation [16, 17, 15] . Especially [15] uses an annotation based approach for images and videos using their textual content. Our work improves upon existing image matching systems and provides a scheme for building practical search systems for image collections.
Conclusion and Future Directions
We have demonstrated the power and effectiveness of an annotation based approach toward building search systems for document images. We tested our approach on the Indian language -Telugu, which is considered one of the most challenging to build a search system on (using conventional approaches). We built a system on 75,000 page images consisting of 21 million words, which is the largest test set used thus far in the known literature. The retrieval performance was found to be satisfactory. The approach is scalable to large collections, as is shown by our work, with the annotation time increasing linearly with the collection, while the retrieval time remains unchanged.
Since the system depends heavily on word image matching, robust and quick techniques could speed up the process. Better features and similarity measures could improve the performance of clustering, and thus of the entire system. Efficient clustering and indexing schemes could be further explored for speeding up the process. The applicability of the techniques could be tested for document images of other languages. The scalability of the approach to large digital libraries of tens of thousands of books needs to be evaluated. Finally, the results of annotation could be used to refine the segmentation of the page at word level, which could be used to learn better segmentation techniques.
