Major web search engines answer thousands of queries per second requesting information about billions of web pages. The data sizes and query loads are growing at an exponential rate. To manage the heavy workload, we consider techniques for utilizing a Graphics Processing Unit (GPU). We investigate new approaches to improve two important operations of search engines -lists intersection and index compression.
INTRODUCTION
Current large-scale search engines answer thousands of queries per second based on information distributed on billions of webpages, requiring efficient management of terabytes of data. Index decompression and lists intersection are two time-consuming operations used to process a query [3, 23, 25] . In this paper we focus on improving the efficiency of these search engine algorithms and, in particular, we focus on optimizing these two operations for modern Graphics Processing Units (GPUs). * Email: {zhangfan555, wgzwpzy, liuxguang}@gmail.com Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Articles from this volume were invited to present their results at The 37th International Conference on Very Large Data Bases, August 29th -September 3rd 2011, Seattle, Washington. Previous research work about improving the performance of decompressing and intersecting lists mainly focused on implementing these algorithms on single-core or multi-core CPU platforms, while the GPU offers an alternative approach. Wu et al. [24] presented a GPU parallel intersection framework, where queries are grouped into batches by a CPU, then each batch is processed by a GPU in parallel. Since a GPU uses thousands of threads during peak performance, we will require some kind of batched algorithm to make optimum use of GPU. In this paper we consider techniques for improving the performance of the GPU batched algorithm proposed in [24] assuming sufficient queries at the CPU end.
We begin with the problem of uncompressed sorted lists intersection on the GPU, and then consider how to efficiently intersect compressed lists. For uncompressed lists, we aim to contract the initial bounds of the basic binary search algorithm [7] . We propose two improvements, Linear Regression (LR) and Hash Segmentation (HS). In the LR method, to intersect two lists A and B , for each element in A we propose bounds for its location in B based on a linear regression model. In the HS algorithm, an extra index is introduced to give more precise initial bounds. For the case of compressed lists, we will introduce a compression method called Linear Regression Compression (LRC) to substantially improve the decompression speed.
Upon inspection of representative real-world datasets from various sources, we find that the inverted lists show significant linear characteristics regardless of whether the docIDs are randomly assigned or have been ordered by some processes. The aim of this paper is to improve the efficiency of search engine algorithms by exploiting this linearity property on a GPU. Through experimentation, we find that an inverted list which has been reordered to have high locality (i.e. clusters of similar values) [6] does not necessarily show the best performance. An inverted index which has random sorted docIDs will have better performance in the algorithms described in this paper.
PRELIMINARIES

Lists Intersection
For simplicity, we consider the problem of querying for a subset of a large text document collection. We consider a document to be a set of terms. Each document is assigned a unique document ID (docID) from 1, 2, . . . , U, where U is the number of documents. The most widely used data structure for text search engines is the inverted index [23] , where, for each term t, we store the strictly increasing sequence (t) of docIDs showing in which document the term appears. The sequences (t) are called inverted lists. If a k-term query is made for t1, t2, . . . , t k , then the inverted lists intersection algorithm simply returns the list intersection ∩ 1≤i≤k (ti). We may also assume that
otherwise we may re-label t1, t2, . . . , t k so that (1) holds. To illustrate, if the query "2010 world cup" is made, the search engine will find the inverted lists for the three terms "2010", "world", and "cup", which may look like (cup) = (13, 16, 17, 40, 50) , (world) = (4, 8, 11, 13, 14, 16, 17, 39, 40, 42, 50) , In practice, search engines usually partition the inverted indexes into levels according to the frequency in which the corresponding term is queried. For example, Baidu, which is currently the dominant search engine in Chinese, stores the most frequently accessed inverted indexes in main memory for faster retrieval. In this paper, we also store the frequently accessed inverted indexes in the GPU memory, and only consider queries that request these inverted indexes.
Index Compression
For the case of index compression, we only consider compressing and decompressing the docIDs. Investigating compression and decompression algorithms for other pertinent information, such as data frequency and location, is beyond the scope of this paper.
In real-world search engines, typically the lists (t) are much longer than in the above example. Some form of compression is therefore needed to store the inverted lists (t); a straightforward approach is variable byte encoding [17] . To further reduce the index size, modern search engines usually convert an inverted list (t) to a sequence of d-gaps ∆ (t) by taking differences between consecutive docIDs in (t). For example, if (t) = (8, 26, 30, 40, 118) , then the sequence of d-gaps is ∆ (t) = (8, 18, 4, 10, 78) . If (t) is assumed to be a strictly increasing sequence from {1, 2, . . . , U} chosen uniformly at random, then the elements in ∆ (t) will conform to a geometric distribution [23] . Moreover, if | (t)| is sufficiently large with respect to U, we can expect (t) to approximately increase linearly (see Section 4.3 for details).
RELATED WORK
The problem of computing the intersection of sorted lists has received extensive interest. Previous work focuses on "adaptive" algorithms [2, 4, 11] , which make no a priori assumptions about the input, but determine the type of instance as the computation proceeds. The run-time should be reasonable in most instances, but not in a worst-case scenario. For instance, the algorithm by Demaine et al. [8] proceeds by repeatedly cycling through the lists in a roundrobin fashion.
In the area of parallel lists intersection, Tsirogiannis et al. [22] studied lists intersection algorithms suitable for the characteristics of chip multiprocessors (CMP). Tatikonda et al. [21] compared the performance between intra-query and inter-query models. Ding et al. [10] proposed a parallel lists intersection algorithm Parallel Merge Find (PMF) for use with the GPU.
Compression algorithms which have a good compression ratio or fast decompression speed have been studied extensively. Some examples are Rice Coding [26] , S9 [1] , S16 [25] , PForDelta [13] , and so on.
A straightforward method of compressing inverted lists (t) is to instead store the sequence of d-gaps ∆ (t), whose values are typically much smaller than the values in (t). Smaller d-gaps allow better compression when storing inverted lists. Therefore, reorder algorithms can be used to produce "locality" in inverted lists to achieve better compression. Bladford et al. [6] described a similarity graph to represent the relationship among documents. Each vertex in the graph is one document, and edges in the graph correspond to documents that share terms. Recursive algorithms are used to generate a hierarchical clustering based on the graph, where the docIDs are assigned during a depthfirst traversal. Shieh et al. [19] also used a graph structure similar to that of the similarity graph, however the weight of the edges was determined by the number of terms existing in both the two documents. The cycle with maximal weight in the graph is then found, and the docIDs are assigned during the traversal of the cycle. To reorder the docIDs in linear time, Silvestri et al. [20] used a "k-means-like" clustering algorithm.
GPU BASED LISTS INTERSECTION
We direct readers unfamiliar with GPU and the CUDA architecture to Appendix A for an introduction. See Appendix B for details about the datasets used in this article.
Parallel Architecture
In order to fully utilize the processing power of the GPU, we store queries in a buffer until sufficiently many are made, then process them simultaneously on the GPU in one kernel invocation. Since we are assuming heavy query traffic, we also assume that there are no delays due to buffering. We use the batched intersection framework PARA, proposed by Wu et al. [24] . Suppose we receive a stream of queries that give rise to the inverted lists j (ti) from the i-th term in the j-th query. The assumption (1) implies that | j (t1)| = mini | j (ti)|. In PARA, a CPU continuously receives queries until j | j (t1)| ≥ c, where c is some desired "computational threshold", and sends the queries to the GPU as a batch. The threshold indicates the minimum computational effort required for processing one batch of queries.
A bijection is then established between docIDs in j (t1) and GPU threads, which distributes computational effort among GPU cores. Each GPU thread searches the other lists to determine whether the docID exists. After all the threads have finished searching, a scan operation [18] and compaction operation [5] are performed to gather the results. Since the search operation occupies the majority of the time, optimization for search algorithm is crucial to system performance. In our paper, we focus on improving the search operation of PARA.
Binary Search Approach
In this paper we use binary search (BS) [7] as a "base" algorithm for comparison between parallel algorithms. Although it is neither the fastest algorithm on the CPU nor on the GPU, it provides a baseline from which we can compare the performance of the discussed algorithms. More efficient algorithms, such as the skip list algorithm [14, 16] and adaptive algorithms [4, 9] are inherently sequential, so run efficiently on a CPU but not on a GPU, and cannot be used to give a meaningful comparison. For state-of-art GPU lists intersection, we give an analysis of Parallel Merge Find (PMF) in Appendix C and show that binary search is better choice of baseline in our case.
We choose binary search as our underlying algorithm and adopt element-wise search techniques rather than list-wise merging [4] . More specifically, we have a large number of threads running in parallel, with each independently searching for a single docID from the shortest list j (t1) in the longer lists ( j (ti)) 2≤i≤k . Moreover, we will discuss methods for contracting the initial search range in order to reduce the number of global memory accesses required. Figure 1 gives some examples of scatter plots for inverted lists (t) obtained from the datasets GOV, GOVPR, GOVR, BD, and BDR. We plot the i-th element in (t) versus the index i. Figure 1 suggests that inverted lists (t) tend to have linear characteristics.
Linear Regression Approach
Interpolation search (IS) [15] is the most commonly used search algorithm, and exploits the linearity property of inverted lists. Interpolation search performs O(log log | (t)|) comparisons on average on a uniformly distributed list (t), although it can be as bad as O(| (t)|). In our preliminary work, we find that interpolation search is significantly slower than the binary search on the GPU. 1) On a GPU, SIMT architecture is used. Each kernel invocation waits for every thread to finish before continuing. In particular, a single slow thread will cause the entire kernel to be slow. 2) As mentioned earlier, modern real-world datasets generally reorder docIDs to improve compression ratio. Reordering leads to local non-linearity in the inverted lists. Interpolation search does not perform well in these circumstances. 3) A single comparison in an interpolation search is more complicated than in a binary search -the former issues 3 global memory accesses while the latter issues only 1.
In conclusion, interpolation search does not suit the GPU well. However, we will now describe a way to use the linearity of inverted lists to reduce the initial search range of a binary search.
We have shown the approximate linearity of inverted lists, which motivates using linear regression (LR) to contract the search range. Since this approach just contracts the initial search range of binary search, it does not introduce additional global memory accesses. Moreover, it is not impacted by local non-linearity significantly.
Provided | (t)| and U are sufficiently large, we can approximate (t) by a line ft(i) := αti + βt, where αt and βt can be found using a least-squares linear regression. Suppose we want to search for the value x ∈ {1, 2, ..., U } in (t). Then we can estimate the position of x in (t) by f
be the i-th element of = (t) and define the maximum left deviation Lt = maxi(f
t (x) + Rt}, which we call the safe search range for x. We depict this concept in Figure 2 . A simple strategy for implementing this observation, is to store precomputed values of αt, βt, Lt, and Rt for all terms t. Then whenever we want to search (t) for x, we can simply compute the safe search range of the stored values, and begin a binary search whose range is the safe search range. Also note that care needs to be taken to avoid rounding errors.
Compared with binary search on the range {1, 2, ..., | (t)|}, the performance improvement is determined by the contraction ratio (Lt + Rt)/| (t)|. A small contraction ratio implies that the search range is contracted, so the subsequent binary search is faster. We inspect several representative real-world datasets and tabulate the average contraction ratio and the average coefficient of determination R 2 xy in Table 1 . Note that the inverted lists of datasets that have been randomized tend to be more linear, that is R 2 xy is closer to 1. Moreover, when the inverted lists are more linear, the contraction ratio tends to be better.
Another possible strategy is to use a local safe range, which is the same as the safe search range strategy, but the inverted list is first divided into g segments (similar to the segmentation of PMF in Appendix C) and the safe search range strategy is applied to each segment individually. Local safe range will obtain a narrower search range, but requires additional storage. Moreover, experimental results suggest that local safe range is not superior due to extra floating point operations.
Hash Segmentation Approach
Another range restricting approach we consider is hash segmentation (HS). We partition the inverted list (t) into hash buckets B h , where x ∈ (t) is put into the hash bucket B h if h = h(x) for some hash function h. As usual, we assume that B h is a strictly increasing ordered set. If we wish to search for x ∈ {1, 2, ..., U} in an inverted list (t), we need only check whether x ∈ B h(x) using a binary search. As per our earlier discussion, real-world inverted lists tend to have linear characteristics, so we choose a very simple hash function. Let k be the smallest integer such that U ≤ 2 k . For some m ≤ k, we define h(x) = hm(x) to be the leading m binary digits of x (when written with exactly k binary digits in total), which is equivalent to h(x) = x/2 k−m . Many hash buckets B h will be empty, specifically those with h > h(maxi [i]) and most likely B h(max i [i]) will contain fewer docIDs than the other non-empty hash buckets.
In contrast to PMF, the cardinalities |Sj| are predetermined and are all equal to 2 k−m . Moreover, the hash buckets do not need compaction when k-term queries are made and k ≥ 3. The advantage of this scheme is that finding the hash bucket B h that x belongs to can simply be performed by computing its hash value h(x) (as opposed to using a Merge Find algorithm).
Implementing this scheme introduces some overhead. For every term t, the hash bucket B h can be stored as a pointer (or an offset) to the minimum element of B h (or, if B h is empty, we store a pointer to the minimum element of the next non-empty hash bucket). So for each term t we will require storage of d+1 pointers, where
When we want to search for x in (t), we compute its hash value h = h(x). If h > h(maxi [i]), then x ∈ (t) and the search is complete. Otherwise, we find the pointers for B h and perform a binary search with the search range restricted to B h . In practice, the computation of h(x) and finding B h is negligible, so the number of steps required to find x will be roughly the number of steps required to perform a binary search for x in B h where h = h(x). The bigger m is, the fewer comparisons need to be performed by the binary search. However, if m is too big, it will cause overhead issues.
The set of terms in a given document and the assignment of docIDs are determined by random processes outside of our control. We assume that the probability of any given docID x ∈ {1, 2, . . . , U} being in a random (t) is p = p(t) =
. Therefore, for a given term t, the cardinality of a non-empty hash bucket B h approximately follows a binomial distribution |B h | ∼ Bi(| (t)|, p) where p = 2 k−m /U, with mean | (t)|p and variance | (t)|p(1 − p). Figure 3 displays a count of hash bucket cardinalities over all inverted lists (t) in the GOV dataset provided 2 12 + 1 ≤ | (t)| ≤ 2 13 and all non-empty hash buckets, where m = 5. We see the binomial distribution appearing, however it is stretched since | (t)| is not constant. In practice, we choose m dynamically depending on | (t)|, for example, we define the algorithm HS256 to have the minimum m such that | (t)|/256 ≤ 2 m (which we consider in Section 6). Even if the inverted lists are not particularly linear, hash segmentation still performs well; see Table 3 for experimental results. 
PFor and ParaPFor
Patched Frame-of-Reference (PFor) [13, 27] divides the list of integers into segments of length s, for some s divisible by 32. For each segment a, we determine the smallest b = b(a) such that most integers in a (e.g. 90%) are less than 2 b , while the remainder are exceptions. Each of the integers in a, except the exceptions, can be stored using b bits. For each exception, we instead store a pointer to the location of the next exception. The values of the exceptions are stored after the s slots. If the offset between two consecutive exceptions is too large, i.e. requires more than b bits to write, then we force some additional exceptions in-between. We call PFor on ∆ (t) PForDelta (PFD).
A variant of PFD, called NewPFD, was presented in [25] . In NewPFD, when an exception is encountered, the least significant b bits are stored in a b-bit slot, and the remaining bits (called the overflow ) along with the pointer are stored in two separate arrays. The separate arrays may be encoded by S16 [25] , for example.
Decompression speed is more important to the performance of query processing since the inverted lists are decompressed while the user waits. On the other hand, compression is used only during index building. Consequently, we will focus on optimizing the decompression performance. Typically PFor has poor decompression performance on the GPU. In PFor, the pointers are organized into a linked list. Therefore the decompression of the exceptions must be executed serially. The number of global memory accesses a thread performs is proportional to the number of exceptions. So we make a modification to PFor called Parallel PFor (ParaPFor). Instead of saving a linked list in the exception part, we store the indices of exceptions in the original segment (See Appendix D for details). This modification will lead to a worse compression ratio, but gives much faster decompression on the GPU because exceptions can be recovered concurrently. Consequently, we will describe a new index compression method, Linear Regression Compression.
Linear Regression Compression
Vertical deviations may be rational numbers, positive or negative, but for implementation, we map them to the nonnegative integers. Let Mt = − mini δt(i) (which is stored), so Mt + δt(i) ≥ 0 for all i. Since the i-th element of (t) is ft(i) + δt(i), which is always a positive integer, we store λt(i) = Mt + δt(i) . Hence the i-th element of (t) is
We can perform compression by applying any index compression technique on the normalized vertical deviations (λt(i)) 1≤i≤| (t)| . In this paper, we will use ParaPFor. We call this compression method Linear Regression Compression (LRC). The advantage of LRC is that it can achieve higher decompression concurrency over d-gap based compression schemata.
We give a detailed analysis of LRC in Appendix E, which gives a theoretical guarantee of the compression ratio and can be easily extended to the contraction ratio of LR (Section 4.3).
The fluctuation range of vertical deviations in LRC is maxi λt(i). Again, if we divide the list (δt(i)) 1≤i≤| (t)| into segments, we can observe smaller fluctuation ranges locally. We consider two segmentation strategies:
• Performing linear regression globally and then performing segmentation to obtain better local fluctuation ranges (LRCSeg), • Performing segmentation first, then performing linear regression compression for each segment (SegLRC ). 
Lists Intersection with LRC on the GPU
PFD compresses d-gaps, so to find the i-th element of an inverted list (t), we need to recover the first i elements from ∆ (t). In LRC however, if the binary search accesses the i-th element of (t), we can decompress that element alone. The number of global memory accesses required is proportional to the number of comparisons made.
Algorithm 1 presents the lists intersection with LRC on the GPU. For simplicity, we will forbid exceptions, which should not significantly effect the compression ratio (see Figure 7 for a comparison). We consider the inputs to be
• k inverted lists C (t1), C (t2), . . . , C (t k ) that have been compressed using LRC, where we assume condition (1), • for i ∈ {2, 3, . . . , k}, an auxiliary ordered list H(ti) which contains the | (ti)|/s elements of (ti) whose coordinates are congruent to 0 (mod s). In fact, H(ti) comprises the headers of all the segments of (ti).
Algorithm 1 Lists Intersection with LRC
Compute the safe search range [f
Perform binary search for p in the search interval
Perform binary search for p in the x-th segment of C (t i ).
7:
If p is not found in C (t i ), then break. 8: end for 9:
If p is found in k lists, then record p ∈ ∩ 1≤i≤k (t i ).
10: end for
We assume that one global memory access takes time ta, while one comparison takes time tc. Therefore it takes 2ta to decompress an element from C (ti) during each step of the binary search (Line 6). The total running time required to perform lists intersection under LRC is at most (2ta + tc) log(s)
per thread, where crt i is the global contraction ratio of (ti) for all i ∈ {2, 3, . . . , k}. In fact, the total running time required by LRCSeg is also given by (2). For comparison, we could also perform lists intersection with LRC without the auxiliary lists, when the corresponding total running time is at most
per thread. Experimental results suggest that the former takes 33% less GPU time than the latter. The cost we pay for such achievement is 0.80% reduction of compression ratio due to the space occupied by the auxiliary ordered lists. In SegLRC it is also possible to reduce the search range using the linear regression technique described in Section 4.3. After locating the segment, binary search can be performed on the compressed list segment, where again the search range can be reduced by applying the linear regression technique to the segment. The total running time per thread required to perform lists intersection under SegLRC is at most
where cr t i is the maximum local contraction ratio of (ti) for all i ∈ {2, 3, . . . , k}. Furthermore, we can narrow the search range by combining HS (as described in Section 4.4) with LRC. While compressing, we apply LRC to the hash buckets. Although the buckets may vary in size, experimental results show that the compression ratio is almost the same as SegLRC (when segments are of fixed width). We call this method HS LRC. During lists intersection, we can locate the segment by the docID's hash value, and then we use a local linear regression to narrow the search range. Experimental results suggest that performance of lists intersection improves greatly as a result, which we will discuss in the next section.
EXPERIMENTAL RESULTS
Appendix F.1 lists the details of experimental platform.
Throughput and Response Time
We now consider the performance of algorithms under different computational threshold c, as usual, assuming heavy query traffic. As mentioned in Section 4.1, the chosen computational threshold used for PARA determines the minimum computational effort in one batch. A higher threshold makes better use of the GPU, and the throughput will increase. Furthermore, less PCI-E transfers are invoked since more data can be packed into one PCI-E transfer. Since fewer large PCI-E transfers are faster than many smaller transfers, the overhead of PCI-E transferring could be reduced. We first test the throughput of different parallel intersection algorithms on uncompressed lists. As Figure 5 illustrates, LR and HS improve the throughput significantly. This is mainly due to the reduction of memory accesses. The search range of LR is determined by the safe search range, while the search range of HS is determined by the bucket size. When threshold is 1M, HS16 boosts the throughput to 91382 queries/s, which is 60% higher than BS. The cost we pay for such achievement is 9% extra memory space. The throughput of HS16 maintains the obvious upward trend even when the threshold reaches 2M. Such trend suggests the potential of the GTX480 has not been fully utilized. Search engines with lighter load could equip their servers with slower, less power-consuming GPU, like GTX460, so as to save energy and reduce carbon emission. The response time is a crucial indicator to user experience, so it is another important performance criterion of lists intersection. In the PARA framework, the response time is the processing time for each batch, which consists of three parts: CPU time, GPU intersection time, and transfer time. Since a higher threshold implies that a batch contains more queries before processing, the response time will be prolonged. Figure 6 presents the response time of each algorithm on uncompressed lists. When the threshold is less than 128K, the difference in response times is indistinguishable. This is because all threads can process small batches within similar time. As the threshold grows, the advantage of more efficient algorithms becomes more significant. Major search engines have strict requirements on response time, so the choice of threshold should achieve a balance between throughput and response time.
We also compare different algorithms intersecting compressed lists. See Appendix F.2 for details.
Compression and Decompression
We will now compare the compression ratio and decompression speed of the index compression techniques proposed in this paper. We restrict the proportion of exceptions to at most 0.6. We set the segment length in PFD, NewPFD, and ParaPFD to 64, while the segment length in LRC, LRCSeg, SegLRC, and HS LRC will be 256. We use the GOV dataset for comparison. For compression, we take the compression ratio over all inverted lists (t), whereas for decompression we take the decompression speed of shortest inverted list (t1) over all queries. 
Figure 7: Compression ratio on GOV
We calculate the compression ratio as the size of the original inverted lists to the total size of the compressed lists plus the auxiliary information. As Figure 7 shows, the best compression ratio is obtained with PFD, NewPFD, and ParaPFD, while the compression ratio of LRCSeg, SegLRC, and HS256 LRC is also reasonable. The compression ratio of all the methods (except LRC) initially increases as the proportion of exceptions increases, but then decreases, which implies that too many exceptions reduce compression efficiency. In particular, allowing no exceptions achieves a compression ratio close to the maximum. For LRC, the compression ratio remains practically unchanged as the proportion of exceptions varies, indicating that the distribution of vertical deviations in segments are similar, to which we attribute the significant improvement in compression when we adopt LRCSeg. Figure 8 shows the decompression speed of the shortest lists of all the queries in the GOV dataset. We only include the shortest lists since the algorithms presented in this paper only need to decompress the shortest list completely for each query. We can see that the best results are obtained with LRC, LRCSeg, and SegLRC, achieving significantly faster decompression over PFD and NewPFD. For PFD and NewPFD the decompression speed varies with the number of exceptions, whereas ParaPFD and the LR based methods have nearly constant decompression speed. Table 2 gives the compression ratios of the various algorithms over different datasets, optimized with respect to the proportion of exceptions. LR based algorithms perform poorly on GOVPR, since GOVPR has been sorted by PageRank, producing "locality". An important observation is that LR based algorithms perform best on GOVR, GOV2R, and BDR. Figure 1 indicates that GOVR and BDR have strong linearity, and moreover, in Table 1 the R 2 xy values for GOVR, GOV2R, and BDR are closer to 1, implying that the inverted lists of the randomized datasets tend to be more linear. Therefore, the vertical deviations should typically be smaller and the compression ratios should therefore be better. All this suggests that LR based algorithms will benefit from randomized docIDs.
Speedup and Scalability
We use the optimized version of skip list [16] as the "baseline" algorithm on the CPU, from which other algorithms can be compared. Experimental results indicate that it is the fastest single-threaded algorithm, when compared to those mentioned in [2, 4, 22] . The speedup obtained using multi-CPU-based architecture is bounded above by the number of available CPUs [22] . In Table 3 we tabulate the speedup of various algorithms over different datasets. HS16 achieves the greatest speedup among all algorithms on uncompressed lists on all datasets, whereas HS128 LRC achieves the greatest speedup for compressed lists. HS16 and HS32 achieve their greatest speedup on GOVPR rather than GOVR, indicating that linearity is not a key factor in HS algorithms. For compressed lists intersection, the speedup achieved by HS256 LRC is comparable to that of BS on uncompressed lists. On BD and BDR, we also achieve 14.67x speedup to uncompressed lists, and 8.81x speedup to compressed lists.
In Table 3 , we notice that LR performs better on BD than BDR, and attribute this anomaly to branch divergency. Using CUDA Profiler, we find that the number of divergent branches is approximately 24% and 28% greater on BDR than BD when running BS and LR, respectively. Branch divergency plays a larger role when the dataset is randomized, such as in BDR. Thus we have a trade-off between branch divergency and linearity.
To investigate the speedup depending on the number of GPU cores, we flush the BIOS of GTX480 so as to disable some of the Streaming Multiprocessors (SMs). Figure 9 (a) shows the speedup of HS16 and HS256 LRC on the GOV dataset as the number of SMs increases. We set the computational threshold to 1M to fully utilize the GPU processing power. We can see that the speedup of both algorithms is almost directly proportional to the number of SMs. As the number of SMs increases, the efficiency of both algorithms decreases slightly, which is common to all parallel algorithms. shows the utilization of GPU of HS16 and HS256 LRC on the GOV dataset with respect to the computational threshold. Note that the computational threshold decides the batch size, therefore, for a batched computing model, it is actually the problem size. We can see that the proportion of GPU time to the total execution time increases as the computational threshold increases, which implies both algorithms obtain an increasing efficiency as the problem size increases. Our experimental results show that our new algorithms can maintain efficiency at a fixed value by simultaneously increasing the number of processing elements and the problem size, that is they are scalable [12] . Figure 9 (b) also illustrates another phenomenon. CPU-GPU transfers and CPU computation always occupy more than 20% of total execution time. Overlapping CPU computation and transfers with GPU computation therefore presents itself as a future avenue for improvement. 
CONCLUSION
In this paper, we present several novel techniques to optimize lists intersection and decompression, particularly suited for parallel computing on the GPU. Motivated by the significant linear characteristics of real-world inverted lists, we propose the Linear Regression (LR) and Hash Segmentation (HS) algorithms to contract the initial search range of binary search. For index compression, we propose the Parallel PFor (ParaPFor) algorithm that resolves issues with the decompression of exceptions in PFor that prevent it from performing well in a parallel computation. We also present the Linear Regression Compression (LRC) algorithm which further improves decompression concurrency and can be readily combined with LR and HS. We discuss the implementation of these algorithms on the GPU.
Experimental results show that LR and HS, especially the latter, improve the lists intersection operation significantly, and LRC also improves the index decompression and lists intersection on compressed lists while still achieving a reasonable compression ratio. Experimental results also show that LR based compression algorithms perform much better on randomized datasets.
A. GPU AND CUDA ARCHITECTURE
Graphics Processing Units (GPUs) are notable because they contain many processing cores, for example, in this work we use the NVIDIA GTX480 (Fermi architecture), which has 480 cores. Although GPUs have been designed primarily for efficient execution of 3D rendering applications, demand for ever greater programmability by graphics programmers has led GPUs to become general-purpose architectures, with fully featured instruction sets and rich memory hierarchies.
Compute Unified Device Architecture (CUDA) [30] is the hardware and software architecture that enables NVIDIA GPUs to execute programs written with C, C++, and other languages. CUDA presents a virtual machine consisting of an arbitrary number of Streaming Multiprocessors (SMs), which appear as 32-wide SIMD cores. The SM creates, manages, schedules, and executes threads in groups of 32 parallel threads called warps. When a multiprocessor is given one or more thread blocks to execute, it partitions them into warps that get scheduled by a warp scheduler for execution. A warp executes one common instruction at a time, so full efficiency is realized when all 32 threads of a warp agree on their execution path. When this does not occur, it is referred to as branch divergency.
One of the major considerations for performance is memory bandwidth and latency. The GPU provides several different memories with different behaviors and performance that can be leveraged to improve memory performance. We briefly discuss two important memory spaces here. The first one is global memory. Global memory, where our experimental inverted indexes reside, is the largest memory space among all types of memories in the GPU. Accessing global memory is slow and access patterns need to be carefully designed to reach the peak performance. The second one is shared memory. Shared memory is small readable and writable on-chip memory and as fast as registers. A good technique for optimizing a naive CUDA program is using shared memory to cache the global memory data, performing large computations in the shared memory and writing the results back to the global memory.
B. DATASETS
To compare the various algorithms, we use the following datasets:
1) TREC GOV [33] and GOV2 [32] [28] query set which contains 100, 000 queries to test GOV and GOV2 document sets. We focus on in-memory index, so we exclude the inverted lists (t) for which t is not in T06. The GOV and GOV2 datasets we used contain 1053372 and 5038710 html documents, respectively. 2) We use the method proposed in [31] to generate the PageRank for all the documents in the GOV dataset, and reorder the docIDs by PageRank, i.e. the document with largest PageRank is assigned docID 1 and so on. We call this index GOVPR. 3) We form another two datasets from GOV and GOV2 by randomly assigning docIDs (Fisher-Yates shuffle [29] ). We call these indexes GOVR and GOV2R, respectively. 4) Baidu dataset BD was used on Baidu's cluster (obtained via private communication). Baidu is the leading search engine in China responding billions of queries each day. BD contains 15749656 html documents crawled in 2009. We use Baidu 2009 query set which contains 33337 queries to test BD document set. 5) We also generate the dataset BDR from the BD dataset by randomly assigning docIDs.
C. PARALLEL MERGE FIND
Parallel Merge Find (PMF) [10] is the fastest GPU lists intersection algorithm to date. The docIDs are partitioned into ordered sets S1 = (1, 2, . . . , |S1|), S2 = (|S1| + 1, |S1| + 2, . . . , |S1| + |S2|), S3 = (|S1| + |S2| + 1, |S1| + |S2| + 2, . . . , |S1| + |S2| + |S3|), and so on up to Sg. The inverted lists (ti) are then split into g parts (ti) ∩ Sj. Splitting the inverted lists is performed by a Merge Find algorithm. A parallelized binary search is then performed on the partial inverted lists (t1) ∩ Sj, (t2) ∩ Sj, . . . , (t k ) ∩ Sj, where each element of (t1) ∩ Sj is assigned to a single GPU thread.
In the case of a 2-term query, if (t1) is divided evenly, i.e. if each (t1) ∩ Sj has roughly the same cardinality, then the number of steps required by the GPU to perform PMF is bounded below by
where C is the maximum concurrency of the GPU. We need to apply Merge Find g times, of which we can perform at most C in parallel, and each requires at least log | (t2)| steps. Afterwards, we apply binary search for each element in (t1), and again we can perform C in parallel, with each search requiring at least log(| (t2)|/g) steps.
For comparison, the number of steps required for the binary search on the GPU (without splitting according to PMF) is bounded below by
Hence PMF is only superior to binary search when the shortest list (t1) is sufficiently long, say containing millions of elements.
In Table 4 we list some data concerning the average ratios of the lengths of the inverted lists (ti) in a k-term search using the GOV dataset.
For k-term searches with k ∈ {2, 3, . . . , 6}, in Stage x we write
as a percentage. The percentage in brackets after the k value gives the proportion of queries that are k-term queries. We also write the average length of (t1) in Stage x in K (x1000), denoted |¯ |. Table 4 shows that, in real-world datasets, most of queries have a short shortest list (t1). As the algorithm progresses, that is as x increases, (3) decreases significantly. Hence, even if we adopt a segmentation method like PMF, it is hard to improve segment pair merging using shared memory because of large length discrepancy. Therefore, performance is obstructed by a large number of global memory accesses.
Since we allocate 256 threads in one GPU block and the distribution of docIDs is approximately uniform, a GPU block might need to search through a range containing 256/(0.054%) ≈ 470000 docIDs, much larger than the shared memory on each SM. If a GPU block runs out of memory on one SM, the number of active warps will be reduced and the parallelism will be less effective. Therefore, we set the goal of reducing the dependency on global memory access. 
We consider a single segment of length s consisting of the integers G = (g0, g1, . . . , gs−1), where we assume that 0 ≤ gi < 2 32 for all i ∈ {0, 1, . . . , s − 1}. The parameter s should be chosen to best suit the hardware available; in this paper we choose s to be the number of threads in one GPU block. The least significant b bits of the value gj are stored in lj. The index of the j-th exception is stored in ij and the overflow is stored in hj. We assign the variables:
• b as described in Section 5.1,
• the width of every slot ij is ib := log(maxj ij) ,
• the width of every slot hj is hb := log(maxj gi j ) − b, and
• en is the number of exceptions.
These four pieces of information are stored in a header.
D.2 Decompression
The process of decompression is split into three distinct stages.
1. Thread j reads lj and stores it in shared memory.
2. Thread j reads ij and stores it in a register.
3. Thread j reads hj and recovers the j-th exception gi j by concatenating hj and li j .
Only the first en threads will be used in Stages 2 and 3. This process is illustrated in Figure 10 when the exceptions happen to be g0, g1, and gs−2. 
Algorithm 2 ParaPFor Decompression
Input: Compressed segment G in global memory Output: (g 0 , g 1 , . . . , g s−1 ) in shared memory 1: for each thread do 2: j ← threadIdx.x (i.e. assign the j-th element to the current thread) 3:
Extract b, ib, hb, and en from header 4:
Extract l j 5:
g j ← l j 6: synchthreads() 7:
if j < en then 8:
Extract i j 9:
Extract h j 10: g i j ← g i j | (h j << b) (i.e. concatenate h j and l i j ) 11:
end if 12: synchthreads() 13: end for
E. THEORETIC ANALYSIS OF LRC
The aim of this section is to give a theoretic analysis of LRC, and estimate the compression ratio with respect to different length of inverted lists.
Inverted lists (t) are generated by random processes outside of our control. Here we will assume that (t) is chosen uniformly at random from all ordered lists of length n and with elements belonging to {1, 2, . . . , m}. This assumption will be more reliable when e.g. the docIDs are renumbered at random. Let Xi be the random variable for the docID of the i-th document in the inverted list. There are One can draw a regression line for (t) : F. EXPERIMENTAL RESULTS
F.1 Experimental Platform
A brief overview of the hardware used in the experiments is given in Table 6 . Table 7 compares different algorithms intersecting compressed lists on various datasets. TP denotes the throughput (queries/s) and RT denotes the response time (ms/batch). In the case of ParaPFD, the number in parentheses gives the proportion of exceptions used in the experiment. To obtain a short response time, we set the computational threshold to 1M, which limits the response time of LR based algorithms to under 3ms. The performance of each individual algorithm on the different datasets is similar.
SegLRC's performance is better than LRC and LRCSeg. The reason is that the search range is reduced by the local contraction ratio. We can see that HS256 LRC performs better than all of the other algorithms, although the decompression speed is not as good as the other LR based algorithms (see Figure 8 for a comparison). 
