Binary decision theory has been applied to the general interferometric problem. Optimal detection scheme|according to the Neyman-Pearson criterion|has been considered for dierent phase-enhanced states of radiation eld, and the corresponding bounds on minimum detectable phase shift has been evaluated. A general bound on interferometric precision has been also obtained in terms of photon number uctuations of the signal mode carrying the phase information.
The aim of the detection scheme d(x) is that of discriminating in between 0 and its phase-shifted version 1 = expfin'g 0 expf in'g, which results if some perturbations have been occurred. An optimized interferometer is able to tell the's apart for ' smaller as possible.
This way of posing the interferometric problem naturally leads to view it as a binary decision problem, to which results and methods from quantum detection theory can be applied [1, 2] . Here, the phase-shift ' plays the role of a parameter, labeling one of the two possible outputs from the interferometer, namely the perturbed state 1 . Indeed, this approach can be useful as it does not refer to any specic detection scheme for the nal stage of the interferometer. Thus, ultimate quantum limit on the interferometric precision can be obtained for specic classes of phase-enhanced states of radiation eld 1 .
-R In this paper we address the interferometric problem as a binary decision one. In the next Section we briey review the binary decision problem as solved by a Neyman-Pearson optimized strategy. In Section 3 we state the binary interferometric problem. After the illustrative example of coherent states we consider the optimal detection scheme, according to the Neyman-Pearson criterion, for a generic pure state of radiation. A general bound of precision is thus obtained in terms of photon number uctuations. Two dierent classes of phase-enhanced states of radiation has been then considered: squeezed states and phase-coherent states. The corresponding bounds on the minimum detectable phase-shift are also evaluated. Section 4 closes the paper with some concluding remarks.
Neyman-Pearson strategy for binary decision
Our goal is to determine whether or not the initial density matrix has been perturbed. Starting from the outcomes of the detector D we have to infer which is the state of the system, in order to discriminate between the following two h ypothesis: H 0 : No perturbation has been occurred: true if we infer 0 ; H 1 : The system has been perturbed: true if we infer 1 . We denote by P 01 the probability of wrong inference for the hypothesis H 1 , namely that one of inferring H 1 when H 0 is true. In hypothesis testing formulation this is usually referred to as false alarm probability. Conversely, w e denote by P 11 the detection probability, that is the probability of inferring H 1 when it is actually true. Now, which is the best measurement to discriminate between 0 and 1 ? If these two states are mutually orthogonal the problem has a trivial solution. It is a matter of measuring the observable for which 0 and 1 are eigenstates. However, this is not our case, as it is well known that no orthogonal set of phase-eigenstates is available in quantum optics. In the following we consider nonorthogonal 0 and 1 and we focus our attention on pure states 0 = j 0 ih 0 j as input for the interferometer.
The optimization problem can be analytically solved, for pure states, by adopting, the Neyman-Pearson criteria for binary decision [7] . The latter reads as follows. First, we have to x a value for the false alarm probability P 01 . Then, we have to nd the measurement strategy d(x) which maximizes the detection probability P 11 . As a general denition, each measurement strategy which maximizes the detection probability P 11 for a xed value of false alarm probability P 01 is considered as a Neyman-Pearson optimized detection for binary hypothesis testing. It was shown by Helstrom [1] and Holevo [2] that this very general problem could be reduced to solving the eigenvalue problem for the operator d(xj) = 1 0 ; (1) which represents the optimized measurement scheme. The parameter is a Lagrange multiplier. Dierent v alues of correspond to dierent v alues of the false alarm probability, namely to a dierent Neyman-Pearson strategies.
Once the eigenvalues problem for d(xj) has been solved it results that only positive eigenvectors contribute to the detection probability P 11 [1, 8] . Thus the decision strategy is transparent: after a measurement of the quantity d(xj) if the outcome is positive w e infer that perturbation hypothesis H 1 is true. Conversely, w e infer null hypothesis H 0 when obtaining negative outcome. By expanding the eigenstates of d(xj) in terms of j 0 i and j 1 i the Lagrange multiplier can be eliminated from the expression of detection probability which results The overlap depends both on the initial state and on the occured phase-shift '. It is obvious that if the overlap is small, it is easy to discriminate between the two states. Thus, it is possible to obtain strategies with large detection probability without paying the price of an also large false alarm probability. On the contrary, if the overlap becomes appreciable it is dicult to discriminate the states. In the limit of complete overlap the perturbed and the unperturbed states become indistinguishable. Detection probability is now equal to false alarm probability and the decision strategy is just a matter of guessing after each random measurement outcome.
Choosing a value for the false alarm probability is a matter of convenience, depending on the specic problem this approach w ould be applied. The maximum tolerable value for P 01 increases with the expected number of measurement outcomes, and conversely a very low rate detection scheme needs a very small false alarm probability. The latter is the case of interferometry, in the following we always will consider small value for P 01 .
Interferometry as a binary decision problem
Once an input state for the interferometer has been specied the probability measure in Eq. (1) denes the detection scheme to be performed in order to implement an optimized interferometer. Optimality is in the Neyman-Pearson sense, namely that detection (1) maximizes the detection probability P 11 at a xed tolerable value of the false alarm probability P 01 .
The interferometric strategy is thus the following: the initial state 0 is prepared and left free to travel along the interferometer. A set of measurements for the quantity (1) is then performed and from the data record we h a v e to infer the state of radiation at the output of the interferometer. From this inference we can discriminate in between the two h ypothesis, namely we are able to monitor the optical path of the light beam.
The input state is xed in advance, therefore the detection probability depends only on the accepted value for the false alarm probability and on actual value of the phase-shift '. The minimum detectable value of the phase-shift, denoted by ' M , is dened by the relation
A l o w er value for P 11 , in fact, would make the measurements record unuseful, as no readable informations can be extracted in that case.
Let us consider customary coherent states as an illustrative example. Without loss of generality w e can set the phase of initial state to be zero, so that we have
The photon distribution of a coherent state is Poissonian with mean given by N h ĵ n j i = 2 and the overlap can be easily evaluated to be = hj 0 je in' j 0 i 2 = expf 2 2 (1 cos ')g : (6) Interferometric detection is frequently involved with low rate processes 2 . Therefore, we h a v e, as a general requirement, to ask for a small false alarm probability: a convenient setting reads P 01 . Inserting Eq. (2) 
that is,
Finally, upon substituting (6) in Eq. Eq. (8) and expanding for small ' we have
which represents the lower bound on minimum detectable phase-shift for any interferometer based on coherent states. The bound in Eq. (9) is well known and represent the lower bound on precision also for interferometer based on classical state of radiation. It is usually termed shot-noise limit.
Let us now consider a generic pure state at the input of the interferometer j 0 i = 
2 Among applications of high sensitive i n terferometry one of the most interesting regards the detection of gravitational waves. The reader may agree that this is a prototype for very low rate process [9] .
and, up to second order in the phase-shift,
where N 2 = hn 2 i ĥ n i 2 denotes the photon number uctuations of the considered state. By substitution in Eq. (8) we obtain the lower bound on the minimum detectable perturbation
Eq. (13) represents a quite general result. It indicates that the minimum detectable phase-shift ' M shows an inverse scaling relative to the photon number uctuations rather than the photon number intensity. Eq. (13) is not surprisingly, h o w ever it is worth noticing that we derived it in a direct way from the binary problem approach, i.e. we did not make use of any uncertainty phasenumberpseudo relation N' 1. The latter, in fact, can be derived only in a heuristic way [10] and thus possesses only a limited validity. Eq. (13) suggests to use states with equally probable photon number excitation, namely j i = X k c k jki with c k = z 2 C :; 8k : (14) Such a states, in fact, show innite photon number uctuations thus allowing, in principle, to monitor an optical path with arbitrary precision. Unfortunately, the only possibility to construct states as in Eq. (14) is given by the London phase-states [11, 1 2 ] j i = X k expfikgjki ; (15) which neither possess a nite mean photon number nor they are normalizable, namely they are not realistic states of radiation. A realistic approximation of London phase-states is provided by the so-called phase-coherent states [13] ji = p 1 j j 2 X k k j k i ; (16) where the complex number=xexpfig is conned in the unit circle x < 1 t o assure normalization. A phase-coherent coherent state possesses a mean photon number given by N = x 2 (1 x 2 ) 1 and goes to a London phase-state in the 
leading to a lower bound on minimum detectable perturbation given by The ' M scaling in Eq. (18) is largely improved relative to the shot noise limit and represents the benet of using phase-coherent states.
We now proceed by considering squeezed-coherent states at the input of the interferometer. The benet of squeezing in improving precision is quite known for specic setup, as Mach-Zehnder or Michelson interferometer [3, 14, 15] . Here we are obtaining a more general bound, which are independent on the measurement strategy.
We consider the interferometer fed by an in-phase squeezed-coherent state, namely a state with parallel signal and squeezing phases. We set this value to zero, so that the initial state is given by The quantity x represent the coherent amplitude of the signal whereas r is the squeezing parameter. The mean photon number of such a state is given by N = x 2 + sinh 2 r. We refer to this two terms as the signal and the squeezing photons number respectively.
A perturbation in the optical path acts dierently on the coherent signal relative to the squeezing part, more precisely we h a v e e î n' j; i = je i' ; e i 2 
which is a double Gaussian curve The proportionality constant is of the order of one as a function of P 01 , whereas the optimum value for the squeezing fraction is given by = 1 = 2.
Some remarks
In this paper we have addressed interferometry as a binary decision problem and have derived lower bounds on minimum detectable phase-shift for some phase-enhanced states of radiation eld. We did not concern to any specic measurement device and we do not discuss the feasibility of optimized measurement. Actually, the optimal detection, according to the Neyman-Pearson criterion, is generally not available at the present time. Rather, we have attempted to derive the ultimate quantum limit on the detectable phase-shift, which depends only on the initial quantum state at the input of the interferometer. It is worth noticing that for squeezed states the bound in Eq. (25) can actually be approximated by homodyne detection [16, 17] o r M a c h-Zehnder interferometer [2, 3, 14, 15] , however only around a xed value for the initial phase-shift and for high eciency of the involved photodetectors.
An ultimate, state-independent, lower bound on the interferometric precision could be obtained by a further optimization of Eq. (11) over quantum states of radiation, provided that some physical constraints are satised. Work along this line is in progress and results will reported elsewhere.
