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Modelling potential/current distribution in
microbial electrochemical systems shows
how the optimal bioanode architecture
depends on electrolyte conductivity
Re´my Lacroix,*a Serge Da Silva,a Monica Viaplana Gaig,b Raphael Rousseau,b
Marie-Line De´liab and Alain Bergelb
The theoretical bases for modelling the distribution of the electrostatic potential in microbial
electrochemical systems are described. The secondary potential distribution (i.e. without mass transport
limitation of the substrate) is shown to be suﬃcient to validly address microbial electrolysis cells (MECs).
MECs are modelled with two diﬀerent ionic conductivities of the solution (1 and 5.3 S m1) and two
bioanode kinetics ( jmax = 5.8 or 34 A m
2). A conventional reactor configuration, with the anode and
the cathode face to face, is compared with a configuration where the bioanode perpendicular to the
cathode implements the electrochemical reaction on its two sides. The low solution conductivity is
shown to have a crucial impact, which cancels out the advantages obtained by setting the bioanode
perpendicular to the cathode. For the same reason, when the surface area of the anode is increased by
multiplying the number of plates, care must be taken not to create too dense anode architecture.
Actually, the advantages of increasing the surface area by multiplying the number of plates can be lost
through worsening of the electrochemical conditions in the multi-layered anode, because of the
increase of the electrostatic potential of the solution inside the anode structure. The model gives the
first theoretical bases for scaling up MECs in a rather simple but rigorous way.
A huge amount of chemical energy is available in the large
variety of organic matter contained in sediments, eﬄuents,
agricultural residues and various other types of biomass that
are commonly unexploited or even have to be treated at the cost
of high energy expenditure.1 Nevertheless, tools are lacking to
tap into these free resources and transform the chemical energy
they contain into electricity or fuels. Microbial electrochemical
systems (MESs) may oﬀer amazing innovative ways to move
towards the exploitation of such resources. MESs are based on
the recently discovered capability of some microorganisms to
catalyse the electrochemical oxidation of organic matter.
Among MESs, microbial fuel cells that transform chemical
energy directly to electricity have been the most widely inves-
tigated since 2002, but they still seem quite far from large size
applications. Microbial electrolysis cells (MECs) use the same
technology to produce hydrogen by associating a microbially-
catalysed bioanode with an abiotic cathode for hydrogen evolu-
tion.2,3 MECs can thus produce hydrogen from the oxidation of
organic matter. They probably constitute the most techno-
logically advanced application of MESs at present.
Scientific research on MESs has advanced at an impressive
pace in the laboratory4 and a major challenge is now to bring
these technologies into application and engineer practical
systems at larger scales. The experimental studies that have
dealt with MES scale-up have shown the great diﬃculty of this
challenge,5–9 for which there is no map or compass but the
experimental approach. They have generally observed a con-
siderable, unavoidable decrease in performance when the size
of the devices increases.
In many respects, theoretical approaches have succeeded in
deciphering the mechanisms of electron transfer pathways inside
electroactive biofilms. For instance, numerical modelling has
shown that transfer via diﬀusible extracellular mediators can
generate only small current densities because of the rate-limiting
diﬀusion step. Theoretical diﬀusion-limited current densities of
0.1310 or 0.21 A m2 (ref. 11) have been calculated, which are more
than an order of magnitude lower than values commonly recorded
experimentally, and consequently point to the occurrence of other
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1. Introduction
The metabolic rates, the kinetics of electron transport or mass
transfer inside the biofilm or in the porosity of the electrode
structure, if a porous anode is implemented, were not modelled
directly but were included in the kinetic law relating to themicrobial
anode. The purpose of the work was to demonstrate to what great
extent the electrode configuration can impact the performance of a
MEC depending on the ionic conductivity of the medium.
2. Theoretical aspects
2.1 Electrostatic and Nernst potentials
The variation of the electrostatic potential (f) in a phase that
does not include any source or sink of charges is governed by
the Laplace equation:
Df = 0 (1)
This equation, solved in the whole space of an electro-
chemical reactor, leads to the field of electrostatic potential,
from which the local currents can be extracted at any point
through Ohm’s law applied to electrolytes:
i = s grad f (2)
The model first solves eqn (1) in the whole reactor space
to obtain the potential distribution and then calculates the
current distribution by eqn (2). The total current that flows
through the reactor is finally calculated by integrating the local
current over the anode or the cathode surface.
The integration space may include diﬀerent electrolytes,
including separators or membranes, which are taken into
account as adjacent spaces, each with its own value of conduc-
tivity. The integration space is bounded by two types of limits:
the electrodes and the insulating reactor walls. At the reactor
walls the flux is zero, i.e. the derivative normal to the wall is
equal to zero (Neumann boundary condition):
grad f-n = 0 (3)
It should be emphasized that the Laplace equation is valid only
inside spaces in which no charge is produced or consumed by
reactions. Solving the Laplace equation is consequently the usual
way to describe potential distribution in the electrolytes of electro-
chemical reactors. In the case of MESs, the Laplace equation
cannot be applied inside the biofilm, in which several ionic species
are produced or consumed. The Poisson equation must be used:
Df = s div(i) (4)
and its numerical solution is considerably more complex.
Determining the potential distribution in a MES by including
the biofilm(s) in the integration space needs the Poisson
equation to be solved. It would be a cumbersome approach to
MES modelling, while the Poisson equation is only required in
the very small spaces represented by the biofilm(s). In the
present work, we excluded the biofilm from the integration
space and included all the steps related to the biofilm kinetics
in the electrochemical boundary condition (Fig. 1). It was thus
possible to get the potential distribution by solving the Laplace
electron transport pathways. Models have been designed assuming 
that the extracellular biofilm matrix has conductive properties that 
obey Ohm’s law.12,13 Electron transport through electron hopping 
along chains of immobilized redox compounds (type c cytochromes 
for example) has also been put forward, and a unified modelling 
approach has been described that groups together all electron 
transport mechanisms under an apparent electron diffusion 
coeﬃcient.14,15 Numerical modelling has supported consider-
able advances in understanding the behaviour of microbial 
anodes in many other respects, such as the crucial role of 
proton transfer from the biofilm16 or diﬀerentiating charge 
accumulation and electron transfer.17
New laws of electro-microbial kinetics have been introduced 
by combining the electrochemical Nernst12 or Butler–Volmer18 
law with the Monod law. The conventional electrochemical 
kinetics was thus modified to take account of the specific 
relationship between substrate concentration and metabolic 
rate. From a formal point of view, it would be more correct to 
refer to the Michaelis–Menten law to express the relationship 
between substrate concentration and respiration rate, rather 
than to the Monod law, which is related to cell growth. Never-
theless, whatever the name, the mathematical expression remains 
the same. The Nernst–Monod expression has then been imple-
mented to model low scan rate cyclic voltammetry.19–21
These various models have supported brilliant results in 
deciphering interfacial electro-microbial mechanisms but their 
contribution to advances in scaling up reactor architectures 
remains limited because their application domain is restricted 
to the biofilm zone. The reactor architecture, located beyond 
the biofilm/solution interface, is not taken into account.
Numerical models that address the interfacial phenomena 
tacitly assume that the Nernst potential (E) is uniform on the 
electrode surface. In other words, it is assumed that the current 
has a uniform value over the entire electrode surface. Actually, 
this hypothesis is strictly valid only in analytical cells that 
are designed specifically with this objective, such as two flat 
electrodes set face to face with surface areas equal to the cross-
section of the cell. Uniformity of current distribution is far from 
being valid in most of the electrochemical cells commonly used 
in the laboratory. The situation is exacerbated in industrial reactors, 
which generally aim at creating locally non-uniform current dis-
tributions to increase their performance. The morphology of 
industrial electrodes (perforated plates, expanded metal, grids. . .) 
is so designed to favour the high local currents that are promoted 
by electrode edges.
On the one hand, it is very important to be aware that non-
uniform current distributions may occur in lab cells, so as to be 
able to discuss the bias they may introduce in the conclusions. 
On the other hand, modelling current distribution is an essen-
tial prerequisite in the design of industrial prototypes and 
units. The purpose of the work presented here was to give an 
initial basis for modelling current distribution in microbial 
electrochemical systems, taking a microbial electrolysis cell 
(MEC) for hydrogen production as an example. The 
distributions of potential and current were modelled in the 
electrolyte, using the kinetics of the microbial anode as a 
boundary condition.
equation. Another advantage of this approach was to take
benefit of the theoretical and experimental studies that have
developed kinetics for microbial bioanodes,12,18 which can so
be used as the boundary conditions.
It was assumed in the present work that anode and cathode
materials were eﬃcient electrical conductors or, similarly, that
current collectors were eﬃcient enough for the potential drop inside
the electrode materials be neglected. This assumption is valid for
most electrodes used in MESs. It may no longer be applicable in
some cases, when the electrodes show significant electrical resis-
tance, for example, or with flow-through 3-dimensional electrodes.
In such particular cases, the potential drop inside the electrode
material itself should be taken into account. Here, the potentials of
the anode (fMA) and cathode (fMC) materials were uniform and
their diﬀerence was equal to the voltage applied to the MEC (Ucell):
Ucell = fMA  fMC (5)
At the electrode surface, the diﬀerence between the potential
of the electrode material (fM) and the potential of the electro-
lyte in contact with the electrode surface (fS) is defined as the
Nernst potential (E):
EA = fMA  fSA (6)
EC = fMC  fSC (7)
Actually, in the field of electroactive biofilms, the Nernst 
potential is tacitly taken as the diﬀerence of the electrostatic 
potential in the electrode material and the electrostatic 
potential at the biofilm/solution interface, instead of the rigorous 
drop of electrostatic potential at the electrode surface (Fig. 1). Only 
very rare theoretical studies have dealt with the electrostatic 
potential drop inside electroactive biofilms.13 Furthermore, all 
experimental potential values are expressed and measured accord-
ing to the tacit assimilation of the electrode surface with the 
biofilm/solution interface. This approach was also used in the 
present model for the microbial anode.
2.2 Primary, secondary and tertiary potential distributions
The boundary conditions at the biofilm/solution interface can be
established in three diﬀerent ways, which define the primary,
secondary and tertiary potential and current distributions.
Primary potential distribution. The simplest approach
assumes that a thermodynamic equilibrium is achieved at the
electrodes:
EA = E
00 of the anodic redox system (8)
EC = E
00 of the cathodic redox system (9)
Dirichlet boundary conditions are thus obtained, which
allow an analytical solution to be found for a few simple cell
geometries. The primary distribution obtained describes the
potential distribution at equilibrium, i.e. when no current flows
through the cell. Under such conditions, because the current is
nil, the conductivity of the electrolyte(s) has no influence. The
potential distribution depends only on the geometry of the cell.
The primary distribution is a useful simple approach but it
gives only elementary information on the potential distribution
far from real operation conditions.
Secondary potential and current distributions. The second-
ary distribution is obtained by using the electrochemical
kinetics law related to each electrode:
j = fA(EA) (10)
j = fC(EC) (11)
Using Ohm’s law (eqn (2)) and taking into account the fact
that j is a vector normal to the electrode surface gives the
boundary conditions:
s grad f|SA = fA(EA)-n (12)
s grad f|SC = fC(EC)-n (13)
The kinetics laws can be a conventional Butler–Volmer or
Tafel equation, a specific equation established for microbial
bioanodes12,18 or any phenomenological j–E correlation deter-
mined under appropriate operating conditions.
The secondary distribution takes the activation overpotential
due to electron transfer kinetics into account. In the case of a
microbial anode, the specific biofilm or metabolic overpotentials22
related to biofilm electrocatalysis are also included in the electrode
boundary conditions (eqn (10)). Similarly, the possible eﬀect of
protons mass transfer on the mechanism of biofilm electro-
catalysis16 is also considered to be part of the bioelectrode
kinetics and is included in the boundary conditions. The
secondary distribution does not consider the eﬀect of external
mass transfers that may occur in solution. In the case of a
microbial electrode, it is thus assumed that the concentrations
at the biofilm/solution interface are equal to the concentrations
in the bulk of the solution. Care must consequently be taken to
use boundary conditions that are valid for the bulk concentra-
tions used in the model. The secondary distributions are
suitable when mass transfers in solution are not rate-limiting,
e.g. reactors that operate at low currents.
Fig. 1 Scheme of the distribution of the electrostatic potential (f) in an
MEC. At the cathode–solution interface, the Nernst potential is given by
the difference in electrostatic potential between the electrode material
and the solution (EC = fMC  fSC). For the bioanode, the Nernst potential
includes the potential gradient inside the biofilm by locating the interface
at the biofilm-solution frontier (EA = fMA  fSA). The ohmic drop (OD) was
assumed to be linear in the bulk in the absence of separator.
Tertiary potential and current distributions. The tertiary
distribution includes mass transfer in solution. The boundary
conditions at the electrodes take account of the value of the
local concentrations at the electrode/solution or biofilm/
solution interfaces. As the local concentrations depend on the
local currents and the currents depend on the local concentra-
tions, the potential and concentration fields must be solved
concomitantly. This is obviously the most accurate approach
but it considerably increases the computational complexity. It
is consequently implemented only when necessary, particularly
when current densities are so high that mass transport in the
solution does not manage to compensate for the substrate
consumption.
3. Results and discussion
The present work deals with a common microbial electrolysis
cell (MEC) composed of a microbial anode that achieves acetate
oxidation:
CH3COO
 + 2H2O- 2CO2 + 7H
+ + 8e (14)
associated with a stainless steel abiotic cathode that produces
hydrogen by water reduction:
8H2O + 8e
- 4H2 + 8OH
 (15)
The general theory of such an MEC has already been
detailed2,3 and numerous experimental approaches have been
reported that have used this system. Here, a stainless steel
cathode was used because of the particular catalytic property of
this material for hydrogen evolution when associated with weak
acids.23,24 For the sake of simplicity, a single compartment
device was considered. Nevertheless, a separator could easily be
introduced into the model as a thin supplementary space
characterized by its specific conductivity.
3.1 Assessment of the impact of external mass transfer on
microbial bioanodes
The first phase of model design consisted of choosing between the
secondary and tertiary approaches. To do this, the possible impact
of external mass transfer must be assessed. At the stationary state,
the molar flux of acetate (Facetate) at the biofilm/solution interface
is correlated to the current density by:
Facetate = j/8F (16)




acetate  Cintacet)/d (17)
where d is the thickness of the diﬀusion layer. In a quiescent 
solution, the thickness of the diﬀusion layer, which is controlled 
by natural convection, can be assumed to be 100–200 mm on flat 
electrodes.25–27 Thicknesses are smaller in stirred solutions. It 
seems to be agreed that the maximum current density that can 
be reached with flat microbial bioanodes is of the order of 10 to 
15 A m2.28,29 Higher current densities have been reached with
specific surface morphologies,20,29,30 ultra-microelectrodes,31 or
3-dimensional multi-layered electrodes,32 but flat plated bio-
anodes give a maximum close to 15 A m2.
Taking a high value of current density ( j = 15 A m2)
associated with slow mass transfer in the solution, i.e. a large
diﬀusion layer thickness (d = 200 mm) eqn (16) and (17) lead to a
maximum concentration gradient (CBacetate  Cintacetate) of 3.1 mM.
It has been reported for diﬀerent microbial bioanodes that the
current density varies with acetate concentration according to a
Michaelis–Menten type law, with a half-maximum-rate concen-
tration around 3 mM19 or with maximum currents reached at
concentrations above approximately 5 mM.18 If the acetate concen-
tration in the bulk is high enough, equal to or above 10 mM for
instance, the bioanode kinetics is not altered by the concentration
gradient at the biofilm/solution interface. This evaluation shows
that mass transfer in solution does not significantly affect the
kinetics of microbial bioanodes provided that the acetate concen-
tration is kept high enough in the bulk.
On the other hand, the abiotic cathode ensures that water
reduction is not rate-limited by mass transfer of the reactant.
The secondary distribution is therefore appropriate to model an
MEC that operates at suﬃciently high substrate concentration.
The present work consequently developed a secondary distribu-
tion approach. From a general point of view, a secondary
distribution model needs only a few input parameters: the
description of the reactor geometry associated with the con-
ductivity of each zone when a membrane or several compart-
ments are involved, and the equations that constitute the
boundary conditions for the two electrodes (eqn (10) and (11)).
Then, solving eqn (1) and (2) leads to the potential and current
distribution in the whole reactor space.
3.2 Validation of the numerical process with abiotic
electrolysis of water
The numerical process was validated using a simple experi-
mental system that performed conventional water electrolysis,
i.e. the oxidation of water to oxygen at the anode:
2H2O- O2 + 4H
+ + 4e (18)
and the reduction of water to hydrogen at the cathode:
4H2O + 4e
- 2H2 + 4OH
 (19)
The electrolyte contained Na2SO4, the concentration of which
was varied to obtain conductivities of 0.85, 2.41 and 4.25 S m1.
For each conductivity, the stationary cell voltages were measured
during electrolysis performed under intentiostatic conditions
with current densities varying from 0 to 250 A m2 and (Fig. 2).
The current–potential correlations ( j–E), which were
required as input for the secondary-type model, were deter-
mined experimentally for the anode and the cathode. The
anodic and cathodic experimental ( j–E) curves were fitted by
polynomial equations that were used as boundary conditions
(eqn (12) and (13)). The model was then run with the three
values of conductivity to calculate the theoretical variation of
the current density with the cell voltage, plotted in Fig. 2.
It should be noted that the theoretical results were obtained 
without numerical adjustment of any physical parameter value. 
The experimental anode and cathode kinetics ( j–E curves) were 
used to feed the model. Then the model gave directly the 
theoretical current–voltage data according to the geometry of 
the cell and the value of conductivity. The theoretical curves 
were in very good agreement with the experimental data, 
showing the perfect validity of the model over a large range 
of cell voltages and current densities.
3.3 Modelling MEC with parallel or perpendicular electrodes
Model feeding: reactor geometry, solution conductivity and 
boundary conditions. The model considered a single-chamber 
MEC, in which acetate oxidation (reaction (14)) was achieved by 
a microbial anode and hydrogen evolved at an abiotic cathode 
(reaction (15)). Most electrolytes used in MEC, and more largely 
in MES, contain buﬀers, usually potassium or sodium phos-
phates, and salts required for microbial growth (ammonium, 
acetate, etc.).3,33–36 Common values of conductivity of these 
electrolytes are of the order of 1 S m1. A particular branch of 
MES studies deals with marine systems. In this framework, a 
conductivity of 5.3 S m1 corresponding to seawater at 25 1C 
can be used.37 These two values of conductivity were chosen as 
standards for further studies.
The cathode boundary condition was determined experi-
mentally using a stainless steel cathode in a solution contain-
ing 10 mM phosphate buﬀer. It has been reported that MEC 
cathodes benefit from the presence of phosphate species or 
other weak acids.23,24 These species act as homogeneous cata-
lysts of water reduction in a mechanism called electrochemical 
deprotonation.38 The experimental j–E curve was transformed 
into a polynomial function that was introduced into the model. 
In order to be consistent with the maximum value chosen for 
conductivity, the bioanode kinetics corresponded to a micro-
bial anode formed in seawater from marine sediment. The 
anode current–potential curve available in the literature39 
gave a maximum current density of 5.8 A m2 at +0.1 V/SCE.
The experimental j–E curve was fitted with a polynomial func-
tion to be used numerically. This anode kinetics corresponded
to current density values commonly obtained in the state of the
art of the domain and it could be implemented at the highest
electrolyte conductivity contemplated here. It was consequently
used as the ‘‘standard’’ anode kinetics for all calculations in the
present work. Nevertheless, a more efficient kinetics was also
used in some cases for comparison at low electrolyte conduc-
tivity. This anode followed a Nernstian electron transfer and
allowed current densities around 34 A m2 be reached from
potentials as low as 0.3 V/SCE. It was extracted from the
literature30 and was fitted with a Nernst–Monod equation:
j = jmax/{1 + exp(F/RT (EA  E1/2))} (20)
where jmax = 34 A m
2 is the maximum current density at the
plateau and E1/2 = 0.375 V/SCE is the potential for which j is
equal to half the jmax value.
Two MEC geometries were considered: face to face parallel
cathode and anode, and horizontal anode(s) perpendicular to a
vertical cathode. Both anode and cathode were flat square plates
with 10 cm sides whatever the configuration. The cathode was
kept vertical in each configuration because this position is a
suitable one for hydrogen evolution. It can logically be predicted
that the whole performance should be limited by the microbial
bioanode (reaction (14)) rather than the abiotic cathode (reaction
(15)). It was consequently hoped that the perpendicular configu-
ration would multiply the current produced by a factor of around
2 by allowing both sides of the anode to work (Fig. 3). Further-
more, this configuration allowed several anodes to be arranged
facing the cathode if the anode kinetics was severely rate-limiting.
The results are discussed here in terms of current provided by the
MEC. Identical conclusions would be drawn in terms of hydrogen
production, assuming that the hydrogen flow rate is straight-
forwardly proportional to the current flowing through the reactor.
Fig. 2 Comparison of theoretical (curves) and experimental (symbols)
results for water electrolysis. Conventional water electrolysis was per-
formed using a stainless steel parallel anode and a cathode in intentiostatic
mode for various values of the current. The ionic conductivity of the
solution was adjusted through the concentration of sodium sulphate.
Fig. 3 Distribution of the electrostatic potential in solution (fS) in an MEC
with parallel and perpendicular electrodes. The inter-electrode distance was
2 cm, cell voltage was 0.8 V, and conductivity was 1.0 S m1. The ‘‘standard’’
anode kinetics of a marine bioanode ( jmax = 5.8 A m
2) was used as the
anode boundary condition. The red colour indicated a higher fS, i.e. a lower
Nernst potential of the anode (EA). For the perpendicular configuration, EA
increased fast with the distance from the cathode, showing that the anode
working conditions deteriorated with the distance from the cathode.
Potential and current distributions. Fig. 3 compares the
potential distribution in MECs with parallel or perpendicular
electrodes at an identical inter-electrode distance of 2 cm, cell
voltage of 0.8 V and conductivity of 1.0 S m1. The two MECs
showed very diﬀerent potential distributions. In the parallel
configuration, the electrolyte potential was uniform along the
electrode, with only small edge eﬀects at the two extremities.
The cathodic and anodic current densities were consequently
uniform along the electrodes. In contrast, the perpendicular
configuration showed a potential gradient along the anode
indicating that the anode was not working at the same potential
along its whole length.
The colour scale in Fig. 3 gives the values of the electrostatic
potential in solution (fS). The Nernst potentials (E) can be
extracted using eqn (5) to (7). The value of the electrostatic
potential in the cathode material (fMC) was chosen as the basis
of calculations and taken equal to zero, so that:
Ucell = fMA (21)
EA = Ucell  fSA (22)
EC = fSC (23)
The electrostatic potential in the solution in close contact 
with the anode surface (fSA) varied from 1.070 to 1.159 V along 
the anode surface from the point nearest (2 cm) the cathode 
surface to the most distant point (12 cm). The anode Nernst 
potential (EA) consequently decreased from 0.270 to 0.359 V 
with the distance from the cathode. The surface of the anode 
worked under less eﬀective conditions due to the increasing 
ohmic drop as the distance from the cathode increased.
As indicated in Fig. 3, the anode was divided into ten parts of 
equal length (1 cm), numbered from 1 (nearest the cathode) to 
10 (farthest from the cathode), and the current was inte-grated 
for each individual part. The current densities in each zone were 
compared for the two electrolyte conductivities of 1.0 and 5.3 S 
m1 and two diﬀerent anode boundary condi-tions: either the 
‘‘standard’’ marine bioanode kinetics ( jmax = 5.8 A m
2) or the 
more eﬃcient Nernstian kinetics ( jmax = 34 A m
2) (Fig. 4). In 
each case, the current density decreased along the anode length 
when the distance from the cathode increased. For less eﬃcient 
‘‘standard’’ bioanode kinetics and the high value of conductivity 
(5.3 S m1) the current density was almost uniform along the 
anode. In con-trast, the low conductivity (1 S m1) induced a 
clear loss of performance along the anode surface: the first 10% 
of the anode closest to the cathode (zone 1) produced 14.3% of 
the total current, whereas the farthest 10% anode zone 
accounted for only 8.0%. This situation was even more dramatic 
with a more eﬃcient bioanode, where the first zone produced 
28.0%of the total current while the most distant produced only 
5.2%(eﬃcient kinetics with jmax = 34 A m
2 and conductivity 
1 S m1). The potential gradient induced by the ohmic drop 
became a more severe problem as the performance of the 
bioanode increased. Furthermore, as shown in Fig. 4, increas-
ing the conductivity of the electrolyte to 5.3 S m1 with the
eﬃcient bioanode kinetics did not avoid the loss of perfor-
mance along the anode length.
These calculations highlight the stumbling block represented by
the low ionic conductivity of the electrolytes that are commonly
used in MESs. Actually, many microorganisms do not accept high
salt concentrations because of their sensitivity to osmotic pressure.
Above a certain threshold of salt concentration, the gain obtained
by reducing the ohmic drop inside a MES is lost by the inhibition
of the microbial catalysis on the electrode(s). This is the reason
why most MESs have been implemented in electrolytes with
conductivities of the order of 1 S m1. For example, Lefebvre
et al. have shown that the power produced by a microbial fuel cell
increases for NaCl concentrations up to 20 g L1 and then
decreases by 50% for 40 g L1.40 Many attempts have been made
to increase the ionic conductivity of the solutions in which
bioanodes can be eﬀective. Microbial fuel cells have been designed
in seawater, directly in seas and oceans,41 or marine inocula have
been implemented under laboratory conditions.42–44 Pure strains
have also shown some halotolerance.45–47 Geobacter sulfurreducens
(KN400) has been adapted to marine salinity with some success.48
Recently, the halophilic strain Geoalkalibacter subterraneous has
provided 3.3 A m2 under polarization at 0.2 V vs. Ag/AgCl in a
solution containing 17 g L1 NaCl (half seawater salinity)49 and up
to 4.7 A m2 at +0.2 V/SCE in another study with 35 g L1 NaCl.50
A wild inoculum coming from a salt marsh has boosted the
current density provided by bioanodes to 70 A m2 in an electro-
lyte containing 45 g L1 NaCl (conductivity 10.4 S m1) but the
current was smaller at 60 g L1 NaCl (conductivity 13.5 S m1).51
In the current state of the art, the upper limit of the ionic
conductivities at which microbial anodes can be implemented is
around the level of seawater conductivity, with only one example
reaching conductivities above 10 S m1.51 The model described
here showed that even seawater conductivity (5.3 S m1) was not
suﬃcient to avoid a drastic current gradient along a bioanode that
exhibited eﬃcient electrocatalytic properties. For comparison, it
Fig. 4 Current density profiles along the anode in perpendicular configu-
ration. The anode was divided into 10 zones from 1 (nearest to the
cathode) to 10 (see Fig. 3). The current density in each zone was calculated
(one side only) with two electrolyte conductivities, 1.0 and 5.3 S m1, and
two diﬀerent anode boundary conditions: either the ‘‘standard’’ marine
bioanode kinetics ( jmax = 5.8 A m
2) or the more eﬃcient Nernstian
kinetics ( jmax = 34 A m
2). All calculations were performed with 2 cm
inter-electrode distance and 0.8 V cell voltage.
can be recalled that industrial electrolysis processes function with 
electrolytes of considerably higher ionic conductivity. For example, 
the production of hydrogen by conventional water electrolysis, 
implemented in 33% by mass KOH, benefits from a conductivity 
of 60 S m1. The crucial impact of electrolyte conductivity on reactor 
design, which has been evidenced here, is intrinsically linked to the 
microbial aspect of MESs. Modelling will consequently be an  
indispensable tool in the scaling up of MESs.
Considering the anode kinetics used as the standard in the 
present work ( jmax = 5.8  A m
2) and the common conductivity 
value of 1 S m1, the total currents that flowed through the whole 
MEC were 23.6 mA and 25.6 mA for the parallel and perpendicular 
configurations respectively. The perpendicular configuration thus 
oﬀered only a very slight advantage (8% improvement) with 
respect to the parallel configuration, and probably at the cost of 
greater technological complexity. In any case, the doubling of 
currents that could be expected because the perpendicular 
configuration allows a double anode surface area to be exposed  
to the solution in comparison to the parallel configuration was far  
from being reached. Actually, the ohmic drop increase along the 
anode abolished  the advantage  that the design was hoped to oﬀer 
in terms of the anode surface area. Plotting the impact of the 
electrolyte conductivity from 0.5 to 6 S m1 (Fig. 5A) fully 
confirmed the above conclusion. It even showed that, at the 
lowest conductivities, the perpendicular configuration provided 
less current than the parallel one.
Optimising the cathode–anode distance. At low conductivity 
(1.0 S m1) the distance between the anode and cathode had a 
major effect on the global current for both the parallel and 
perpendicular configurations (Fig. 5B). In both configurations, 
around 40% of current was lost when the distance increased from 
1 to 10 cm. At  high conductivity  (5.3  S m1) the perpendicular  
geometry showed its better capacity by producing up to 30% more 
current than the parallel configuration. Nevertheless, the 
performance of the perpendicular configuration remained far 
below twice that of the parallel one, as could be expected. At the 
highest conductivity, the two configurations showed a constant 
difference, whatever the distance between the electrodes 
(Fig. 5B). In this case, the perpendicular geometry, even with 
the anode and cathode 10 cm apart gave higher current than 
the parallel configuration with a separation of only 5 mm. The 
high conductivity of the electrolyte was confirmed to be the key 
parameter that determined whether or not full advantage could 
be taken of the design.
As a general rule, it can be concluded that, at the lowest 
conductivities (here o1 S m1), the parallel configuration gives 
higher total current. Both configurations produce currents of the 
same level and, for the sake of simplicity, the parallel configuration 
remains the most suitable at low conductivities (here o2 S m1), 
while the perpendicular configuration starts to be justified at 
higher conductivities. The values around 1 and 2 S m1 obtained 
here for the two thresholds are not absolute values and will vary 
according to the characteristics of the bioanode kinetics.
Influence of cell voltage. Fig. 6 compares current densities 
for cell voltages ranging from 0.6 to 1.0 V. The increase of the 
cell voltage obviously has a great impact on current density.
On average, an increase of 0.2 V multiplied the current by a
factor between 2 and 3. Once again, the low conductivity
brought the performance of the perpendicular configuration
down to the same order of magnitude as the parallel configu-
ration. The calculations also showed that the perpendicular
configuration became more and more suitable as the cell
Fig. 5 Influence on the average cathodic current density of (A) electrolyte
conductivity (distance between anode and cathode 2 cm) and (B) distance
between anode and cathode (conductivity 1.0 or 5.3 S m1); in each case
the cell voltage was 0.8 V.
Fig. 6 Average cathodic density as a function of the cell voltage for the
conductivities 1.0 and 5.3 S m1, anode–cathode distance 2 cm, perpendi-
cular and parallel configurations.
voltage increased. These data can be used to estimate the cost 
of hydrogen production and to compare it with conventional 
water electrolysis in alkaline cells. Considering an MEC 
designed with perpendicular electrodes 2 cm apart and an 
electrolyte with a conductivity of 5.3 S m1, the amount of 
energy spent to produce 1 m3 of hydrogen (standard condi-
tions) under 0.8 V is 1.8 kW h, compared to 4.4–5.4 kW h for 
commercial alkaline electrolysers.52
3.4 Optimizing the anode surface area
Increasing the total surface area of the anode is an obvious way 
to counterbalance the current limitation due to bioanode 
kinetics. The perpendicular configuration allowed the number 
of anode plates to be multiplied easily. The model was run with 
the high value of conductivity only (5.3 S m1), which allowed 
better implementation of the perpendicular configuration. The 
cell voltage and the cathode–anode distance were kept constant 
at 0.8 V and 2 cm respectively.
Six geometries having one to six identical anodes were modelled. 
The electrodes were arranged to have equal distances between them  
(Fig. 7A). It might be thought that using a stack of horizontal anodes 
would raise technical problems for CO2 evacuation. It should be 
noted that the rate of CO2 evolution at the anode is half the rate of 
H2 evolution at the cathode (reactions (14) and (15)). Moreover, the 
total anode surface area being two to six times greater than the 
cathode surface area, the density of CO2 production is diminished 
in the same proportion. Under such conditions of low local CO2 
evolution, gas evacuation can be ensured by a slow flow or gentle 
stirring of the electrolyte. If necessary, the anodes could be slightly 
tilted with respect to the horizontal and/or made up of grids. These 
architectures could be fed into the model, but this would lead to 
complex technical discussions, which are not the objective of the 
present study.
The total current that flowed through the cell was propor-
tional to the current density of cathode since the cathode had 
always the same surface area in any architecture. The total 
current obtained with 6 anodes was 62 mA (6.2 A m2 average 
current density on the cathode) compared to 36 mA when only 
one anode was used (Fig. 7B). The multiplication of the anode 
plates was far from multiplying the whole current by the same 
factor. The average current densities on each anode face 
showed that each side of the anode(s) produced less and less 
current as their number increased. Actually, each anode worked 
under worse conditions when the anode stack became denser. 
Degradation of the anode working conditions was obvious 
when the potential distribution for the diﬀerent geometries 
was plotted. A glance at the colour chart (Fig. 8) shows that the 
electrostatic potential inside the anode stack (fSA) increased 
significantly with the number of plates. As the Nernst potential 
of the anode (EA) varies inversely to the electrostatic potential of 
the solution (eqn (22)) the bioanodes worked at decreasing 
Nernst potential as the stack became denser.
The values of the electrostatic potential of the electrolyte against 
the anode surface (fSA) at the points farthest from the cathode 
(points 1 to 3 in Fig. 8) were 1.101, 1.172 and 1.217 V respectively, 
which corresponded to local Nernst potentials of 0.301, 0.372
and 0.417 V/SCE. The deep parts of the bioanodes were consider-
ably impeded by the densification of the stack. The same conclu-
sion was obvious when the local current densities at the same deep
internal positions, which were 1.74, 0.87 and 0.42 A m2 respec-
tively, were considered.When the distance between the plates is too
low, the ionic flow is impeded, resulting in higher electrostatic
potential in the deep internal parts of the anode stack.
As a general rule, it can be concluded that the internal design
of a bioanode stack, or more generally of a three-dimensional
bioanode, must be carefully considered. A simple increase of the
active surface area in a given volume is not suﬃcient, because
densifying the internal electrode network results in worsening of
the internal electrochemical conditions. This general conclusion
can explain previous experimental observations made with por-
ous three-dimensional electrodes. The most appropriate carbon
foams to support microbial bioanodes reported in the literature
combine high porosity (98%) and large pore size (300–500 mm).29,53
It has been explained that high porosity logically maximises the
penetration ofmicroorganisms and the diffusional substrate supply,
and the large pore size avoids pore clogging by the biofilm.54 The
model developed here gives a supplementary explanation. It
demonstrates that a large pore size is also necessary to avoid a
Fig. 7 Stack of perpendicular bioanodes. (A) Position of the electrodes
in the stacks of 1 to 6 anodes (distances are expressed in centimetres).
(B) Influence of the number of anode plates on average anodic and cathodic
current densities. The average current densities were calculated with respect
to each electrode side (for instance, the anode surface area was 2 times that
of the cathode in the one-plate geometry and 12 times in the 6-plate
geometry). Conductivity 5.3 S m1; cell voltage 0.8 V.
drastic increase of the electrostatic potential of the electrolyte
inside the structure.
4. Experimental
4.1 Model validation with the conventional abiotic
electrolysis of water
Water electrolysis was carried out in a lab-scale electrolyser,
which consisted of two 13 cm2 (6.5  2 cm) parallel electrodes
made of 316 L stainless steel and 6 cm apart. The electrolyte
was distilled water with three diﬀerent concentrations of
sodium sulphate that gave ionic conductivities of 0.85, 2.41
and 4.25 S m1. The cell voltage was measured for the diﬀerent
currents that were applied to the cell (intentiostatic mode,
Biologic potentiostat). For each current value, the voltage
stabilized in less than 10 min.
The current–potential ( j–E) curves required as input for the
model were determined separately for the anode and the cathode.
A saturated calomel reference electrode (SCE, 0.241 V vs. SHE) was
set as close as possible to the electrode under study and in the
electrolyte with the highest conductivity (4.25 S m1) to avoid bias
due to the ohmic drop between the tip of the reference electrode
and the working electrode surface.
4.2 Anode and cathode kinetics of the MEC
(boundary conditions)
The cathode boundary condition was determined experimen-
tally using a 15 cm2 stainless steel cathode in a solution that
contained 10 mM phosphate buﬀer. The experimental j–E curve
was fitted with the polynomial function (Fig. 9):
j = 1941.9E4  7742.7E3  11 634E2  7784.7E
 1953.8 (R2 = 0.9993) (24)
where j is the current density (A m2) and E is the potential vs. 
the calomel reference electrode (V/SCE), which was used as the 
cathode boundary condition in the model. A Butler–Volmer
equation might also be used to fit this abiotic kinetics but, in
this case, it was numerically less accurate than the polynomial
approach used here.
The ‘‘standard’’ anode boundary condition corresponded to a
microbial anode formed on carbon cloth in seawater inoculated
with marine sediments. It gave a maximum current density of
5.8 A m2 at +0.1 V/SCE. The experimental j–E curve reported in
the literature39 was fitted with the polynomial function:
j = 3.7484E6  15.46E5 + 32.968E4  3.5113E3  17.177E2
+ 7.5458E + 5.1706 (R2 = 0.9958) (25)
which was used to feed the model. Obviously, this equation had
no physical meaning it was used only as an appropriate
numerical approach. Actually, the experimental j–E curve was
available only for potentials ranging from 0.5 to +0.1 V/SCE
and this range was sufficient to model the MEC. Nevertheless,
the model may need values of potential above the 0.1 V limit for
intermediate iterative calculations. It was consequently neces-
sary to limit the current densities by extending the polynomial
function beyond 0.1 V/SCE with a constant plateau at 5.8 A m2
(Fig. 9). The final potential distribution did not use potentials
above +0.1 V but this precaution avoided possible divergence
during numerical solving.
Fig. 8 Distribution of the electrostatic potential in solution (fS) in an MEC
with perpendicular electrodes. The bioanode (horizontal) was composed
of a stack of one, two or five electrodes (geometry detailed in Fig. 7A).
Conductivity 5.3 S m1; cell voltage 0.8 V. The red colour indicates a higher
fS, i.e. a lower Nernst potential of the anode (EA). The multiplication of the
anodes increased the electrostatic potential at their surface leading to
degraded conditions inside the multi-anode system.
Fig. 9 Fitting of experimental cathode (A) and anode (B) boundary con-
ditions. Solid line: experimental data; dotted line: polynomial fitting.
A more eﬃcient kinetics was also used in some cases 
for comparison at low electrolyte conductivity. This anode 
extracted from the literature was formed on carbon cloth in 
garden compost leachate.30 It allowed current densities around 
34 A m2 be reached from potentials as low as 0.3 V/SCE. In 
this case, it was possible to accurately fit the experimental data 
with a Nernst–Monod equation (eqn (20)).30
4.3 Numerical modelling
Two MEC geometries were considered for modelling: parallel, 
face to face cathode and anode on the one hand, and horizontal 
anode(s) perpendicular to a vertical cathode on the other. In 
each case, the electrodes were (10  10) cm2 square and located 
at a central, non-conducting wall of 20 cm length. The set of 
regular parameters was: abiotic cathode boundary condition, 
‘‘standard’’ bioanode boundary condition ( jmax = 5.8 A m
2), 
electrolyte ionic conductivity 1 S m1, distance between cathode 
and anode 2 cm, cell voltage 0.8 V.
The model was developed using Comsol Multiphysics (r) 
v3.5 with the conductive media DC module. The integration 
space was discretized with free mesh parameters (triangles) 
having an extra-fine predefined mesh size. A maximum of 4142 
elements were used for the perpendicular MEC configuration. 
Average current densities over each electrode were calculated 
with the post-processing integration module. The internal electro-
static potential against the bioanode surface (fSA, Fig.  8) was
extracted using the post-processing Comsol function.
5. Conclusion
The experimental attempts made so far to scale up MESs have 
highlighted the great diﬃculty of the challenge in the absence of 
theoretical support for reactor design. The first foray into modelling 
potential distribution in MES, described here, should be of great 
help in the scaling-up work by providing a solid and fairly easy-to-
handle theoretical support. Modelling the secondary distribution of 
the potential should now be considered as an essential basic tool in 
developing large-scale MESs. More sophisticated approaches could 
be contemplated in the future, including tertiary distribution, 
impact of gas bubbling on the electrolyte conductivity, and elec-
tronic heterogeneities inside three-dimensional macro-porous 
electrodes but, in its present state, the theoretical basis detailed 
here are suﬃcient to extract sound, simple scaling-up rules.
General rules can be stated. For example, a perpendicular 
configuration is justified only if the conductivity of the solution 
is high enough to take advantage of it. Increasing the active 
surface area in a given volume should not be the only objective 
and care must be simultaneously taken to minimize the increase 
of internal electrostatic potential that is induced by the densifica-
tion  of the bioanode. These rules  are considerably more impor-
tant for MESs than for conventional electrochemical systems, 
because of the low ionic conductivities at which MESs are most 
often constrained to operate. Using a theoretical approach 
appears to be essential to identify the narrow and diﬃcult path-
way that could lead to optimal large-scale MESs.
Abbreviations
CBacetate Concentration of acetate in the solution bulk
(mol m3)
Cintacetate Concentration of acetate at the biofilm/solution
interface (mol m3)
Dacetate Diﬀusion coeﬃcient of acetate
(1.2  109 m2 s1)55
E Nernst potential (V)
EA Nernst potential at the anode (V)
EC Nernst potential at the cathode (V)
E0
0
Formal potential of a redox couple (V)
E1/2 Potential at j = jmax/2 in the Nernst–Monod
equation (V)
fA Relation between potential and current density
used as boundary condition at the anode
(biofilm-driven electrochemical kinetics)
fC Relation between potential and current density
used as boundary condition at the cathode
(kinetics for hydrogen evolution)
F Faraday constant (96 485 Coulomb mol1 e1)
i Electrical current (A)
j Electrical current density (A m2)
jmax Maximum current density in the Nernst–Monod
equation (A m2)
-
n Vector normal to a surface
Ucell Cell voltage (V)
d Diﬀusion layer thickness (m)
f Electrostatic potential (V)
fMA Electrostatic potential in the anode material (V)
fMC Electrostatic potential in the cathode
material (V)
fS Electrostatic potential in solution (V)
fSA Electrostatic potential in solution at the biofilm/
solution interface (V)
fSC Electrostatic potential in solution at the cathode
surface (V)
Facetate Molar flux of acetate (mole m
2 s1)
s Electrolyte ionic conductivity (S m1)
|SA Derivation at the biofilm/solution interface
(anode)
|SC Derivation at the cathode surface
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