In the literature on tests of normality, much concern has been expressed over the problems associated with residual-based procedures. Indeed, the specialized tables of critical points which are needed to perform the tests have been derived for the location-scale model; hence, reliance on available significance points in the context of regression models may cause size distortions. We propose a general solution to the problem of controlling the size of normality tests for the disturbances of standard linear regressions, which is based on using the technique of Monte Carlo tests. We study procedures based on 11 well-known test statistics: the Kolmogorov-Smirnov, Anderson-Darling, Cramér-von Mises, Shapiro-Wilk, Jarque-Bera and D'Agostino criteria. Evidence from a simulation study is reported showing that the usual critical values lead to severe size problems (over-rejections or under-rejections). In contrast, we show that Monte Carlo tests achieve perfect size control for any design matrix and have good power.
Introduction
The problem of testing normality is fundamental in both theoretical and empirical research. Indeed, the validity of parametric statistical inference procedures in finite samples (in the sense that their size is controlled) depends crucially on the underlying distributional assumptions. Consequently, there has been extensive focus on whether hypothesized distributions are compatible with the data. Tests of normality are particularly prevalent because the assumption of normality is quite often made in statistical analysis, e.g. in econometric studies. In this respect, the reviews by Mardia (1980) , D 'Agostino and Stephens (1986, Ch. 9) and Baringhaus et al. (1989) report nearly 40 different normality tests. For illustrative examples, see Fama (1976) , Lee (1982) , Bera et al. (1984) , Harris (1986) , Afflecks-Graves and McDonald (1989) , Hall (1990) , Richardson and Smith (1993) , among others. This paper will emphasize procedures applicable in the linear regression framework. We specifically address the problem of obtaining valid tests of disturbance normality based on several statistics already proposed in the literature. Eleven of the leading statistics are considered: (i) Kolmogorov-Smirnov, (ii) Anderson-Darling, (iii) Cramér-von Mises, (iv) Shapiro-Wilk, (v) Shapiro-Francia, (vi) Weisberg-Bingham, (vii) D 'Agostino, (viii) Filliben, and (ix) JarqueBera; for a survey and references, see D 'Agostino and Stephens (1986) . These well-known tests have non-standard null distributions. Thus, tables of approximate critical points are provided for reference in practical applications. As most tables are derived from Monte Carlo calculations according to the location-scale model with independent and identically distributed (i.i.d.) observations, the problem of adequate use in regression contexts has long been recognized.
It was shown by Pierce and Kopecky (1979) that standard tests of normality (which account for an unknown mean and variance) are asymptotically valid when computed from regression residuals. These authors essentially studied the convergence of the empirical process of residuals. In location-scale contexts, the asymptotics of empirical processes and associated tests are well understood; see, for example, Durbin (1973a, b) , Stephens (1976) and Pollard (1984) . With respect to the regression model, Pierce and Kopecky have proved that the limiting process is the same for the least-squares residuals case as for i.i.d. observations. Consequently, statistics based on the sample process of residuals have the same asymptotic null distribution as in the location-scale model. Related findings were obtained independently by Loynes (1980) and Mukantseva (1977) ; see also Meester and Lockhart (1988) for a discussion of the case of designs with many blocks. These conclusions are based on finite dimensional asymptotics. In contrast, Mammen (1996) reconsidered the limiting behavior of tests of fit and the underlying processes allowing the dimension of the model to increase with the sample size. This author showed that in such a setting, residuals-based goodness-of-fit (GOF) procedures may break down in the following sense: even if the null hypothesis is true, standard tests tend to reject with high probability. Further recent results on empirical processes and associated tests in more general econometric models are available in Andrews (1988a Andrews ( , b, 1994 .
The finite sample performance of regression-based normality tests has also received attention in the literature. From Monte Carlo experiments, Huang and Bolch (1974) and White and MacDonald (1980) concluded that computation of normality tests from residuals does not invalidate them. Yet Pierce and Gray (1982) and Weisberg (1980) have pointed out difficulties with the representativeness of this result and recommend the use of considerable caution in practical applications. These authors emphasize that reported Monte Carlo results depend crucially on specific experimental settings. The number of regressors, the sample size and the design matrix can all affect the validity of residual-based tests, in the sense that size distortions are quite likely (see the comments on the multiple regression case in D' Agostino and Stephens (1986, Section 9.6) ). Similar concerns about size control are expressed by Poirier et al. (1986) , Jarque and Bera (1987) , Pfaffenberger and Dielman (1991) and Anderson (1994) . Indeed, to obtain a valid power study, Pfaffenberger and Dielman derive size-corrected significance points from independent simulations pertaining to the particular regressor data sets considered.
Given the above, it seems clear that for the regression model, commonly tabulated critical points of standard normality tests can be quite misleading and should be improved. In this paper, we re-emphasize this fact and propose the use of the Monte Carlo (MC) test technique (Dwass, 1957; Barnard, 1963; Birnbaum, 1974; Jöckel, 1986; Dufour, 1995; Kiviet, 1996, 1998; Kiviet and Dufour, 1997) in order to obtain finite sample p-values. In particular, we implement the procedures in Dufour (1995) relating to test statistics that are not necessarily continuous. This technique allows one to obtain exact (randomized) tests, in the sense that the probability of a type I error is known, whenever the null distribution of a test statistic does not depend on unknown parameters and can be simulated. Further, very small numbers of replications of the test statistics are required for that purpose. On observing that all standard normality test statistics are pivotal when applied to regression residuals, we suggest that MC testing provides an attractive alternative to usual asymptotic approximations. Indeed, the latter become irrelevant. Further, the proposed techniques can be extended easily to test other distributions (besides the normal), but we shall not stress this possibility here.
These finite sample properties hold whenever the regressor matrix is fixed or is random but independent of the disturbance vector (strict exogeneity). In the latter case, the results obtain through conditioning upon the regressor matrix. Even though this setup extends considerably earlier finite sample results in the area of testing normality (which are largely limited to testing the normality of i.i.d. observations), it is clear our regression model excludes many econometric setups, such as models with lagged dependent variables (dynamic models), weakly exogenous regressors or non i.i.d. disturbances (heteroskedasticity, serial correlation). However, it is worthwhile noting that the simulation-based procedure proposed here yield 'asymptotically valid' tests whenever the test criterion used has a nuisance-parameter-free null distribution under a class of data-generating processes which includes the (more restricted) ones considered here. For a related discussion, the reader may consult Dufour and Kiviet (1998) .
MC tests are closely related to the parametric bootstrap, although with a fundamental difference. Whereas bootstrap tests are on the whole asymptotic (as the number of simulated samples goes to infinity), MC test methods yield provably exact tests, in the sense that the number of replications used is explicitly taken into account. Bootstrap methods have recently been suggested for GOF problems; see, for example, Stute et al. (1993) and Henze (1996) . These authors present the bootstrap as an alternative asymptotic approach to treat empirical processes with estimated parameters. Monte Carlo studies were carried out for various parametric models with the conclusions that bootstrap Kolmogorov-Smirnov and Cramér-von Mises tests achieve level control. Although Stute et al. examined normality tests in the location-scale context as a special case, the problem has not apparently been considered from a finite sample perspective. Several authors have also advocated the use of the bootstrap for different (although related) specification tests in non-linear contexts; see, for example, Andrews (1997), Beran and Miller (1989) and Linton and Gozalo (1997) . For further discussion of bootstrap methods, the reader may consult Efron (1982) , Efron and Tibshirani (1993) , Hall (1992) , Jeong and Maddala (1993) , Vinod (1993) and Shao and Tu (1995) .
We also investigate the size and power of suggested tests in a Monte Carlo study across six error distributions. We consider several choices for the sample size, the number of regressors and the design matrix. In addition, we examine the effect on power of increasing the number of MC replications. The results show that MC tests overcome the usual size problems and achieve good power, even with small numbers of MC replications.
The paper is organized as follows. In Section 2, we set notation and review the test statistics under consideration. In Section 3, we discuss the pivotal character of the test statistics and present the MC test procedure. Section 4 reports the results of the simulation experiment. We conclude in Section 5.
Model and test statistics
We consider normality tests in the context of the linear regression model:
where Y = (y 1 , . . . , y n ) is a vector of observations on the dependent variable, X is the matrix of n observations on k regressors, β is a vector of unknown coefficients and u is an n-dimensional vector of i.i.d. disturbances; further, X is fixed or independent of u. The problem is to test
where f (u) is the unknown probability density function (p.d.f.) and ϕ(u; µ, σ ) is the normal p.d.f. with mean µ and standard deviation σ . The assumption that u has mean zero is not restrictive when X includes a constant term ι n = (1, . . . , 1) . When X = ι n the above regression model reduces to the location-scale model. In this context, we shall consider normality tests based on the least-squares residual vectorû
3) 
The tests we shall study can be grouped into three categories: empirical distribution function (EDF) tests, moment tests and correlation tests.
EDF tests
EDF tests are based on a measure of discrepancy between the empirical and hypothesized distributions. The most familiar EDF tests are: the Kolmogorov-Smirnov (K S) test (Kolmogorov, 1933; Smirnov, 1939) , the Cramér-von Mises (V M) test (Cramér, 1928) and the Anderson-Darling (AD) test (Anderson and Darling, 1954) . The finite sample distributions of the AD and V M statistics are quite complicated but an asymptotic theory is available. For the K S statistic, the exact and limiting distributions are non-standard and even asymptotic points must be estimated; this fact was first observed by Lilliefors (1967) who gave significance points by Monte Carlo calculations. To improve performance in finite samples, Stephens (1974) has proposed modifying the EDF statistics through multiplication by an appropriate correction factor; this author supplies adjustment formulas and approximate critical points for use with modified criteria. Revised significance points are also available in D' Agostino and Stephens (1986, Table 4 .7). As pointed out above these pertain to the location-scale model. The statistics are defined as follows: 5) where
7) . . . , n, and (.) denotes the cumulative N (0, 1) distribution function. In this article, we study both standard and modified (following Stephens) statistics; the modified statistics will be denoted K S s , V M s and AD s .
Moment tests
Moment tests derive from the recognition that the third and fourth moments of the N (0, 1) distribution are equal to 0 and 3, respectively. Hence, deviations from normality may be assessed using the sample moments, i.e. the coefficients of skewness (Sk) and kurtosis (K u):
The literature on the null distributions of these statistics and their joint density is vast. Although very few finite sample results are known, asymptotic theory is well developed and tables have been available for some time (see D 'Agostino and Stephens (1986, Ch. 6) ). The skewness and kurtosis tests may be implemented as two distinct tests. Procedures involving Sk and K u jointly are also in common use. One popular example is the Jarque-Bera (J B) test Bera, 1980, 1987) based on a Lagrange multiplier criterion:
As pointed out by Jarque and Bera (1987, p. 165) , their method was independently suggested by Bowman and Shenton (1975) as an omnibus procedure combining Sk and K u in one test statistic. Jarque and Bera have shown that the test derives from the LM principle in the context of the Pearson family of probability density functions. Under the null and appropriate regularity conditions, the J B statistic is asymptotically distributed as χ 2 (2). As is typically the case with the various normality tests, the exact distribution is intractable. We have also considered moment tests whereσ 2 is replaced by s 2 , which we denote Sk k , K u k and J B k , respectively.
Correlation tests
Correlation tests are based on the ratio of two estimates of scale obtained from order statistics: a weighted least-squares estimate given that the population is normally distributed and the unbiased estimate of scale for any population, i.e. the sample variance. The weights originally proposed for the Shapiro-Wilk (SW ) test (Shapiro and Wilk, 1965) are the optimal weights in the sense of GLS estimation and are difficult to compute:
where c = (c 1 , . . . , c n ) and V are respectively the vector of expected values and the covariance matrix of standard normal order statistics. Shapiro and Wilk (1965) supply a table of weights and significance points for location-scale models with n ≤ 50; these are reproduced in D' Agostino and Stephens (1986, Tables 5.4 and 5.5) . For large samples, Shapiro and Francia (1972) suggest ignoring the covariance term in the formulae for deriving the weights; in other words, the ShapiroFrancia (S F) test treats the ordered observations as if they were independent:
The S F statistic may also be interpreted as the correlation coefficient between c and the order statistics of the residuals. Shapiro and Francia supplied the weights and significance points for location-scale models with n < 100; D' Agostino and Stephens (1986, Table 5 .2) provides the critical values of n(1 − S F) for location-scale models with n ≤ 1000. Royston (1982a, b, c) has also published algorithms for computing the distribution of the SW statistic, but these only apply to simple location-scale models. D 'Agostino (1971) proposed considering a linear combination of the ordered observations that does not require a table of weights. The D'Agostino (D) statistic may be computed as follows:
(2.12) D' Agostino (1971 Agostino ( , 1972 provide significance points for location-scale models with n ≤ 2000; these are reproduced in D' Agostino and Stephens (1986, Filliben, 1975) . The W B statistic derives from the S F statistic substituting the following for c:
where −1 refers to the inverse of the standard normal cumulative distribution function. The critical values of the test are those of the S F test. The F B criterion may be viewed as the correlation coefficient between the ordered residuals and the order statistics medians from the standard normal distribution. Filliben produced weights and critical points for the location-scale model with n ≤ 100.
Monte Carlo tests for normality
All of the existing tables of critical points described above were generally derived from Monte Carlo simulations following the i.i.d. location-scale model. As an alternative to these, we shall employ the technique of MC tests. To provide necessary background, we first discuss relevant invariance properties of the statistics considered. The MC test procedure is described next.
Pivotal property of standardized residuals
From (2.5) to (2.12), we see that all the test statistics can be computed from the standardized residual vectorû/s. Using (2.3), we can write: 14) where the components of w = u/σ are i.i.d. N (0, 1) when u ∼ N (0, σ 2 I n ), so thatû/s follows a nuisance-parameter free distribution. The distribution of the scaled vectorû/s depends on the (known) regressor matrix X , but not on the regression parameters β and σ . When X is fixed, this entails thatû/s follows a nuisance-parameter-free distribution. When X is viewed as random but remains independent of u, the marginal distribution ofû/s may depend on the parameters of the distribution of X , but its conditional distribution given X only depends on X . Consequently, in both situations, residual-based test statistics are location and scale invariant, and their exact null distributions can be simulated easily.
Monte Carlo test procedure
Let T be a real-valued test statistic such that a null hypothesis of interest H 0 , e.g. model (2.1) with u ∼ N (0, σ 2 I n ), is rejected when T is large, i.e. when T ≥ c, where the constant c depends on the level of the test, and suppose T is pivotal. In other words, given a statistical model ( , A, P) where is a sample space, A is a σ −algebra of subsets of and P is a family of probability measures on A which include the set P 0 ⊆ P of measures compatible with H 0 , we
, is the same for all P ∈ P 0 (so that the critical region T ≥ c is similar). Note the function G : R → [0, 1] does not depend on ω and must be viewed as fixed (hence independent of any random variable defined on ) in the present context. Then G(c) = α is the size of the critical region T ≥ c. Further, for any A-measurable random variable
for any x ∈ R. Note the random variable G(T 0 ) can be interpreted as the conditional probability P(T ≥ T 0 |T 0 ) when T and T 0 are i.i.d. (defined on the appropriate product measure space) each with the survival function G(x); further, if T 0 denotes the test statistic computed from data (a random variable) and T 0 the observed value of T 0 based on specific realized data (taken as given (fixed)),
Now suppose we can generate N independent realizations T 1 , . . . , T N , from which we can compute an empirical p-value function:
The associated MC critical region is a randomized critical region defined aŝ 3.17) wherep N (T 0 ) may be interpreted as an estimate of G(T 0 ). When the distribution of T 0 is continuous, we have: (3.18) where I [x] denotes the largest integer less than or equal to x; see Dufour (1995) , Kiviet (1996, 1998) or Kiviet and Dufour (1997) . Given T 0 = T 0 , the quantityp N (T 0 ) may be interpreted as a (randomized) 'realized' p-value associated with T 0 . Thus, if N is chosen such that α(N +1) is an integer, the critical region (3.17) has the same size as the critical region G(T 0 ) ≤ α. The MC test so obtained is theoretically exact, irrespective of the number N of replications used. The above procedure is closely related to a parametric bootstrap, but with a fundamental difference. Bootstrap tests are, in general, provably valid for N → ∞. In contrast, we see from (3.18) that N is explicitly taken into consideration in establishing the validity of MC tests. Although the value of N has no incidence on size control, it may have an impact on power which typically increases with N .
Note that (3.18) holds for tests based on statistics with continuous distributions. In the case of the K S criterion, ties have non-zero probability. Nevertheless, the technique of MC tests can be adapted for discrete distributions by appeal to the following randomized tie-breaking procedure (see Dufour (1995) 
Then, proceed as in the continuous case and computẽ 20) whereG
The resulting critical regionp N (T 0 ) ≤ α has the same level as the region G(T 0 ) ≤ α, again provided α(N + 1) is an integer. More precisely,
The procedures discussed in this section can be readily extended to other GOF hypotheses. Indeed, the central properties we have exploited here are the following: (i) the standardized error vector has a known null distribution, and (ii) the test statistics depend only on the empirical distribution function of residuals. These properties are preserved for: (i) all error distribution functions which are completely specified up to a scale parameter, and (ii) any relevant GOF criterion based on the empirical process of residuals. The latter generalization allows for a natural class of GOF statistics, although others may be worth consideration. Of course, the choice of which statistic to employ depends on the specific hypothesis at hand.
Simulation experiment
The simulation experiment was performed as follows. The model used was (2.1). For each disturbance distribution, the tests were applied to the residual vector, obtained asû = M x u. Hence, there was no need to specify the coefficient vector β. The matrix X included a constant term, a set of k 1 dummy variables and a set of independent standard normal variates. Formally, where
Sample sizes of n = 25, 50, 100 (and 300 in certain cases) were used, k was set as the largest integer less than or equal to √ n and k 1 = 0, 2, 4, . . . , k − 1. We have also examined the cases where (i) X = ι n , i.e. the location-scale model, and (ii) X includes a constant term and k − 1 regressors drawn from a Cauchy distribution. As mentioned earlier, the regressors here are treated as fixed across replications, which excludes many cases of interest in econometrics such as lagged dependent variables (dynamic models). The disturbances were generated from several distributions: standard normal, Cauchy, lognormal, beta(2,3), gamma(2,1) (denoted N , C, L N , B, respectively) and Student t (5). We assessed the performance of all the tests reviewed above at the nominal size of 5%. With the exception of the D test, all were treated as one-sided tests; the relevant critical points for the standard tests are given in Table 1.2. Tables 2 to 5 report the rejection percentages among 10 000 replications.
The MC procedures illustrated in Tables 2 to 4 are based on 99 simulated samples (79 in the case of the D statistic). We have also examined the effect on power of increasing the number of simulated samples. Results for these experiments are presented in Table 5 , where N = 19, 29, . . . , 99, 199, . . . , 499. For the D statistic, N was set to 39, 79, 199 and 399. In the presented tables, asterisks indicate the highest computed power achieved in each column. The modified EDF statistics K S s ,V M s and AD s are monotonic transformations of the original criteria K S, V M and AD, respectively, and so yield the same MC p-values. The results for tests based on standard critical values may not be reported in a few cases (like SW and F B in Table 3 ) because the required critical values have not apparently been tabulated for the regression design considered. More complete results (with graphs) are available in a technical report (Dufour et al., 1997) . Our conclusions may be summarized as follows.
Test size
The location-scale model. For the simple location-scale model, all the tests except the J B procedure control size reasonably well (see Table 2 ). The EDF, the SW and the D tests appear adequate. While the S F, W B and F B tests tend to over-reject, the distortions are not severe. However, the J B test substantially under-rejects. The sizes of all MC tests correspond closely to the nominal value of 5%.
The regression model. From the results in Table 3 , we can see that the test performances in the regression context can be much worse than for the location-scale model. Although the tests appear adequate when the explanatory variables are generated as standard normal, the sizes of all tests vary substantially from the nominal 5% for all other designs, irrespective of the sample size. More specifically, (i) the EDF tests consistently over-reject and the modified versions over-reject by the same magnitude, (ii) the correlation tests over-reject but to a lesser extent, (iii) the moment tests based on s are severely undersized and, (iv) the moment tests based onσ under-reject when the number of dummy variables relative to normal regressors is small and over-reject otherwise. In contrast, all MC tests achieve perfect size control for all sample sizes. An interesting experiment that bears on this problem is reported in Weisberg (1980) . Weisberg had pointed out that in the context of normality tests, Monte Carlo results based on data sets where all explanatory variables are drawn from the uniform or standard normal distribution are not representative and that size problems may occur. He demonstrated this with a specific data set for the SW test with n = 20. The analysis here extends this observation in two important ways. First, we show that problems can occur for all conventional tests. Second, the design matrices we consider involve samples as large as 100 and 300 and are quite likely to be encountered in econometric practice. An intuitive explanation for the effect of dummy variables on test size is the following. Residuals based on normal regressors may mimic an i.i.d. series if k is small enough, relative to n. The appended indicator variables cause k 1 residuals to be zero, and these should be excluded from the test procedure (but are not). This provides a simple example where standard distributional theory fails, while our approach works without any difficulty. Regressors drawn form a Cauchy distribution (see Table 3 ) provide another although less extreme example of such situations. Note, finally, that in Table 3 the level does not appear to be better controlled as the sample size increases. This is simply due to the fact that, in this experiment, the number of regressors increases with sample size. 
Test Power
The location-scale model. It is evident from Table 2 that MC tests correct for size and achieve good power. Overall, we do not observe any significant power loss for tests having comparable size. When interpreting the power of the correlation tests, keep in mind that the standard S F, Stephens (1974) ) and the MC tests demonstrate similar power for all sample sizes across all the distributions examined. Most important is the effect of the MC procedure on the moment tests. Indeed, the effective power of the J B tests improves appreciably for n ≤ 100. This is expected since the standard J B test is severely undersized. The powers of the MC tests are broadly in the following order. The SW (when feasible) and the S F approximations are among the most powerful against practically all alternatives. The W B seems a sensible choice for it does not rely on any table of weights. However, for n = 25, the S F, W B and F B are biased in the case of the beta distribution. Although the D test typically shows less power than the other tests in its class, it is not biased in small samples, unlike the S F-type counterparts. The AD outperforms all EDF statistics, compares favorably to the moment tests and has no bias problems. While it is biased against the beta distribution for n = 25, the J B almost achieves maximum power against the Cauchy, lognormal and Student t(5) distribution; it is outperformed by the AD statistic in the case of the distribution when n ≤ 50. As expected, all MC tests have very good power when the errors follow the Cauchy and the lognormal distribution even in small samples. Finally, from Table 5 , we observe that the number of replications beyond 99 has no significant effect on the power of MC tests.
The regression model.
From the results in Table 4 , it can be seen that the performance of the regression-based tests can be greatly affected by the design matrix especially for samples of size less than 100. However, it appears that the design matrix has little effect on the ranking of the tests. Furthermore, the results on relative power across tests seem to agree with our findings regarding the location-scale model. In general, the SW -type criteria appear to be the best available; the D statistic is on the whole less powerful than these but is consistently unbiased. The most powerful EDF statistic is the AD; it performs well in comparison with the correlation statistics except perhaps in the (2, 1) case. The J B-type tests based on either s orσ compare favorably to the correlation tests. However, there is no clear indication as to which estimate of σ should be used in practice. The MLE-based J B criterion performs better against the Cauchy, lognormal and the t (5) alternatives, while J B k appears better for other distributions and is consistently unbiased. For the beta(2,3) alternative, the J B criterion is severely biased for all samples sizes, yet J B k performs best in comparison with all tests.
Conclusion
In this paper, we have proposed simulation-based procedures to derive exact p-values for several well-known normality tests in linear regression models. Most conventional test procedures were derived in location-scale contexts yet remain asymptotically valid when computed from regression residuals. Here, we have exploited the fact that standard test criteria are pivotal under the null, which allows one to apply the technique of MC tests. The feasibility of the approach suggested was illustrated through a simulation experiment. The results show that asymptotic normality tests are indeed highly unreliable; in contrast MC tests achieve perfect size control and have good power. It is important to emphasize that MC test procedures are not, with modern computer facilities, computationally expensive.
The above findings mean that tables of critical points are no longer required to implement normality tests. Much of the theoretical work in this context has focused on deriving these tables; the reason is clearly the intractable nature of the relevant null distributions. Here we showed that the technique of MC tests easily solves this problem and yields much more reliable procedures.
