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In Transfer learning and Fine-Tuning in neural 
networks, knowledge transfer is realized by transferring the 
parameters of the trained model. These methods work 
efficiently in Convolutional Neural Networks; however, 
these methods have restrictions on the structure of the target 
model, and furthermore, transferring inappropriate 
parameters can cause negative effects on learning. In this 
paper, we propose a knowledge transfer method by using the 
Deep Generative Model (DGR) and using the pseudo data 
generated when DGR is learned alternately between two 
tasks as a part of the training data of the prediction model. 
10-class classification using MNIST and SVHN shows that 
the proposed method may be effective in improving 
classification accuracy in the early stages of learning. We 
also show the pseudo data generated by the deep generative 
model as the learning progresses. 
 
1. まえがき  
コンピュータの性能向上に伴うDeep Learning (DL) の発
展は, 広く実用化されている人工知能の開発に大きな影響
を与えている. 中でも, Neural Network (NN) に DLの学習
手法を組み合わせた Deep NN (DNN) では, 一部の分野の
個別タスクにおいて人間を上回る性能が報告されている 




この問題に対処するため, 転移学習 (Transfer Learning) 



















































課すことで Catastrophic Forgettingの軽減を示した. リプレ
イを用いた手法の代表例である Experience Replay (ER) [7] 
では, 過去の学習経験を Replay Memoryに保存し学習時に
ランダムに取り出す (リプレイする) ことで過去の知識を











2.2. Deep Generative Replay  
2.1 節では, 継続学習において Experience Replayを始め
とする「リプレイを用いた手法」が有望であることを述
べた. 一方で, 過去のデータを直接メモリに保存する場合, 
画像などのデータサイズが大きいタスクの学習時に大量
のメモリが必要となるため, 現実的な解決策とはいえない.  
この問題に対処するため, H. Shinらが 2017年に提案し
た手法が Deep Generative Replay (DGR) [9] である. DGRで
は, 解くべきタスクシーケンス𝑇 = 	(𝑇!, 	𝑇", 	 … , 	𝑇#)の各タ
スクに対し, Generatorと Solverの 2つのネットワークで構
成される Scholarと呼ばれるモデルを用いて順次学習を行











1)  現在のタスクを𝑇$, 𝑇$を学習する Scholarを𝐻$	(𝑖 ≥ 1) 
とする. 学習は, Generator, Scholarの順に行う. 
2)  𝐻$	の Generatorは, 𝑇$からサンプリングされる実際の 
データ𝒙と𝐻$%!の Generatorから生成されるリプレイ 
データ𝒙&の混合データ分布を模倣するよう学習を行 
う. ただし, 𝑖 = 1の場合は𝑥&は存在しないため𝑥のみ 
を模倣するよう学習を行う. 
3)  𝐻$	の Solverは, 𝑇$のデータと正解のペア(𝑥, 𝑦)とリプ 
レイデータとリプレイ出力のペア(𝑥&, 𝑦&)の両方を用 
いて学習を行う. ここで, リプレイ出力𝑦&はリプレイ 
データ𝑥&を𝐻$%!の Solverに入力することで得られる 
出力である. 𝑖 = 1の場合は(𝑥, 𝑦)のみを学習する. 
4)  𝑖 < 𝑁の場合, 𝑖 を 1増やし, 𝐻$%!のコピーを𝐻$として   





𝐿'()$*(𝜃$) = 𝑟𝔼(𝒙,	𝒚)~2![𝐿(𝑆(𝒙; 𝜃$), 	𝒚)] 
												+(1 − 𝑟)𝔼𝒙"~3!#$<𝐿=𝑆(𝒙





た時の条件付き期待値である. また, 𝐿は損失関数, 𝑆(・)は






 図１ (左) Scholarの順次学習. (右) タスク𝑇$	(𝑖 ≥ 2)を学
習する Scholarにおける Generatorの学習の流れ. 
 
 
図２ タスク𝑇$	(𝑖 ≥ 2)を学習する Scholarにおける Solver
の学習の流れ. 
 
2.3. Generative Adversarial Networks 
Generative Adversarial Networks (GAN) は, 2014 年に I. 
Goodfellowらが提案した, 機械学習における深層生成モデ
ルの一種である. 図３に GANのネットワーク構造を示す. 


















𝑉(𝐷, 	𝐺) = 	𝔼𝒙~4%&'&(𝒙)[log𝐷(𝒙)]







図３  GANのネットワーク構造． 
 
 
3. Deep Generative Replay を用いた並列学習モデ
ル間の知識転移 











る. 私たちの以前の研究 [3] では, 異なるタスクを学習する
モデルのパラメータの一部を互いに転移することでタス
ク間の知識を転移し, 共通知識の獲得を図る手法を提案し






 タスク数が 2の場合における DGRと提案手法の学習手
順を図４, 図５に示す. DGRでは各タスクを逐次的に学習
するため, 𝑇!の学習には𝑇!のデータと正解(𝑥!, 𝑦!)のみを用
い, 𝑇"の学習には(𝑥", 𝑦")に加え𝐻!の Generator が生成した
リプレイデータとリプレイ出力(𝑥!& , 𝑦!&)を用いる. 一方, 提
案手法では各タスクを同時に学習する場合を想定してい





図４  タスク数𝑁 = 2のときの DGRの学習手順. ここで, 




















Generator model WGAN-GP 
Solver model CNN (畳み込み層 4, 全結
合層 1) 
Train_batch_size 128 
Optimizer / Learning rate Adam / 1.0 * 10-4 




1500 / 1000 




① (150 / 100) 
② (300 / 200) 




  図６に, DGR と提案手法の全タスクのテストデータに
おける Solver の平均正答率を示す. 平均正答率は縦軸, 
Solverの𝑇!からの累積学習 Iterationは横軸として表す. 平
均正答率は両手法において𝑇"の実際のデータが学習に使
用された Iteration 以降から計測を始めている. また, 提案
手法の①〜③は 𝐺$*'8(:);	/	𝑆$*'8(:);の①〜③に対応してい
る. 図より, DGRは Iterationsの増加に伴い平均正答率が落
ちることなく上昇しているが,  提案手法では学習タスク
をSVHNからMNISTに切り替えたタイミングで精度が低









図７に, 学習過程の Generator によって生成されたリプ
レイデータの例を示す. 図では, 1 タスク当たり 1500 
Iterationsの Generatorの学習過程において, 600 Iterationsご
とにリプレイデータの一部を抽出し可視化している.  
DGRでは, 1500 Iterations以前はMNISTの学習データの
みを生成するよう学習を行うため, 1200 Iterations までは




プレイされていると考えられる. 一方, 提案手法②では, 
300 Iterations ごとに Generatorの学習タスクを切り替えて
いるため, 600 Iterationsから SVHNのデータがリプレイさ










本研究では ,  継続学習の代表的な手法である Deep 
Generative Replay (DGR) を用い, 複数のタスクを同時に学 
習しながら, 全てのタスクの知識を深層生成モデルの出力 
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