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In recent years, E-book provides many opportunities 
that people read books during a commute or break time. 
Though an E-book reader provides some useful functions 
for reading the books. This system enables a new function 
of recommending illustrations during one is reading. This 
is achieved by calculating cosine similarity which uses the 
BERT based distributed representation of each scene. 
There are mainly 4 steps: (1) this system divides texts into 
some scenes by TopicTiling; (2) the important sentences 
are extracted by using BERT for each scene; (3) subjects, 
verbs, and objects are extracted using MeCab and 
CaboCha; and (4) the system recommends appropriate 
illustrations by calculating similarity between the 
sentences by using the analysis results and image titles. 
As expected, this system can recommend illustrations for 
a reader to form the image when he is difficult to 
understand E-book in only text content. These 
recommended illustrations are original from the 
illustrations of the web site “irasutoya”. As a result of the 
experiment, the accuracy of the illustration’s 
recommendation was about 72.0 percent. This result was 
obtained by using CNN to convert the image style of both 
the original and the recommended illustrations, and then 















い. 本研究では, 適切な挿絵を推薦することによって, ユー
ザのイメージ形成をサポートするシステムを提案する. 本
システムは場面分割をする TopicTiling [1], 重要文を抽出
するための BERT [2]を用いる手法[3], 文章解析のための































す指標 S スコアと作品の質を示す指標 Q スコアを用いて
推薦を行なっている. 既存の推薦システムでは, 読者が付
与する評価値で推薦が行われている. そのため, 読者が少





ある. 実験では Web サイト「小説家になろう」の小説を





テムの構成を図 1 に示す. 本システムの処理の流れは, テ
キストを図 1 の手順で解析し, その解析結果によって Web
サイト「いらすとや」の画像を出力する. 小説「浦島太郎」
のテキストを入力として与えると図 2 のようになる.  
 
 
図 1 挿絵推薦システムの構成. 
 
 















しない手法として, トピックモデルを使用する TopicTiling 
[1]が提案されている. TopicTiling [1]は, トピックモデルの
Latent Dirichlet Allocation（LDA）を使用してトピックベ
クトルを作成し, 場面境界の判定に使用する depth score を
求めている. LDA は, トピックごとに単語の出現確率の生
成や, 文章ごとにトピック確率の生成に使用されるモデル
である. TopicTiling [1]の depth score は以下の式で求め, 𝑝
は位置, 𝑐#はある位置の coherence score, ℎ𝑙(𝑝)は𝑝より左側
にある範囲で coherence score の最大値を返す関数, ℎ𝑟(𝑝)
は𝑝より右側にある範囲で coherence score の最大値を返す
関数である. 本システムでは, １文が短い場合にも対応で













える. 重要文抽出は Yang Liu ら[3]が提案した手法を改良
して使用する. Yang Liu ら[3]は, 初めて文章要約タスクに
BERT [2]を適用し, ニュース記事のデータセットで高精度












と形態素解析を行う. これらの解析により, 主語を key, 





語をその文の主語とした. 次に, 形態素解析を行い, 抽
出された主語が適切であるかを判定する. 主語が適切で

















るため, 類似度に影響を与える可能性がある. そこで, 「の
イラスト」の直前までをタイトル（例：石に刺さった剣
を抜くアーサー）として保存する. また, Web サイト「い
らすとや」には様々なカテゴリが存在している. 本実験で






するデータとして, 青空文庫で公開されている小説 20 冊
を使用する. 青空文庫は,著作権が切れた文芸作品などを
扱っていることが特徴として挙げられる. 実験に使用した




表す. 青空文庫のテキストには, ［# @@@］を基本形とす
る［# 3 字下げ］などのようにレイアウトやルビなどが含
まれているため, 削除した.  
 
 





の記事で作成し, 単語数は 83830910 語である. トピックモ
デルは一般的に Perplexity と Coherence で評価される.  
Perplexity は予測性能の評価として使われる. Perplexity の











実験では, Coherence を高精度で計算できる Shaheen ら[7]






Coherence とする. この評価値が 1.00 に近ければ近いほど
良いモデルとなる.  
 
4.1.2. TopicTiling の評価 
一致の誤差は前後 2 文とし, その範囲内であれば分割点
が一致していると仮定する. TopicTiling [1]での場面一致
度は再現率, 適合率, F 値によって評価する. TopicTiling 
[1]の既存手法である TextTiling [5]を提案した Hearst ら[5]
の実験は, 被験者が判断した場面境界と TextTiling [5]の
一致度を再現率, 適合率, F 値で評価を行なっていた. そ










存手法である TextTiling [5]を用意した. TopicTiling [1]は文
間で場面を分割する手法であるが, TextTiling [5]は単語間
で場面を分割する手法である. そのままの TextTiling [5]を




















重要文を抽出させて F 値などで評価を行なっていた. 被
験者を用意しない重要文抽出の一般的な評価方法として
ROUGE アルゴリズム[8]が使われている. ROUGE アルゴ
リズム[8]は ROUGE-N, ROUGE-L, ROUGE-S など複数の
手法を持ち, 評価する重要文の集合と別の手法で用意し
た重要文の集合との類似度を求めて評価を行う. 本研究
の評価法は, N-gram（任意の N 文字が連続する文字列）
の一致で評価する ROUGE-N と最長共通部分列の一致で
評価する ROUGE-L を使用し, 式を以下に示す. Count は





































































(2𝜇i𝜇j + 𝑐o)(2𝜎ij + 𝑐n)




    MSE は, オリジナル画像と推薦画像との差の二乗誤差
を求める指標である. MSEの式を以下に示す. 𝑋と𝑌は比較



























を 2 から 1 ずつ増やして 4.1.1 項で述べた Perplexity と
Coherence で評価する. まず Perplexityの結果について述べ
る. Perplexity の結果を図 4 に示す. 図 4 より, トピック数
が増えるにつれて Perplexity は増加する傾向にあること 
が読み取れる.  
 
図 4 Perplexity の結果（トピック数 2〜20）. 
 
Coherence の結果を図 5 に示す. 図 5 より, Coherence の
評価値が大きい順に並べると, トピック数が 7, 3, 5, 12, …, 
16 であることが読み取れる.  
 
 
図 5 Coherence の結果（トピック数 2〜20）. 
 
 トピックモデルは, Perplexity と Coherence の両方の評価
値が良いトピック数を選ぶ必要がある. Perplexity の評価
値のみが良い場合, トピックモデルに使用するトピックの
品質が悪い可能性がある. 逆に Coherence の評価値のみが
良い場合, トピックモデルを使用した時の予測の性能が悪
くなる可能性がある. 図 5 の場合, トピック数が 7 の時に
Coherence の最大値 0.70 を得ている. そのため, トピック
数が 7 の時の Perplexity に注目する.トピックモデルの作
成に使用したデータの単語数は 83830910 語であるのに対
して, このときの Perplexity は 2145 である. すなわち, 正解
の選択肢の数を表す Perplexity は小さいため, Perplexity の
評価値は良いと判断できる. したがって, トピック数が 7
のトピックモデルは, Perplexity と Coherence の両方の良い
評価値が得られるモデルである. 本システムの場面分割で
は, このトピックモデルを使用した TopicTiling [1]を使用
する.  
 
5.1.2. TopicTiling の実験結果 
 隣接する単語を含める範囲を決めるパラメータのウイ
ンドウサイズを変更しながら TopicTiling [1]と TextTiling 
[5]を比較した結果を表 1 と表 2 に示す. 表 1 と表 2 より, 
TopicTiling [1]は既存手法の TextTiling [5]を上回る結果が
得られた. 表 1 より, 再現率, 適合率, F 値の最大値を得る
ウインドウサイズは 5 であることが読み取れる. そして表
2 より, ウインドウサイズは 10 の時よりも 5 の時の方が最
大値を得ることが読み取れる. 表 1 と表 2 の評価値を比較
すると, ウインドウサイズが 5 の時と 10 の時の評価値は
ほぼ等しい. また図 3 より, 文章の先頭にある挿絵のルビ
と話の始まりの部分が一致していることから表 1 の方が
表 2 より適切であると考える. したがって, 場面を分割し
た後に行われる重要文抽出, 文章解析, イラスト推薦で扱
うテキストは, ウインドウサイズが 5 の TopicTiling [1]で
場面を分割したものである. TextTiling [5]が TopicTiling [1]











表 1 場面分割の実験結果（挿絵の挿入箇所）. 
手法(ウインドウ) 再現率 適合率 F 値 
TopicTiling(5) 0.82 0.82 0.82 
TopicTiling(10) 0.81 0.82 0.81 
TopicTiling(15) 0.80 0.82 0.81 
TextTiling(5) 0.46 0.77 0.50 
TextTiling(10) 0.36 0.73 0.43 
TextTiling(15) 0.40 0.72 0.45 
 
表 2 場面分割の実験結果（ルビ間の中央文）. 
手法(ウインドウ) 再現率 適合率 F 値 
TopicTiling(5) 0.88 0.88 0.88 
TopicTiling(10) 0.87 0.88 0.87 
TopicTiling(15) 0.86 0.87 0.86 
TextTiling(5) 0.46 0.86 0.52 
TextTiling(10) 0.39 0.85 0.48 
TextTiling(15) 0.48 0.85 0.54 
 
5.2. 重要文抽出の実験結果 
実験結果を表 3 に示す.  表 3 より, BERT [2]を用いる手
法[3]が既存手法の LexRank [9]を全て上回っている. すな
わち, 本システムの重要文抽出に採用した手法は, 既存手














表 3 「小説家になろう」100 冊の平均. 
 ROUGE-1 ROUGE-2 ROUGE-L 
BERT 0.33 0.06 0.18 
LexRank 0.28 0.03 0.16 
 
5.3. イラスト推薦の実験結果 
実験結果を表 4 に示す . 比較する分散表現として
Doc2Vec を用意した. SSIM とMSE の評価値が減少した原
因として 3 つ挙げる. 1 つ目は, 複雑なオブジェクトを含
 
む挿絵から 1 つのオブジェクトを抽出する方法が, 複数の
オブジェクトを完全に削除できずに残った状態で出力さ






題点となる. 3 つ目は, 重要文抽出の影響を受けている可






要になる. 表 4 の MSE より, Doc2Vec の方が BERT [2]よ
り誤差が少ないことが読み取れる. すなわち, Doc2Vec は
BERT [2]より挿絵の色に近いイラストを推薦していると
考えられる. コサイン類似度の実験結果について述べる. 
表 4 のコサイン類似度より, BERT [2]のコサイン類似度は
0.79 であることに対して, Doc2Vec のコサイン類似度は






後に, Google の類似画像検索と比較すると本システムは, 







表 4 青空文庫 20 冊の評価値の平均. 





あり BERT 0.72 254.18 0.79 
あり Doc2Vec 0.72 246.61 0.69 
なし BERT 0.72 254.28 0.78 
なし Doc2Vec 0.72 247.66 0.69 
Google 
類似画像検索 




絵が推薦されるまでの実行時間の結果を表 5 に示す. この
ときの実行時の環境は macOS High Sierra（メモリ 16GB, 
プロセッサ 2.6GHz）である. 表 5 より, 実行時間の速い順
にソートすると, Doc2Vec（重要文抽出なし）, Doc2Vec
（重要文抽出あり）, BERT [2]（重要文抽出なし）, BERT 
[2]（重要文抽出あり）という順になる. このことから, 
BERT [2]よりも Doc2Vec の方が速く推薦できると考えら
れる. 速度を優先する場合, Doc2Vec は多義語を解釈でき
ないため, 推薦の精度は落ちてしまう可能性がある.  
表 5 本システムの平均実行時間. 
 重要文抽出あり 重要文抽出なし 
分散表現 BERT Doc2Vec BERT Doc2Vec 
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