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Resumen
Este artı´culo describe los trabajos de investigacio´n y desarrollo que se esta´n llevando a cabo en
el Laboratorio de Investigacio´n y Desarrollo en Inteligencia Computacional (LIDIC), relaciona-
dos a la aplicacio´n de te´cnicas bio-insipiradas a problemas de minerı´a de datos, y en particular, a
tareas de clustering. Intuitivamente, una tarea de clustering consiste en la clasificacio´n no supervi-
sada de patrones (observaciones, datos, vectores, etc.) en grupos. Este problema ha sido analizado
en varios contextos y por investigadores de distintas disciplinas, reflejando su amplia utilidad. Si
bien se han propuesto distintas alternativas para abordar las tareas de clustering, existe un a´rea
particularmente interesante y novedosa que ha planteado distintos enfoques bio-inspirados que
incluyen los algoritmos gene´ticos y algoritmos basados en la meta´fora del comportamiento de las
hormigas. En este trabajo, describimos brevemente algunos de los trabajos que se esta´n llevando a
cabo en el LIDIC referidos a la utilizacio´n de algoritmos basados en el comportamiento de hormi-
gas en la Minerı´a de Datos, y ma´s especı´ficamente, a la tarea de clustering. Entre estos algoritmos
podemos mencionar a AntTree, con el cual se ha experimentado utilizando distintas instancias
del problema de clustering, reporta´ndose algunas de las ventajas y desventajas observadas en es-
te algoritmo en el trabajo experimental. Tambie´n se proponen extensiones a este algoritmo que
permitirı´an flexibilizar el proceso del descubrimiento de clusters dentro de los datos a analizar.
1. Introduccio´n
La tarea de clustering [3] es la clasificacio´n no supervisada de patrones (observaciones, datos,
vectores, etc.) en grupos. Este problema ha sido analizado en varios contextos y por investigadores de
distintas disciplinas, reflejando su amplia utilidad. Es un problema de gran dificultad combinatoria y,
dado a que se ha utilizado en diferentes a´reas, los me´todos obtenidos carecen de generalidad.
La tarea de clustering consiste en la organizacio´n de una coleccio´n de patrones (usualmente repre-
sentados como vectores de atributos o puntos en un espacio multidimensional) en clusters (o grupos)
basa´ndose en la similitud que existe entre los mismos. Intuitivamente, patrones de un mismo cluster
son ma´s similares a patrones que se encuentran fuera del mismo. Los humanos resuelven de manera
competitiva problemas de clustering en dos dimensiones, pero la mayorı´a de los problemas reales
implican dimensiones ma´s grandes. Adema´s, la distribucio´n de los datos muy difı´cilmente siga una
forma definida. Por ello, encontramos una gran cantidad de algoritmos que se comportan de mejor o
peor manera dependiendo de la distribucio´n del conjunto de datos.
La variedad de te´cnicas que existen difieren en la representacio´n de los datos, en la medida de
proximidad (o similitud) entre elementos, y en la manera que agrupan los elementos. El me´todo ma´s
simple que resuelve el problema de clustering se denomina K-Mean, en donde debemos definir la
cantidad de grupos (llamados centroides) que existen en los datos. Cada centroide define un grupo
de datos y se asocia cada dato al centroide ma´s cercano. Luego, iterativamente se recalculan estos
centroides de tal forma que en cada iteracio´n se minimiza la funcio´n SSE (Suma de los errores al
cuadrado). Cuando no existe mejora, el algoritmo finaliza su ejecucio´n. Este me´todo posee desventajas
muy importantes. Una de las principales es que se debe especificar el nu´mero de clusters desde el
principio, dato que generalmente no se conoce. ´Esto significa que para aplicar dicho algoritmo, se
presupone un conocimiento previo de la distribucio´n de los datos.
Debido a la gran importancia de este problema en diferentes campos, distintos me´todos se han
propuesto en la literatura para resolverlo. Recientemente, los enfoques bio-inspirados tales como
los algoritmos gene´ticos (un ejemplo es el algoritmo ACODF[4], o el me´todo propuesto en [6]) y
metaheurı´sticas tales como tabu search, simulated annealing han sido aplicados exitosamente a este
problema [1]. Otra de las metaheurı´sticas utilizada es el enfoque Ant Colony Optimization (ACO) [5],
adaptando una versio´n al problema de clustering como se describe en [9]. Sin embargo, en la actua-
lidad ha surgido un importante grupo de algoritmos basados en la meta´fora del comportamiento de
las hormigas reales los cuales son aplicados a clustering. Entre dichos algoritmos se encuentran: Ant-
Class [8] un algoritmo de clustering que usa los principios exploratorios y estoca´sticos del enfoque
ACO combinados con los principios determinı´sticos y heurı´sticos de K-Mean. El entorno simulado es
una grilla bidimensional en la cual las hormigas recogen o depositan objetos en una parva de acuerdo
a su similitud. Ant-Tree [2] algoritmo inspirado en las posibilidades de auto-ensamblaje de las hor-
migas reales. Por ejemplo, realizar construcciones de puentes vivientes en beneficio de la colonia.
Finalmente, Ant-Clust [7] un algoritmo inspirado en el reconocimiento quı´mico de las hormigas para
formar grupos o clusters diferenciados por sus respectivas propiedades quı´micas u olores.
2. Tareas en Progreso
Los trabajos realizados en el grupo de investigacio´n en este a´rea incluyen un estudio pormeno-
rizado sobre los principios de Minerı´a de Datos y la tarea de clustering. En particular, nos hemos
concentrado en las distintas versiones existentes de los algoritmos basados en el comportamiento de
la colonias de hormigas (BCH).
La propuesta consiste en desarrollar una nueva versio´n de un algoritmo de la clase de algoritmos
BCH orientado a la tarea de clustering. La nueva versio´n esta´ disen˜ada en base al algoritmo Ant-
Tree y tiene como caracterı´stica principal la incorporacio´n de aspectos dina´micos de las hormigas en
el proceso de construccio´n del a´rbol respectivo. La idea original del algoritmo Ant-Tree consiste en
construir una estructura de a´rbol a trave´s de un proceso de auto-ensamblaje por parte de las hormigas
(datos a analizar). Dicho proceso toma en consideracio´n medidas de distancia entre los datos (hormi-
gas) de manera tal que cada nuevo dato ingresado a la estructura bajo construccio´n se ubique como
una nueva hoja de una rama del a´rbol cuyos nodos se encontrarı´an en el mismo cluster. La aridad
del nodo raı´z (ocupado por un dato u hormiga) representa el nu´mero de cluster encontrados por el
algoritmo. Los nodos de cada uno de dichos suba´rboles son los miembros de cada uno de los clusters
resultantes. Nuestra propuesta consiste en permitir la movilidad de las hormigas dentro del a´rbol, esto
es, que puedan cambiar de posicio´n dentro del a´rbol y de esta manera incrementar el grado de preci-
sio´n del algoritmo en cuanto al nu´mero de clusters descubiertos. La metodologı´a incluye tambie´n un
estudio comparativo entre este nuevo algoritmo y el AntTree, y ası´ demostrar las potenciales ventajas.
Los algoritmos son implementados en el lenguaje JAVA dentro del paquete de software de dominio
pu´blico denominado WEKA[10]. Dicho paquete provee de utilidades especı´ficas para clustering lo
cual permite una fa´cil realizacio´n del estudio comparativo propuesto.
3. Trabajos Futuros y consideraciones finales
La presente propuesta tiene por objetivo la investigacio´n y desarrollo de me´todos alternativos para
determinadas tareas de minerı´a de datos. La utilizacio´n de algoritmos BCH es uno de los temas a
profundizar por el grupo de investigacio´n. Tambie´n esta´ bajo consideracio´n la posibilidad de ampliar
este tipo de desarrollos a otras te´cnicas bio-inspiradas, tal como algoritmos evolutivos y optimizacio´n
por cu´mulo de partı´culas respecto de las cuales el LIDIC tiene una importante experiencia.
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