In this paper, a generalized reaction-diffusion model of CohenGrossberg neural networks with time-varying and distributed delays is investigated. By employing analytic methods, inequality technique and M -matrix theory, some sufficient conditions ensuring the existence, uniqueness and global exponential stability of equilibrium point for Cohen-Grossberg neural networks with time-varying and distributed delays are obtained. Several examples are given to show the effectiveness of the obtained results.
Introduction
Cohen-Grossberg neural network model was initially proposed by Cohen and Grossberg [18] in 1983 and soon has attracted considerable attention in theoretical research and engineering applications. In reality, time delays inevitably exist in biological and artificial neural networks due to the finite switching speed of neurons and amplifiers. It is also important to incorporate time delay in various neural networks. In recent years, there exist some results on global asymptotical stability, global exponential stability and periodic solutions for the neural networks with constant delays or time-varying delays (see [1] - [3] , [8] - [12] , [19] - [22] , [24, 37] ). Although the use of finite delays in models with delayed feedback provides a good approximation to simple circuits consisting of a small number of neurons, neural networks usually should have a spatial extent due to the presence of a multitude of parallel pathways with a variety of axon sizes and lengths. Thus, there will be a distributed of propagation delays in finite or/and infinite time (see [6] , [13] - [16] , [25] - [29] , [38] ). In the case, the signal propagation is no longer instantaneous and cannot be modeled with finite delays or infinite delays. A more appropriate and ideal way is to incorporate finite delays and infinite delays, e.g.,Refs. [27] - [29] . However, strictly speaking, diffusion effects cannot be avoided in the neural networks when electrons are moving in asymmetric electromagnetic fields. So we must consider that the activations vary in space as well as in time. In [4] - [7] , [14] - [17] , [23] , [29, 30] , [34, 36] , the authors have considered the stability of neural networks with diffusion terms, which are expressed by partial differential equations. It is also common to consider the diffusion effect in biological systems such as immigration.
Motivated by the above discussions, the objective of this paper is to study the global exponential stability of a class of generalized reaction-diffusion Cohen-Grossberg neural networks with time-varying and distributed delays. Our methods, which does not make use of Lyapunov functional, is simple and valid for stability analysis of neural networks with variable and/or unbounded delays, without assuming the boundedness of the activation functions and the differentiability of time-varying delays, as needed in most other papers.
The rest of this paper is organized as follows. Model description and preliminaries are given in section 2. In section 3, We give out main results and their proof. Remarks and examples are given to illustrate our theory in section 4. Finally, in section 5 we give the conclusion.
Model description and preliminaries
Consider a class of generalized reaction-diffusion Cohen-Grossberg neural networks with variable and distributed delays described by the following system:
where n ≥ 2 is the number of neurons in the network, u i (t, x) corresponds to the state of the ith neuron at time t and in space x; the smooth function D ik = D ik (t, x, u) ≥ 0 corresponds to the transmission diffusion operator along the ith neuron; α i (u i (t, x)) presents an amplification function; β i (u i (t, x)) is an appropriately behaved function; J i denotes external input to the ithe neuron; a ij , b ij , c ij denote the connection strengths of the jth neuron on the ith neuron, respectively; 
Throughout this paper we assume that:
(A1) Each function α i (u) is bounded, positive and continuous, i.e. there exist constants α i ,ᾱ i such that
To begin with, we introduce some notation and recall some basic definitions. For an n × n matrix A, |A| denotes the absolute value matrix given by |A| = (
be the linear space of bounded and continuous functions which map (−∞, 0] × R m into R n . The norm on Φ is defined by
It can be proved that Φ is a Banach space. 
Definition 1 An equilibrium point
for all t ≥ 0, To the nonsingular M -matrix, we have
Lemma 1 [32] Each of the following conditions is equivalent: (i) D is a nonsingular M -matrix.
( 
Main results

Theorem 1
Under assumptions (A1), (A2) and (A3), the system (1) has has a unique equilibrium point, which is globally exponentially stable if
is a nonsingular M -matrix. Where
Proof. Since αβ −α(|A|F +|B|G+|C|H ) is a nonsingular M -matrix, and α
From Theorem 1 in [27] , we know that the following model
has one unique equilibrium point. Obviously, the equilibrium point of model (2) is also of model (1) .
T is any solution of the system (1), then
Multiply both sides of (3) by u i (t, x) − u * i and integrate it, we get 1 2
By the boundary condition of model (1),we have
in which ∇ = (
T is the gradient operator, and
From assumptions (A1)and (A2), we have
From assumptions (A1), (A3) and Holder inequality, we have
By the same way, we can obtain
and
Apply (5)- (9) to (4), we obtain
Obviously, Γ i (0) < 0, Γ i (θ) → +∞ as θ → +∞. From the assumption of the delay kernels, we know that Γ i (θ) is continuous for i = 1, 2, · · ·, n. So there exist
{λ i }, then λ > 0, and
Calculating the upper right derivative D + w i (t) of w i (t) along the solutions of (1), by use of (10), we get
(ε is a positive constant ), then
In the following, we will prove that (13) is not true, then there exist some i and t 1 such that (12) and (11) we get
this is a contradiction, so
It means that the equilibrium point of model (1) is globally exponentially stable. The proof is completed.
Corollary 1 Under assumptions (A1), (A2) and (A3), the system (1) has has a unique equilibrium point, which is globally exponentially stable if any one of the following conditions is true:
Proof. In fact, any one of the conditions (i)-(iv) in Corollary 1 can assure αβ − α(|A|F + |B|G + |C|H ) is a nonsingular M -matrix. The proof is completed. As α i (u i (t, x)) = α i , model (1) may reduce to the following model:
For model (14) , by applying Theorem 1, we can easily obtain the following results.
Corollary 2 Under assumptions (A2) and (A3), the system (14) has has a unique equilibrium point, which is globally exponentially stable if β − (|A|F + |B|G + |C|H ) is a nonsingular M -matrix.
Corollary 3
Under assumptions (A2) and (A3), the system (14) has has a unique equilibrium point, which is globally exponentially stable if any one of the following conditions is true: 
Remarks and examples
Remark 1. Some famous neural network models become a special case of model (1) . For example, Refs. [4, 5, 16, 23, 27, 34, 36] , and as model (1) becomes neural networks model (2) , it contains those models studied by many authors, see, for example, Refs. [1, 3, 10, 11, 13, 18, 19, 21, 22, 31, 37, 38] , [24] - [28] . Thus the results of this paper can be applied to the recurrent neural networks with and/or without delays. Moreover, our results need only the activation functions f i , g i and h i satisfy the assumption (A3), not requiring the activation functions to be bounded and monotone nondecreasing. In addition, we do not also demand that the behavior function β i (u) and variable delay function τ ij (t) are differentiable. Therefore, we improve some previous results. Remark 2. In [36] , the authors considered a special case of model (1) as (c ij (t)) n×n = 0, the sufficient conditions given in Theorem 3.1 not only require f j and g j to be bounded, but also demand that the behavior β i (u) is differentiable. It is easy to check that Theorem 3.1 in [36] is included in Corollary 1 in this paper. Remark 3. In [29] , the authors considered a special case of model (14) as
In [27] , the authors considered a special case of model (1) as
. It is not difficult to discover that Theorem 1 in [29] is involved in our Corollary 2. However, since there exist reaction-diffusion terms Corollary 4 in this paper is not as good as Theorem 1 in [27] .
In order to illustrate the feasibility of our above-established criteria in the preceding sections, we provide concrete examples. Although the selection of the coefficients and functions in the examples is somewhat artificial, the possible application of our theoretical theory is clearly expressed. Example 1. Consider the following model
where the coefficients and functions are taken as α 1 (x) = 2 + sin x, α 2 (x) = 2 + cos x, α 1 = α 2 = 1, α 1 = α 2 = 3,
It is not hard to verify the validity of (A1)-(A3), and it is easy to calculate that
Therefor αβ − α(|A|F + |B|G|) is a nonsingular M -matrix, from Theorem 1, we know that system (15) has one unique equilibrium point, which is globally exponentially stable. but we note that
Hence, Theorem 1 in [36] does not hold, this implies that Theorem 1 [36] is not applicable to ascertain the stability of model (15) .
Example 2. Consider the following model: 
where α 1 (x) = 2 + sin x, α 2 (x) = 2 − cos x, β 1 (x) = 3x, β 2 (x) = 3x, h 1 (x) = Obviously, αβ − α|C|H is a nonsingular M -matrix, from Corollary 4, model (16) has one equilibrium point, which is globally exponentially stable. Remark 4. In [26] , authors gave out three sufficient conditions for global exponential stability of Cohen-Grossberg neural networks with continuously distributed delays, that is, Theorem 3.2, Theorem 3.3 and Theorem 3.4. For model (16) , we calculate these criteria as follows by using the symbol in this paper, respectively,
|c ji |H i = −1 < 0. 
Conclusions
In this paper, reaction-diffusion generalized Cohen-Grossberg neural networks with both variable and distributed delays have been studied. Some sufficient conditions for assuring the existence and exponential stability of the equilibrium point have been established. These obtained results are new and they improve previously known results. Moreover, Two examples are given to illustrate the effectiveness of the new results.
