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NONLOCAL s-MINIMAL SURFACES AND LAWSON CONES
JUAN DA´VILA, MANUEL DEL PINO, AND JUNCHENG WEI
Abstract. The nonlocal s-fractional minimal surface equation for Σ = ∂E where E is an open set in RN is
given by
HsΣ(p) :=
∫
RN
χE(x)− χEc(x)
|x− p|N+s dx = 0 for all p ∈ Σ.
Here 0 < s < 1, χ designates characteristic function, and the integral is understood in the principal value
sense. The classical notion of minimal surface is recovered by letting s → 1. In this paper we exhibit the
first concrete examples (beyond the plane) of nonlocal s−minimal surfaces. When s is close to 1, we first
construct a connected embedded s-minimal surface of revolution in R3, the nonlocal catenoid, an analog of
the standard catenoid |x3| = log(r+
√
r2 − 1). Rather than eventual logarithmic growth, this surface becomes
asymptotic to the cone |x3| = r
√
1− s. We also find a two-sheet embedded s-minimal surface asymptotic to
the same cone, an analog to the simple union of two parallel planes.
On the other hand, for any 0 < s < 1, n,m ≥ 1, s−minimal Lawson cones |v| = α|u|, (u, v) ∈ Rn × Rm,
are found to exist. In sharp contrast with the classical case, we prove their stability for small s and n+m = 7,
which suggests that unlike the classical theory (or the case s close to 1), the regularity of s-area minimizing
surfaces may not hold true in dimension 7.
1. Introduction
1.1. Fractional minimal surfaces. Phase transition models where the motion of the interface region is
driven by curvature type flows arise in many applications. The standard flow by mean curvature of surfaces
Σ(t) in RN is that in which the normal speed of each point x ∈ Σ(t) is proportional to its mean curvature
HΣ(t)(x) =
∑N−1
i=1 ki(x) where the ki’s designate the principal curvatures, namely the eigenvalues of the second
fundamental form. Evans [13] showed that standard mean curvature flow for level surfaces of a function can
be recovered as the limit of a discretization scheme in time where heat flow ut−∆u = 0 of suitable initial data
is used to connect consecutive time steps, which was introduced in [19]. When standard diffusion is replaced
by that of the fractional Laplacian ut + (−∆) s2 u = 0 in order to describe long range, nonlocal interactions
between points in the two distinct phases by a Levy process, Caffarelli and Souganidis [6], see also Imbert [16],
found that for 1 ≤ s < 2 flow by mean curvature is still recovered, while for 0 < s < 1, the stronger nonlocal
effect makes the surfaces evolve in normal velocity according to their fractional mean curvature, defined for
a surface Σ = ∂E where E is an open subset of RN as
HsΣ(p) :=
∫
RN
χE(x)− χEc(x)
|x− p|N+s dx for p ∈ Σ. (1.1)
Here χ denotes characteristic function, Ec = RN \ E and the integral is understood in the principal value
sense,
HsΣ(p) = lim
δ→0
∫
RN\Bδ(p)
χE(x)− χEc(x)
|x− p|N+s dx.
This quantity is well-defined provided that Σ is regular near p. It agrees with usual mean curvature in the
limit s→ 1 by the relation
lim
s→1
(1− s)HsΣ(p) = cNHΣ(p), (1.2)
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see [16]. Stationary surfaces for the fractional mean curvature flow are naturally called fractional minimal
surfaces. We say that Σ is an s-minimal surface in an open set Ω, if the surface Σ ∩Ω is sufficiently regular,
and it satisfies the nonlocal minimal surface equation
HsΣ(p) = 0 for all p ∈ Σ ∩Ω. (1.3)
For instance, it is clear by symmetry and definition (1.1) that a hyperplane is a s-minimal surface in RN
for all 0 < s < 1. Similarly, the Simons cone
Cmm = {(u, v) ∈ Rm × Rm / |v| = |u|}
is a s-minimal surface in R2m \ {0}. As far as we know, no other explicit minimal surfaces in RN have been
found in the literature. The purpose of this paper is to exhibit a new class of non-trivial examples. The
hyperplane is not just a minimal surface but also established in [5] to be locally area minimizing in a sense
that we describe next.
Caffarelli, Roquejoffre and Savin introduced in [5] a nonlocal notion of surface area of Σ = ∂E whose
Euler-Lagrange equation corresponds to equation (1.3). For 0 < s < 1, the s-perimeter of a measurable set
E ⊂ RN is defined as
Is(E) =
∫
E
∫
Ec
dx dy
|x− y|N+s .
The above quantity corresponds to a total interaction between points of E and Ec, where the interaction
density 1/|x− y|N+s is largest possible when the points x ∈ E and y ∈ Ec are both close to a given point of
the boundary. Is(E) has a simple representation in terms of the usual semi-norm in the fractional Sobolev
space H
s
2 (RN ). In fact,
Is(E) = [χE ]H s2 (RN ) :=
∫
RN
∫
RN
(χE(x)− χE(y))2
|x− y|N+s dx dy. (1.4)
Alternatively, we can also write
Is(E) = [χE ]W s,1(RN ) =
∫
RN
∫
RN
|χE(x)− χE(y)|
|x− y|N+s dx dy.
If E is an open set and Σ = ∂E is a smooth bounded surface we have that
(1− s)Is(E)→ cNHN−1(Σ) =
∫
RN
|∇χE |
where the latter equality is classically understood in the sense of functions of bounded variation. Is can also be
achieved as the Γ-limit as ε→ 0 of the nonlocal Allen-Cahn phase transition functional ∫ ε2 |∇ s2u|2+ 14ε (1−u2)2
along functions that ε-regularize χE − χEc . See [22, 25].
This nonlocal notion of perimeter is localized to a bounded open set Ω by taking away the contribution of
points of E and Ec outside Ω, formally setting
Is(E,Ω) =
∫
E
∫
Ec
dx dy
|x− y|N+s −
∫
E∩Ωc
∫
Ec∩Ωc
dx dy
|x− y|N+s .
This quantity makes sense, even if the last two terms above are infinite, by rewriting it in the form
Is(E,Ω) =
∫
E∩Ω
∫
Ec
dx dy
|x− y|N+s +
∫
E∩Ωc
∫
Ec∩Ω
dx dy
|x− y|N+s .
Again, if E is an open set with Σ ∩ Ω smooth, Σ = ∂E. The usual notion of perimeter is recovered by the
relation
lim
s→1
(1− s)Is(E,Ω) = cNHN−1(Σ ∩Ω),
see [21]. Let h be a smooth function on Σ supported in Ω, and ν a normal vector field to Σ exterior to E.
For a sufficiently small number t we let Eth be the set whose boundary ∂Eth is parametrized as
∂Eth = {x+ th(x)ν(x) / x ∈ ∂E}.
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The first variation of the perimeter along these normal perturbations yields precisely
d
dt
Is(Eth,Ω)
∣∣∣
t=0
= −
∫
Σ
HsΣh
and this quantity vanishes for all such h if and only if (1.3) holds. Thus Σ = ∂E is an s-minimal surface in
Ω if the first variation of perimeter for normal perturbations of E inside Ω is identically equal to zero.
If Σ = ∂E is a nonlocal minimal surface the second variation of the s-perimeter in Ω can be computed as
d2
dt2
Pers(Eth,Ω)
∣∣∣
t=0
= −2
∫
Σ
J sΣ[h]h. (1.5)
We call J sΣ[h] the fractional Jacobi operator. It is explicitly computed as
J sΣ[h](p) =
∫
Σ
h(x)− h(p)
|p− x|N+s dx+ h(p)
∫
Σ
〈ν(p)− ν(x), ν(p)〉
|p− x|N+s dx, p ∈ Σ, (1.6)
where the first integral is understood in a pricipal value sense. In agreement with formula (1.5), we say that
an s-minimal surface Σ is stable in Ω if
−
∫
Σ
J sΣ[h]h ≥ 0 for all h ∈ C∞0 (Σ ∩ Ω).
Naturally we get the correspondence between this nonlocal operator and the usual Jacobi operator
lim
s→1
(1− s)J sΣ[h] = cNJΣ[h], JΣ[h] = ∆Σh+ |AΣ|2h (1.7)
where ∆Σ is the Laplace-Beltrami operator and |AΣ|2 =
∑N−1
i=1 k
2
i where the ki are the principal curvatures.
A basic example of a stable fractional minimal surface Σ = ∂E is a fractional minimizing surface. In [5]
the existence of fractional perimeter-minimizing sets is proven in the following sense: let Ω be a bounded
domain with Lipschitz boundary, and E0 ⊂ Ωc a given set. Let F be the class of all sets F with F ∩Ωc = E0.
Then there exists a set E ∈ F with
Is(E,Ω) = inf
F∈F
Is(F,Ω).
Moreover, ∂E∩Ω is a (N−1)-dimensional set, which is a surface of class C1,α except possibly on a singular set
of Hausdorff dimension at most N − 2. Minimizers E are proven to satisfy in a viscosity sense the fractional
minimal surface equation (1.3). In fact, a hyperplane is minimizing in the above sense inside any bounded
set. No other example of embedded smooth fractional minimal surface in RN (minimizing or not) is known.
1.2. Axially symmetric s-minimal surfaces. After a plane, next in complexity in R3 is the axially sym-
metric case, namely the case of a surface of revolution around the x3-axis. In the classical case, the minimal
surface equation reduces to a simple ODE from which the catenoid C1 is obtained:
C1 = {(x1, x2, x3) / |x3| = log(r +
√
r2 − 1), r =
√
x21 + x
2
2 > 1}.
A main purpose of this paper is the construction of an axially symmetric s-minimal surface Cs for sclose to
1 in such a way that Cs → C1 as s → 1 on bounded sets. We call this surface the fractional catenoid. A
striking feature of the surface of revolution Cs is that it becomes at main order as r →∞ a cone with small
slope rather than having logarithmic growth. It is precisely in this feature where the strength of the nonlocal
effect is felt.
The usual catenoid C1 cannot be obtained by an area minimization scheme in expanding domains since
it is linearly unstable, hence non-minimizing, inside any sufficiently large domain. It is unlikely that Cs can
be captured with a scheme based on the results in [5]. In fact, even worse, this is a highly unstable object
compared with the classical case: there are elements in an approximate kernel of its s-Jacobi operator that
change sign infinitely many times. The Morse index of Cs is infinite in any reasonable sense (unlike the
standard catenoid, whose Morse index is one).
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✲
✻
1√
ε r
x3
f(r) ∼ catenoid
f(r) ∼ √εr
Figure 1. Fractional catenoid
Theorem 1. (The fractional catenoid) For all 0 < s < 1 sufficiently close to 1 there exists a connected
surface of revolution Cs such that if we set ε = (1− s) then
sup
x∈Cs∩B(0,2)
dist (x,C1) ≤ c
√
ε
| log ε| ,
and, for r =
√
x21 + x
2
2 > 2 the set Cs can be described as |x3| = f(r), where
f(r) =


log(r +
√
r2 − 1) +O
(
r
√
ε
| log ε|
)
if r < 1√
ε
r
√
ε+O(| log ε|) +O
(
r
√
ε
| log ε|
)
if r > 1√
ε
.
As we have mentioned, a plane is an s-minimal surface for any 0 < s < 1. In the classical scenario, so
is the union of two parallel planes, say x3 = 1 and x3 = −1. This is no longer the case when 0 < s < 1
since the nonlocal interaction between the two components deforms them and in fact equilibria is reached
when the two components diverge becoming cones. Our second results states the existence of a two-sheet
nontrivial s-minimal surface Ds for s close to 1 where the components eventually become at main order the
cone x3 = ±r
√
ε. As in the s-catenoid, this is a highly unstable object.
Theorem 2. (The two-sheet s-minimal surface) For all 0 < s < 1 sufficiently close to 1 there exists a
two-component surface of revolution Ds = D
+
s ∪D−s such that if we set ε = (1 − s) then D±s is the graph of
the radial functions x3 = ±f(r) where f is a positive function of class C2 with f(0) = 1, f ′(0) = 0, and
f(r) =
{
1 + ε4r
2 +O (εr) if r < 1√
ε
r
√
ε+O(1) +O (εr) if r > 1√
ε
.
As we shall discuss later, Theorem 2 can be generalized to the existence of a k-sheet axially symmetric
s-minimal surface constituted by the union of the graphs of k radial functions x3 = fj(r), j = 1, . . . , k, with
f1 > f2 > · · · > fk
where asymptotically we have
fj(r) = ajr
√
ε+O(εr) as r → +∞. (1.8)
Here the constants ai are required to satisfy the constraints
a1 > a2 > · · · > ak,
k∑
i=1
ai = 0 (1.9)
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✲
✻
r
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f(r) ∼ √εr
Figure 2. Two-sheet s-minimal surface
and the balancing conditions
ai = 2
∑
j 6=i
(−1)i+j+1
ai − aj , for all i = 1, . . . , k. (1.10)
A solution of the system (1.10) can be obtained by minimization of
E(a1, . . . , ak) =
1
2
k∑
i=1
a2i +
∑
i6=j
(−1)i+j log(|ai − aj |)
in the set of k-tuples a = (a1, . . . , ak) that satisfy (1.9). If this minimizer or, more generally, a critical
point a of E constrained to (1.9) is non-degenerate, in the sense that D2E(a) is non-singular, then an s-
minimal surface with the required properties (1.8) can indeed be found. This condition is evidently satisfied
by a = (1,−1) when k = 2.
The method for the proofs of the above results relies in a simple idea of obtaining a good initial approxi-
mation Σ0 to a solution of the equation HΣ = 0 Then we consider the surface perturbed normally by a small
function h, Σh. As we will see, regardless that Σ0 is a minimal surface or not, we can expand
HΣh = HΣ0 + Js[h] +N(h)
where N(h) is at main order quadratic in h. In the classical case, N(h) depends on first and second derivatives
of h with various terms that can be qualitatively described (see [17]). We shall see that if the approximation
Σ0 is properly chosen, in particular so that the error HΣ0 is small in ε = 1− s and has suitable decay along
the manifold, then this equation can be solved by a fixed point argument. To do so, we need to identify
the functional spaces to set up the problem, that take into account the delicate issues of non-compactness
and strong long range interactions. These spaces should be such that a left inverse of Js can be found with
good transformation properties, andN(h) has a small Lipschitz dependence for the corresponding norms. The
latter issue is especially delicate, for N(h) is made out of various pieces, all strongly singular integral nonlinear
operators involving fractional derivatives up to the nearly second order. The transformation properties of
these nonlinear terms have suitable analogs with to those found by Kapouleas [17], but the proofs in the
current situation are considerably harder.
The procedure we set up in this paper, and the associated computations, apply in large generality, not
just to the axially symmetric case. For instance most of the calculations actually apply to a general setting
of finding as s → 1 a connected surface with multiple ends that are eventually conic and satisfy relations
(1.9), where the starting point is a multiple-logarithmic-end minimal surface. This paper sets the basis of
the gluing arguments for the construction of fractional minimal surfaces, in a way similar that the paper [17]
did for the construction by gluing methods of classical minimal and CMC surfaces. The fractional scenario
makes the analysis considerably harder.
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1.3. Fractional Lawson cones. The pictures associated to Theorems 1 and 2 resemble that of ”one-sheet”
and ”two-sheet” revolution hyperboloids, asymptotic to a cone |x3| = r
√
1− s. It is reasonable to believe
that a cone of this form, with aperture close to
√
1− s is a fractional minimal surface with a singularity at
the origin. We consider, more in general, for given n,m ≥ 1, and 0 < s < 1 the problem of finding a value
α > 0 such that the Lawson cone
Cα = {(u, v) ∈ Rm × Rn / |v| = α|u|} (1.11)
is a s-minimal surface in Rm+n \ {0}. For the classical case s = 1 this is easy: since Σ = Cα is the zero level
set of the function g(u, v) = |v| − α|u| then (u, v) ∈ Cα we have
HΣ(u, v) = div
( ∇g
|∇g|
)
=
1√
1 + α2
[
n− 1
|v| − α
m− 1
|u|
]
,
and the latter quantity is equal to zero on Σ if and only if n = m = 1 and α = 1 or
n ≥ 2, m ≥ 2, α =
√
n− 1
m− 1 .
Following [18], we call this one the minimal Lawson cone Cnm. For the fractional situation we have the
following result.
Theorem 3. (Existence of s-Lawson cones) For any given m ≥ 1, n ≥ 1, 0 < s < 1, there is a unique
α = α(s,m, n) > 0 such that the cone Cα given by (1.11) is an s-fractional minimal surface. We call this
Cnm(s) the s-Lawson cone.
A notable different between classical and nonlocal cases is that in the latter, a nontrivial minimal cone in
R
n
Cn−11 (s) = {(x′, xn) ∈ Rn / |xn| = αn(s)|x′| } ,
with n ≥ 3 does exist. This is not true in the classical case. The bottomline is that when aperture becomes
very large (α small), in the standard case mean curvature approaches 0, while the nonlocal interaction between
the two pieces of the cone makes its fractional mean curvature go to −∞. For n = 2, C21 (s) is precisely the
s-minimal cone that represents at main order the asymptotic behavior of the revolution s-minimal surfaces
of Theorems 1 and 2. Letting ε = 1− s→ 0, we have, as suspected
α2(s) =
√
ε+O(ε),
so that the two halves of the minimal cone become planes. In the opposite limit, s→ 0, there is no collapsing.
In fact, if n ≤ m we have
lim
s→0
α(s,m, n) = α0
where α0 > 0 is the unique number α such that∫ ∞
α
tn−1
(1 + t2)
m+n
2
dt−
∫ α
0
tn−1
(1 + t2)
m+n
2
dt = 0.
An interesting analysis of asymptotics for the fractional perimeter Is and assoaciated s-minimizing surfaces
as s→ 0 is contained in [11].
Minimal cones are important objects in the regularity theory of classical minimal surfaces and Bernstein
type results for minimal graphs. Simons [24] proved that no stable minimal cone exists in dimension N ≤ 7,
except for hyperplanes. This result implies that locally area minimizing surfaces must be smooth outside a
closed set of Hausdorff dimension at most N − 8. He also proved that the cone C44 (Simons’ cone) was stable,
and conjectured its minimizing character. This was proved in a deep work by Bombieri, De Giorgi and Giusti
[4].
Savin and Valdinoci [21] proved the nonexistence of fractional minimizing cones in R2, which implies
regularity of fractional minimizing surfaces except for a set of Hausdorff dimension at most N − 3, thus
improving the original result in [5]. Figalli and Valdinoci [14] prove that, in every dimension, Lipschitz
nonlocal minimal surfaces are smooth, see also [1]. Also, They extend to the nonlocal setting a famous
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theorem of De Giorgi stating that the validity of Bernstein’s theorem as a consequence of the nonexistence
of singular minimal cones in one dimension less.
In [8], Caffarelli and Valdinoci proved that regularity of non-local minimizers holds up to a (N − 8)-
dimensional set, whenever s is sufficiently close to 1. Thus, there remains a conspicuous gap between the
best general regularity result found so far and the case s close to 1. Our second results concerns this issue.
Its most interesting feature is that, in strong contrast with the classical case, when s is sufficiently close to
zero, Lawson cones are all stable in dimension N = 7, which suggests that a regularity theory up to a
(N − 7)-dimensonal set should be the best possible for general s.
Theorem 4. (Stability of s-Lawson cones) There is a s0 > 0 such that for each s ∈ (0, s0), all minimal
cones Cnm(s) are unstable if N = m+ n ≤ 6 and stable if N = 7.
Besides the reults in [24, 4], we remark that for N > 8 the cones Cnm are all area minimizing. For N = 8
they are area minimizing if and only if |m− n| ≤ 2. These facts were established by Lawson [18] and Simoes
[23], see also [20, 9, 2, 10].
The rest of this paper will be devoted to the proofs of Theorems 1–4. The proof of Theorem 2 is actuallly
a simpler variation of that of Theorem 1. We will just concentrate in the proof of Theorem 1, whose scheme
we explain in Section 2. There we shall isolate the main steps in the form of intermediate results which we
prove in the subsequent sections. The proofs of Theorems 3 and 4 rely on explicit computations of singular
integral quantities, and are carried out in Sections 10 and 11.
We leave for the Appendix self contained proofs of asymptotic formulas (1.2), (1.7) in Section A, and the
computation of first and second variations of the s-perimeter in Section B.
2. Scheme of the proof of Theorem 1
In this section we shall outline the proof of Theorem 1, isolating the main steps whose proofs are delayed
to later sections. We look for a set E ⊆ R3 with smooth Σ = ∂E such that
HsΣ(x) :=
∫
R3
χE(y)− χEc(y)
|x− y|3+s dy = 0, for all x ∈ Σ (2.1)
where 0 < s < 1, 1− s is small and the integral is understood in a principal value sense sense.
We look for E in the form of a solid of revolution around the x3-axis. More precisely, let us represent
points in space by x = (x′, x3) with x′ ∈ R2, and denote r = |x′|. We shall construct a first approximation
for E of the form
E0 = { x = (x′, x3) ∈ R2 × R : |x′| < R or |x′| ≥ R, |x3| > f(x) }, (2.2)
where f is a positive and increasing function on [R,∞).
From now on we let ε = 1 − s. As we will demonstrate later, for an appropriate class of sets E equation
(2.1) formally resembles
−2HΣ(x) + ε|x3| = 0. (2.3)
We will obtain the surface Σ and the corresponding set E by first constructing an initial surface Σ0 = ∂E0
that is an approximate solution of (2.3) and then perturbing it.
For the construction of Σ0 we take the standard catenoid parametrized as
|x3| = fC(r), r = |x′| ≥ 1,
where
fC(r) = log(r +
√
r2 − 1), r ≥ 1. (2.4)
If we describe Σ = ∂E with E as in (2.2) and assume that for r large f ′(r) is small, then equation (2.3) is
approximated by
∆f =
ε
f
. (2.5)
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This motivates us to define fε(r) as solution of the initial value problem

f ′′ε +
1
r
f ′ε =
ε
fε
, r > ε−
1
2
fε(ε
− 1
2 ) = fC(ε
− 1
2 ), f ′ε(ε
− 1
2 ) = f ′C(ε
− 1
2 ).
(2.6)
Let
Fε(r) := fC(r) + η(r − ε− 12 )(fε(r) − fC(r)), r ≥ 1, (2.7)
where η ∈ C∞(R) is a cut-off function with
η(t) = 0 for t < 0, η(t) = 1 for t > 1. (2.8)
We define the surface Σ0 by
Σ0 = {|x3| = Fε(r), r ≥ 1}. (2.9)
Then
Σ0 = ∂E0, E0 = {r < 1, or r ≥ 1 and |x3| ≥ Fε(r)}.
Next we perturb the surface Σ0 in the normal direction. For this, let νΣ0(x) be the unit normal vector
field on Σ0 such that ν3(x)x3 ≥ 0. We consider a function h defined on Σ0, and define
Σh = {x+ h(x)νΣ0 (x) / x ∈ Σ0}.
If h is small in a suitable norm, then Σh is an embedded surface that can be written as Σh = ∂Eh for a set
Eh that is close to E0. We can expand, for a point x ∈ Σ0 and xh = x+ h(x)νΣ0 (x):
HsΣh(xh) = H
s
Σ0(x) + 2J sΣ0(h)(x) +N(h)(x), (2.10)
where J sΣ0 is the nonlocal Jacobi operator given by
J sΣ0(h)(x) =
∫
Σ0
h(y)− h(x)
|x− y|3+s dy + h(x)
∫
Σ0
〈νΣ0(x) − νΣ0(y), νΣ0(x)〉
|x− y|3+s dy,
for x ∈ Σ0, and N(h) is defined by equality (2.10).
The objective is then to find h such that
HsΣ0 + 2J sΣ0(h) +N(h) = 0. (2.11)
We note that, assuming h is smooth and bounded,
p.v.
∫
Σ0
h(y)− h(x)
|x− y|3+s dy =
1
ε
π
2
∆Σ0h(x) +O(1)
as ε→ 0, where ∆Σ0 is the Laplace-Beltrami operator on Σ0 (see Lemma A.2). Therefore it is more convenient
to rewrite (2.11) as
εHsΣ0 + 2εJ sΣ0(h) + εN(h) = 0 in Σ0.
It is natural to expect that h has linear growth, and therefore we will work with weighted Ho¨lder norms
allowing such behavior. For 0 < α < 1 and γ ∈ R, we define norms for functions defined on Σ0 or R2 as
follows:
[f ]γ,α = sup
x 6=y
min(1 + |x|, 1 + |y|)γ+α |f(x)− f(y)||x− y|α ,
‖f‖γ,α = ‖(1 + |x|)γf‖L∞ + [f ]γ,α,
and
‖h‖∗ = ‖(1 + |x|)−1h‖L∞ + ‖∇h‖L∞ + ‖(1 + |x|)D2h‖L∞ + [D2h]1,α. (2.12)
Then we look for a solution h of (2.11) with ‖h‖∗ <∞ and measure εJ sΣ0(h) in the norm
‖f‖1−ε,α+ε = ‖(1 + |x|)1−εf‖L∞ + [f ]1−ε,α+ε (2.13)
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More explicitly,
‖f‖1−ε,α+ε = ‖(1 + |x|)1−εf‖L∞ + sup
x 6=y
min(1 + |x|, 1 + |y|)1+α |f(x)− f(y)||x− y|α+ε .
An outline of the proof of Theorem 1 is the following. In Section 4, using estimates for fε obtained in
Section 3, we will prove:
Proposition 2.1. For ε > 0 sufficiently small we have
‖εHsΣ0‖1−ε,α+ε ≤
Cε
1
2
| log ε| . (2.14)
The next result is about invertibility of the operator εJ sΣ0 on a weighted Ho¨lder space.
Proposition 2.2. There is a linear operator that to a function f on Σ0 such that f is radially symmetric
and symmetric with respect to x3 = 0 with ‖f‖1−ε,α+ε <∞, gives a solution φ of
εJ sΣ0(φ) = f in Σ0.
Moreover φ has the same symmetries as f and
‖φ‖∗ ≤ C‖f‖1−ε,α+ε.
The proof is given in Section 7, based on preliminaries in Sections 5 and 6.
In Section 8 we obtain the estimate
Proposition 2.3. There is C independent of ε > 0 small such that for ‖hi‖∗ ≤ σ0ε 12 , i = 1, 2 we have
ε‖N(h1)−N(h2)‖1−ε,α+ε ≤ Cε− 12 (‖h1‖∗ + ‖h2‖∗)‖h1 − h2‖∗. (2.15)
Here σ0 > 0 is small and fixed.
With these results we can give a
Proof of Theorem 1. We need a solution h to (2.11) which we look for in the Banach space
X = {h ∈ C2,αloc (Σ0), ‖h‖∗ <∞},
with norm ‖ ‖∗. Consider also the Banach space
Y = {f ∈ Cα+εloc , ‖f‖1−ε,α+ε <∞},
with norm ‖ ‖1−ε,α+ε. In both spaces we restrict functions to be axially symmetric and symmetric with
respect to x3 = 0.
Let T be the linear operator constructed in Proposition 2.2. Then we reformulate (2.11) as
2h = A(h) := T (−εHsΣ0 − εN(h)).
We claim that for ε > 0 small, A is a contraction on the ball
B = {h ∈ X : ‖h‖∗ ≤M ε
1
2
| log ε| },
if we choose M large. Indeed, for h ∈ B, by (2.14) and (2.15)
‖A(h)‖∗ ≤ C‖εHsΣ0‖1−ε,α+ε + C‖εN(h)‖1−ε,α+ε
≤ ε
1
2
| log ε| (C +
M2
| log ε| ) ≤M
ε
1
2
| log ε| ,
if we take M = 2C then let ε > 0 be small. Next, for h1, h2 ∈ B,
‖A(h1)−A(h2)‖∗ ≤ Cε− 12 (‖h1‖∗ + ‖h2‖∗)‖h1 − h2‖∗.
But ε−
1
2 (‖h1‖∗ + ‖h2‖∗) ≤ C| log ε| and so A is a contraction on B for ε > 0 small. 
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3. The ODE of the initial approximation
The purpose of this section is to analyze the solution fε(r) of (2.6), which is used in the construction of
the initial approximation. Thanks to (2.4) we have
 f(ε
− 1
2 ) = C(ε−
1
2 ) =
1
2
| log ε|+ log 2 +O(ε)
f ′(ε−
1
2 ) = C′(ε−
1
2 ) =
√
ε(1 +O(ε)).
(3.1)
Note that f ′ε(r) ≥ 0 so in particular
fε(r) ≥ fε(ε− 12 ) for all r ≥ r− 12 . (3.2)
Lemma 3.1. We have
C1| log ε| ≤ |fε(r)| ≤ C2| log ε|, |f ′ε(r)| ≤ Cε
1
2 (3.3)
|f ′′ε (r)| ≤
C
r2
+
Cε
| log ε|2
for ε−
1
2 ≤ r ≤ | log ε|ε− 12 .
Proof. We make the change of variables
fε(r) = | log ε|f˜(ε 12 r),
and then f˜ satisfies
∆f˜ =
1
| log ε|2f˜ , (3.4)
for r ≥ 1, with initial conditions
f˜(1) =
1
2
+O(
1
| log ε|), f˜
′(1) =
1 +O(ε)
| log ε| . (3.5)
Integrating once (3.4) we get
rf˜ ′(r) − f˜ ′(1) = 1| log ε|2
∫ r
1
s
f˜(s)
ds (3.6)
for r ≥ 1. By (3.2)
f˜(r) ≥ 1
2
+O(
1
| log ε| ) for r ≥ 1. (3.7)
Therefore from (3.6) and (3.7) we obtain
f˜ ′(r) ≤ 1
r
(
C
| log ε| +
Cr2
| log ε|2
)
for r ≥ 1.
This implies
f˜ ′(r) ≤ C| log ε| , for 1 ≤ r ≤ | log ε|,
and using (3.5) also
f˜(r) ≤ C, for 1 ≤ r ≤ | log ε|.
To estimate f ′′ε we note that
|f˜ ′′ε (r)| ≤
1
r
|f˜ ′(r)|+ 1| log ε|2f˜
≤ C
r2
+
C
| log ε|2 for r ≥ 1.

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We study now the asymptotic behavior of fε(r) as r →∞. For this let us write
fε(r) = | log ε|f (ε)0 (
ε
1
2
| log ε|r), for r ≥
1
| log ε| , (3.8)
for a new function f
(ε)
0 . Then f
(ε)
0 satisfies
∆f
(ε)
0 =
1
f
(ε)
0
for r ≥ 1| log ε|
and from (3.1)
f
(ε)
0 (
1
| log ε| ) =
1
2
+
log 2
| log ε| +O(
ε
| log ε|)
[f
(ε)
0 ]
′(
1
| log ε| ) = 1 +O(ε),
as ε→ 0.
Lemma 3.2. For any r0 > 0 and ε > 0 small there is C such that
|f (ε)0 (r) − r| ≤ C, |[f (ε)0 ]′(r) − 1| ≤
C
r
,
|[f (ε)0 ]′′(r)| ≤
C
r
for all r ≥ r0.
Proof. Let us introduce the Emden-Fowler change of variables
f
(ε)
0 (r) = rψε(t), where r = e
t (3.9)
for t ≥ − log | log ε|. Then ψε(t) > 0 and
ψ′′ε + 2ψ
′
ε + ψε =
1
ψε
for t ≥ − log | log ε|. (3.10)
Let
Gε(t) =
1
2
(ψ′ε)
2 +
1
2
ψ2ε − logψε −
1
2
and note that
G′ε(t) = −2(ψ′ε)2 ≤ 0. (3.11)
Using (3.3) we see that ψε(0) = O(1) and ψ
′
ε(0) = O(1) as ε → 0 and this implies that Gε(0) = O(1) as
ε→ 0. Then by (3.11) Gε(t) ≤ C for all t ≥ 0 and all ε > 0 small. This implies that
0 < a ≤ ψε(t) ≤ b <∞, |ψ′ε(t)| ≤ C for all t ≥ 0, (3.12)
and all ε > 0 small, for some uniform constants 0 < a < b and C > 0.
From (3.11) ∫ t
0
ψ′ε(s)
2 ds = 2Gε(0)− 2Gε(t) ≤ C
with C independent of ε and t ≥ 0. From this we see that∫ ∞
0
ψ2ε(s) ds ≤ C (3.13)
with C independent of ε. Using interpolation estimates (or elliptic estimates) for the equation for Zε = ψ
′
ε:
Z ′′ε + 2Z
′
ε + Zε
(
1 +
1
ψ2ε
)
= 0
we have
|ψ′ε(t)| = |Zε(t)| ≤ C
( ∫ t+1
t−1
Zε(s)
2 ds
)1/2
→ 0
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as t→∞, by (3.13). We claim the convergence is uniform and exponential. To see this, define
E2,ε =
1
2
(ψ′′ε )
2 +
1
2
(ψ′ε)
2
(
1 +
1
ψ2ε
)
.
Then
E′2,ε = −2(ψ′′ε )2 −
(ψ′ε
ψ
)3
.
For α > 0 to be fixed later on consider
G˜ε = αEε + E2,ε.
Then
G˜′ε = −2(ψ′′ε )2 −
(ψ′ε
ψ
)3
− 2α(ψ′ε)2.
But by (3.12)
−
(ψ′ε
ψ
)3
≤ C(ψ′ε)2
so that
G˜′ε ≤ −2(ψ′′ε )2 − (2α− C)(ψ′ε)2.
At this point we choose α so that 2α = C. We then obtain
G˜′ε ≤ −(ψ′′ε )2 − (ψ′ε)2. (3.14)
Using (3.10) we note that for some A > 0( 1
ψ ε
− ψε
)2
≤ 2((ψ′′ε )2 +A(ψ′ε)2). (3.15)
Using again (3.12)
G˜ε = α
[
1
2
(ψ′ε)
2 +
1
2
ψ2ε − logψε −
1
2
]
+
1
2
(ψ′′ε )
2 +
1
2
(ψε)
′2
(
1 +
1
ψ2ε
)
.
≤ C
(
(ψ′′ε )
2 + (ψ′ε)
2 +
( 1
ψ ε
− ψε
)2)
Combining (3.14), (3.15) and the last estimate we see that
G˜ε ≤ −CG˜′ε.
This implies that
G˜ε(t) ≤ Ce−δt for all t ≥ 0,
for some constants C, δ > 0 independent of ε > 0 small. From this we obtain
|ψ′ε(t)|+ |ψε(t)− 1| ≤ Ce−δt/2, for all t ≥ 0.
Then, after a fixed t1 independent of ε, the point ψε(t1), ψ
′
ε(t1) is sufficiently close to (1, 0). Let
v1 =
1
ψ
, v2 = ψ + ψ
′.
Then (3.10) is equivalent to
v′1 = v1 − v21v2
v′2 = v1 + v2.
(3.16)
For t1 sufficiently large the point (v1(t1), v2(t1)) is sufficiently close to (1, 1), which is a hyperbolic stationary
point of (3.16). The eigenvalues of the linearization at (1, 1) are −1± i so that by applying a C1 conjugacy
to the linearization at (1, 1) we obtain
|(v1(t), v2(t))− (1, 1)| ≤ Ce−t for all t ≥ t1.
This implies
|ψ′ε(t)|+ |ψε(t)− 1| ≤ Ce−t, for all t ≥ 0, (3.17)
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For the function f
(ε)
0 we find
|f (ε)0 (r)− r| ≤ C, |[f (ε)0 ]′(r) − 1| ≤
C
r
for all r ≥ r0, for any r0 > 0 fixed. 
Corollary 3.1. We have the following properties of Fε:
Fε(r) = fC(r) = log(r +
√
r2 − 1) = log(2r) +O(r−2), 1 ≤ r ≤ ε− 12 ,
C1| log ε| ≤ Fε(r) ≤ C2| log ε|, ε− 12 ≤ r ≤ δ| log ε|ε− 12 ,
Fε(r) = ε
1
2 r +O(| log ε|), r ≥ δ| log ε|ε− 12 ,
F ′ε(r) = C
′(r) =
1
r
+O(r−3), 1 ≤ r ≤ ε− 12 ,
F ′ε(r) = O(ε
1
2 ), ε−
1
2 ≤ r ≤ δ| log ε|ε− 12 ,
F ′ε(r) = ε
1
2 (1 +O(
| log ε|
ε1/2r
)), r ≥ δ| log ε|ε− 12 ,
F ′′ε (r) = C
′′(r) = − 1
r2
+O(r−4), 1 ≤ r ≤ ε− 12 ,
F ′′ε (r) = O(
1
r2
+
ε
| log ε|), ε
− 1
2 ≤ r ≤ δ| log ε|ε− 12 ,
F ′′ε (r) = O(
ε
1
2
r
), r ≥ δ| log ε|ε− 12 .
F ′′′ε (r) = C
′′′(r) = 2
1
r3
+O(r−5), 1 ≤ r ≤ ε− 12 ,
F ′′′ε (r) = O(
ε
1
2
r2
), ε−
1
2 ≤ r ≤ δ| log ε|ε− 12 ,
F ′′′ε (r) = O(
ε
1
2
r2
), r ≥ δ| log ε|ε− 12 .
Proof. The estimates for Fε, and first and second derivatives follow from the Lemmas 3.1 and 3.2. To estimate
the third derivate we can differentiate the equation and use the previous estimates. 
It will be useful for later purposes to have also estimates for the elements in the linearization of (3.8).
Namely consider
∆z +
1
(f
(ε)
0 )
2(r)
z = 0, for r ≥ 1| log ε| . (3.18)
The function
z˜1(r) = f
(ε)
0 − r[f (ε)0 ]′(r) (3.19)
satisfies (3.18), since the equation (3.8) is invariant by the scaling fλ(r) =
1
λf(λr), λ > 0. We may construct
a second independent solution z˜2 of (3.18) by solving this equation with initial conditions
z˜2(r0) = −z˜′1(r0), z˜′2(r0) = z˜1(r0).
Here r0 > 0 is fixed.
Lemma 3.3. Fix r0 > 0. We have
|z˜i(r)| ≤ C, |z˜′i(r)| ≤
C
r
for all r ≥ r0, i = 1, 2.
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Proof. In terms of ψ defined in (3.9), we may write
z˜1(r) = −rψ′(log(r))
so that the boundedness of z˜1 is consequence of (3.17). For z˜2, we may consider the equation
φ′′ + 2φ′ + 2φ = g, for t ≥ log(r0)
with kernel given by ζ1(t) = e
−t cos(t), ζ2(t) = e−t sin(t). Then we may express z˜2 as a perturbation of the
correct linear combination of ζ1, ζ2.

4. Approximate equation and error
The main result in this section is the proof of Proposition 2.1, namely the estimate
‖εHsΣ0‖1−ε,α+ε ≤
Cε
1
2
| log ε| .
For for x ∈ Σ0 we compute HsΣ0(x) by splitting
HsΣ0(x) =
∫
R3
χE0(y)− χEc0 (y)
|x− y|4−ε dy = Ii + Io, (4.1)
where
Ii =
∫
CR(x)
χE0(y)− χEc0 (y)
|x− y|4−ε dy, Io =
∫
CR(x)c
χE0(y)− χEc0 (y)
|x− y|4−ε dy,
are inner and outer contributions respectively. The inner part is the integral on a cylinder CR(x) of radius
R centered at x and the outer contribution the rest. We take R as a function of x ∈ Σ0, x = (x′, Fε(x′)),
defined by
R = (1− η(|x′| −R0))R1 + η(|x′| −R0)Fε(|x′|) (4.2)
where R0 > 0 is fixed large, R1 > 0 is a small constant and η is as in (2.8).
To define the cylinder, let Π1, Π2 be tangent vectors to Σ0 at x, orthogonal and of length 1, and νΣ0 be
the unit normal vector to Σ0 oriented such that νΣ0(x)x3 > 0. Introduce coordinates (t1, t2, t3) in R
3 by
(t1, t2, t3) 7→ t1Π1 + t2Π2 + t3νΣ0 .
Define the cylinder of center x, radius R and base plane the plane generated by Π1, Π2 as
CR(x) = {x+ t1Π1 + t2Π2 + t3νΣ0(x) : t21 + t22 < R2, |t3| < R}.
For the computation of the inner integral, we represent the surface Σ0 near x as the graph over its
tangent plane at x. More precisely, if R1 > 0 in (4.2) is chosen small and ‖h‖∗ is small, there is a function
g = gx : BR(0) ⊂ R2 to R of class C2,α such that
Σ0 ∩ CR(x) = {x+Πt+ νΣ0g(t) : |t| < R}, (4.3)
where t = (t1, t2) and
Π = [Π1,Π2].
Then
g(0) = 0, ∇g(0) = 0, ∆g(0) = 2HΣ0(x),
where HΣ0 is the mean curvature of Σ0 at x.
In the following statements we use the notation
[v]α,D = sup
x,y∈D, x 6=y
|v(x) − v(y)|
|x− y|α .
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Lemma 4.1. For x ∈ Σ0 and R = R(x) given by (4.2) we have
Ii = −2πHΣ0(x)R
ε
ε
+ Rest1, (4.4)
where
|Rest1| ≤ C[D2g]α,BR(0)R1+α−s + C‖D2g‖3L∞(BR(0))R3−s. (4.5)
Here C remains bounded as s→ 1 (i.e. ε→ 0).
The main contribution from the outer integral is given in the next result.
Lemma 4.2. For x = (x′, Fε(x′)) ∈ Σ0 and R = R(x) given by (4.2) we have
|Io| ≤ C
R1−ε
, (4.6)
and if |x′| ≥ ε− 12 ,
Io =
π
R1−ε
(
1 +O(ε
1
2 )
)
. (4.7)
By (4.4) and (4.7) we see that the equation HsΣ0(x) = 0 takes the form
−2HΣ0(x) +
ε
R
≈ 0,
which motivates (2.3).
Lemma 4.3. Let x ∈ Σ0, and write x = (x′, Fε(x′)), r = |x′|. There is δ0 > 0 and g : Bρ(0) → R of class
C2,α such that
Σ0 ∩ Cρ(x) = {x+Πt+ νg(t) : |t| < ρ}.
where ρ = δ0r. In particular g is well defined in BR(0) where R is defined in (4.2). Moreover g satisfies
‖g‖L∞(BR(0)) ≤


Cε
3
2 r if r ≥ δ| log ε|ε− 12
C ε
1
2 | log ε|
r if ε
− 1
2 ≤ r ≤ δ| log ε|ε− 12
C log(r)
2
r2 if r ≤ ε−
1
2
‖Dg‖L∞(BR(0)) ≤
{
Cε
1
2 if r ≥ ε− 12
C
r if R0 ≤ r ≤ ε−
1
2
‖D2g‖BR(0) ≤
{
Cε
1
2
r if r ≥ ε−
1
2
C
r2 if r ≤ ε−
1
2
[D2g]α,BR ≤
{
Cε
1
2
r1+α if r ≥ ε−
1
2
C
r2+α if r ≤ ε−
1
2 .
(4.8)
(Proof in Appendix C).
Proof of Lemma 4.1. We compute
Ii =
∫
CR(x)
χE0(y)− χEc0 (y)
|x− y|4−ε dy = −2
∫
|t|<R
∫ g(t)
0
1
(|t|2 + t23)
4−ε
2
dt3 dt,
expanding ∫ z
0
1
(|t|2 + t23)
4−ε
2
dt3 =
z
|t|4−ε − (4− ε)z
2
∫ 1
0
(1 − τ) τz
(|t|2 + (τz)2) 6−ε2
dτ.
Then
Ii = Ii,1 + Ii,2 + Ii,3
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where
Ii,1 = −2
∫
|t|<R
1
2D
2g(0)[t2]
|t|4−ε dt
Ii,2 = −2
∫
|t|<R
g(t)− 12D2g(0)[t2]
|t|4−ε dt
Ii,3 = 2(4− ε)
∫
|t|<R
g(t)2
∫ 1
0
(1− τ) τg(t)
(|t|2 + (τg(t))2) 6−ε2
dτ dt,
and D2g denotes the Hessian matrix of g. Then
Ii,1 = −π∆g(0)R
ε
ε
= −2πH(x)R
ε
ε
.
We estimate
|Ii,2| ≤ 2
∫
|t|<R
|g(t)− 12D2g(0)[t2]|
|t|4−ε dt
≤ C[D2g]BR(0),α
∫
|t|<R,t∈R2
|t|α−2+εdt ≤ C[D2g]BR(0),αRα+ε. (4.9)
Using |g(t)| ≤ ‖D2g‖L∞(BR(0))|t|2, we can bound Ii,3
|Ii,3| ≤ C‖D2g‖3L∞
∫
|t|<R,t∈R2
|t|εdt ≤ C‖D2g‖3L∞R2+ε. (4.10)
This proves (4.5). 
Proof of Lemma 4.2. Let x ∈ Σ0, x = (x′, Fε(x′)). We change variables y = Rz and write x˜R = x/R∫
CR(x)c
χE0(y)− χEc0 (y)
|x− y|4−ε dy =
1
R1−ε
∫
C1(x˜R)c
χE0/R(z)− χEc0/R(z)
|x˜R − z|4−ε dz,
where C1(x˜R) denotes the cylinder of radius 1 centered at x˜R and base plane given by the tangent plane to
∂E0/R at x˜R. Then (4.6) follows since∣∣∣∣∣
∫
C1(x˜R)c
χE0/R(z)− χEc0/R(z)
|x˜R − z|4−ε dz
∣∣∣∣∣ ≤ C.
To obtain the second estimate we first note that for any δ0 > 0 fixed,∣∣∣∣∣
∫
|x˜R−z|≥δ0ε−
1
2
χE0/R(z)− χEc0/R(z)
|x˜R − z|4−ε dz
∣∣∣∣∣ ≤ Cε 12 ,
and therefore we need to prove∣∣∣∣∣
∫
C1(x˜R)c,|x˜R−z|≤δ0ε−
1
2
χE0/R(z)− χEc0/R(z)
|x˜R − z|4−ε dz − π
∣∣∣∣∣ ≤ Cε 12 .
We note that ∫
C1(x˜R)c,|z−x˜R|≤δ0ε−
1
2
χ[|z3|>1] − χ[|z3|<1]
|z − x˜R|4−ε dz = π +O(ε
1
2 ).
(here z = (z′, z3), z′ ∈ R2, e3 = (0, 0, 1)). Indeed,∫
C1(x˜R)c,|z−x˜R|≤δ0ε−
1
2
χ[|z3|>1] − χ[|z3|<1]
|z − x˜R|4−ε dz
=
∫
|z−x˜R|>1,|z−x˜R|≤δ0ε−
1
2
χ[|z3|>1] − χ[|z3|<1]
|z − x˜R|4−ε dz
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since by symmetry the difference of the two integrals is zero. Since∫
|z−x˜R|≥δ0ε−
1
2
χ[|z3|>1] − χ[|z3|<1]
|z − x˜R|4−ε dz = O(ε
1
2 )
we get ∫
C1(x˜R)c,|z−x˜R|≤δ0ε−
1
2
χ[|z3|>1] − χ[|z3|<1]
|z − x˜R|4−ε dz
=
∫
|z−x˜R|>1
χ[|z3|>1] − χ[|z3|<1]
|z − x˜R|4−ε dz +O(ε
1
2 )
= π +O(ε
1
2 ).
Therefore ∣∣∣∣∣
∫
C1(X˜R)c,|X˜R−Z|≤δ0ε−
1
2
χE0/R(Z)− χEc0/R(Z)
|X˜R − Z|4−ε
dZ − π
∣∣∣∣∣
≤
∣∣∣∣∣
∫
C1(X˜R)c,|X˜R−Z|≤δ0ε−
1
2
χE0/R(Z)− χ[|z3|>1] + χ[|z3|<1] − χEc0/R(Z))
|X˜R − Z|4−ε
dZ
∣∣∣∣∣+ Cε 12 .
Note that the point x˜R has the form x˜R = (
x′
R , 1). Inside the region C1(x˜R)
c ∩{z : |x˜R− z| ≤ δ0ε− 12 }, ∂E0
can be represented by
|z3| = 1
R
Fε(R|z′|)
By Corollary 3.1 we have
| d
dr
(
1
R
Fε(Rr))| ≤ Cε 12 ,
in C1(x˜R)
c ∩ {z : |x˜R − z| ≤ δ0ε− 12 }. Let us consider the upper part, namely C1(x˜R)c ∩ {z : |x˜R − z| ≤
δ0ε
− 1
2 }∩{z3 > 0}. Inside this region, the symmetric difference of the two sets E0/R and |z3| > 1 is contained
in the cone
x˜R + {(z′, z3) ∈ R2 × R : |z′| ≤ δ0ε− 12 , |z3| ≤ Cε 12 |z′|}.
Therefore we can estimate∣∣∣∣∣
∫
C1(x˜R)c,|x˜R−z|≤δ0ε−
1
2 ,z3>0
χE0/R(z)− χ[|z3|>1] + χ[|z3|<1] − χEc0/R(z))
|x˜R − z|4−ε dz
∣∣∣∣∣
≤
∫
1
10
≤|z′|≤δ0ε−
1
2 ,|z3|≤Cε
1
2 |z|
1
|z|4−ε dZ ≤ Cε
1
2 .
The integral over C1(x˜R)
c ∩ {z : |x˜R − z| ≤ δ0ε− 12 } ∩ {z3 < 0} can be handled similarly. 
Proof of Proposition 2.1. Let x ∈ Σ0, x = (x′, Fε(x′)) where |x′| ≥ 1. Let R = R(x) be given by (4.2).
By (4.1), (4.4) we can write
εHsΣ0(x) = −2πHΣ0Rε + εRest1 + εIo.
Since Σ0 is a minimal surface for r = |x| ≤ ε− 12 , we have
εHsΣ0(x) = E1 + E2 + E3 + E4 + E5,
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where
E1 = πR
εηε(−2HΣ0 +
ε
R
)
E2 = −2ε
∫
|t|<R
g(t)− 12D2g(0)[t2]
|t|4−ε dt
E3 = ε2(4− ε)
∫
|t|<R
g(t)2
∫ 1
0
(1 − τ) τg(t)
(|t|2 + (τg(t))2) 5+s2
dτ dt
E4 = εIo(1− ηε)
E5 = (εIo − πε
Rs
)ηε,
and ηε(r) = η(r − ε− 12 ) with η is the cut-off function (2.8). Here g is a function such that we have the
representation of Σ0 near X as the graph of g over the tangent plane of Σ0 at X , as in (4.3).
We start with E1. For r ≥ ε− 12 + 1, Fε satisfies ∆Fε = εFε , so
E1 = πF
ε
ε
(
∆Fε(1 − 1√
1 + (F ′ε)2
) +
(F ′ε)
2F ′′ε
(1 + (F ′ε)2)3/2
)
.
But for this range F ′ε(r) = O(ε
1
2 ), F ′′ε (r) = O(
ε
1
2
r ), Fε(r) ≤ Cε
1
2 r if r ≥ δε− 12 | log ε| and Fε(r) ≤ C| log ε| if
ε−
1
2 r ≤ δε− 12 | log ε| , so
sup
r≥ε−1/2+1
r1−ε|E1| = O(ε 32 ), as ε→ 0.
For r ∈ [ε− 12 , ε− 12 + 1] we have ∆fε = O( ε| log ε| ), ∆fC = O(ε2), and so (fε − fC)′ = O( ε| log ε| ), fε − fC =
O( ε| log ε| ) in this region. Then for these r
−∆Fε + ε
Fε
= −ηε ε
fε
+
ε
ηεfε + (1 − ηε)fC − (1− ηε)∆fC − 2η
′
ε(fε − fC)′ −∆ηε(fε − fC)
= O(
ε
| log ε| ).
It follows that
sup
r∈[ε− 12 ,ε− 12+1]
r1−ε|E1| = O( ε
1
2
| log ε| ).
To estimate the Ho¨lder part of the norm, i.e. [E1]1−ε,α+ε, it is enough to show that
sup
r≥ε−1/2
r2−ε|E′1(r)| ≤ C
ε
1
2
| log ε| ,
and the computation is analogous to the previous one.
We estimate E2. By (4.9), we need to estimate
ε‖[D2g]BR(0),αRα+ε‖1−ε,α+ε
where R = R(x), g = gx, x = (x
′, Fε(x′)) ∈ Σ0. In the regime r = |x′| ≥ δ| log ε|ε− 12 we have
R = Fε(r) ≤ Cε 12 r, (4.11)
and by (4.8)
[D2g]α,BR(0) ≤
Cε
1
2
r1+α
(4.12)
Therefore
sup
r≥δ| log ε|ε−1/2
r1−ε
(
ε[D2g]α,BR(0)R
α+ε
) ≤ Cε 3+α2 .
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In the region ε−
1
2 ≤ r ≤ δ| log ε|ε− 12 we have
R = Fε(r) = O(| log ε|)
and (4.12) still holds. Hence
sup
ε−1/2≤r≤δ| log ε|ε−1/2
r1−ε
(
ε[D2g]α,BR(0)R
α+ε
) ≤ Cε 3+α2 | log ε|α.
Finally for r ≤ ε− 12 , R = log(r) +O(1) and
[D2g]α,BR(0) ≤
C
r2+α
so
sup
r≤ε− 12
r1−ε
(
ε[D2g]BR(0),αR
α+ε
) ≤ Cε.
It follows that
‖|x|1−εE2‖L∞ ≤ Cε.
We estimate the Cα norm of E2. For this let x1 = (x
′
1, Fε(x
′
1)), x2 = (x
′
2, Fε(x
′
2)) ∈ Σ0, Ri = R(xi), and
gi : BRi → R be such that Σ0 can be represented as a graph of gi over its tangent plane at xi.
We can assume that |x1| ≤ |x2| and R1 ≤ R2 (if R2 ≤ R1 the argument is the same). We can also assume
|x1 − x2| ≤ 110 |x1|.
Let us write
E1(x1)− E2(x2) = E1,1 + E1,2,
where
E1,1 = ε
∫
|t|<R1
g1(t)− 12D2g1(0)[t2]− (g2(t)− 12D2g2(0)[t2])
|t|4−ε dt
E1,2 = −ε
∫
R1<|t|<R2
g2(t)− 12D2g2(0)[t2]
|t|4−ε dt.
Assume |x1−x2| ≤ R1. Then note that by the same computation as in Lemma 4.1 and writing R¯ = |x1−x2|,∣∣∣∣∣
∫
|t|≤R¯
g1(t)− 12D2g1(0)[t2]− (g2(t)− 12D2g2(0)[t2])
|t|4−ε dt
∣∣∣∣∣
≤ C([D2g1]α,BR¯(0) + [D2g2]α,BR¯(0))R¯1+α−s
≤ C ε
3
2
|x1|1+α |x1 − x2|
α+ε,
where we have used (4.8). Let us estimate the integral over R¯ ≤ |t| ≤ R1. For this note that from Appendix
C
‖D2(g1 − g2)‖L∞(BR1) ≤
Cε
1
2
|x1|2 |x1 − x2|
if |x1| ≥ δ| log ε|ε− 12 . In this case we see that∣∣∣∣∣
∫
R¯≤|t|≤R1
g1,0(t)− 12D2g1(0)[t2]− (g2(t)− 12D2g2(0)[t2])
|t|4−ε dt
∣∣∣∣∣
≤ Cε
1
2
|x1|2 |x1 − x2|
∫
R¯≤|t|≤R1
|t|−1−s dt
≤ Cε
1
2
|x1|2 |x1 − x2|
α+ε
∫
R¯≤|t|≤R1
|t|−s−α−ε dt
≤ Cε
1
2
|x1|2 |x1 − x2|
α+εR2−s−α−ε1 =
Cε
1
2
|x1|2 |x1 − x2|
α+εR1−α1 .
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Then recalling that R1 = O(ε
1
2 |X1|)
ε
∣∣∣∣∣
∫
R¯≤|t|≤R1
g1(t)− 12D2g1(0)[t2]− (g2(t)− 12D2g2(0)[t2])
|t|4−ε dt
∣∣∣∣∣
≤ C ε
4−α
2
|x1|1+α |x1 − x2|
α+ε.
Therefore
|E1,1| ≤ C ε
3
2
|x1|1+α |x1 − x2|
α+ε,
if |x1| ≥ δ| log ε|ε− 12 . The other cases can be handled similarly.
For the second term we have∣∣∣∣∣
∫
R1<|t|<R2
g2(t)− 12D2g2(0)[t2]
|t|4−ε dt
∣∣∣∣∣ ≤ C[D2g2]α,BR2(0)(R1+α−s2 −R1+α−s1 ).
But we can estimate
|R2 −R1| ≤ C ε
1
2
|x1|α−1 |x1 − x2|
α
if |x1| ≥ ε− 12 , and
|R2 −R1| ≤ C |x1 − x2|
α
|x1|α
if |x1| ≤ ε− 12 . Summarizing
|E2(x1)− E2(x2)| ≤ Cε |x1 − x2|
α+ε
|x1|1+α .
Let us consider E3. By (4.10)
|E3| ≤ Cε‖D2g‖3L∞(BR)R3−s.
In the region |x| ≥ δ| log ε|ε− 12 we use (4.11) and
‖D2g‖L∞(BR(0)) ≤
Cε
1
2
|x|
to obtain
sup
|x|≥δ| log ε|ε− 12
|x|1−ε
(
ε‖D2g‖3L∞(BR(0))R2+ε
)
≤ Cε 72 .
When ε−
1
2 ≤ |x| ≤ δ| log ε|ε− 12 we get
sup
ε−
1
2≤|x|≤δ| log ε|ε− 12
|x|1−ε
(
ε‖D2g‖3L∞(BR(0))R2+ε
)
≤ Cε 72 | log ε|2.
Also
sup
|x|≤ε− 12
|x|1−ε
(
ε‖D2g‖3L∞(BR(0))R2+ε
)
≤ Cε.
Similar computations as before show that if |x1| ≤ |x2| and |x1 − x2| ≤ 110 |x1| then
|E3(x1)− E3(x2)| ≤ Cε |x1 − x2|
α+ε
|x1|1+α .
To estimate E4 = εIo(1− ηε) we use (4.6):
|εIo(1− ηε)| ≤ Cε
R1−ε
,
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and note that it is supported in r ≤ ε− 12 + 1. But in this range R = log(|x′|) +O(1) and this implies
sup
x
|x|1−ε|E4| ≤ Cε sup
|x|≤ε− 12
|x|1−ε
| log(|x|)| ≤
Cε
1
2
| log ε| .
To estimate the Ho¨lder norm of E4, we actually claim that
|DxE4(x)| ≤ C|x| log(|x|)2 . (4.13)
To obtain (4.13), we write x = (x′, Fε(x′)) and write x′ = (x1, x2). We compute
Dxi
∫
CR(x)c
χE0(y)− χEc0 (y)
|x− y|4−ε dy = B1 +B2 +B3
with
B1 = −(4− ε)
∫
CR(x)c
χE0(y)− χEc0 (y)
|x− y|5+s 〈x− y,Dxix〉 dy
B2 = −
∫
∂CR(x)
χE0(y)− χEc0 (y)
|x− y|4−ε 〈ν,
y − x
|y − x| 〉 dyDxiR
B3 = −
∫
∂CR(x)
χE0(y)− χEc0 (y)
|x− y|4−ε νi dy,
where ν = (ν1, ν2, ν3) is the unit exterior normal to CR(x). But Dxix = ei + (0, 0, DxiFε) and so B1 can be
combined with B3. Indeed
B1 = B1,1 +B1,2
where
B1,1 = −(4− ε)
∫
CR(x)c
χE0(y)− χEc0 (y)
|x− y|5+s 〈x − y, ei〉 dy
B1,2 = −(4− ε)
∫
CR(x)c
χEh(y)− χEch(y)
|x− y|5+s 〈x− y, (0, 0, DxiFε)〉 dY.
But
B1,1 = −
∫
CR(x)c
Dyi
χE0(y)− χEc0 (y)
|x− y|4−ε dY
= 2
∫
∂Eh\CR(x)
1
|x− y|4−ε νi dy +
∫
∂CR(x)
χEh(y)− χEch(y)
|x− y|4−ε νi dy,
where we have used the unit normal ν pointing up on ∂E0, and the exterior unit normal to CR(x). Therefore
B1 +B2 +B3 = 2
∫
∂E0\CR(x)
1
|x− y|4−ε νi dy +B1,2 +B2.
We now estimate ∫
∂E0\CR(x)
1
|x− y|4−ε νi dy =
∫
∂E0∩Bρ(x)\CR(x)
. . .+
∫
∂E0\Bρ(x)
. . .
where we take ρ = |x|/100. For the outside integral we have∣∣∣∣∣
∫
∂E0\Bρ(x)
1
|x− y|4−ε νi dy
∣∣∣∣∣ ≤ Cρ−1−s ≤ C|x|−1−s.
For the inner region, we observe that |νi(y)| ≤ C|y| ≤ C|x| and so∣∣∣∣∣
∫
∂E0∩Bρ(x)\CR(x)
1
|x− y|4−ε νi dy
∣∣∣∣∣ ≤ C|x| log(|x|)2−ε .
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For B2 we also get
|B2| ≤ C|x| log(|x|)2−ε
since DxiR = O(1/|x0|) while the integral is O( Clog(|x0|)2 ). Hence
|B| ≤ C|x0| log(|x0|)2 .
and combined with the estimate for A yields (4.13).
Using (4.13) we can estimate the Ho¨lder norm of E4. For this let x1, x2 ∈ Σ0, xi = (x′i, Fε(x′i)), Ri = R(xi).
We can assume that |x1| ≤ |x2|, R1 ≤ R2 and also |x1 − x2| ≤ 110 |x1|.
Then
|E4(x1)− E4(x2)| ≤ Cε |x0,1|
1+α
|x0,1| log(|x0,1|)2 |x0,1 − x0,2|
≤ Cε |x0,1|
log(|x0,1|)2 |x0,1 − x0,2|
α
≤ C ε
1
2
| log ε| |x0,1 − x0,2|
α.
Therefore
‖E4‖1−ε,α+ε ≤ Cε
1
2
| log ε| .
To estimate E5 = ε(Io − πRs )ηε we use (4.7) to obtain
|E5| ≤ C ε
3
2
Rs
.
Since R = Fε(x
′) = ε
1
2 r +O(| log ε|) for r ≥ δ| log ε|ε− 12 , where r = |x′|, then
sup
r≥δ| log ε|ε− 12
r1−ε|E5(r)| ≤ Cε.
Also
sup
ε−
1
2≤r≤δ| log ε|ε− 12
r1−ε|E5| ≤ C sup
ε−
1
2≤r≤δ| log ε|ε− 12
εr1−ε
| log ε| ≤
Cε
1
2
| log ε| .
We estimate the Ho¨lder estimate for E5. Let us write x = (x
′, Fε(x′)), x′ = (x1, x2), r = |x′|. We claim
that
| d
dxi
E5| ≤ C ε
r2−ε
for r ≥ δ| log ε|ε− 12 . (4.14)
As in the proof of Lemma 4.2 we can rewrite E5 as
E5 =
ε
R1−ε
ηεJ,
where
J =
∫
C1(x˜R)c
χE0/R(z)− χEc0/R(z)
|x˜R − z|4−ε dz,
x˜R = x/R and C1(x˜R) is the cylinder of radius 1 centered at x˜R and base plane given by the tangent plane
to ∂E0/R at x˜R. Then
d
dxi
E5 = D1 +D2 +D3
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where
D1 = −ε(1− ε)
R2−ε
dR
dxi
ηεJ, D2 =
ε
R1−ε
η′ε
dr
dxi
J,
D3 =
ε
R1−ε
ηε
dJ
dxi
.
Let us estimate D3. By a translation
J =
∫
Ccx
χEx − χEcx
|z|4−ε dz
where Cx is the cylinder centered at the origin, with base a unit disk on a plane parallel to the tangent plane
to Σ0 at x, and unit height, and Ex = (E0 − x)/R.
We can write
dJ
dxi
= −2
∫
∂Ex\Cx
1
|z|4−ε ν(z) · (
1
R2
dR
dxi
z +
1
R
dx
dxi
) dz
+
∫
∂Cx∩Ex
1
|z|4−ε ν(z) · (
1
R2
dR
dxi
z +
1
R
dx
dxi
) dz
−
∫
∂Cx∩Ecx
1
|z|4−ε ν(z) · (
1
R2
dR
dxi
z +
1
R
dx
dxi
) dz,
where for points on ∂Ex ν represents the unit normal vector pointing into E0, and on ∂Cx, ν points oust side
of Cx. This follows from the transport theorem in the form
d
dt
∫
Tt(U)
f(y) dy =
∫
∂Tt(U)
f(y)ν(y) · (DtTt)(T−1t (y)) dy,
where ν points to the exterior of Tt(U). In our case Ex = Tx′(E0) where Tx′(y) =
1
R (y− x), x = (x′, Fε(x′)).
Hence DxiTx′(T
−1
x′ (z)) = − 1R2 z dRdxi − 1R dxdxi .
We claim that for |x′| ≥ ε− 12 we have:
dJ
dxi
= O(
1
r2
), (4.15)
r = |x′|. Indeed, we compute with detail the case when |x′| ≥ δ| log ε|ε− 12 . For these x′, R = ε 12 r+O(| log ε|),
dR
dxi
= O(ε
1
2 ). Then ∣∣∣∣∣
∫
∂Ex\Cx∩[z3>−1]∩[|z|≥ε−
1
2 /100]
ν(z) · z
|z|4−ε dz
∣∣∣∣∣
≤
∫
∂Ex\Cx∩[z3>−1]∩[|z|≥ε−
1
2 /100]
1
|z|4−ε dz = O(ε).
Inside the ball |z| ≤ ε− 12 /100, we have ν(z) · z = O(ε 12 )|z|. Then∫
∂Ex\Cx∩[z3>−1]∩[|z|≤ε−
1
2 /100]
ν(z) · z
|z|4−ε dz = O(ε
1
2 ).
The estimate in the lower half are similar, and therefore
1
R2
dR
dxi
∫
∂Ex\Cx
1
|z|4−ε ν(z) · zdz = O(
1
r2
)
where r = |x′|.
In the upper half we have∣∣∣∣∣
∫
∂Ex\Cx∩[z3>−1]∩[|z|≥ε−1/2/100
dx
dxi
· ν(z)
|z|4−ε dz
∣∣∣∣∣ ≤ C
∫
∂Ex\Cx∩[z3>−1]∩[|z|≥ε−1/2/100
dz
|z|4−ε
= O(ε).
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For the integral over |z| ≤ ε− 12 /100, notice that before the change of variables y 7→ z = (y − x)/R, we have∣∣∣∣νΣ0(y) · dxdxi (x′)
∣∣∣∣ ≤ C ε
1
2
|x| |y − x|
for y ∈ Σ0, |y − x| ≤ |x|/100, since νΣ0(y) · dxdxi (x′) vanishes at y = x and has derivative of order ε
1
2
|x| . After
the change of variables this implies
| dx
dxi
· ν(z)| ≤ C ε
1
2
r
|z|.
Therefore ∫
∂Ex\Cx∩[z3>−1]∩[|z|≤ε
1
2 /100
dx
dxi
· ν(z)
|z|4−ε dz = O(
ε
1
2
r
).
The estimate in the lower half are similar, and therefore
1
R
∫
∂Ex\Cx
1
|z|4−ε ν(z) ·
dx
dxi
dz = O(
1
r2
).
For the last 2 terms in dJdxi we observe that∫
∂Cx∩Ex
1
|z|4−ε ν(z) · z dz −
∫
∂Cx∩Ecx
1
|z|4−ε ν(z) · z dz = O(ε
1
2 )
since most of the integral cancels by symmetry, except a region of area O(ε
1
2 ) and similarly∫
∂Cx∩Ex
1
|z|4−ε ν(z) ·
dx
dxi
dz −
∫
∂Cx∩Ecx
1
|z|4−ε ν(z) ·
dx
dxi
dz = O(
ε
1
2
r
).
This implies and the previous estimates imply the claim (4.15) (the range ε−
1
2 ≤ r ≤ δε− 12 | log ε| is analogous).
The estimates for D1, and D2 are analogous, and since R ≈ ε 12 |x0| we obtain (4.14).
Using (4.14), we can show, as was done before, that
|E5(x1)− E5(x2)| ≤ C ε
1
2
| log ε| |x0,1 − x0,2|
α.
x1, x2 ∈ Σ0, with xi = (x′i, Fε(x′i)), |x′i| ≥ ε−
1
2 , and |x1| ≤ |x2|, |x1 − x2| ≤ 110 |x1|. It follows that
‖E5‖1−ε,α+ε ≤ C ε
1
2
| log ε| .

5. Limit problem in Σ0
We want to build a right inverse for the operator
L0(h) = ∆h+
ε
Fε(r)2
ηε(r)h,
which arises as the linearization of the approximate problem (2.5). Here ηε is any family continuous cut-off
functions with ηε(r) = 0 for r ≤ ε− 12 and ηε(r) = 1 for r ≥ δ| log ε|ε− 12 , where δ > 0 is a sufficiently small
number.
We then consider the equation
L0(φ) = g, in R
2, (5.1)
and work in the class of radial functions.
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Proposition 5.1. Let 1 ≤ γ < 2. If ε > 0 is small there is C > 0 such that for g radially symmetric with
‖(1+ |x|)γg‖L∞ < +∞ there exists a radially symmetric solution of (5.1) φ = T (g) with ‖(1+ |x|)γ−2φ‖L∞ <
+∞ that defines a linear operator of g with
‖|x|γ−2φ‖L∞ ≤ C ‖(1 + |x|)γg‖L∞ ,
and φ(0) = 0.
Proof. Since all functions are radial, we have to solve
φ′′ +
1
r
φ′ +
ε
Fε(r)2
ηε(r)φ = g, r > 0. (5.2)
We solve this ODE with initial condition φ(0) = φ′(0) = 0. For r ≤ ε− 12 we obtain directly
|φ(r)| ≤ Cr2−γ‖(1 + |x|)γg‖L∞ , ∀r ≥ 0.
We also have
|φ(ε− 12 + 1)| ≤ Cε γ−22 ‖(1 + |x|)γg‖L∞ , (5.3)
|φ′(ε− 12 + 1)| ≤ Cε γ−12 ‖(1 + |x|)γg‖L∞ . (5.4)
Let us estimate φ(r) for r ≥ ε− 12 + 1. First we deal with the region ε− 12 + 1 ≤ r ≤ δ| log ε|ε− 12 , where δ > 0
is to be fixed later on. Let us rewrite (5.2) as
φrr +
1
r
φr = g˜, for ε
− 1
2 + 1 ≤ r ≤ δ| log ε|ε− 12
where
g˜ = g − ε
Fε(r)2
ηε(r)φ,
and let r0 = ε
− 1
2 + 1. Integrating we find
φ(r) = φ(r0) + r0φ
′(r0) log(
r
r0
) +
∫ r
r0
1
t
∫ t
r0
τ g˜(τ) dτdt. (5.5)
Let us introduce the norm
‖φ‖ = sup
r∈I
rγ−2|φ(r)|,
where I = [ε−
1
2 + 1, δ| log ε|ε− 12 ]. We have from (3.3)
| ε
Fε(r)2
| ≤ Cε| log ε|2 , for ε
− 1
2 + 1 ≤ r ≤ δ| log ε|ε− 12 . (5.6)
Using formulas (5.3), (5.4),(5.5), (5.6) we find
‖φ‖ ≤ Cδ2‖φ‖+ C‖(1 + |x|)γg‖L∞ .
Then we can choose δ > 0 small so that for all ε > 0 small we find
‖φ‖ ≤ C‖(1 + |x|)γg‖L∞.
This is the desired estimate in the region ε−
1
2 ≤ r ≤ δε− 12 | log ε|.
Let us consider the range r ≥ r1 where r1 = δ| log ε|ε− 12 . Then by the previous step we have
|φ(r1)| ≤ Cr2−γ1 ‖(1 + |x|)γg‖L∞ , |φ′(r1)| ≤ Cr1−γ1 ‖(1 + |x|)γg‖L∞ .
We write the solution φ in terms of elements in the kernel of the linear operator ∆ + εf2ε
, where fε is defined
in (2.6). Let z˜i be the functions introduced in (3.19) and
zi(r) = z˜i
( ε 12 r
| log ε|
)
, r ≥ δ| log ε|
ε
1
2
.
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By Lemma 3.3 we have
|zi(r)| ≤ C, |z′i(r)| ≤
C
r
, r ≥ r1. (5.7)
We write now
φ(r) = c1z1(r) + c2z2(r) + φ0(r), r ≥ r1, (5.8)
where c1, c2 are determined so that
φ(r1) = c1z1(r1) + c2z2(r1), φ
′(r1) = c1z′1(r1) + c2z
′
2(r1)
and
φ0(r) = −z1(r)
∫ r
r1
z2(s)h(s)
W (s)
ds+ z2(r)
∫ r
r1
z1(s)h(s)
W (s)
ds.
Here W = z′1z2 − z1z′2 is the Wronskian. Then W = cr for some c and using (5.7) gives c = O(1). Also by
(5.7) we see that
|c1|+ |c2| ≤ Cr2−γ1 ‖(1 + |x|)γg‖L∞ .
Using the estimates (5.7) we obtain
sup
r≥r1
rγ−2|φ0(r)|‖ ≤ C‖(1 + |x|)γg‖L∞.
Therefore (5.8) yields
sup
r≥r1
rγ−2|φ(r)| ≤ C‖(1 + |x|)γg‖L∞ ,
which is the desired estimate 
6. Fractional exterior problem
In this section we will construct a linear bounded operator that maps f defined on Σ0 to φ defined also on
Σ0 with the property
εJ sΣ0(φ)(x) = f(x) for x ∈ Σ0, |x| ≥ R, (6.1)
where R > 0 will be a large fixed constant.
Proposition 6.1. If R is fixed large, there is a linear operator f 7→ φ defined for radial, symmetric functions
f on Σ0 with ‖f‖1−ε,α+ε <∞, such that φ is radial, symmetric, satisfies (6.1) and
‖φ‖∗ ≤ C‖f‖1−ε,α+ε.
Here the norms ‖ ‖∗ and ‖ ‖1−ε,α+ε are the ones defined in (2.12), (2.13).
We will also need a version of this result for right hand sides with fast decay. Let 0 < τ < 1.
Proposition 6.2. If R is fixed large, there is a linear operator f 7→ φ defined for f radial, symmetric and
‖|x|2+τ−εf‖L∞(Σ0) <∞, such that φ is symmetric, satisfies (6.1) and
‖|x|τφ‖L∞(Σ0) ≤ C‖|x|2+τ−εf‖L∞(Σ0).
In order to prove Propositions 6.1 and 6.2 we study first
Lε(φ) +Wε(r)φ = f in R
2, (6.2)
where
Lε(φ)(x) = ε
2
π
p.v.
∫
R2
φ(y)− φ(x)
|x− y|4−ε dy, (6.3)
and
Wε(r) =
ε
Fε(r)2−ε
ηε(r), r = |x|
where
ηε(r) = η(ε
− 1
2 r − 1) (6.4)
and η is a smooth cut-off function with η(t) = 1 for t ≥ 1 and η(t) = 0 for t ≤ 0.
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We start with a version of Proposition 6.1 for problem (6.2).
Lemma 6.1. There is a linear operator that given a radial function f in R2 such that ‖f‖1−ε,α+ε < ∞
produces a radial solution φ of (6.2) with the property
‖φ‖∗ ≤ C‖f‖1−ε,α+ε. (6.5)
Then norms are the ones defined in (2.12), (2.13) in the context of functions defined on R2.
For smooth bounded functions h, Lε(h) has the expansion
Lε(h) = ∆h(x) +O(ε) as ε→ 0,
so equation (6.2) can be considered a perturbation of
∆h+W (x)h = g in R2.
where
W (x) =
ε
Fε(x)2
ηε(x)
The next lemma is a standard estimate for convolutions.
Lemma 6.2. Assume γ, β < 2, γ + β > 2. Let ‖(1 + |x|)γf‖L∞ <∞. Then∣∣∣∣
∫
R2
1
|x− y|β f(y) dy
∣∣∣∣ ≤ C‖(1 + |x|)γf‖L∞(1 + |x|)2−β−γ .
Lemma 6.3. Let g be radial with ‖(1 + |x|)γ−εg‖L∞ < ∞ where γ ∈ (1, 2). Then for ε > 0 small (6.2) has
a radial solution h depending linearly on g with h(0) = 0. Moreover
‖(1 + |x|)γ−2h‖L∞ ≤ C‖(1 + |x|)γ−εg‖L∞ .
Proof. Instead of looking directly for a solution of (6.2) we will solve
Drh(x) = c2,ε p.v.
∫
R2
|x| − 〈y, x|x|〉
|x− y|2+ε (Wεh− g) dy, (6.6)
for a radial function h with h(0) = 0. Here Dr is the radial derivative. In (6.6) the integral converges if
‖(1 + |x|)γ−ε(Wεh− g)‖L∞ <∞ by Lemma 6.2.
Equation (6.6) is equivalent to
Drh−Aε(h) = Bε(g) (6.7)
where
Aε(h)(x) = c2,ε p.v.
∫
R2
|x| − 〈y, x|x|〉
|x− y|2+ε Wε(y)h(y) dy
Bε(g)(x) = −c2,ε p.v.
∫
R2
|x| − 〈y, x|x|〉
|x− y|2+ε g(y) dy.
Let A0 be the operator
A0(h)(x) = c2 p.v.
∫
R2
|x| − 〈y, x|x|〉
|x− y|2 W (y)h(y) dy.
Then (6.7) is equivalent to
Drh−A0(h) = Aε(h)−A0(h) +Bε(g). (6.8)
We claim that given ψ radial in R2 with ‖(1 + r)γ−1ψ‖L∞ <∞ we can find a radial solution h to
Drh−A0(h) = ψ (6.9)
satisfying h(0) = 0 and
‖(1 + r)γ−1h′‖L∞ + ‖rγ−2h‖L∞ ≤ C‖(1 + r)γ−1ψ‖L∞ . (6.10)
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Indeed, we need to solve
h′(r) +
1
r
∫ r
0
W (s)h(s)s ds = ψ(r) for all r > 0.
Let
ψ˜(r) =
∫ r
0
ψ(s) ds, h˜(r) = h(r) − ψ˜(r).
Then we look for h˜ satisfying
h˜′(r) +
1
r
∫ r
0
W (s)h˜(s)s ds = −1
r
∫ r
0
W (s)ψ˜(s)s ds
which we write as
∆h˜+W (r)h˜(r) =W (r)ψ˜(r), 0 < r <∞.
We solve this equation using Proposition 5.1 and obtain
‖(1 + rγ−1h˜′‖L∞ + ‖rγ−2h˜‖L∞ ≤ C‖(1 + r)γ−2ψ˜‖L∞ .
Then h = h˜+ ψ˜ satisfies (6.9), h(0) = 0 and estimate (6.10).
Let T denote the operator that to a radial function ψ ∈ L∞(R2) gives the radial solution h to (6.9) just
constructed, and note that by (6.10)
‖T (ψ)‖a ≤ C‖(1 + r)γ−1ψ‖L∞. (6.11)
where
‖ϕ‖a = ‖|x|γ−2ϕ‖L∞ + ‖(1 + |x|)γ−1∇ϕ‖L∞ .
We rewrite (6.8) as
h = T (Aε(h)−A0(h) +Bε(g)) (6.12)
in the space X = {h ∈ W 1,∞loc (R2) : h is radial, ‖h‖a <∞} with norm ‖ ‖a.
We solve (6.12) by the contraction mapping principle. Consider the difference∫
R2
(
xi − yi
|x− y|2W (y)−
xi − yi
|x− y|2+εWε(y)
)
ϕ(y)dy
where we assume that ϕ is radial and ‖ϕ‖a <∞. Let
D =
{
y : max
( |x− y|
|y| ,
|y|
|x− y|
)
≤ ε−m
}
where 0 < m < 1 is fixed. Let us estimate the integral outside D. Then we can estimate separately∫
Dc
1
|x− y|
1
|y|2 ηε(y)ϕ(y)dy,
∫
Dc
1
|x− y|1+ε
1
|y|2−ε ηε(y)ϕ(y)dy,
respectively, since ε
1
2 r ≤ CFε(r) for all r ≥ ε− 12 . First, for the integral over the region |y| ≥ |x− y|ε−m note
that this condition is equivalent to |y− (1 + δ)x|2 ≤ (δ+ δ2)|x|2 where δ = O(ε2m) as ε→ 0. So, for y in this
region |y| ∼ |x| and hence∣∣∣ ∫
{|y|≥ε−m|x−y|}
1
|x− y|1+ε
1
|y|2−ε ηε(y)ϕ(y)dy
∣∣∣
≤ ‖ϕ‖a C
(1 + |x|)1−ε
∫
|y−x|≤Cδ1/2|x|
1
|x− y|1+ε dy
≤ ‖ϕ‖a C
(1 + |x|)1−ε (δ
1/2|x|)1−ε ≤ o(1)‖ϕ‖a,
as ε→ 0. Similarly ∣∣∣ ∫
{|y|≥ε−m|x−y|}
1
|x− y|
1
|y|2 ηε(y)ϕ(y)dy
∣∣∣ ≤ o(1)‖ϕ‖a,
as ε→ 0.
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Next, for the integral over the region |y| ≤ εm|x− y|, note that this condition is equivalent to |y + δx|2 ≤
(δ + δ2)|x|2 with δ = O(ε2m) as ε→ 0. In this region |x− y| ∼ |x| and then we estimate∫
{|y|≤εm|x−y|}
1
|x− y|1+ε
1
|y|2−ε ηε(y)ϕ(y)dy ≤
C‖ϕ‖a
(1 + |x|)1+ε
∫
|y|≤Cδ1/2|x|
1
|y|1−ε dy
≤ C‖ϕ‖aδ
n−1+ε
2 ≤ o(1)‖ϕ‖a.
Similarly ∫
{|y|≤εm|x−y|}
1
|x− y|n−1
1
|y|2 ηε(y)ϕ(y)dy ≤ o(1)‖ϕ‖a.
Next consider the integrals inside D. For this we let
A1 = {y ∈ R2 : |y| ≥ 2|x|} ∩D
A2 = {y ∈ R2 : |y| ≤ 2|x|, |x− y| ≥ |x|/2} ∩D
A3 = {y ∈ R2 : |x− y| ≤ |x|/2} ∩D.
We have now to estimate
I =
∫
D
(
xi − yi
|x− y|2W (y)−
xi − yi
|x− y|2+εWε(y)
)
ϕ(y)dy
=
∫
D
xi − yi
|x− y|2
(
1− Fε(y)
ε
|x− y|ε
)
g(y)dy,
where
g(y) =
εηε(y)
Fε(y)2
ϕ(y).
Note that
‖(1 + |x|)γg‖L∞ ≤ C‖ϕ‖a.
Inside D we have 1− Fε(y)ε|x−y|ε = O(ε| log ε|). We assume |x| ≥ 10. In A1, |x− y| ∼ |y| so∣∣∣∣
∫
A1
xi − yi
|x− y|2
(
1− Fε(y)
ε
|x− y|ε
)
g(y)dy
∣∣∣∣ ≤ Cε| log ε| ‖ϕ‖a
∫
|y|≥2|x|
1
|y|1+γ dy
≤ Cε| log ε| ‖ϕ‖a|x|1−γ .
For the integral in A2 note that |x− y| ∼ |x| and hence∣∣∣∣
∫
A2
xi − yi
|x− y|2
(
1− Fε(y)
ε
|x− y|ε
)
g(y)
∣∣∣∣ ≤ Cε| log ε| ‖ϕ‖a|x|−1
∫
A2
1
|y|γ dy
≤ Cε| log ε| ‖ϕ‖a|x|1−γ .
For y ∈ A3 we have |y| ∼ |x| and therefore∣∣∣∣
∫
A3
xi − yi
|x− y|2
(
1− Fε(y)
ε
|x− y|ε
)
g(y) dy
∣∣∣∣ ≤ Cε| log ε| ‖ϕ‖a|x|−γ
∫
|y−x|≤|x|/2
1
|x− y| dy
≤ Cε| log ε| ‖ϕ‖a|x|1−γ .
Using the previous calculation we see that the map from X to itself given by T (Aε(h)−A0(h) +Bε(g)) is
a contraction for ε > 0 small, and hence has a unique fixed point. This fixed point satisfies
‖h‖a ≤ C‖T (Bε(g))‖a ≤ C‖(1 + r)γ−1Bε(g)‖L∞
by (6.11). Using then Lemma 6.2
‖h‖a ≤ C‖(1 + |x|)γ−εg‖L∞.
We need to verify that h solves also (6.2). We define
w˜k(x) = c˜n,ε
∫
R2
1
|x− y|ε (
ηε(y)
|y|2−ε h− g)ηk(y) dy.
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and
wk(x) = w˜k(x)− w˜k(0)
where ηk is a sequence of smooth cut-off functions with support in Bk2 , ηk = 1 in Bk and |Dηk| ≤ 1/k2.
Hence wk are well defined and satisfy
ε p.v.
∫
R2
wk(y)− wk(x)
|x− y|4−ε dy = (g −
ηε(x)
|x|2−ε h)ηk in R
n.
By Lemma 6.2
|x|γ−1|Dxiwk(x)| ≤ C‖(1 + |x|)γ−ε(g −
ηε(x)
|x|2−ε h)ηk‖L∞
≤ C‖(1 + |x|)γ−εg‖L∞ .
Then up to subsequence wk → w uniformly on compact sets of R2, ‖(1+ |x|)γ−1Dw‖∞ ≤ C‖(1+ |x|)γ−εg‖L∞ ,
and w satisfies
ε p.v.
∫
R2
w(y)− w(x)
|x− y|n+2−ε dy = g −
ηε(x)
|x|2−ε h in R
n. (6.13)
From this equation
Dxiw(x) = cn,ε
∫
Rn
xi − yi
|x− y|n+ε (
ηε(y)
|y|2−ε h− g) dy = Dxih(x).
Hence w and h differ by a constant and from (6.13) we see that h solves (6.2).

Proof of Lemma 6.1. The proof is based on the following apriori estimate for radial solutions h of (6.2) such
that ‖|x|−1h‖L∞ <∞:
‖|x|−1h‖L∞ ≤ C‖(1 + |x|)1−εg‖L∞, (6.14)
and we claim it holds if ε > 0 is sufficiently small.
We argue by contradiction, assuming that there are sequences εi → 0, radial functions gi, hi solving (6.2)
and satisfying
‖|x|−1hi‖L∞ = 1, ‖(1 + |x|)1−εigi‖L∞ → 0 (6.15)
as i→∞. Let xi ∈ R2 be such that
(1 + |xi|)−1|hi(xi)| ≥ 1
2
.
Assume first that xi remains bounded and, up to a subsequence xi → x as i → ∞. The bounds (6.15)
and standard estimates for Lε, uniform as ε → 0, show that hi is bounded in C1,αloc . Therefore passing to a
subsequence we find hi → h locally uniformly in R2. Let ϕ ∈ C∞0 (R2). Multiplying (6.2) by ϕ and integrating
we find ∫
R2
hiLεi(ϕ) +Wεihiϕi =
∫
R2
giϕ.
Taking the limit we find that h is harmonic in R2. But also |h(x)| ≥ 12 , h is radial and |h(r)| ≤ r for all r ≥ 0,
which is impossible.
Suppose that xi is unbounded so that up to subsequence ri = |xi| → ∞ as i→∞. Let
h˜i(x) =
1
ri
h(rix), g˜i(x) = r
1−εi
i g(rix)
so that
Lεi(h˜i) +Wi(x)h˜i = g˜i in R
2,
where
Wi(x) =
εiηεi(rix)r
2−εi
i
Fεi(rix)
2−εi
Also
‖|x|−1h˜i‖L∞ = 1, ‖|x|1−εi g˜i‖L∞ → 0
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as i→∞. Up to subsequence h˜i → h locally uniformly in R2 and xi/ri → xˆ. Moreover |h(xˆ)| ≥ 12 .
If ε
− 1
2
i | log εi|r−1i →∞ as i→∞ then Wi(x)→ 0 uniformly on compact sets and we reach a contradiction
as before.
If ε
− 1
2
i | log εi|r−1i → R0, then Wi(x) → W (x) uniformly on compact sets where W (x) is bounded for
|x| ≤ R0 and W (x) = 1|x|2 for |x| ≥ R0. Then h solves
∆h+Wh = 0 in R2
with |h(r)| ≤ r for all r ≥ 0. This implies h ≡ 0, a contradiction.
Finally, if ε
− 1
2
i | log εi|r−1i → 0, then h satisfies
∆h+
1
|x|2h = 0 in R
2 \ {0}
with |h(r)| ≤ r for all r > 0. Again this implies that h is trivial.
Existence of a solution to (6.2) can be deduced from the solvability obtained in Lemma 6.3 and the apriori
estimate (6.14), with an approximation argument. Namely, let g be radial with ‖(1 + |x|)1−εg‖L∞ <∞ and
η be a smooth cut-off function with η(x) = 1 for |x| ≤ 1, η(x) = 0 for |x| ≥ 2. Thanks to Lemma 6.3 there
is a radial solution hn of (6.2) with right hand side gη(x/n). By (6.14) we have ‖(1 + |x|)−1hn‖L∞ ≤ C and
by standard estimates hn is bounded is C
1,α
loc . Up to subsequence hn converges to a solution h satisfying
‖(1 + |x|)−1h‖L∞ ≤ C‖(1 + |x|)1−εg‖L∞ .
Finally estimate (6.5) follows from a standard scaling argument and Schauder estimates for Lε, which is
(−∆) 1+s2 up to constant, and which are uniform as ε→ 1. 
Next we give a result analogous to Lemma 6.1 but for functions with fast decay.
Lemma 6.4. There is a linear operator that given a radial function f in R2 such that ‖(1+ |x|)2+τ−εf‖L∞ <
∞ produces a solution φ of (6.2) with the property
‖|x|τφ‖L∞ ≤ C‖(1 + |x|)2+τ−εf‖L∞ . (6.16)
Proof. Let Y denote the space of radial functions in R2 satisfying ‖|x|τφ‖L∞ < ∞. We claim there exists
φ ∈ Y that depends linearly on f satisfying
∇φ(x) = c2,ε
∫
R2
(
x− y
|x− y|2+ε −
x
|x|2+ε
)(
f(y)− ηε(|y|)|y|2−ε φ(y)
)
dy (6.17)
and the estimate (6.16). This function is the desired solution. Here c2,ε → 12π as ε→ 0.
Similar to Lemma 6.2 we have the following estimate. Assume 0 < β < 2, 2 < γ < 3 and γ + β > 2. Let
‖(1 + |x|)γf‖L∞ <∞. Then∣∣∣∣
∫
R2
(
x− y
|x− y|β+1 −
x
|x|β+1
)
f(y) dy
∣∣∣∣ ≤ C‖(1 + |x|)γf‖L∞ |x|2−β−γ .
Using this estimate with β = 1 + ε we see that the integral (6.17) is well defined if ‖(1 + |x|)2+τ−εf‖∞ <∞
and φ ∈ Y .
We treat (6.17) as a perturbation of the case ε = 0. So first we consider the equation
∆φ+
ηε
r2
φ = f in R2
with ηε as in (6.4), for which we want to construct a solution such that
‖|x|τφ‖L∞(R2) ≤ ‖(1 + |x|)2+τf‖L∞(R2). (6.18)
For r ≥ ε− 12 + 1 the equation is given by
1
r
(rφ′)′ +
1
r2
φ = f, r ≥ ε− 12 ,
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hence we take φ of the form
φ(r) = cos(log(r))
∫ ∞
r
sin(log(t))tf(t)dt − sin(log(r))
∫ ∞
r
cos(log(t))tf(t)dt
for r ≥ ε− 12 + 1. From this formula we get directly
sup
r≥ε− 12
rτ |φ(r)| ≤ ‖r2+τf‖L∞ .
For 0 < r ≤ ε− 12 + 1 we define φ as the unique solution of the equation
1
r
(rφ′)′ +
ηε(r)
r2
= f, r ≤ ε− 12 + 1,
with initial conditions at ε−
1
2 + 1 to make φ a global solution for r ∈ (0,∞). Note that
φ(ε−
1
2 ) = O(ε
τ
2 ), φ′(ε−
1
2 ) = O(ε
1+τ
2 ).
Let r0 = ε
− 1
2 . Then for r ≤ r0 we can represent
φ(r) = c1 + c2 log(
r
r0
) +
∫ r0
r
1
s
∫ r0
s
tf(t)dtds,
where c1, c2 have to satisfy
c1 = φ(r0) = O(ε
τ
2 ), c2 = r0φ
′(r0) = O(ε
τ
2 ).
With this formula we can verify (6.18). The previous solution satisfies
φ(x) =
1
2π
∫
R2
log
1
|x− y|
(
f(y)− ηε(|y|)|y|2 φ(y)
)
dy +A log |x|+ B
where A, B depend on f and are such that φ(x)→ 0 as |x| → ∞. Therefore for the gradient we have
∇φ(x) = 1
2π
∫
R2
x− y
|x− y|2
(
f(y)− ηε(|y|)|y|2 φ(y)
)
dy +A
x
|x|2
=
1
2π
∫
R2
(
x− y
|x− y|2 −
x
|x|2
)(
f(y)− ηε(|y|)|y|2 φ(y)
)
dy. (6.19)
Let φ = T (f) denote the operator that associates the function ∇φ constructed above, so that in particular
(6.18) and (6.19) hold. To find a solution of (6.17) it then suffices to find φ ∈ Y such that
∇φ = T (Bε(f) +A0(φ)−Aε(φ))
where the operators Bε, A0, Aε are defined as
Bε(f)(x) = c2,ε
∫
R2
(
x− y
|x− y|2+ε −
x
|x|2+ε
)
f(y) dy
Aε(φ)(x) = c2,ε
∫
R2
(
x− y
|x− y|2+ε −
x
|x|2+ε
)
ηε(|y|)
|y|2−ε φ(y) dy
A0(φ)(x) = c2,ε
∫
R2
(
x− y
|x− y|2 −
x
|x|2
)
ηε(|y|)
|y|2 φ(y) dy,
and φ is defined from ∇φ by integration such that lim|x|→∞ φ(x) = 0 (here all functions are radial). Similarly
as in Lemma 6.3 we can show that for ε > 0 small the map from Y to Y given by φ 7→ T (Bε(f)+A0(φ)−Aε(φ))
is a contraction.

For the proof of Proposition 6.1 we need an estimate of
aε(x) = ε
∫
Σ0
1− 〈νΣ0(y), νΣ0(y)〉
|x− y|4−ε dy.
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Lemma 6.5. Let x = (x′, Fε(x′)) ∈ Σ0. Then
aε(x) = π|AΣ0 |2|x′|ε +O(
ε
(1 + |x|)2−ε ) +O(
ε
log(|x|)2−ε )χ|x|≤ε− 12
+ π
ε
Fε(x′)2−ε
(1 + o(1))χ|x|≥ε− 12 ,
where |AΣ0 | is the norm of the second fundamental form of Σ0 and O(), o() are uniform x as ε→ 0.
Proof. Let R1 > 0 and write
aε = a
+
ε + a
−
ε ,
where
a±ε (x) = ε
∫
Σ±
0
1− 〈νΣ0 (y), νΣ0(x)〉
|x− y|4−ε dy,
and Σ±0 is Σ0 intersected with x3 ≥ 0 or x3 ≤ 0 respectively. Let us split
a+ε = a
+
1,ε + a
+
2,ε,
where
a+1,ε = ε
∫
Σ+
0
∩CR1(x)
1− 〈νΣ0(y), νΣ0(x)〉
|x− y|4−ε dy,
a+2,ε = ε
∫
Σ+
0
\CR1(x)
1− 〈νΣ0 (y), νΣ0(x)〉
|x− y|4−ε dy,
and CR1(x) is the cylinder with base the disk of radius R1 on the tangent plane to Σ0 at x, and height R1,
which will be chosen later depending on x. Let g : BR1(0) ⊂ R2 → R be such that Σ0 can be described as
the graph of g over the tangent plane at X . Then
a+1,ε = ε
∫
|t|≤R1
√
1 + |∇g|2 − 1
(|t|2 + g(t)2) 4−ε2
dt.
A calculation gives
a+1,ε(x) = π|AΣ0 (X)|2Rε1 +O(ε[D2g]α,BR1Rα+ε1 ).
We choose now R1 as follows. Recall that x = (x
′, Fε(x′)) and |x| ∼ |x′|. If |x′| ≤ 100 we take R1 > 0 a
fixed small constant so that the representation of Σ0 ∩ CR1(x) by a graph is possible. If |x′| > 100, we take
R = δ|x′| with δ > 0 a small positive constant. By estimates (4.8)
[D2g]α,BR1 ≤
{
Cε
1
2
|x′|1+α if |x′| ≥ ε−
1
2
C
|x′|2+α if |x′| ≤ ε−
1
2 .
and therefore
—— X – x
a+1,ε = π|AΣ0 |2|x′|ε +O(
ε
(1 + |x|)2−ε )
as ε→ 0. On the other hand a direct estimate gives
a+2,ε = O(
ε
(1 + |x|)2−ε ).
Therefore
a+ε = π|AΣ0 |2|x|ε +O(
ε
(1 + |x|)2−ε ).
We can write explicitly
a−ε (x) = ε
∫
|y|≥1
√
1 + |∇Fε(y)|2 + 1−F
′
ε(x)F
′
ε(y)√
1+|∇Fε(x)|2
(|x− y|2 + (Fε(x) + Fε(y))2) 4−ε2
dy
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For 10 ≤ |x| ≤ ε− 12 we estimate
|a−ε (x)| ≤ εC
∫
|y|≥1
1
(|x− y|2 + Fε(x)2) 4−ε2
dy
≤ Cε
Fε(x)2−ε
≤ Cε
log(x)2−ε
.
For |x| ≥ ε− 12 we split a−ε = a−1,ε + a−2,ε where
a−1,ε(x) = ε
∫
Σ−
0
∩C˜R2(x,0)
1− 〈νΣ0 (Y ), νΣ0(X)〉
|X − Y |4−ε dY,
a−2,ε(x) = ε
∫
Σ−
0
\C˜R2(x,0)
1− 〈νΣ0(Y ), νΣ0(X)〉
|X − Y |4−ε dY,
where C˜R2(X) is the cylinder with base a disk of radius R2 on R
2 centered at (x, 0). We choose R2 =
| log ε|− 12 |x|. Then
|a−2,ε(x)| = εC
∫
|y−x|≥R
1
(|x− y|2 + Fε(x)2) 4−ε2
dy
≤ Cε| log ε||x|2−ε .
For |x| ≥ ε− 12 and |y − x| ≤ R2, F ′ε(x) = O(ε
1
2 ) and Fε(y) = Fε(x) +O(ε
1
2R) so
a−ε (x) = ε
∫
|x−y|≤R
2 +O(ε)
(|x − y|2 + (Fε(x) + Fε(y))2) 4−ε2
dy
= π
ε
Fε(x)2−ε
(1 + o(1))
where o(1)→ 0 uniformly as ε→ 0.

Proof of Propositions 6.1 and 6.2. The idea is to reduce problem (6.1) to one in R2. Suppose that φ is a
radial function on Σ0, symmetric with respect to x3 = 0 vanishing in B2R(0). Here R > 0 is large and fixed,
to be chosen later. Since φ is symmetric with respect to x3 = 0, we can define φ˜ globally in R
2 by
φ˜(x) = φ(x,±Fε(x)), |x| ≥ R,
and φ˜ = 0 in BR(0). Let CR be the cylinder
CR = {(x1, x2, x3) ∈ R3 : x21 + x22 < R2}.
Then, for X ∈ Σ0 of the form X = (x, Fε(x)) with |x| ≥ R, we have
p.v.
∫
Σ0\CR
φ(Y )− φ(X)
|Y −X |4−ε dY
= p.v.
∫
R2\BR
φ˜(y)− φ˜(x)
(|x − y|2 + (Fε(x) − Fε(y))2) 4−ε2
√
1 + |∇Fε(y)|2 dy
+
∫
R2\BR
φ˜(y)− φ˜(x)
(|x − y|2 + (Fε(x) + Fε(y))2) 4−ε2
√
1 + |∇Fε(y)|2 dy
Then we find for |X | ≥ R, X = (x, Fε(x)),
p.v.
∫
Σ0
φ(Y )− φ(X)
|Y −X |4−ε dY = p.v.
∫
R2
φ˜(y)− φ˜(x)
|y − x|4−ε dy + b(x)φ˜(x) +B1(φ˜)(x)
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where
b(x) =
∫
BR
1
|x− y|4−ε dy −
∫
Σ0∩CR
1
|(x, Fε(x)) − Y |4−ε dY
B1(φ˜)(x) =
∫
R2\BR
(
φ˜(y)− φ˜(x)
)( √1 + |∇Fε(y)|2
(|x− y|2 + (Fε(x)− Fε(y))2) 4−ε2
− 1|x− y|4−ε
)
dy
+
∫
R2\BR
φ˜(y)− φ˜(x)
(|x − y|2 + (Fε(x) + Fε(y))2) 4−ε2
√
1 + |∇Fε(y)|2 dy.
Let
aε(X) = ε
∫
Σ0
1− 〈νΣ0(Y ), νΣ0(X)〉
|X − Y |3+s dY.
Then (6.1) reads as
Lε(φ˜) +
ηε
|x|2−ε φ˜(x) + εB1(φ˜)(x) + (εb(x) + aε −
ηε
|x|2−ε )φ˜(x) = f˜(x) (6.20)
where f˜(x) = f(x, Fε(x)) and Lε is the operator (6.3). We look for φ˜ of the form φ˜ = ηϕ, where η is a smooth
radial cut-off function such that η(x) = 1 for |x| ≥ 3R and η(x) = 0 for |x| ≤ 2R. Then we ask that ϕ solves
Lε(ϕ) +
ηε
|x|1−sϕ+ εB2(ϕ) + η(εb(x) + aε −
ηε
|x|1−s )ϕ = f˜(x) in R
2, (6.21)
where
B2(ϕ)(x) = εη˜(x)
∫
R2
ϕ(y)
η(y)− η(x)
|x− y|4−ε dy + εη˜(x)B1[ηϕ](x),
and where η˜ is another radial smooth cut-off function such that η˜(x) = 1 for |x| ≥ 5R, η˜(x) = 0 for |x| ≤ 4R.
If ϕ solves (6.21), then φ˜ = ηϕ will satisfy (6.20) for |x| ≥ 5R. Let T denote the operator constructed in
Lemma 6.1, so that φ = T (f) is a radial solution to (6.2) satisfying the estimate (6.5). Then we rewrite (6.21)
as the fixed point problem
ϕ = T (−εB2(ϕ)− η(εb(x) + aε − ηε|x|1−s )ϕ+ f˜).
We can apply the contraction mapping principle by the following estimates
‖εB2(ϕ)‖1−ε,α ≤ o(1)‖ϕ‖∗
‖η(εb(x) + aε − ηε|x|2−ε )ϕ‖1−ε,α ≤ o(1)‖ϕ‖∗
where o(1)→ 0 as ε→ 0 and R→∞, which can be proved using Lemma 6.5.
The proof of Proposition 6.2 follows the same lines as the one of Proposition 6.1. 
7. Linear theory
The purpose here is to construct a linear operator f 7→ φ which gives a solution to the problem
εJ sΣ0(φ) = f in Σ0, (7.1)
where J sΣ0 is the nonlocal Jacobi operator
J sΣ0(φ)(x) = p.v.
∫
Σ0
φ(y)− φ(x)
|x− y|4−ε dy + φ(x)
∫
Σ0
(ν(x) − ν(y)) · ν(x)
|x− y|4−ε dy,
and Σ0 is the surface defined in (2.9).
The main result is stated in Proposition 2.2, which we recall: there is a linear operator that to a function
f on Σ0 such that f is radially symmetric and symmetric with respect to x3 = 0 with ‖f‖1−ε,α+ε <∞, gives
a solution φ of (7.1). Moreover
‖φ‖∗ ≤ C‖f‖1−ε,α+ε.
The norms ‖ ‖1−ε,α+ε and ‖ ‖∗ are defined in (2.13), (2.12).
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As ε → 0, Σ0 approaches the standard catenoid C on compact sets, which can be described by the
parametrization
y ∈ R 7→ (√1 + y2 cos(θ),√1 + y2 sin(θ), log(y +√1 + y2))
with y ∈ R, θ ∈ [0, 2π]. Hence for smooth bounded φ we have
εJ sΣ0(φ)→
π
2
(∆Cφ+ |A|2φ)
uniformly over compact sets as ε → 0, where ∆C is the Laplace-Beltrami operator and |A| the norm of the
second fundamental form of C (see Lemmas A.2 and A.4).
Let us recall the standard nondegeneracy property of the Jacobi operator ∆C + |A|2 on the catenoid.
Linearly independent elements in its kernel are the functions
Z1(y) =
y√
y2 + 1
, Z2(y) = −1 + y√
y2 + 1
log(y +
√
y2 + 1). (7.2)
The knowledge of these elements in the kernel of ∆C + |A|2 immediately yields
Lemma 7.1. If φ is a bounded axially symmetric solution of ∆Cφ + |A|2φ = 0 in C then φ = cZ1 for some
c ∈ R.
Let
aε(x) = ε
∫
Σ0
1− 〈νΣ0 (y), νΣ0(x)〉
|x− y|3+s dy
and
bε(x) = aε(x)ηε(x)
where ηε is smooth, radial, η(x) = 0 for |x| ≥ ε− 12 + 1, and η(x) = 1 for |x| ≤ ε− 12 .
Let us write
Lε(φ)(x) = ε p.v.
∫
Σ0
φ(y)− φ(x)
|x− y|4−ε dy
and consider the equation
Lε(φ) + bε(x)φ = f in Σ0. (7.3)
We will consider from now only right hand sides f : Σ0 → R which are symmetric with respect to the plane
x3 = 0, and symmetric solutions φ.
Let 0 < τ < 1.
Proposition 7.1. For ε > 0 small there is a linear operator that takes f symmetric with respect to x3 with
‖y2+τ−εf‖L∞ <∞ to a a symmetric bounded solution φ of (7.3). Moreover
‖φ‖L∞ ≤ C‖y2+τ−εf‖L∞,
‖(1 + |y|)1+τ∇φ‖L∞ ≤ C‖y2+τ−εf‖L∞ , (7.4)
and lim|x|→∞ φ(x) exists.
The counterpart of this result for the Jacobi operator ∆C + |A|2, without assuming any symmetry on f or
φ is: if ‖|y|2+τf‖L∞ <∞ and
∫
C fZ1 = 0, there is a bounded solution φ of
∆Cφ+ |A|2φ = f in C,
and this solution is unique except a constant times Z1. Moreover φ has limits at both ends, which have to
coincide. In the nonlocal setting, to simplify we work with functions that are symmetric with respect to x3,
so in some sense the condition
∫
C fZ1 = 0 is automatic.
For the existence part in Proposition 7.1 we study the truncated problem{
Lε(φ) + bεφ = f in Σ0 ∩BR(0)
φ = 0 on Σ0 \BR(0) (7.5)
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Let
σ =
1 + s
2
= 1− ε
2
.
Given in f ∈ L2(Σ0 ∩BR(0)) there is a weak solution φ ∈ Hσ(Σ0) of{ − Lε(φ) = f in Σ0 ∩BR(0)
φ = 0 on Σ0 \BR(0)
By weak solution we mean φ ∈ Hσ(Σ0), φ = 0 on Σ0 \BR(0) and∫
Σ0
∫
Σ0
(φ(y) − φ(x))(ϕ(y) − ϕ(x))
|x− y|2+2σ dydx =
∫
Σ0
f(x)ϕ(x) dx
for all ϕ ∈ Hσ(Σ0) with ϕ = 0 in Σ0 \BR(0). This solution can be found by minimizing the functional
1
4
∫
Σ0
∫
Σ0
(φ(y)− φ(x))2
|x− y|2+2σ dydx−
∫
Σ0
f(x)φ(x) dx
over the space {φ ∈ Hσ(Σ0) : φ = 0 on Σ0 \ BR(0)}. For f locally bounded and ε > 0 small (σ is close to
1), the solution belongs to C1,αloc .
First we establish an apriori estimate for solutions of (7.5).
Lemma 7.2. Suppose f is symmetric and ‖|y|2+τ−εf‖L∞ < ∞. There are ε0, R0, C > 0 such that for
0 < ε ≤ ε0, R ≥ R0, and any symmetric solution φ of (7.5) we have
‖φ‖L∞ ≤ C‖|y|2+τ−εf‖L∞ .
Proof. If the conclusion fails, there are sequences εn → 0, Rn →∞, φn solving (7.5) for some fn such that
‖φn‖L∞ = 1, ‖|y|2+τ−εnfn‖L∞ → 0
as n→∞. We show that for any ρ > 0 fixed
sup
Σ0∩Bρ(0)
|φn| → 0 as n→∞.
If not, then passing to a subsequence, for some xn ∈ Σ0 ∩Bρ(0),
|φn(xn)| ≥ δ > 0.
By standard estimates, φn is bounded in C
α
loc. Hence by passing to a new subsequence, φn → φ locally
uniformly as n→∞. We pass to the limit in the weak formulation and obtain a bounded symmetric solution
φ 6≡ 0 of
∆Cφ+ |A|2φ = 0 in C.
But by Lemma 7.1 the only bounded solution is cZ1, which is odd. Hence φ ≡ 0 and this is a contradiction.
We claim that
‖φn‖L∞(Σ0∩BRn(0)) → 0
as n→∞, which is a contradiction.
Indeed, let w = 1− δ|y|−τ . One can check that
Lεn(w) ≤ −cεnδ|y|−τ−2+εn
for |y| ≥ R¯ where R¯ is large and fixed and cεn converges to a positive constant as εn → 0. Next we choose
δ > 0 such that infΣ0∩BR¯(0)) w > 0. We claim that
φn ≤ C(‖φ‖L∞(Σ0∩BR¯(0)) + ‖|y|τ+2−εnfn‖L∞)w (7.6)
in Σ0 ∩ (BRn(0) \ BR¯(0)). Note that (7.6) holds for C large depending on φn because φn is bounded. The
claim is that this holds for C = C0 with
C0 = max
(
2( inf
Σ0∩BR¯(0))
w)−1, sup
|fn|
cεnδ|y|−τ−2−+εn
)
The comparison can be done by sliding. 
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Using the Fredholm alternative, we deduce the following result.
Lemma 7.3. Suppose f is symmetric and ‖|y|2+τ−εf‖L∞ < ∞. For 0 < ε ≤ ε0 and R ≥ R0 there is a
unique symmetric solution φ of (7.5).
Proof of Proposition 7.1. We fix 0 < ε ≤ ε0 for R ≥ R0 and let φR be the solution of (7.5). Then for a
sequence Rj → ∞, φ = limj→∞ φRj exists and is a solution of (7.3). Estimate (7.4) is obtained by scaling
and the gradient estimates of Caffarelli and Silvestre [7]. Finally lim|x|→∞ φ(x) exists because of (7.4). 
We need a solvability theory with a constraint on the right hand side so that the solution decays. For this
we consider the equation
Lε(φ) + bεφ = f − cZ2η1 in Σ0, (7.7)
where η1 is a smooth radial symmetric cut-off function on Σ0, such that η1(x) = 1 for |x| ≤ A1, η1(x) = 0 for
|x| ≥ A1 + 1 and A1 is a fixed large constant. The function Z2η1 in the right hand side can be replaced by
any f0 with f0(x) = O(|x|−2−τ+ε),
∫
Σ0
f0Z2 6= 0.
Proposition 7.2. There is ε0 > 0 such that for all 0 < ε ≤ ε0 and any f symmetric with respect to x3 with
‖|y|2+τ−εf‖L∞ < ∞ there is a unique solution φ, c of (7.7) such that φ is symmetric and ‖|y|τφ‖L∞ < ∞.
Moreover
‖|y|τφ‖L∞ + |c| ≤ C‖|y|2+τ−εf‖L∞.
Proof. First we prove existence. For this we let φ0 be the solution of (7.3) constructed in Proposition 7.1
with right hand side Z2η1. Then lim|x|→∞ φ0(x) = Λε exists. We claim that Λε > 0 stays bounded and
bounded away from 0 as ε → 0. To prove this, let Z2 be given as in (7.2). Multiply (7.3) by Z0ηR where
ηR(x) = η(x/R) and η is a radial, symmetric, smooth cut-off function such that η(x) = 1 for |x| ≤ 1, η(x) = 0
for |x| ≥ 2. Then for R ≥ A1 + 1 we find
ε
∫
Σ0
φ0(x)
∫
Σ0
Z2(y)
ηR(y)− ηR(x)
|x− y|4−ε dy dx+
∫
Σ0
φ0ηRg0 =
∫
Σ0
Z22η1
where
g0 = Lε(Z2) + bεZ2.
Let us consider the first term
ε
∫
Σ0(ε)
φ0(x)
∫
Σ0(ε)
Z2(y)
ηR(y)− ηR(x)
|x− y|4−ε dy dx = I1 − I2
with
I1 =
1
2
ε
∫
Σ0
∫
Σ0
φ0(x)
(Z2(y)− Z2(x))(ηR(y)− ηR(x))
|x− y|4−ε dydx
I2 =
1
2
ε
∫
Σ0
∫
Σ0
Z2(y)
(φ0(y)− φ0(x))(ηR(y)− ηR(x))
|x− y|4−ε dydx.
Since φ0(x) = Λε +O(R
−1−τ ) for |x| ≥ R/4 it is possible to show that
I1 = aεΛε + o(1)
where aε > 0 remains bounded and bounded away from 0 and o(1)→ 0 as as ε→ 0 and R→∞ with Rε → 1.
Indeed, consider the regions R1 = {x ∈ Σ0 : |x| ≤ R/2}, R2 = {R/2 ≤ |x| ≤ 4R}, R3 = {|x| ≥ 4R}. Then
ε
∫
x∈Rj
∫
y∈Rj
φ0(x)
(Z2(y)− Z2(x))(ηR(y)− ηR(x))
|x− y|4−ε dydx = 0
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for j = 1, 3. We have ∣∣∣∣ε
∫
x∈R1
∫
y∈R2
φ0(x)
(Z2(y)− Z2(x))(ηR(y)− ηR(x))
|x− y|4−ε dydx
∣∣∣∣
≤ 2ε‖φ0‖L∞ log(R)
∫
|x|≤R/4
∫
|y|≥R/2
1
|x− y|4−ε dydx
≤ Cε log(R)R−ε.
and
ε
∫
x∈R2
∫
y∈R2
φ0(x)
(Z2(y)− Z2(x))(ηR(y)− ηR(x))
|x− y|4−ε dydx
= (Λε +O(R
−1−τ ))ε
∫
x∈R2
∫
y∈R2
(Z2(y)− Z2(x))(ηR(y)− ηR(x))
|x− y|4−ε dydx
= (Λε +O(R
−1−τ ))Rεπ(1 +O(ε) +O(R−1)).
In the last integral we have rescaled by R and used the expansion for Z2. Other terms in I1 can be handled
similarly. Also, similar calculations show that I2 → 0.
Now let φˆ be the solution of (7.3) constructed in Proposition 7.1 with right hand side f . Let ℓ =
lim|x|→∞ φˆ(x), which exists by Proposition 7.1. Then φ = φˆ− ℓΛεφ0 satisfies
Λε(φ) + bεφ = f − ℓ
Λε
Z2η1.
Moreover we have the estimates |ℓ| ≤ C‖|y|−2−τf‖L∞ and
‖|y|τφ‖L∞ ≤ C‖|y|−2−τf‖L∞
by (7.4).
Let us prove uniqueness. Suppose that for a sequence εn → 0 there is a nontrivial solution φn, cn of (7.7)
with f = 0. We can assume
‖|y|τφ‖L∞ = 1. (7.8)
To estimate cn, we test equation (7.7) with Z2ηn where ηn is a smooth cut-off function such that ηn(r) = 1
for r ≤ Rn and ηn(r) = 0 for r ≥ 2Rn, with
Rn →∞ and Rnε
1
2
n → 0. (7.9)
We get
εn
∫
Σ0
φn(x)
∫
Σ0
Z2(y)
ηn(y)− ηn(x)
|x− y|4−εn dy dx+
∫
Σ0
φnηngn
= −cn
∫
Σ0
bεnZ2ηn,
where
gn = Lεn(Z2) + bεnZ2.
We claim that
εn
∫
Σ0(εn)
φn(x)
∫
Σ0(εn)
Z2(y)
ηn(y)− ηn(x)
|x− y|4−εn dy dx→ 0
as n→∞. Indeed
εn
∫
Σ0(εn)
φn(x)
∫
Σ0(εn)
Z2(y)
ηn(y)− ηn(x)
|x− y|4−εn dy dx
=
∫
Σ0
φnZ2Lεn(ηn) + εn
∫
Σ0
φn(x)
∫
Σ0
(Z2(y)− Z2(x))(ηn(y)− ηn(x))
|x− y|4−εn dy dx.
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By calculation
Lεn(ηn)(x) =
{
O(Rεn−2n ) if |x| ≤ 10Rn
O(
εnR
4−εn
n
|x|4−εn ) if |x| ≥ 10Rn
Then by (7.8) ∣∣∣∣
∫
Σ0
φnZ2Lεn(ηn)
∣∣∣∣ ≤ CRεn−2n
∫
BRn⊂R2
|x|−τ log(2 + |x|)
+ CεnR
4−εn
n
∫
BcRn⊂R2
|x|εn−4−τ log(2 + |x|)
≤ CR−τn log(Rn) + CεnR2−εn−τn log(Rn)→ 0
as n→∞ by (7.9). Similarly
εn
∫
Σ0
(Z2(y)− Z2(x))(ηn(y)− ηn(x))
|x− y|4−εn dy =
{
O(Rεn−2n ) if |x| ≤ 10Rn
O(
εnR
4−εn
n
|xn|4−εn log(
|x|
Rn
) if |x| ≥ 10Rn.
This implies ∣∣∣∣εn
∫
Σ0
φn(x)
∫
Σ0
(Z2(y)− Z2(x))(ηn(y)− ηn(x))
|x− y|4−εn dy dx
∣∣∣∣→ 0
as n→∞ as before.
We also have ∫
Σ0
φn(y)ηn(y)gn(y) dy → 0 (7.10)
as n → ∞. Indeed, gn = Lεn(Z2) + bεnZ2 → π2 (∆C + |A|2)Z2 = 0 uniformly on compact sets (Lemmas A.2
and A.4), so for any fixed ρ > 0 ∫
Σ0∩Bρ
φn(y)ηn(y)gn(y) dy → 0 (7.11)
as n→∞. For the integral in Σ0 \Bρ, we note that
|Lεn(Z2)(x) = O(log(|x|)|x|εn−4)
and by Lemma 6.5
bε(x) =
{
π|AΣ0 |2|x|ε +O( εlog(|x|)2−ε ) for |x| ≤ ε−
1
2 + 1,
0 for |x| ≥ ε− 12 + 1.
In the region |x| ≤ ε− 12 , Σ0 is the catenoid and hence
|AΣ0 |2 = O(|x|−4).
This implies that for |x| ≤ ε− 12
|bεn(x)| ≤ C|x|ε−4 + C
εn
log(|x|)2−εn
It follows that
|gn(x)| ≤ C log(|x|)|x|ε−4 + C εn
log(|x|)1−εn
Hence ∣∣∣∣∣
∫
Σ0\Bρ
φn(y)ηn(y)gn(y) dy
∣∣∣∣∣ ≤ Cρ−2−τ+εn log(ρ) + CεnR2−τn .
Using this and (7.11) we deduce the claim (7.10).
It follows that
cn → 0 as n→∞.
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As in Lemma 7.2, φn → 0 uniformly on compact sets. Then by (7.8) there is a point xn ∈ Σ0 such that
(1 + |xn|)τ |φn(xn)| ≥ 1
2
.
and |xn| → ∞. By scaling and translating we obtain a non-trivial φ satisfying
∆φ = 0 in R2 \ {0}
with
|φ(x)| ≤ C|x|−τ ,
which is impossible. 
Next we establish an a priori estimate for decaying solutions of (7.1). We do not expect solutions of this
problem to decay, but that this will be the case if f satisfies a constraint. For this reason, instead of (7.1) we
consider a projected equation
εJ sΣ0(φ) = f − cf0 in Σ0. (7.12)
where f0 is an appropriate function. For f0 we can take almost any smooth function with compact support,
but it will be important that ∫
Σ0
f0Z2 6= 0,
and that we have a solution φ0 with ‖φ0‖∗ <∞ of
εJ sΣ0(φ0) = f0 in Σ0.
One possibility to achieve this is the following. Let R > 0 the number given in Proposition 6.1. For ρ > R let
ηρ(x) = η(x/ρ) where η is a smooth radial cut-off function in R
3, such that η(x) = 1 for |x| ≤ 1 and η(x) = 0
for |x| ≥ 2. Let fρ = Z2ηρ and φρ be the function constructed in Proposition 6.1. We recall that it satisfies
εJ sΣ0(φρ)(X) = fρ(X) for X ∈ Σ0, |X | ≥ R,
and the estimate
‖φρ‖∗ ≤ C‖fρ‖1−ε,α+ε.
Note that
‖fρ‖1−ε,α+ε ≤ Cρ log(ρ).
and that since fρ is smooth, φρ is also smooth. Using elliptic estimates we deduce that ‖φρ‖C2,α(BR) ≤
Cρ log(ρ). Let
f˜ρ = εJ sΣ0(φρ).
Then ∫
Σ0
f˜ρZ2 =
∫
Σ0∩BR
εJ sΣ0(φρ)Z2 +
∫
Σ0\BR
Z22ηρ.
Since ∫
Σ0∩BR
εJ sΣ0(φρ)Z2 = O(ρ log(ρ)),
∫
Σ0\BR
Z22ηρ = cρ
2 log(ρ)2(1 + o(1))
as ρ→∞, where c > 0, we find that for ρ > 0 large∫
Σ0
f˜ρZ2 6= 0.
We fix ρ large and take
φ0 = φρ, f0 = f˜ρ. (7.13)
Lemma 7.4. Assume ‖|x|2+τ−εf‖L∞(Σ0) <∞ and φ, c is a solution of (7.12) such that ‖|x|τφ‖L∞(Σ0) <∞.
If ε is small enough, then there is C independent of f , φ, c such that
‖|x|τφ‖L∞(Σ0) + |c| ≤ C‖|x|2+τ−εf‖L∞(Σ0).
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Proof. Assume by contradiction that there are sequences εn → 0, φn, cn solving (7.12) with right hand side
fn such that
‖(1 + |x|)τφn‖L∞(Σ0) = 1, ‖(1 + |x|)2+τ−εnfn‖L∞(Σ0) → 0
as n→∞. Recall that Σ0 = Σ0(εn).
To estimate cn, let Z2 be given as in (7.2). We test equation (7.12) with Z2ηn where ηn is a smooth cut-off
function such that ηn(r) = 1 for r ≤ Rn and ηn(r) = 0 for r ≥ 2Rn, with Rn →∞ and
Rn << ε
− 1
2
n .
We get
εn
∫
Σ0(εn)
φn(x)
∫
Σ0(εn)
Z2(y)
ηn(y)− ηn(x)
|x− y|4−εn dy dx+
∫
Σ0(εn)
φn(y)ηn(y)JΣ0 (Z2)(y) dy
=
∫
Σ0(εn)
fnZ2ηn − cn
∫
Σ0(εn)
f0Z2ηn.
By a calculation
εn
∫
Σ0(εn)
φn(x)
∫
Σ0(εn)
Z2(y)
ηn(y)− ηn(x)
|x− y|4−εn dy dx→ 0
as n→∞, and ∫
Σ0(εn)
φn(y)ηn(y)JΣ0 [Z2](y) dy → 0
as n→∞. It follows that
cn → 0 as n→∞.
There is a point xn ∈ Σ0(εn) such that
(1 + |xn|)τ |φn(xn)| ≥ 1
2
.
If xn remains bounded, then up to subsequence φn → φ uniformly on compact sets of the catenoid C and φ
is a nontrivial solution of
∆Cφ+ |A|2φ = 0 on C
with |φ(x)| ≤ (1 + |x|)−τ . By Lemma 7.1 φ must be zero, a contradiction.
Hence xn is unbounded. By scaling and translating we obtain a non-trivial φ satisfying
∆φ+
η˜
r2
φ = 0 in R2
with
|φ(x)| ≤ C|x|−τ ,
where 0 ≤ η˜ ≤ 1 is a radial, non-decreasing function such that η˜ = 1 for all |x| ≥ m, where m ≥ 0. For r ≥ m
we get
φ(r) = a cos(log(r)) + b sin(log(r))
but then a = b = 0, so φ ≡ 0, a contradiction. 
Proof of Proposition 2.2. We want to solve (7.1) where f is radial and symmetric such that ‖f‖1−ε,α+ε <∞.
First we reduce the problem to one where the right hand side has fast decay. Let φ¯ = φ¯(f) be the function
constructed in Proposition 6.1 with right hand side f , namely φ¯ satisfies
εJ sΣ0(φ¯)(X) = f X ∈ Σ0, |X | ≥ R
where R > 0 is fixed in this proposition. Then we look for φ of the form φ = φ1 + ηφ¯ where η ∈ C∞(R2) is a
cut-off function such η(x) = 1 for |x| ≥ 2R, η(x) = 0 for |x| ≤ R. The function φ1 then needs to satisfy
εJ sΣ0(φ1) = f1 in Σ0
where
f1(x) = (1− η(x))f(x) − ε
∫
Σ0
φ¯(y)
η(y)− η(x)
|y − x|4−ε dy.
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Since the second term decays like |x|−4+ε as |x| → ∞, f1 has fast decay, meaning ‖(1+|x|)2+τ−εf‖L∞(Σ0) <∞.
In the sequel, we assume that f is symmetric, radial with ‖(1 + |x|)2+τ−εf‖L∞(Σ0) < ∞. First, we claim
that it is possible to find a solution φ, c to (7.12), which depends linearly on f and such that
‖(1 + |x|)τφ‖L∞ + |c| ≤ C‖(1 + |x|)2+τ−εf‖L∞.
We construct this solution by looking for it in the form
φ = ϕ+ η0ψ
and we ask that
Lε(ϕ) + bεϕ = −[Lε, η0](ψ) + (1− η0)f + cf0 in Σ0 (7.14)
Lε(ψ) + aεψ = −aε(1 − ηε)ϕ+ f in Σ0 \BR(0) (7.15)
Here
[Lε, η](ψ) = Lε(η0ψ)− η0Lε(ψ) = ε p.v.
∫
Σ0
ψ(y)
η0(y)− η0(x)
|x− y|4−ε dy,
and R is the same as in Proposition 6.2. The smooth cut-off functions, η0 and ηε are radial in R
3 and such
that
η0(x) = 0 for |x| ≤ R, η0(x) = 1 for |x| ≥ 2R,
ηε(x) = 1 for |x| ≤ ε− 12 , ηε(x) = 0 for |x| ≥ ε− 12 + 1.
We rewrite this system as a fixed point problem as follows. Let Y be the space Y = {ϕ ∈ L∞(Σ0) :
‖(1 + |x|)τϕ‖L∞ < ∞} with the norm ‖ϕ‖Y = ‖(1 + |x|)τϕ‖L∞ . Given ϕ ∈ Y we solve (7.15) using
Proposition 6.2 and obtain a solution ψ = ψ(ϕ). With this ψ we solve now problem (7.14) using Proposition 7.2
and obtain a solution ϕ˜ = ϕ˜(ϕ) ∈ Y . Let T (ϕ) = ϕ˜(ϕ) denote the operator defined in this way, so that
T : Y → Y is an affine linear operator.
We claim that T is compact. Assume that ϕn is a bounded sequence in Y , and let ψn be the corresponding
solution of (7.15). By Proposition 6.2 ‖ψn‖Y ≤ C. Let ϕ˜n, cn be the solution of (7.14) with ψ replaced by
ψn and c by cn. We claim that up to subsequence ϕ˜n converges in Y . By standard regularity ϕ˜n is bounded
in C1,αloc (Σ0) (any 0 < α < 1). Then for a subsequence (denoted the same), ϕ˜n → ϕ˜ uniformly on compact
sets of Σ0 as n→∞. Let τ ′ ∈ (τ, 1). Then note that [Lε, η][ψn] and (1− η0)f + cnf0 have fast decay uniform
in ε, more precisely
‖(1 + |x|)2+τ ′−ε(−[Lε, η0](ψn) + (1 − η0)f + cnf0)‖L∞ ≤ C.
By Proposition 7.2
‖(1 + |x|)τ ′ ϕ˜n‖L∞ ≤ C
and hence also ‖(1 + |x|)τ ′ ϕ˜‖L∞ <∞. It follows that for any r > 0
lim sup
n→∞
sup
Σ0∩Br(0)
(1 + |x|)τ |ϕ˜n − ϕ| = 0
lim sup
n→∞
sup
Σ0\Br(0)
(1 + |x|)τ |ϕ˜n − ϕ| ≤ Crτ−τ
′
,
so that lim supn→∞ ‖ϕ˜n − ϕ‖Y ≤ Crτ−τ
′
. Since r is arbitrary, ‖ϕ˜n − ϕ˜‖Y → 0 as n →∞. This proves that
T is compact. By Lemma 7.4 and the Fredholm alternative there is a unique solution of the system (7.14),
(7.15) and hence we find a unique solution φ to (7.12). Moreover
‖(1 + |x|)τφ‖L∞ + |c| ≤ C‖(1 + |x|)2+τ−εf‖L∞,
by Lemma 7.4.
Finally, we solve (7.1) when ‖(1 + |x|)2+τ−εf‖L∞ < ∞. For this let φ0 be be defined by (7.13). We look
now for a solution φ of (7.1) of the form φ = φ1 + αφ0, where we want φ1 to have fast decay. Then (7.1) is
equivalent to
εJ sΣ0(φ1) = f − αf0.
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Given α ∈ R, by the previous results we know that there exists c1 = c1(α) and φ1 = φ1(α) of fast decay
solving
εJ sΣ0(φ1) = f − (α+ c1(α))f0.
We claim that it is possible to choose α such that c1(α) = 0. For this, consider the function Z2 of (7.2) and
η a smooth cut-off function on Σ0 such that η(x) = 1 for |x| ≤ R˜ and η(x) = 0 for |x| ≥ 2R˜ with R˜ such that
R˜→∞ and εR˜2 log(R˜)→ 0. By the same calculation as in Proposition 7.2 we get
ε
∫
Σ0
φ1(x)
∫
Σ0
Z2(y)
η(y)− η(x)
|x− y|4−ε dy dx+
∫
Σ0
φ1(y)η(y)JΣ0 (Z2)(y) dy
=
∫
Σ0
fZ2η − (α+ c1(α))
∫
Σ0
f0Z2η. (7.16)
For the first 2 terms, we have∣∣∣∣ε
∫
Σ0
φ1(x)
∫
Σ0
Z2(y)
η(y)− η(x)
|x− y|4−ε dy dx
∣∣∣∣ = o(1)‖(1 + |x|)τφ1‖L∞
≤ o(1)(‖(1 + |x|)2+τ−εf‖L∞ + |α|)
and ∣∣∣∣
∫
Σ0
φ1(y)η(y)JΣ0 (Z2)(y) dy
∣∣∣∣ = o(1)‖(1 + |x|)τφ1‖L∞
≤ o(1)(‖(1 + |x|)2+τ−εf‖L∞ + |α|)
where o(1)→ 0 as R˜→∞ and ε→ 0. Then the equation (7.16) for α is uniquely solvable if ε is small. 
8. The nonlinear term
Consider h1.h2 defined on Σ0 with ‖hi‖∗ ≤ σ0ε 12 , where σ0 > 0 is a small constant. The main result in
this section is the following estimate stated in Proposition 2.3:
ε‖N(h1)−N(h2)‖1−ε,α+ε ≤ Cε− 12 (‖h1‖∗ + ‖h2‖∗)‖h1 − h2‖∗.
Note the “extra” ε−
1
2 in the left hand side.
We rewrite the fractional mean curvature in the following way. For a point x = (x′, Fε(x′)) ∈ Σ0 let
xh = x+ νΣ0(x)h(x) and let Lh(x) denote the half space defined by
Lh(x) = {y ∈ R3 : 〈y − xh, νΣh(xh)〉 ≥ 0},
where νΣh is the unit normal vector to ∂Eh pointing into Eh. Then
HsEh(xh) = 2
∫
R3
χEh(y)− χLh(x)(y)
|xh − y|3+s dy
which has the advantage that the integral is convergent.
To compute the previous integral restricted to a ball around x, let us represent Σh near this point as a graph
over the tangent plane to Σ0 at X . We start with r, θ polar coordinates for x ∈ R2, i.e. x = (r cos θ, r sin θ)
and let rˆ = x
′
r = (cos θ, sin θ)
T , θˆ = (− sin θ, cos θ)T . Given a point x ∈ Σ0, x = (x′, Fε(x′)) we let
Π1(x) =
1√
1 + F ′ε(x′)2
[
rˆ
F ′ε(x
′)
]
, Π2(x) =
[
θˆ
0
]
∈ R3, (8.1)
Π = [Π1,Π2].
The unit normal vector to Σ0 at X pointing up is then given by
νΣ0(X) =
1√
1 + F ′ε(x′)2
[−F ′ε(x′)rˆ
1
]
. (8.2)
Then we consider coordinates t = (t1, t2) and t3 defined by
(t1, t2, t3) 7→ Π1(x)t1 +Π2(x)t2 + νΣ0(x)t3.
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Let
Rx = δ|x|
where δ > 0 is a small fixed constant, and let us define t0 = t0(x) such that Π(x)t0 is the orthogonal projection
of x onto the plane generated by Π1(x), Π2(x).
Using the implicit function theorem (see Appendix C), given h on Σ0 with ‖h‖∗ ≤ σ0ε 12 , we can represent
∂Eh near xh = x+ νΣ0(x)h(x) as
Π(x)t + νΣ0(x)gh(t), |t− t0(x)| ≤ 2Rx
where gh is of class C
2,α in the ball B4Rx(t0(x)). We call Gx the operator defined by
gh = Gx(h). (8.3)
Let
ηx(t, t3) = η(
|t− t0(x)|
Rx
)η(
100|t3|
ε
1
2 |x| ) (8.4)
where η ∈ C∞(R) is such that η(s) = 1 for s ≤ 1 and η(s) = 0 for s ≥ 2. We also require η′ ≤ 0.
Let us write
Hs∂Eh(xh) = Hi(h)(x) +Ho(h)(x)
where
Hi(h)(xh) = 2
∫
R3
ηx(y − xh)
χEh(y)− χLh(x)(y)
|xh − y|3+s dy
Ho(h)(xh) = 2
∫
R3
(1− ηx(y − xh))
χEh(y)− χLh(x)(y)
|xh − y|3+s dy.
Let us explain the choice of cut-off function (8.4). For this, let us write
DRx(x) = {Π(x)t+ x : t ∈ R2, |t− t0(x)| < Rx},
which is a 2-dimensional disk on the tangent plane to Σ0 at x, centered at x, and of radius Rx = δ|x|. Let us
call
C(x) = {Π(x)t + t3νΣ0(x) + x : t ∈ R2, |t− t0(x)| < Rx, |t3| <
ε
1
2 |x|
100
},
the cylinder with base the disk DRx and height ε
1
2 |x|/100, and
C˜(x) = {Π(x)t+ t3νΣ0(x) + x : t ∈ R2, |t− t0(x)| < 2Rx, |t3| <
ε
1
2 |x|
50
},
which is a similar cylinder with twice the radius and height. The cut-off function (8.4) is zero outside the
C˜(x), while it is one on C(x). Since we assume ‖h‖∗ ≤ σ0ε 12 , we have ‖Dgh‖L∞ = O(ε 12 ) and then the set
Σh separates from Σ0 in the νΣ0(x) direction an amount bounded by O(ε
1
2 2Rx) = O(δε
1
2 |x|) over the disk
D2Rx(x). By choosing δ << 100 we achieve that the parts of Σh and the plane ∂Lh inside C˜(x) are in fact
contained in a cylinder with base D2Rx(x) but height O(δε
1
2 |x|), which is much small than the height of C(x).
We expand Hi, H0
Hi(h)(xh) = Hi(0)(x) +H
′
i(0)(h)(x) +Ni(h)(x)
Ho(h)(xh) = Ho(0)(x) +H
′
o(0)(h)(x) +No(h)(x).
Estimate (2.15) will follow from similar estimates of No(h) and Ni(h), which we state in the next lemmas.
Lemma 8.1. There is C independent of ε > 0 small such that for ‖hi‖∗ ≤ σ0ε 12 , i = 1, 2 we have
‖Ni(h1)−Ni(h2)‖1−ε,α+ε ≤ C
ε
(‖h1‖∗ + ‖h2‖∗)‖h1 − h2‖∗.
Lemma 8.2. There is C independent of ε > 0 small such that for ‖hi‖∗ ≤ σ0ε 12 , i = 1, 2 we have
‖No(h1)−No(h2)‖1−ε,α+ε ≤ C
ε
3
2
(‖h1‖∗ + ‖h2‖∗)‖h1 − h2‖∗.
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For the integral involved in Hi we can write
Hi(h)(xh) = 2
∫
B2Rx (0)
η( |t|Rx )
|t|3−ε
(
ψ(
∇gh(t0(x))t
|t| )− ψ(
gh(t+ t0(x)) − gh(t0(x))
|t| )
)
dt
where
ψ(s) =
∫ s
0
dτ
(1 + τ2)
4−ε
2
.
For a given C2,α function g defined on B2Rx(t0(x)) let
H˜x(g) = 2
∫
B2Rx (0)
η( |t|Rx )
|t|3−ε
(
ψ(
∇g(t0(x))t
|t| )− ψ(
g(t+ t0(x)) − g(t0(x))
|t| )
)
dt
so that
Hi(h) = H˜x(Gx(h)),
where Gx is the operator defined in (8.3).
For the expansion of H˜X it will be convenient to rewrite it as
H˜X(g) = 2
∫ 1
0
∫
R2
η( |z|RX )
|z|3−ε ψ
′ (At(g))B(g) dzdt,
where
At(g)(X, z) = t
g(z + t0(X))− g(t0(X))
|z| + (1− t)
∇g(t0(X))z
|z| ,
B(g)(X, z) =
g(z + t0(X))− g(t0(X))−∇g(t0(X))z
|z| .
Note that
DHi(h)[h1] = DH˜X(GX(h))[DGX(h)[h1]], (8.5)
D2Hi(h)[h1, h2] = D
2H˜X(GX(h))[DGX(h)[h1], DGX(h)[h2]] (8.6)
+DH˜X(GX(h))[D
2GX(h)[h1, h2]].
and
DH˜X(g)[g1] =
∫
R2
η( |z|RX )
|z|3−ε
[
ψ′′(At(g)(X, z))At(g1)(X, z)B(g)(X, z)
+ ψ′(At(g)(X, z))B(g1)(X, z)
]
dz,
D2H˜X(g)[g1, g2]
=
∫ 1
0
∫
R2
η( |z|RX )
|z|3−ε
[
ψ′′′(At(g)(X, z))B(g)(X, z)At(g1)(X, z)At(g2)(X, z)
+ ψ′′(At(g)(X, z))At(g1)(X, z)B(g2)(X, z)
+ ψ′′(At(g)(X, z))At(g2)(X, z)B(g1)(X, z)
]
dzdt.
For later computations we will need the following properties of DGX , D
2GX .
Lemma 8.3. Let ‖h‖∗, ‖h1‖∗, ‖h2‖∗ ≤ σ0ε 12 , X ∈ Σ0 and
g = GX(h), gi = DGX(h)[hi] i = 1, 2, gˆ = D
2GX(h)[h1, h2].
Then
‖GX(h)‖b ≤ C
where
‖g‖b = |X |−1‖g‖L∞(BX ) + ‖∇g‖L∞(BX ) + |X |‖D2g‖L∞(BX ) + |X |1+α[D2g]α,BX . (8.7)
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and BX = B2RX (t0(X)). Also, for z ∈ BX :
|At(g)(X, z)| ≤ C‖h‖∗ (8.8)
|B(g)(X, z)| ≤ C ‖h‖∗|X | |z|, (8.9)
|At(gi)(X, z)| ≤ C‖hi‖∗ (8.10)
|B(gi)(X, z)| ≤ C ‖hi‖∗|X | |z|. (8.11)
We leave the proof of these estimate for the appendix.
Lemma 8.4. Let h, h1, h2 be defined on Σ0 with ‖h‖∗, ‖hi‖∗ ≤ σ0ε 12 . Let X ∈ Σ0 and
g = GX(h), gi = DGX(h)[hi] i = 1, 2, gˆ = D
2GX(h)[h1, h2].
Then
ε|DH˜X(g)[gˆ](X)| ≤ C|X |1−ε ‖h1‖∗‖h2‖∗
ε
∣∣∣D2H˜(g)[g1, g2](X)∣∣∣ ≤ C|X |1−ε ‖h1‖∗‖h2‖∗.
Proof. Let us start with the first term in DH˜X(g)[g1]. Using (8.8), (8.10)∣∣∣∣∣
∫
R2
η( |z|RX )
|z|3−ε ψ
′′(At(g))At(g1)B(g) dz
∣∣∣∣∣ ≤ ‖ψ′′‖L∞‖At(g1)‖L∞
∫
B2RX (0)
1
|z|3−ε |B(g)| dz
≤ C‖h1‖∗
∫
B2RX (0)
1
|z|3−ε |B(g)| dz.
Then by (8.9) ∫
B2RX (0)
1
|z|3−ε |B(g)| dz ≤
‖h‖∗
|X |
∫
B2RX (0)
1
|z|2−ε dz
≤ C|X |‖h‖∗
RεX
ε
≤ C
ε|X |1−ε ‖h‖∗.
Therefore ∣∣∣∣∣
∫
R2
η( |z|RX )
|z|3−ε ψ
′′(At(g))At(g1)B(g) dz
∣∣∣∣∣ ≤ Cε|X |1−ε ‖h1‖∗.
For the second term observe that∣∣∣∣∣
∫
R2
η( |z|RX )
|z|3−ε ψ
′(At(g))B(g1) dz
∣∣∣∣∣ ≤ C
∫
B2RX (0)
|At(g)B(g1)| dz
≤ C
ε|X |1−ε ‖g1‖b,
which is obtained using (8.8) and (8.11).
For the first term in D2H˜X(g)[g1, g2], we have, using (8.9) and (8.10),∣∣∣∣∣
∫
R2
η( |z|RX )
|z|3−ε ψ
′′′(At(g))At(g1)At(g2)B(g) dz
∣∣∣∣∣
≤ ‖ψ′′′‖L∞‖At(g1)‖L∞‖At(g2)‖L∞
∫
B2RX (0)
1
|z|3−ε |B(g)| dz
≤ C
ε|X |1−ε ‖h1‖∗‖h2‖∗.
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Similarly, for the second and third terms∣∣∣∣∣
∫
R2
η( |z|RX )
|z|3−ε ψ
′′(At(g))At(g1)B(g2) dz
∣∣∣∣∣ ≤ ‖ψ′′‖L∞‖At(g1)‖L∞
∫
B2RX (0)
1
|z|3−ε |B(g2)| dz
≤ C
ε|X |1−ε ‖h1‖∗‖h2‖∗.

Now we deal with the Ho¨lder part of the norm ‖ ‖1−ε,α+ε.
Lemma 8.5. Let X1 = (x1, Fε(x1)), X2 = (x2, Fε(x2)) ∈ Σ0, be such that |X1| ≤ |X2| and |X1 − X2| ≤
1
10 |X1|. Let
gXj = GXj (h) j = 1, 2
gi,Xj = DGXj (h0)[hi] i, j = 1, 2.
Then
|D2H˜X1(gX1)[g1,X1 , g2,X1 ]−D2H˜X2(gX2)[g1,X2 , g2,X2 ]|
≤ C
ε
(‖h1‖∗ + ‖h2‖∗)‖h1 − h2‖∗ |X1 −X2|
α+ε
|X1|1+α . (8.12)
Proof. Thanks to (8.5) and (8.6), to prove (8.12) it is enough to show
|D2H˜X1(gX1)[g1,X1 , g2,X1 ]−D2H˜X2(gX2)[g1,X2 , g2,X2 ]|
≤ C
ε
‖h1‖∗‖h2‖∗ |X1 −X2|
α+ε
|X1|1+α , (8.13)
and
|DH˜X1(gX1)[D2GX1 (h)[h1, h2]]−DH˜X2(gX2)[D2GX2(h)[h1, h2]]|
≤ C
ε
‖h1‖∗‖h2‖∗ |X1 −X2|
α+ε
|X1|1+α . (8.14)
Let us show (8.13). For this, write
D2H˜Xj (gXj )[g1,Xj , g2,Xj ] = A1(Xj) +A2(Xj) + A3(Xj)
where
A1(Xj) =
∫ 1
0
∫
R2
η( |z|RXj
)
|z|3−ε ψ
′′′(At(gXj )(Xj , z))B(gXj )(Xj , z)At(g1,Xj )(Xj , z)At(g2,Xj )(Xj , z) dzdt,
A2(Xj) =
∫ 1
0
∫
R2
η( |z|RXj )
|z|3−ε ψ
′′(At(gXj )(Xj , z))At(g1,Xj )(Xj , z)B(g2,Xj )(Xj , z) dzdt,
A3(Xj) =
∫ 1
0
∫
R2
η( |z|RXj
)
|z|3−ε ψ
′′(At(gXj )(Xj , z))At(g2,Xj )(Xj , z)B(g1,Xj )(Xj , z) dzdt.
Let us estimate the difference
A1(Xj)−A1(Xj) =
∫ 1
0
(B1 +B2 +B3 +B4 +B5) dt
where
B1 =
∫
R2
η( |z|RX1 )− η(
|z|
RX2
)
|z|3−ε ψ
′′′(At(gX1)(X1, z))B(gX1)(X1, z)
·At(g1,X1)(X1, z)At(g2,X1)(X1, z) dz,
NONLOCAL s-MINIMAL SURFACES AND LAWSON CONES 49
B2 =
∫
R2
η( |z|RX2 )
|z|3−ε
(
ψ′′′(At(gX1)(X1, z))− ψ′′′(At(gX2)(X2, z))
)
B(gX1)(X1, z)
·At(g1,X1)(X1, z)At(g2,X1)(X1, z) dz,
B3 =
∫
R2
η( |z|RX2 )
|z|3−ε
)
ψ′′′(At(gX2)(X2, z))
(
B(gX1)(X1, z)−B(gX2)(X2, z)
)
·At(g1,X1)(X1, z)At(g2,X1)(X1, z) dz,
B4 =
∫
R2
η( |z|RX2 )
|z|3−ε
)
ψ′′′(At(gX2)(X2, z))B(gX2)(X2, z)
(
At(g1,X1)(X1, z)−At(g1,X2)(X2, z)
)
·At(g2,X1)(X1, z) dz,
B5 =
∫
R2
η( |z|RX2 )
|z|3−ε
)
ψ′′′(At(gX2)(X2, z))B(gX2)(X2, z)At(g1,X2)(X2, z)
· (At(g2,X1)(X1, z)−At(g2,X2)(X2, z)) dz.
We estimate B1:
|B1| ≤ ‖ψ′′′‖L∞‖At(g1)‖L∞‖At(g2)‖L∞
∫
B2RX2
(0)
η( |z|RX2 )− η(
|z|
RX1
)
|z|3−ε |B(g)| dz
where we have used η′ ≤ 0 and R2 ≥ R1. Thanks to (8.10), (8.9) we find
|B1| ≤ C ‖h1‖∗‖h2‖∗|X1
∫
B2RX2
(0)
η( |z|RX2 )− η(
|z|
RX1
)
|z|2−ε dz
≤ C
ε|X1| ‖h1‖∗‖h2‖∗(R
ε
X2 −RεX1)
≤ C|X1 −X2|
α+ε
ε|X1|1+α ‖h1‖b‖h2‖b.
Let us consider B2. Using (8.10) we get
|B2| ≤ C‖h1‖∗‖h2‖∗
∫
B2RX2
(0)
|At(gX1)(X1, z)−At(gX2)(X2, z)||B(g)(X1, z)| dz.
For z ∈ B2RX2 (0) we have
|At(gX1)(X1, z)−At(gX2)(X2, z)|
≤ |At(gX1)(X1, z)−At(gX1)(X2, z)|+ |At(gX1)(X2, z)−At(gX2)(X2, z)|.
For the first term
|At(gX1)(X1, z)−At(gX1)(X2, z)| ≤ ‖g′′X1‖L∞(B2RX2 (t0(X1)))|t0(X1)− t0(X2)|
≤ C ‖gX1‖b|X1| |X1 −X2|.
For the second term we have
|At(gX1)(X2, z)−At(gX2)(X2, z)| ≤ ‖gX1 − gX2‖b ≤ C
|X1 −X2|
|X1| ,
where the last inequality follow from ... Therefore for z ∈ B2RX2 (0) • make ref
|At(gX1)(X1, z)−At(gX2)(X2, z)| ≤
C
|X1| |X1 −X2|.
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This combined with (8.9) gives∫
B2RX2
(0)
|At(gX1)(X1, z)−At(gX2)(X2, z)||B(g)(X1, z)| dz
≤ C |X1 −X2||X1|2
∫
B2RX2
(0)
|z|ε−2 dz
≤ C |X1 −X2|
ε|X1|2 R
ε
X2 ≤
C|X1 −X2|α+ε
|X1|1+α ,
and therefore
|B2| ≤ C‖h1‖∗‖h2‖∗ |X1 −X2|
α+ε
|X1|1+α .
For B3 we proceed as follows:
|B3| ≤ ‖ψ′′′‖L∞‖g1‖b‖g2‖b
∫
B2RX2
(0)
|B(gX1)(X1, z)−B(gX2)(X2, z)|
|z|3−ε dz (8.15)
Let R = 10|X1 −X2| and assume that R ≤ 12 min(|X1|, |X2|). We split
|B(gX1)(X1, z)−B(gX2)(X2, z)|
≤ |B(gX1)(X1, z)−B(gX1)(X2, z)|+ |B(gX1 )(X2, z)−B(gX2)(X2, z)|.
For the first term we have∫
BR(0)
|B(gX1)(X1, z)−B(gX1)(X2, z)|
|z|3−ε dz
≤
∫ 1
0
(1− τ)
∫
BR(0)
|g′′X1(t0(X1) + τz)[z2]− g′′X1(t0(X2) + τz)[z2]|
|z|4−ε dz dτ
≤ C|t0(X1)− t0(X2)|α[g′′X1 ]α,BR(0)
Rε
ε
≤ C
ε
|X1 −X2|α+ε
|X1|1+α ‖gX1‖b.
We next estimate the integral in B2RX2 (0) \BR(0) and for this we compute for z ∈ B2RX2 (0) \BR(0),
|z|(B(gX1)(X1, z)−B(gX1)(X2, z))
= gX1(t0(X1) + z)− gX1((t0(X1))−∇gX1((t0(X1))z
− [gX1((t0(X2) + z)− gX1(t0(X2))−∇gX1(t0(X2))z]
=
∫ 1
0
(∇gX1(xτ + z)−∇gX1(xτ )− g′′X1(xτ )z)(t0(X1)− t0(X2)) dτ
=
∫ 1
0
∫ 1
0
(g′′X1(xτ + ρz)z − g′′X1(xτ )z)(t0(X1)− t0(X2)) dρdτ,
where xτ = τt0(X1) + (1− τ)t0(X2). Then
|z||B(gX1)(X1, z)−B(gX1)(X2, z)| ≤ [g′′X1 ]α,BR¯(x¯)|z|1+α|t0(X1)− t0(X2)|
≤ C‖gX1‖b|X1|−1−α|z|1+α|X1 −X2|.
Integrating ∫
B2RX2
(0)\BR(0)
|B(gX1)(X1, z)−B(gX1)(X2, z)|
|z|3−ε dz
≤ C‖gX1‖∗|X1|−1−α|X1 −X2|Rα+ε−1
≤ C‖gX1‖b|X1|−1−α|X1 −X2|α+ε.
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To estimate ∫
B2RX2
(0)
|B(gX1)(X2, z)−B(gX2)(X2, z)|
|z|3−ε dz
we observe that
|B(gX1)(X2, z)−B(gX2)(X2, z)|
≤ |z|
∫ 1
0
(1− τ)|g′′X1 (t0(X2) + τz)− g′′X2(t0(X2) + τz)| dz
≤ |z|1+α ‖gX1 − gX2‖b|X1|1+α ≤
C|z|1+α
|X1|2+α |X1 −X2|.
Integrating we find∫
BRX2
(0)
|B(gX1)(X2, z)−B(gX2)(X2, z)|
|z|3−ε dz ≤
C
|X1|1+α |X1 −X2|
α+ε.
This shows that
|B3| ≤ C
ε
|X1 −X2|α+ε
|X1|1+α ‖g1‖b‖g2‖b,
The estimates of B4 and B5 are similar and we omit the details. This proves the estimate
|A1(X1)−A1(X2)| ≤ C
ε
‖h1‖∗‖h2‖∗ |X1 −X2|
α+ε
|X1|1+α .
Let us estimate the difference
A2(X1)−A2(X2) =
∫ 1
0
(B1 +B2 +B3 +B4) dt
with
B1 =
∫
R2
η( |z|RX1 )− η(
|z|
RX2
)
|z|3−ε ψ
′′(At(gX1)(X1, z))At(g1,X1)(X1, z)B(g2,X1)(X1, z) dz
B2 =
∫
R2
η( |z|RX2 )
|z|3−ε
(
ψ′′(At(gX1)(X1, z))− ψ′′(At(gX2)(X2, z))
)
At(g1,X1)(X1, z)
·B(g2,X1)(X1, z) dz
B3 =
∫
R2
η( |z|RX2 )
|z|3−ε ψ
′′(At(gX2)(X2, z))
(
At(g1,X1)(X1, z)−At(g1,X2)(X2, z)
)
· B(g2,X1)(X1, z) dz
B4 =
∫
R2
η( |z|RX2 )
|z|3−ε ψ
′′(At(gX2)(X2, z))At(g1,X2)(X2, z)
· (B(g2,X1)(X1, z)−B(g2,X2)(X2, z)) dz
The terms B1, B2, B3 are similar as before and we have
|B1|+ |B2|+ |B3| ≤ C
ε
|X1 −X2|α+ε
|X1|1+α ‖g1‖b‖g2‖b
≤ C
ε
|X1 −X2|α+ε
|X1|1+α ‖h1‖∗‖h2‖∗.
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Let us focus on
|B4| ≤ C‖h1‖∗
∫
B2RX2
(0)
|B(g2,X1)(X1, z)−B(g2,X2)(X2, z)|
|z|3−ε dz. (8.16)
The difference with the estimate for (8.15) is that now we cannot control ‖g2,X1‖b only assuming ‖h‖∗
bounded, since g2,X1 involves derivatives of h.
We proceed by the following observation. We will see that g2,Xj can be decomposed in 2 parts, one of
them being regular enough to perform the previous calculations, and the second part having a special form.
A model for the second part is
Dth˜(t+ t0(Xj))b(Xj , t+ t0(Xj))
where h˜ is h composed with an appropriate change of variables (this in reality also depends on Xj , but for
to explain the idea here we will omit this dependence), and
b(Xj , t0(Xj)) = 0.
Let us see what we get if we assume for the moment that
g2,Xj = Dth˜(t+ t0(Xj))b(Xj , t+ t0(Xj)).
Then we have
B(g2,Xj )(Xj , z) =
1
|z|
[
Dth˜(z + t0(Xj))b(Xj , z + t0(Xj))−Dth˜(t0(Xj))Dtb(Xj , t0(Xj))
]
and so
|B(g2,X1)(X1, z)−B(g2,X2)(X2, z)| ≤ A+B
where
A =
1
|z|
∣∣∣(Dth˜(z + t0(X1))−Dth˜(t0(X1)))b(X1, z + t0(X1))
− (Dth˜(z + t0(X2))−Dth˜(t0(X2)))b(X2, z + t0(X2))
∣∣∣
B =
1
|z|
∣∣∣Dth˜(t0(X1)))(Dtb(X1, t0(X1))z − b(X1, t0(X1)))
−Dth˜(t0(X2)))(Dtb(X2, t0(X2))z − b(X2, t0(X2)))
∣∣∣.
For A we write
A ≤ A1 +A2
where
A1 =
1
|z|
∣∣Dth˜(z + t0(X1))−Dth˜(t0(X1))
− (Dth˜(z + t0(X2))−Dth˜(t0(X2)))
∣∣|b(X1, z + t0(X1))|
A2 =
1
|z|
∣∣(Dth˜(z + t0(X2))−Dth˜(t0(X2)))(b(X1, z + t0(X1))− b(X2, z + t0(X2)))∣∣
For the first term we split the integral in BR(0) and outside, where R = 10|X1 − X2| and we assume
R ≤ 110 |X1|. For z ∈ BR(0) we estimate
A1 ≤ 1|z|
∫ 1
0
∣∣Dtth˜(τz + t0(X1))−Dtth˜(τz + t0(X2))∣∣ dτ |z||b(X1, z + t0(X1))|
≤ C‖b(X1, z + t0(X1))|z| ‖L∞
|X1 −X2|α|z|
|X1|1+α ,
where we have used
‖b(X1, z + t0(X1))|z| ‖L∞ <∞ (8.17)
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and the norm is computed in a ball B4RX1 (0). Therefore∫
BR(0)
1
|z|3−εA1 dz ≤ C
|X1 −X2|α
|X1|1+α
∫
BR(0)
|z|ε−2 dz
= C
|X1 −X2|α
|X1|1+α
Rε
ε
=
C
ε
|X1 −X2|α+ε
|X1|1+α .
For the integral outside BR(0) we estimate
A1 ≤ C
∫ 1
0
∣∣Dtth˜(z + t0(Xτ ))−Dtth˜(t0(Xτ ))∣∣ dτ |X1 −X2|‖b(X1, z + t0(X1))|z| ‖L∞ |z|,
where {Xτ : τ ∈ [0, 1]} denotes a path joining X1 to X2, with | ddτXτ | ≤ C|X1 −X2|. Hence
A1 ≤ C‖b(X1, z + t0(X1))|z| ‖L∞
|X1 −X2|
|X1|1+α |z|
α.
Integrating, ∫
B2RX2
(0)\BR(0)
1
|z|3−εA1 dz ≤ C
|X1 −X2|
|X1|1+α
∫
B2RX2
(0)\BR(0)
|z|ε−3+α dz
≤ C |X1 −X2||X1|1+α R
ε−1+α
= C
|X1 −X2|α+ε
|X1|1+α .
The estimate for A2 works directly by using
|b(X1, z + t0(X1))− b(X2, z + t0(X2))| ≤ C |z||X1 −X2||X1|2
and there is no need to split the integral.
For B we estimate as
B ≤ B1 +B2
where
B1 =
1
|z|
∣∣(Dth˜(t0(X1))−Dth˜(t0(X2)))(Dtb(X1, t0(X1))z − b(X1, z + t0(X1)))∣∣
B2 =
1
|z|
∣∣Dth˜(t0(X2))(Dtb(X1, t0(X1))z − b(X1, z + t0(X1))
− (Dtb(X2, t0(X2))z − b(X2, z + t0(X2))))
∣∣.
Using ∣∣Dtb(X1, t0(X1))z − b(X1, z + t0(X1))∣∣ ≤ C |z|2|X1| (8.18)
we get
B1 ≤ C 1|z|
|X1 −X2|
|X1|
∣∣Dtb(X1, t0(X1))z − b(X1, z + t0(X1))∣∣
≤ C 1|z|
|X1 −X2|
|X1|
|z|2
|X1|
and then ∫
B2RX2
(0)
1
|z|3−εB1 dz ≤ C
|X1 −X2|α+ε
|X1|1+α .
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For B2, let R = 10|X1 −X2| and we assume R ≤ 110 |X1|. Then, using∣∣Dtb(X1, t0(X1))z − b(X1, z + t0(X1))
− (Dtb(X2, t0(X2))z − b(X2, z + t0(X2)))
∣∣ ≤ C |X1 −X2|α|z|2|X1|1+α , (8.19)
we have
B2 ≤ C|z|
|X1 −X2|α|z|2
|X1|1+α
and we obtain ∫
BR(0)
1
|z|3−εB2 dz ≤ C
|X1 −X2|α+ε
|X1|1+α .
To estimate the integral outside BR(0) we use∣∣Dtb(X1, t0(X1))z − b(X1, z + t0(X1))
− (Dtb(X2, t0(X2))z − b(X2, z + t0(X2)))
∣∣ ≤ C |X1 −X2||z|1+α|X1|1+α , (8.20)
and we get ∫
B2RX2
(0)\BR(0)
1
|z|3−εB2 dz ≤ C
|X1 −X2|
|X1|1+α
∫
B2RX2
(0)\BR(0)
1
|z|3−ε |z|
α dz
≤ C
ε
|X1 −X2|α+ε
|X1|1+α
Let us verify the assertions on b made in (8.17)–(8.20). The function b(X, z + t0(X0)) is given at main
order by
b(X, t+ t0(X))
= ν(i)(x)ν(j)(x+ r0y(x,
t− t0(X)
r0
))− ν(j)(x)ν(i)(x + r0y(x, t− t0(X)
r0
)), (8.21)
where ν(i) are the components of the unit normal vector to Σ0, which we consider as functions of x with
X = (x, Fε(x)), r0 = δ|X |, and y is a change of variables from variables (t1, t2) parametrizing the tangent
plane to Σ0 at X to R
2. It has a bounded C2,α norm. Then
|b(X, t+ t0(X))| ≤ C‖∇ν‖L∞ |t|
but r0 = δ|X | and ‖∇ν‖L∞ = O( ε1/2|X| ), and this implies (8.17).
To prove (8.18) note that∣∣Dtb(X, t0(X))z − b(X, z + t0(X))∣∣ ≤ ‖Dttb(X, ·)‖L∞ |z|2,
where the L∞ norm is in ball of center x and radiusO(δ|X |). By using formula (8.21) we get ‖Dttb(X1, ·)‖L∞ =
ε
1
2
|X|2 and we obtain (8.18).
Estimates (8.19) and (8.20) can be prove similarly.
The complete argument is given next. Thanks to (C.11) we can decompose
g2,Xj = g¯2,Xj + g˜2,Xj
where g¯2,Xj can be chosen so that it does not involve derivatives of h, and satisfies the estimate
‖g¯2,Xj‖b ≤ C‖h2‖∗.
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Then one can prove as was done for (8.15):∫
B2RX2
(0)
|B(g¯2,X1)(X1, z)−B(g¯2,X2)(X2, z)|
|z|3−ε dz ≤
C
ε
|X1 −X2|α+ε
|X1|1+α ‖g¯2,X1‖b
≤ C
ε
|X1 −X2|α+ε
|X1|1+α ‖h2‖∗.
For g˜2,Xj we claim that the same estimate holds, that is, we claim that∫
B2RX2
(0)
|B(g˜2,X1)(X1, z)−B(g˜2,X2)(X2, z)|
|z|3−ε dz ≤
C
ε
|X1 −X2|α+ε
|X1|1+α ‖h2‖∗. (8.22)
To prove this, we use representation
g˜2,Xj (t) = h˜2(Xj , t)Q0(Xj , t, h˜(Xj , t), Dth˜(Xj , t)), (8.23)
where the functions h˜2(Xj , t), h˜(Xj , t) are obtained from h2 and h through a change of variables:
h˜(Xj , t) = h(yXj (t)), h˜2(Xj , t) = h2(yXj (t)),
as in the Appendix C. Here, for a given X ∈ Σ0, Q0 = Q0(X, t, h, ξ), is defined for t ∈ R2, |t− t0(X)| ≤ 4RX ,
h ∈ R, ξ ∈ R2 and is explicitly written in (C.12). It has the properties
Q0(Xj , t0(Xj), h, ξ) = 0
DhQ0(Xj , t0(Xj), h, ξ) = 0
DξkQ0(Xj , t0(Xj), h, ξ) = 0.
Let us define
Q(X, t+ t0(X), ξ) = Q0(X, t+ t0(X), h˜(X, z), ξ)
so that
g˜2,Xj (t) = h˜2(Xj , t)Q(Xj , t+ t0(Xj), Dth˜(Xj , t))).
Now we write
B(g˜2,Xj )(Xj , z) =
g˜2,Xj (z + t0(Xj))− g˜2,Xj (t0(Xj))−∇g˜2,Xj (t0(Xj))z
|z|
=
h˜2(Xj , z + t0(Xj))Q(Xj , z + t0(Xj), . . .)− h˜2(Xj , t0(Xj))DtQ(Xj , t0(Xj), . . .)z
|z|
=
(h˜2(Xj , z + t0(Xj))− h˜2(Xj , t0(Xj)))Q(Xj , z + t0(Xj), . . .)
|z|
+
h˜2(Xj , t0(Xj))(Q(Xj , z + t0(Xj), . . .)−DtQ(Xj , t0(Xj), . . .)z)
|z| ,
where we are using the notation
Q(Xj , z + t0(Xj), . . .) = Q(Xj, z + t0(Xj), Dth˜(Xj , z + t0(Xj)))
Q(Xj, t0(Xj), . . .) = Q(Xj, t0(Xj), Dth˜(Xj , t0(Xj))).
We have to estimate
B(g˜2,X1)(X1, z)−B(g˜2,X1)(X1, z) = D1 +D2 +D3
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where
D1 =
(h˜2(X1, z + t0(X1))− h˜2(X1, t0(X1)))Q(X1, z + t0(X1), . . .)
|z|
− (h˜2(X2, z + t0(X2))− h˜2(X2, t0(X2)))Q(X2, z + t0(X2), . . .)|z|
D2 = (h˜2(X1, t0(X1))− h˜2(X2, t0(X2)))Q(X1, z + t0(X1), . . .)−DtQ(X1, t0(X1), . . .)z|z|
D3 = h˜2,X2(t0(X2))
[Q(X1, z + t0(X1), . . .)−DtQ(X1, t0(X1), . . .)z)
|z|
− QX2(z + t0(X2), . . .)−DtQX2(t0(X2), . . .)z|z|
]
.
The estimate ∫
B2RX2
(0)
1
|z|3−ε (|D1|+ |D2|) z ≤ C
|X1 −X2|α+ε
|X1|1+α
can be proved in the same way as before, since forD1 difference quotients of Q involve only difference quotients
of Dth˜ which can be controlled by ‖h‖∗, and for D2 we need only to consider difference quotients of h˜.
The estimate of D3 is more delicate, and we proceed with detail. We further split
D3 = h˜2,X2(t0(X2))(D3,a +D3,b)
where
D3,a =
1
|z|
[
Q(X1, z + t0(X1), Dth˜(X1, z + t0(X1)))−Q(X1, z + t0(X1), Dth˜(X1, t0(X1)))
− (Q(X2, z + t0(X2), Dth˜(X2, z + t0(X2))) −Q(X2, z + t0(X2), Dth˜(X2, t0(X2))))]
D3,b =
1
|z|
[
Q(X1, z + t0(X1), Dth˜(X1, t0(X1)))−DtQ(X1t0(X1), Dth˜(X1, t0(X1)))
− (Q(X2, z + t0(X2), Dth˜(X2, t0(X2)))−DtQ(X2, t0(X2), Dth˜(X2, t0(X2))))]−
To estimate the integral of 1|z|3−ε |D3,a| overBRX2 (0) we divide the region of integration in BR(0) and BRX2 (0)\
BR(0), where R = 10|X1 −X2|. To estimate the integral inside BR(0) we compute
D3,a =
1
|z|
∫ 1
0
d
dτ
[
Q(X1, z + t0(X1), Dth˜(X1, τz + t0(X1)))
−Q(X2, z + t0(X2), Dth˜(X2, τz + t0(X2)))
]
dτ
=
1
|z|
∫ 1
0
[
DξQ(X1, z + t0(X1), Dth˜(X1, τz + t0(X1)))Dtth˜(X1, τz + t0(X1))
−DξQ(X2, z + t0(X2), Dth˜(X2, τz + t0(X2)))Dtth˜(X2, τz + t0(X2))
]
dτ.
From this
|D3,a| ≤ D3,a,1 +D3,a,2
where
D3,a,1 =
1
|z|
∫ 1
0
∣∣[DξQ(X1, z + t0(X1), Dth˜(X1, τz + t0(X1)))
−DξQ(X2, z + t0(X2), Dth˜(X2, τz + t0(X2)))
]
Dtth˜(X1, τz + t0(X1))
∣∣ dτ
D3,a,2 =
∫ 1
0
∣∣DξQ(X2, z + t0(X2), Dth˜(X2, τz + t0(X2))))
· [Dtth˜(X1, τz + t0(X1))−Dtth˜(X2, τz + t0(X2))]∣∣ dτ
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Using regularity of Q(X, t, h, ξ) with respect to X and that we we have control of D2h˜ we have∣∣DξQ(X1, z + t0(X1), Dth˜(X1, τz + t0(X1)))
−DξQ(X2, z + t0(X2), Dth˜(X2, τz + t0(X2)))
∣∣ ≤ C |z||X1 −X2||X1| .
Using this and that |D2tth˜| ≤ ‖h‖∗/|X1| we find∫
B2RX2
(0)
1
|z|4−ε |(DξQ(X1, z + t0(X1), . . .)−DξQ(X2, z + t0(X2), . . .))Dtth˜(X1, τz + t0(X1))z| dz
≤ C |X1 −X2||X1|2
∫
BRX2
(0)
1
|z|2−ε dz ≤
C
ε
|X1 −X2|α+ε
|X1|1+α .
For the second term we use
|DξQ(X2, z + t0(X2), . . .)| ≤ C|z|
and
|Dtth˜(X1, τz + t0(X1))−Dtth˜(X2, τz + t0(X1))| ≤ C |X1 −X2|
α
|X1|1+α .
Then we obtain∫
BR(0)
1
|z|4−ε |DξQ(X2, z + t0(X2), . . .)(Dtth˜(X1, τz + t0(X1))z −Dtth˜(X2, τz + t0(X1))z)| dz
≤ C
ε
|X1 −X2|α+ε
|X1|1+α .
Therefore we get ∫
BR(0)
1
|z|3−ε |D3,a| dz ≤
C
ε
|X1 −X2|α+ε
|X1|1+α .
Let us proceed with the estimate of the integral of 1|z|3−ε |D3,a| over the region BRX2 (0) \BR(0).
Recall that the points Xj have the form Xj = (xj , Fε(xj)), j = 1, 2. For for τ ∈ [0, 1] we let Xτ =
(xτ , Fε(xτ )) where xτ = τx1 + (1− τ)x2. We compute
D3,a =
1
|z|
∫ 1
0
d
dτ
[
Q(Xτ , z + t0(Xτ ), Dth˜(Xτ , z + t0(Xτ )))
−Q(Xτ , z + t0(Xτ ), Dth˜(Xτ , t0(Xτ )))
]
dτ
and so
|D3,a| ≤
∫ 1
0
(D¯3,a,1 + D¯3,a,2 + D¯3,a,3 + D¯3,a,4) dτ
where
D¯3,a,1 =
|X1 −X2|
|z|
∣∣DXQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , z + t0(Xτ )))
−DXQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , t0(Xτ )))
∣∣
D¯3,a,2 =
|X1 −X2|
|z| |(DtQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , z + t0(Xτ )))
−DtQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , t0(Xτ ))))DX t0(Xτ )|
D¯3,a,3 =
|X1 −X2|
|z|
∣∣[DξQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , z + t0(Xτ )))
−DξQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , t0(Xτ )))
]
D2X,th˜(Xτ , z + t0(Xτ ))
∣∣
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D¯3,a,4 =
|X1 −X2|
|z|
∣∣DξQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , t0(Xτ )))
· [D2X,th˜(Xτ , z + t0(Xτ ))−D2X,th˜(Xτ , t0(Xτ ))]∣∣
D¯3,a,5 =
|X1 −X2|
|z|
∣∣[DξQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , z + t0(Xτ )))
−DξQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , t0(Xτ )))
]
D2tth˜(Xτ , z + t0(Xτ ))DXt0(Xτ )|
D¯3,a,6 =
|X1 −X2|
|z|
∣∣DξQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , t0(Xτ )))[
D2tth˜(Xτ , z + t0(Xτ ))−D2tth˜(Xτ , t0(Xτ ))
]
DXt0(Xτ ).
The most delicate terms are the ones involving differences of second derivatives of h˜. For example, for D¯3,a,6
we use
|DξQ(Xτ , z + t0(Xτ ), Dth˜(Xτ , t0(Xτ )))| ≤ C|z|
and
|D2tth˜(Xτ , z + t0(Xτ ))−D2tth˜(Xτ , t0(Xτ ))| ≤ C
|z|α
|X1|1+α
and obtain ∫
B2RX2
(0)
1
|z|3−ε D¯3,a,6 dz ≤ C
|X1 −X2|
|X1|1+α
∫
B2RX2
(0)
|z|α−3+ε dz
≤ C |X1 −X2|
α+ε
|X1|1+α .
Other terms in D3,a are estimated similarly and we find∫
B2RX2
(0)\BR(0)
1
|z|3−ε |D3,a| dz ≤
C
ε
|X1 −X2|α+ε
|X1|1+α .
All other terms can be handled with analogous computations, and this establishes (8.13).
Let us prove now (8.14). Let
gˆXj = D
2GXj (h)[h1, h2].
We claim that
|DH˜X1(gX1)[gˆX1 ]−DH˜X2(gX2)[gˆX2 ]| ≤
C
ε
‖h1‖∗‖h2‖∗ |X1 −X2|
α+ε
|X1|1+α .
For this we write
DH˜Xj (gXj )[gˆXj ] = A4(Xj) +A5(Xj)
where
A4(Xj) =
∫
R2
η( |z|RXj )
|z|3−ε ψ
′′(At(gXj )(Xj , z))At(gˆXj )(Xj , z)B(gXj )(Xj , z) dz
A5(Xj) =
∫ 1
0
η( |z|RXj
)
|z|3−ε ψ
′(At(gXj )(Xj , z))B(gˆXj )(Xj , z) dz.
The most delicate difference is
A5(X1)−A5(X2) =
∫ 1
0
(B1 +B2 +B3) dt
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where
B1 =
∫
R2
η( |z|RX1 )− η(
|z|
RX2
)
|z|3−ε ψ
′(At(gX1)(X1, z))B(gˆX1)(X1, z) dz,
B2 =
∫
BRX2
(0)
1
|z|3−ε
(
ψ′(At(gX1)(X1, z))− ψ′(At(gX2)(X2, z))
)
B(gˆX1)(X1, z) dz,
B3 =
∫
BRX2
(0)
1
|z|3−εψ
′(At(gX2)(X2, z))
(
B(gˆX1)(X1, z)−B(gˆX2)(X2, z)
)
dz.
Let us focus on the most delicate term, B3. It can be estimated as follows:
|B3| ≤
∫
BRX2
(0)
1
|z|3−ε |B(gˆX1)(X1, z)−B(gˆX2)(X2, z)| dz
and we claim that∫
BRX2
(0)
1
|z|3−ε |B(gˆX1)(X1, z)−B(gˆX2)(X2, z)| dz ≤
C
ε
‖h1‖∗‖h2‖∗ |X1 −X2|
α+ε
|X1|1+α .
The computation involves a similar difficulty as in the estimate of (8.16), except that now the functions gˆXj
involve up to second derivatives of h. They can also be decomposed as follows
gˆXj = gˆ0,Xj + gˆ1,Xj + gˆ2,Xj .
Since B is linear we have to estimate∫
BRX2
(0)
1
|z|3−ε |B(gˆk,X1)(X1, z)−B(gˆk,X2)(X2, z)| dz (8.24)
for k = 0, 1, 2. For gˆ0,Xj we have
‖gˆ0,Xj‖b ≤ C‖h1‖∗‖h2‖∗. (8.25)
and so we can estimate the integral as we did for (8.15), using (8.25). For gˆ1,Xj we have the same properties
as for g˜2,Xj in (8.23) and so the estimate of the integral can be done in the same way as in the proof of (8.22).
Let us show that (8.24) holds for k = 2. This function has the form:
gˆ2,Xj = Dtth˜(Xj , t+ t0(Xj))b(Xj , t+ t0(Xj)),
with b now satisfying
b(Xj , t+ t0(Xj)) = O(
|t|2
|Xj| ).
Let us sketch the computations, assuming no dependence on the first variables in h and b, and t0(X) = X
i.e.
B(gˆ2,Xj )(Xj , z) =
Dtth˜(z +Xj)b(z)
|z|
and so
B(gˆ2,X1)(X1, z)−B(gˆ2,X2)(X2, z)
=
1
|z|
[
Dtth˜(z +X1)b(z)−Dtth˜(z +X2)b(z)
]
Note that the functions ∣∣∣∣ 1|z|4−εDtth˜(z +Xj)b(z)
∣∣∣∣ ≤ C 1|z|2−ε
are integrable.
60 JUAN DA´VILA, MANUEL DEL PINO, AND JUNCHENG WEI
We have to estimate
∫
BRX2
(0)
1
|z|4−ε
[
Dtth˜(z +X1)b(z)−Dtth˜(z +X2)b(z)
]
dz
=
∫
BRX2
(0)
1
|z|4−εDtth˜(z +X1)b(z) dz −
∫
BRX2
(0)
1
|z|4−εDtth˜(z +X2)b(z) dz
Let R¯ = 10|X1 −X2| and X¯ be the middle point between X1 and X2: X¯ = 12 (X1 +X2) in this simplified
calculation.
Then
∣∣∣∣∣
∫
BR(0)
1
|z|4−εDtth˜(z +X1)b(z) dz −
∫
BR(0)
1
|z|4−εDtth˜(z +X2)b(z) dz
∣∣∣∣∣
≤
∫
BR(0)
1
|z|4−ε |(Dtth˜(z +X1)−Dtth˜(z +X2))b(z)| dz
≤ C[D2h˜]α|X1 −X2|α sup |b(z)||z|2
∫
BR(0)
1
|z|2−ε dz
≤ C[D2h˜]α|X1 −X2|α sup |b(z)||z|2
Rε
ε
≤ C|X1 −X2|
α+ε
|X1|1+α
and we need here
[D2h˜]α ≤ C|X1|1+α , quad sup
|b(z)|
|z|2 ≤ C.
The remaining part is
(a) =
∫
BRX2
(0)\BR(0)
1
|z|4−εDtth˜(z +X1)b(z) dz −
∫
BRX2
(0)\BR(0)
1
|z|4−εDtth˜(z +X2)b(z) dz
=
∫
BRX2
(0)\BR(0)
1
|z|4−ε (Dtth˜(z +X1)−Dtth˜(X¯))b(z) dz
−
∫
BRX2
(0)\BR(0)
1
|z|4−ε (Dtth˜(z +X2)−Dtth˜(X¯))b(z) dz
=
∫
BRX2
(X1)\BR(X1)
1
|z −X1|4−ε (Dtth˜(z)−Dtth˜(X¯))b(z −X1) dz
−
∫
BRX2
(X2)\BR(X2)
1
|z −X2|4−ε (Dtth˜(z)−Dtth˜(X¯))b(z −X2) dz,
where we have added and subtracted
Dtth˜(X¯)
∫
BRX2
(0)\BR(0)
1
|z|4−ε b(z) dz.
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Let us decompose
(a) =
∫
A
1
|z|2−ε |Dtth˜(z)−Dtth˜(X¯)|
∣∣∣∣ b(z −X1)|z −X1|4−ε −
b(z −X2)
|z −X2|4−ε
∣∣∣∣ dz
+
∫
R1
1
|z −X1|4−ε (Dtth˜(z)−Dtth˜(X¯))b(z −X1) dz
−
∫
R2
1
|z −X2|4−ε (Dtth˜(z)−Dtth˜(X¯))b(z −X2) dz,
+
∫
R3
1
|z −X1|4−ε (Dtth˜(z)−Dtth˜(X¯))b(z −X1) dz
−
∫
R4
1
|z −X2|4−ε (Dtth˜(z)−Dtth˜(X¯))b(z −X2) dz.
where
A = [BRX2 (X1) \BR(X1)] ∩ [BRX2 (X2) \BR(X2)]
R1 = BRX2 (X1) \BRX2 (X2)
R2 = BRX2 (X2) \BRX2 (X1)
R3 = BR(X2) \BR(X1)
R4 = BR(X1) \BR(X2).
Note that
BR/2(X¯) ⊂ A ⊂ B2RX2 (X¯).
We estimate ∫
A
1
|z|2−ε |Dtth˜(z)−Dtth˜(X¯)|
∣∣∣∣ b(z −X1)|z −X1|4−ε −
b(z −X2)
|z −X2|4−ε
∣∣∣∣ dz
≤ C[D2h˜]α
∫
A
|z − X¯|α
∣∣∣∣ b(z −X1)|z −X1|4−ε −
b(z −X2)
|z −X2|4−ε
∣∣∣∣ dz
≤ C[D2h˜]α
∫ 1
0
∫
A
|z − X¯|α
∣∣∣∣ ddt b(z −Xt)|z −Xt|4−ε
∣∣∣∣ dzdt
where Xt = tX2 + (1 − t)X1. Assuming
sup
b(z)
|z|2 ≤ C
sup
|∇b(z)|
|z| ≤ C
we get ∣∣∣∣ b(z −X1)|z −X1|4−ε −
b(z −X2)
|z −X2|4−ε
∣∣∣∣ ≤ C |X1 −X2||z −Xt|3−ε .
Then ∫
A
1
|z|2−ε |Dtth˜(z)−Dtth˜(X¯)|
∣∣∣∣ b(z −X1)|z −X1|4−ε −
b(z −X2)
|z −X2|4−ε
∣∣∣∣ dz
≤ C[D2h˜]α|X1 −X2|
∫ 1
0
∫
A
|z − X¯|α
|z −Xt|3−ε dzdt
≤ C[D2h˜]α|X1 −X2|
∫
BR/2(X¯)c
|z −Xt|α+ε−3 dz
≤ C[D2h˜]α|X1 −X2|Rα+ε−1
≤ C[D2h˜]α|X1 −X2|α+ε.
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Now we estimate ∣∣∣∣
∫
R1
1
|z −X1|4−ε (Dtth˜(z)−Dtth˜(X¯))b(z −X1) dz
∣∣∣∣
≤ C[D2h˜]α
∫
BRX2+|X1−X2|
(X1)\BRX2−|X1−X2|(X1)
|z −X1|α+ε−2 dz
≤ C[D2h˜]α((RX2 + |X1 −X2|)α+ε − (RX2 − |X1 −X2|)α+ε)
≤ C[D2h˜]αRα+ε−1X2 |X1 −X2|
≤ C[D2h˜]α|X1 −X2|α+ε.
The estimate of R2, R3 and R4 are analogous.

Proof of Lemma 8.1. Write
Ni(h1)−Ni(h2) = Hi(h1)−Hi(h2)−DHi(0)[h1 − h2]
=
∫ 1
0
(DHi(th1 + (1 − t)h2)[h1 − h2]−DHi(0)[h1 − h2]) dt
=
∫ 1
0
∫ 1
0
D2Hi(s(th1 + (1 − t)h2))[h1 − h2, th1 + (1− t)h2] dsdt
Using Lemma 8.4 we get
|Ni(h1)(X)−Ni(h2)(X)| ≤ C
ε|X |1−ε ‖h1 − h2‖∗(‖h1‖∗ + ‖h2‖∗).
By Lemma 8.5, if |X1 −X2| ≤ 110 min(|X1|, |X2),
|Ni(h1)(X1)−Ni(h2)(X1)− (Ni(h1)(X2)−Ni(h2)(X2))|
≤ C
ε
|X1 −X2|α+ε
min(|X1|, |X2)1+α ‖h1 − h2‖∗(‖h1‖∗ + ‖h2‖∗).

Proof of Lemma 8.2. By a direct and long computation we obtain
ε|D2Ho(h)[h1, h2](x)| ≤ C
ε
1
2 |x|1−ε ‖h1‖∗‖h2‖∗
for x ∈ Σ0, and if x1, x2 ∈ Σ0, |x1 − x2| ≤ 110 |x1|, then
ε|D2Ho(h)[h1, h2](x1)−D2Ho(h)[h1, h2](x2)| ≤ C |x1 − x2|
α+ε
ε
1
2 |x1|1+α
‖h1‖∗‖h2‖∗.
Then the lemma follows as in the proof of Lemma 8.1.

9. Layered fractional minimal surfaces
Proof of Theorem 2. The proof is essentially the same as for Theorem 1. This time we look for a set E ⊆ R3
of the form
E = {(x′, x3) :∈ R3 : |x3| > f(x′)},
where f : R2 → R is a positive radially symmetric function. We take as a first approximation
E0 = {(x′, x3) :∈ R3 : |x3| > fε(x′)},
where fε is the unique radial solution to
∆fε =
ε
fε
, fε > 0, in R
2, (9.1)
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with fε(0) = 1. Then fε(x) = f1(ε
1
2x) where f1 is the radial solution of ∆f =
1
f with f1(0) = 1. The same
analysis of Section 3 applies to show that f1(r) = r+O(1) as r→∞ and one obtains the same estimates for
fε as for Fε. This leads to the estimate
‖εHsΣ0‖1−ε,α+ε ≤ Cε.
As before, we construct the surface Σ and the corresponding set E by perturbing the surface Σ0 in the
normal direction νΣ0 (it could also be done using vertical perturbations). That is, for a function h defined on
Σ0 (small with a suitable norm) we let
Σh = {x+ h(x)νΣ0 (x) / x ∈ Σ0}.
As before, we are led to find h such that
HsΣ0 + 2J sΣ0(h) +N(h) = 0.
We solve for h in this equation using the contraction mapping principle, employing the same norms as in
(2.12), (2.13). The solvability of the linearized problem
εJ sΣ0(h) = f in Σ0
in weighted Ho¨lder space and the estimates for N(h) are very similar to the ones in Theorem 1. 
We can also construct axially symmetric solutions with multiple layers. Suppose that
f1 > f2 > . . . > fk,
are radially symmetric functions on Rn and consider the surface Σ defined by
Σ = {(x, xn+1) ∈ Rn × R1 : xn+1 = fi(x), for some i}.
We claim it is possible to choose fi such that this surface is s-minimal for s close to 1.
We will not give a detailed proof of this statement, but only derive formally the form of the elliptic system
that plays the role of the equation (9.1) for the case of two layers and mention a few of its properties.
For the derivation of the system, we assume that the functions fi have small gradient, a condition that a
posteriori is verified. Note that the surface Σ is the boundary of the region E given by
E = {(x, xn+1) ∈ Rn+1 : fj(x) > xn+1 > fj+1(x) for j even, j ∈ {0, . . . , k}},
with the convention f0 =∞, fk+1 = −∞.
Consider a point X = (x, xn+1) with xn+1 = fi(x). We split the integral∫
Rn+1\BR(X)
χE(Y )− χEc(Y )
|X − Y |n+1+s dY =
∫
y∈Rn
∫
yn+1>fi−1(y)
χE(Y )− χEc(Y )
|X − Y |n+1+s dY
+
∫
y∈Rn
∫
yn+1<fi+1(y)
χE(Y )− χEc(Y )
|X − Y |n+1+s dY +
∫
y∈Rn
∫
fi−1(y)>yn+1>fi+1(y)
χE(Y )− χEc(Y )
|X − Y |n+1+s dY.
Remark that for b ≥ a > fi(x)∫
Rn
∫ b
a
1
(|y − x|2 + (yn+1 − fi(x))2)n+1+s2
dyn+1 dy
= const
∫ b−fi(x)
a−fi(x)
1
|t|1+s dt = const(
1
(a− fi(x))s −
1
(b− fi(x))s )
≈ const( 1
a− fi(x) −
1
b− fi(x) )
and for fi(x) > b ≥ a ∫
Rn
∫ b
a
1
(|y − x|2 + (yn+1 − fi(x))2)n+1+s2
dyn+1 dy
= const(
1
fi(x)− b −
1
fi(x)− a ),
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where const > 0.
By decomposing into a ball and its complement and assuming for instance fi−1 − fi ≥ fi − fi+1, we have∫
y∈Rn
∫
fi−1(y)>yn+1>fi+1(y)
χE(Y )− χEc(Y )
|X − Y |n+1+s dY
≈ (−1)i ∆fi
1− s + (−1)
i−1
∫
Rn
∫ fi−1(y)
2fi(y)−fi+1(y)
1
(|y − x|2 + (yn+1 − fi(x))2)n+1+s2
dyn+1 dy
≈ (−1)i ∆fi
1− s + (−1)
i−1
∫
Rn
∫ fi−1(x)
2fi(x)−fi+1(x)
1
(|y − x|2 + (yn+1 − fi(x))2)n+1+s2
dyn+1 dy
≈ (−1)i ∆fi
1− s + (−1)
i−1const
(
− 1
fi−1(x) − fi(x) +
1
fi(x)− fi+1(x)
)
(9.2)
The case fi−1 − fi ≤ fi − fi+1 leads to the same formula.
We compute ∫
y∈Rn
∫
yn+1>fi−1(y)
χE(Y )− χEc(Y )
|X − Y |n+1+s dY
=
i−2∑
j=0
(−1)j
∫
Rn
∫ fj(y)
fj+1(y)
1
(|y − x|2 + (yn+1 − fi(x))2)n+1+s2
dyn+1 dy
≈
i−2∑
j=0
(−1)j
∫
Rn
∫ fj(x)
fj+1(x)
1
(|y − x|2 + (yn+1 − fi(x))2)n+1+s2
dyn+1 dy
≈ const
i−2∑
j=0
(−1)j
(
1
fj+1(x) − fi(x) −
1
fj(x) − fi(x)
)
(9.3)
Similarly ∫
y∈Rn
∫
yn+1<fi+1(x)
χE(Y )− χEc(Y )
|X − Y |n+1+s dY
=
k∑
j=i+1
(−1)j
∫
Rn
∫ fj(x)
fj+1(x)
1
(|y − x|2 + (yn+1 − fi(x))2)n+1+s2
dyn+1 dy
≈ const
k∑
j=i+1
(−1)j
(
− 1
fj(x)− fi(x) +
1
fj+1(x)− fi(x)
)
(9.4)
Adding (9.2), (9.3) and (9.4) we find
0 ≈ (−1)i ∆fi
1− s + 2const(−1)
i−1∑
j 6=i
(−1)i+j
fi − fj
and hence we are lead to
∆fi = 2constε
∑
j 6=i
(−1)i+j+1
fi − fj . (9.5)
To be able to carry out the construction of a solution with multiple layers we need a solution of (9.5), and
we show next how to find a certain family. For this we shall work with ε = 1, that is, we consider now
∆fi = 2
∑
j 6=i
(−1)i+j+1
fi − fj . (9.6)
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We look for a solution of the form
fi = aif0, ∆f0 =
1
f0
. (9.7)
Then the ai have to satisfy
ai = 2
∑
j 6=i
(−1)i+j+1
ai − aj (9.8)
Note that
∑k
i=1 fi is harmonic and radially symmetric, so it is constant. Since
∑
fi = f0
∑
ai is a constant
we must have
∑
ai = 0.
A solution of the system (9.8) can be obtained by minimization of
E(a1, . . . , ak) =
1
2
k∑
i=1
a2i +
∑
i,j:i6=j
(−1)i+j log(|ai − aj |)
subject to
k∑
i=1
ai = 0.
Let
Λ = {(a1, . . . , ak) ∈ Rk : a1 > a2 > . . . > ak, aj = −ak−j+1 ∀j ∈ {1, . . . , k}}.
Proposition 9.1. The minimum of E over Λ is achieved.
Proof. Consider a sequence a(i) ∈ Λ such that E(a(i)) → infΛE as i → ∞. We claim that a(i) remains
bounded and
lim inf
i→∞
min
j=1,...,k−1
a
(i)
j − a(i)j+1 > 0. (9.9)
To prove these claims, for j ∈ {1, . . . , k − 1} let x(i)j = a(i)j − a(i)j+1 > 0. Then
E(a(i)) =
1
2
k∑
j=1
(a
(i)
j )
2 − 2
k−1∑
j=1
log(x
(i)
j ) + 2
k−2∑
j=1
log(x
(i)
j + x
(i)
j+1)+
+ . . .+ (−1)k2 log(x(i)1 + . . .+ x(i)k ).
Consider l an odd integer in {1, . . . , k − 1} and jl ∈ {1 . . . k − l}. Then
k−(l+1)∑
j=1
log(x
(i)
j + . . .+ x
(i)
j+l) ≥
k−l∑
j=1,j 6=jl
log(x
(i)
j + . . .+ x
(i)
j+l−1), (9.10)
since this is equivalent to
k−(l+1)∏
j=1
(x
(i)
j + . . .+ x
(i)
j+l) ≥
k−l∏
j=1,j 6=jl
(x
(i)
j + . . .+ x
(i)
j+l−1).
The product in the right hand side is always present as a term on the left hand side, while the other terms
in the left hand side are positive.
From (9.10) we have
−
k−l∑
j=1
log(x
(i)
j + . . .+ x
(i)
j+l−1) +
k−(l+1)∑
j=1
log(x
(i)
j + . . .+ x
(i)
j+l) ≥ − log(x(i)jl + . . . x
(i)
jl+l−1).
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Suppose that k is odd and let m = k− 2 be the largest odd integer that is less or equal than k− 1. Then jm
is either 1 or 2 and
E(a(i)) ≥ 1
2
k∑
j=1
(a
(i)
j )
2 − 2 log(x(i)j1 )− 2 log(x
(i)
j3
+ x
(i)
j3+1
)− . . .
− 2 log(x(i)jm + . . .+ x
(i)
jm+m−1). (9.11)
The last term is log(x
(i)
1 + . . .+ x
(i)
k−2) = log(a
(i)
1 − a(i)k−1) or log(x(i)2 + . . .+ x(i)k−1) = log(a(i)2 − a(i)k ) depending
on whether jm = 1 or jm = 2. In any case both terms are equal by the symmetry. Then we obtain
C ≥ E(a(i)) ≥ 1
2
k∑
j=1
(a
(i)
j )
2 − (m+ 1) log(a(i)1 − a(i)k−1)
and we deduce that a(i) remains bounded as i→∞.
In the case that k is even, let m = k − 1. Then jm = 1
E(a(i)) ≥ 1
2
k∑
j=1
(a
(i)
j )
2 − 2 log(x(i)j1 )− 2 log(x
(i)
j3
+ x
(i)
j3+1
)− . . .
− 2 log(x(i)1 + . . .+ x(i)k−1) (9.12)
and the last term is log(a
(i)
1 − a(i)k ). Again from E(a(i)) ≤ C we see that a(i) remains bounded as i→∞.
Using now that a(i) remains bounded as i → ∞, and (9.11) or (9.12) we obtain (9.9). Once we have
established that a(i) is bounded and (9.9) it is direct that up to subsequence a(i) converges as i → ∞ to a
minimizer of E over Λ. 
There is however a further restriction on a solution ai to (9.8) that we need to impose for our method to
work, and it is related to the linearization of the system (9.6) around a solution of the form (9.7) . Indeed,
the linearized operator around the approximate solution (9.7) is given by
∆φi − 2
∑
j 6=i
(−1)i+j φi − φj
(fi − fj)2 .
Let us write this operator acting on the vector Φ = (φ1, . . . , φk) as
∆Φ +
1
f20
AΦ
where A = (aij) has entries
aij =
{
2 (−1)
i+j
(ai−aj)2 if i 6= j
−2∑k 6=i (−1)i+k(ai−ak)2 if i = j
Note that f0 ∼ r as r→∞, so the linearized operator is asymptotic to
∆Φ +
1
r2
AΦ,
as r →∞.
As done before, a natural space to find the solution Φ should involve norms allowing linear growth. We
see that it is possible to find such solutions for a given right hand side of the form ∼ 1/r if the matrix A has
no eigenvalue equal to −1, since otherwise, Φ(r) = rv with v an eigenvector of A associated to eigenvalue 1
would be in the kernel of the operator.
We note that
D2ai,akE =
{
2(−1)i+k 1(ai−ak)2 if i 6= k
1− 2∑j 6=i(−1)i+j 1(ai−aj)2 if i = k,
so that
D2E = I +A.
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At a local minimum of E, D2E ≥ 0 which means that eigenvalues of A are greater or equal than −1. If
(ai, . . . , ak) is a non degenerate local minimum of E then D
2E > 0 and the eigenvalues of A are greater than
−1.
10. Existence of s-Lawson cones
Proof of Theorem 3.
Let us write
Eα = {x = (y, z) : y ∈ Rm, z ∈ Rn, |z| > α|y| }, (10.1)
so that Cα = ∂Eα.
Existence. We fix N , m, n with N = m+ n, n ≤ m and also fix 0 < s < 1. If m = n then C1 is a minimal
cone, since (1.1) is satisfied by symmetry. So we concentrate next on the case n < m.
Before proceeding we remark that for a cone Cα the quantity appearing in (1.1) has a fixed sign for all
p ∈ Cα, p 6= 0, since by rotation we can always assume that p = rpα for some r > 0 where
pα =
1√
1 + α2
(e
(m)
1 , αe
(n)
1 )
with
e
(m)
1 = (1, 0, . . . , 0) ∈ Rm (10.2)
and similarly for e
(n)
1 . Then we observe that
p.v.
∫
RN
χEα(x)− χEcα(x)
|x− rpα|N+s dx =
1
rs
p.v.
∫
RN
χEα(x) − χEcα(x)
|x− pα|N+s dx.
Let us define
H(α) = p.v.
∫
RN
χEα(x)− χEcα(x)
|x− pα|N+s dx (10.3)
and note that it is a continuous function of α ∈ (0,∞).
Claim 1. We have
H(1) ≤ 0. (10.4)
Indeed, write y ∈ Rm as y = (y1, y2) with y1 ∈ Rn and y2 ∈ Rm−n. Abbreviating e1 = e(n)1 = (1, 0, . . . , 0) ∈
R
n we rewrite
H(1) = lim
δ→0
∫
RN\B(p1,δ)
χE1(x)− χEc1 (x)
|x− p1|N+s dx
= lim
δ→0
∫
Aδ
1
(|y1 − 1√2e1|2 + |y2|2 + |z −
1√
2
e1|2)N+s2
− lim
δ→0
∫
Bδ
1
(|y1 − 1√2e1|2 + |y2|2 + |z −
1√
2
e1|2)N+s2
,
where
Aδ = {|z|2 > |y1|2 + |y2|2, |y1 − 1√
2
e1|2 + |y2|2 + |z − 1√
2
e1|2 > δ2}
Bδ = {|z|2 < |y1|2 + |y2|2, |y1 − 1√
2
e1|2 + |y2|2 + |z − 1√
2
e1|2 > δ2}.
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But the first integral can be rewritten as∫
Aδ
1
(|y1 − 1√2e1|2 + |y2|2 + |z − 1√2e1|2)
N+s
2
=
∫
A˜δ
1
(|y1 − 1√2e1|2 + |y2|2 + |z −
1√
2
e1|2)N+s2
where
A˜δ = {|y1|2 > |z|2 + |y2|2, |y1 − 1√
2
e1|2 + |y2|2 + |z − 1√
2
e1|2 > δ2}
(we just have exchanged y1 by z and noted that the integrand is symmetric in these variables). But A˜δ ⊂ Bδ
and so ∫
RN\B(p1,δ)
χE1(x) − χEc1 (x)
|x− p1|N+s dx
= −
∫
Bδ\A˜δ
1
(|y1 − 1√2e1|2 + |y2|2 + |z − 1√2e1|2)
N+s
2
≤ 0.
This shows the validity of (10.4).
Claim 2. We have
H(α)→ +∞ as α→ 0. (10.5)
Let 0 < δ < 1/2 be fixed and write
H(α) = Iα + Jα
where
Iα =
∫
RN\B(pα,δ)
χEα(x) − χEcα(x)
|x− pα|N+s dx
Jα = p.v.
∫
B(pα,δ)
χEα(x)− χEcα(x)
|x− pα|N+s dx.
With δ fixed
lim
α→0
Iα =
∫
RN\B(pα,δ)
1
|x− p0|N+s dx > 0. (10.6)
For Jα we make a change of variables x = αx˜+ pα and obtain
Jα = p.v.
∫
B(pα,δ)
χEα(x)− χEcα(x)
|x− pα|N+s dx =
1
αs
p.v.
∫
B(0,δ/α)
χFα(x˜)− χF cα(x˜)
|x˜|N+s dx˜ (10.7)
where Fα =
1
α (Eα − pα). But
p.v.
∫
B(0,δ/α)
χFα(x˜)− χF cα(x˜)
|x˜|N+s dx˜→ p.v
∫
RN
χF0(x)− χF c0 (x)
|x|N+s dx
as α→ 0 where F0 = {x = (y, z) : y ∈ Rm, z ∈ Rn, |z + e(n)1 | > 1}. But writing z = (z1, . . . , zn) we see that
p.v
∫
RN
χF0(x)− χF c0 (x)
|x|N+s dx ≥ p.v
∫
RN
χ[z1>0 or z1<−2] − χ[−2<z1<0]
|x|N+s dx
≥
∫
RN
χ[ |z1|>2 ]
|x|N+s dx
and this number is positive. This and (10.7) show that Jα → +∞ as α → 0 and combined with (10.6) we
obtain the desired conclusion.
By (10.4), (10.5) and continuity we obtain the existence of α ∈ (0, 1] such that H(α) = 0.
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Uniqueness. Consider 2 cones Cα1 , Cα2 with α1 > α2 > 0, associated to solid cones Eα1 and Eα2 . We claim
that there is a rotation R so that R(Eα1) ⊂ Eα2 (strictly) and that
H(α1) = p.v.
∫
RN
∫
RN
χR(Eα1 )(x)− χR(Eα1 )c(x)
|x− pα2 |N+s
dx.
Note that the denominator in the integrand is the same that appears in (10.3) for α2 and then
H(α1) = p.v.
∫
RN
∫
RN
χR(Eα1 )(x)− χR(Eα1 )c(x)
|x− pα2 |N+s
dx
< p.v.
∫
RN
∫
RN
χEα2 (x)− χEcα2 (x)
|x− pα2 |N+s
dx = H(α2). (10.8)
This shows that H(α) is decreasing in α and hence the uniqueness. To construct the rotation let us write as
before x = (y, z) ∈ RN , with y ∈ Rm, z ∈ Rn, and y = (y1, y2) with y1 ∈ Rn, y2 ∈ Rm−n (we assume alway
n ≤ m). Let us write the vector (y1, z) in spherical coordinates of R2n as follows
y1 = ρ


cos(ϕ1)
sin(ϕ1) cos(ϕ2)
sin(ϕ1) sin(ϕ2) cos(ϕ3)
...
sin(ϕ1) sin(ϕ2) sin(ϕ3) . . . sin(ϕn−1) cos(ϕn)


z = ρ


sin(ϕ1) sin(ϕ2) sin(ϕ3) . . . sin(ϕn) cos(ϕn+1)
...
sin(ϕ1) sin(ϕ2) sin(ϕ3) . . . sin(ϕ2n−2) cos(ϕ2n−1)
sin(ϕ1) sin(ϕ2) sin(ϕ3) . . . sin(ϕ2n−2) sin(ϕ2n−1)


where ρ > 0, ϕ2n−1 ∈ [0, 2π), ϕj ∈ [0, π] for j = 1, . . . , 2n− 2. Then
|z|2 = ρ2 sin(ϕ1)2 sin(ϕ2)2 . . . sin(ϕn)2, |y1|2 + |z|2 = ρ2.
The equation for the solid cone Eαi , namely |z| > αi|y|, can be rewritten as
ρ2 sin(ϕ1)
2 sin(ϕ2)
2 . . . sin(ϕn)
2 > α2i (|y1|2 + |y2|2).
Adding α2i |z|2 to both sides this is equivalent to
sin(ϕ1)
2 sin(ϕ2)
2 . . . sin(ϕn)
2 > sin(βi)
2(1 +
|y2|2
ρ2
)
where βi = arctan(αi). We let θ = β1 − β2 ∈ (0, π/2), and define the rotated cone Rθ(Eα1) by the equation
sin(ϕ1 + θ)
2 sin(ϕ2)
2 . . . sin(ϕn)
2 > sin(β1)
2(1 +
|y2|2
ρ2
).
We want to show that Rθ(Eα1) ⊂ Eα2 . To do so, it suffices to prove that for any given t ≥ 1, if ϕ satisfies the
inequality | sin(ϕ + θ)| > sin(β1)t then it also satisfies | sin(ϕ)| > sin(β2)t. This in turn can be proved from
the inequality
arccos(sin(β1)t) + θ < arccos(sin(β2)t)
for 1 < t ≤ 1sin(β1) . For t = 1 we have equality by definition of θ. The inequality for 1 < t ≤ 1sin(β1) can be
checked by computing a derivative with respect to t. The strict inequality in (10.8) is because R(Eα1) ⊂ Eα2
strictly. 
70 JUAN DA´VILA, MANUEL DEL PINO, AND JUNCHENG WEI
11. Stability and instability
We consider the nonlocal minimal cone Cnm(s) = ∂Eα where Eα is defined in (10.1) and α is the one of
Theorem 3. For 0 ≤ s < 1 we obtain a characterization of their stability in terms of constants that depend
on m, n and s. For the case s = 0 we consider the limiting cone with parameter α0 given in Proposition 11.2
below. Note that in the case s = 0 the limiting Jacobi operator J 0Cα0 is well defined for smooth functions
with compact support.
For brevity, in this section we write Σ = Cnm(s).
11.1. Characterization of stability. Recall that
J sΣ[φ](x) = p.v.
∫
Σ
φ(y)− φ(x)
|y − x|N+s dy + φ(x)
∫
Σ
1− 〈ν(x), ν(y)〉
|x− y|N+s dy
for φ ∈ C∞0 (Σ \ {0}). Let us rewrite this operator in the form
J sΣ[φ](x) = p.v.
∫
Σ
φ(y)− φ(x)
|x− y|N+s dy +
A0(m,n, s)
2
|x|1+s φ(x)
where
A0(m,n, s)
2 =
∫
Σ
〈ν(pˆ)− ν(x), ν(pˆ)〉
|pˆ− x|N+s dx ≥ 0
and this integral is evaluated at any pˆ ∈ Σ with |pˆ| = 1. We can think of J sΣ as analogous to the fractional
Hardy operator
−(−∆) 1+s2 φ+ c|x|1+s φ in R
N−1,
for which positivity is related to a fractional Hardy inequality with best constant, see Herbst [15]. This suggests
that the positivity of JΣ is related to the existence of β in an appropriate range such that J sΣ[|x|−β ] ≤ 0, and
it turns out that the best choice of β is β = N−2−s2 . This motivates the definition
H(m,n, s) = p.v.
∫
Σ
1− |y|−N−2−s2
|pˆ− y|N+s dy
where pˆ ∈ Σ is any point with |pˆ| = 1.
We have then the following Hardy inequality with best constant:
Proposition 11.1. For any φ ∈ C∞0 (Σ \ {0}) we have
H(m,n, s)
∫
Σ
φ(x)2
|x|1+s dx ≤
1
2
∫
Σ
∫
Σ
(φ(x) − φ(y))2
|x− y|N+s dxdy (11.1)
and H(m,n, s) is the best possible constant in this inequality.
As a result we have:
Corollary 11.1. The cone Cnm(s) is stable if and only if H(m,n, s) ≥ A0(m,n, s)2.
Other related fractional Hardy inequalities have appeared in the literature, see for instance [3, 12].
Proof of Proposition 11.1. Let us write H = H(m,n, s) for simplicity. To prove the validity of (11.1) let
w(x) = |x|−β with β = N−2−s2 so that from the definition of H and homogeneity we have
p.v.
∫
Σ
w(y) − w(x)
|y − x|N+s dy +
H
|x|1+sw(x) = 0 for all x ∈ Σ \ {0}.
Now the same argument as in the proof of corollary B.1 shows that
1
2
∫
Σ
∫
Σ
(φ(x) − φ(y))2
|x− y|N+s dxdy =
∫
Σ
H
|x|1+sφ(x)
2dx (11.2)
+
1
2
∫
Σ
∫
Σ
(ψ(x) − ψ(y))2w(x)w(y)
|x− y|N+s dxdy.
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for all φ ∈ C∞0 (Σ \ {0}) with ψ = φw ∈ C∞0 (Σ \ {0})
Now let us show that H is the best possible constant in (11.1). Assume that
H˜
∫
Σ
φ(x)2
|x|1+s dx ≤
1
2
∫
Σ
∫
Σ
(φ(x) − φ(y))2
|x− y|N+s dxdy
for all φ ∈ C∞0 (Σ \ {0}). Using (11.2) and letting φ = wψ with ψ ∈∈ C∞0 (Σ \ {0}) we then have
H˜
∫
Σ
w(x)2ψ(x)2
|x|1+s dx ≤ H
∫
Σ
w(x)2ψ(x)2
|x|1+s dx
+
1
2
∫
Σ
∫
Σ
(ψ(x) − ψ(y))2w(x)w(y)
|x− y|N+s dxdy.
For R > 3 let ψR : Σ→ [0, 1] be a radial function such that ψR(x) = 0 for |x| ≤ 1, ψR(x) = 1 for 2 ≤ |x| ≤ 2R,
ψR(x) = 0 for |x| ≥ 3R. We also require |∇ψR(x)| ≤ C for |x| ≤ 3, |∇ψR(x)| ≤ C/R for 2R ≤ |x| ≤ 3R. We
claim that
a0 log(R)− C ≤
∫
Σ
w(x)2ψR(x)
2
|x|1+s dx ≤ a0 log(R) + C (11.3)
where a0 > 0, C > 0 are independent of R, while∣∣∣∣
∫
Σ
∫
Σ
(ψR(x) − ψR(y))2w(x)w(y)
|x− y|N+s dxdy
∣∣∣∣ ≤ C. (11.4)
Letting then R→∞ we deduce that H˜ ≤ H .
To prove the upper bound in (11.3) let us write points in Σ as x = (y, z), with y ∈ Rm, z ∈ Rn. Let us
write y = rω1, z = rω2, with r > 0, ω1 ∈ Sm−1, ω2 ∈ Sn−1 and use spherical coordinates (θ1, . . . , θm−1) and
(ϕ1, . . . , ϕn−1) for ω1 and ω2 as in (11.6) and (11.7) . We assume here that m ≥ n ≥ 2. In the remaining
cases the computations are similar. Then we have∫
Σ
w(x)2ψR(x)
2
|x|1+s dx ≤ a0
∫ 4R
1
1
rN−2−s
1
r1+s
rN−2dr ≤ a0 log(R) + C
where
a0 =
√
1 + α2Am−1An−1
and Ak denotes the area of the sphere S
k ⊆ Rk+1 and is given by
Ak =
2π
k+1
2
Γ(k+12 )
. (11.5)
The lower bound in (11.3) is similar.
To obtain (11.4) we split Σ into the regions R1 = {x : |x| ≤ 3}, R2 = {x : 3 ≤ x ≤ R}, R3 = {x : R ≤
|x| ≤ 4R} and R4 = {x : |x| ≥ 4R} and let
Ii,j =
∫
x∈Ri
∫
y∈Rj
(ψR(x) − ψR(y))2w(x)w(y)
|x− y|N+s dxdy.
Then Ii,j = Ij,i and Ij,j = 0 for j = 2, 4. Moreoover I1,1 = O(1) since the region of integration is bounded
and ψR is uniformly Lipschitz.
Estimate of I1,2: We bound w(x) ≤ C for |x| ≥ 1 and then
|I1,2| ≤ C
∫
y∈R2
w(y)
|p− y|N+s dy ≤ C
∫ R
2
1
r
N−2−s
2
1
rN+s
rN−2dr ≤ C,
where p ∈ Σ is fixed with |p| = 2.
By the same argument I1,3 = O(1) and I1,4 = O(1) as R→∞.
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Estimate of I2,3: for y ∈ R3, w(y) ≤ CR−N−2−s2 , so
|I2,3| ≤ CR−
N−2−s
2
∫
x∈R2
1
|x|N−2−s2
∫
y∈R3
(ψR(x)− ψR(y))2
|x− y|N+s dydx
≤ CR−N−2−s2 V ol(R3)
RN+s
∫
x∈R2
1
|x|N−2−s2
dx ≤ C.
Estimate of I2,4:
|I2,4| ≤ C
∫
x∈R2
1
|x|N−2−s2
∫
y∈R4
1
|x− y|N+s
1
|y|N−2−s2
dydx.
By scaling ∫
y∈R4
1
|x− y|N+s
1
|y|N−2−s2
dy ≤ CR−N2 − s2 for x ∈ R2,
so that
|I2,4| ≤ CR−N2 − s2
∫
x∈R2
1
|x|N−2−s2
dx ≤ C.
To estimate I3,3 we use |ψR(x)− ψR(y)| ≤ CR |x− y for x, y ∈ R3, which yields
|I3,3| ≤ C
R2
1
RN−2−s
∫
x,y∈R3
1
|x− y|N+s−2 dydx.
The integral is finite and by scaling we see that is bounded by CRN−s, so that
|I3,3| ≤ C.
Estimate of I3,4:
|I3,4| ≤ CR−
N−2−s
2
∫
x∈R3
∫
y∈R4
1
|x− y|N+s
1
|y|N−2−s2
dydx.
By scaling ∫
y∈R4
1
|x− y|N+s
1
|y|N−2−s2
dy ≤ C
|x|N+s2
for x ∈ R3. Therefore
|I3,4| ≤ CR−
N−2−s
2
∫
x∈R3
1
|x|N+s2
dx ≤ C.
This concludes the proof of (11.4). 
11.2. Minimal cones for s = 0. Here we derive the limiting value α0 = lims→0 αs where αs is such that
Cαs is an s-minimal cone.
Proposition 11.2. Assume that n ≤ m in (10.1), N = m+ n. The number α0 is the unique solution to∫ ∞
α
tn−1
(1 + t2)
N
2
dt−
∫ α
0
tn−1
(1 + t2)
N
2
dt = 0.
Proof. We write x = (y, z) ∈ RN with y ∈ Rm, z ∈ Rn. Let us assume in the rest of the proof that n ≥ 2.
The case n = 1 is similar. We evaluate the integral in (1.1) for the point p = (e
(m)
1 , αe
(n)
1 ) using spherical
coordinates for y = rω1 and z = ρω2 where r, ρ > 0 and
ω1 =


cos(θ1)
sin(θ1) cos(θ2)
...
sin(θ1) sin(θ2) . . . sin(θm−2) cos(θm−1)
sin(θ1) sin(θ2) . . . sin(θm−2) sin(θm−1)

 (11.6)
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ω2 =


cos(ϕ1)
sin(ϕ1) cos(ϕ2)
...
sin(ϕ1) sin(ϕ2) . . . sin(ϕn−2) cos(ϕn−1)
sin(ϕ1) sin(ϕ2) . . . sin(ϕn−2) sin(ϕn−1)

 , (11.7)
where θj ∈ [0, π] for j = 1, . . . ,m− 2, θm−1 ∈ [0, 2π], ϕj ∈ [0, π] for j = 1, . . . , n− 2, ϕn−1 ∈ [0, 2π]. Then
|(y, z)− (e(m)1 , αe(n)1 )|2 = r2 + 1− 2r cos(θ1) + ρ2 + α2 − 2ρα cos(ϕ1).
Assuming that α = αs > 0 is such that Cαs is an s-minimal cone, (1.1) yields the following equation for α
p.v.
∫ ∞
0
rm−1(Aα,s(r) −Bα,s(r))dr = 0 (11.8)
where
Aα,s(r) =
∫ ∞
rα
∫ π
0
∫ π
0
ρn−1 sin(θ1)m−2 sin(ϕ1)n−2
(r2 + 1− 2r cos(θ1) + ρ2 + α2 − 2ρα cos(ϕ1))N+s2
dθ1dϕ1dρ
Bα,s(r) =
∫ rα
0
∫ π
0
∫ π
0
ρn−1 sin(θ1)m−2 sin(ϕ1)n−2
(r2 + 1− 2r cos(θ1) + ρ2 + α2 − 2ρα cos(ϕ1))N+s2
dθ1dϕ1dρ,
which are well defined for r 6= 1. Setting ρ = rt we get
Aα,s(r)
= r−m−s
∫ ∞
α
∫ π
0
∫ π
0
tn−1 sin(ϕ1)m−2 sin(θ1)n−2
(1 + 1r2 − 2r cos(θ1) + t2 + α
2
r2 − 2r tα cos(ϕ1))
N+s
2
dθ1dϕ1dt
= cm,nr
−m−s
∫ ∞
α
tn−1
(1 + t2)
N+s
2
dt+O(r−m−s−1)
as r →∞ and this is uniform in s for s > 0 small. Here cm,n > 0 is some constant. Similarly
Bα,s(r) = cm,nr
−m−s
∫ α
0
tn−1
(1 + t2)
N+s
2
dt+O(r−m−s−1)
Then (11.8) takes the form
0 =
∫ 2
0
. . . dr +
∫ ∞
2
. . . dr = O(1) + Cs(α)
∫ ∞
2
r−1−sdr = O(1) +
2−s
s
Cs(α)
where
Cs(α) =
∫ ∞
α
tn−1
(1 + t2)
N+s
2
dt−
∫ α
0
tn−1
(1 + t2)
N+s
2
dt
and O(1) is uniform as s→ 0, because 0 < αs ≤ 1 by Theorem 3, and the only singularity in (11.8) occurs at
r = 1. This implies that α0 = lims→0 αs has to satisfy C0(α0) = 0. 
11.3. Proof of Theorem 4. In what follows we will obtain expressions for H(m,n, s) and A0(m,n, s)
2 for
m ≥ 2, n ≥ 1, 0 ≤ s < 1. We always assume m ≥ n. For the sake of generality, we will compute
C(m,n, s, β) = p.v.
∫
Σ
1− |x|−β
|pˆ− x|N+s dx
where pˆ ∈ Σ, |pˆ| = 1, and β ∈ (0, N − 2− s), so that H(m,n, s) = C(m,n, s, N−2−s2 ).
Let x = (y, z) ∈ Σ, with y ∈ Rm, z ∈ Rn. For simplicity in the next formulas we take p = (e(m)1 , αe(n)2 )
(see the notation in (10.2)), and h(y, z) = |y|−β , so that
C(m,n, s, β) = (1 + α2)
1+s
2 p.v.
∫
Σ
h(p)− h(x)
|p− x|N+s dx.
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Computation of C(m, 1, s, β). Write y = rω1, z = ±αr, with r > 0, ω1 ∈ Sm−1. Let us use the notation
Σ+α = Σ ∩ [z > 0], Σ−α = Σ ∩ [z < 0]. Using polar coordinates (θ1, . . . , θm−1) for ω1 as in (11.6) we have
|x− p|2 = |rθ1 − e(m)1 |2 + α2|rθ1 − e(m)1 |2 = r2 + 1− 2r cos(θ1) + α2(r − 1)2,
for x ∈ Σ+α and
|x− p|2 = |rθ1 − e(m)1 |2 + α2|rθ1 − e(m)1 |2 = r2 + 1− 2r cos(θ1) + α2(r + 1)2,
for x ∈ Σ−α . Hence, with h(y, z) = |y|−β
p.v.
∫
Σ
h(p)− h(x)
|x− p|N+s dx =
√
1 + α2Am−2p.v.
∫ ∞
0
(1 − r−β)(I+(r) + I−(r))rN−2dr (11.9)
where
I+(r) =
∫ π
0
sin(θ1)
m−2
(r2 + 1− 2r cos(θ1) + α2(r − 1)2)N+s2
dθ1
I−(r) =
sin(θ1)
m−2
(r2 + 1− 2r cos(θ1) + α2(r + 1)2)N+s2
dθ1,
and Am−2 is defined in (11.5) for m ≥ 2. From (11.9) we obtain
C(m, 1, s, β) = (1 + α2)
3+s
2 Am−2
∫ 1
0
(rN−2 − rN−2−β + rs − rβ+s)(I+(r) + I−(r))dr. (11.10)
Computation of A0(m, 1, s)
2. Let x = (rθ1,±αr), p = (e(n)1 , α) so that
ν(x) =
(−αω1,±1)√
1 + α2
, ν(p) =
(−αe(n)1 , 1)√
1 + α2
,
and hence ∫
Σ
1− 〈ν(x), ν(p)〉
|p− x|N+s dx =
√
1 + α2Am−2
∫ ∞
0
(J+(r) + J−(r))rN−2dr
=
√
1 + α2Am−2
∫ 1
0
(rN−2 + rs)(J+(r) + J−(r))dr,
where
J+(r) =
α2
1 + α2
∫ π
0
(1 − cos(θ1)) sin(θ1)m−2
(r2 + 1− 2 cos(θ1) + α2(r − 1)2)N+s2
dθ1
J−(r) =
1
1 + α2
∫ π
0
[2 + α2 − α2 cos(θ1)) sin(θ1)m−2
(r2 + 1− 2r cos(θ1) + α2(r + 1)2)N+s2
dθ1
Therefore we find
A0(m, 1, s)
2 = (1 + α2)
3+s
2 Am−2
∫ 1
0
(rN−2 + rs)(J+(r) + J−(r))dr.
Computation of C(m,n, s, β) for n ≥ 2. Write y = rω1, z = rω2, with r > 0, ω1 ∈ Sm−1, ω2 ∈ Sn−1
and let us use spherical coordinates (θ1, . . . , θm−1) and (ϕ1, . . . , ϕn−1) for ω1 and ω2 as in (11.6) and (11.7).
Recalling that p = (e
(m)
1 , αe
(n)
2 ), we have
|x− p|2 = |rθ1 − e(m)1 |2 + |rθ1 − e(m)1 |2 = r2 + 1− 2r cos(θ1) + α2(r2 + 1− 2r cos(ϕ1)).
Hence, with h(y, z) = |y|−β
p.v.
∫
Σ
h(p)− h(x)
|x− p|N dx =
√
1 + α2Am−2An−2p.v.
∫ ∞
0
(1 − r−β)I(r)rN−2dr
=
√
1 + α2Am−2An−2
∫ 1
0
(rN−2 − rN−2−β + rs − rβ+s)I(r)dr
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n
1 2 3 4 5 6 7
m
2 H 0.8140 1.0679
A20 3.2669 2.3015
3 H 1.1978 1.2346 0.3926
A20 2.5984 1.7918 0.4463
4 H 1.3968 1.3649 0.4477 0.1613
A20 2.0413 1.5534 0.4288 0.1356
5 H 1.5117 1.4570 0.4895 0.1845 0.06978
A20 1.7332 1.3981 0.4118 0.1398 0.04849
6 H 1.5833 1.5231 0.5215 0.2031 0.08013 0.03113
A20 1.5318 1.2841 0.3955 0.1412 0.05173 0.01885
7 H 1.6303 1.5719 0.5465 0.2182 0.08885 0.03583 0.01416
A20 1.3872 1.1951 0.3802 0.1409 0.05381 0.02051 0.007704
Table 1. Values of H(m,n, 0) and A0(m,n, 0)
2 divided by (1 + α2)
3+s
2 Am−2An−2
where
I(r) =
∫ π
0
∫ π
0
sin(θ1)
m−2 sin(ϕ1)n−2
(r2 + 1− 2r cos(θ1) + α2(r2 + 1− 2r cos(ϕ1)))N+s2
dθ1dϕ1.
We find then that
C(m,n, s, β) = (1 + α)
3+s
2 Am−2An−2
∫ 1
0
(rN−2 − rN−2−β + rs − rβ+s)I(r)dr. (11.11)
Computation of A0(m,n, s)
2 for n ≥ 2. Similarly as before we have, for x = (rω1, αrω2) ∈ Σ, and
p = (e
(m)
1 , αe
(n)
2 ):
ν(x) =
(−αω1, ω2)√
1 + α2
, ν(p) =
(−αe(n)1 , 1)√
1 + α2
.
Hence ∫
Σ
1− 〈ν(x), ν(p)〉
|p− x|N+s dx =
√
1 + α2Am−2An−2
∫ ∞
0
rN−2J(r)dr
=
√
1 + α2Am−2An−2
∫ 1
0
(rN−2 + rs)J(r)dr
where
J(r) =
1
1 + α2
∫ π
0
∫ π
0
(1 + α2 − α2 cos(θ1)− cos(ϕ1)) sin(θ1)m−2 sin(ϕ1)n−2
(r2 + 1− 2r cos(θ1) + α2(r2 + 1− 2r cos(ϕ1))N+s2
dθ1dϕ1.
We finally obtain
A0(m,n, s)
2 = (1 + α2)
3+s
2 Am−2An−2
∫ 1
0
(rN−2 + rs)J(r)dr.
In table 1 we show the values obtained for H(m,n, 0) and A0(m,n, 0)
2, divided by (1+α2)
3+s
2 Am−2An−2,
from numerical approximation of the integrals. From these results we can say that for s = 0, Σ is stable if
n+m = 7 and unstable if n+m ≤ 6. The same holds for s > 0 close to zero by continuity of the values with
respect to s.
Remark 11.1. We see from formulas (11.10) and (11.11) that C(m,n, s, β) is symmetric with respect to
N−2−s
2 and is maximized for β =
N−2−s
2 .
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Remark 11.2. In table 2 we give some numerical values of α, H(m,n, s) and A0(m,n, s)
2 divided by (1 +
α2)
3+s
2 Am−2An−2 for m = 4, n = 3, which show how in this dimension stability depends on s. One may
conjecture that there is s0 such that the cone is stable for 0 ≤ s ≤ s0 and unstable for s0 < s < 1.
Appendix A. Asymptotics
We prove convergence of geometric fractional quantities as s → 1 (ε = 1 − s → 0). Let Σ ⊂ Rn+1 be a
smooth embedded hyper surface.
Lemma A.1. Assume Σ = ∂E. Then for any X ∈ Σ
(1− s)
∫
Rn+1
χE(Y )− χEc(Y )
|X − Y |n+1+s dY = −HΣ(X)nωn +O(1 − s),
as s → 1, where HΣ(X) = κ1+...+κnn is the mean curvature of Σ at X and ωn is the volume of the unit ball
in Rn.
Proof. Let us fix R > 0 and X ∈ Σ and assume X = 0 for simplicity. Let ΣR be Σ intersected with the
cylinder BR(0)× (−R,R), BR(0) ⊂ Rn. After rotation, we describe ΣR as the graph of g : BR(0)→ R with
g(0) = 0, Dg(0) = 0,
and assume E lies above ΣR.
Note that ∫
(BR(0)×(−R,R))c
χE(Y )− χEc(Y )
|X − Y |n+1+s dY = O(1)
as s→ 1. We compute
I =
∫
BR(0)×(−R,R)
χE(Y )− χEc(Y )
|X − Y |n+1+s dY = −2
∫
BR⊂Rn
∫ g(t)
0
1
(|t|2 + t23)
n+1+s
2
dt3 dt,
expanding ∫ z
0
1
(|t|2 + t23)
n+1+s
2
dt3 =
z
|t|3+s − (n+ 1 + s)z
2
∫ 1
0
(1− τ) τz
(|t|2 + (τz)2)n+3+s2
dτ.
Then
I = I1 + I2 + I3
where
I1 = −2
∫
|t|<R
1
2D
2g(0)[t2]
|t|n+1+s dt, I2 = −2
∫
|t|<R
g(t)− 12D2g(0)[t2]
|t|n+1+s dt,
I3 = 2(3 + s)
∫
|t|<R
g(t)2
∫ 1
0
(1− τ) τg(t)
(|t|2 + (τg(t))2)n+3+s2
dτ dt,
where D2g denotes the Hessian matrix of g. Then
I1 = −ωn∆g(0)R
1−s
1− s = −nωn
HΣ(X)R
1−s
(1− s) .
For the other terms we have I2 = O(1) and I3 = O(1) as s→ 1.

For the next results we assume that there is C such that for all 0 < s < 1 and X ∈ Σ∫
Y ∈Σ,|Y−X|≥1
1
|X − Y |n+1+s dY ≤ C.
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Lemma A.2. If h is C2,α(Σ) and bounded,
(1− s)p.v.
∫
Σ
h(Y )− h(X)
|X − Y |n+1+s dY =
ωn
2
∆Σh(X) +O(1 − s),
as s→ 1, where ∆Σ is the Laplace-Beltrami operator on Σ and ωn = area(S
n−1)
n is the volume of the unit ball
in Rn.
For the proof we use the following computation.
Lemma A.3. If φ ∈ C2,α(BR(0)),
(1 − s)
∫
BR⊂Rn
φ(t) − φ(0)
|t|n+1+s dt =
ωn
2
∆φ(0) +O(1 − s), (A.1)
as s→ 1.
Proof. We expand
φ(t) = φ(0) +Dφ(0)t+
1
2
D2φ(0)[t2] +O(|t|2+α)
as t→ 0 and compute ∫
BR
φ(t) − φ(0)
|t|n+1+s dt =
1
2
∫
BR
D2φ(0)[t2]
|t|n+1+s dt+O(1)
=
1
2
area(Sn−1)
n
R1−s
1− s∆φ(0) +O(1)
as s→ 1. 
Proof of Lemma A.2. Let us fix R > 0 and X ∈ Σ and assume X = 0 for simplicity. Let ΣR be Σ intersected
with the cylinder BR(0)×(−R,R), BR(0) ⊂ Rn. After rotation, we describe ΣR as the graph of g : BR(0)→ R
with
g(0) = 0, Dg(0) = 0.
Then ∫
ΣcR
h(Y )− h(X)
|X − Y |n+1+s dY = O(1)
as s→ 1. We have ∫
ΣR
h(Y )− h(X)
|X − Y |n+1+s dY =
∫
BR(0)
h(g(t))− h(g(0))
(g(t)2 + |t|2)n+1+s2
√
1 + |Dg(t)|2 dt
The previous lemma also holds if φ depends on s and φs → φ in C2,α as s→ 1. We apply (A.1) to
φs(t) =
h(g(t))− h(g(0))
( g(t)
2
|t|2 + 1)
n+1+s
2
√
1 + |Dg(t)|2
and note that φs → φ as s→ 1, where
φ(t) =
h(g(t))− h(g(0))
( g(t)
2
|t|2 + 1)
n+2
√
1 + |Dg(t)|2
and
∆φ(0) =
n∑
i=1
Di(h ◦ g)(0) = ∆Σh(0).

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Lemma A.4. Let ν be smooth choice of normal vector ν on Σ. Then
(1− s)
∫
Σ
(ν(x) − ν(y)) · ν(x)
|x− y|n+1+s dy =
ωn
2
|A(x)|2 +O(1)
as s → 0, where |A(x)|2 is the norm squared of the second fundamental form at x, i.e. ∑ni=1 κ2i , where κ1,
. . . , κn are the principal curvatures at x.
Proof. We apply Lemma A.2 with h(y) = ν(y) · ν(x) − 1 and use that
∆Σh(x) = −|A(x)|2.

Appendix B. The Jacobi operator
In this section we prove formula (1.5) and derive the formula for the nonlocal Jacobi operator (1.6).
Let E ⊂ RN be an open set with smooth boundary and Ω be a bounded open set. Let ν be the unit
normal vector field of Σ = ∂E pointing to the exterior of E. Given h ∈ C∞0 (Ω ∩ Σ) and t small, let Eth be
the set whose boundary ∂Eth is parametrized as
∂Eth = {x+ th(x)ν(x) / x ∈ ∂E},
with exterior normal vector close to ν.
Proposition B.1. For h ∈ C∞0 (Ω ∩ Σ)
d2
dt2
Pers(Eth,Ω)
∣∣∣
t=0
= −2
∫
Σ
J sΣ[h]h−
∫
Σ
h2HHsΣ, (B.1)
where J sΣ is the nonlocal Jacobi operator defined in (1.6), H is the classical mean curvature of Σ and HsΣ is
the nonlocal mean curvature defined in (1.1).
In case that Σ is a nonlocal minimal surface in Ω we obtain formula (1.5). Another related formula is the
following.
Proposition B.2. Let Σth = ∂Eth. For p ∈ Σ fixed let pt = p + th(p)ν(p) ∈ Σth. Then for h ∈ C∞(Σ) ∩
L∞(Σ)
d
dt
HsΣth (pt)
∣∣∣
t=0
= 2J sΣ[h](p). (B.2)
A consequence of proposition B.2 is that entire nonlocal minimal graphs are stable.
Corollary B.1. Suppose that Σ = ∂E with
E = {(x′, F (x′)) ∈ RN : x′ ∈ RN−1}
is a nonlocal minimal surface. Then
−
∫
Σ
J sΣ[h]h ≥ 0 for all h ∈ C∞0 (Σ). (B.3)
Proof of Proposition B.1. Let
Kδ(z) =
1
|z|N+s ηδ(z)
where ηδ(x) = η(x/δ) (δ > 0) and η ∈ C∞(RN ) is a radially symmetric cut-off function with η(x) = 1 for
|x| ≥ 2, η(x) = 0 for |x| ≤ 1.
Consider
Pers,δ(Eth,Ω) =
∫
Eth∩Ω
∫
RN\Eth
Kδ(x − y) dy dx+
∫
Eth\Ω
∫
Ω\Eth
Kδ(x − y)dydx. (B.4)
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We will show that d
2
dt2Pers,δ(Eth,Ω) approaches a certain limit D2(t) as δ → 0, uniformly for t in a neighbor-
hood of 0 and that
D2(0) = −2
∫
Σ
J sΣ[h]h−
∫
Σ
h2HHsΣ.
First we need some extensions of ν and h to RN . To define them, let K ⊂ Σ be the support of h and U0
be an open bounded neighborhood of K such that for any x ∈ U0, the closest point xˆ ∈ Σ to x is unique and
defines a smooth function of x. We also take U0 smaller if necessary as to have U0 ⊂ Ω. Let ν˜ : RN → RN be
a globally defined smooth unit vector field such that ν˜(x) = ν(xˆ) for x ∈ U0. We also extend h to h˜ : RN → R
such that it is smooth with compact support contained in Ω and h˜(x) = h(xˆ) for x ∈ U0. From now one we
omit the tildes (˜ ) in the definitions of the extensions of ν and h. For t small x¯ 7→ x¯ + th(x¯)ν(x¯) is a global
diffeomorphism in RN . Let us write
u(x¯) = h(x¯)ν(x¯) for x¯ ∈ RN ,
ν = (ν1, . . . , νN ), u = (u1, . . . , uN)
and let
Jt(x¯) = Jid+tu(x¯)
be the Jacobian determinant of id+ tu.
We change variables
x = x¯+ tu(x¯), y = y¯ + tu(y¯),
in (B.4)
Pers,δ(Eth,Ω) =
∫
E∩φt(Ω)
∫
RN\E
Kδ(x − y)Jt(x¯)Jt(y¯)dy¯dx¯,
+
∫
E\φt(Ω)
∫
φt(Ω)\E
Kδ(x− y)Jt(y¯)dy¯dx¯,
where φt is the inverse of the map x¯ 7→ x¯+ tu(x¯).
Differentiating with respect to t:
d
dt
Pers,δ(Eth,Ω) =
∫
E∩φt(Ω)
∫
RN\E
[
∇Kδ(x− y)(u(x¯)− u(y¯))Jt(x¯)Jt(y¯)
+Kδ(x− y)(J ′t(x¯)Jt(y¯) + Jt(x¯)J ′t(y¯))
]
dy¯dx¯
+
∫
E\φt(Ω)
∫
φt(Ω)\E
[
∇Kδ(x− y)(u(x¯)− u(y¯))Jt(x¯)Jt(y¯)
+Kδ(x− y)(J ′t(x¯)Jt(y¯) + Jt(x¯)J ′t(y¯))
]
dy¯dx¯,
where
J ′t(x¯) =
d
dt
Jt(x¯).
Note that there are no integrals on ∂φt(Ω) for t small because u vanishes in a neighborhood of ∂Ω.
Since the integrands in ddtPers,δ(Eth,Ω) have compact support contained in φt(Ω) (t small), we can write
d
dt
Pers,δ(Eth,Ω) =
∫
E
∫
RN\E
[
∇Kδ(x− y)(u(x¯)− u(y¯))Jt(x¯)Jt(y¯)
+Kδ(x− y)(J ′t(x¯)Jt(y¯) + Jt(x¯)J ′t(y¯))
]
dy¯dx¯.
Differentiating once more
d2
dt2
Pers,δ(Eth,Ω) = A(δ, t) +B(δ, t) + C(δ, t)
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where
A(δ, t) =
∫
E
∫
RN\E
D2Kδ(x− y)(u(x¯)− u(y¯))(u(x¯)− u(y¯))Jt(x¯)Jt(y¯)dy¯dx¯
B(δ, t) = 2
∫
E
∫
RN\E
∇Kδ(x− y)(u(x¯)− u(y¯))(J ′t(x¯)Jt(y¯) + Jt(x¯)J ′t(y¯))dy¯dx¯
C(δ, t) =
∫
E
∫
RN\E
Kδ(x− y)(J ′′t (x¯)Jt(y¯) + 2J ′t(x¯)J ′t(y¯) + Jt(x¯)J ′′t (y¯))dy¯dx¯.
We claim that A(δ, t), B(δ, t) and C(δ, t) converge as δ → 0 for uniformly for t near 0, to limit expressions
A(0, t), B(0, t) and C(0, t), which are the same as above replacing δ by 0, and that the integrals appearing in
A(0, t), B(0, t) and C(0, t) are well defined. Indeed, we can estimate
|A(δ, t)−A(0, t)| ≤ C
∫
x∈E∩K0
∫
y∈Ec,|x−y|≤2δ
1
|x− y|N+s dy dx,
where K0 is a fixed bounded set. For x ∈ E ∩K0 we see that∫
y∈Ec,|x−y|≤2δ
1
|x− y|N+s dy ≤
C
dist(x,Ec)s
,
and therefore
|A(δ, t)−A(0, t)| ≤ C ≤ C
∫
x∈E∩K0, dist(x,Ec)≤2δ
1
dist(x,Ec)s
dx ≤ Cδ1−s.
The differences B(δ, t)−B(0, t), C(δ, t)− C(0, t) can be estimated similarly. This shows that
d2
dt2
Pers(Eth,Ω)
∣∣∣
t=0
= lim
δ→0
d2
dt2
Pers,δ(Eth,Ω)
∣∣∣
t=0
= lim
δ→0
A(δ, 0) +B(δ, 0) + C(δ, 0).
In what follows we will evaluate A(δ, 0) +B(δ, 0) + C(δ, 0). At t = 0 we have
A(δ, 0) =
∫
E
∫
RN\E
DxixjKδ(x− y)(ui(x)− ui(y))(uj(x)− uj(y)) dy dx
= A11 +A12 +A21 +A22
where
A11 =
∫
E
∫
RN\E
DxixjKδ(x− y)ui(x)uj(x) dy dx
A12 = −
∫
E
∫
RN\E
DxixjKδ(x − y)ui(x)uj(y) dy dx
A21 = −
∫
E
∫
RN\E
DxixjKδ(x − y)ui(y)uj(x) dy dx
A22 =
∫
E
∫
RN\E
DxixjKδ(x− y)ui(y)uj(y) dy dx.
Let us also write
B(δ, 0) = 2
∫
E
∫
RN\E
DxjKδ(x− y)(uj(x) − uj(y))(div (u)(x) + div (u)(y)) dy dx
= B11 +B12 +B21 +B22,
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where
B11 = 2
∫
E
∫
RN\E
DxjKδ(x− y)uj(x)div (u)(x) dy dx
B12 = 2
∫
E
∫
RN\E
DxjKδ(x− y)uj(x)div (u)(y) dy dx
B21 = −2
∫
E
∫
RN\E
DxjKδ(x− y)uj(y)div (u)(x) dy dx
B22 = 2
∫
E
∫
RN\E
DyjKδ(x− y)uj(y)div (u)(y) dy dx,
and
C(δ, 0) = C1 + C2 + C3,
where
C1 =
∫
E
∫
RN\E
Kδ(x− y)
[
div (u)(x)2 − tr(Du(x)2)
]
dy dx
C2 =
∫
E
∫
RN\E
Kδ(x− y)
[
div (u)(y)2 − tr(Du(y)2)
]
dy dx
C3 = 2
∫
E
∫
RN\E
Kδ(x− y)div (u)(x)div (u)(y) dy dx.
We compute
A11 =
∫
E
∫
RN\E
Dxi
[
DxjKδ(x− y)ui(x)uj(x)
]
dy dx
−
∫
E
∫
RN\E
DxjKδ(x− y)Dxi
[
ui(x)uj(x)
]
dy dx
=
∫
∂E
∫
RN\E
DxjKδ(x− y)ui(x)uj(x)νi(x) dy dx
−
∫
E
∫
RN\E
DxjKδ(x− y)
[
Dxiu
i(x)uj(x) + ui(x)Dxiu
j(x)
]
dy dx.
Therefore
A11 +B11 =
∫
∂E
∫
RN\E
DxjKδ(x− y)ui(x)uj(x)νi(x) dy dx
+
∫
E
∫
RN\E
DxjKδ(x− y)
[
Dxiu
i(x)uj(x)− ui(x)Dxiuj(x)
]
dy dx.
We express the first term as∫
∂E
∫
RN\E
DxjKδ(x− y)ui(x)uj(x)νi(x) dy dx
= −
∫
∂E
∫
RN\E
DyjKδ(x− y)ui(x)uj(x)νi(x) dy dx
=
∫
∂E
∫
∂E
Kδ(x− y)ui(x)uj(x)νi(x)νj(y) dy dx
=
∫
∂E
∫
∂E
Kδ(x− y)h(x)2ν(x)ν(y) dy dx.
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For the second term of A11 +B11 let us write∫
E
∫
RN\E
DxjKδ(x− y)Dxiui(x)uj(x) dy dx
=
∫
E
∫
RN\E
Dxj
[
Kδ(x− y)Dxiui(x)uj(x)
]
dy dx
−
∫
E
∫
RN\E
Kδ(x− y)Dxj
[
Dxiu
i(x)uj(x)
]
dy dx
=
∫
∂E
∫
RN\E
Kδ(x− y)Dxiui(x)uj(x)νj(x) dy dx
−
∫
E
∫
RN\E
Kδ(x− y)
[
Dxjxiu
i(x)uj(x) + div (u)(x)2
]
dy dx.
The third term of A11 +B11 is
−
∫
E
∫
RN\E
DxjKδ(x− y)ui(x)Dxiuj(x) dy dx
= −
∫
E
∫
RN\E
Dxj
[
Kδ(x− y)ui(x)Dxiuj(x)
]
dy dx
+
∫
E
∫
RN\E
Kδ(x − y)Dxj
[
ui(x)Dxiu
j(x)
]
dy dx
= −
∫
∂E
∫
RN\E
Kδ(x− y)ui(x)Dxiuj(x)νj(x) dy dx
+
∫
E
∫
RN\E
Kδ(x − y)
[
Dxju
i(x)Dxiu
j(x) + ui(x)Dxjxiu
j(x)
]
dy dx.
Therefore
A11 +B11 =
∫
∂E
∫
∂E
Kδ(x− y)h(x)2ν(x)ν(y) dy dx
+
∫
∂E
∫
RN\E
Kδ(x− y)
[
Dxiu
i(x)uj(x)νj(x) − ui(x)Dxiuj(x)νj(x)
]
dy dx
+
∫
E
∫
RN\E
Kδ(x− y)
[
Dxju
i(x)Dxiu
j(x) − div (u)(x)2
]
dy dx,
so that
A11 +B11 + C1 =
∫
∂E
∫
∂E
Kδ(x − y)h(x)2ν(x)ν(y) dy dx
+
∫
∂E
∫
RN\E
Kδ(x− y)
[
Dxiu
i(x)uj(x)νj(x)− ui(x)Dxiuj(x)νj(x)
]
dy dx.
But using u = νh and div (ν) = H where H is the mean curvature of ∂E we have
Dxiu
i(x)uj(x)νj(x) − ui(x)Dxiuj(x)νj(x) = h(x)2H(x)
and therefore
A11 +B11 + C1 =
∫
∂E
∫
∂E
Kδ(x − y)h(x)2ν(x)ν(y) dy dx+
∫
∂E
∫
RN\E
Kδ(x− y)h(x)2H(x).
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In a similar way, we have
A22 +B22 + C2 =
∫
∂E
∫
∂E
Kδ(x− y)h(y)2ν(x)ν(y) dy dx
−
∫
E
∫
∂E
Kδ(x− y)
[
Dyiu
i(y)uj(y)νj(y)− ui(y)Dyiuj(y)νj(y)
]
dy dx
=
∫
∂E
∫
∂E
Kδ(x− y)h(y)2ν(x)ν(y) dy dx−
∫
E
∫
∂E
Kδ(x− y)h(y)2H(y) dy dx.
Further calculations show that
A12 = −
∫
∂E
∫
∂E
Kδ(x− y)h(x)h(y) dydx
−
∫
∂E
∫
RN\E
Kδ(x− y)div (u)(y)ui(x)νi(x) dy dx
+
∫
E
∫
∂E
Kδ(x − y)div (u)(x)ui(y)νi(y) dy dx
+
∫
E
∫
RN\E
Kδ(x− y)div (u)(x)div (u)(y) dy dx,
A21 = −
∫
∂E
∫
∂E
Kδ(x− y)h(x)h(y) dydx
−
∫
∂E
∫
RN\E
Kδ(x − y)div (u)(y)uj(x)νj(x) dy dx
+
∫
E
∫
∂E
Kδ(x− y)div (u)(x)ui(y)νi(y) dy dx
+
∫
E
∫
RN\E
Kδ(x − y)div (u)(x)div(u)(y) dy dx,
and
B12 +B21 = 2
∫
∂E
∫
RN\E
Kδ(x− y)div (u)(y)uj(x)νj(x) dy dx
− 2
∫
E
∫
∂E
Kδ(x− y)div (u)(x)uj(y)νj(y) dy dx
− 4
∫
E
∫
RN\E
Kδ(x− y)div (u)(x)div(u)(y) dy dx,
so that
A12 +A21 +B12 +B21 + C3 = −2
∫
∂E
∫
∂E
Kδ(x− y)h(x)h(y) dydx.
Therefore
d2
dt2
Pers,δ(Eth,Ω)
∣∣∣
t=0
= 2
∫
∂E
∫
∂E
Kδ(x− y)h(x)2(ν(x)ν(y) − 1) dy dx
− 2
∫
∂E
h(x)
∫
∂E
Kδ(x − y)(h(y)− h(x)) dydx
−
∫
∂E
h(x)2H(x)
∫
RN
(χE(y)− χEc(y))Kδ(x− y) dy dx.
Taking the limit as δ → 0 we find (B.1). 
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Proof of Proposition B.2. Let νt(x) denote the unit normal vector to ∂Et at x ∈ ∂Et pointing out of Et.
Note that ν(x) = ν0(x). Let Lt be the half space defined by Lt = {x : 〈x − pt, νt(pt)〉 > 0}. Then
HsΣth(pt) =
∫
RN
χEt(x) − χLt(x)− χEc(x) + χLct (x)
|x− pt|N+s dx (B.5)
since the function 1− 2χLt has zero principal value. Note that the integral in (B.5) is well defined and
HsΣth(pt) = 2
∫
RN
χEt(x)− χLt(x)
|x− pt|N+s dx.
For δ > 0 let η ∈ C∞(RN ) be a radially symmetric cut-off function with η(x) = 1 for |x| ≥ 2, η(x) = 0 for
|x| ≤ 1. Define ηδ(x) = η(x/δ) and write∫
RN
χEt(x)− χLt(x)
|x− pt|N+s dx = fδ(t) + gδ(t)
where
fδ(t) =
∫
RN
χEt(x) − χLt(x)
|x− pt|N+s ηδ(x− pt) dx
and gδ(t) is the rest. Then it is direct that fδ is differentiable and
f ′δ(0) =
∫
∂E
h(x)
|x− p|N+s ηδ(x− p)
−
∫
∂L0
h(p)〈ν(p), ν(p)〉 − 〈x− p, ∂νt(pt)∂t |t=0〉
|x− p|N+s ηδ(x− p)
+ (N + s)h(p)
∫
RN
χE(x) − χL0(x)
|x− p|N+s+2 〈x− p, ν(p)〉ηδ(x − p)dx
− h(p)
∫
RN
χE(x)− χL0(x)
|x− p|N+s 〈∇ηδ(x− p), ν(p)〉dx.
We integrate the third term by parts
(N + s)
∫
RN
χE(x) − χL0(x)
|x− p|N+s+2 〈x− p, ν(p)〉ηδ(x− p)dx
= −
∫
RN
(χE(x) − χL0(x))〈∇
1
|x − p|N+s , ν(p)〉ηδ(x− p)dx
= −
∫
∂E
〈ν(x), ν(p)〉
|x− p|N+s ηδ(x− p) +
∫
∂L0
〈ν(p), ν(p)〉
|x− p|N+s ηδ(x − p)
+
∫
RN
χE(x) − χL0(x)
|x− p|N+s 〈∇ηδ(x− p), ν(p)〉dx.
Since ηδ is radially symmetric, ∫
∂L0
〈x− p, ∂νt(pt)∂t |t=0〉
|x− p|N+s ηδ(x− p) dx = 0
and then
f ′δ(0) =
∫
∂E
h(x)
|x− p|N+s ηδ(x − p)dx− h(p)
∫
∂E
〈ν(x), ν(p)〉
|x− p|N+s ηδ(x− p)dx,
which we write as
f ′δ(0) =
∫
∂E
h(x)− h(p)
|x− p|N+s ηδ(x− p) dx+ h(p)
∫
∂E
1− 〈ν(x), ν(p)〉
|x− p|N+s ηδ(x− p) dx.
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We claim that g′δ(t) → 0 as δ → 0, uniformly for t in a neighborhood of 0. Indeed, in a neighborhood of pt
we can represent ∂Et as a graph of a function Gt over Lt ∩B(pt, 2δ), with Gt defined in a neighborhood of 0
in RN−1, Gt(0) = 0, ∇y′Gt(0) = 0 and smooth in all its variables (we write y′ ∈ RN−1). Then gδ(t) becomes
gδ(t) =
∫
|y′|<2δ
∫ Gt(y′)
0
1
(|y′|2 + y2N )
N+s
2
(1− ηδ(y′, yN ))dyNdy′
so that
g′δ(t) =
∫
|y′|<2δ
1
(|y′|2 +Gt(y′)2)N+s2
∂Gt
∂t
(y′)(1 − ηδ(y′, yN ))dy′.
But |Gt(y′)| ≤ K|y′|2 and |∂Gt∂t (y′)| ≤ K|y′|2, so
g′δ(t) ≤ Cδ1−s.
Therefore
d
dt
HsΣth (pt)
∣∣∣
t=0
= 2 lim
δ→0
[∫
∂E
h(x)− h(p)
|x− p|N+s ηδ(x− p)dx
+ h(p)
∫
∂E
1− 〈ν(x), ν(p)〉
|x− p|N+s ηδ(x− p)dx
]
.
Letting δ → 0 we find (B.2). 
Proof of Corollary B.1. The same argument as in the proof of Proposition B.2 shows that if F : Σ → RN is
a smooth bounded vector field and we let Et be the set whose boundary Σt = ∂Et is parametrized as
∂Eth = {x+ tF (x) / x ∈ ∂E},
with exterior normal vector close to ν, then
d
dt
HsΣt(pt)
∣∣∣
t=0
= 2J sΣ[〈F, ν〉](p),
where pt = p+ tF (p). Taking as F (x) = eN = (0, . . . , 0, 1) we conclude that w = 〈ν, eN 〉 is a positive function
satisfying
J sΣ[w](x) = 0 for all x ∈ Σ.
More explicitly
p.v.
∫
Σ
w(y)− w(x)
|y − x|N+s dy + w(x)A(x) = 0 for all x ∈ Σ, (B.6)
where
A(x) =
∫
Σ
〈ν(x) − ν(y), ν(x)〉
|x− y|N+s dy.
As in the classical setting we can show that Σ is stable in the sense that (B.3) holds. Let φ ∈ C∞0 (Σ) and
observe that
1
2
∫
Σ
∫
Σ
(φ(x) − φ(y))2
|x− y|N+s dxdy =
∫
Σ
∫
Σ
(φ(x) − φ(y))φ(x)
|x− y|N+s dxdy.
Write φ = wψ with ψ ∈ C∞0 (Σ). Then∫
Σ
∫
Σ
(φ(x) − φ(y))φ(x)
|x− y|N+s dxdy =
∫
Σ
∫
Σ
(w(x) − w(y))w(x)ψ(x)2
|x− y|N+s dxdy
+
∫
Σ
∫
Σ
(ψ(x) − ψ(y))w(x)w(y)ψ(x)
|x− y|N+s dxdy. (B.7)
Multiplying (B.6) by wψ2 and integrating we get∫
Σ
∫
Σ
(w(x) − w(y))w(x)ψ(x)2
|x− y|N+s dxdy =
∫
Σ
A(x)w(x)2ψ(x)2dx =
∫
Σ
A(x)φ(x)2dx. (B.8)
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For the second term in (B.7) we observe that∫
Σ
∫
Σ
(ψ(x)− ψ(y))w(x)w(y)ψ(x)
|x− y|N+s dxdy =
1
2
∫
Σ
∫
Σ
(ψ(x) − ψ(y))2w(x)w(y)
|x− y|N+s dxdy. (B.9)
Therefore, combining (B.7), (B.8), (B.9) we obtain
1
2
∫
Σ
∫
Σ
(φ(x) − φ(y))2
|x− y|N+s dxdy =
∫
Σ
A(x)φ(x)2dx
+
1
2
∫
Σ
∫
Σ
(ψ(x) − ψ(y))2w(x)w(y)
|x− y|N+s dxdy.
and tis shows (B.3). 
Appendix C. Graph representation
Let r, θ be polar coordinates for x ∈ R2, i.e. x = (r cos θ, r sin θ). Then we define rˆ = xr = (cos θ, sin θ)T ,
θˆ = (− sin θ, cos θ)T . Given a point X ∈ Σ0, X = (x, Fε(x)) we let Π1(X), Π2(X) and νΣ0(X) be tangent
and normal vector to Σ0 at X as defined in (8.1), (8.2) and let Π = [Π1,Π2]. Then we consider coordinates
t = (t1, t2) and t3 defined by
(t1, t2, t3) 7→ Π1(X)t1 +Π2(X)t2 + νΣ0(X)t3.
Let
RX = δ|X |
where δ > 0 is a small fixed constant.
Given h on Σ0 with ‖h‖∗ ≤ σ0ε 12 , we can represent ∂Eh near Xh = X + νΣ0(X)h(X) as
Π(X)t+ νΣ0(X)g(t), |t− t0(X)| ≤ 2RX
where g is of class C2,α in the ball B2RX (t0(X)), with t0 = t0(X) such that Π(X)t0 is the orthogonal
projection of X onto the plane generated by Π1(X), Π2(X). We call GX the operator defined by
gh = GX(h).
To get the correct dependence of the various functions on |X |, let r0 = |x|. Let us change variables
y = x+ r0By¯, t = r0 t¯, g = r0g¯ (C.1)
where the 2× 2 matrix B is given by
B = [rˆ, θˆ]
(and depends on X), so that the equation takes the form
0 = Π(X)t¯+ g¯νΣ0(X)−
[ 1
r0
x+By¯
r−10 Fε(x+ r0By¯)
]
− 1
r0
h(x+ r0By¯)νΣ0(x + r0By¯).
To simplify notation we will omit the bars in t¯, y¯, g¯ and let Φ = (y, g).
We search for a function Φ(t) = (y(t), g(t)), y(t) ∈ R2, g(t) ∈ R that solves
F(Φ, X, h) = 0 (C.2)
where
F(Φ, X, h)(t) = Π(X)t+ g(t)νΣ0 (X)−
[ 1
r0
x+By(t)
r−10 Fε(x+ r0By(t))
]
− 1
r0
h(x+ r0By(t))νΣ0 (x+ r0By(t)).
We search for functions y, g defined in a ball Bδ0(t0(X)), where δ0 > is some small fixed number. By
shifting t to t− t0(X) we will assume t0(X) = 0.
Let X be a Banach space of functions over Bδ0(0) ⊂ R2 with values in R3. We will take later X either C1,
C2 or C2,α. Let Bδ1(Φ0) ⊂ X be the open ball of radius δ1 > 0 centered at the function
Φ0 = (y0, 0)
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where y0(t) = t. Note that F(·, X, h) maps Bδ1(Φ0) into X . We intend to show that if δ0 is fixed small, δ1 is
small depending on ε, and ‖h‖∗, then there is a unique solution Φ ∈ Bδ1(Φ0) of F(Φ, X, h) = 0.
For this we need to construct a bounded left inverse for DΦF(Φ0, X, h). We have, for Φ = (y, g)
DΦF(Φ, X, h) (C.3)
=

 −B1,1 −Dy1ν
(1)
Σ0
h− ν(1)Σ0 Dy1h −B1,2 −Dy2ν
(1)
Σ0
h− ν(1)Σ0 Dy2h ν
(1)
Σ0
(X)
−B2,1 −Dy1ν(2)Σ0 h− ν
(2)
Σ0
Dy1h −B2,2 −Dy2ν(2)Σ0 h− ν
(2)
Σ0
Dy2h ν
(2)
Σ0
(X)
−Dy1Fε −Dy1ν(3)Σ0 h− ν
(3)
Σ0
Dy1h −Dy2Fε −Dy2ν(3)Σ0 h− ν
(3)
Σ0
Dy2h ν
(3)
Σ0
(X)

 ,
where h, νΣ0 , Fε are evaluated at x+r0By(t) when it is not explicitly written to depend on X (third column).
We write ν
(i)
Σ0
the i-th component νΣ0 .
We take
A =
[−B−1 0
0 1
]
as a simple approximation of the inverse of DΦF(Φ0, X, h). We claim that
‖A(F(Φ1, X, h)−F(Φ2, X, h))− (Φ1 − Φ2)‖X ≤ L‖Φ1 − Φ2‖X (C.4)
for Φ1,Φ2 ∈ Bδ1(Φ0), where 0 < L < 1 and that
‖AF(Φ0, X, h)‖X ≤ (1− L)δ1. (C.5)
With (C.4), (C.5) we conclude from the contraction mapping principle, applied to
T (Φ) = Φ−AF(Φ, X, h) (C.6)
that there is a unique Φ ∈ Bδ1(Φ0) such that F(Φ, X, h) = 0.
To prove estimates (C.4), (C.5) we always assume ‖h‖∗ ≤ σ0ε 12 .
We consider first the case r0 ≥ δε− 12 | log ε|. Let us proceed with (C.4) and ‖ ‖X = ‖ ‖C1 . Let Φ1 = (y1, g1),
Φ2 = (y2, g2) ∈ Bδ1(Φ0). Then we claim that
‖A(F(Φ1, X, h)−F(Φ2, X, h))− (Φ1 − Φ2)‖C1 ≤ ε
1
2 ‖Φ1 − Φ2‖C1 . (C.7)
Indeed
A(F(Φ1, X, h)−F(Φ2, X, h))− (Φ1 − Φ2) = D1 +D2 +D3.
We estimate the norm of
D1 = (g1 − g2) (AνΣh − e3) ,
where e3 = (0, 0, 1). By Corollary 3.1 |AνΣh − e3| ≤ Cε
1
2 so
‖D1‖C1 ≤ Cε
1
2 ‖Φ1 − Φ1‖C1 .
Next,
D2 = −
[
0
r−10 (Fε(x+ r0By1(t)) − Fε(x+ r0By2(t)))
]
and using Corollary 3.1
‖D2‖C1 ≤ Cε
1
2 ‖Φ1 − Φ2‖C1 .
Finally
D3 = − 1
r0
(h(x+ r0By1(t))νΣ0 (x+ r0By1(t))− h(x+ r0By2(t))νΣ0 (x+ r0By2(t)))
so
sup
|t|≤δ0
|D3| ≤ Cε 12 ‖Φ1 − Φ2‖C1 .
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We write the derivative as
DtD3 = (Dh(x+ r0By1(t))−Dh(x+ r0By2(t)))Dy1(t)
+Dh(x+ r0By2(t))B(Dy1(t)−Dy2(t)).
Since ‖h‖∗ ≤ σ0ε 12 and ‖ ‖∗ is weighted C2,α norm we have
sup
|t|≤δ0
|(Dh(x+ r0By1(t))−Dh(x+ r0By2(t)))Dy1(t)|
≤ ‖D2h‖L∞‖y1 − y2‖C1‖y1‖C1 ≤ ‖h‖∗‖y1 − y2‖C1 ≤ Cε
1
2 ‖Φ1 − Φ2‖C1 .
The other term in DtD3 is estimated as
sup
|t|≤δ0
|Dh(x + r0By2(t))|(B(Dy1(t)−Dy2(t))| ≤ Cε 12 ‖Φ1 − Φ2‖C1 .
Therefore
‖D3‖C1 ≤ Cε
1
2 ‖Φ1 − Φ2‖C1 ,
and this proves (C.7).
Regarding (C.5), we have
AF(Φ0, X, h)
= − 1
r0
A
[
0
Fε(x0)− Fε(x0 + r0Bt)
]
+A
(
Π(X)−
[
B
0
])
t
− 1
r0
h(x0 + r0Bt)νΣ0(x0 + r0Bt),
and we see that
‖AF(Φ0, X0, h)‖C1 ≤ Cε
1
2 .
Then (C.4), (C.5) hold with C1 norm and δ1 = Cε
1
2 . We conclude that there is a unique Φ with ‖Φ −
Φ0‖C1(Bδ0 (0)) ≤ Cε
1
2 such that F(Φ, X, h) = 0.
We can get also estimates for Φ in C2,α. For this we claim that for Φ1,Φ2 ∈ C2,α(Bδ0(0)):
‖D2{A(F(Φ1, X0, h)−F(Φ2, X0, h))− (Φ1 − Φ2)}‖C0
≤ Cε 12 (‖Φ1‖2C1‖Φ1 − Φ2‖αC0 + ‖Φ1‖C1‖Φ1 − Φ2‖C1 + ‖D2Φ1‖C0‖Φ1 − Φ2‖C0
+ ‖D2(Φ1 − Φ2)‖C0).
Let us consider Φ1,Φ2 with ‖Φi−Φ0‖C1 ≤ Cε 12 so ‖Φi‖C1 ≤ C. Then we can simplify the above estimate to
‖D2{A(F(Φ1, X0, h)−F(Φ2, X0, h))− (Φ1 − Φ2)}‖C0
≤ Cε 12 (‖Φ1 − Φ2‖αC1 + ‖D2Φ1‖C0‖Φ1 − Φ2‖C0 + ‖D2(Φ1 − Φ2)‖C0). (C.8)
In a similar way, assuming ‖Φi‖C1 ≤ C,
[D2{A(F(Φ1, X0, h)−F(Φ2, X0, h))− (Φ1 − Φ2)}]α,Bδ0
≤ Cε 12 ([D2(Φ1 − Φ2)]α,Bδ0 + 1 + ‖D2Φ1‖C0 + ‖D2(Φ1 − Φ2)‖C0).
Let T be the operator defined by (C.6) and Φk the sequence defined by
Φk+1 = T (Φk),Φ0 = (y0, 0). (C.9)
As shown before Φk+1 is a Cauchy sequence in Bδ1(Φ0) with C
1 topology. Using (C.8) we get
‖D2Φk+1‖C0 ≤ ‖D2(T (Φk)− T (Φ0))‖C0 + ‖D2T (Φ0)‖C0
≤ Cε 12 (‖D2Φk‖C0 + 1).
Iterating this inequality shows that ‖D2Φk‖C0 remains bounded as k →∞. Similarly
[D2T (Φk+1)]α,Bδ0 ≤ Cε
1
2 ([D2T (Φk)]α,Bδ0 + 1)
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and iterating this shows that [D2T (Φk)]α,Bδ0 remains bounded. Therefore the fixed point Φ actually satisfies
Φ ∈ C2,α(Bδ0). Again using (C.8) and (C.9) we find actually
‖Φ− Φ0‖C2,α ≤ Cε
1
2 .
Proof of Lemma 8.3. Estimate (8.8) follows from the definition and the mean value formula.
Let us prove (8.9):
g(z + t0(X))− g(t0(X))−∇g(t0(X))z =
∫ 1
0
(1− τ)g′′(t0(X) + τz)[z2] dτ,
so that
|B(g)| ≤ ‖g′′‖L∞(B2RX (t0(X)))|z| ≤
‖g‖b
|X | |z| in B2RX (0).
To prove the estimates for gi = DGX(h)[hi] we give first and expression for this function. Next we compute
gi = DGX(h)[hi]. For this we write h(y, s) = h(y) + shi(y), and let us write Φ
′ = ∂∂sΦ, where Φ = (y, g). We
use the scaled variables as defined in (C.1) and find
DΦFΦ′ = hi(x+ r0By(t))νΣ0(x+ r0By(t))
where DΦF is given in (C.3) and is evaluated at Φ, X, h. From this formula we get
gi(t) = hi(x+ r0By(t))
m
D
, (C.10)
where
m = m0 + hm1
and D is the determinant of DΦF and can be written as
D = D0 + hD1 +Dy1hD2 +Dy2hD3.
The functions Di, m0, m1, have the following expressions:
D0 = ν
(1)
Σ0
(X)(B21Dy2F −B22Dy1F )− ν(2)Σ0 (X)(B11Dy2F −B12Dy1F ) + ν
(3)
Σ0
(X)
D1 = ν
(1)
Σ0
(X)
[
B21Dy2ν
(3)
Σ0
+Dy2FDy1ν
(2)
Σ0
+Dy1ν
(2)
Σ0
Dy2ν
(3)
Σ0
−Dy1FDy2ν(2)Σ0 −B22Dy1ν
(3)
Σ0
−Dy1ν(3)Σ0 Dy2ν
(2)
Σ0
]
− ν(2)Σ0 (X)
[
B11Dy2ν
(3)
Σ0
+Dy1ν
(1)
Σ0
Dy2F +Dy1ν
(1)
Σ0
Dy2ν
(3)
Σ0
−Dy1FDy2ν(1)Σ0 −B12Dy1ν
(3)
Σ0
−Dy1ν(3)Σ0 Dy2ν
(1)
Σ0
]
+ ν
(3)
Σ0
(X)
[
B11Dy2ν
(2)
Σ0
+B22Dy1ν
(1)
Σ0
+Dy1ν
(1)
Σ0
Dy2ν
(2)
Σ0
−B21Dy2ν(1)Σ0 −B12Dy1ν
(2)
Σ0
−Dy1ν(2)Σ0Dy2ν
(1)
Σ0
]
,
where all functions are evaluated at x+ r0By(t) if not explicitly written;
D2 = Dy2F (ν
(1)
Σ0
(X)ν
(2)
Σ0
− ν(2)Σ0 (X)ν
(1)
Σ0
) +B22(ν
(3)
Σ0
(X)ν
(1)
Σ0
− ν(1)Σ0 (X)ν
(3)
Σ0
)
+B12(ν
(2)
Σ0
(X)ν
(3)
Σ0
− ν(3)Σ0 (X)ν
(2)
Σ0
)
D3 = −Dy1F (ν(1)Σ0 (X)ν
(2)
Σ0
− ν(2)Σ0 (X)ν
(1)
Σ0
) +B11(ν
(3)
Σ0
(X)ν
(2)
Σ0
− ν(2)Σ0 (X)ν
(3)
Σ0
)
+B21(ν
(1)
Σ0
(X)ν
(3)
Σ0
− ν(3)Σ0 (X)ν
(1)
Σ0
).
For m0, m1 we have a similar expressions
m0 = ν
(1)
Σ0
(B21Dy2F −B22Dy1F )− ν(2)Σ0 (B11Dy2F −B12Dy1F ) + ν
(3)
Σ0
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m1 = ν
(1)
Σ0
[
B21Dy2ν
(3)
Σ0
+Dy2FDy1ν
(2)
Σ0
+Dy1ν
(2)
Σ0
Dy2ν
(3)
Σ0
−Dy1FDy2ν(2)Σ0 −B22Dy1ν
(3)
Σ0
−Dy1ν(3)Σ0 Dy2ν
(2)
Σ0
]
− ν(2)Σ0
[
B11Dy2ν
(3)
Σ0
+Dy1ν
(1)
Σ0
Dy2F +Dy1ν
(1)
Σ0
Dy2ν
(3)
Σ0
−Dy1FDy2ν(1)Σ0 −B12Dy1ν
(3)
Σ0
−Dy1ν(3)Σ0 Dy2ν
(1)
Σ0
]
+ ν
(3)
Σ0
[
B11Dy2ν
(2)
Σ0
+B22Dy1ν
(1)
Σ0
+Dy1ν
(1)
Σ0
Dy2ν
(2)
Σ0
−B21Dy2ν(1)Σ0 −B12Dy1ν
(2)
Σ0
−Dy1ν(2)Σ0Dy2ν
(1)
Σ0
]
.
Let us rewrite (C.10) as
gi = g¯i + g˜i (C.11)
where
g¯i = hi(x+ r0By(t))
g˜i(t) = hi(x+ r0By(t))
(m0 −D0) + (m1 −D1)h−Dy1hD2 −Dy2hD3
D0 + hD1 +Dy1hD2 +Dy2hD3
.
These expressions imply the following estimate (after changing variables back from (C.1)):
‖g¯i‖b ≤ C‖hi‖∗
where ‖ ‖b is the norm (8.7). Therefore
|B(g¯i)(X, z)| ≤ C ‖hi‖∗|X | |z|.
Moreover we can write g˜i as
g˜i(t) = hi(x + r0By(t))Q(X, t, h,Dth)
where
Q(X, t, h, ξ) =
(m0 −D0) + (m1 −D1)h− ξ1D2 − ξ2D3
D0 + hD1 + ξ1D2 + ξ2D3
. (C.12)
Let us use the notation
h˜(t) = h(x+ r0By(t)), h˜i(t) = hi(x+ r0By(t)),
Q˜(t, ξ) = Q(X, t, h˜(t), ξ)
so that
g˜i(t) = h˜i(t)Q˜(t,Dth˜(t)).
Observe that Q˜(t0(X), ξ) = 0, DξQ˜(t0(X), ξ) = 0. Then we have
|B(g˜i)(X, z)| = 1|z|
∣∣∣h˜i(z + t0(X))Q˜(z + t0(X), Dth˜(z + t0(X)))
− h˜i(t0(X))DtQ˜(t0(X), Dth˜(t0(X)))z
∣∣∣
≤ A1 +A2 +A3
where
A1 =
1
|z|
∣∣∣(h˜i(z + t0(X))− h˜i(t0(X)))Q˜(z + t0(X), Dth˜(z + t0(X)))∣∣∣
A2 =
1
|z| |h˜i(t0(X))|
∣∣∣Q˜(z + t0(X), Dth˜(z + t0(X)))− Q˜(z + t0(X), Dth˜(t0(X)))∣∣∣
A3 =
1
|z| |h˜i(t0(X))|
∣∣∣Q˜(z + t0(X), Dth˜(t0(X)))−DtQ˜(t0(X), Dth˜(t0(X)))z∣∣∣.
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We then have for z ∈ B2RX (t0)
A1 ≤ C‖h˜i‖B2RX (t0)|z| ≤ C‖hi‖∗
|z|
|X | .
For A2
A2 ≤ 1|z|
∫ 1
0
|DξQ˜(z + t0(X), Dth˜(τz + t0(X)))||Dtth˜(τz + t0(X))| dτ |z|
≤ C‖hi‖∗ |z||X |
since |DξQ˜(z + t0(X), Dth˜(τz + t0(X)))| ≤ C|z| for this range of arguments. Finally also
A3 ≤ C‖hi‖∗ |z||X |
because ∣∣Q˜(z + t0(X), Dth˜(t0(X)))−DtQ˜(t0(X), Dth˜(t0(X)))z∣∣ ≤ |z|2|X |
in this range of argument. This establishes (8.11).
The estimate (8.8) and (8.10) are direct since the expression At involves only one derivative the function
where it is applied to, and we have control of one derivative of gi directly from (C.11). 
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