Self-assembly of ordered nanometer-scale patterns is interesting in itself, but its practical value depends on the ability to predict and control pattern formation. In this paper we demonstrate theoretically and numerically that engineering of extrinsic as well as intrinsic substrate geometry may provide such a controllable ordering mechanism for block copolymers films. We develop an effective two-dimensional model of thin films of striped-phase diblock copolymers on general curved substrates. The model is obtained as an expansion in the film thickness and thus takes the third dimension into account, which crucially allows us to predict the preferred orientations even in the absence of intrinsic curvature. We determine the minimum-energy textures on several curved surfaces and arrive at a general principle for using substrate curvature as an ordering field, namely that the stripes will tend to align along directions of maximal curvature.
Introduction
Thin films of block-copolymers have received strong attention in the last two decades due to their diverse nanometer-scale selfassembly properties. Their ability to form regular hexagonal and cylindrical as well as lamellar patterns makes them promising candidates for applications in microelectronics and optics as well as nanofluidics. In microelectronics and the semiconductor industry, where feature-size is of the essence, much of the appeal comes from the use of thin block copolymer films as etch masks for fabrication of ultra-small circuitry elements and memory devices. "Bottom-up" self-organization of block co-polymers promise to continue the miniaturization to length scales where traditional "top-down" lithography ceases to be feasible. 1, 2 Cylindrical phase block copolymers allow for manufacture of nanoporous membranes for ultrafiltration and molecular sieves [3] [4] [5] [6] [7] as well as superhydrophobic materials in nanofluidics. 8 Lamellar and cylindrical phase block copolymer films have been demonstrated as viable templates for microelectronic circuitry and polarizing grids as well. [9] [10] [11] [12] [13] For most of these applications, a high degree of long-range order and control over macroscopic patterning is desirable. In practice, this is complicated by the formation of defects and microdomains. Different experimental techniques have been developed in attempts to avoid defects and obtain a macroscopic order. One such method is chemoepitaxy, where the substrate is pretreated with another chemical species, thus using the interfacial energy to facilitate the formation of long-range ordered patterns [14] [15] [16] . Shearing flow 11, 12, 17 as well as applied electric fields 13, 18 have also been used with some success. Perhaps the most obvious approach to annihilating defects is annealing -heat- ing to near the order-disorder transition temperature and subsequently cooling. A more sophisticated version of this is the sweeping temperature gradient method, which has also proven relatively effective. 19, 20 Our work focuses on using curvature as an ordering field -i.e. using substrate topography to control the macroscopic order of lamellar patterns, analogously to an external field. Experimental studies have already shown this graphoepitaxy technique to be a viable method to control microdomain formation. [21] [22] [23] [24] [25] However, for this technique to be generally applicable, we must understand how to design substrates to favour the formation of specific patterns and -conversely -which types of pattern formation to expect as a function of substrate geometry. Our focus is on the smectic-symmetry stripe patterns obtained from compositionally symmectric diblock copolymers.
In this paper we consider a free energy which is dominated by the deviation of the stripe spacing from its preferred value, in accord with the approach of Pezzutti et al. 26 Our strategy is to formulate a free energy which takes into account not only the intrinsic geometry, but also the extrinsic geometry. The latter comes into play due to the fact that the co-polymer film has a non-zero thickness. While the film is thin, the extension into the third dimension nonetheless has implications for the minimum-energy pattern on any given curved surface. Consider, as an example, the thin striped layers in Fig. 1(a,b) . Due to bending of the surface, the stripe spacing is forced to vary across the thickness of the film, leading to the layer being simultaneously under compression and dilation. Hence, even though the film is thin, the third dimension cannot be neglected as it effectively couples the free energy to the extrinsic curvature of the surface.
By performing a systematic expansion in the thickness of the film, we obtain a two-dimensional effective theory which leads to an explicit coupling between extrinsic geometry and pattern formation.. We perform computer simulations of this system, assuming the dynamics to consist of the relaxation towards equilibrium of a conserved order parameter. We find that in situations where the intrinsic curvature vanishes, such as on cylinders, on ridges and in trenches, the extrinsic curvature can serve to orient the pattern in a controllable fashion. Consequently, the coupling to extrinsic geometry is indispensable in such situations. In cases where there is only appreciable Gaussian curvature, such as the saddle geometry, the intrinsic geometry picks out a preferred direction. In situations where both types of curvature are present we find that the extrinsic and intrinsic features may work together in orienting the pattern. As such, we show that there are situations where extrinsic curvature is merely a contributing factor and others where it is the crucial component in determining the macroscopic order.
There have been previous attempts at modeling the effect of curvature on lamellar phase block co-polymer assembly, but none which correctly incorporate the effects of film thickness and coupling to extrinsic curvature for general surfaces. Several authors have developed models 27, 28 , where both intrinsic and extrinsic bending of the stripes themselves is energetically penalized. Intrinsic bending occurs when the stripes deviate from geodesics of the surface. Extrinsic bending, on the other hand, occurs when the stripes bend in three-dimensional space. As an example, consider the two-dimensional top layers of the cylindrical films in Fig.  1 . The stripes running along the cylinder (Fig. 1a) have neither intrinsic nor extrinsic bending, whereas stripes running around the cylinder (Fig. 1c) have no intrinsic bending but do have extrinsic bending because they are curved in three-dimensional space. The type of model employed in 27, 28 implies that stripes prefer to be straight in 3D and that running along the cylinder as in Fig. 1a is preferred.
The starting point for our expansion is a Brazovskii-type free energy. This type of free energy has been used before to model the effects of curvature on block copolymer configurations. 26, 29, 30 Pezzutti et al. 26 employ a covariantized Brazovskii surface free energy and perform a finite-thickness expansion specifically in the case of the cylinder and thus arrive at the conclusion that the preferred stripe direction is around the cylinder, as in Figure 1c. However they do not derive a general finite-thickness model for arbitrary surfaces and, furthermore, investigate only surfaces of vanishing Gaussian curvature. Matsumoto et al. 29 employ the same type of block copolymer free energy and couple it to a Canham-Helfrich membrane model of the substrate. By covariantizing the free energy, the metric -and thus the intrinsic geometry -naturally couples to the copolymer pattern. This leads to a model that predicts stripe patterns running perpendicular to substrate wrinkles for nonzero Gaussian curvature. However, since vanishing thickness is assumed, the coupling of the phase field to the extrinsic curvature is not captured. As such, this model cannot predict a preferred orientation of stripes in e.g. a cylindrical geometry. Interestingly, Matsumoto et al. 29 also allow the surface to adapt to the copolymer pattern by assuming a relaxational dynamics of the height field. Vega et al. 30 take a different approach, namely three-dimensional (3D) simulation of a Brazovskii-type model confined to a thin, curved patch of 3D space. They arrive at the prediction that the stripes tend to run around the cylinder. Their approach is simple in principle, requiring no covariantization or finite-thickness expansion of the free energy, but it has the disadvantage of not making the curvaturecoupling explicit and of requiring simulation of a large number of degrees of freedom. It is thus clear that attempts at modeling the effects of curvature on block copolymer stripe patterns have led to contradictory results. However, experiments [29] [30] [31] may shed light on the features one should expect from a successful model of these phenomena. The simplest experimental paradigm in this regard is the cylinder, since it exhibits uniform extrinsic curvature while possessing no intrinsic curvature, thus allowing a separation of the effects owing to extrinsic geometry. In 30 , polystyrene-block-poly(ethylenealt-propylene) diblock copolymers were annealed on a substrate with trenches of vanishing Gaussian curvature, and it was clearly shown that the in-plane striped pattern tends to orient itself perpendicularly to the trenches. In 29 , the same type of block copolymer were deposited on more topographically diverse substrates, and the same tendency was seen. In 31 the authors perform experiments with polystyrene-blockpoly(ethylene-alt-propylene) diblock copolymers on both a ridgelike geometry (with vanishing Gaussian curvature) and a bumpy geometry consisting of numerous Gaussian-like smooth bumps. For the cylindrical geometry, they find that the block copolymer cylinders tend to align along the direction of curvature. For the bumpy substrate, they find that both directions of principal curvature constitute preferred orientations for the block copolymer pattern. This is in accordance with what our model predicts, as will be shown in this paper, namely that stripes preferentially align with curvature.
The paper is organized as follows. In Section 2, we discuss the free energy functional which is the starting point of our description and the motivation for developing a finite-thickness model. In Section 3, we first describe the general strategy and then perform the expansion. Section 4 is devoted to studying pattern formation on different geometries by numerical simulations of the model. We go on to extract the general features of the ordering mechanism and discuss the implications for pattern formation. In Section 5 we make our closing remarks.
The Free Energy
The Brazovskii model 32 and closely related Phase Field Crystal models 33, 34 have been applied to a broad range of systems undergoing pattern formation and selection of a specific length scale. These Brazovskii-type models have previously been employed to describe block copolymers 26, 29, [35] [36] [37] but the approach is very general and also nucleation and pattern formation processes [38] [39] [40] , crystal defect dynamics 33, [41] [42] [43] , grain boundary melting [44] [45] [46] and liquid crystals 47, 48 have been studied. A Brazovskii-type model was also famously shown by Swift and Hohenberg 49 to describe Rayleigh-BÃl'nard convection.
The Brazovskii mean field free energy F(ψ) is a GinzburgLandau expansion in the order parameter ψ(x). We will work with the corresponding free energy density f = F/V :
where V is volume, ψ(x) = φ (x) − φ 0 measures the local deviation from the average composition φ 0 at the critical temperature T c . The model has one parameter, the reduced temperature
We assume φ 0 = 0 throughout, since we study the compositionally symmetric lamellar phase.
The negative sign of the gradient-squared in Eq. (1) makes spatial modulations of the order parameter field ψ energetically favorable. In combination with the positive Laplacian-squared, the gradient-squared favors a specific wavelength λ = 2π √ 2. To see this, consider the free energy density of a field ψ = ψ 0 sin(q 0 x):
The free energy density is minimized for q 0 = 1/ √ 2 resulting in a characteristic wavelength λ = 2π √ 2. Any deviation from this spacing of the stripe pattern is energetically penalized. Since Brazovskii-type models favour a single wavelength, the simulated profiles most closely resemble block copolymers in the weak segregation limit where the composition profile (density of either component) is approximately sinusoidal 50 , but the patterns themselves are more general.
In the current work, we focus on thin films on curved surfaces. A simple way to describe the free energy of the thin film is to consider the two-dimensional surface version of Eq. (1) where all derivatives have been replaced with their covariant surface equivalents:
Here,∇ denotes a covariant surface derivative on the surfaceS and dÃ is the area element of the curved surface. The strategy of replacing bulk derivatives with their surface equivalent has been applied to crystallization on curved surfaces using the related Phase Field Crystal model 37, 51 as well as in treatments of nematic crystals on curved surfaces using the Frank energy . 28, 52, 53 Replacing the bulk derivatives with their surface equivalents preserves the optimal wavelength λ . This covariant formulation introduces a coupling between stripe orientation and intrinsic curvature which is geometrically clear: if the surface is intrinsically curved in some direction, the stripe pattern will effectively be stretched (or compressed) along this direction. Stretching the pattern along the stripe direction does not affect the spacing, while stretching orthogonal to the stripes does. Thus the effect is to align the stripes along the direction of maximal intrinsic curvature.
However, this approach does not take the third dimension into account and results, for example, in all stripe orientations on a cylinder being equally favorable, since the cylinder has vanishing intrinsic (Gaussian) curvature. This is not a proper description of the striped phase, which can be seen by considering Fig. 1 . Whereas all layers in Fig. 1c have the same wavelength, this is not the case for the configuration in Fig. 1a , where the wavelength increases with the radial coordinate. Thus the configuration in Fig. 1c should have the lowest free energy.
To properly account for the third dimension, we will start with the three-dimensional free energy density in Eq. (1) and expand it in the thickness of the film, to obtain a two-dimensional free energy density which takes both the intrinsic and extrinsic curvature of the surface into account.
3 Coupling between substrate curvature and texture orientation
Geometrical setup
We consider a thin three-dimensional region Ω of thickness h around a regular compact surfaceS -see Figure 2 . We definẽ n to be the unit normal vector field to the surfaceS. The volume Ω is described by the three-dimensional position vector p(u, w, ξ ) parametrized by the three internal parameters (u, w, ξ ):
wherep is the normal projection of the point p ontoS. The distance between p and the surfaceS along the normalñ at a pointp is given by |ξ |. The surface is of thickness h and thus
The tangent vectors at the pointp(u, w) ∈S arẽ
where the tilde indicates that the tangent vectors belong to the surfaceS and the index i runs over the reference coordinates u and w. Fig. 2 The geometric setup for the expansion. Ω is the entire threedimensional volume of the film whileS defines the midsurface (blue) and S represents a surface (red) within Ω, separated fromS by a distance ξ along the normal vectorñ.
The induced metric (first fundamental form) on the surfaceS isg
where · indicates the standard Euclidean inner product in R 3 . The metric determinant will be denotedg. The metric inverse isg i j and defined such thatg ikg k j = δ i j where repeated indices indicate summation (Einstein convention). The metric and its inverse can be used to raise and lower indices. The curvature tensor * (second fundamental form) of the surfaceS is:
We denote the two principal curvatures at a pointp as κ 1 (p) and κ 2 (p) respectively. If we define the local curvature length scale, l(p) and the global curvature length scale as:
then the requirement of the volume V being a thin shell can be formulated as
We consider a scalar order parameter ψ which is constant throughout the thickness of the shell -something which will be important once we derive the effective two-dimensional free energy:
The goal is to express the three-dimensional free energy density described by eqn (1) in terms of the curvature tensor in eq (7), invariants of the surfaceS such as the mean curvature H and the Gaussian curvature K and surface covariant derivatives of the fields. We write it as an expansion in the surface normal coordinate ξ . Once this has been done, the surface height ξ ∈ [−h/2; h/2] can be integrated out to arrive at an effective two- * Not to be confused with either the Riemann or Ricci curvature tensors which are purely intrinsic. dimensional free energy density to lowest order in the surface thickness to curvature ratio h/ .
Expansion of the free energy density
Geometrically, the curvature tensor K i j expresses the rate of change of the normal vector projected onto the surface:
In our analysis we will assume the curvature to vary slowly compared to the characteristic wavelength such that gradients of the curvature tensor can be neglected. When combining equation (4) with a i = ∂ i p it is clear that the tangent vectors of the surface S will involve the extrinsic curvature. The metric tensor g i j = a i · a j then inherits this dependence on curvature:
This expression is exact. To second order in the small quantity ξ / the inverse metric g i j takes the following form:
The curvature will then enter into the |∇ψ| 2 and (∇ 2 ψ) 2 terms of the free energy through the metric. However, the volume element itself is also affected. The invariant volume element in differential geometry is
where g is the determinant of the metric. We imagine the volume Ω to be foliated by a series of surfaces S, each being a level set of ξ described by (4) such that ξ = 0 corresponds to the midsurfaceS. The volume of Ω is denoted by V while the surface areas of S andS are denoted by A andÃ, respectively. The volume element dV = dξ dA depends on ξ through the area element dA. This dependence follows from the expansion of the metric determinant in terms of ξ , which is given by 54 :
The area element of S is then dA = J ξ dÃ. It follows that the total volume V which enters the free energy density is given by
where χ ≡ S dÃK is the integrated Gaussian curvature which, by the Gauss-Bonnet theorem, equals 2π times the Euler characteristic for a closed surface.
The gradient-squared term is expanded as
The odd terms (c 1 and c 3 ) will not contribute to the effective 2D theory, since they integrate to zero over
The Laplacian-squared term can be expanded similarly to yield
where the relevant curvature coupling term is given by
The last ingredient in the expansion is the local, polynomial part of the free energy. This depends on ξ only due to the metric determinant as it appears in the volume element. The final effective two-dimensional energy up to and including order (h/ ) 3 takes the form
Here, fS is the covariantized Brazovskii surface free energy as given by Eq. (3), to which this effective energy reduces when h → 0. The correction kS due to a finite film thickness is given by:
Relaxation towards equilibrium
Assuming a conserved order parameter field, the relaxation in time t towards equilibrium can be described by the equation
where M is a diffusion coefficient which sets the time scale of the dynamics, and δ f /δ ψ denotes the functional derivative of the free energy in (14) .
To study the effects of curvature on non-trivial surfaces, we solve the dynamic equation (15) numerically using a finite element method in space and an implicit finite difference scheme in time. The numerical method is described in detail in appendix A.
Note that the equation of motion (15) guarantees that the free energy f decreases in time, and thus the system will eventually reach at least a localÂȃfree energy minimum. However, when the initial state ψ(p,t = 0) is sufficiently disorganized, this local minimum state may be far from the global minimum in the free energy, which we typically seek. To get closer to this state, a cyclic annealing procedure, as outlined by Zhang et al. 37 , was implemented. This procedure is described in more detail in Sec. 4.1.
The effects of curvature as an ordering field
In order to understand how to design substrates in order to obtain specific textures, it is necessary to understand how curvature acts as an ordering field for the striped phase in specific geometries. In this section we will study the low-energy texture configurations on qualitatively different curved surfaces which exemplify the distinct configurations of Gaussian curvature K and mean curvature H. The surfaces considered are the cylinder (K = 0, H = 0), the saddle geometry (K = 0, H = 0) and the Gaussian bump (H = 0,
Before delving into the details of the mechanism on model geometries, we have simulated the model on a random landscape of sinusoidal bumps and ridges, see Figure 3 . As film thickness increases from left to right in the figure, it becomes clear that there is a tendency for the stripes to run perpendicularly to the ridge-like features and to encircle the bumps. With this intuition in mind, let us turn to the study of pattern formation on simpler model surfaces. We take the surface to be locally parametrized in terms of coordinates x 1 = u and x 2 = w and that the coordinate curves are chosen as lines of curvature, rendering the metric as well as the curvature tensor diagonal. The curvature tensor may then be completely specified by the mean curvature H and Gaussian curvature K:
In order to see the role of intrinsic and extrinsic geometry separately in the finite-thickness energy contribution, it is instructive study the model in the extremal cases of vanishing Gaussian curvature (K = 0, H = 0) and vanishing mean curvature (K = 0, H = 0), respectively. Below we study two simple examples of such extremal geometries and solve for the preferred pattern orientation, namely the cylinder and the saddle geometry. We can parametrize a one-mode stripe pattern on a surface (such as those of Fig. 1 ) as
where s u and s w are the arc lengths along the coordinate curves of u and w on the surface. In the next section we will use this expression to derive preferred orientations on different geometries. 
Cylinder
The cylinder is an example of a geometry satisfying K = 0, H = 0 as described above. In this case the curvature effects are entirely extrinsic in nature, meaning that the finite-thickness contribution to the energy is crucial in breaking the symmetry between all the possible stripe orientations.
We parametrize a cylindrical surfaceS of radius R and length L by the cylindrical coordinates
Relevant geometrical quantities associated for this specific parametrization are:
As in 26 , we consider a striped texture making an angle α with the axis of the cylinder, see Fig. 1 . By applying Eq. (17), we obtain the following expression:
Since the Gaussian curvature vanishes everywhere, the curvature contribution to the free energy in Eq. (14) reduces to:
where we have inserted the preferred wavenumber q 0 = 1/ √ 2 in the last step. The curvature contribution to the energy is minimized when α = π/2 and the stripes on every parallel surface are able to maintain the preferred lattice spacing q 0 , as shown in Figure 1c . This specific result for the cylinder has previously been derived 26 and is in agreement with the observation of stripe textures running perpendicular to substrate ridges. 29, 30 We have simulated the model on a cylinder and measured the angle of the gradient∇ψ, which is of course perpendicular to the stripes. The angle histograms for the h = 0 (vanishing thickness) and h > 0 cases are shown in Figure 4 . The tendency for stripes to run around the cylinder is very clear.
To obtain such a clear result, it was necessary to perform a cyclical heat treatment -annealing -in order to decrease the number of dislocations and reach a low-energy state. Our annealing protocol consists of cycling sinusoidally between a low temperature (τ = 0.1) and a high temperature (τ = 0.99) which lies very close to the order-disorder transition point at τ = 1. An example of the H = 0, K = 0 situation can be realized in a simple saddle geometry. This geometry can be parametrized as
Saddle geometry
We will focus on the saddle point x = y = 0, where these tensors reduce to g i j = diag(1, 1) and K i j = diag(−a, a). Applying (17), we get an expression for a stripe pattern:
where
In this case the finite-thickness energy density kS as a function of azimuthal angle α reduces to
We see that the minimum energy configuration occurs for α = ±π/4. This fits well with what we find in simulations of the striped phase on a saddle geometry, see Figure 5 .
Gaussian bump
A Gaussian bump can be parametrized in the following way in Monge gauge:
with r ≥ 0, φ ∈ [0, 2π].
In general the Gaussian bump has mean curvature as well as Gaussian curvature. However, at the ring given by r = σ , the Gaussian curvature vanishes and the surface is locally equivalent to a cylinder, with r corresponding to the axis direction and φ to the azimuthal direction. The model proposed in this paper therefore predicts that there should be a local tendency for to the stripes run around the circle as if it was a cylinder.
For a more global view, we must investigate the curvatures of the Gaussian bump in its entirety (not just the K = 0 circle). The two principal curvature directions of the bump are given byr andφ . Whenever two non-zero principal curvatures are present, there will correspondingly exist two stripe orientations which corresponds to local minima of the curvature energy. If properly annealed, the stripes should align along the direction of greatest curvature -however this tendency is of course more pronounced when the two curvatures are markedly different.
To study the relative strength of the two minimal-energy orientations, we form the ratio of the two principal curvatures F(r,h) := κ r κ φ where we have defined the two dimensionless quantitiesr = r/σ andh = h 0 /σ . One finds:
This ratio is plotted in Figure 6 as a function ofr for several values of the height-to-width ratioh. We see that F drops quickly as a function ofr whenh is large, corresponding to a tall and narrow Gaussian bump. Thus we should see the strongest tendency to orient the stripes azimuthally for narrow and tall Gaussian bumps. In Fig. 7 , the average orientation on the Gaussian bump is shown, with the stripe pattern quite clearly displaying a tendency to run azimuthally (i.e. around the bump). As with the cylinder, these were obtained by annealing.
Discussion and conclusions
Stripe textures of copolymers have frequently been modeled as two-dimensional nematic crystals with a one constant Frank free energy. 28, 52, 53 However, due to the use of surface derivatives, this approach does not take the extrinsic geometry into account, and results in all orientations on the cylinder being equivalent. Napoli and Vergori 55 considered the influence of extrinsic geometry on a nematic phase on a curved surface, by expanding the threedimensional Frank elastic energy of nematic crystals to zeroth order in the small parameter ξ / following the technique described in 56 . They also considered a cylindrical surface and found that the absolute free energy minimum occurs when the director field is aligned with the axis (α = 0). Thus a similarity between the nematic description and ours arises if the director field is identified with the direction of∇ψ. A nematic description was also employed by Mbanga et al. 57 who studied defects in a nematic phase on a catenoid, and by Segatti et al. 58 who investigated the behavior of the model by Napoli and Vergori 55,56 on a torus. The block copolymer textures considered in this paper are smectic, rather than nematic, but preferred orientations will in many cases turn out to be similar to those obtained in Napoli and Vergori's model 55 , due to their model penalizing normal curvature of the director field. However their approach also penalizes any geodesic torsion of the director, something which does not arise in our model.
Hexemer 27 experimentally studied triblock co-polymer films on an approximately Gaussian bump. In their study, they focused on the orientation at the ring of vanishing Gaussian curvature and found that the stripes tend to be perpendicular to the circle at r = σ . Our model describes only diblock copolymers, but their result points to the possibility to extend this type of substrate curvature analysis to triblock systems, which have quite different mechanical properties from diblock copolymers. 59 It is clear from our simulations that extrinsic curvature plays a definite role in orienting the pattern. However we should emphasize that our model is purely qualitative, and as such it cannot predict the precise extent of this effect in the laboratory. In simulations, the local influence of defects can sometimes overpower the organizing effect of curvature, and thus annealing is usually necessary. Even with annealing, the ordering effect of extrinsic curvature often only becomes significant for relatively large ratios of film thickness to substrate radius of curvature, on the order of (h/ ) 2 ∼ 0.1 − 1. This should be contrasted with the fact that our perturbative approach is strictly speaking limited to thin films for which the film thickness does not exceed the local radius of curvature. Experiments are often conducted outside this regimeconsider e.g. the experiments of Hexemer 27 in which the film is several layers thick.
To conclude, our study finds that curvature has an important effect on pattern formation in thin film block copolymers. The model that we have developed shows that it is necessary to take the effects of extrinsic curvature into consideration -effects which become apparent due to the finite thickness of the film. Through analysis of three geometries exhibiting distinct signatures of mean vs. Gaussian curvature, we conclude that the general tendency is for stripes to align with the direction of maximal curvature. This simple principle provides a straightforward recipe for optimizing the substrate to favour a desired pattern.
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A Numerical method
To solve the relaxation dynamics (15) with the free energy functional (14) , we have used a numerical framework 60 developed by the authors for solving partial differential equations on arbitrary parametrized surfaces. The numerical framework is built as a layer on top of the FEniCS/Dolfin framework 61, 62 for solving PDEs using the finite element method. FEniCS interfaces to e.g. PETSc 63 for solving large sparse linear systems arising in the finite element method. Our numerical framework is not constrained to the equations of motion described here, but the full functionality will be documented and published elsewhere. In particular, the framework is accessed using Python and supports arbitrary analytical surface parametrizations. Surface derivatives, which enter in the metric curvature tensor fields, are computed symbolically using SymPy 64 , thereby achieving accuracy only limited by the interpolation onto the unstructured spatial mesh.
In order for the results to be directly reproducible by the reader, the numerical cases presented here are found as example scripts at the GitHub repository https://github.com/ gautelinga/surface_pfc/SoftMatter2019.
A.1 Functional derivative of the free energy
The functional derivative of the free energy f which enters in the equation of motion (15) , is given by
Since the variational problem has a nonlinear contribution from m NL , the problem must be linearised and solved in an inner iteration cycle at each time step. In practice, this is automatically handled in FEniCS, which automatically generates the Jacobian of the system based on the symbolic expression for W (ψ k ) to be used in a Newton method with ψ k−1 as an initial guess for ψ k .
The full set of equations (37) with (38) was discretized on the reference domain, i.e. a linear system was found i.e. using
For stability purposes (particularly when h/ was large), the best convergence rate was achieved using a direct linear solver.
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