Motivation: Comparisons of microbiome communities across populations are often based on pairwise distance measures (beta-diversity). Standard analyses (principal coordinate plots, permutation tests, kernel methods) require access to primary data if another investigator wants to add or compare independent data. We propose using standard reference measurements to simplify microbiome beta-diversity analyses, to make them more transparent, and to facilitate independent validation and comparisons across studies. Results: Using stool and nasal reference sets from the Human Microbiome Project (HMP), we computed mean distances (actually Bray-Curtis or Pearson correlation dissimilarities) to each reference set for each new sample. Thus, each new sample has two mean distances that can be plotted and analyzed with classical statistical methods. To test the approach, we studied independent (not reference) HMP subjects. Simple Hotelling tests demonstrated statistically significant differences in mean distances to reference sets between all pairs of body sites (stool, skin, nasal, saliva and vagina) at the phylum, class, order, family and genus levels. Using the distance to a single reference set was usually sufficient, but using both reference sets always worked well. The use of reference sets simplifies standard analyses of beta-diversity and facilitates the independent validation and combining of such data because others can compute distances to the same reference sets. Moreover, standard statistical methods for survival analysis, logistic regression and other procedures can be applied to vectors of mean distances to reference sets, thereby greatly expanding the potential uses of beta-diversity information. More work is needed to identify the best reference sets for particular applications. Availability and implementation: https:/
Introduction
of DNA reads, it is customary to normalize the counts by dividing by the total number of sequences to get the proportions of sequences in the various taxa. For example, the Greengenes Database with 97% sequence similarity has 90 phyla, and one could record the vector of proportions in these various phyla. Data at more refined taxonomic levels such as family or genus can also be represented this way. We call such a vector with K taxa a composition vector, Z ¼ ðz 1 ; . . . ; z K Þ 0 . The components of Z are non-negative and sum to 1.0. Although we use taxonomic composition vectors based on 16S DNA sequences in this paper as an example, the key idea we introduce of using reference sets applies to other types of compositional data, such as metagenomic estimates of relative species abundance or relative gene abundance (Qin et al., 2010) .
In principle all the information at a given taxonomic level in an individual sample is contained in Z. The composition vector characterizes the microbial community in the sample. If one wishes to determine whether samples from persons with disease differ from samples from persons without disease, one can test whether the distributions of the composition vectors differ in the two groups, or whether the distributions of some simple scalar functions of Z differ. For example, one could ask whether the mean proportions of sequences in phylum k, namely z k , differ. Or one might ask whether the means of scalar measures of alpha diversity, such as the Shannon index, a Shannon ¼ À P K k¼1 z k log ðz k Þ, differ. All these approaches use standard statistical techniques that apply when measurements Z are obtained separately for each sample (for example, for each patient in a medical study).
Another approach for identifying whether the composition vectors in one group differ from those in another group is to define a distance measure d ij between a pair of composition vectors for samples i and j, d ij ¼ dðZ i ; Z j Þ: These distances are often measures of 'beta-diversity' between samples i and j. For example, QIIME 1.9.1 (Quantitative Insights into Microbial Ecology, http://qiime.org) (Caporaso et al., 2010) includes multiple beta-diversity measures such as Unweighted Unifrac, Weighted Unifrac and Bray-Curtis, as well as other distance metrics (http://qiime.org/documentation/ qiime_parameters_files.html? highlight¼beta\%20diversity\%20met rics). (Some of the measures, such as Bray-Curtis and a quantity we shall use based on Pearson correlation, do not satisfy the triangle inequality and are therefore not distances. They are more properly called dissimilarity measures, but we shall often use the term distance, instead, to refer either to true metrics or to dissimilarity measures.) Using permutation tests (Anderson, 2001; Tang et al., 2016) , one can determine, for example whether the distances between two groups are larger than distances within groups, which is evidence for different composition vectors between groups. Some distance functions, d, depend only on the components of the composition vectors, such as the Bray-Curtis distance (Bray and Curtis, 1957) , or the Kullbach-Leibler divergence (Kullback and Leibler, 1951) , or the number of components of the composition vectors for which one, but not both, components is zero. We also considered 1 minus the Pearson correlation and 1 minus the Spearman correlation, even though these can be negative and are not distance metrics. Other distance metrics are more complex functions that depend on other data, in addition to the composition vectors. For example, if one assumes a phylogenetic tree that defines relationships among taxa and phylogenetic distances (branch lengths) among taxa, one can measure the phylogenetic ('Unweighted Unifrac') distance between two composition vectors as the fraction of the branch lengths of the tree that lead to descendants from either one sample or the other sample, but not both (Lozupone and Knight, 2005) . Unweighted Unifrac uses information only on which taxa are present, but generalizations also take relative abundance into account (Chen et al., 2012; Lozupone et al., 2007) .
A powerful exploratory tool is to try to represent the nðn À 1Þ=2 distances among n samples in a graph of 2 dimensions based on the first two principal coordinates of the n Â n distance matrix (Gower, 2005) . The Supplementary Material describes how principal coordinates are calculated. Points corresponding to samples that have small distances d ij should appear close together. Figure 1 outlines a comparison of the principal coordinate representation with a simpler plot of mean distances to reference samples. Suppose the original data are from 38 skin samples and 41 saliva samples. To obtain a principal coordinate plot, one computes the 79 Â 79 distance matrix, calculates its principal coordinates and plots the sample points in the space of the first two principal coordinates (Fig. 2a) . If an additional 42 saliva samples become available, one must repeat the entire process based on the 121 Â 121 distance Fig. 1 . Schema comparing plots from principal coordinates analysis (standard analysis) versus plots from a fixed reference analysis. The original data come from 38 skin and 41 saliva samples. Adding 42 additional saliva samples changes the coordinates of the principal coordinate plots, but not the plots based on mean distances to reference stool and nasal samples from the Human Microbiome Project. These approaches are illustrated using phylum-level taxa and Bray-Curtis dissimilarity in Figure 2 matrix, resulting in a new set of principal coordinates (Fig. 2b) . If instead one plots mean distances from the original samples to fixed reference stool and nasal samples (Fig. 2c) , one can also plot the mean distances for the 42 new saliva samples with the same coordinates (Fig. 2d) . We now provide additional detail. Figure 2a is a principal coordinate plot for data from 38 skin samples (green asterisks) and 41 saliva samples (grey circles) from the Human Microbiome Project (HMP) (https://commonfund.nih. gov/hmp/overview, http://hmpdacc.org/) computed with Bray-Curtis distance at the phylum level with the beta_diversity and principal_coordinate functions in QIIME (Caporaso et al., 2010) . Saliva and skin samples are clearly separated (Fig. 2a) . Now suppose that 42 additional saliva samples (black squares) became available. The principal components analysis was redone and the additional saliva samples are shown together with the original samples (Fig. 2b) . Note that although skin and saliva samples remain well separated, the two graphs have changed because the principal axes have changed, and one cannot tell which points in Figure 2a correspond to points in Figure 2b . This example illustrates some of the difficulties of this approach. First, without adopting certain conventions (see Supplementary Material), principal coordinates are not unique; different principal coordinates that have the same distance-preserving properties can differ with respect to origin and orientation (Gower, 2005) . Second, the principal coordinates are derived from the samples in a particular analysis, and adding new samples changes the axes, making it hard to interpret changes in the graphs. Third, an investigator at another laboratory could not add his or her data to such a plot without having access to all the composition vectors in the original plot. These issues can make it difficult to assess the reproducibility of microbiome analyses.
Moreover, analytical approaches to test for differences in the distributions of d ij can be problematic. If one is comparing samples from two independent groups of individuals, tests based on permuting group labels form a basis for inference (Anderson, 2001 Unifrac (Lozupone and Knight, 2015) . Methods recommended for incorporating beta-diversity information in logistic regression or survival analyses are complex (see Discussion).
To simplify analyses based on distance measures and promote reproducibility, we propose to compute average distances to publicly available reference samples. As described in Section 2, we took 97 randomly selected individuals in HMP as the reference population and used their stool samples and nasal samples as site-specific reference sets. Suppose we want to determine whether phylum-level data from skin samples differ from phylum-level data from saliva samples, using the same samples as in Figure 2a and b. Those samples were chosen from a test set of HMP individuals, distinct from the 97 reference individuals. For each skin and saliva sample, we computed its mean BrayCurtis distance to reference stool samples. We likewise computed its mean distance to the reference nasal samples. Thus each skin and saliva sample has an associated vector of two mean distances to the reference sets. Plotting those pairs of mean distances for 38 skin samples and 41 saliva samples shows clear separation (Fig. 2c) . Also adding the 42 other saliva samples to the plot does not change the coordinates and shows that the 83 saliva samples are well separated from the skin samples and that the additional 42 saliva samples have the same distribution as the initial 41 saliva samples (Fig. 2d) . Moreover, standard statistical methods can be used to determine whether the means of the distance vectors are different between skin and saliva samples.
Section 2 defines the reference samples based on HMP data and various test datasets we use, together with the Hotelling-like statistics for comparing mean reference distance vectors from two body sites and a bootstrap testing procedure that allows for correlated body site measurements within individual. Results describe the performance of these procedures for the two-sample problem. Some data are also presented suggesting that the size of the reference population does not need to be very large and might even consist only of single reference points, like the centroids of the composition vectors in the reference sets. We illustrate the flexibility of the reference standard approach by analyzing case-control data (Baxter et al., 2016) to determine whether microbiome features can improve discrimination of colorectal cancer samples from normal colon samples by adding to models that include age, gender and fecal hemoglobin measurements. The Discussion describes why we think this approach works well for the two-sample problem and mentions a number of other potential applications and open research questions.
Materials and methods

Data used
We used 16S V3-V5 region sequencing data from the HMP which contains information from healthy participants. The HMP mapping file, http://downloads.hmpdacc.org/data/HMQCP/v35_map_unique byPSN.txt.bz2, included information from 195 individuals, who provided microbiome samples from 18 body sites (n ¼ 4857 such samples). We restricted analyses to data from the following five sites or sources: stool, skin in left antecubital fossa, nasal (anterior nares), saliva and vagina (posterior fornix). If an individual provided more than one sample from a given site, we only used the sample from the first visit. As a result, we analyzed 681 microbiome samples from various sites and individuals.
We randomly selected 97 of these individuals to be the reference set (set A). The remainder, set B, are the test set of n ¼ 98 individuals. In set A, the 92 stool samples were used as one reference set and the 74 nasal samples were used as a second reference set.
We also used data on stool samples from the American Gut project (http://americangut.org), based on sequencing the 16S V4 region, as a second test set. To make the samples comparable to those in the HMP, we excluded individuals with disease and only included the 530 individuals aged 18-40 years with stool samples. We only used the first stool sample from each individual if there was more than one. Of these 530 individuals, we randomly selected 200 for comparison with the 87 HMP stool samples in set B.
Bioinformatics
For HMP samples, we used a closed reference OTU-picking method. We used the OTU table from ftp://public-ftp.hmpdacc.org/HMQCP/ otu_table_psn_v35.txt.gz, which was derived from QIIME 1.3.0 'using the RDP classifier version 2.2, retrained' with the February 4, 2011 Greengenes taxonomy. For the American Gut stool samples, we used the OTU table last updated on August 1, 2015, based on a closed reference library https://github.com/biocore/American-Gut/ tree/master/data. We mapped the OTU tables to various taxonomic levels (phylum, class, order, family, genus) using the summarize_taxa command in QIIME 1.9.1 (Caporaso et al., 2010) . These procedures produced taxa relative abundances of 16S sequences for each sample. Phyla relative abundances were used for most analyses, including reference distance vector plots (Figs 2c, d and 3) .
To produce principal coordinate plots ( Fig. 2a and b) for the HMP data, we used the rarefaction value 100 to obtain uniform counts. Then we used the QIIME 1.9.1 command beta_diversity to compute Bray-Curtis distances (actually dissimilarities), and the principal_coordinate command to calculate the principal coordinates.
This work utilized the computational resources of the NIH HPC Biowulf cluster (http://hpc.nih.gov/).
Statistical methods
Distance measures
We used the Bray-Curtis dissimilarity (Bray and Curtis, 1957) . Because the sum of the elements of composition vectors is 1.0, the Bray-Curtis dissimilarity reduces to d ij ¼ 1 À P K k¼1 minðz ik ; z jk Þ, where z ik is the kth component of Z i and z jk is the kth component of Z j . Even though correlations are not metrics, we also studied Let S v be the set of n v individuals in reference set v. We use S 1 for the stool sample reference set and S 2 for the nasal sample reference set. For an arbitrary individual i not in S v , the mean distance to S v is d i ðvÞ ¼ two reference sites. For p reference sites, the reference distance vector is p dimensional. We also used median distances instead of means in some calculations.
Statistical tests
We considered whether the mean distance from samples from set B from one body site (r ¼ 1) to S v differs from the mean distance to S v from samples from set B from another body site (r ¼ 2). If both sites were measured on the same individuals, a paired t-test could be used. If data from the two sites came from different individuals in set B, a two-sample t-test could be used. We used two-sided t-tests to compute P-values. The following procedure allows one to combine information from the m 1 individuals with data on site r ¼ 1 only, from the m 2 individuals with data on site r ¼ 2 only, and from the m 12 individuals with data on both sites. Moreover, we consider distances to S 1 and S 2 simultaneously. The methods yield the results for a single reference S v as a special case. The m individuals in test set B with measurements on at least one of the two body sites are partitioned as above into sets of size m 1 ; m 2 ; and m 12 . Let d r i ðvÞ be the mean distance at site r to S v for an individual i in test set B. If i is in the first set, the vector of distances is D1 i ¼ ðd
0 ; if i is in the second set, the vector is
0 ; and if i is in the third set, the vector is
0 . Let D1; D2 and D12 be the respective estimated mean vectors based on sample sizes m 1 , m 2 and m 12 . We assume that D1 i and D2 i have the same distributions as the first two and last two components of D12 i respectively. The combined estimate of the mean distances from site r ¼ 1 to S 1 and S 2 is
; where each submatrix V ij is a 2 Â 2 matrix. 
Hotelling's T-squared like statistic is
If we only want to test whether the distances to S 1 are the same, we set C ¼ ð 1 0 À1 0Þ and if we only want to test whether the distances to S 2 are the same, we set C ¼ ð 0 1 0 À1 Þ.
Standard theory for Hotelling's two-sample T-squared requires homoscedasticity and does not allow for individuals with data at only one of the two sites. We therefore used a bootstrap to obtain an estimated P-value that does not require homoscedasticity and allows for individuals with data at one or both sites. In order to bootstrap under the null hypothesis (Hall and Wilson, 1991) , we bootstrap the (Efron and Tibshirani, 1993) 
We used B ¼ 10 000. We used significance level 0.05 to define a statistically significant result.
Results
Unless otherwise noted, all analyses were performed at the phylum level.
Features of the reference set A
Based on reference set A, the mean distances to the stool (n 1 ¼ 92) and nasal (n 2 ¼ 74) reference samples (and standard deviations of the distances) are shown for various body sites (Table 1) . Both BrayCurtis distance and 1 minus the Pearson correlation are shown. Mean distances from other sites to the stool site are larger than mean distances within the stool site, and mean distances to the nasal site from other sites are larger than the mean within nasal site distances. T-squared allows for correlations across sites within individual and for the use of data from individuals in set B with measurements at one site only (see Section 2). 
most pairs of sites had statistically significantly different distances to either stool reference, nasal reference or both references simultaneously, even with the modest sample sizes in test set B. The two exceptions were nasal versus skin with the stool reference alone (P ¼ 0.0675) and skin versus vagina with the stool reference alone (P ¼ 0.308). All comparisons were statistically significant using the nasal reference only or both the stool and nasal references simultaneously. Similar results were obtained using one minus the Pearson correlation (Table 2) , which provided even better discrimination than Bray-Curtis in these data. One minus the Spearman correlation yielded more non-significant results, perhaps because of discreteness in its distribution (Supplementary Table S1 ).
Studies on the robustness of the findings
We conducted several analyses to determine whether our results were robust to certain choices made in the previous analyses. The reference set A had only 97 individuals, who provided 92 reference stool samples and 74 reference nasal samples. To see if this was an adequate reference set size, we took a random sample of half of set A to be the reference set and repeated the analyses in Table 2 (see  Supplementary Table S2) . Results are little changed from Table 2 . This suggests that reference sets of modest size are adequate.
We also computed the mean composition vectors (centroids) for the stool and nasal samples in the reference set A. These centroids are themselves composition vectors. The same algorithms were used for distance computations, but S 1 and S 2 each contained only a single element, namely the centroids for the stool and nasal references, respectively. Computing reference distance vectors to these centroids, we found (Supplementary Table S3 ) that discrimination The mean distances for skin, saliva and vagina are computed by averaging over the distances to each member of the reference (stool or saliva) set. Standard deviations are computed by treating the various e.g. skin samples as independent. The mean distance from stool to the nasal reference and from nasal to stool reference is computed in the same way. The mean distance from a stool sample in the reference set to the stool reference is computed by averaging the mean distance of that sample from the other (n -1) stool samples. The mean distance and standard deviation of these mean distances are computed by regarding each of the n reference stool samples as independent. Distances of nasal samples to the nasal reference are treated similarly. among sites in the test set B was very slightly inferior to results in Table 2 , but all pairwise site comparisons based on both reference centroids together were significant at P 0:0001. Rather than use the mean distance to the reference samples, d i ðvÞ, we tried the median distance (Supplementary Table S4 ). The median did not discriminate among sites quite as well as the mean (Table 2 ), but even with the median, all pairwise comparisons were statistically significant (P 0:0001) when distances to stool and nasal references were used simultaneously.
To see whether our methods could be applied to data from a source other than HMP, we computed distances to the stool and nasal references from stool samples from 200 individuals in the American Gut collection, as described in Section 2. Although the American Gut OTU tables were produced using a later version of the reference database, and were based on 16S region V4, rather than on regions V3-V5 as for HMP, the American Gut reference distance vectors largely overlap the HMP stool reference distance vectors from test set B (left panel, Fig. 3 ). Because the HMP and American Gut samples come from different individuals, we tested whether their mean distances to a given reference (stool or nasal) were the same with a two-sample t-test and whether their mean distances to stool and nasal references jointly were the same with a two-sample Hotelling's T-squared test. The P-values for distance to stool, distance to nasal, and distance to stool and nasal were respectively, 4.9 Â 10 -7 , 4.4 Â 10 -13 and 6.7 Â 10 -14 . Thus there are differences in the mean reference distance vectors between American Gut and HMP samples, despite our effort to choose healthy individuals from the American Gut collection with a similar age range as in HMP. Note, however, that both the American Gut and HMP stool samples are clearly distinguishable from the other HMP sites (right panel, Fig. 3 ).
As a negative control, we tested whether the Bray-Curtis phylum-level distances from 200 individuals randomly selected from 530 individuals from the American Gut collection differed from those from the remaining 330 individuals (see Section 2). The P-values from t-tests comparing mean distances to HMP stool and to HMP nasal samples were 0.13 and 0.66 respectively. The P-value from the Hotelling's T-squared test comparing both distances simultaneously was 0.31. Thus, as expected, there was no evidence of a difference between these two sets of samples.
Previous analyses were based on phylum-level taxa. Moving to lower phylogenetic levels, such as class, order, family and genus might improve discrimination between pairs of body sites, unless misclassification errors increase in the more refined taxonomic levels. Supplementary Tables S5-S8 give results analogous to Table 2 at the class, order, family and genus levels respectively. Discrimination is similar to, but not better than the phylum level, for class and order. There appears to be some degradation in discriminatory ability at the family and genus level with the stool-only reference. When both stool and nasal references are employed, however, there is highly statistically significant evidence of differences between all pairs of body sites at all taxonomic levels.
3.4 Case-control study of colorectal cancer (CRC) cases and normal colon controls Baxter et al. (2016) developed models for discriminating colorectal cancer (CRC) from normal colon based on 16S rRNA sequencing of stool samples from 120 patients with CRC and from 172 patients without colonic lesions. Using a random forest selection algorithm that maximizes area under the receiver operating characteristic curve (AUC), they selected and incorporated 34 OTUs, mostly classified at the genus level, into a random forest prediction algorithm that yielded AUC ¼ 0.847, which was statistically significantly better than no discrimination (AUC ¼ 0.5) but less than the AUC ¼ 0.929 from the fecal immunochemical test (FIT) for hemoglobin. Nonetheless, this study seemed to demonstrate some ability of microbiome data to discriminate CRC from normal colon. To improve on the FIT, Baxter et al. developed another random forest model (called MMT) that selected among microbiome OTUs and FIT to classify normal versus any colonic abnormality (120 with CRC and 198 with adenomas). The selected features included FIT and 23 OTUs, mostly classified at the genus level. A threshold for probability of abnormality was set at 0.57 to optimize MMT discrimination between CRC and normal. When tested against FIT alone at the same specificity, MMT showed no statistically significant improvement in sensitivity, however. Although estimates of AUC were derived from out-of-bag samples and by cross-validation, to prevent overestimating AUC, the authors noted that the random forest models need to be confirmed in independent data. The sequence data were published online by Baxter et al., making it possible for us to evaluate the usefulness of these data for discriminating CRC from normal colon with other methods.
We began by using global tests based on PERMANOVA, as implemented in the Adonis program in QIIME 1.9.1, to see whether the microbiome communities differed between CRC and normal samples. We identified 2671 OTUs present in at least 5% of the 172 þ 120 ¼ 292 samples, which we classified with the Greengenes13_8 reference library. With rarefaction 5000, which allowed retention of all 292 samples, we computed principal coordinate plots with Bray-Curtis dissimilarity at the phylum level and were unable to see a clear separation between CRC and normal samples ( Supplementary Fig. S1 ). Adonis P-values for group differences at several taxonomic levels were 0.6662 for phylum, 0.4671 for class, 0.4127 for order, 0.2843 for family, 0.08949 for genus and 0.0016 for OTUs. Thus, there was little evidence for differences between CRC and normal samples based on Bray-Curtis dissimilarity, except perhaps at the OTU level.
To illustrate how mean distances to HMP stool and nasal reference samples can be used to investigate the added value of phylum-level microbiota for predicting CRC, we first plotted CRC and normal sample distances (Supplementary Fig. S2 ). There is considerable overlap between the two sets of samples, and a Hotelling's T 2 test was not statistically significant (P ¼ 0.91). In contrast, the log(FIT) values were much higher in the CRC group, and the corresponding two-sided t-test had P-value 2:2 Â 10 À16 . Logistic regression of the probability of CRC on log(FIT) yielded a log odds per unit increase in log(FIT) with standard error (SE) of 0.612 (SE ¼ 0.0590, P¼ 2 Â 10 À16 ). Univariate logistic regression for the mean distances to HMP stool and HMP nasal references were not statistically significant (P¼ 0:67 and 0.77 respectively). To see whether a model that included age, gender and log(FIT) was improved by adding mean distances to HMP stool and/or nasal reference samples, we fit a sequence of logistic regressions (Supplementary Table S9 ). There was no statistically significant evidence that adding either or both of these mean distances improved the fit of the logistic model, and the 2 degree-of-freedom chi-square test for adding both, based on the difference in deviances, 140.85 -138.48 ¼ 2.37, was not statistically significant (P¼ 0:31). The apparent AUC (calculated from the training data used for fitting), 0.960, was not increased by adding mean distances to HMP references. Thus, phylum level information captured by the distances to reference standards did not add to the ability of FIT to discriminate CRC from normal samples. The ease and flexibility of this approach is illustrated by the control for potential confounders, age and gender.
We repeated these logistic analyses at the genus level. Table S10 ). The apparent AUC of 0.960 was increased to 0.961 by adding distance to HMP stool alone. Thus we found no evidence of improved discrimination of CRC from normal colon by using distances to HMP reference samples at the phylum level. Even at the genus level, where PERMANOVA hints at differences (P ¼ 0.089), our findings are at most suggestive of weal signal from the distance to HMP reference stool samples. The effect on apparent AUC was negligible, however. These findings are not that different from those of Baxter et al. (2016) , who failed to demonstrate a statistically significant improvement in sensitivity for model MMT compared to a model that included FIT alone when both models were adjusted to the same specificity. Baxter et al. (2016) searched for discriminating taxa in addition to FIT to separate CRC from normal samples with the random forest method, and they discussed some promising leads from genus level taxa and lower level taxa from their exploratory analysis. They mentioned the need for independent data, however, to assess the validity of their exploratory findings. Rather than search for discriminating taxa, we used a single global beta-diversity measure, Bray-Curtis dissimilarity, to try to separate CRC from normal samples. It is possible that other beta-diversity measures or other choices of reference standards might yield positive results.
Discussion
We propose that the use of standard reference groups, such as the HMP stool and nasal reference groups used for illustration here, can (i) simplify and extend analyses based on distance measures, and (i) facilitate studies of reproducibility and the pooling of data from different laboratories. Because each new sample can be associated with a vector of mean distances to members of the reference group(s), standard statistical procedures can be used to compare the samples, and many standard procedures, including survival analysis, longitudinal data analysis and two-group comparisons, such as we have illustrated here, become available for the analysis of distance-or similarity-type data. Much more specialized and less transparent approaches are currently used to analyze matrices of pairwise distances in a study population, and the graphs and results become difficult to compare when more samples are added. Moreover, another investigator needs access to the original study's data to incorporate independent data. In contrast, an independent investigator can compute distances of his or her samples to the same reference sets and compare or combine his or her results with the original study results without access to the primary data from the original study. Approaches that require combining primary microbiome data from different sources may be difficult to implement reliably, because even if the original primary data are accessible in a public data file, problems of formatting, preprocessing and documentation may lead to errors. Computing distances to publically available reference sets of composition vectors is much easier.
Our reanalysis of the CRC case-control data of Baxter et al. (2016) illustrates the breadth of standard statistical methods that become available after computing vectors of mean distances to reference sets. We used logistic regression of disease status on reference distance vectors these case-control data, but logistic models for cohort data could be treated similarly. We were able to ask, 'Do microbiome distances to reference standards improve discrimination of CRC cases from normal colon samples compared to logistic models that include age, gender and log(FIT)?'. In etiologic studies, we could similarly treat reference distances as a vector of 'exposures' and assess whether disease is associated with features of the microbiome community that are reflected in the reference distance vectors while controlling for potential confounders. Likewise, reference distance vectors can be included as covariates in survival analyses to relate the hazard of death or of disease recurrence to features of the microbiome.
We achieved excellent discrimination among sites with phylumlevel data with only one reference (stool or nasal) and even better discrimination with two references (stool and nasal). Some support for this finding comes from the theory of Heller and Heller (2016) , who showed that associations between two vectors (such as composition vectors) can be consistently detected by using univariate tests to compare distances to a single multivariate point. In our application, that point could be the centroid of a single reference set. Although such procedures might be consistent in large samples (Heller and Heller, 2016) , their performance and power in samples of practical size requires further study, and can surely depend on a number of factors that we mention next.
We somewhat arbitrarily chose stool and nasal samples as references, partly because they seemed to differ from each other and therefore might be complementary in their ability to separate other samples. However, more experience is needed to define the best reference samples. Our data suggest that the reference set does not need to be very large because the variance of the mean distance to the reference set decreases as one over the number of reference samples. We did not notice much degradation in discriminatory performance when the size of the reference set was halved. In fact, even a single composition vector, the centroid of the reference samples, may suffice. Having reference sets of moderate size limits the computational burden of computing reference distance vectors. The choice of reference set might also depend on the application. For example, for diagnosing disease in a clinic for gastrointestinal disease, it might be useful to have various stool reference sets (or centroids) from e.g. normal individuals, patients with colon cancer and patients with ulcerative colitis. It is possible that such colon-specific reference sets might provide better discrimination among various colonic pathologic states than say stool and nasal references.
A number of other analytic choices may also affect the performance of these procedures. We used the Bray-Curtis dissimilarity that is well defined even if some taxa have zero counts. We found that 1 minus the Pearson correlation led to good discrimination, even though it is not a metric. Spearman correlation did not perform as well, perhaps because its distribution is discrete. Distance measures based on phylogenetic trees, such as Unweighted Unifrac or Weighted Unifrac could also be used. With a closed reference database such as Greengenes, the tree is documented and does not depend on the data being analyzed. Thus distances to standard reference sets can be computed reproducibly and transparently, as for Bray-Curtis distances. However, if one uses open reference algorithms in systems like QIIME to create the OTUs and the trees, based on the study sample rather than on a reference database, transparency and portability are lost to other users.
A generalization of permutational approaches to analyze pairwise distance matrices is to define the corresponding similarity matrix B and regard it as a kernel for generating functions f ðZ i Þ ¼ P n j¼1 a j b ij . One can then regress a continuous phenotype or the logit of a dichotomous phenotype on covariates and on f ðZ i Þ (Zhao et al., 2015) or the log relative hazard in a Cox survival model on covariates and on f ðZ i Þ (Plantinga et al., 2017) . The null hypothesis f ðZ i Þ ¼ 0 can be tested by regarding f ðZ i Þ as a random effect with mean 0 and covariance sB and testing s ¼ 0 by permuting residuals (Zhao et al., 2015) or by using small sample approximations (Plantinga et al., 2017) . The power of these procedures depends on B, indicating the potential importance of choice of distance measure and the potential usefulness of examining more than one distance measure. This suggests that the power of the simpler approach based on reference samples will also depend on the distance measure. Although the kernel approach expands the range of analyses that can be based on the distance matrix computed from a study sample, it is not clear how to combine such results with data from another study without access to the combined set of composition vectors from the two studies if closed reference libraries were used, or to the combined set of primary sequence data if open reference algorithms were used.
Additional work is needed to compare the power of procedures based on reference distance vectors with approaches based on PERMANOVA or kernel models, for which simulations have been used to assess power (Chen and Li, 2013; Kelly et al., 2015; Zhao et al., 2015) . As more experience is gained with reference distance vectors from various types of samples, it may be possible to posit simpler, but realistic, simulation models to assess power for tests based on reference distance vectors.
R code for computing distances to HMP reference stool and nasal samples ('HMPdistance') and for computing the generalized Hotelling's statistics in this paper ('GHotelling') are available at https://github.com/NCI-biostats/microbiome-fixed-reference.
In computing these distances for the HMP data in Table 2 and  Supplementary Tables S1-S8 , the composition vectors only covered taxa that were present in at least one HMP sample. For example, only 26 phyla were used, out of the 91 phyla in the Greengenes13_8 database. To make our distance algorithms useful more generally, we include all taxa in the Greengenes13_8 data base. Including taxa with zero relative abundance does not alter the Bray-Curtis distance, but it slightly changes 1 minus the Pearson correlation because the mean of a composition vector is the reciprocal of the number of taxa.
Although we described the use of reference samples based on 16S sequence data, the same principles apply to other technologies that yield data on composition vectors and distance matrices. Reference samples might be useful for analyses of absolute sequence counts in taxa (Vandeputte et al., 2017) , for which distance measures can also be calculated. Although the use of reference samples can contribute to the goal of improving transparency and reproducibility of microbiome research, there remains a need to standardize procedures such as sample collection, DNA extraction and polymerase chain reaction (PCR) amplification to the extent possible.
Conclusions
Using external references can simplify analyses of beta-diversity, make them transparent and amenable to the full repertoire of statistical methods, and facilitate comparisons across studies. More work is needed to identify the best reference sets for particular applications and to understand the power of procedures based on reference distance vectors for a range of study designs and phenotypes.
