We consider a simple multiple access network in which a destination node receives information from multiple sources via a set of relay nodes. Each relay node has access to a subset of the sources, and is connected to the destination by a unit capacity link. Arbitrary errors may be introduced by up to z of the relay nodes. We propose an efficient distributed error correction coding scheme, where the relay nodes encode independently such that the overall codewords received at the destination are codewords from a single Reed-Solomon code. We show that it achieves the full capacity region for up to three sources.
I. INTRODUCTION
Consider a distributed network scenario in which a receiver obtains a set of source messages by downloading from multiple nodes each storing different subsets of the source messages. We wish to design a distributed code that protects against adversarial errors introduced by up to z nodes. In [1] it was shown that this problem is a special case of the general multiple access network error correction problem whose capacity region was established in [2] . The particular setup, which we call a Simple Multiple Access Network (SMAN), consists of multiple source nodes which send messages to the destination via a set of relay nodes (see Figure 1 ). Each relay node has access to a subset of the sources, and is connected to the destination by a unit capacity link.
In this paper, we propose a computationally efficient coding scheme, distributed Reed-Solomon codes, for simple multiple access networks. Specifically, the relay nodes encode in a distributed fashion such that the overall codewords received at the destination are codewords from a single Reed-Solomon code. This allows the destination to decode efficiently using classical single-source Reed-Solomon decoding algorithms. This scheme obviates the need for encoding over successively larger nested finite fields at each source as in the prior construction of [2] . We prove that the proposed coding scheme achieves the full capacity region for such networks with up to three sources.
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A. Related work
A related problem of constructing MDS codes with sparse generator matrices was studied in [3] , motivated by distributed sensor networks. Unlike our scenario where the connectivity is given, it is assumed that each sensor can choose which sources to measure, and decoding complexity is not addressed.
Subsequent to the arXiv preprint of this work [4] , we have recently learned of another work (arXiv preprint [5] ) in which the authors conjecture the existence of distributed Reed-Solomon codes in the general case, and prove this for a special case in which k sources are connected to n relay nodes as follows: each source node is connected to exactly n k + 1 relay nodes, and each pair of source nodes are jointly connected to n 1 or n nodes.
Another closely related line of work [6] is in the context of weakly secure cooperative data exchange, where each node starts with a subset of messages and the nodes communicate via broadcast transmissions to disseminate the messages in the presence of an eavesdropper. In a parallel submission [7] , the authors consider generalized Reed-Solomon codes for this problem.
II. MODEL AND PRELIMINARIES
A SMAN consists of a destination node D, source nodes S = S 1 , S 2 , . . . , S |S| , and relay nodes V = {v 1 , . . . , v N }. The 2014 IEEE International Symposium on Information Theory 978-1-4799-5186-4/14/$31.00 ©2014 IEEE information rate of each source S i 2 S is denoted by r i . Each relay node has access to a subset of sources, or equivalently, each source S i 2 S is connected to a subset of relay nodes by source links of capacity r i . Each relay node v i 2 V is connected to D by a link of unit capacity; we wish to correct arbitrary errors on up to z of these links (or equivalently, relay nodes).
An adjacency matrix A is associated with a SMAN, where the rows and columns represent S and V, respectively, and A i,j = 1 if S i is connected to v j . For example, the adjacency matrix of the SMAN in Figure 1 is given by A = Note that a permutation of the rows and/or columns of A still represents the same network. Thus, we can employ such operations when constructing a code for a certain SMAN. For a subset of sources S 0 ⇢ S, Let I(S 0 ) denote the index set of elements in S 0 , i.e. I(S 0 ) = {i : S i 2 S 0 }. Also define I := I(S) and r I(S 0 ) := P i2I(S 0 ) r i . The minimum cut capacity (min-cut) from S 0 to D is denoted by C I(S 0 ) , 8S 0 ✓ S. Note that C I = N . From [2] , the capacity region R of feasible rate vectors r = r 1 , r 2 , . . . , r |S| is given by cut set bounds:
and is achievable with linear network coding at internal nodes.
To construct a distributed Reed-Solomon code for a SMAN with N relay nodes and z adversarial nodes, we start with an [N, k, d] q Reed-Solomon code over a finite field F q , where q is a power of a prime p, q N + 1, and d = 2z + 1 = N k + 1. We use the definition of a Reed-Solomon Code [8] as a k-dimensional subspace C RS = ⇥ m(↵), m(↵ 2 ), . . . , m(↵ N )
forms the corresponding codeword. The corresponding generator matrix is given by
For convenience, we restate the BCH Bound which will be used later on. For a proof, see e.g. [9, p.238] .
be a non-zero polynomial not divisible by x q 1 1, with t (cyclically) consecutive roots, i.e. p(↵ j+1 ) = · · · = p(↵ j+t ) = 0. Then at least t + 1 coefficients of p(x) are non-zero.
III. CODE CONSTRUCTION
In a SMAN, each relay node transmits a linear combination of its received symbols. Therefore, the overall coding operation from sources to destination can be represented by a generator matrix G 2 F r I ⇥N q whose structure is captured by A as follows. We replicate the i th row of A r i times and then replace the non-zero entries with indeterminates, whose values will be selected later on. We can write G as
where the jth column of the submatrix
For a 3-source SMAN, using the symbol ⇥ to represent a block of indeterminates, G has the following form:
We can now describe the encoding operation. Let the message of source S i be represented by a row vector
The j th relay node encodes using the j th column g (j) of the generator matrix G, and transmits the symbol
The destination node D receives a corrupted version of c, denoted by y = c + e, where e is z-sparse, and y i is the symbol received from the i th relay. The indeterminates are chosen such that the rows of G span an r I -dimensional subspace C of C RS . We call C a distributed Reed-Solomon code. For each source S i , we can straightforwardly find a basis for the vector space of possible rows of G i such that it spans an r i -dimensional subspace of C RS . The only remaining question is whether for any rate vector r in the capacity region it is always possible to find vectors for all G i 's so that they are collectively linearly independent. The following theorem establishes that this is indeed the case for up to three sources.
Theorem 1: For any rate vector r 2 R in the capacity region of a three-source SMAN, we can construct a distributed Reed-Solomon code. The proof is constructive, i.e. for a given SMAN along with z, r and A, we show how to find a transformation matrix T 2 F r I ⇥k q such that G = TG RS . We prove that such a construction is possible by considering four possible cases. Any SMAN with r 2 R falls under one of these cases (it is possible for a SMAN to fall under more than one case). For the first three cases, we show that it is always possible to set the indeterminates in a way such that r i columns in G i form an upper triangular matrix, guaranteeing rank(G i ) = r i , and r I columns form an upper triangular matrix in G guaranteeing rank(G) = r I . The fourth case is more involved, and is described later on.
We now introduce some needed notation. For all S 0 ✓ S, let N I(S 0 ) ✓ I(V) denote the set of column indices corresponding to intermediate nodes connected to all S i 2 S 0 simultaneously, but not to any other source. We say N I(S 0 ) represents the columns indexed by its elements. Let n I(S 0 ) := |N I(S 0 ) |. For the network in Figure 1 , N 1 = {1}, and N 1,2 = {4, 5}. Note that the sets N I(S 0 ) partition I(V). Let Z i index the columns corresponding to the relay nodes not connected to S i . For example, Z 2 = {1, 3, 6, 7}. For ease of exposition, and with a slight abuse of terminology, we say that a polynomial p(x) vanishes on a set P ✓ {1, . . . , N} if
i2P (x ↵ i ) and partially vanishes on X if X ⇢ P. We also partition T such that G i = T i G RS : We now prove the main theorem by considering the following four cases.
Without loss of generality, we assume
By (2), we can select any r 1 columns represented by a subset of N 1 in G 1 to set as the identity matrix (or any other diagonal matrix). Similarly by (3), r 2 columns represented by a subset of N 2 [ N 1,2 in G 2 are set as a diagonal matrix. For G 3 we select any r 3 columns to set as a diagonal matrix. In essence, the indeterminates of G are chosen such that it is in row echelon form (up to column permutation). We define the rows of T as coefficients of polynomials that vanish on appropriate sets and show that they have degree less than k. 1 Let t
j (x) be a polynomial that vanishes on Z 1 [ {1, . . . , r 1 } \ j. The j th row of T 1 is the vector of coefficients of t (1) j (x) along with extra zeros so that it is composed of k entries. Now, let t (2) j (x) be a polynomial that vanishes on Z 2 [ {n 1 + 1, . . . , n 1 + r 2 } \ (n 1 + j). T 2 is built in the same manner as T 1 . To build T 3 , choose t
j (x) such that it vanishes on Z 3 [ {n 1 + n 2 + n 1,2 + 1, . . . , n 1 + n 2 + n 1,2 + r 3 } \ (n 1 + n 2 + n 1,2 + j). Using this method, we transform G RS into G, which is in row echelon form and has no all-zero rows. The cut-set bounds (1) along with the number of roots of t
To see this, consider t (1) j (x) first, which has |Z 1 | + r 1 1 roots. Since r 1  C 1 2z and |Z 1 | = N C 1 , we have |Z 1 | + r 1 1  N 2z 1 = k 1. The same argument justifies the claim for t (2) j (x) and t
j (x). Thus, an appropriate T can always be found and rank(G) = R I , as required. We make the same assumptions on N 1 , N 2 and N 1,2 . Furthermore, N 2,3 = {n 1 + n 2 + n 1,2 + 1, . . . , n 1 + n 2 + n 1,2 + n 2,3 } N 1,2,3 = {n 1 + n 2 + n 1,2 + n 2,3 + 1, . . . , n 1 + n 2 + n 1,2 + n 2,3 + n 1,2,3 }
We define t (1) j (x) and t (2) j (x) as in Case 1. Since r 2 n 2 + n 1,2 , the polynomials t (2) j (x) might partially vanish on subsets X (2) 2,3 ⇢ N 2,3 and X
with cardinality x 2 = r 2 (n 2 + n 1,2 ). In order to have G in row echelon form, we need to modify t (3) j (x) such that T 3 also sets the indeterminates in the columns represented by X (2) in G 3 to zero. Namely, t
j (x) vanishes on X (2) [ Z 3 [ {n 1 + n 2 + n 1,2 + x 2 + 1, . . . , n 1 + n 2 + n 1,2 + x 2 + r 3 } \ (n 1 + n 2 + n 1,2 + x 2 + j). Since t (1) j (x) and t 
Assume that the elements of the index set I(V) are ordered as follows: N 1 , N 1,3 , N 2 , N 1,2 , N 2,3 , N 3 , N 1,2,3 . Given this ordering and motivated by (5) , the set N 1,2 will be used when constructing G 2 , i.e. the t (2) j (x) will partially vanish on N 1,2 . Furthemore, the columns represented by N 1,3 are exhausted in preference to N 1,2,3 when constructing T 1 . In other words, t (1) j (x) will partially vanish on a subset of N 1,2,3 if and only if r 1 (n 1 + n 1,3 ) > 0. For T 2 , we similarly prefer N 2,3 over N 1,2,3 . The intuition for such ordering is to maximize usage of existing zeros that contribute to the rank of G. As before, t (1) j (x) vanishes on Z 1 [ {i 1 , . . . , i r1 } \ i j , where i l is the l th element in the ordered setZ 1 \N 1,2 . Similarly, t 
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We have:
1,3 = min(n 1,3 , r 1 n 1 ) |X (2) 2,3 | = min(n 2,3 , r 2 (n 2 + n 1,2 )) |X
We now bound the degree of t (i) j (x). Using the same argument as in Case 1, deg t
The same approach holds when justifying the claim for t (3) j (x). It remains to show that |X
1,2,3 | = r 2 (n 2 + n 1,2 ) n 2,3 . This is justified since columns represented by elements in N 1,2,3 are used in the construction of G 1 and G 2 only if these assumptions hold. By assumption on r, r 1 + r 2  C 1,2 2z  C 1,2 = n 1 + n 2 + n 1,2 + n 1,3 + n 2,3 + n 1,2,3 . Rearranging this to r 1 n 1 n 1,3 + r 2 (n 2 + n 1,2 ) n 2,3  n 1,2,3 and noticing that the left hand side of the inequality is equal to |X (1) 1,2,3 | + |X (2) 1,2,3 | yields the result. Case 4 r 1 > n 1 r 2  n 2 + n 1,2 This case is approached differently. First, we permute the G i 's to recast the problem such that it falls under Case 1, 2 or 3. If this is possible, then we construct the code as before. Otherwise, for all i 6 = j,
We will assume that the columns of G are ordered in the following manner.
We place an identity of size n i in the submatrix that corresponds to the columns represented by N i and the block G i . We permute the rows of G to obtain the following: 
The blocks of columns of G (in the given order) have sizes n 1 , n 2 , n 3 , n 1,2 , n 1,3 , n 2,3 , n 1,2,3 , while the blocks of rows have sizes n 1 , n 2 , n 3 , r 1 n 1 , r 2 n 2 , r 3 n 3 . We will construct an R I ⇥k matrix T that will transform the generator matrix of a [N, k, d] RS code G RS to one whose mask is given by G in (8) .
Matrices S,Ĝ 1 and X each haven := P n i rows, while V,Ĝ 2 andĜ each have R 0 := P r 0 i rows, where r 0 i = r i n i . The rank properties of S are clear, and each row can be straightforwardly determined using polynomials with roots corresponding to the required zero locations, similarly as before. The hard part is to construct V such that rank(V) = R 0 .
To construct V, define c(x) which vanishes on {1, . . . ,n}. This polynomial will produce the all-zero columns ofĜ, namely the columns represented by N 1 [ N 2 [ N 3 . Now define p(x) that vanishes on P = {n 1,2 + n 1,3 +n + 1, n 1,2 + n 1,3 +n + 2, . . . , n 1,2 + n 1,3 + k 1}. Form the polynomial v(x) = c(x)p(x). Defining the row vector [v(↵ i )], i = 1, . . . , N yields the first row ofĜ in (9) .
We further define the following sets:
The j th row of V i corresponds to the coefficients of v
x), where j 2 J i . As a result, c(x) produces the zeros in the all zero block, while the remaining zeros in each row are produced by p(↵ j x), which shifts the location of the roots of p(x) by j positions to the left appropriately. Since p(x) has t = k n 1 roots, each row ofĜ has at most k 1 roots. Now, we proceed to show that V is full rank. First, we show that the J 1 , J 2 , J 3 sets are pairwise disjoint. Note the elements in each J i are increasing. By the constraints (7),
Now, we show that the polynomials v The R 0 ⇥ t +1 matrix P is never a tall matrix since by the rate region R 0  t + 1. Consider the matrixP which is formed from the first R 0 columns of P. We have
Using the BCH bound, we establish that all p i 's are nonzero. Therefore det(P) is equal to the determinant of the Vandermonde matrix with defining set {↵ j1 , . . . , ↵ j R 0 }, multiplied by a non-zero scalar. As it was established earlier, the elements {↵ j1 , . . . , ↵ j R 0 } are all distinct in F q . Therefore, P is full rank implying that the polynomials v (i) j (x) are linearly independent and so rank(Ĝ) = R 0 and as a result, G is full rank.
IV. DECODING
In essence, the DRS construction uses a subcode of a RS code to correct errors in a SMAN. An RS decoder such as the Berlekamp-Welch decoder (see e.g. [10] ) can be used to decode. Assuming at most z errors occur, we can recover the unique m RS such that c = mG = mTG RS = m RS G RS . Let T be a matrix of R I columns of T such that it is invertible.
We can now recover m as m =m RST 1 , wherem RS is a subvector of m RS with length R I , corresponding to the columns of T selected inT.
V. EXAMPLE
In this section, we show how to construct a DRS code for the SMAN in Figure 1 . Assume r = (2, 2, 2) and z = 1. From here, it follows that the construction of Case 4 should be used. The constituent code is a [10, 8, 3] RS code over F 11 with primitive element ↵ = 2. The polynomials and sets of interest are tabulated below:
The polynomials s i (x) corresponding to the rows of S are
After evaluating v (i) j (x) for j 2 J i and i = 1, 2, 3 to obtain V, we have the transformation matrix T and the corresponding G (after applying the proper row permutation): The required zeros are in boldface.
VI. CONCLUSION
We have proposed a distributed Reed Solomon coding scheme for simple multiple access networks, which offers the advantages of small field size and the ability to use existing efficient Reed Solomon decoders. We show that it achieves the full capacity region for up to three sources. It remains as further work to determine whether it can achieve the full capacity region for networks with more than three sources; our proof for three sources does not extend straightforwardly since the method of classifying the problem depending on the rate vector results in an exponentially growing number of cases.
