Introduction
The recent financial crisis has spurred renewed interest in developing sophisticated methods to model the corporate credit risk. Structural and reduced form approaches represent the two primary classes of such models, and play increasingly important roles in corporate risk management and performance evaluation processes. While the reduced form approach models credit defaults as exogenous events driven by a stochastic process, the structural approach provides an explicit relationship between default risk and corporate capital structure. In this sense, structural models are more referring to economic fundamentals and provide an endogenous explanation for corporate default.
The first model by Merton (1974) laid the foundation to the structural approach and this has served as the cornerstone for all other structural models. Despite the great success of the Merton model, the assumption in the model that asset return follows a pure diffusion has long been criticized. There are many studies showing that the pure diffusion assumption is overly restrictive and causes the Merton model to estimate the credit risk measures with a large bias. In theory, the log-normal pure diffusion model fails to reflect many empirical phenomena, such as the asymmetric leptokurtic distribution of the asset return, volatility smile and the large random fluctuations in asset returns. Since all of these features play key roles in structural credit risk modeling, one will produce misleading risk estimates because of ignoring them. For example, Jones et al. (1984) analyzed 177 bonds issued by 15 firms and found that the Merton model overestimated bond prices by 4.5% on average. Eom et al. (1994) empirically tested the performance of the Merton model in predicting corporate bond spreads, and suggests that the predicted spreads from the Merton model are too much lower than the true counterparts. Tarashev (2005) claimed that the default probability generated by the Merton model is significantly less than the empirical default rate, and Huang and Hao (2008) documented the inability of the existing structural models to capture the dynamic behavior of credit default swap (CDS) spreads and equity volatility. These empirical findings pointed potential roles of time-varying asset volatility and jumps in credit risk modeling.
The objective of this paper is to generalize the structural model to allow for stochastic volatility and jumps (SVJ) in the underlying asset returns, as well as study the property of the SVJ structural model in corporate credit risk prediction. Basically, the SVJ model is not novel as it has been widely used in option pricing literature. However, its application in credit risk modeling is relatively new.
The only related work was Fulop and Li (2013) which showed an application of the structural model with stochastic volatility (SV) in evaluating the credit risk of Lehman Brothers. However, their work mainly focused on the estimation of the SV structural model. This paper goes further to also consider jumps and examining the impact of allowing for both stochastic volatility and jumps in a structural model on corporate credit risk prediction. To our best knowledge, this is the first time an explicit study has been done on the benefit of recognizing stochastic volatility and jumps in asset returns for credit risk prediction. The research is useful for current practice where structural credit risk models with constant asset volatility still predominate. Specifically, we employ Bates (1996) model as an example of a SVJ model to describe the evolution of the asset returns. Jumps in Bates (1996) only appear in the return equation and are treated as a poisson process with constant intensity. The empirical observations in recent financial market turmoils have suggested that jumps are extreme events which tend to be clustered, and jumps in asset returns tend to be associated with an abrupt movement in asset volatility. This presents the possibility to allow for jumps in both asset returns and volatilities and therefore to use self-exciting jump clustering in structural models to improve credit risk predictions. We leave these interesting possibilities for later work.
Despite its attractiveness, the estimation of the SVJ model poses substantial challenges. In essence, the SV structural model is a non-linear and non-Gaussian state-space model. But it differs from the standard state-space model in several ways. First, after allowing the asset return to have stochastic volatility and jumps, the likelihood function of the observed equity prices is no longer available in a closed form. The commonly used MLE type estimation cannot be applied.
Furthermore, the additional state variables that determine the level of volatility increase the dimension of the latent states. Thirdly, the additional jump related unknowns increase the dimension of parameter uncertainty. We employ a Bayesian learning algorithm by following the marginalized resample-move (MRM) approach of Fulop and Li (2013) to solve this estimation problem. This algorithm is able to deliver exact draws from the joint posteriors of the latent states and the static parameters.
A Monte Carlo study is conducted to examine the property of the SVJ model in corporate credit spread prediction. The exercise is based on a comprehensive set of simulation designs, which embody several features of the asset return data. To illustrate the benefit of allowing for time-varying volatility, we compare the SVJ model with the Merton model under a jump diffusion process with stochastic volatility and a pure diffusion with constant volatility. To reveal the important role of jumps, we compare the SVJ model with the SV model based on a jump diffusion process with stochastic volatility and a stochastic volatility process without jumps. The simulation results suggest that when the actual return is a pure diffusion, the results from all three models are almost identical with the Merton model performing slightly better. However, in more realistic situations where the actual return has a stochastic volatility or has both stochastic volatility and jumps, the SVJ and SV models largely outperform the Merton model, and the SVJ model with jumps shows further improvement over the SV model. In short, the SVJ model turns out to be the best of the models, and three sources are analyzed to show its superiority. First, the volatility dynamics and jumps allowed in the SVJ model can better depict the mean level of credit spread. Second, the SVJ model better tracks the changes in credit spread because of the time-varying volatility and the more realistic functional form between asset and equity values. Lastly, the jump component in the SVJ model better captures the extreme movements in credit spread.
We further implement the SVJ model on two real samples to empirically evaluate its ability.
The first samples consists of 20 Dow Jones firms which represent the large-cap companies, and the second includes 200 firms randomly selected from CRSP which represent the general population of the US corporate sector. From each sample, we indeed find significant stochastic volatility and jumps in the asset returns. The impact of ignoring asset volatility dynamics and jumps in credit risk modeling is also studied. We find that the SVJ and SV model always provide better credit spread predictions than the Merton model, and SVJ model shows further improvement over the SV model. On average, the SVJ model raises the spread prediction from the Merton model by 6.5 basis points in the 20 Dow Jones firms, and 8 basis points in the 200 CRSP firms. Meanwhile, the SVJ model provides a better explanation of the time variation in actual 5-year CDS spreads by increasing the R 2 of the Mincer-Zarnowitz regression up to 8% and 10% in the two samples studied. These prediction improvements are found to be particularly apparent in small firms or when the market is turbulent such as in the recent financial crisis.
The remainder of this paper is organized as follows. Section 2 presents in details the SVJ model specification, estimation and application in credit risk prediction. Section 3 conducts a Monte Carlo simulation to study the property of the SVJ model in credit risk prediction. Section 5 provides two empirical analysis of the SVJ structural model using 20 Dow Jones firms and 200 randomly selected CRSP firms, and Section 4 is the conclusion.
The SVJ Structural Model
In this section, we give a full description of the SVJ structural model, and introduce the marginalized resample-move algorithm of Fulop and Li (2013) which is used to estimate the SVJ structural model.
The model description
We follow up the general set-up of the Merton model, but will decouple the constant volatility assumption to allow for stochastic volatility and jumps in asset price evolution. We define the asset value of a firm as S t and its volatility as σ t at time t, and describe their joint dynamics using Bates (1996) model as follows:
where dW S t and dW σ t are Wiener processes with correlation ρ. J t dN t denotes the jump component where N (t) is a compound Poisson process with constant intensity λ and J t denotes the magnitude of the jump which follows a normal distribution as log(1
Bates (1996) model is employed as an example of a SVJ model, and the same analysis can be easily generalized to other SVJ models.
Given that an equity and a zero-coupon debt are two types of outstanding claims of a firm, and the debt matures at time T with face value F , we have the following accounting identity which holds at every time t
where E t and D t respectively denote the market value of equity and debt at time t. The default occurs in the event that the firm's assets are less than the face value of the debt, i.e. S T < F , when debt matures. Otherwise, equity holders step in to repay the debt and keep the balance. Therefore, the payout to the debt holders at the maturity time T is
and on the other side, the equity holders receive
Therefore, the firm's equity can be regarded as if it was a call option on the total asset value V of the firm with the strike price of F and the maturity date T . Assuming the risk-free interest rate is r, the equity claim in (5) can be priced at time t < T according to the call option pricing formula as follows:
where
and
For the ease of exposition, we impose an assumption that the stochastic volatility and jump risk premium are zeros, and therefore the parameters under objective and risk neutral measures are equivalent. Similarly, the firm's debt can be priced by regarding the payoff of the debt as the difference between a default-free debt and a put option on the total asset value of the firm with the strike price of F and the maturity date T . We will discuss this further in section 2.3.
Meanwhile, it is well documented that the observed equity prices can be contaminated by microstructure noise. The impact of the trading noise is particular large for small firms or firms in a financial distress. To incorporate the trading noise into our analysis, we follow up Duan and Fulop (2009) to assume a multiplicative error structure for the trading noise, and extend the equation (6) to
where v t is an i.i.d normal random variable, and the option pricing function E(S t ; σ 2 t , F, r, T −t) is as shown in equation (6). It is worth noting that the market microstructure effects are usually complex and can take many different forms. Huang and Yu (2010) modeled the microstructure noise using a Student-t distribution, and furthermore the noise is likely to be correlated with the equity value.
The model estimates from the MRM algorithm would not be consistent if this effect is misspecified.
We have stayed with the normal distribution assumption in the current work, and leave the further investigation of alternative distributions for later work.
The Model Estimation
In the absence of trading noise, the SVJ structural model is essentially a nonlinear and non-Gaussian state-space model with key features of (1) being the measurement equation, and (2) being the latent state equation. However, unlike the standard state-space model, the observation S t in the measurement equation of this model is actually not observed. We need to use the observed equity values instead to filter the whole system. Since there is a one-to-one relationship between the equity and asset values, based on the model-implied likelihood function of the asset values, we can easily write out the likelihood function for equity values to estimate the model parameters and the latent states.
When trading noises are present, the estimation of the model parameters and the latent states becomes more complicated. The previous one-to-one relationship between equity and asset values is no longer existing. The equity values are now influenced by both the underlying asset value and the trading noise. Therefore, the estimation process becomes another filtering problem with (8) as a measurement equation, and equation (1) along with equation (2) being the latent state equations.
More specifically, let F T denote a time series of the observed equity values, i.e., F T = {E 1 , ..., E T }.
Θ represents the parameter vector containing eight parameters, i.e., Θ = {µ, λ, J, σ J , κ, θ, σ V , ρ}. x denotes the latent state variables including the asset value S t , and its stochastic volatility process σ 2 t . Our objective is to simultaneously estimate the parameter vector Θ and the latent state variable x based on the information set F T . The marginalized resample-move (MRM) algorithm of Fulop and Li (2013) is employed to achieve this. The basic idea of this algorithm is that one can break up the interdependence of the hidden states and the fixed parameter by marginalizing out the states using a particle filter, and then a Bayesian resample-move algorithm can be applied to the marginalized system to improve the performance of the algorithm. Throughout the two steps, this algorithm delivers exact draws from the joint posterior distribution of the parameters and the state variables.
The estimation procedure for our particular problem using the MRM algorithm is detailed as follows. Starting from a set of weighted samples {(Θ, x (n) t−1 ), ω (n) t−1 ; n = 1, ..., N} that represent the target distribution p(Θ, x 1:t−1 |E 1:t−1 ) at time t − 1, where ω t−1 denotes the sample weights, we can arrive at a set of samplers representing the target distribution p(Θ, x 1:t |E 1:t ) at time t by working through the following steps:
• Step 1: Augmentation step. For each Θ (n) , we ran a localized particle filter (see Duan and Fulop (2009) ) that takes the information of the new observation E t to propagate {x
Notice that for each n, the hidden state x t is represented by M particles. Therefore, we have to maintain M × N particles of the hidden states throughout the whole process.
• Step 2: Re-weighting step. We update the weights accounting for the new information in E t to obtained a new set of weighted samples. The incremental weights can be computed by using the likelihood p(E t |x
, and the new weights for each particle is as follows
Then, our target distribution p(Θ, x 1:t |E 1:t ) can be represented by a new set of weighted samples {x
t , Θ (n) ; n = 1, ..., N}.
•
Step 3: Resample-move step. This is not necessary for all the time points. It is only implemented to enrich the set of particles and avoid a gradual deterioration of the performance of the algorithm whenever the effective sample size
falls below some fixed value B 1 , where π
is the normalized weight. There are two steps involved: 1)
Resample the particles according to the normalized weight π (n) t to get an equally-weighted sample {x (n) t , Θ (n) ; n = 1, ..., N}; 2) Then move each particle through a Metropolis-Hastings kernel to improve its support and diversity. More details are available in Fulop and Li (2013) .
Meanwhile, this algorithm provides a natural estimate of the marginal likelihood for each new observation E t , which embeds the model fit information over time and can be used to construct a sequential Bayes factor for sequential model comparison. The Bayes factor at time t for any models M 1 and M 2 has a recursive formula as follows:
where p(E t |E 1:t−1, M i ) is the estimate of the marginal likelihood of the new observation E t based on model M i .
The Model Application in Credit Risk Measurement
Once the model estimation is completed, the most appealing application of it is to predict corporate bond credit spread. The credit spread of a risky corporate bond is defined as the premium required to compensate for the expected loss in the event of default. That is, s t = y t − r, where y t is the yield of the risky corporate bond, and r is the risk-free interest rate. As discussed in section 2.1, the risky debt can be priced by the difference between a default-free debt and a put option on the total asset value S t of the firm with the strike price of F and the maturity date T . Therefore, the risky bond can be priced at time t < T as
where F is the face value of the zero coupon debt at the maturity time, and P HM t is the price of a put option on the asset value S t with the strike price F and the maturity date T 1
Note that our current analysis relies on the posterior expectation of parameters and states to compute the debt price without considering parameter and state uncertainties. Korteweg and Polson (2010) documented the importance of accounting for parameter uncertainty on corporate bond credit spreads, and therefore it would be interesting to conduct the same analysis by considering this effect.
We leave this for later work.
According to the relationship between face value and the price of the bond, the yield y t of the risky corporate bond can be derived from
and thereby the credit spread s t can be computed as
3 Monte Carlo Analysis
In this section, we conduct a simulation study of the properties of the SVJ model while comparing its performance with the Merton model and SV model without jumps, for corporate credit spread prediction. We designed three simulation scenarios to reflect the different features of the return data, including a simple pure diffusion (in which the stochastic volatility and jump related parameters (κ, θ, σ V , λ, J = 0.002, and σ J = 0.3256) in equation (1) and (2) are set at zeroes), a stochastic volatility process without jumps (in which the jump related parameters (λ, J = 0.002, and σ J = 0.3256) in equation (1) and (2) are set at zero) and a jump diffusion process with stochastic volatility (which is exactly as jointly expressed in equation (1) and (2)). The first two scenarios aimed to illustrate the benefit of allowing for time-varying volatility in asset returns, and the last two scenarios are used to reveal the importance of jumps.
Simulation Design
Most of the parameters in the simulation are set according to Lehman Brothers analysis of Fulop and Li (2013), with µ = −0.034, κ = 13.93, θ = 0.004, σ V = 0.263, ρ = 0, δ = 0.0018, and F = 2.734× 10 5 . The three additional jump related parameters are calibrated to the mean estimates of our empirical data as λ = 0.0032, J = 0.0029, and σ J = 0.3274. We set the risk free rate as 0.03 2 , and choose the initial leverage ratio F S to be 20%, resulting in the initial asset value S 1 = 1.37 × 10 6 , and the initial value of the asset volatility is to be θ. We repeated the simulation exercise by changing the value of θ from 0.004 to 0.04 in order to investigate how the model performance changes with the increase of the firm's financial risk, and then changed the value of λ (and J ) from 0.0032 (and 0.0029) to 0.010 (and 0.010) to analyze the sensitivity of the model performance to the extension of jump activities in the asset returns.
In short, we generated 1250 (5-year) daily returns and then computed the firm's asset values backward to yield a sample of 1251 asset values. The equity values are calculated using the option pricing formula displayed in equation (6), and the maturity period of the firm's debt is chosen to be 5 years. To mimic the real world, we regarded the asset price value as an unknown, and only utilized the information embedded in the observed equity values to estimate the models. The first 1000 observations are used to estimate the models, and the last 250 observations are left for outof-sample prediction evaluation. To lock out Monte Carlo variability, we simulated 100 data sets for each case, and implemented 15 independent runs of the MRM algorithm on each data set to get the model parameter estimates. The number of parameter and state particles used in MRM algorithm are respectively chosen to be N = 1000 and M = 500. We computed both one-step-ahead and five-step-ahead credit spread forecasts from the SVJ model, and compared its performance with the Merton model and the SV model without jumps.
Simulation Results
We computed the bias and RMSE of credit spread predictions from the three models 3 for the last 250 samples of each data set, and reported the mean of bias and RMSE across the 100 data sets in Table 1 Table 1 ), the SVJ model largely outperforms the Merton model with a far smaller bias and RMSE. Compared with the SV model without jumps, the SVJ model performs in a similar manner when asset returns move without jumps, but performs better when asset returns follow a jump diffusion process. In addition, the improvement from the SV model to the SVJ model is more pronounced when both the intensity and magnitude of jumps increases.
Thirdly, while the three models provide better forecasts at shorter time horizons (one-step-ahead), the improvement from the Merton model to the SV and SVJ models becomes more pronounced 3 The model predicted spread can be calculated according to the equation ( 14) for the SVJ model and the SV model with the corresponding P HM t . The Merton model predicted spread can be computed as follows:
where dt = ln(
The far left-hand two columns are captions.
in longer horizon forecasts (five-step-ahead). Lastly, as the firms' financial risk increases, all the models perform worse with a larger prediction bias and RMSE. It implies that the higher the risk is, the harder it is to be accurately quantified.
Although the results reveal the advantage of SVJ model, they give no indication about where the better performance of the SVJ model comes from. We conducted a decomposition analysis on the reported RMSE to answer this question. Intuitively, we can think of at least three channels which are driving the model performance differences. Firstly, from the mean level perspective, after allowing for the dynamics in asset volatility, the SV and SVJ models can better capture the average level of the asset volatility, and thereby better predict the average level of credit spread. Secondly, with time-varying volatility and the implied more realistic functional form between asset and equity values, the SVJ model can better track the changes in credit spread. Lastly, explicitly considering jumps in the SVJ model can better describe the large random fluctuations in credit spreads. The three effects are further examined as follows.
The mean level effect can be easily identified by looking at the mean spread forecast errors of these models. We compared the average of the predicted spreads from the three models against the average of the true spreads, that is the bias we reported in Table 1 . Compared to the Merton model, the always smaller bias in the SVJ and SV models verifies that taking into account the stochastic property of the asset volatility provides more accurate measurements in the level of credit spread on average.
Next, we focused on the change effect and defined a new SV model where the volatility state variable is fixed at its stationary level (that is θ) to separately explore the role of time-varying volatility and the functional form between asset and equity values in tracking the changes of credit spreads. The bias and RMSE of predictions from this new SV model are reported in the third column of Table 1 . While the reduction in bias from the Merton model to this SV model implies that an appropriate functional form between asset and equity values helps better capture the changes in credit spreads, the rest of the discrepancy between this model and the SV model reveals the benefit of allowing for time-varying volatility. In fact, the two effects can be alternatively separated by looking at a modified Merton model where the asset volatility is no longer an unknown parameter, but takes its true value at each time point. This model eliminates the asset volatility estimation uncertainty, and only focuses on the effect of functional form mapping of asset values to equity values. To save space, we have not reported the results of this model, but these results are available upon request. We observe a reduction of bias and RMSE from the Merton model to this model, which reveals the importance of accurately estimating asset volatility in credit risk prediction. The still better performance of the SV model compared to this model reveals the benefit of utilizing an appropriate option pricing function form in structural models. At the end, we compared the SVJ model with the SV model to identify the extreme movement effect. The reduction of bias and RMSE from SV model to SVJ model under the jump diffusion process with stochastic volatility provides the evidence that explicitly modeling jumps can better capture the large fluctuations in credit spreads.
In addition, a typical implementation of the Merton model tends to use a one-year rolling window to account for time-varying asset volatility. For better comparability, we estimate the Merton model with one-year rolling samples, and reported the bias and RMSE of the generated predictions in the second column of Table 1 . In general, both bias and RMSE are reduced from the previous Merton model with multi-year fixed samples. This improvement further justifies the benefit of taking into account the variability of the asset volatility. More importantly, the rolling strategy does not help the Merton model to overcome the SV and SVJ models decisively. The still smaller bias and RMSE of the SV and SVJ models suggest that apart from specifying the dynamics of time-varying volatility, other aspects or features are leading to the better performance of the two models such as the functional form transforming asset values to equity values.
Empirical Analysis
We apply the SVJ structural model on two real data sets to empirically assess its ability in credit risk predictions. The first sample includes 20 Dow Jones firms representing the large-cap companies, and the second contains 200 randomly selected firms from the CRSP database representing typical U.S. exchange listed firms. The firm is included in the second sample only if it has the required CDS spread data and balance sheet information for our sample period and it is not a firm already contained in the Dow Jones sample. We will compare the SVJ model with the Merton and SV models in terms of their 5-year CDS spread predictions for these sample firms. We choose CDS spreads to test the model performance due to three reasons. Firstly, the CDS contract is typically traded on standardized terms, and the transaction data is available publicly. Secondly, CDS spread is a relatively pure pricing of default risk of the underlying entity. Lastly, in the short run CDS spreads tend to efficiently respond to changes in credit conditions, so that it is a good credit risk indicator.
Dow Jones 20 Firms
Our data sample consists of daily 5-year corporate debt CDS spreads 5 , and all the required balance Figure 2 shows the average sequential estimates of the filtered asset volatility across these firms along with the average central 90% confidence interval.
These results strongly support the SVJ model from several aspects. First, the stochastic volatility related parameters (κ and σ V ) in all the firms have narrow 90% confidence intervals indicating that the real asset volatility indeed exhibits variability. This is further corroborated by Figure 2 in which the average value of the filtered asset volatility across the 20 firms varies substantially over time with a tight 90% confidence interval. These filtered asset volatilities can efficiently depict all fluctuations observed in the market with large magnitude and variability in the beginning of the sample, and relatively small values from the middle towards the end. Second, the jump related parameters (λ, J and σ J ) in all the firms also have tight 90% confidence intervals, but the intervals are relatively large compared to those of other parameters. These results confirm the existence of abrupt movements in asset returns, and the greater uncertainty of these extreme events occurrences. Third, the mean of the log marginal likelihood from the SVJ model is always larger than that of Merton model and SV model (the mean of the log marginal likelihood of the Merton and SV models are not reported here, but available upon request) for all the firms, implying that on average the SVJ model provides a better in-sample fit for the observed equity values on average. We also employed sequential log Bayes factor as shown in equation (10) After obtaining the model parameter estimates, together with the risk-free interest rate we can produce the model implied credit spreads for the whole sample period. To remove the influence of the priors, we leave an initial learning period of 100 days and begin the spread calculation only after that. In contrast to the estimation period where the spreads are computed by using estimated asset volatilities, the spread predictions in the forecast evaluation period are computed using the predicted asset volatilities. By employing a 5-year CDS spread as a proxy of the real credit risk, we compare the SVJ model with the Merton and SV models in terms of bias and RMSE of their one-step-ahead and five-step-ahead credit spread predictions. The bias and RMSE of the model predicted spread have the standard definition as E(CDS −ĈDS), and E(CDS −ĈDS) 2 , wherê CDS is the model predicted credit spread and CDS is the actually observed CDS spread.
We firstly look at the model implied CDS spreads in estimation period. The bias and RMSE of the implied credit spreads from this model are reported in the sixth and seventh columns of Table 4 . While the large bias reduction from Merton model to this model shows that the mean level effect has been successfully controlled, the still larger RMSE compared to that of the standard SV model indicates that allowing for asset volatility dynamics helps better track the dynamic changes of the credit spreads. We also estimate the Merton model using one-year rolling samples, and present the results in the fourth and fifth columns of Table 4 . The reduced bias and RMSE from the Merton model with a multi-year fixed sample provides the evidence that the rolling window estimation is a good way to account for the time-varying volatility. However, the still smaller bias and RMSE provided by the SV and SVJ models corroborate the fact that apart from time-varying volatility, other sources are leading to the superiority of the SV and SVJ models such as an appropriate functional form between the asset and the equity values. Lastly, we compared the SV and SVJ models to reveal the role of jumps. The always lower bias and RMSE from the SVJ model particularly during the crisis period confirms that explicitly modeling jumps can better describe the extreme movements in CDS spreads. Now, we turn to the model predicted CDS spreads in the forecast evaluation period. Table 5 summarizes the bias and RMSE of the spread predictions for the last 498 days of our sample period, with panel A for one-step-ahead forecasts and panel B for five-step-ahead forecasts. In general, the ranking of the models we observed above is still preserved here. The SV and SVJ models largely reduce the prediction bias and RMSE compared to the Merton model in all cases, and these improvements can be attributed to the time-varying volatility and the resulting option pricing formula which transforms the asset values to the equity values. The further bias and RMSE reductions are still detected from SV model to SVJ model, suggesting that explicitly modeling jumps is important to predict the CDS spread. Meanwhile, these results reveal two additional interesting findings. First, the five-step-ahead predictions from all the models have larger bias and RMSE than those of one-step-ahead counterparts, implying that obtaining an accurate forecast is more difficult in multi-step-ahead scenarios because of the accumulated forecast errors. More importantly, the prediction improvements from the Merton model to the SV and SVJ models appear greater at a longer horizon. While the average bias and RMSE across these firms respectively decreased by 4 and 5 basis points from the Merton model to the SV model, and a further reduction of 1.5 and 1.7 basis points from the SV model to the SVJ model for the daily horizon (one-step-ahead forecast), the average bias and RMSE are reduced by 5.5 and 6 basis points from the Merton model to the SV model, and decrease 1.7 and 2.5 more basis points from the SV model to the SVJ model for the weekly horizon (five-step-ahead forecast). In summary, ignoring the dynamics of asset volatility and jumps has a larger impact on longer horizon credit spread prediction.
These findings are further illustrated in Figure 4 which gives a good visual impression. The figure shows the Merton, the SV and the SVJ models predicted spreads against the actual 5-year CDS spreads of Chevron over the whole sample period. The top, middle and bottom panels of Figure 4 respectively present the implied spreads from the Merton, the SV and the SVJ models against the actual 5-year CDS spreads. While the right y-axis labels the scale of the model predicted credit spreads, the left y-axis labels the scale of the actual CDS spreads. Apparently, the predicted spreads from the SV and SVJ models track the actual 5-year CDS spreads much better than the counterparts from the Merton model with respect to both the level magnitude and the dynamic changes. The Lastly, we employ a time series regression along with the Diebold and Mariano (1995) (DM) test to reveal whether the above-documented prediction improvements are statistically significant. More specifically, we regress the 498 predicted spreads from each model on the actual CDS spreads for each firm as
where CDS i,t is the actual 5-year CDS spread of firm i at time t, and ICDS i,t is the model predicted spread of firm i at time t.
To test for the significance of prediction bias, and separate the contribution of the mean level effect (bias) from the model's ability to explain the time-series variability (changes) of the spreads in the overall forecast accuracy, we firstly run the regression by restricting α 1 = 1. By doing so, we can test for bias on the estimate of α 0 , and measure the property of the model to explain time-variation of the actual spreads using the sum-of-squared errors of the fitted regression (as the estimated α 0 takes out the effect of bias). The summary statistics of the restricted regression estimation results for the 20 firms are presented in Table 6 , and the results for each individual firm are available upon request.
We report R 2 instead of the sum-of-squared errors of the fitted regression, as the two measures convey the same information, but the former is better to show how much time-variation of the actual spreads has been explained by the model predicted ones. Consistent with our expectation, the estimates of α 0 are exactly the same as the bias we reported in Table 5 . Meanwhile, the estimated values of α 0 are positive, and statistically significant at the 5% significance level. More importantly, while the estimated value of α 0 decreases from the Merton model to the SV model and again to the SVJ model, the R 2 increases across these models. These findings once again suggest that although all the structural models considered here under-predict the actual credit spreads, the under-prediction is largely improved after taking into account the stochastic property of the asset volatility and jumps. Meanwhile, apart from the mean level effect, allowing for time-varying volatility and jumps can better track the time-variation of the actual spreads. We further use the DM test to examine whether these improvements are statistically significant 7 . In all cases there are significant improvements from the Merton model to the SV model and the SVJ model in terms of both bias reduction and time-variation explanation. In most cases with four exceptions in one stepahead forecasts and three exceptions in five-step-ahead forecasts there are further improvements from the SV model to the SVJ model.
Next, we run the same regression exercises and across-model comparison without the restriction on α 1 to test the improvements on overall forecast accuracy. The summary statistics of the regression results are presented in Table 7 . Despite the optimal forecast hypothesis that β 0 = 0 and β 1 = 1 is rejected in all the model predicted spreads, there is a clear trend that the positive values of β 0 decreases towards zero and the values of β 1 decreases towards one from the Merton model to the SV model and again to the SVJ model. These provide supportive evidences that to some extent the biased and inefficient spread predictions from the Merton model are improved by the SV and SVJ models. This is further corroborated by the increase of R 2 across these models in all the cases.
We conduct the DM test again on the squared residuals of these regressions, and the test results suggest that in all the cases there are significant improvements from the Merton model to the SV model and the SVJ model, and in most cases with three exceptions in one step-ahead forecasts and two exceptions in five-step-ahead forecasts there are further improvements from the SV model to the SVJ model.
In addition, we test whether the orthogonal information among these models has added prediction power for credit spread. We regress the Merton model predicted spreads on the SV model predicted spreads to generate a variable ICDS(SV − MER) i,t that contains information from the SV model orthogonal to the Merton model:
where ICDS(SV − MER) i,t equals β 0 + ε i,t . Then, we include ICDS(SV − MER) i,t as an extra explanatory variable in the regression ( 15) to test whether the SV model carries on incremental information to the Merton model in credit spread prediction. If this is true, the coefficient of ICDS(SV − MER) t should be significantly positive, and R 2 of the fitted regression should increase from the corresponding ones reported in Table 7 . The summary statistics of the regression results are presented in Table 8 . The significantly positive α 2 and the increase of R 2 in all the cases indicates that the SV model entails extra information for credit spread prediction. We also conduct the same exercise on the SV model and the SVJ model to test the addictive power of jumps, and the summary statistics of the test results are reported in Table 9 . Most of the estimated α 2 in the table are significantly positive with three exceptions. A further increase of R 2 in all the cases confirms that more predictive information is provided by the SVJ model.
CRSP 200 Firms
In addition to the 20 Dow Jones firms, we also analyzed 200 randomly selected firms from the CRSP to see the impact of stochastic volatility and jumps on the credit spread prediction of the typical Table 10 and the 5-year CDS spread prediction results in Table 11 . The summary statistics of the regression based test results are presented in Table 12 .
U.S. exchange listed firms. A firm is included only if it is not a firm in the Dow
As expected, the results are stronger than those of 20 Dow Jones firms, implying that explicitly considering stochastic volatility and jumps are particularly important for relatively small firms. On average, the asset volatilities of these firms exhibit more volatile as suggested by the larger mean value of the estimated σ V , and the jumps occurred more frequently with larger size as implied by the mean value of the estimated λ and J. The SV and SVJ models still largely outperform the Merton model in both short and long horizon forecasts with the SVJ model always performing the best.
The average prediction improvements appear slightly greater than those in Dow Jones firms, with bias reduction of 6.1 basis points and RMSE decreasing by 7 basis point from the Merton model to SV model, and further 2 and 2.5 basis points of bias and RMSE reductions from the SV model to the SVJ model. These improvements are statistically significant according to the regression based tests. Once again, the SVJ model carries incrementally more information than the Merton model and the SV model for the prediction of 5-year CDS spreads of these firms.
Conclusion
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