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Abstract
Robotic systems, when used in real world situations, often have many control modes that
need to be switched between in real time. These control modes may be addressing the robots
in many different ways and may be executing in different locations. Conventional robot con-
trol software platforms do not provide a flexible way of switching between all of the different
types of control modes in real time. In this paper, we present a system architecture that seeks to
solve this problem of real time controller switching using industry standard software. The ar-
chitecture implemented is one that allows for robot control regardless of hardware, and ensures
continuity of control when undergoing arbitrary controller switching. Our experiments show
that this software can be used to switch between types of controllers, location of controller
execution, and single and multi-robot controllers. They also show that switching controllers
takes 10ms, which is well within our requirements. We conclude that our system is useful in
its present state for smaller projects at research institutions, or as a stepping off point for future
work. To improve this system for general use, improvements beyond solely sending messages
through Wi-Fi will be necessary. It is also recommended that this system be transferred from
Indigo, the current distribution of ROS used, to Kinetic the newer distribution of ROS, because
Indigo is nearing end of life. Despite these recommendations, the success of this project shows
how important this type of system will be in continuing robotic development.
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Figure 1.1: Baxter, by Rethink Robotics
The promise of general purpose robotics has been on the horizon for many decades, and the moti-
vation has always been clear - the word robot comes from the Czech word for hard work, robota.
’Robot’ has since been the name that we give to the machines that we create to make our lives
easier by executing some task for us. The simple dishwasher or car fits this definition, but these
devices have long graduated from that usage and have inherited new names. These ’robots’ achieve
single purpose tasks extremely well, but as time goes on, it seems like an unwritten law that the
machines that help us in our daily lives will become more complex and in some ways, more gen-
eralized. More general robotic systems offer the potential to improve human life significantly by
completing dangerous and repeatable tasks that humans would be forced to do due to their com-
plexity.
In 2017, the most ”general purpose” robot available on the market is the one pictured above in
Figure 1, named Baxter. Baxter claims to be the first general purpose robot, and with a price tag
of $35k, he’s cheaper than a year’s pay at a minimum wage job. Although he’s in many ways
more advanced than many factory robots due to his ability to work safely around humans, is he
the general purpose robot we’ve been imagining? The vision that many people roll back to when
they hear ”general purpose robotics” is closer to Rosie from The Jetsons than to Baxter. However,
it cannot be denied that Baxter represents a huge step forward in robot complexity and autonomy
that will define what it means for a robot to be ’general purpose’ for years to come.
Most current autonomous robotic systems have simplistic behaviors, but as the need grows for
robots to become more flexible, the software that defines their behavior will have to mature and
gain decision making capabilities that enable robots to switch behaviors on the fly. Many technical
challenges exist when attempting to realize these complex-behaviored robots, however.
A major issue that is preventing robots from being able to execute complex behaviors is that they
need to have some component of cognition and reasoning explicitly defined. As stated in [1],
robots must have many different goals running simultaneously and they must have the ability to
switch between any goal it is executing based on observations about the world. A hardware system
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Figure 1.2: Shakey the Robot, developed at SRI International. Image courtesy of Computer History Mu-
seum.
that initially ran tests of such approaches was Shakey the Robot [2] at SRI in the early 70s, as
shown in Figure 1.2.
Another issue is that when robotic systems switch from one control mode to another, the control
mode can become unstable and cause the robot to behave erratically. Although stability can be
guaranteed during switching if both controllers are active [3] [4], switching between arbitrary
controllers at unknown times is not a solved problem. Some of the problems that are important in
the space of controller switching are eloquently discussed in [1].
Construction of a system in hardware that can realize these robots while managing controller
switching introduces new challenges that are not present in simulated control analysis. Commu-
nication channels between mobile and stationary systems are prone to non-idealities, for instance
latency, and as controllers switch, control streams must shift as well. Issues regarding communica-
tion between components of single and multi-robot systems have been addressed by systems like
the ROS project [5], its extensions [6], and its predecessors [7]. However, these systems are not
suitable for usage without a Wi-Fi network present.
Mature software that allows users to compensate for these issues is important to helping solve
the problem of “general purpose robotics,” as well as enabling research institutions to accelerate
their development processes. A software architecture that can implement such capabilities enables
robots to accomplish a wider variety of tasks by opening up the types of controllers available on
a particular platform and by enabling the robot to switch between tasks based on environmental
stimuli in real time.
2
1.2 Project Statement
The objective of this project is to create a system architecture for multi-robot systems that allows
for a comprehensive suite of controllers, on-the-fly controller switching, and dynamic location of
controller execution, which is not possible with current existing systems. In order to achieve this,
we create a framework for defining controllers and finite state machines that manage execution of
these controllers, and a firmware system for these controllers to run on. This system is capable
of running on a Raspberry Pi, located on a mobile robot. In order for users to interact with the
robotic system and allow computationally intensive controllers to be executed, a version of this
firmware is also created for a desktop PC. The finite state machines define the transitions from one
controller to another, enable users to manage continuity of parameters during controller switching,
and enable dynamic robot behaviors to be triggered by external stimuli. Events like “completion of
previous controller,” “communication failure,” and “user input” cause behavioral changes, which
are defined by the users or inherited from templates.
This software was implemented on a two robot system and experiments were done that proved that
the system architecture was able to switch between many controllers on the fly and was able to run
on mobile robot and ground station systems. By constructing the system, we have accelerated the




In order to solve the problems and achieve the goals outlined in the Problem Statement, a software
architecture will need to:
• Be usable with pre-existing hardware. Pre-existing hardware must be controllable from ex-
ternal systems and have the capacity to have a small amount of hardware mounted on them.
Pre-existing hardware must have a well defined protocol for implementing external control
signals - this may be a serial connection that uses MAVLINK, for instance, which is a pro-
tocol for communicating with small, unmanned robotic vehicles.
• Be fast to implement. A mechanical/computer engineering student should be able to imple-
ment the system on pre-existing hardware and get basic controllers running from Simulink
in less than a week.
• Have a clear method for implementing generic controllers and uploading them to the robot/-
ground station
• Be able to switch between controllers in <100ms
• Have a clear method for defining when the system transitions between controllers and the
location where those controllers are running
• Have the ability to transition between controllers that address multi- and single-robot systems
• Have the ability to transition between controllers that give robots velocity command and
position commands
• Have communications between systems occur with a packet latency of <100ms and a speed
of 90Mbps (enough to stream an uncompressed VGA sized video (640 by 480) at 10 frames
per second)
These requirements will be evaluated via the Test Plan shown in Table 6.1
2.2 System Architecture
The first step in the development of this software architecture is to determine how a robot will
switch behaviors. The utilization of a multi-controller architecture was first introduced in [1], but
only in reference to a single robot system running controllers exclusively on-board. This can be
extended into multi-robot systems with onboard and offboard controllers, which allows for multi-
ple, disjoint controllers to be written and tested individually before being compiled into a single
system. Due to the popularity of modular systems, and because it makes testing and development
much easier, this type of architecture is much more desirable than that of a single block of code for
each robot.
The system architecture used in this project is shown in Figure 2.1. The Raspberry Pi on the robot
is running multiple onboard controllers, as well as taking in commands from offboard controllers
that are being passed through the network. Any number of controllers can be running and passing
through the mux. All commands are passed to the mux, and only a single command is allowed
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Figure 2.1: A data flow diagram for the software architecture.
through to the robot driver. The mux is controlled by a finite state machine, which is, in this
example, running on the ground station, but can run on any robot or ground station in the system.
In our experiments, we chose to run the finite state machine on the ground station for ease of
development. It formulates its decisions based on user input and sensor data. Also passed through
the network is data from sensors that may be needed by the controllers. In this case, only the
position controller needs information from the network, i.e. the current position, but other data
may be needed, and data from the robot may be sent to the ground station as well. This sensor data
is routed through the network using ROS topics, explained more in Section 5.1.
An example of the architecture described above is show in Figure 2.1. The controllers are posting
commands to their respective ROS topics, which the multiplexer is reposting to the robot driver.
The multiplexer is controlled by the finite state machine, which formulates it’s decisions based
on input from sensors from the robot, sensors from the network, and it’s internal mechanisms.
External sensor data is routed through the network using ROS topics to get to different controllers,
and the FSM. The individual components of this architecture are elaborated in the sections to
follow.
The controllers are written in MATLAB due to previous familiarity with the structure, the fact that
students are taught how to use it, and the fact that it has an integration with ROS. These integrations
allow controllers to be uploaded, compiled, and run on ROS systems from a single computer.
More information regarding ROS can be found in Section 5.1, and information regarding controller
implementation can be found in Section 5.3. It is important to note that when a ”ROS system” is
mentioned above, this does not solely mean one of the Raspberry Pi systems. It can also mean the
virtual machine, which is its own ROS system. The fact that the virtual machine is also a ROS
system allows for a situation where a robot may be piloted by a controller onboard, or it may be
piloted by a controller that is running on a different machine. Although this difference in location
does not significantly change the architecture, as commands are still sent to the robot through a
ROS topic, it is still necessary to note this difference, because controllers located offboard the
robot will inherently have latency present in their execution. This latency is explored in Section
6.2.
ROS, or Robot Operating System, was used in this architecture to manage communications be-
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tween controllers, hardware, and other robot specific processes needed for supporting the system.
Historically, a software called DataTurbine has been used in the lab for managing communications
between robots, however the team decided to use ROS instead because of its industry support and
large set of available tools. DataTurbine is one of many in a class of distributed message passing
softwares, and even though it is targeted at the scientific community, it lacks many useful tools
that ROS provides. ROS provides many visualization (like RViz and rqt plot) and system con-
trol tools built in (like the multiplexer block, for example), as well as robotics-specific message
types. DataTurbine has no standardization for messaging types; only simple strings are used. Even
though this allows more freedom in the content of messages, maintainability and interoperability
are hindered and many expensive string parsing operations must be done on ground station and
robot hardware.
ROS also has direct integrations with MATLAB and Simulink. Although DataTurbine is able to
interface with MATLAB and Simulink, the methodology to do so is maintained in house. Although
this is not a problem inherently, the team thought it better to use an off the shelf solution. DataTur-
bine does have many useful features, like buffered streams, however after a tradeoff analysis using
the reasons just described, the team decided that ROS was a better alternative, even with its steep
learning curve.
During initial testing, the system was designed to instantiate controllers when they were called
upon by the FSM. This design choice was made to minimize the amount of computation that the
system was using at a given time, however it came with a cost: controller startup took on the order
of 10 seconds, which was far outside of the previously mentioned performance requirements. The
system is designed currently to instantiate all controllers at startup time and leave them running
constantly rather than start each one up during runtime. Although the performance cost is steep,
it is mitigated by the fact that controllers can be used offboard where compute power is more
available and that onboard processors in the future are surely going to have more computing power.
The performance cost may also be lessened by writing controllers in more efficient languages like
Python or C++, as the controllers as described in this paper are many orders of magnitude more
computationally intensive due to their basis in Simulink.
Because multiple controllers will be running, there must be a component to switch between which
controller gets to interface with the robot hardware, and which are, effectively, silenced. In ROS,
this component is called a multiplexer, also known as a mux. It takes multiple input signals, and
republishes the topics to whatever topic it was setup to republish to, based on a certain control
signal. This means that controller switching is as fast as it takes the mux to change what signals it
is republishing. Because both onboard and offboard controllers publish their commands to a ROS
topic, this multiplexer setup works for both dimensions.
The control signal to the multiplexer is taken from a finite state machine. This is because a finite
state machine is incredibly useful for visualizing the manner in which a robotic system will work.
While the controllers run, the finite state machine can be defined such that each state is a sequence
of controllers that need to be active and republished through the mux, and each transition is a
change of the multiplexer’s control signal. Further information about the finite state machine and
multiplexer is in Section 5.2.
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2.3 Concept of Operation
To clarify the use of the system described, consider a situation in which an object needs to be
moved by a robotic system - a pair of drones. This use case is clearly related to drone delivery, a
very promising use of drones that is being explored aggressively by large technology companies.
The drone’s mission is to take off, group up with another drone, collaboratively pick up the object,
and maintain grip of the object as they fly it toward its destination. How might a control system
handle this complex mission?
Table 2.1: Drone Delivery Example Breakdown
First, each drone takes off and moves itself into a stable
position above the launchpad. The drone knows how far it
is off the ground due to onboard sensors and runs a position
controller onboard to ensure a safe takeoff. It then connects
to the ground station to take commands.
Second, each drone moves into position above the target
object. It’s likely that the drones’ environment does not
support GPS due to being indoors, therefore an indoor loca-
tion tracking system is used to guide the drones into place.
Control of the drones position is running on the drones, but
both drones are communicating with a ground station to get
data about their locations.
Third, the drones enter into a cluster control mode in which
the control messages given to each drone are coupled. This
control system is running on a ground station and giving
velocity commands to each drone simultaneously based on
data about the drones’ locations and the box’s location.
This cluster controller guides the robots onto the box where
they clamp onto it and then lift off again.
Finally, the drones fly away from the launchpad with the
box attached. As they fly away, the ground station’s com-
munication link with the drones deteriorates and the cluster
controller’s execution is shifted onboard the drones. The
drones communicate with each other to exchange control





In order to test the system and validate that the requirements were met, two land based robots and
drone simulation software are used. A land based robot, originally titled Omnibot, has been in
use by the lab for many years, and since its creation in the early 2000s as a senior design project,
has been a project of lab research assistants, including Ethan Head. The secondary robot used
during testing is a Pioneer 3-DX, an off the shelf skid-steered robot that the lab has also used
for many years. Onboard both of these robots, a Raspberry Pi 3 was used to provide computing
power and communications to ground stations and other robots. Ground station software is written
in a portable virtual machine that may be run on any sufficiently powerful platform. To provide
position data about the robots, an indoor ultra wideband tracking system was used at our facility at
NASA Ames Research Center.
3.2 Robot Hardware
3.2.1 Omnibot
Figure 3.1: The Omnibot robot used in testing
The primary robot used in testing, named Omnibot, is an omniwheeled holonomic drive robot
and has been in use in the lab for well over a decade. Shown in Figure 3.1, the Omnibot is one
of two robots with this drivetrain, both of which have been extensively used by Ethan Head in
previous years. The other robot, named Reddie, is in use for testing fault tolerance and anomaly
management on another RSL project. A block diagram of the Omnibot system is shown in Figure
3.2.
Figure 3.2: Block Diagram of the Omnibot Robot
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The Omnibot and its twin Reddie both have three 12V motors attached to the corners of a milled
triangular steel chassis. Each motor has a quadrature encoder on it, and on Omnibot, those quadra-
ture encoders are used to give position feedback to the motor controllers. Omnibot has two dual
channel motor controllers to power the three wheels on the drivetrain. One extra motor control
channel is available on board, however its control channel is not connected to the Raspberry Pi
onboard. These motor controllers, Roboteq AX500, can output up to 10A continuously, however
they are internally limited to 3A to prevent the motors from receiving a damaging level of current.
The motors each have a stall current of ∼3A.
During testing, it was observed that the quadrature encoder connected to one of the Omnibot’s
wheels ceased to function, so it was turned off in software and that wheel was allowed to run open
loop. The error from this causes the robot to rotate slightly as it translates, which is fixed by a
simple frame transformation running in the controllers. Velocity setpoints are given to the motor
controllers by a PWM signal from the Raspberry Pi, connected to GPIO pins 11, 12, and 13. This
is the only method for interfacing with the robot chassis currently, however in the future, the code
should be updated to expose actuator level data like velocity setpoint, position setpoint, velocity
feedback from the encoders.
The Omnibot also has a magnetometer connected to the SPI of the Raspberry Pi. It is held in place
by a mast that brings it away from the motors and metallic chassis, which prevent it from getting
accurate readings. Data is transmitted by the hardware interfacing software into ROS in the form of
a Pose message posted on the /omnibot/pose topic. In our experiments, data about the orientation
of Omnibot was acquired using the UWB system rather than the magnetometer due to large levels
of noise.
Velocity setpoints are given to the robot via its ROS interface, described in Appendix E. The code
for this is also printed in Appendix B. Because of the robot’s holonomic drivetrain, velocity is able
to be specified in two linear directions (x and y) and in the angular z direction. This data is received
by the robot on topic /omnibot/cmd_vel in the form of a WrenchStamped. A WrenchStamped
message type is used instead of a Wrench because the time stamp of this message is used in latency
testing.
The robot performed well in testing, and its holonomic drivetrain made writing position controllers
significantly easier. Because the robot was able to move in any direction at any time, no extra logic
was required to steer the robot towards it’s setpoint. This kind of steering logic would be required
to drive robots of other drivetrain types.
3.2.2 Pioneer
The secondary robot used in testing was the Pioneer 3-DX, pictured in 3.3. The Pioneer is a
tank drive robot system that, unlike the previously described Omnibot, is completely off the shelf
hardware. A serial port on top of the robot provides communication, and all data processing is
done on a real time system onboard. Communication with the Pioneer’s serial port is described in
Figure 3.4. Dual SONAR sensor units are included on the platform, however internally only one
is connected on the device used.
The drivetrain is powered by two motors on either side of the robot, and control is executed on
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Figure 3.3: The Pioneer robot used in testing
Figure 3.4: Block Diagram of the Pioneer Robot
the onboard computer. Encoder data about the wheels is available via the serial interface, as is all
other motor control data. Usage of this robot on carpet floors is not advisable, as the added friction
of the carpet causes the motors to be loaded improperly and reduces the life of the motors. The
brushes of the motors wear out more rapidly, according to the lab alum Thomas Adamek.
A set of SONAR distance sensors are mounted to the front and back of the robot by default, and
may be turned on via the serial interface. They are disabled during testing; however, if one polls
them for data over the serial port, they immediately start up and start recording data.
As this robot is off the shelf available, with many successors in its product line, drivers are available
for generic applications and for ROS. A ROS package titled ROSARIA is available online and
comes pre-installed by default in both the Raspberry Pi image and the VM. Note that it may be
used on either system type, a serial connection is all that is required. The software does not know
whether or not the serial connection is wireless or wired, so a system where no onboard systems
are used is possible. Multiple robots may be connected to the same system, as well, enabling a
single computer to talk to all of the pioneers simultaneously. A message of type Twist is posted to
the /RosAria/cmd_vel topic, and only the linear x and angular z components of the message are
used.
During testing, it was discovered that the onboard power systems of the Pioneer were unsuitable
for powering our onboard computing hardware and an external battery pack was used. Two 12V
to 5V converters are inside the robot, however neither has enough extra current capacity to power
our onboard computing hardware, which could require up to 2A. A USB battery pack was used
to power the onboard computing hardware instead, which gave the added benefit of having much
longer battery life than the onboard batteries of the Pioneer.
10
Pioneer was primarily used during the third test set, where multi-robot control was explored, how-
ever position controllers external to this test for the pioneer are provided in the MATLAB code
files.
3.2.3 Drone Simulator
From the inception of the project, control of aerial vehicle was a target use case of the software
architecture. Testing with aerial vehicles is often difficult and cumbersome, so testing was done
on land based robots instead. It was proven that drone testing could be done in simulation, and a
small amount of testing was done using this.
Figure 3.5: PX4 Drone simulator running on Mac
The robot simulation software comes from the DroneCode project, creators of the PX4 flight stack.
The software is an extra of an onboard drone controller development platform called PX4, and is
used for testing of onboard controllers. It interfaces over MAVLINK just like most other drones (a
notable exception is the DJI platform), which the software architecture is equipped to use.
Shown in Figure 3.5, the drone simulator provides a GUI where the drone may be viewed. This
viewer is generic, and may be swapped out with a number of other simulation platforms, including
Gazebo. Documentation for interfacing the simulator with Gazebo is available on the PX4 simu-
lator website, and in the community, multi-drone installations appear to have been done using this
strategy.
From the simulator terminal, one may takeoff the drone, or execute a number of other behaviors
specific to the drone hardware. An external MAVLINK compatible ground station software may
be used. In testing, it was discovered that QGroundControl interfaced right out of the box, and
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could be used simultaneously with our software architecture. Using QGroundControl or another
ground station software, waypoints and missions may be uploaded to the robot, as well as manual
flight control. MAVLINK interfacing with our software is able to provide setpoints to the waypoint
controller and velocity controller as well.
3.3 Computing Hardware
3.3.1 Onboard Platform
Each robot platform requires an onboard Linux based computer to execute control algorithms,
interface with hardware, and manage communications with ground stations and other robots. A
Raspberry Pi 3 was chosen to be the onboard computer for the land based robots because it was
proven previously by team members to have enough computing power to run ROS and other re-
quired software. The Raspberry Pi 3 is also well documented in the ROS community, with working
installation instructions available. More information on ROS can be found in Section 5.
The Raspberry Pi is also ideal as an onboard computer because of its GPIO pins. Sensor and
actuator interfacing is significantly easier using the Raspberry Pi because it can connect ROS to
hardware systems in a single program. Alternatively, a computer without GPIO pins would need
to connect to an external microcontroller and interface with it’s GPIO pins. A system architecture
like this is still used often, as is the case with the Pioneer platform, but for simple applications,
having the GPIO available can cut down on system complexity significantly.
3.3.2 Offboard Platform
Offboard the robot, a more robust computing system is required to enable users to interface with the
robotic system and provide more compute for processor intensive controllers. In order to maximize
portability, a virtual machine was created in VirtualBox with Ubuntu 14.04 running on it. ROS is
installed on the VM, as well as startup utilities that are specific to the lab, robot control software for
the lab’s robots, and other supporting software that make communications simpler. For information
regarding the software running on the VM, look to Section 5 for more information.
In the VM, deployed controllers and FSMs are able to be run, right alongside other ROS packages.
It is recommended that for performance reasons, at least 2GB and 2 processor cores are allocated
to the VM. The VM also contains some components of the PX4 flight stack and simulator; more
details about this are available in Appendix D.
3.4 Supporting Hardware
3.4.1 Ultrawideband Positioning System
Feedback controllers used in testing require position data about each robot in order to accurately
control the robot’s position. GPS could have been used for this purpose, however GPS accuracy
is generally poor, and functionally unusable indoors. An ultrawideband (UWB) system is used to
do indoor robot tracking. The Sapphire Dart indoor localization system, originally a system for
tracking components inside a factory setting, is composed of a series of receivers stationed around
the perimeter of an area (henceforth referred to as the arena). Each receiver, such as the one shown
in Figure 3.7 is connected by Ethernet cables to a central processing hub at the ground station. Data
is collected and processed at the hub, and broadcast by a TCP server. A diagram of said system is
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shown above in Figure 3.6.
Figure 3.6: Diagram of Sapphire Dart UWB System
Figure 3.7: A single RFID Receiver from the UWB system
A series of RF tags are mounted to each robot in the system, shown in Figure 3.8. Each tag gives
off an RF pulse, and by using the time of flight of each RF pulse, each of the receivers is able to
estimate the distance from it to a tag. This data is fed into a triangulation algorithm on the base
station, and then transmitted over TCP to the user. The system also outputs data about the quality
of each estimation, however this data was ignored during testing.
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Figure 3.8: RFID Tags on Omnibot Platform
Two tags are attached to each robot for tests, and their data is filtered to give more accurate data
about the robot’s position. The coordinates given by the system are filtered and fed into an algo-
rithm that estimates the current angular position of each robot. This angular position is used in
a frame transformation that translates velocity messages from the global frame (UWB coordinate
system) to the robot frame.
Historically, the TCP stream coming from the UWB hub has been directed into MATLAB via the
DataTurbine interface for robot positioning. However, for tests done within the context of this
process, the UWB data is acquired by a program running on the ground station (sapphire dart in
the rsl tools software package) and directed into ROS. This data in ROS is available to MATLAB,
which runs the position controllers. This program is available on the lab’s internal knowledge-
base and is also included in Appendix C. It is also included as part of our ROS package titled
rsl_tools, which is included in both the Raspberry Pi image and the VM.
The data from the UWB system is accurate to within 10 centimeters. We found the best accuracy
of the UWB system to be in the quadrant III of the arena, and this area’s UWB accuracy was
improved by moving the pool table towards the ”robot graveyard” of the testing area.
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4 Controller Implementation
When operating a robotic system, many different controllers may need to take control over hard-
ware at different times for that robot to complete its task. In the previous section, we discussed
a situation where we might see a transition from single robot control to cluster control, velocity
to position control, and between onboard and offboard control. Initially, it seems that a system
that could accommodate all of these control types would be simple to construct, however a glance
at the communications issues that come up as well as the controller stability issues that come up
quickly quiets that presupposition.
4.1 Types of Controllers
As was discussed previously, there are a few different dimensions that span the space of controllers
that a robot may need:
• Actuator, Robot, or Cluster
• Position, Velocity, or Acceleration
• Onboard or Offboard
Each of these dimensions enumerates explicitly a type of control message, an endpoint for that
control message, or a channel for that data packet. As shown in Figure 4.1, these orthogonal axes
completely describe the requirements of their execution. Furthermore, it should be noted that the
closer the controller is to the center, the less complex the controller. Any control mode can be
described as a point in this 3-D space, and a mission can be partly described by a path through this
3D space.
Figure 4.1: Three orthogonal dimensions of classification for controllers
The simplest controller imaginable in this space is the onboard actuator controller for a motor. A
velocity controller for a motor moves further from the origin and adds the requirement of velocity
feedback to the system. Another move in that direction adds another feedback loop to the system,
and therefore more computation and hardware requirements. Note that different units of setpoints
are required in each case as well; a acceleration command may be in units of meters per second
squared, a velocity controller may be in units of meters per second. The stability of these are less
likely to be threatened by controller switching.
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A controller can increase complexity in the actuator direction as well. An actuator level command
only needs feedback from that specific actuator, and likely should run onboard the robot due to it’s
simplicity. However a robot level controller requires some dynamics to obtain from the individual
actuator controllers. More dynamics are included in the control system when signals are addressed
to multi-robot systems. This nesting of control loops can be visualized using the block diagram
in Figure 4.2. These dynamics consume many lower level controllers across systems, and are
vulnerable to instability during switching due to their complexity.
Figure 4.2: Nested control loops for controlling the position of a robot
Due to the distributed nature of these controllers and variance in their hardware capacities, some
controllers are best run offboard the mobile robot platforms. In some cases, offboard sensors are
used in the robot’s control loops, and the data is accessed faster offboard than onboard. Insta-
bility could occur during switching due to discontinuities in periodic control packet streams and
transients in the controllers due to switching.
Each controller that can be implemented a robotic system lives at some point in the 3D space ref-
erenced in Figure 4.1. For example, if we wanted to make explicit exactly what kind of controller
was in use at a given time, we say that a controller is an ’onboard robot level velocity controller’
or an ’offboard cluster level velocity controller.’
Clearly, the speed of switching between controllers is a crucial to the stability of the system. To cre-
ate a threshold on the maximum time a controller switch should take, we considered how quickly
normal control loops occur. 10Hz and even 1Hz is a common control loop frequency on robotic
systems used in the lab, however with aerial vehicles and other extremely sensitive hardware sys-
tems on the horizon, we decided that our system should be able to accommodate control loop
speeds of greater than 50Hz, or 20ms. Should we achieve this, our controller will not miss a
control message when controller frequencies are less than 50Hz.
Although controller switching speed is an extremely important component of the software archi-
tecture that we define here, it is not the only issue that is necessary to consider when working with
switched control modes.
4.2 Controller Stability During Switching
It is a well researched concept that when a controlled system switches between controllers at
arbitrary times, even asymptotically stable controllers can become unstable. Timing of controller
switching is imperative to ensuring that no transients occur directly after switching.
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Research shows that controller switching can lead to significant performance enhancements [14],
especially in the field of adaptive control, however A. Morse shows in [8] that stability of systems
can be ensured in all switching cases. Hespana [9], shows that controller switching, if both con-
trollers are designed with a priori knowledge that they may be switched between, stability can be
guaranteed during transitions. P. Curran [10] addresses what is known as the ”dwell-time” prob-
lem, which takes the approach of analyzing the minimum times required to linger on a specific
controller before switching to another one is stable.
Typical approaches to ensuring stability include the use of asymptotically stable controllers or use
slowed down switching behaviors to allow transients to die out before they can cause instability.
In our case, the controllers we switch between are simple and asymptotically stable, however in
the future, research could be done using our system with non-asymptotically stable controllers to




In reality, a robot is a distributed system, and it should be treated as such. A typical robot will
have sensors, motors, actuators, and other parts that should all have their own separate drivers and
software components. Ideally, a user should be able to plug any of these components into this
distributed system, and be able to use the data they receive in other components that don’t know
about the hardware in use. Some kind of distributed communication software is therefore required.
In order to fulfill this need for communication, we use Robot Operating System (ROS), which
is a set of libraries and tools to provide operating system-like services such as low-level device
control, message-passing services, and package management. ROS was developed by the Stanford
Artificial Intelligence Laboratory and Willow Garage, and has since become a standard in the
robotics community.
The base component for a ROS system is a ”node”, or individual program, which passes informa-
tion via a publisher-subscriber architecture with other nodes. Every time a node publishes data,
perhaps from a sensor subsystem, its subscribers will be notified and sent that data. In this way,
publishers and subscribers are completely decoupled, and complex networks of data dependencies
are created. A node does not need represent a hardware system - a node could represent a control
system, with subscribers for setpoints and feedback and publishers for commands.
ROS is designed to operate on single robot systems under the assumption of perfect communi-
cation, which poses problems during multi-robot testing. On startup, each ROS system creates a
component known as the ’master’ or ’core.’ This core exists purely to notify new nodes where
other nodes are on the network, much like a DNS server. This seems reasonable for a multi-robot
system, but consider a case when one of the robots disconnects from the network randomly. It can
no longer communicate with the core, and therefore no control signals can get to it, nor can they
get off of the robot. If the robot was listening to one of its onboard controllers, it may continue
to implement that controller’s signals without knowledge that the architecture had failed. This can
cause users to lose control of active systems. Thankfully, the Fraunhofer FKIE research institution
has created a ROS package titled multimaster fkie, which allows different ROS installations to be
treated as their own, separate, functioning ROS systems, with publishers synced to each other at a
set rate. If one ROS system disconnects, the others still function, and can even determine which
section has been interrupted.
ROS also has well developed integrations with MATLAB, allowing the controllers mentioned in
Section 4 to be uploaded, compiled, started, and stopped on any ROS system from any other ROS
system. Using MATALB is important, because students at SCU are taught to use MATLAB, not
only for general purpose use, but also in the class on controllers. ROS has integrations with Python,
C++, Lisp, Java, and Node.js. Examples of such integrations in can be found in Appendix C, or at
wiki.ros.org/roslisp, wiki.ros.org/rospy, or wiki.ros.org/roscpp.
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5.2 Finite State Machines
In order to develop the behavior of a system, a finite state machine is used. A finite state machine
(FSM) is a collection of states and transitions that define the behavior of a system. Transitions may
be caused by multiple different types of factors, but this functionality is defined by the user. A
finite state machine may be defined in code, or in a graphical editor, such as MATLAB’s Stateflow,
which allows for easy, visual editing of finite state machine diagrams that can be uploaded and
compiled. As before, this is beneficial to use MATLAB, because it can be uploaded and compiled
to different ROS systems, and because it is often taught to students. To allow for a finite state
machine to change data flow behavior, the finite state machine sends control signals to a message
multiplexer in the ROS system.
The FSM is used to fulfill the requirement of having a clear method for defining system transitions.
Using it, we can create the workflow of creating controllers and their encapsulating states, enumer-
ating the states and defining transitions between them, and then defining the finite state machine to
service this defined outline.
In order to design a robotic system as a finite set of states, the design process is as follows. First,
one should enumerate their controllers. Then, find out what combination of controllers can be
active at certain times, which will at most be 2number o f controllers. After enumerating states, it’s
necessary to define the transitions between states. This may cause more states to be added, as
specific transitions and isolation of states may be required. For example, Figure 5.1 shows an
example FSM that we used with five states. After starting controllers, the other four states can be
transitioned between using the variables A, B, X, and Y. More examples of finite state machines
can be found in Appendix B.
This finite state machine also visually shows the difference in dimensionality of the controllers.
The top two states are part of the velocity dimension, and the bottom run position controllers. The
two controllers on the right run offboard controllers, and the left states run onboard controllers.
Controllers used for actual testing can be found in Section 6, as the finite state machine used is
dependent on
As mentioned earlier, the FSMs send control signals to a multiplexer (mux) onboard the robot to
change controllers. A mux is a ROS tool that republishes data from one topic to another topic.
This allows the robot to subscribe to a single topic, and multiple controllers to output their data
to different topics, and the mux connects whichever topic the FSM tells it to. The mux runs on
startup on the Raspberry Pi, along with all the controllers. Then the FSM tells the mux what topics
to republish, resulting in fast (<6ms in testing) switches. Code defining the mux can be found in
Appendix E.
Finite state machines are very useful for defining this system, as changing a variable in the system,
e.g. changing a setpoint for a robot, can be set as a ROS topic, which can happen before, after, or
during a state transition. Examples of this can be found in Appendix B. Similarly, a state transition
can, and most likely will, cause a change in the mux, which can be done through ROS. This type
of visual definition is useful, especially for research institutions and teaching purposes, because it
makes the system easier to see what is happening.
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Figure 5.1: An example finite state machine with transitions.
5.3 Controller Implementation
The Simulink platform is, in our opinion, the best piece of software currently available for con-
troller prototyping and design. Its’ industry standard usage, primitive types targeted at control
theory, and deep integrations with ROS make it ideal for usage with our system.
In Figure 5.2 we can see an example of a controller used in our tests. It controls the position of the
Omnibot holonomic drive robot in the robot arena at NASA Ames, using the UWB system. UWB
feedback is provided to the control loops to determine what direction the robot needs to move in,
and the current angle of the robot is provided to a frame transformation function that translates the
global velocity command to a robot level velocity command.
Figure 5.2: A closed loop position controller for the Omnibot and hardware interfacing components
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The position control system for the Omnibot utilizes the ”Controller” Simulink primitive to execute
control, and in this case is simply a proportional controller with k = .05. The x and y components
of the robot are controlled individually, with setpoints coming in from the block to the left and the
actual system in the green box. The setpoints are set by ROS topics, and inside the green box, ROS
sinks and sources communicate with the hardware systems. The components inside of the green
box could be replaced with a model if simulation were to be done, however, this Simulink system
communicates directly with the hardware.
Figure 5.3: A passthrough velocity controller for the Omnibot and hardware interfacing components
The controller in 5.3 is a passthrough controller that translates commands from the connected
joystick to velocity commands for the Omnibot. The Omnibot’s hardware driver takes velocity
commands that go from -1 to 1 in the linear x and y directions and the angular z direction. Each of
those are mapped directly to joystick command channels. The x and y directions of a gamepad’s
joystick are mapped to the linear velocity and the triggers of the gamepad are mapped to the angular
velocity (with the data negated to make controlling the robot more intuitive). Closed loop control
of the velocity of the robot is done at a lower level, as encoders on the robot control the velocity of
the actuators.
As can be seen in Figure 5.4, a position controller was written and tested for the Pioneer in
Simulink. This position controller works differently than the position controller written for the
Omnibot, however. Instead of using proportional controllers to control the individual x and y po-
sitions of the robot, proportional controllers are used to control the robot’s heading and the robot’s
distance from the setpoint. The Pioneer has only two control channels for motion, the linear direc-
tion (forward/backward) and the angular direction (rotation). These may be controlled individually,
and by writing a controller that tries to make the Pioneer point towards its position setpoint at the
same time as a controller that tries to minimize the distance of the robot to its setpoint, a position
controller is created. Feedback is acquired via the Sapphire Dart UWB system.
Figure 5.5 shows the passthrough velocity controller used to control the Pioneer via a gamepad.
The two command channels are mapped to the gamepad’s joystick and triggers to control linear
and angular velocity respectively. Closed loop control is executed at an actuator level onboard the
robot.
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Figure 5.4: A closed loop position controller for the Pioneer and hardware interfacing components
Refer to Appendix A for more information regarding controllers.
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Figure 5.5: A passthrough velocity controller for the Pioneer
5.4 Hardware Interfacing
Hardware components are the core of any robotic system. However, the method with which they
should connect to higher level control algorithms is not always clear. In our system, any level of
exposure to hardware is able to be addressed by controllers as defined by the software developer
writing the robot driver. For instance, a motor controller that allows speed and position to be
controlled would expose both of those parameters explicitly, and have some logic to decide which
one to implement if both are being addressed simultaneously.
The software components that address the hardware may be written in any ROS compatible lan-
guage (Python, C++, Lisp, Java, Node.js), and hardware driver implementation is left up to the
user. For many off the shelf robots, ROS drivers are already written. This situation is true with the
Pioneer systems, which use a software package called ROSARIA to talk with Pioneer hardware
over serial. For the Omnibot, no off the shelf driver was available so a custom one was written by
the team in Python called ’omnibot frontend.py.’ Robot level velocity commands are sent to this
driver via ROS, translated into actuator level commands for each of the wheels, and sent to the
motor controllers by the Raspberry Pi via a PWM signal. This PWM signal uses standard servo
style timings.
Similar to the Pioneer, the drone hardware system is interfaced with using off the shelf drivers that
communicate over a open source protocol called MAVLINK. The ROS driver, called MAVROS,
takes robot level velocity commands and communicates those to connected real-time MAVLINK-
capable systems. In our tests, a Pixhawk based drone was used.
Table 5.1: Hardware Interfacing Methods
Robot Hardware Driver Communication Type Communication Protocol
Omnibot omnibot frontend.py PWM Servo Style Timings
Pioneer ROSARIA Serial ARIA (proprietary)
Drone MAVROS Serial MAVLINK
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6 System Testing
In order to ensure the system works reliably in real-world situations, and to ensure that the quan-
titative requirements are met, it is required to verify the performance on a physical system when
switching between different dimensions of controllers. The first experiment tested the system’s
ability to switch location of execution; the second experiment tested the system’s ability to switch
between position and velocity controllers; the third experiment tested the system’s ability to switch
between robot and cluster level commands. With these tests, we are able to successfully demon-
strate our software system in use, and demonstrate that our requirements are met. The specific
outline of the test plan can be seen in Table 6.1.
6.1 Testing Setup
Each of the following tests were executed in NASA’s Ames Research Center facility owned by the
Santa Clara Robotic Systems Lab. The location consists of an open area with only a single obstacle
of a pole in the center. All measurements are made in reference to the pole, which is considered
to be at the center of a two-dimensional plane. The testing area is surrounded by a dozen Sapphire
Dart Ultra Wideband (UWB) sensors. The robots used in these experiments, Omnibot and Pioneer,
are described in section 3.2. Two tags are affixed to each robot, and their position is read by the
sensors in order to determine both location and heading. The UWB data is transferred over Wi-Fi
to both the robots and a ground station computer. The Wi-Fi router is approximately 20 meters
away from this setup, and is blocked by a wall, which allows for an accurate representation of real
world tests.
Because the controllers are run in MATLAB, we are able create a data capture tool for different
information. The tool can pull data from one of the controllers and add it to a MATLAB workspace
variable, and it can subscribe to a ROS topic and pull information from it to put into the workspace
variable. This data capture tool is started at the beginning of each test, but the controllers and
muxes to switch between them are started when the robot starts. This is done to decrease the
time required to switch controllers at a small performance penalty of controller execution. This is
because controllers take a much longer time to start up, and it is faster to have the robot simply
switch which controller it is listening to, rather than bring up and take down controllers every time
they need to be switched.
6.2 Test 1
The first test consists of ensuring the system can change the location of execution for a controller.
The goal of this test is to demonstrate automatic controller switching based on external factors, and
to collect data based on latency and on the timing of switching behavior.
6.2.1 Procedure
For this test, only Omnibot is used, with a simple finite state machine to describe its behavior,
as shown in Figure 6.1. The robot starts at an arbitrary place and begins executing the offboard
position controller, which moves the robot to four different waypoints in the testing area. The
waypoints are measured in meters from the pole. Then, we introduce some latency into the system.
This causes the robot to suffer a small reduction in performance, which we can measure. After a
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Table 6.1: The implemented test plan, detailing the requirement and the manner in which it is assessed.
Requirement Evaluation
The system must have a clear method
for defining when the system transi-
tions between controllers and the lo-
cation where those controllers are run-
ning
This requirement is evaluated in every test
through the realization of the test case according
to the design process outlined in 5.2. The loca-
tion switching component of this requirement is
evaluated in Test 1 through the implementation
of a controller that is able to switch location of
execution. Data is collected from this test to de-
termine the success of this requirement.
The system must have the ability to
transition between controllers that give
robots velocity command and position
commands
A test case is constructed (Test 2) where a single
robot transitions between implementing position
and velocity controllers running offboard.
The system must have the ability to
transition between controllers that ad-
dress multi- and single-robot systems
A test case is constructed (Test 3) where multi-
ple robots transition between implementing sin-
gle and multi-robot controllers running offboard.
The system must be usable with pre-
existing hardware.
This requirement is evaluated in every test
through the use of controllers that communicate
to abstracted robot hardware, as detailed in Sec-
tion 4.
The system must be able to switch be-
tween controllers in <100ms.
This requirement is evaluated in every Test 1 and
Test 2 by analyzing timing data during controller
switching.
The system must have communications
between systems with a packet latency
of <100ms.
This requirement is evaluated in Test 1 by col-
lecting and analyzing data about the latency be-
tween the ground station and the robot.
short period, we allow the system to see the latency that has been introduced, which we were
hiding from it so it would not automatically switch without any performance data being gathered.
Now that the system realizes there is latency, it switches to the onboard position controller, and the
performance improves.
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Figure 6.1: The finite state machine used for test 1
6.2.2 Results
Using the above procedure, the experiment yields successful results. When introducing latency, the
performance of the Omnibot degrades slightly, and when allowing the system to switch to the on-
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board controller, the performance increases. Figure 6.2 shows that once the latency is introduced,
the average latency jumps from 28.32ms to 39.31ms. After 27.41 seconds, the finite state machine
is allowed to see that latency has been introduced, so it automatically changes to use the onboard
position controller. After this change, the latency drops again; however, the new latency does not
have any specific meaning, as the latency data gathered is between the robot and the ground station
computer. When the controller switches locations, the latency between the ground station and the
robot no longer represents the latency between the controller and the robot.
It is important to address the large spikes in latency. These are caused by the finite state machine
updating the setpoint to a new location for the robot to continue its controller execution. When
automating switching based on latency data, this spike can easily be filtered out, as evidenced by
the orange line in Figure 6.2 which shows the latency averaged over the last 200 points. This test
did not use the 200 point average, and it is just shown as an example averaging function; any user
can adjust the window length for their specific purposes.























Figure 6.2: The latency graph over time of the test.
Figure 6.3 shows the error versus time of the Omnibot relative to it’s setpoint goal. During the
phase of normal operation, the average settling time, that is, the average time it takes for the
Omnibot to get from one point to the next, is 4.3834s. When the latency is introduced, the average
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settling time rises to 5.46s. The average settling time increases with latency, and can also cause
erroneous instructions, such as the one seen in Figure 6.3 which even further degrades performance.
From the same graph shown in Figure 6.3, we can determine the time it takes to change controllers,
which is less than 6ms.



















Figure 6.3: The position error graph over time of the test.
6.2.3 Conclusions
This test demonstrates that our system can be used to change controller modes based on external
factors that can possibly degrade performance. It also shows that latency monitoring is built in to
our system and the data can easily be collected. The requirement for the maximum time it takes
to change controllers is also satisfied in this test, and we hypothesize that this time can be further
reduced if the finites state machine is implemented in code rather than in MATLAB, as MATLAB
contains a significant amount of overhead that is, albeit sometimes useful, unnecessary for a finite
state machine. Obviously, the time it takes to switch controllers is based on the scale of controller,
but this still demonstrates a satisfactory time for switching.
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6.3 Test 2
The second test ensures that the system can change the level that a controller addresses a robot.
Along with this, the test also shows that no latency problems are created when changing this level
of the dimensionality.
6.3.1 Procedure
In order to complete this test, the Omnibot is used. The finite state machine used for the Omnibot is
shown in Figure 6.4. The Omnibot starts off in the position controller mode once again, executing
it’s controller to rotate between the four waypoints in a square. The position controller passes the
velocity command to the Omnibot, which calculates the speeds each motor should spin, and in
what direction. Then a user presses a button on the joystick, and the finite state machine transitions
to passing the joystick’s commands to the robot, which takes them in as velocity commands and
computes the relative speeds the motors should run at. After a period of time, the user presses the
button to return the finite state machine to the position controller state.
Figure 6.4: The finite state machine used for test 2.
6.3.2 Results
Figure 6.5 shows the graphs for the magnitude of velocity commands from both sources: the
position and velocity controllers, and it shows the magnitude of the velocity commands actually
used by the Omnibot. From these graphs, we can see that the finite state machine successfully
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changes from using the position controller to determine it’s velocity, to using the commands from
the joystick. We are also able to determine, from Figure 6.5a, that the controller switching happens
10ms. This switching time is for both switching to the velocity controller and switching to the
position controller. The 10ms switching time is found by measuring the time from where the
Omnibot stops taking directions from the position controller, and starts listening to commands
from the position controller.





















(a) The magnitude of the velocity commands
taken by the Omnibot.




















Position Controller Direction Commands
(b) The magnitude of the velocity commands
given by the position controller.




















Velocity Controller Direction Commands
(c) The magnitude of the velocity commands
given by the joystick.
Figure 6.5: Test 2 velocity commands from various sources.
6.3.3 Conclusions
The purpose of this test is to demonstrate that the system is capable of switching controllers, and
to determine the time it takes to do so. We successfully determined that controller switching takes




Both the Omnibot and Pioneer are used for this test, with one finite state machine, shown in Figure
6.6, controlling both the switching of their controllers. In this test, the robots start being driven
by two users, and then are switched in to cluster mode, where the Omnibot snaps to a position
relative to Pioneer, and runs a position controller to hold that relative position. The joystick that
was controlling Omnibot now changes the setpoint relative to Pioneer that it tries to hold. The
Pioneer is still controlled with the original joystick velocity controller. After a few seconds of
driving around, the user controlling the Pioneer presses a button, the finite state machine switches
back to individual robot mode, and the Omnibot is once again being controlled by the separate
joystick. The objective of this test is to demonstrate the ability to switch the level of commands
given, either cluster or individual level, using the system.
Figure 6.6: The finite state machine used for test 3.
6.4.2 Results
This test successfully demonstrated that our system can switch between individual robot con-
trollers, to cluster controllers. In Figure 6.7a, the robots are being controlled individually. In
Figure 6.7b, the robots have switched to cluster controller mode, and the Omnibot snaps to the
position behind the Pioneer. In the figure, this state is the first one, on he left of the arrows. The
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robots on the right of the arrows is what happens when the Pioneer moves, and the Omnibot stays
in the same position relative to the Pioneer’s position.
(a) Individually controlled robots directly before switching to cluster mode.
(b) Cluster controlled robots, with Pioneer moving from one point to another while the Omnibot follows.
Figure 6.7: Test 3 video evidence of individual to cluster switching.
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6.4.3 Conclusion
The purpose of this test was to demonstrate the individual to cluster switching capability of the





The rapidly rising number of commercial drones available combined with declining prices of these
drones are making the ethical questions surrounding them more prominent in the popular media
and ethical studies circles. There are many problems surrounding their security, ability to harm
humans both in planes and on the ground, and their ability to be misused for surveillance purposes.
We will explore these questions and offer our best solutions to them in the context of our project
here.
One large problem in the drone community is the possibility of getting hacked. Some outside
entity taking over the drone and manipulating it. While this is not common, it is still possible, and
it can put people and information in danger. Obviously the hacker is at fault, but is it also the drone
pilot’s fault because they didn’t use a secure method of communication? Keeping everyone safe is
the most important choice, so keeping the connection between drones and between the pilot and
the drone is important.
Keeping connections secure is incredibly important, which is another reason we use ROS. The
messages are sent using TCP/IP, which makes encryption easy. If someone were to try and intercept
anything, they would be unable to read it. If a hacker tried to connect to any drone in the cluster,
the pilot would notice, as the hacker would have to request connection to the web of ROS nodes.
However, ROS is not all powerful, and we may have to include other forms of communication,
which we will take steps to ensure security. Messages passed can be encoded, or we can use PGP
to keep messages safe.
Another problem with drones is what happens if they get knocked out of the air by humans or
animals, or if the battery dies. When something happens, and the drone starts falling, it can land
on a person and seriously injure them, especially someone who is not aware that drones are being
flown nearby. Addressing the battery issue, monitoring the voltage and forcibly landing any drone
that doesn’t have enough battery life to continue falling will be the most obvious and effective
method of dealing with this issue.
It’s impossible to make sure that no humans or animals interfere with the drone during flight time,
so this issue turns into one of reaction rather than prevention. We can include a portion of code that
emits a loud sound whenever the drone detects that it’s falling, or have some sort of safe landing
feature like a parachute. Typically, a parachute is too heavy of a payload to be carrying around
during flight, and too inconsistent to make it worth using. Therefore, the best option is to include a
loud sound to warn anyone that the drone is falling and could possibly hurt them. However, much
of the prevention is on the user, making sure everyone in the area is aware that a drone will be
flying, and to keep away from the area underneath it.
Although we need to keep people below the drones safe, it is important to keep people above the
drone cluster safe as well. As we see more drone related projects flying through the atmosphere, it’s
important to consider the planes and helicopters and their relative sensitivity to crashes. A drone
going into the engine of a 747 or the rotors of a police helicopter could do enough damage to cause
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fatal injury to those onboard. For these reasons, the FAA has drafted and implemented legislation
that prevents operators from flying over 400 ft above ground level and not within five miles of
an airport without contacting the airport. Both of these rules should alleviate most concerns by
pilots, however the case of drones acting in error is important to take into account. Our system by
design has two computational parts: a ‘real time’ system and ‘non-real time’ system. The real time
system deals with computation regarding stability and control, and has the ability to set parameters
regarding location. It is possible in the software of the fault tolerant real time system to implement
flight restrictions on altitude with negligible probability of failure. Therefore, the likelihood of
accidental crash with other airborne vehicles can be diminished.
One of the most worrisome outcomes of the decision to work on this project is its potential for use
in surveillance and invasions of privacy. Drone platforms are often tailored for cinematography,
live video streaming, live 3D modeling for navigation, and tracking using radio signals. Our plat-
form would add a new dimension to all of the ethical problems that come with these use cases by
making these drones more resilient and collaborative.
It’s impossible to know what a potential user would do with the system architecture that we build.
A high level of onboard computing power is part of our set of goals for our platform, so many
of the issues of privacy can be actively avoided by allowing private data to be processed onboard.
For example, a use of the drone system for surveillance may be to count the number of people
in a particular area, perhaps a town square. A normal system would be forced to stream the
camera data over the internet for processing and person counting, which compromises privacy
of the general public. With our system, this counting algorithm could be implemented onboard
without sacrificing privacy.
Although our drone system will not confront ethical issues directly, it will act as a framework for
others to make their own ethical decisions. It will operate in similar ways to any other single drone
system, only by virtue of its design, compound them via multiple aerial platforms. We hope that
the usages of our system will be ethical in the future, but like any good engineering project, it is
up to the users to act ethically.
7.2 Sustainability Analysis
The environmental sustainability for the Multi Robot Cluster Control project is not easily analyzed
due to its grounding in software, however, many externalities with environmental ramifications
would occur if our goals were met and implemented in a wide variety of robotic systems. Some
of these externalities are good for the environment, such as adding more capacity for robots to ac-
complish complex tasks regarding environmental sensing. However, our project’s implementation
on a wider scale could lead to negative externalities such as accelerated resource depletion that
could occur due to increases in mining/harvesting efficiencies.
The system that we proposed at the beginning of the quarter is targeted at generating a software
framework to allow robots to execute complex tasks by switching from one controller to another
at reasonable speeds with logic dictating those transitions. This kind of behavior already exists
in commercial systems, but not with the simplicity that we propose in our project statement. If
implemented on a wider scale, the pace of robot development would be accelerated, the skill level
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required to write complex robot algorithms would decrease, and the set of people who are able to
develop robots would grow. With this growth, we would see more robots working in the field and an
increased resource usage. Many manual labor jobs are in the field of resource extraction (mining,
harvesting of crops, chopping down of trees, fishing, oil drilling) and utilization of resources for
production (factory jobs), so if made more efficient by robotics, we would see exponential increases
in the rates of depletion of our natural resources. Mining robots would work round the clock
to gather valuable ore, fishing robots would seek out large schools of fish, and manufacturing
robots would increase their capacity to utilize resources. Resource usage has increased at a rate of
2.4% per year over the past 30 years due to the wealth that the Computer Revolution has brought,
globalization, and increased efficiency of production due to technology.
It is clear that increased resource usage and production have many negative environmental exter-
nalities, however, humans are certainly going to try to counteract those effects. In the same way
that production will increase exponentially due to increased robot usage, so will our ability to
monitor our environment. Robotics is already a key part of many marine research missions and
its presence in environmental research is only just beginning. Drones used for delivery may also
gauge air quality; autonomous cars may be used to decrease congestion due to traffic and therefore
decrease carbon emissions; oil spill cleanup could be assisted by algorithmically assisted boats.
Cluster control algorithms are necessary in all of these cases, and with our software system run-
ning on these robots, algorithms can be implemented in robotic system hardware with less a-priori
knowledge about the platform it runs on.
Even though our project is primarily composed of software, robot hardware is vitally important
to achieving our project’s goals. The robotics industry uses a wide range of resources . The
manufacturing processes for these different components can produce smog, contaminate water,
and generate questionable working conditions for people, however, the choice in robot hardware is
up to the user, meaning it is their responsibility to ensure that their robot hardware is made using
environmentally sustainable methods. Industrial robots are not often thrown away, rather they are
sold to other companies or resellers. No public data about this rate exists, but the components of
robots are made from enough homogeneous material to be efficiently recycled.
Another environmental impact of our product comes from the fact that our system has to run on
hardware, which means silicon chips have to be used. The manufacturing of extremely pure silicon
involves reducing silicon dioxide in the presence of carbon, which produces carbon monoxide.
Although carbon monoxide is only a weak greenhouse gas, is presence affects concentrations of
other greenhouse gases including methane, tropospheric ozone and carbon dioxide. It readily
reacts with the hydroxyl radical to form carbon dioxide, a strong greenhouse gas, which leaves less
hydroxyl radicals for methane to form with, increasing the presence of methane in the atmosphere,
another strong greenhouse gas.
Although our project is pure software and has no physical expiration date, it will become obsolete
over time as other software developers create softwares that achieve our goals. In order to give
our software some longevity, some team members are interested in continuing the work done on
the project after graduation as well as making the software system documented publicly. It is also
likely that the research done in this project is carried on in the SCU RSL and used in future projects.
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7.3 Science, Technology, and Society
Engineering is carried out within a social context, and, this being an open source project designed
to help a wide variety, the community is broadly defined. Because of this, we must consider the
impact of this work on society.
First, the impact on the audience and community this product is targeted at. This community
consists mainly of research institutions and fellow engineers, who will use our system to develop
their own products faster, and in a more modular way. This may allow them to either build out
their systems further, or do a better job getting everything perfect before their projects are due.
This is our main target audience. However, we are also focused on helping hobbyists create their
own robotic systems, as well as spurring companies on to create more full fledged, open source
software. This will allow for the competition that generates better products.
There will also be unintended negative consequences as well. One such consequence might be that
different groups only use our product, and nothing else. This may be detrimental to their cause,
as another product may be better or more useful for them. Our product helps speed up the devel-
opment of robotic systems, but no solution is the best option for every project. If this unintended
consequence does happen, then our product will have helped, but it will not have generated the
advancement we were looking for. Instead, the research institutions will continue on in a similar
fashion to how they are completing their research now, by creating their own, one-shot systems
that are never used again.
Not only will this project impact the robotics community, but the community has also impacted this
project. The call for software the deals with automatic controller switching was the basis for this
project, and the use of ROS was an action that came directly from the sheer amount of community
support surrounding it. So not only does this project have an impact on the surrounding community,
but the community has an impact on this project as well.
7.4 Civic Engagement
Due to the open-source nature of this project, no agencies or professional societies have to approve
it, however, this project will undoubtedly have an impact on the civic life and the quality of life in
the community. This will improve the quality of live of people who use it, by saving them time in
their development process.
However, it is not impossible to imagine a robot, built with our system architecture, that does need
to get approved by some larger society or agency. In order to get it approved, it is important to
keep our system open source and easy to read. It is also important to keep all the code secure. This
will make it easier for the agency approving it.
The approval of this system will also be dependent on it’s use, and there are many positive uses
for systems that can use our architecture. First is the environmental monitoring. Advanced drone
systems can be used for animal or flock counting, animal tracking, species identification, plant
analysis, fire detection and tracking, terrain mapping, and many more applications. However,
the back-end of these applications that allow for their creation is our robotic system architecture.
Drones in these situations need a robust method for communication and switching controllers.
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Possible applications in other areas include disaster response, such as delivering communication
or supplies, urban planning, such as 3D modeling of buildings or measurement calculation, or
search and rescue, such as searching for a victim in the event of an avalanche. These applications
are a small subsection the possible utilizations for advanced drone systems such as he ones that we
built. civic applications like these can greatly benefit the general population, especially when these
systems are employed to increase safety, such as the avalanche search-and-rescue application, or
urban planning, where a neighborhood can be easily architected and then built with the help of
the autonomous drone planning. With these types of applications, the system will most likely be
completely approved. In these situations, the benefits greatly outweigh the harms, as long as basic




A software architecture has been presented that is able to manage execution of controllers across
devices that can address systems at actuator, robot, or cluster levels with position or velocity com-
mands. Each permutation of the three dimensions may be switched into another permutation in real
time due to driver input or user defined logic. The system allows controllers to abstracted away
from the switching logic that routes their signals, and allows controllers to be abstracted away from
the hardware that executes their commands. The system can be used with pre-existing hardware,
and because of its reliance on TCP/IP, will meet performance requirements given an average qual-
ity Wi-Fi network. The system was tested using the Test Plan enumerated in Chapter 6 and was
confirmed to meet the requirements defined in Chapter 2. By constructing this system, the team
has contributed to robotics research by enabling switched control systems to be implemented in
hardware and enabling controller implementations to be reused by providing a platform for them to
be developed on. This provides the capability of controller switching across all three dimensions,
which compared to existing methods, is quite novel, as current robotic systems often do not enable
switching, and if they do, only offer it across one or two dimensions.
8.2 Future Work
In the future, we believe there is value in implementing this system on aerial vehicles, as the
system was developed with that use case in mind. It would also be beneficial to implement this on
the DecaBot platform in the RSL. If a team were to pick up the system for next year, we would
like to see them implement everything in a newer version of ROS, as the version we used, ROS
Indigo, is nearing its end of life. We would also like to see a team next year implement the system
with more useful finite state machines that reflect real use cases, rather than simple test cases to
demonstrate functionality. Finally, we would like to see more complex control algorithms running
on the system that can address robot systems with greater than two systems.
If all of these tasks are done, another interesting direction the project could go in is towards pro-
duction environments: most robotic production setups have no ability to sense and react to humans
and have many difficult to detect failure modes; an interesting version of the system could act ef-
fectively as a fault manager that senses a variety of parameters about the environment of the robot,
and uses a FSM full of failure modes to prevent humans from getting hurt by robots.
In the long term, the team is interested to see if the system or similar systems attempt to manage
the stability issues addressed in Chapter 3, as those are serious problems that can cause complex
control systems to fail catastrophically. Another concept that was discussed early in the project
that would be interesting to see implemented is a controller generator that when asked, generates
controllers of a specific type that can be implemented on the fly. For example, if the system required
a cluster level position controller, and only a cluster level velocity controller was available, this
controller generator would automatically stitch the two together to create a new controller.
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Controllers written in this software architecture are exactly as one may expect to write them in
Simulink with the extra step of exposing all of their parameters to ROS. Integrating controllers
into ROS will be covered here; it is assumed that the basic control theory is well understood.
Here is a list of already written controllers that already exist for a few lab platforms. It is the hope
that this list expands to encompass more lab platforms in the coming years; it would be wonderful
for future developers in the lab to have a list of pre-built and tested controllers to use.
• Omnibot
– Position (using UWB system)
– Velocity (open loop, just passes joystick data to onboard vel controller)
• Pioneer
– Position (using UWB system)
– Velocity (open loop, just passes joystick data to onboard vel controller)
These controllers likely to consume/subsume one another (ie a cluster controller may give velocity
commands to a series of robots, which may have velocity controllers onboard). These controllers
commands that are not necessarily hardware specific - a cluster controller may give velocity com-
mands to robots that are not robot hardware specific, but the velocity controllers for each robot
may be very tightly coupled to the hardware.
A.1.2 ROS Integration Into Simulink
The wonderful people at Mathworks have decided to integrate ROS deeply into Simulink via the
Robotic Systems Toolbox, which is what will be gone over here. The documentation isn’t amazing
on the Mathworks side, so we have our own basic documentation written here along with tested
examples. We will reference Mathworks here occasionally however we hope that the condensed
version here is more efficient.
We assume that a basic knowledge of ROS exists here, especially regarding the publish subscribe
nature of ROS. For more explicit documentation on that component of ROS, see www.ros.org/
core-components/ or ask someone. ROS’s documentation can be quite terse, and it’s much easier
to learn ROS by talking it through than reading documentation.
A.1.2.1 Publishing/Subscribing
In this tutorial, we will introduce you to using ROS Publishers and Subscribers in Simulink by
converting a conventional PID control loop that would normally work as a simulator or interface
with DataTurbine into one that interfaces with ROS. We start out with our classic PID control
system, shown in Figure A.1
There are three important channels to this controller that absolutely need to be connected to ROS
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in order to be implemented in hardware:
• Commands to the ’plant’
• Feedback from the ’plant’
• Setpoints
Figure A.1: Basic Controller
The plant, likely a robot in our system, exposes its command channel in ROS as a topic that it
is subscribed to. When another node posts to that topic, a callback is hit on the robot that does
hardware interfacing things and implements the command. Therefore, commands to the plant need
to be published to that topic. We use the ROS Publish block to do this.
Three components from the Simulink library are necessary: a Publish block, a blank ROS Message
block, and Bus Allocator block. The Blank Message Block outputs a ROS Message of a specified
type that must be the same as the topic type or an error will occur. The bus allocator takes the
output of the blank block and all of the data that will populate the message. It outputs a populated
message. The publish block takes in a populated ROS Message. An example of a message of type
Twist being populated with a bus selector and published to /cmd vel is shown in Figure A.2.
Figure A.2: ROS Publisher
It looks a lot nicer to package this up as a subsystem and slot it into your plant as shown in Figure
A.3.
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Figure A.3: ROS Publisher in control diagram
Next, we need to have the feedback component output data for our controller to use. To get
data from ROS, a subscriber block, an ’Enabled Subsystem’ block, and a Bus Selector is all that
is required. The subscribe block pushes a new packet to the enabled subsystem block, and the
enabled subsystem block ensures that the data coming out of it is the most current. More formally,
it forces the asynchronous ’Subscribe’ block to behave synchronously. An example of these three
working together is shown in Figure A.4.
Figure A.4: ROS Subscriber
Note that the topic name and type need to be set when configuring the Subscribe block. Double
clicking the bus selector will allow you to extract individual variables from each message. If the
individual variables don’t pop up in the Bus Selector configuration, run the system once. Even if it
fails, it should let the bus selector know what kinds of variables to expect.
Similar to the ’Publish’ blocks, the three blocks to make a Subscriber are best wrapped up into an
enabled subsystem. It’s also useful to throw some filters into that subsystem to keep the high level
diagram cleaner. An example of this type of subsystem is shown below, taken from the robot level
position controller for the Pioneer.
A.1.2.2 Startup
Its important that your Simulink controller can connect to the ROS system that the rest of your
robots are on. To start up ROS in MATLAB, simply call rosinit. Call it without arguments if you
want your local system to work as the master, or call it with the argument of the ROS Master URI
to have it connect to a secondary system, like the robot or the VM. For example, for initial tests,
the ROS Master (the ROS core), ran on the delos01.local machine at Ames, so MATLAB was
configured by calling rosinit(’http://delos01.local:11311’) in the MATLAB terminal.
A.1.2.3 ROSParam
Well configured ROS systems will use the ROS parameter server to set parameters that all sys-
tems connected to the ROS master can reference. These may be read by the ’Get Parameter’ and
’Set Parameter’ components in the Robotics System Toolbox. More documentation may be found
wiki.ros.org/ParameterServer on their usage.
43
A.1.2.4 Implementing Offboard
The Simulink coder enables controllers developed as block diagrams to be compiled to C++ and
uploaded to other systems on the network over SSH, where they are recompiled and added to ROS
as ROS packages. There are some pitfalls here that we ran into that are useful to document.
All of the documentation required to do this may be found www.mathworks.com/help/robotics/
examples/generate-a-standalone-ros-node-from-simulink.html, however we discov-
ered that when implementing the controllers on other systems, a few issues came up.
When you click the Build Model to Hardware button in Simulink, the controller is converted to
C++, wrapped up in a .tgz, uploaded to the target system, decompressed, and then installed via
a shell script. The shell script implements that controller as a ROS package and installs it in the
proper package. These controllers are intended to be started via MATLAB using the startNode()
function, however for our use case, we may want to start the controller from the hardware itself
rather than from the ground station. This may be via an SSH tunnel or using a startup script (in a
ROS launchfile). It will be placed as a package into the src folder, and its not guaranteed that a




Examples of controllers may be found on TRAC at https://consag.engr.scu.edu:450/, or
in Section 5.3.
A.1.3 Finite State Machines
To create the finite state machines, the process we pursued was as follows:
1. Decide on the controllers that the system must use at any given time. Add those controllers
to the startup scripts so they are running when the system needs them.
2. Define different states that the system may be in. Each state will be a set of controllers that
are being actively used to control different parts of the system.
3. Define the transitions between the different states and what variable changes may cause those
state changes. Variables may include user input, sensor input, or latency data.
4. Use Simulink to define the full finite state machine.
Information on how to use MATLAB’s Simulink can be found at www.mathworks.com/products/
simulink.html.
A.1.3.1 Changing Controllers
In order to change controllers from the FSM, all that needs to be done is include the republisher ex
function and use it to specify which topic gets routed to the destination topic. The function and
examples of its use can be found in Appendix B.
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A.1.3.2 Publishing and Subscribing From Stateflow
In order to publish to a ROS topic from Stateflow, MATLAB has a built-in capability to do so. Doc-
umentation can be found at www.mathworks.com/help/robotics/ref/rospublisher.html.
However, we have created some functions that make this easier and faster, especially when using
a publisher for the same topic across states. The function get pub, shown in Appendix B, is used
to get a publisher if one has already been made, and if not, create one. Then the user just has to
follow MATLAB’s instructions at the link above to publish to a topic. Examples of these functions
are shown in Appendix B.
Subscribing to a topic from Simulink is done in a similar way as publishing. MATLAB has their
documentation, found at www.mathworks.com/help/robotics/ref/rossubscriber.html, and
we have made a helper function called get sub to get or make a subscriber, whichever is needed.
Getting the value from a subscriber is documented in the above link, and examples of getting values
from a ROS topic through get sub can be found in Appendix B.
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f u n c t i o n [A, B , c o n t r o l l e r e r r , l a t e n c y ] = c h e c k s u b s c r i b e r s e x
% F u n c t i o n c he ck s t o p i c s t h a t need t o be a v a i l a b l e i n t h e
% workspace , t h e n p o p u l a t e s v a r i a b l e s a v a i l a b l e i n t h e
% workspace wi th t h e i r d a t a
% Steam C o n t r o l l e r
s t e a m s u b = g e t s u b ( ’ / joy ’ , ’ s e n s o r m s g s / Joy ’ ) ;
msg = s t e a m s u b . L a t e s t M e s s a g e ;
i f ( i s e m p t y ( msg ) )
d i s p ( ’ / j o y t o p i c has no messages ’ ) ;
A = i n t 3 2 ( 0 ) ;
B = i n t 3 2 ( 0 ) ;
r e t u r n ;
end
b u t t o n s = msg . B u t t o n s ;
b u t t o n s = f l i p u d ( b u t t o n s ) ;
A = i n t 3 2 ( 0 ) ;
B = i n t 3 2 ( 0 ) ;
i f ( l e n g t h ( b u t t o n s ) >= 16)
A = i n t 3 2 ( b u t t o n s ( 1 6 ) ) ;
end
i f ( l e n g t h ( b u t t o n s ) >= 14)
B = i n t 3 2 ( b u t t o n s ( 1 4 ) ) ;
end
% E r r o r Data
e r r s u b = g e t s u b ( ’ / omnibot / onboard / p o s i t i o n e r r ’ , . . .
’ s t d m s g s / F l o a t 6 4 ’ ) ;
%Get t h e l a t e s t d a t a and p u t i t i n t o our workspace v a r i a b l e
msg = e r r s u b . L a t e s t M e s s a g e ;
i f i s e m p t y ( msg . Data )
c o n t r o l l e r e r r = 0 ;
e l s e
c o n t r o l l e r e r r = do ub l e ( msg . Data ) ;
end
% La tency Data
l a t e n c y s u b = g e t s u b ( ’ / omnibot / l a t e n c y m s ’ , . . .
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’ s t d m s g s / F l o a t 6 4 ’ ) ;
%Get t h e l a t e s t d a t a and p u t i t i n t o our workspace v a r i a b l e
msg = l a t e n c y s u b . L a t e s t M e s s a g e ;
i f i s e m p t y ( msg . Data )
l a t e n c y = 0 ;
e l s e





f u n c t i o n s e t p o s i t i o n e x ( t o p i c , X,Y)
msg = r o s m e s s a g e ( ’ geomet ry msgs / P o i n t ’ ) ;
msg .X = X;
msg .Y = Y;
msg . Z = 0 ;
pub = g e t p u b ( t o p i c , ’ geomet ry msgs / P o i n t ’ ) ;
send ( pub , msg ) ;
msg = r o s m e s s a g e ( ’ s t d m s g s / F l o a t 6 4 ’ ) ;
msg . Data = 1000 ;
pub = g e t p u b ( ’ / omnibot / onboard / p o s i t i o n e r r ’ , . . .
’ s t d m s g s / F l o a t 6 4 ’ ) ;




f u n c t i o n r e p u b l i s h e r e x ( from , to , t y p e )
% REPUBLISHER POSITION EX r e p u b l i s h message o f t y p e ’ type ’
% from ’ from ’ t o ’ to ’
sub = g e t s u b ( from , t y p e ) ;
pub = g e t p u b ( to , t y p e ) ;
msg = sub . L a t e s t M e s s a g e ;




f u n c t i o n [ pub ] = g e t p u b ( t o p i c , t y p e )
%g e t p u b r e t u r n s t h e r o s p u b l i s h e r o f t h e g i v e n t o p i c .
% I f t h e r e i s none , make a new one of t h e g i v e n t y p e .
47
% D e c l a r e p u b l i s h e r s a s g l o b a l
g l o b a l p u b l i s h e r s ;
% I f no p u b l i s h e r s have been made , i n i t i a l i z e t h e g l o b a l
% p u b l i s h e r s v a r i a b l e
i f ( i s e m p t y ( p u b l i s h e r s ) )
p u b l i s h e r s = c o n t a i n e r s . Map ;
end
% I f t h e p u b l i s h e r has n o t a l r e a d y been c r e a t e d , c r e a t e
% one and add i t t o t h e p u b l i s h e r s g l o b a l v a r i a b l e
i f ( ˜ i sKey ( p u b l i s h e r s , t o p i c ) )
p u b l i s h e r s ( t o p i c ) = r o s p u b l i s h e r ( t o p i c , t y p e ) ;
end
pub = p u b l i s h e r s ( t o p i c ) ;
% I f t h e p r e v i o u s e n t r y i n t h e p u b l i s h e r s map was a
% h a n d l e t o an i n v a l i d o r d e l e t e d r o s p u b l i s h e r ,
% remake t h e p u b l i s h e r
i f ( ˜ i s v a l i d ( pub ) )
p u b l i s h e r s ( t o p i c ) = r o s p u b l i s h e r ( t o p i c , t y p e ) ;




f u n c t i o n [ sub ] = g e t s u b ( t o p i c , t y p e )
%g e t s u b r e t u r n s t h e r o s s u b s c r i b e r o f t h e g i v e n t o p i c .
% I f t h e r e i s none , make a new one of t h e g i v e n t y p e .
% D e c l a r e s u b s c r i b e r s a s g l o b a l
g l o b a l s u b s c r i b e r s ;
% I f no s u b s c r i b e r s have been made , i n i t i a l i z e t h e g l o b a l
% s u b s c r i b e r s v a r i a b l e
i f ( i s e m p t y ( s u b s c r i b e r s ) )
s u b s c r i b e r s = c o n t a i n e r s . Map ;
end
% I f t h e s u b s c r i b e r has n o t a l r e a d y been c r e a t e d , c r e a t e
% one and add i t t o t h e s u b s c r i b e r s g l o b a l v a r i a b l e
i f ( ˜ i sKey ( s u b s c r i b e r s , t o p i c ) )
s u b s c r i b e r s ( t o p i c ) = r o s s u b s c r i b e r ( t o p i c , t y p e ) ;
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end
sub = s u b s c r i b e r s ( t o p i c ) ;
i f ( ˜ i s v a l i d ( sub ) )
s u b s c r i b e r s ( t o p i c ) = r o s s u b s c r i b e r ( t o p i c , t y p e ) ;





f u n c t i o n c h e c k s u b s c r i b e r s
c o d e r . e x t r i n s i c ( ’ c h e c k s u b s c r i b e r s e x ’ ) ;
[A, B , new er r , l a t e n c y ] = c h e c k s u b s c r i b e r s e x ( ) ;
m e a n e r r = [ m e a n e r r ( 2 : 5 ) n e w e r r ] ;
e r r = sum ( m e a n e r r ) / l e n g t h ( m e a n e r r ) ;
end
B.2.1 set position
f u n c t i o n s e t p o s i t i o n ( x , y )
c o d e r . e x t r i n s i c ( ’ s e t p o s i t i o n e x ’ ) ;
s e t p o s i t i o n e x ( ’ / omnibot / p o s c t r l s e t p o i n t ’ , x , y ) ;
end
B.2.2 pos controller onboard
f u n c t i o n p o s c o n t r o l l e r o n b o a r d
c o d e r . e x t r i n s i c ( ’ r e p u b l i s h e r e x ’ ) ;
r e p u b l i s h e r e x ( ’ / omnibot / onboard / p o s c t r l c m d ’ , . . .
’ / d i r e c t i o n c o m m a n d s ’ , . . .
’ geomet ry msgs / WrenchStamped ’ ) ;
end
B.2.3 pos controller offboard
f u n c t i o n p o s c o n t r o l l e r o f f b o a r d
c o d e r . e x t r i n s i c ( ’ r e p u b l i s h e r e x ’ ) ;
r e p u b l i s h e r e x ( ’ / omnibot / o f f b o a r d / p o s c t r l c m d ’ , . . .
’ / d i r e c t i o n c o m m a n d s ’ , . . .








f u n c t i o n c h e c k s u b s c r i b e r s
c o d e r . e x t r i n s i c ( ’ c h e c k s u b s c r i b e r s e x ’ ) ;
[A, B , new er r , l a t e n c y ] = c h e c k s u b s c r i b e r s e x ( ) ;
m e a n e r r = [ m e a n e r r ( 2 : 5 ) n e w e r r ] ;
e r r = sum ( m e a n e r r ) / l e n g t h ( m e a n e r r ) ;
end
B.3.2 set position(x,y)
f u n c t i o n s e t p o s i t i o n ( x , y )
c o d e r . e x t r i n s i c ( ’ s e t p o s i t i o n e x ’ ) ;
s e t p o s i t i o n e x ( ’ / omnibot / p o s c t r l s e t p o i n t ’ , x , y ) ;
end
B.3.3 pos controller
f u n c t i o n p o s c o n t r o l l e r
c o d e r . e x t r i n s i c ( ’ r e p u b l i s h e r e x ’ ) ;
r e p u b l i s h e r e x ( ’ / omnibot / onboard / p o s c t r l c m d ’ , . . .
’ / d i r e c t i o n c o m m a n d s ’ , . . .
’ geomet ry msgs / WrenchStamped ’ ) ;
end
B.3.4 vel controller
f u n c t i o n v e l c o n t r o l l e r
c o d e r . e x t r i n s i c ( ’ r e p u b l i s h e r e x ’ ) ;
r e p u b l i s h e r e x ( ’ / omnibot / onboard / v e l c t r l c m d ’ , . . .
’ / d i r e c t i o n c o m m a n d s ’ , . . .








f u n c t i o n c h e c k s u b s c r i b e r s
c o d e r . e x t r i n s i c ( ’ c h e c k s u b s c r i b e r s e x ’ ) ;
[A, B] = c h e c k s u b s c r i b e r s e x ( ) ;
end
B.4.2 check subscribers
f u n c t i o n o m n i b o t v e l c o n t r o l l e r
c o d e r . e x t r i n s i c ( ’ r e p u b l i s h e r e x ’ ) ;
r e p u b l i s h e r e x ( ’ / omnibot / onboard / v e l c t r l c m d ’ , . . .
’ / d i r e c t i o n c o m m a n d s ’ , . . .
’ geomet ry msgs / WrenchStamped ’ ) ;
end
B.4.3 check subscribers
f u n c t i o n p i o n e e r v e l c o n t r o l l e r
c o d e r . e x t r i n s i c ( ’ r e p u b l i s h e r e x ’ ) ;
r e p u b l i s h e r e x ( ’ / p i o n e e r / v e l c t r l c m d ’ , . . .
’ / RosAria / cmd vel ’ , . . .
’ geomet ry msgs / Twist ’ ) ;
end
B.4.4 check subscribers
f u n c t i o n c l u s t e r c o n t r o l l e r
c o d e r . e x t r i n s i c ( ’ r e p u b l i s h e r e x ’ ) ;
% f o r w a r d omnibot commands from p o s i t i o n c o n t r o l l e r
% ( s l a v e c o n t r o l l e r )
r e p u b l i s h e r e x ( ’ / omnibot / onboard / p o s c t r l c m d ’ , . . .
’ / d i r e c t i o n c o m m a n d s ’ , . . .
’ geomet ry msgs / WrenchStamped ’ ) ;
% c o n t i n u e f o r w a r d i n g v e l o c i t y commands t o t h e p i o n e e r
r e p u b l i s h e r e x ( ’ / p i o n e e r / v e l c t r l c m d ’ , . . .
’ / RosAria / cmd vel ’ , . . .








This ROS meta-package comes installed on the VM and on the pi, and is the best place for future
lab developers to throw in their stuff. It should be downloaded from SVN, however an early version
may be downloaded from https://consag.engr.scu.edu:450/.
C.1.1 Sapphire Dart
This package consists of a python script that connects to the Sapphire Dart system out at NASA
Ames, parses the TCP packets, and posts the data from these packets to ROS.
The UWB system resides at 192.168.1.107, which is hard coded into the Python file. Only
packets that come from the system with three receivers commenting on the location of one tag
are transmitted to ROS. Locations are posted to ROS on the /uwb/**** topics, where **** is
the first four characters of the tag that has been detected. For example, the A683xxxx tag will
have its position in the UWB frame posted to the /uwb/A683 topic. The frequency of posting is
asynchronous and dependent on the Sapphire Dart.
C.1.1.1 Future Work
– Expose more data about the system to ROS - we only have high confidence tag data being
posted right now, although clearly there should be more available
– Add the IP address of the system as a ROS param rather than hardcoded string
– Figure out why it dies every once in a while. It’s easy to restart and thats what we do, but its
not clear why. It’s so infrequent that it’s not a problem, but some kind of detach and reattach
sequence should be written to make it ’production worthy’
C.1.2 Steam Controller
This node connects to a steam controller and posts data about it’s inputs to the /joy topic. This
is supposed to be a drop in replacement for the joy node that comes with ROS by default for
interfacing with joysticks, only for the steam controller. This must be run as root (not like sudo,
you have to do sudo su, then do the source devel/setup.bash, then rosrun the node for the
steam controller)
There is a driver downloaded from Github that may be found github.com/ynsta/steamcontroller
that is sitting in the steam controller directory. This comes preinstalled in the VM, although it’s
unlikely to be necessary. The classic joy node that comes with ROS is more likely to be used.
C.1.3 WASD Joystick
This node posts to the /joy topic keyboard inputs. The classic WASD format is used, with the q
and e keys being mapped to the rotational component of the joystick.
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C.2 Hardware Abstraction Layers
C.2.1 Omnibot
The omnibot frontend.py software was written by Ethan Head, with modifications made to it to
add latency detection by Addison Fattor. Using ’rosrun omnibot omnibot\_frontend.py,’ it
can be started. If a magnetometer is connected to the I2C pins on the Pi, the robot will start up and
rotate for a few seconds to calibrate. It may be controlled by posting to the /omnibot/cmd\_vel
topic from MATLAB or any other ROS node.
Topics Published:
/omnibot/latency ms - posts a Float64 of the current latency that the robot is experiencing. This
data is acquired by finding the difference between the current clock time and the time that the
WrenchStamped was sent to cmd\_vel.
/omnibot/mag pose - posts a Pose with the current heading according to the connected magne-
tometer. This is left unpublished if the magnetometer is discovered to be disconnected, as often
happens.
Topics Subscribed:
/omnibot/cmd vel - post a WrenchStamped to this topic to control the omnibot’s velocity.
C.2.1.1 Future Work
Individual wheel control could be exposed to the ROS system rather than just the robot level
velocity. This could be useful if one wanted to write a robot velocity controller offboard that
passed actuator level commands to the wheels individually.
C.2.2 Pioneer
The Pioneer platform depends on the ROSARIA and Aria packages, which both come from Adept




A raspberry pi on the Pioneer is all that is needed to connect it to ROS. Usage of a secondary power
source is recommended, just to ensure that your ROS setup doesn’t go down if the robot runs out
of battery. Plug the Pi into the Pioneer via the Serial port on top using a USB-Serial converter. Run
the following command to start the node, making sure that your ROS MASTER URI is set locally
or remotely, depending on how you want to setup your network:
rosrun rosaria RosAria \_port:=/dev/ttyUSB0 \_baud:=38400
If this doesn’t cause the pioneer to beep a few times and the node fails to launch, after you ensure
that the error was indeed a USB Serial connection error, try changing with the baud rate to 57600,
or other values if that does not work.
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C.2.3 MAVROS
MAVROS was not explored in depth over the course of this project, however much documentation
exists online:
wiki.ros.org/mavros





The .ova file is available via SVN or via a direct download from TRAC, at http://consag.engr.
scu.edu:450. The .ova file is a virtual machine that may be opened in a variety of softwares,
however we recommend using the free software VirtualBox.
D.2 General Information
The VM contains a full Ubuntu system running 14.04 Trusty with ROS Indigo installed, along with
multimaster-fkie, rsl tools, robot upstart, and many others. It does not use the same workspace
overlaying scheme that the Pi image uses - all files are kept in the ~/catkin_ws workspace. This
is due to the fact that the VM will catkin make very quickly and the workspaces therefore do not
need to be individually split.
Credit for the ROS desktop background goes to Emma Head.
D.3 Usage
The purpose of the VM is to:
• Provide an entry point for human interaction devices
• Provide a place with scalable computation power for controllers to run in
• Provide a UI for starting and stopping nodes (node manager)
• Provide a constantly running ROS core
• Provide a portable instance of all of the useful software components that the lab may require
that is guaranteed to work
All of the documentation required to use this may be found on ROS’s website, as there is no lab
specific software on the VM other than the controllers documented in the Controllers section and
the previously described ROS nodes, which are documented online.
A few nice things that we included:
• rossetup - the rossetup alias does the classic ’source devel/setup.bash’ and then cds
you into the ~/catkin_ws directory
• node manager - this useful bit of software enables you to start and stop nodes on remote
systems, along with a host of other useful things. Check it out in the multimaster-fkie docu-
mentation.
• PX4 simulator - the PX4 simulator is installed on this system, follow instructions from the
documentation online to get it running. Reference the Drone Simulator notes for more infor-
mation.
58
E Raspberry Pi Image Documentation
E.1 Installation
There are two ways to install this software architecture onto a Raspberry Pi. The first, being the
easiest and fastest, is to install the image onto the Pi’s SD card. The other option is to install all
the software the manual way, using the commands in section E.3 to download and install all of the
software.
E.2 Imaging a Raspberry Pi
The easiest and fastest way of installing the system, is to download and install the Raspberry Pi
image onto an SD card, and install that in the Raspberry Pi. The image file can be found at https:
//consag.engr.scu.edu:450/ClusterControl/wiki/DELOS%3A. Download and extract the
zip file to get the 16GB .img file. Installing it onto an SD card varies depending on the type of
machine used. The best tutorial for installing the image file can be found at elinux.org/RPi_
Easy_SD_Card_Setup. This tutorial includes instructions for both Linux, Mac, and Windows
machines.
There are, however, minor changes are required. The first being that, because the Pi needs to
connect to Wi-Fi, the name of the Pi needs to be changed to avoid conflicts on the local area
netwrok. To do this, all the user has to do is to is change two files. To do this, they can use
their editor of choice, primarily vi, nano, or emacs, to edit the files. The first change is in the file
\etc\hosts. In this file, change the very last entry from teddy to your name of choice. The next
file to edit is \etc\hostname. In this file, change the contents to the same desired name. When
this is done, run the command sudo /etc/init.d/hostname.sh and reboot the Pi. The host
name should now be different.
E.3 Manual Installation
The manual installation instructions will take a much longer time and is prone to errors. The ROS
packages are still being updated, and may cause dependency issues if the developers have not kept
track of updates. However, if a user want’s more control over what is installed, they may install
everything manually. The following commands are used to fully install the ROS system, and all of
the packages we used for our system.
sudo ap t−g e t u p d a t e
sudo ap t−g e t i n s t a l l vim g i t s c r e e n python−smbus
sudo sh −c ’ echo ” deb h t t p : / / p a c k a g e s . r o s . o rg / r o s / ubun tu j e s s i e main ”
> / e t c / a p t / s o u r c e s . l i s t . d / ros− l a t e s t . l i s t ’
wget h t t p s : / / raw . g i t h u b u s e r c o n t e n t . com / r o s / r o s d i s t r o / m a s t e r / r o s . key
−O − | sudo ap t−key add −
sudo ap t−g e t i n s t a l l python−p i p python−s e t u p t o o l s python−yaml
python−d i s t r i b u t e python−d o c u t i l s python−d a t e u t i l python−s i x
sudo p i p i n s t a l l r o s d e p r o s i n s t a l l g e n e r a t o r w s t o o l r o s i n s t a l l
sudo r o s d e p i n i t
r o s d e p u p d a t e
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mkdir ˜ / c a t k i n w s
cd ˜ / c a t k i n w s
r o s i n s t a l l g e n e r a t o r ros comm −− r o s d i s t r o i n d i g o −−deps −−wet−on ly
−−e x c l u d e r o s l i s p −− t a r > i n d i g o−ros comm−wet . r o s i n s t a l l
w s t o o l i n i t s r c i n d i g o−ros comm−wet . r o s i n s t a l l
mkdir ˜ / c a t k i n w s / e x t e r n a l s r c
sudo ap t−g e t i n s t a l l c h e c k i n s t a l l cmake
sudo sh −c ’ echo ” deb−s r c h t t p : / / m i r r o r d i r e c t o r . r a s p b i a n . o rg / r a s p b i a n /
t e s t i n g main c o n t r i b non−f r e e r p i ” >> / e t c / a p t / s o u r c e s . l i s t ’
sudo ap t−g e t u p d a t e
cd ˜ / c a t k i n w s / e x t e r n a l s r c
sudo ap t−g e t b u i l d−dep c o n s o l e−b r i d g e
ap t−g e t s o u r c e −b c o n s o l e−b r i d g e
sudo dpkg − i l i b c o n s o l e−b r i d g e 0 . 2 ∗ . deb l i b c o n s o l e−b r i d g e−dev ∗ . deb
ap t−g e t s o u r c e −b l z 4
sudo dpkg − i l i b l z 4 −∗. deb
cd ˜ / c a t k i n w s
r o s d e p i n s t a l l −−from−p a t h s s r c −−i g n o r e−s r c −− r o s d i s t r o i n d i g o −y −r
−−os= d e b i a n : j e s s i e
sudo . / s r c / c a t k i n / b i n / c a t k i n m a k e i s o l a t e d −− i n s t a l l
−DCMAKE BUILD TYPE= R e l e a s e −− i n s t a l l −s p a c e / o p t / r o s / i n d i g o −j 2
echo ” s o u r c e / o p t / r o s / i n d i g o / s e t u p . bash ” >> ˜ / . b a s h r c
s o u r c e / o p t / r o s / i n d i g o / s e t u p . bash
r o s i n s t a l l g e n e r a t o r mavros m a v r o s e x t r a s m u l t i m a s t e r f k i e
r o b o t u p s t a r t > s r c / . r o s i n s t a l l
w s t o o l u p d a t e − t s r c
cd ˜ / c a t k i n w s / s r c
g i t c l o n e h t t p s : / / g i t h u b . com / amor−ros−pkg / r o s a r i a . g i t
It is also important to turn on the I2C bus of the Raspberry Pi. In order to do that the user must fist
run the following code.
sudo r a s p i−c o n f i g
Advanced O p t i o n s
A7 I2C
Then, the user must edit the /boot/config.txt file using their editor of choice, and add the
following lines to the end of the file:
d tpa ram = i 2 c 1 =on
dtparam = i 2 c a r m =on
After these commands are carried out, the system should be operable. Any updated code can be
found on https://consag.engr.scu.edu:450/ClusterControl/wiki/DELOS%3A
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