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Abstract
An attempt of introducing a general notion of local transformation of a graph is made. The
investigated notion is applied to the independent set problem. ? 2002 Elsevier B.V. All rights
reserved.
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0. Introduction
A set of vertices in a graph is called independent if no two of the vertices are
adjacent. It is known that 0nding an independent set of greatest cardinality is an
NP-complete problem. Local transformations have been repeatedly used both to re-
duce this problem and to solve it. For this problem, the transformations of interest
are those that change the independence number by a 0xed value not depending on the
graph. Deleting an isolated vertex, which decreases the independence number exactly
by one, is the easiest example of such a transformation. Let us consider some less
trivial examples.
If there is a vertex x of degree 2 in a graph G which is adjacent to non-adjacent
vertices y and z, then the transformation consisting of deleting x and identifying y
and z decreases the independence number of G exactly by one. In [2], the inverse
transformation was called splitting a vertex and used for polynomial reduction of the
general independent set problem to the same problem for special classes of graphs.
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If x and y are adjacent vertices such that each vertex adjacent to x is also adjacent to
y, then deleting y does not change the independence number. This transformation has
been described under various names, such as elementary contraction [1] and reduction
of the neighbourhood [6]. As it was shown in [1], the elementary contraction can be
applied to each non-empty chordal graph, i.e., a graph not containing chordless cycles
of length greater than 3. This provides the independent set problem in this class of
graphs with a polynomial solution. In [6], it is proved that this transformation reduces
any circular arc graph to a special canonical form and thus ensures the whole problem
to be polynomially solvable.
Quite a lot of other transformations preserving the independence number or changing
it by a constant are known [3,4,7–10]. The goal of this paper is to characterize such
transformations and oGer a method of detecting them.
In Section 1, the notion of local transformation is formalized by a construction
called the exchange plan. Each exchange plan describes transformations applicable
only to graphs containing an induced subgraph isomorphic to a certain graph S (but,
in general, not to all such graphs). This subgraph is replaced by another graph T . The
plan consists of describing S and T and the rules of transforming the set of edges that
connect the changing part of the graph to the remaining one. A plan can be applied
to a graph in several ways, so that the result of its implementation is not uniquely
determined beforehand. In this respect, exchange plans remind generating grammars.
In terms of exchange plans, the problem of detecting and describing transformations
that decrease or increase the independence number by a given constant, easily reduces
to studying the transformations that do not change this number. So, in what follows
only the latter transformations are considered; they are called -preserving.
In Section 2, we prove two criteria characterizing -preserving transformations. In
Section 3, we describe a method of exhaustive search of the -preserving exchange
plans for given graphs S and T ; this method is based on one of the criteria in
Section 2. In Section 4, it is used to detect all -preserving plans for certain par-
ticular S and T . By means of the transformations found, we show in Section 5 that the
independence number problem can be solved in polynomial time for some classes of
graphs.
Throughout the paper, we consider non-directed loopless graphs without multiple
edges. The set of all such graphs is denoted by . If G ∈, then
VG; EG are the sets of vertices and edges of G; I(G) is the set of all independent
sets of G; (G) is the independence number of G. If U ⊆ VG, then G〈U 〉 is the
subgraph of G induced by U ; G − U is the subgraph obtained from G by deleting
vertices of U ; N (x; U ) is the set of all vertices of U adjacent to vertex x.
We also use standard notation for some graphs:
Kn is the complete graph on n vertices (in particular, K0 is the graph with the empty
set of vertices); Kn;m is the complete bipartite graph with the parts of cardinalities n
and m; Pn; Cn are the path and the cycle on n vertices, respectively.
The graph obtained from K1;3 by adding an edge is denoted by W .
A set X of graphs is called hereditary if each induced subgraph of a graph in X also
belongs to X . If M ⊆ , then (M) denotes the set of graphs from  not containing
induced subgraphs isomorphic to graphs in M . It is known that a class X of graphs is
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hereditary if and only if X = (M) for some set M ⊆ . For example, for the class
of chordal graphs we have M = {Cn | n¿ 3}.
1. Exchange plans
Denition. An exchange plan is a triple  = (S; T; L); where S and T are graphs;
S 	=K0; and L is a set of pairs (P;Q); where P ⊆ VS; Q ⊆ VT . Each of these pairs is
called a rule; P being its left; and Q its right part.
A plan = (S; T; L) is applicable to a graph G if there exist a subset U of vertices
of G inducing a graph isomorphic to S and an isomorphic embedding ’ of S to G
such that for each vertex x∈VG−U the set ’−1(N (x; U )) is the left part of some rule
from L. To avoid awkwardness, we shall identify S with the subgraph of G isomorphic
to it and assume that U = VS.
Applying  to G consists of the following steps. First we delete all vertices of
VS, add |VT | new vertices, and build the graph T on them. Then for each vertex
x∈VG − VS we 0nd a rule (P;Q) from L such that P = N (x; VS) and add edges
connecting x to all vertices of the set which is identi0ed with Q when building T . If
G′ is the resulting graph, we say that G can be transformed to G′ according to the
plan . Clearly, there are two sources of ambiguity in such transformations: choosing
a subgraph of G to be identi0ed with S and choosing for each vertex x a rule from L
according to which its neighbourhood should be transformed.
The transformations mentioned in the introduction can be described in these terms
as follows.
For deleting a vertex, S is the graph having the unique vertex a; T = K0, and L
consists of two rules (∅; ∅) and ({a}; ∅). If we exclude the second rule, we obtain the
plan which describes deleting only isolated vertices.
For splitting a vertex, S is the graph having the unique vertex a; T contains three
vertices b1; b2; b3 and two edges (b1; b2); (b1; b3), and L consists of the rules (∅; ∅);
({a}; {b2}); ({a}; {b3}); ({a}; {b2; b3}).
For the elementary contraction, S consists of two vertices a1; a2 and one edge, T con-
tains the unique vertex b, and L consists of the three rules (∅; ∅); ({a1; a2}; {b}); ({a2}; ∅).
In what follows, we explore the applicability of some exchange plans. First let us
prove a statement which will be useful below.
We say that a graph G is -perfect if the plan  is applicable to each its induced
subgraph containing an induced subgraph isomorphic to S. The set of all -perfect
graphs will be denoted by P. In a sense, P is the maximal hereditary class of graphs
to which  is applicable. We shall give a characterization of this class in terms of
forbidden induced subgraphs.
For a plan =(S; T; L), by F denote the family of all subsets of VS not equal to the
left part of a rule from L. To each subset U ∈F, we assign the graph GU called the
restriction graph which is obtained from S by adding a vertex with the neighbourhood
U . By HU denote the set of all minimal (with respect to the relation “to be an induced
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subgraph”) graphs containing GU as an induced subgraph but such that the plan  is
not applicable to them; H =
⋃
U∈F HU .
Theorem 1. P = (H).
Proof. Let G ∈P. Suppose that a graph H ∈H is an induced subgraph of G. By
construction; H contains S as an induced subgraph but  is not applicable to it. This
contradicts the choice of G. Thus; P ⊆ (H).
Now let G ∈(H). Suppose that there exists an induced subgraph G′ of G con-
taining S as an induced subgraph but such that  is not applicable to it. Then there
exists a vertex x in G′ such that N (x; VS) = U ∈F. But this means that G′ contains
an induced subgraph from the set HU ⊆ H. Theorem 1 is proved.
2. Transformations preserving the independence number
In this section, we use the notion of exchange plan to characterize transformations
preserving the independence number or changing it by a constant. First, note that it
is suMcient to consider transformations preserving the independence number because
changing it by a constant can always be compensated by adding isolated vertices to S
or to T . So, we get the following de0nition.
Denition. An exchange plan  is called -preserving if (G) = (G′) for each graph
G′ obtained from G by a transformation corresponding to .
Theorem 2. Each of the following conditions is necessary and su6cient for the ex-
change plan = (S; T; L) to be -preserving.
1. For all rules (P1; Q1); : : : ; (Pk; Qk) from L;

(
S −
k⋃
i=1
Pi
)
= 
(
T −
k⋃
i=1
Qi
)
:
2. There exist mappings ’ : I(S) → I(T ) and  : I(T ) → I(S) such that for all
A∈ I(S); B∈ I(T ) and for each rule (P;Q)∈L the conditions
|’(A)|= |A|; | (B)|= |B|; (1)
if P ∩ A= ∅; then Q ∩ ’(A) = ∅;
if Q ∩ B= ∅; then P ∩  (B) = ∅ (2)
hold.
Proof. Clearly; Condition 1 is suMcient. To prove that it is necessary; let us consider
an -preserving plan ; let (P1; Q1); : : : ; (Pk; Qk) be the rules from L. We take the
sets A1; : : : ; Ak disjoint to each other and to VS such that |A1| = · · · = |Ak |¿ |VS|.
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By G denote the graph with the set of vertices A1 ∪ · · · ∪ VS and the set of edges
consisting of all edges of S and all edges connecting each vertex from Ai to each
vertex of Pi; i = 1; : : : ; k. Let G′ be obtained from G by applying the plan ; and let
the neighbourhood of each vertex of Ai (equal to Pi) be replaced by Qi. Clearly; the
largest independent set in G is A1 ∪ · · · ∪Ak ∪B; and the largest independent set in G′
is A1 ∪ · · · ∪ Ak ∪ B′; where B and B′ are largest independent sets of S −
⋃k
i=1 Pi and
T −⋃ki=1 Qi; respectively. Since  is an -preserving plan; we have |B|= |B′|.
We now show that Condition 2 is suMcient. Let ’ and  have all stated properties,
and let G transform to G′ according to . Each independent set A in G consists of two
parts A1=A∩VS and A2=A−A1. The part A2 will remain in G′, and the part A1 will be
transformed to an independent set B in G′ by ’; here |B|= |A1| and B ⊆ VT . If x∈A2,
and its neighbourhood is transformed according to the rule (P;Q), then P∩A1 =∅, and
due to (2) we have Q∩B= ∅. Thus, the vertices of B are not adjacent to any vertices
of A2 in G′, and the set B′ = A2 ∪ B is independent with |B′|= |A|. So, (G′)¿ (G).
The reverse inequality can be proved similarly.
To prove that Condition 2 is necessary, consider an -preserving plan . Take some
A∈ I(S), and let (P1; Q1); : : : ; (Pk; Qk) be all rules of L such that Pi ∩ A = ∅. By the
above, we have (S−⋃ki=1 Pi)= (T −⋃ki=1 Qi). It means that there exists a B∈ I(T )
such that |B|= |A| and B∩Qi = ∅ for i=1; : : : ; k. Hence if we put ’(A) = B, then (1)
and (2) will hold for A. After doing the same for all A∈ I(S), we de0ne the mapping
 analogously. The ’ and  obtained will satisfy (1) and (2) for all A; B. Theorem 2
is proved.
3. Enumeration of -preserving plans
It follows from Condition 1 of Theorem 2 that, in particular, (S) = (T ) for
-preserving plans. Let us 0x a pair of graphs S and T satisfying this equality and
consider the problem of 0nding all -preserving plans with these S and T . The set
of these plans will be denoted by *S;T . Sorting -preserving plans can be reduced by
considering only the plans which are strongest in a sense. We say that a plan 1 is
stronger than 2 if each time when a graph G can be transformed to G′ according to
2, it can be transformed also according to 1. Clearly, plans maximal with respect to
this order are of primary interest.
To search maximal plans in the set *S;T , let us decompose it into subsets as follows.
For each pair of mappings ’ : I(S) → I(T ) and  : I(T ) → I(S) satisfying (1), we
de0ne *’; S;T to be the set of plans in *S;T satisfying (2). Let us show that for each
S; T; ’;  the set *’; S;T has only one maximal element.
Theorem 3. For each graphs S and T such that (S) = (T ) and each mappings
’ : I(S)→ I(T ) and  : I(T )→ I(S) satisfying (1) there exists a unique -preserving
plan that is maximal in the set *’; S;T .
Proof. First let us show that if -preserving plans exist; then only one of them is
maximal. Note that a plan 1 = (S; T; L1) is stronger than 2 = (S; T; L2) if and only if
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L2 ⊂ L1. Suppose that 1 = (S; T; L1) and 2 = (S; T; L2) are two maximal -preserving
plans in *’; S;T ; i.e.; L2 	⊂ L1 and L1 	⊂ L2. Since Conditions (2) hold both for L1 and
for L2; they also hold for L1 ∪ L2. Thus; the plan  = (S; T; L1 ∪ L2) belongs to *’; S;T ;
and thus  is stronger than 1 and 2. A contradiction.
To show the existence of an -preserving plan, let us consider the following system
of inclusions in the algebra of sets with variables X1; : : : ; Xn1 ; Y1; : : : ; Yn2 ; where n1 =
|VS|; n2 = |VT |:⋃
j∈’(A)
Yj ⊆
⋃
i∈A
Xi for each A∈ I(S);
⋃
i∈ (B)
Xi ⊆
⋃
j∈B
Yj for each B∈ I(T ): (3)
We assign the Boolean function (xi1∨· · ·∨xis)→ (yj1∨· · ·∨yjk ) to each inclusion Xi1∪
· · ·∪Xis ⊆ Yj1∪· · ·∪Yjk ; let the conjunction of all such functions built over all inclusions
of (3) be f(x1; : : : ; xn1 ; y1; : : : ; yn2 ). To each binary string (1; : : : ; n1 ; .1; : : : ; .n2 ) taken
by f to 1, we assign the rule (P;Q) with P = {i | i = 1} and Q = {j |.j = 1}. Let
L= {(P1; Q1); : : : ; (Pk; Qk)} be the set of all rules built like this.
We next show that the plan =(S; T; L) belongs to *’; S;T . For all vertices i∈VS and
j∈VT , consider the sets Mi = {l | i∈Pl}; Nj = {l | j∈Ql} and show that they satisfy
(3), i.e., the inclusions⋃
j∈’(A)
Nj ⊆
⋃
i∈A
Mi for each A∈ I(S);
⋃
i∈ (B)
Mi ⊆
⋃
j∈B
Nj for each B∈ I(T ) (4)
hold. Let, for example, l∈⋃j∈’(A) Nj; l∈Nj∗ for some j∗ ∈’(A), and let the rule
(Pl; Ql) correspond to the binary string (1; : : : ; n1 ; .1; : : : ; .n2 ), taken by f to 1. This
means that each of the implications that constitute f, including
∨
j∈’(A) yj →
∨
i∈A xi,
is equal to 1 at this string. Moreover, the left part of this implication is equal to 1
because .j∗ = 1 for j∗ ∈’(A). Consequently, the right side of the implication is also
equal to 1, i.e., i∗ =1 for some i∗ ∈A. But this means that l∈Mi∗ , i.e., l∈
⋃
i∈A Mi.
So, Conditions (4) hold for the plan  = (S; T; L). It can be easily seen that {l |Pl ∩
A 	= ∅}=⋃i∈A Mi, i.e., Condition (4) are equivalent to (2). Thus, = (S; T; L)∈*’; S;T .
Theorem 3 is proved.
Theorem 3 allows us to reduce the problem of 0nding all -preserving plans for
given S and T to the exhaustive search of all pairs ’;  satisfying (1) and detecting
the strongest plan in each *’; S;T . In fact, the second part of the question is already solved
because the strongest plan in *’; S;T is the = (S; T; L) built in the proof of Theorem 3
according to (3). Indeed, suppose that an -preserving plan ′ = (S; T; L′) is stronger
than = (S; T; L), i.e., L ⊂ L′. Consider a rule (Pl; Ql)∈L′ − L and the corresponding
binary string (1; : : : ; n1 ; .1; : : : ; .n2 ). The function f takes it to 0. Consequently, some
implication, say
∨
j∈’(A) yj →
∨
i∈A xi, is equal to 0 on it. It means that i = 0 for all
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i∈A and there exists a j∈’(A) such that .j = 1. But this is equivalent to A ∩ Pl = ∅
and j∈’(A) ∩Ql, i.e., Condition (2) is violated for ′ = (S; T; L′). So, this plan does
not belong to *’; S;T .
Thus, the search of all -preserving plans for given S and T can be implemented
by enumerating all pairs of maps ’ and  satisfying (1). Using (3), we assign the
strongest plan of *’; S;T to each such pair. But not all such plans are maximal in *S;T .
To describe some necessary conditions of maximality, let us represent the pair ’;  as
the bipartite digraph D’; with the parts I(S); I(T ) and edges (A; ’(A)); (B;  (B)).
Theorem 4. Let  = (S; T; L) be a maximal -preserving plan; and ’ : I(S) → I(T )
and  : I(T ) → I(S) be mappings satisfying Condition 2 of Theorem 2. Then the
graph D’; does not contain paths of length 3.
Proof. Suppose that there is a path A1; B1; A2; B2 in D’; . It corresponds to inclusions⋃
i∈A1
Xi ⊇
⋃
i∈B1
Yi ⊇
⋃
i∈A2
Xi ⊇
⋃
i∈B2
Yi (5)
from System (3). Let us delete the edge (A1; B1) from D’; and add the edge (A1; B2)
to it. Then the 0rst inclusion from (5) will be replaced by
⋃
i∈A1 Xi ⊇
⋃
i∈B2 Yi. The
system obtained will follow from the initial one; and thus the new plan will be stronger.
Theorem 4 is proved.
Thus, the search for all maximal -preserving plans with given S and T is reduced to
enumerating bipartite digraphs D=D’; of the following form: each weak component
of D contains only one cycle, whose length is equal to 2 due to Theorem 4, and each
vertex not belonging to the cycle has an edge directed to a cycle vertex. Besides,
it follows from (2) that each weak component of D lies in some subgraph Di of D
induced by the vertices corresponding to independent sets of cardinality i.
4. Examples
Let S = K2 and T = K1 (see Fig. 1a). In this case, D = D1, and the unique (up to
the symmetry) graph D1 is shown in Fig. 1b: vertices in the left part correspond to
independent sets of S, and vertices in the right part correspond to independent sets of
T ; here ↔ denotes a cycle of length 2.
Conditions (3) for this graph are as follows: X1 = Y1; Y1 ⊆ X2. According to them,
we build the corresponding Boolean function (x1 → y1)&(y1 → x1)&(y1 → x2). It
is equal to 1 at the following strings: (x1 = 0; x2 = 0; y1 = 0); (x1 = 0; x2 = 1; y1 =
0); (x1 = 1; x2 = 1; y1 = 1). The three rules (∅; ∅); ({2}; ∅); ({1; 2}; {1}) correspond to
these strings. It is easy to see that the plan built describes the elementary contraction.
Denote this plan by 0. It is the only -preserving plan with S = K2 and T = K1.
It has been mentioned that the elementary contraction is applicable to any chordal
graph. It follows from Theorem 1 that these graphs constitute the maximal hereditary
class characterizing the applicability of 0. Indeed, in this case F0 contains the unique
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subset {1} corresponding to the restriction graph K1;2. Since elementary contraction is
applicable to this graph, we have K1;2 	∈ H0 . To describe H0 , note that, on the one
hand, each graph to which the plan 0 is not applicable must contain a cycle Cn with
n¿ 3 (otherwise the graph would be chordal), and, on the other hand, each such cycle
contains K1;2 and is a minimal induced subgraph such that 0 is not applicable to it.
Thus, H0 = {Cn | n¿ 3}, and P0 is the set of all chordal graphs.
Put S = K1;2; T = K2 (see Fig. 2a).
Graphs D1 corresponding to substantially (having regard to the symmetry) diGerent
pairs (’;  ) are depicted in Fig. 3.
The plans obtained for the mappings b–e are not maximal: the plan characterizing
the elementary contraction is stronger. The only maximal plan is shown in Fig. 3a.
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The part of Conditions (3) corresponding to graph D1 is given by
X1 = Y1; X2 = Y2; Y1 ⊆ X3: (6)
The graph D2 may have one of the two forms depicted in Fig. 4.
The 0rst of them gives the system X1 ∪ X3 = Y1 ∪ Y2 ⊆ X2 ∪ X3; together with (6) it
is equivalent to the system
X1 = Y1; X2 = Y2; X3 = X1 ∪ X2:
The second graph in Fig. 4 leads to the same result. The Boolean function satisfying
these conditions is equal to 1 at the following strings:
x1 x2 x3 y1 y2
0 0 0 0 0
0 1 1 0 1
1 0 1 1 0
1 1 1 1 1
From these strings, we 0nd the system of rules L:
(∅; ∅); ({2; 3}; {2}); ({1; 3}; {1}); ({1; 2; 3}; {1; 2}):
We denote the plan found by 1. Clearly, the restriction graphs corresponding to it
are K1;3; C4; PW . The plan 1 is not applicable to any of them. Consequently, due to
Theorem 1 we have P1 = (K1;3; C4; PW ).
In the case of S = K1;2 and T = K2 (see Fig. 2b), analogous arguments lead to two
diGerent exchange plans.
The 0rst of them is de0ne by the following system of conditions and corresponding
rules:
X1 = Y1; X1 ⊆ X2 ∩ X3; Y2 = X2 ∪ X3;
(∅; ∅); ({2; 3}; {2}); ({3}; {2}); ({2}; {2}); ({1; 2; 3}; {1; 2}):
This plan is denoted by 2. To illustrate the corresponding transformation, we divide the
set of all vertices of the graph not belonging to K1;2 to subsets as it is shown in Fig. 5.
Here, K1;2 is induced by vertices 1, 2, 3; the subsets are denoted by A; B; C; D; E; F; H; R;
and each edge connecting a vertex to a subset means that this vertex is adjacent to all
vertices of this subsets and that no other edge is incident to this vertex.
If we apply the plan 2, the subsets B; E, and F must be empty because L has no
rules for them. The subset E corresponds to the restriction graph K1;3, the subsets B and
F correspond to W . Since 2 is applicable to none of these graphs, P2 =(K1;3; W ).
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The transformation corresponding to 2 is shown in Fig. 6.
The second plan, related to the graphs in Fig. 2b, is described by the following
system of conditions and rules:
X1 = Y1; X2 = Y2; X1 ⊆ X3; X3 ⊆ X1 ∪ X2;
(∅; ∅); ({2; 3}; {2}); ({1; 3}; {1}); ({2}; {2}); ({1; 2; 3}; {1; 2}):
We denote this plan by 3. The corresponding transformation is shown in Fig. 7.
5. Finding the independence number by means of graph transformations
The plans considered de0ne transformations which preserve the independence number
and reduce the number of vertices of a graph. How can this property be used to
0nd the independence number in polynomial time? Clearly, it is possible only for
those graphs to which at least one of the transformations listed is applicable. We
characterize each domain of applicability by the maximal hereditary class contained in
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it. Hence, we desire the transformations to preserve the hereditary properties of graphs.
Unfortunately, not each transformation possesses this property. For example, the class
of graphs P2=(K1;3; W ) is not closed with respect to the 2 transformation. However,
each graph in (K1;3; W ) containing a subgraph isomorphic to P4 can be transformed
by the plan 2 to a graph in (K1;3; W ).
Lemma 1. Each graph G in (K1;3; W )−(P4) can be transformed by 2 to a graph
G ∈(K1;3; W ).
Proof. Let G belong to (K1;3; W )−(P4); and let 2; 1; 3 be three consecutive vertices
on a path P4. Since the forbidden graphs K1;3 and W are restriction graphs for the plan
2; it is applicable to each occurrence of K1;2 in G; and particularly to the occurrence
K1;2 = G〈2; 1; 3〉 (see Fig. 6). For the sake of de0niteness; let the fourth vertex of the
path be a∈A. In this case; D = ∅ and C = ∅. Indeed; suppose that d∈D and c∈C.
Then if a and d are adjacent; then G〈a; d; 2; 3〉 ∼= W ; if a and d are not adjacent; then
G〈a; d; 2; 1〉 ∼= W . If a and c are adjacent; then G〈a; c; 2; 3〉 ∼= W ; if a and c are not
adjacent; then G〈a; c; 2; 1〉 ∼= K1;3.
Now assume that A contains another vertex a′. Then the vertices a; a′; 1; 2 induce
the subgraph W or K1;3 in G depending on whether the vertices a and a′ are adjacent
or not. Thus, A= {a}. Analogously, we check that |H |6 1.
Suppose that G′ (see Fig. 6) contains an induced subgraph G′′ isomorphic to W
or K1;3. Then H = {h} and the vertices 2; a; h belong to G′′ because otherwise G′′ is
contained in G. Hence G′′ =W , i.e., a and h are adjacent, and the fourth vertex r ∈R
is adjacent to one of them, for example to h. But then G(r; a; h; 3) ∼= K1;3. Lemma 1
is proved.
In the case of G ∈(K1;3; W )∩(P4), we can combine the 3 transformation with the
elementary contraction. In fact, a more general statement holds.
Lemma 2. Either a 0 or a 3 transformation is applicable to each graph G ∈
(K1;3; P4).
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Proof. Let the elementary contraction be not applicable to G ∈(K1;3; P4). Then there
exist three vertices in G; for example; 1; 2; 3; inducing K1;2 (see Fig. 5). Since K1;3
and P4 are forbidden in G; we have A= E = H = ∅.
Suppose that b∈B. If b is adjacent to a vertex r ∈R, then G(r; b; 1; 3) ∼= P4. If b
is adjacent to f∈F , then G〈2; b; f; 3〉 ∼= P4. Hence, the elementary contraction with
respect to the edge (2; b) is applicable to G, contradicting the choice of G. So, B= ∅.
Analogously, we prove that F = ∅. Thus, 3 is applicable to G. Lemma 2 is proved.
A 3 transformation, as well as a 2 one, does not preserve the hereditary properties
of graphs in general. However, combining it with elementary contraction gives the
desired result in some cases.
Lemma 3. For each non-empty graph G ∈(K1;3; P4) there exists a non-empty se-
quence of 0 and 3 transformations taking G to a graph G′′ ∈(K1;3; P4).
Proof. It follows from the proof of Lemma 2 that if the elementary contraction is
not applicable to a graph G ∈(K1;3; P4); then a 3 transformation is applicable to it
(see Fig. 7); in this case; all sets outside K1;2; except C; D; and R; are empty. Note that
here C 	= ∅; for otherwise the elementary contraction with respect to the edges (1; 2) or
(1; 3) would be applicable to G. Moreover; vertices x∈C and r ∈R are not adjacent
because otherwise G〈r; x; 2; 3〉 ∼= K1;3. Consequently; the elementary contraction with
respect to (2; x) is applicable to G′ (see Fig. 7). Deleting vertex 2 from G′ transforms
it to a graph G′′; which is an induced subgraph of G. Lemma 3 is proved.
It follows from Lemmas 1–3 that the independence number of a graph from the
class (K1;3; W ) or (K1;3; P4) can be found in polynomial time by 0; 2, and 3
transformations. Both these classes are subclasses of (K1;3), for which the polynomial
solution of this problem is well known [11]. But the possibilities of these plans are
not con0ned to these two classes.
Consider another class of graphs Y =
⋃
k¿4 Yk , where Yk = (C4; C5; : : : ; Ck−1; Pk).
Note that Y contains the class of chordal graphs as a proper subclass. The char-
acterization of the class Y5 = (C4; P5) given in [5] implies in particular that the
independence number problem can be solved for this class in polynomial time. Let us
show that this is true for each k ¿ 5, and thus for the whole class Y .
Lemma 4. Either a 0 or a 2 transformation is applicable to each graph G ∈Y .
Proof. Let the elementary contraction be not applicable to a graph G ∈Y . Note that
in this case G ∈(K1;3; W ) = P2 . By k denote the integer such that G ∈Yk .
Suppose that the vertices x1; x2; x3; y of G induce a subgraph isomorphic to K1;3
(see Fig. 8a). Let Pl = (x1; x2; x3; : : : ; xl) be an induced path of largest length in G in
which x1; x2; x3 are situated at the beginning. By assumption, 36 l6 k − 1. This, in
particular, implies that no vertex of path Pl is adjacent to y, for otherwise the graph
would have a forbidden cycle. Since the elementary contraction is not applicable to G,
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it follows that there exists a vertex v adjacent to xl but not to xl−1. By the maximality
of Pl, the vertex v is adjacent to at least one more vertex of Pl.
Let xj be such a vertex having the greatest index. Then the vertices xj; : : : ; xl; v belong
to an induced cycle of length l− j + 2¿ 3 in G. Except for triangles, only cycles of
length k are allowable in G. Thus, l− j + 2 = k. Taking into account the restrictions
on l, we obtain j= l− k +26 k − 1− k +2=1. Thus, j=1 and l= k − 1. If v is not
adjacent to y, then G〈y; x2; x3; : : : ; xk−1; v〉 ∼= Pk ; otherwise, G〈x1; x2; y; v) ∼= C4. Both
cases contradict the assertion. Consequently, the graph K1;3 is not contained in G as
an induced subgraph.
Now assume that the vertices x1; x2; x3; y induce a subgraph of G isomorphic to W
(see Fig. 8b). Repeating the above arguments, we arrive at the only possible situation
when the vertices v and y are adjacent. Since the elementary contraction is not applica-
ble to the pair of adjacent vertices x1; y, it follows that there exists a vertex z adjacent
to one of them, say to y, but not to x1. If z is adjacent both to x2 and to v, then
G〈z; x2; x1; v〉=C4. For the sake of de0niteness, assume that z is not adjacent to x2. In
this case, if z is not adjacent to any of x3; : : : ; xk−1, then G〈z; y; x2; x3; : : : ; xk−1〉 ∼= Pk .
Assume that xj is the vertex of the set {x3; : : : ; xk−1} adjacent to z and having the least
index. If 2¡j¡k−1, then G〈z; y; x2; : : : ; xj〉 ∼= Cj+1 is a forbidden cycle. If j=k−1,
then G〈x1; x2; : : : ; xk−1; z〉 ∼= Pk . This contradiction completes the proof of Lemma 4.
Lemmas 1–4 yield the following algorithm for 0nding the independence number of
a graph G ∈Y . First, we use elementary contraction as long as possible to obtain a
graph from (K1;3; W ). Then we apply an appropriate combination of 0; 2, and 3
transformations. As a result, we obtain an empty graph with the number of vertices
equal to the independence number of G. So, the following theorem holds:
Theorem 5. The independence number of a graph G ∈Y can be found in polynomial
time.
6. Conclusion
There are many details to be settled for a complete formalization of the above
procedure of 0nding -preserving transformations. It can be seen already that the 0nal
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algorithm will be rather cumbersome. However, the fact that for small graphs S and
T this question can be completely solved “by hand” leaves a hope that for graphs
of moderate size this can be done by means of computers. The authors intend to try
this way in order to detect new classes of graphs for which the independence number
problem could be solved in polynomial time.
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