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Abstract
Present article concerns the generalization of the results of I. Chajda
and J. Ku¨hr to a non-commutative setting resulting into so called (weak)
pre pseudo effect algebras and generalized pre pseudo effect algebras.
1 Introduction
The article concerns a generalization of pseudo effect algebras and generalized
pseudo effect algebras. Pseudo effect algebras were introduced and studied by
T. Vetterlein and A. Dvurecˇenskij in series of papers [1] as a non-commutative
generalization of effect algebras introduced by D. Foulis and M. K. Bennet [2]
or equivalently of D-posets introduces by F. Koˆpka and F. Chovanec [5].
Main motivation was to addapt results of I. Chajda and J. Ku¨hr [4] to a
non-commutative setting. The authors introduced the generalization of effect
algebras. Their motivation was to find a structure for which the underlying
lattice orders define an ortholattice. It is well known that when lattice ordered
orthoalgebra is assumed then underlying structure (order, orthocomplementa-
tion as orthosupplement, constants) is an orthomodular lattice. Thus in order
to obtain ortholattices some tweaking needed to be performed. It turnes out
that it is sufficient to omit the condition that orthosupplement is the only el-
ement which sums with corresponding element to a unit element. The newly
defined structure was called pre-effect algebra and pre-orthoalgebra.
Commutative version of a presented generalization leads to the structure
defined by I. Chajda and J. Ku¨hr.
Moreover, in [4] the structures without top element were studied, gener-
alizing generalized effect algebras. Also these results were adapted to a non-
commutative setting in this contribution. It is shown that the well known con-
struction of unitization [3], [6] can also be performed for these structures.
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kindly announced.
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The article is organized as follows, Section 2 contains definition of pre pseudo
effect algebras with some basic results, Section 3 concerns weak generalized
pre pseudo effect algebras and finally Section 4 contains attempts to define
congruences on such structures.
2 Preliminaries
First recall definitions of a pre-effect algebra, [4, Definition 2.1] and a generalized
pre-effect algebra, [4, Definition 3.1].
Definition 2.1. A pre-effect algebra is a structure (A; +, ′, 0, 1) where (A; +, 0)
is a partial abelian monoid, 1 is an element of A and is a unary operation such
that a + a′ = 1 for all a A, and the relation ≤ given by the rule
a ≤ b iff a + b′ is defined
is a partial order. A pre-effect algebra satisfying the condition that a = 0
whenever a + a is defined (i.e. a = 0 if a ≤ a′ ) is called a pre-orthoalgebra.
Definition 2.2. A generalized pre-effect algebra is a structure (A; +,−, 0) where
+ and − are partial binary operations on A such that
(GQE1) + is commutative, i.e., a + b = b + a if one side is defined,
(GQE2) a− a = 0 for all a A,
(GQE3) the relation ≤ defined by a ≤ b iff b− a exists is a partial order,
(GQE4) for all a, b, c ∈ A, a ≥ b and a− b ≥ c iff b+ c is defined and a ≥ b+ c,
in which case (a− b)− c = a− (b− c).
3 (Weak) Pre pseudo effect algebras
First we give a definition of a weak pre pseudo effect algebra.
Definition 3.1. Let (A;⊕, L,R, 0, 1) be a partial algebra of type (2, 1, 1, 0, 0)
satisfying the following properties:
(WPPEA1) ⊕ is partially associative, i.e. for any a, b, c ∈ A: a⊕b and (a⊕b)⊕c
are defined, iff b ⊕ c and a ⊕ (b ⊕ c) are defined and in such case
(a⊕ b)⊕ c = a⊕ (b⊕ c);
(WPPEA2) a⊕ aR = 1 = aL ⊕ a;
(WPPEA3) relation a ≤ b, iff a⊕ bR is defined, iff bL ⊕ a is defined is a partial
order;
(WPPEA4) 1⊕ a, or a⊕ 1 is defined, then a = 0;
(WPPEA5) 0 and 1 are comparable to all elements of A.
The A is called a weak pre pseudo effect algebra. If moreover A satisfies the
condition:
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(PEA) if a⊕ b is defined then there are e, f ∈ A such that a⊕ b = e⊕ a = b⊕ f ,
Then A is called pre pseudo effect algebra.
Let us consider a relation vR defined in the following way: a vR b, iff there
is c ∈ A such that a = b⊕ c (summing from the right). Similarly, we defined vL
as a vL b, iff there is d ∈ A such that a = d⊕b (summing from the left). It is not
hard to show that these relations are partial orders. Unlike in the case of effect
algebras, these partial orders need not be the same and also need not coincide
with ≤ order. Condition (PEA) ensures that vL=vR. Let us recall that (PEA)
conditions was originally defined by A. Dvurecˇenskij and T. Vetterlein in the
setting of pseudo effect algebras.
If we consider partial commutativity condition, i.e. a⊕ b is defined, iff b⊕ a
is defined and a⊕ b = b⊕a, then it implies (PEA) property trivially. Thus each
commutative weak pre pseudo effect algebra is a commutative pre pseudo effect
algebra, i.e. pre effect algebra in the sense of I. Chajda and J. Ku¨hr.
The following properties are base for the alternative definition of WPPEAs.
Lemma 3.2. Let A be a weak pre pseudo effect algebra according to Definition
3.1. Then the following properties hold.
(i) 1L = 0 = 1R;
(ii) if aR = bR, then a = b; if aL = bL, then a = b;
(iii) 1 is top element in (A;≤), i.e. for any b ∈ A, b ≤ 1;
(iv) a⊕ 0 and 0⊕ a are defined. Moreover, a⊕ 0 = a = 0⊕ a;
(v) 0L = 1 = 0R;
(vi) 0 is bottom element in (A;≤), i.e. for any a ∈ A, 0 ≤ a.
Proof. (i) follows from (WPPEA2) and (WPPEA4), since 1 ⊕ 1R is defined,
then 1R = 0.
Let us consider aR = bR. Then a ⊕ aR and b ⊕ bR are defined, thus a ⊕ bR
and b⊕ aR are defined. From (WPPEA3) follows a ≤ b and b ≤ a, i.e. a = b.
From (WPPEA5) 1 is comparable to all elements and let us consider that
1 ≤ c for some c ∈ A. Then 1 ⊕ cR is defined, thus cR = 0 = 1R. From (ii)
follows that c = 1 and thus 1 is the top element.
From (iii) a ≤ 1 for any a ∈ A. Thus a ⊕ 1R = a ⊕ 0 and 1L ⊕ a = 0 ⊕ a
are defined. From (WPPEA1) since (a ⊕ 0)L ⊕ (a ⊕ 0) = 1 is defined then
also (a ⊕ 0)L ⊕ a is defined. So we have that a ≤ (a ⊕ 0). On the other hand
1⊕ 0 = (aL ⊕ a)⊕ 0 is defined and again from (WPPEA1) we get aL ⊕ (a⊕ 0)
is defined, thus a⊕ 0 ≤ a. This proves a = a⊕ 0.
From (WPPEA2) and (iv) follows 1 = 0⊕ 0R = 0R.
0 is according (WPPEA5) comparable to any element of A. Let a ≤ 0, then
a⊕ 0R = a⊕ 1 is defined, i.e. from (WPPEA4) a = 0.
From the previous lemma follows that conditions (WPPEA1) and (WP-
PEA5) can be replaced by the condition:
(WPPEA1’) (A;⊕, 0) is a partial monoid with neutral element 0.
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For the converse, let us consider that conditions (WPPEA1’), (WPPEA2)-
(WPPEA4) hold. Since 0 is neutral element of a partial monoid A, 0⊕ aR and
aL ⊕ 0 are defined for any element a ∈ A, thus 0 is comparable (less than or
equal) to any element in A. Condition (i) of Lemma 3.2 is proved by the use of
properties (WPPEA2) and (WPPEA4) and thus a⊕1R = a⊕0 and 1L⊕a = 0⊕a
are defined for any a ∈ A, thus also 1 is comparable to any element of A. This
proves (WPPEA5). (WPPEA1) is trivially hidden in (WPPEA1’) since any
partial monoid is partially associative.
Thus weak pre pseudo effect algebras and pre pseudo effect algebras can be
alternatively defined as follows.
Definition 3.3. Let (A;⊕, L,R, 0, 1) be a partial algebra of type (2, 1, 1, 0, 0)
satisfying properties (WPPEA1’) and (WPPEA2)-(WPPEA4). Then A is called
a weak pre pseudo effect algebra. If moreover A satisfies the condition (PEA),
then A is called pre pseudo effect algebra.
For multiple applications of unary orthosupplement operations we will use
the following abbreviation: e.g. for (aR)L we will shortly write aRL instead.
aLR and other cases are defined similarly.
Properties of (weak) pre pseudo effect algebras can be summarized in the
following proposition.
Proposition 3.4. Let A be a weak pre pseudo effect algebra. Then
(i) aLRL = aL, aRLR = aR;
(ii) aRL = a = aLR;
(iii) if a⊕ b is defined, then a, b ≤ a⊕ b;
(iv) if a⊕ b is defined and a⊕ b = a, then b = 0;
(v) if a⊕ b is defined and a⊕ b = b, then a = 0;
(vi) if a⊕ b is defined and a⊕ b = 0, then a = b = 0 (positivity of ⊕);
(vii) a ≤ b, iff bR ≤ aR, iff bL ≤ aL;
(viii) if b ≤ c and a⊕ c is defined, then a⊕ b is defined and a⊕ b ≤ a⊕ c;
(ix) if b ≤ c and c⊕ a is defined, then b⊕ a is defined and b⊕ a ≤ c⊕ a;
(x) each commutative weak pre pseudo effect algebra is pre pseudo effect alge-
bra, moreover it is also pre effect algebra;
(xi) each cancelative (if a ⊕ b = a ⊕ c, then b = c and if b ⊕ a = c ⊕ a, then
b = c) pre pseudo effect algebra is pseudo effect algebra.
Proof. Since aL⊕aLR, aRL⊕aR are defined, we get that aLR, aRL ≤ a. Substi-
tuing a in the inequalities by aL, aR, aLR, aRL we get aLRL ≤ aL, aRLR ≤ aR,
aLRLR ≤ aLR and aRLRL ≤ aRL. Thus aRLRL ≤ a, i.e. aRLRL ⊕ aR is defined,
which also means that aR ≤ aRLR, i.e. aRLR = aR. Similarly, it is shown that
aLRL = aL.
Since a⊕aR is defined, by (i) we have that a⊕aRLR is defined and a ≤ aRL.
This concludes that a = aRL.
Since (a ⊕ b)L ⊕ (a ⊕ b) and (a ⊕ b) ⊕ (a ⊕ b)R are defined, from partial
associativity we get that (a⊕ b)L ⊕ a and b⊕ (a⊕ b)R are defined, which leads
to desired inequalities.
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Let a⊕ b = b, then b⊕ bR = (a⊕ b)⊕ bR = a⊕ (b⊕ bR) = a⊕ 1 is defined,
i.e. a = 0.
Similarly, if a ⊕ b = a, then aL ⊕ a = aL ⊕ (a ⊕ b) = 1 ⊕ b is defined, i.e.
b = 0.
Let a⊕ b = 0, then from (iii) a, b ≤ a⊕ b = 0. Since 0 is bottom element we
have a = b = 0.
Let a ≤ b, then a ⊕ bR = aRL ⊕ bR is defined, which means bR ≤ aR.
Conversely, let aR ≤ bR, then bRL ⊕ aR = b⊕ aR is defined, i.e. b ≤ a.
Let b ≤ c and a ⊕ c is defined. Then cL ≤ bL and since a ⊕ cLR is defined,
a ≤ cL ≤ bL thus a ⊕ (bL)R = a ⊕ b is defined. (a ⊕ c)L ⊕ (a ⊕ c), thus
b ≤ c ≤ ((a⊕ c)L⊕ a)R, i.e. ((a⊕ c)L⊕ a)RL⊕ b = (a⊕ c)L⊕ (a⊕ b) is defined,
so a⊕ b ≤ a⊕ c.
(ix) is proved similarly as (viii).
Trivially, commutativity implies that (PEA) property is satisfied. Moreover,
commutative pre pseudo effect algebra is pre effect algebra.
From cancellativity it holds that since a⊕ aR = 1, aR is the unique element
such that a⊕ aR = 1. Similarly, aL is the unique element that aL ⊕ a = 1. The
(PEA) holds from assumptions. Thus (A;⊕, 0, 1) is pseudo effect algebra.
Example 3.5. For n = 6, there are 16 non-isomorphic bounded partial orders
with bottom and top elements:
The structure of a weak pre pseudo effect algebra can be defined only for
the following orders:
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Example 3.6. Let us consider a bounded poset with double orthocomplemen-
tation, i.e. the structure (P ;≤, L,R, 0, 1), where (P ;≤, 0, 1) is a bounded poset
and for any x, y ∈ P hold
• x ≤ y, iff yL ≤ xL, iff yR ≤ xR;
• xLR = x = xRL;
• 0L = 1 = 0R and 1L = 0 = 1R.
Let us equip this structure with a partial operation ⊕, which is defined as
follows: x ⊕ y is defined, iff x ≤ yL, iff y ≤ xR and in such case x ⊕ y = 1, if
both x, y 6= 0; x ⊕ 0 = x = 0 ⊕ x, otherwise. Then (P ;⊕, L,R, 0, 1) is a weak
pre pseudo effect algebra.
If 1 ⊕ a is defined, iff 1 ≤ aL, iff a ≤ 0, i.e. for a = 0. Similarly, a ⊕ 1 is
defined, iff a = 0.
If (a⊕ b)⊕ c is defined then at least one element of a, b, c must be equal to
0. In such case it is very easy to check associativity of ⊕.
a ⊕ aR is defined, iff a ≤ aRL = a and aL ⊕ a is defined iff aL ≤ aL. Since
for any a 6= 0, 1 are both a and aR (aL) different to 0, the result of the sum is
desired 1. If a = 0, then aR (aL) is 1 and again the sum is 1. If a = 1, then
aR = 0 (aL = 0) and the sum is 1.
The relation ≤′ defined a ≤′ b, iff a ⊕ bR is defined, iff bL ⊕ a is defined
coincides with ≤ relation of a poset P . Let x ≤′ y, iff x ⊕ yR is defined, iff
yL ⊕ x is defined. That is x ≤ yRL = y, (x ≤ yLR = y). Let x ≤ y = yRL, then
x⊕ yR is defined and x ≤ yLR, then yL ⊕ x is defined, thus x ≤′ y.
Conversely, the “poset”-reduct ((≤; L,R, 0, 1)-) of each weak pre pseudo ef-
fect algebra is a bounded poset with double orthocomplementation.
4 Generalized pre pseudo effect algebras
The rough interpretation of a / b (left minus) is −b + a in the group sense and
a \ b (right minus) is a + (−b) in the group sense.
Definition 4.1. Let (A; +, \, /, 0) be a partial algebra of type (2, 2, 2, 0) satis-
fying the following properties:
(GPPEA1) a \ a = 0 = a / a;
(GPPEA2) the relation a ≤ b, iff b \ a is defined, iff b / a is defined is a partial
order;
(GPPEA3) a \ b is defined and a \ b ≥ c, iff c + b is defined and a ≥ c + b.
Moreover (a \ b) \ c = a \(c + b);
(GPPEA4) a / b is defined and a / b ≥ c, iff b + c is defined and a ≥ b + c.
Moreover (a / b) / c = a /(b + c).
Then A is said to be a generalized pre pseudo effect algebra.
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Each generalized pseudo effect algebra is generalized pre pseudo effect alge-
bra.
Proposition 4.2. Let (A; +, \, /, 0) be a generalized pre pseudo effect algebra.
Then
(i) a + 0, 0 + a are defined and a + 0 = a = 0 + a;
(ii) 0 is the bottom element in (A;≤);
(iii) a \ 0 and a / 0 are defined and a \ 0 = a = a / 0;
(iv) if a + b is defined, then a + b ≥ a, b and (a + b) \ b ≥ a, (a + b) / a ≥ b;
(v) if a \ b is defined, then a \ b ≤ a, a /(a \ b) ≥ b and a ≥ (a \ b) + b;
(vi) if a / b is defined, then a / b ≤ a, a \(a / b) ≥ b and a ≥ b + (a / b);
(vii) if a + b = a (or a + b = b) then b = 0 (a = 0);
(viii) if a + b = 0, then a = b = 0;
(ix) a / b = a, iff b = 0; a \ b = a, iff b = 0;
(x) + is partially associative, i.e. a + b and (a + b) + c are defined iff b + c
and a + (b + c) are defined. In such case (a + b) + c = a + (b + c);
(xi) if a ≥ b ≥ c then a \ c ≥ b \ c and a / c ≥ b / c;
(xii) if a ≥ b and a + c is defined then b + c is defined, a + c ≥ b + c and
(a + c) \(b + c) ≥ a \ b;
(xiii) if a ≥ b and c + a is defined then c + b is defined, c + a ≥ c + b and
(c + a) /(c + b) ≥ a / b;
(xiv) a ≥ b ≥ c then a \ c ≥ (a \ b) + (b \ c) and a / c ≥ (b / c) + (a / b);
(xv) (b \ a) / c is defined, iff (b / c) \ a is defined and in this case (b \ a) / c =
(b / c) \ a.
Proof. Since 0 = a \ a ≥ 0, iff 0 + a is defined and a ≥ 0 + a and 0 \ 0 =
(a \ a) \ 0 = a \(0 + a). Similar reasoning gets us that a + 0 is defined and
a ≥ a+ 0 and 0 / 0 = (a / a) / 0 = a /(a+ 0). Since a+ 0 ≥ a+ 0 then (a+ 0) / a
is defined and it is greater than or equal to 0. Thus a + 0 ≥ a and analogously
0 + a ≥ a. Together with previous result we get that 0 + a = a = a + 0. From
the fact that a ≥ 0 + a we have that a / 0 is defined, i.e. 0 ≤ a for any a ∈ A,
thus 0 is the bottom element in partial ordered set (A;≤). From a \ 0 ≥ a \ 0
we get a ≥ (a \ 0) + 0 and a /(a \ 0) ≥ 0, i.e.a ≥ (a \ 0). Thus a = a \ 0. In a
similar way we are able to prove a = a / 0.
From a + b ≥ a + b we get that (a + b) \ b and (a + b) / a are defined, i.e.
a + b ≥ a, b.
Since a \ b ≥ a \ b, iff a ≥ (a \ b) + b, iff a /(a \ b) ≥ b. Similarly it is proved
that a ≥ b + (a / b) and a \(a / b) ≥ b.
Let a + b = a, then 0 = (a + b) / a ≥ b. Since 0 is the bottom element, b is
equal to 0.
Since (a+ b) \ b ≥ a, then 0 \ b is defined and thus 0 ≥ b, b = 0. Then 0 ≥ a,
thus a = 0.
Let a / b = a, then b + (a / b) is defined and a ≥ b + (a / b) = b + a. On the
other hand if b+ a is defined then b+ a ≥ a. Thus we get that b+ a = a which
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is possible only if b = 0. The converse implication follows from (iii). The proof
for right minus is analogous.
Let us assume that a+ b and (a+ b) + c exist. Then from (iv) of Proposition
4.2 applied twice we get that [(a+b)+c] \ c ≥ (a+b) and [[(a+b)+c] \ c \ b ≥ a,
i.e. [(a+ b) + c] \(b+ c) ≥ a and [(a+ b) + c ≥ a+ (b+ c) which shows that both
b + c and a + (b + c) are defined.
In a similar way, if we assume that b + c and a + (b + c) are defined then
[a + (b + c)] / a ≥ b + c and [[a + (b + c)] / a] / b = [a + (b + c)] /(a + b) ≥ c, i.e.
a+ (b+ c) ≥ (a+ b) + c which shows that both a+ b and (a+ b) + c are defined.
The equality follows from the previously proved inequalities.
Let a ≥ b ≥ c. Then a ≥ b ≥ (b \ c) + c and a \ c ≥ b \ c. Similarly,
a ≥ b ≥ c + (b / c) and a / c ≥ b / c.
Let a ≥ b and a + c be defined. Then (a + c) \ c ≥ a ≥ b, iff a + c ≥ b + c.
Moreover, (a + c) \(b + c) = ([a + c) \ c] \ b ≥ a \ b.
Let us assume a ≥ b ≥ c. Then b ≥ (b \ c) + c, a ≥ a \ b+ b ≥ a \ b+ b \ c+ c
and a \ c ≥ a \ b + b \ c.
Let us assume that (b \ a) / c is defined, then (c+ [(b \ a) / c]) + a ≤ b. Since
plus is partially associative we get c + ([b \ a) / c] + a) ≤ b and (b \ a) / c ≤
(b / c) \ a.
Similarly, from the existence of (b / c) \ a we are able to infer that (b / c) \ a ≤
(b \ a) / c. These two inequalities give desired equality.
Theorem 4.3. Let A be a weak generalized pre pseudo effect algebra. Then
(i) operation + and partial order ≤ uniquely determine operations / and \;
(ii) either of the operations / and \ uniquely determine the remaining other
operations and partial order.
Proof. (i) Let A be a weak generalized pre pseudo effect algebra. And let us fix
the partial order and operation +. Then knowing only these two informations
we are able to reconstruct both kinds of minus operations. First observe that
from (GPPEA3) follows that if a \ b is defined then it is the largest element
z such that a ≥ z + b, i.e. it is the supremum of the set Ra,b := {z ∈ A :
z + b is defined and a ≥ z + b}. Let a \ b is defined. Then a \ b ≥ a \ b and from
(GPPEA3) it follows that (a \ b) + b is defined and a ≥ (a \ b) + b. Thus a \ b
belongs to Ra,b. Let t ∈ Ra,b, then a ≥ t+b and a \ b ≥ t, thus a \ b is supremum
of Ra,b. Similar reasoning using (GPPEA4) leads to the fact that a / b if exists
is the supremum of the set La,b := {z ∈ A : b + z is defined and a ≥ b + z}.
(ii) Let \ be fixed. Then due to (GPPEA2) we have determined the partial
order ≤. Now we prove that + can be uniquely defined and then from part (i)
the remaining / can be defined. Let us consider sets Pa,b := {z ∈ A : a ≤ z \ b}
for any pair of a, b ∈ A. Then there are two cases. (A) Pa,b = ∅, (B) Pa,b 6= ∅.
If a + b is defined then by Proposition 3.2 (iv) Pa,b cannot be empty. Thus the
case (A) represents the situation that a+ b is undefined. Moreover, a+ b ∈ Pa,b.
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Let t ∈ Pa,b, then a ≤ t \ b implies by (GPPEA3) a + b ≤ t. Thus a + b is the
infimum of Pa,b.
In similar fashion starting from / by defining P la,b := {z ∈ A : b ≤ z / a} we
are able to reconstruct +.
We note that when generating finite models, not all left (or right) minuses
satisfying axiom ... lead to a weak generalized pre pseudo effect algebra.
Example 4.4. Let us consider {0, a, b, 1} with partial order such that 0 is
bottom, 1 is top element and a and b are incomparable. Left minus candidate
/ 0 a b 1
0 0 - - -
a a 0 - -
b b - 0 -
1 1 a a 0
generate according to the algorithm in the previous theorem the following op-
eration +:
+ 0 a b 1
0 0 a b 1
a a 1 - -
b b 1 - -
1 1 - - -
.
Indeed, P l0,0 = {0, a, b, 1}, P la,0 = P l0,a = {a, 1}, P l0,b = P lb,0 = {b, 1}, P l0,1 =
P l1,0 = {1}. Other combinations lead to empty set.
But then 1 \ a cannot be defined. Actually, R1,a = {a, b} and this set does
not have supremum.
Example 4.5. Even + from / cannot be sometimes defined.
Let us consider / candidate given by the table with depicted considered
partial order:
/ 0 a b c d
0 0 - - - -
a a 0 - - -
b b - 0 - -
c c 0 a 0 -
d d 0 a - 0 0
a b
c d
If we try to define b + a, then P lb,a = {c, d}, but such set does not have
infimum.
Example 4.6. Finally, even when / successfuly generates + and + generates \,
the resulting structure need not be a weak generalized pre pseudo effect algebra.
Left / candidate is given by the table. The other tables contain computed
+ and \, respectively. Partial order is as follows 0 < a < b, c, where b and c are
incomparable.
9
/ 0 a b c
0 0 - - -
a a 0 - -
b b a 0 -
c c a - 0
+ 0 a b c
0 0 a b c
a a a - -
b b - - -
c c - - -
\ 0 a b c
0 0 - - -
a a 0 - -
b b a 0 -
c c a - 0
If it was weak generalized pre pseudo effect algebra, then since a⊕a = a, then
from is defined, according Proposition 4.2 (vii), a should equal to 0, which is a
contradiction. Another argument that it is not WGPPEA, (GPPEA3) axiom is
violated, namely a⊕ a = a ≤ a, but a \ a = 0 6≥ a.
Each effect and pseudo-effect algebra can be made into generalized (pseudo-
)effect algebra. The same holds for (weak) pre pseudo effect algebras.
The necessary and sufficient conditions for possibility do define operation /,
\ are summarized in the next theorem.
Theorem 4.7. Let (A; +, L,R, 0, 1) be a (weak) pre pseudo effect algebra with
the partial order ≤ defined by (WPPEA3). For any a, b ∈ A, a ≥ b let denote
the sets La,b := {k ∈ A : b + k ≤ a} and Ra,b := {k ∈ A : k + b ≤ a} and
let assume that such sets posess supremum denoted la,b, ra,b, respectively. Then
if we define a / b = la,b, a \ b = ra,b for a ≥ b and otherwise undefined, the
structure (A; +, /, \, 0) is a (weak) generalized pre pseudo effect algebra.
Proof. Since 0 ∈ La,b, Ra,b, for a ≥ b, the conserned sets are non-empty so the
assumption defined actual values for la,b and ra,b, a ≥ b.
We directly prove each of the axiom of generalized pre pseudo effect algebras.
(GPPEA1) According to Proposition 2.4 (ii) and (iii) we have {k ∈ A :
a + k ≤ a} = {k ∈ A : a + k = a} = {0}. Thus la,a = 0 for any a ∈ A. Using
Proposition 2.4 (ii) and (iv) we prove that ra,a = 0.
(GPPEA2) According to definition \ and / are defined only for pairs a ≥ b.
(GPPEA3) Let a \ b be defined and a \ b ≥ c. Then ra,b ≥ c. Since ra,b is
the element of Ra,b then ra,b + b is defined. Since c ≤ ra,b by Proposition 2.4
(viii) we have c+ b ≤ ra,b+ b ≤ a. Conversely, let c+ b be defined and a ≥ c+ b.
Then c ∈ Ra,b and a \ b = ra,b ≥ c.
We need to prove equality of the following two sets
Rra,b,c = {k : k + c ≤ ra,b},
Ra,c+b = {k : k + (c + b) ≤ a}.
Let t ∈ Rra,b,c. Then t + c ≤ ra,b. Since ra,b + b is defined (t + c) + b =
t + (c + b) ≤ ra,b + b ≤ a, thus t ∈ Ra,c+b.
Let now t ∈ Ra,b+c. Then t + (c + b) = (t + c) + b ≤ a. Thus t + c ∈ Ra,b
and t + c ≤ ra,b. This implies t ∈ Rra,b,c.
So we have proved that (a \ b) \ c = a \(c + b).
Axiom (GPPEA4) can be proved by similar reasoning using sets La,b.
Since (PEA) condition concerns only operation +, it is trivially preserved.
10
Necessity proof, let us assume that (W)PPEA can be made into (W)GPPEA.
Then preserved order and operation + allow us to compute according to The-
orem 4.3 the remaing / and \. The construction conctains precisely sets La,b
and Ra,b which are either empty or posses supremum. As it was shown it the
beginning of the proof, for a ≥ b, such sets are non-empty and thus they need
to posess supremum. For other pairs of a, b, the sets are empty.
It is interesting to note, that similarly as in the cases of effect and pseudo-
effect algebras operations / and \ are defined explicitely. Namely, for a ≥ b,
a / b = (aL + b)R and a \ b = (b + aR)L. Since the order, both expressions are
well defined. For other pairs of a, b the operations are undefined.
According to previous theorem, it is sufficient to prove that such elements
are for a ≥ b, suprema of La,b and Ra,b, respectively. Since for each k ∈ La,b
b + k ≤ a, then from (WPPEA3) aL + (b + k) is defined, which means that
(aL + b) + k = (aL + b)RL + k is defined and again from (WPPEA3) this means
that k ≤ (aL + b)R. Thus any element of La,b is less than or equal to (aL + b)R.
It suffice to show that the expression belongs to La,b. The reasoning is in
backward direction, b ≤ aL+b, i.e. b+(aL+b)R is defined, and from (WPPEA2)
(aL + b) + (aL + b)R = aL + (b + (aL + b)R) is defined, i.e. b + (aL + b)R ≤ a.
For Ra,b it is shown similarly.
Proposition 4.8. Let (A; +, \, /, 0) be a generalized pre pseudo effect algebra.
Let us consider disjunctive copy of A, denoted as A∗, and let us denote its
elements as a∗ for each corresponding a ∈ A. Let us define operation +p as
following: a +p b is defined, iff a + b is defined and a +p b = a + b, a, b ∈ A;
a +p b
∗ is defined, iff b ≥ a and a +p b∗ = (b \ a)∗; b∗ +p a is defined, iff b ≥ a
and b∗ +p a = (b / a)∗; a∗ +p b∗ is never defined. For each element a ∈ A,
let aR = aL = a∗ and for each element a∗ ∈ A∗ (a∗)R = (a∗)L = a. Then
(A ∪A∗; +p,R, L, 0, 0∗) is a weak pre pseudo effect algebra.
First it is necessary to verify that (A ∪ A∗; +p, 0) is partial monoid with
neutral element 0. Since a + 0 = 0 + a = a \ 0 = a / 0 = a it is easy to see that
0 is neutral element with respect to +p.
For checking associativity, we have 4 possible cases. If all elements are from
A it follows from partial associativity of +. a∗ ∈ A∗, b, c ∈ A it follows from
the fact that (c \ b) \ a = c \(a+ b). The case c∗ ∈ A∗, a, b ∈ A follows from the
fact that a /(b + c) = (a / b) / c. And finally the case a, c ∈ A, b∗ ∈ A∗ follows
from the fact that (b \ a) / c = (b / c) \ a.
a +p a
R = a +p a
∗ = (a \ a)∗ = 0∗ = (a / a)∗ = a∗ +p a = aL +p a.
Since b \ a is defined is equivalent to a +p bR is defined and b / a is defined
is equivalent to bL +p a is defined. The resulting relation is equal to ≤ from A
which is partial order.
Let us assume the 0∗ +p a or a +p 0∗ is defined then 0 ≥ a, i.e. a = 0.
Example 4.9. Let us consider a partially ordered set (A,≤). When we define
operation x / y = x \ y = 0, for y ≤ x and undefined otherwise and operation
x+ y is defined, if either x or y are equal to 0 and in that case the result is the
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other element. Then (A; +, /, \, 0) is a generalized pre pseudo effect algebra.
Since the operations / and \ coincide such algebras are also generalized pre
effect algebras.
Example 4.10. The smallest strict generalized weak pre pseudo effect algebra,
i.e. it is not weak pre pseudo effect algebra, is the following. Let us consider 4
element set {0, a, b, 1}. whose partial order is isomorphic to the order of two-
element Boolean algebra, i.e. 0 is a bottom element, 1 is a top element and a
and b are mutually incomparable. Let us consider operation + defined for pairs
(0, x), (x, 0) with the result of x and the only other pair which is summable is b+a
and it equals to 1. Corresponding left minus / and right minus \ are trivially
defined for pairs (x, 0), (x, x). Moreover, 1 / a = 0, 1 / b = a and 1 \ a = b,
1 / b = 0. It is not weak pre pseudo effect algebra since for the element a there
is no element x (a candidate for right orthosupplement) such that a + x = 1.
5 Congruences
Let us consider generalized pre pseudo effect algebras and ∼ be a relation of
equivalence on underlying set. For any element a ∈ A we denote [a]∼ the set of
all elements which are in relation ∼ with a, i.e. [a]∼ = {t ∈ A : t ∼ a}. If the
relation will be known, then we will shortly write [a] for the equivalence class
of a.
We will try to explain the rationale for a condition which need to be added
to get some kind of congruence relation.
Let fix the relation of equivalence and let us consider two classes [a] and [b].
Operations on sets [a] and [b] are as follows:
[a] + [b] = {m = a′ + b′; a′ ∈ [a], b′ ∈ [b]}, (1)
[a] / [b] = {m = a′ / b′; a′ ∈ [a], b′ ∈ [b]}, (2)
[a] \ [b] = {m = a′ \ b′; a′ ∈ [a], b′ ∈ [b]}, (3)
provided that the operations in question are defined.
We need to achieve to goals, first, that all elements from the particular set
belong to the one class of equivalence and for the second, that each element of
this class of equivalence is realized in this way.
To achieve the first goal, we can use the method from effect algebras, i.e. we
can define weak congruence conditions for operation +, / and \.
a1 ∼ a2, b1 ∼ b2, a1 op b1 and a2 op b2 are defined, then a1 op b1 ∼ a2 op b2,
where op stands for one of the +, /, \.
These conditions allows us to state that elements [a]op[b] are from one equiv-
alence class (if it is non-empty set), but it is not implied that whole equivalence
class [a] op [b] is realized in this way. In general, it is just a subset.
Let us consider the following conditions: [a] op [b] is defined (the set is non-
empty) and it is a subset of some class of [t], where t ∼ a′ op b′, for some
a′ ∼ a and b′ ∼ b. Let t′ ∈ [t], then there are a′′ ∈ [a] and b′′ ∈ [b] such that
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t′ = a′′ op b′′. These conditions lead to the desired fact, that if [a] op [b] is a
non-empty set, then if the op is defined as above it is the whole equivalence
class.
To summarize this:
Definition 5.1. Let (A; +, /, \, 0) be a (weak) generalized pre pseudo effect
algebra. Let ∼ be a relation of equivalence on A. Then we say that it is a weak
congruence, if the following conditions are satisfied (where op is subsequently
one of the binary operations +, /, \):
• a1 ∼ a2, b1 ∼ b2 and ∃ a1 op b1 and ∃ a2 op b2, then a1 op b1 ∼ a2 op b2.
We say that ∼ is a congruence, if it is a weak congruence and
• if [a] op [b] ⊆ [t] is non-empty set, then for each t′ ∈ [t] there are a′ ∈ [a]
and b′ ∈ [b] such that t′ = a′ op b′,
• if [a] op [b] is defined, then for any a′ ∈ [a] there is b′ ∈ [b] such that a′ op b′
is defined,
• if [a] op [b] is defined, then for any b′ ∈ [b] there is a′ ∈ [a] such that a′ op b′
is defined,
where again op is one of the binary operations.
In the light of the previous reasoning we say that [a] op [b] is defined, iff
the underlying set defined by equations (1)-(3) is non-empty. If we consider a
congruence relation ∼, then we can simply form a factor algebra A/ ∼= {[a]; a ∈
A}. Then we can try to prove that (A/ ∼; +, /, \, [0]) is again (weak) generalized
pre effect algebra.
Let us try to prove some preliminary results:
Let [a] + [b] = [0], then [a] = [b] = [0].
Indeed, for any c ∈ [0] there are a′ ∈ [a] and b′ ∈ [b] such that c = a′ + b′.
Since 0 ∈ [0], there are a′′ ∈ [a], b′′ ∈ [b] such that a′′+b′′ = 0. From Proposition
it follows that a′′ = b′′ = 0 and 0 ∈ [a], [b]. Thus [a] = [b] = [0].
Let [a] /[b] and [b] /[a] be defined. Then [a] /[b] = [0]:
Let us denote [c] := [a] /[b] and [d] := [b] /[a]. For a ∈ [a] there is b′ ∈ [b]
such thant a / b′ is defined and a / b′ ∼ c. Similarly, for a ∈ [a] there is b′′ ∈ [b]
such that b′′ / a is defined and b′′ / a ∼ d. This means that b′′ ≥ a ≥ b′. From
Proposition we have that b′′ / b′ ≥ (a / b′) + (b′′ / a). Since b′′, b ∈ [b] b′′ / b′ ∼ 0
and b′′ / b′ ≥ c′+d′ for some c′ ∈ [c] and d′ ∈ [d]. We see that [c]+ [d] is defined.
For any t ∈ [0] there are e ∈ [c] and f ∈ [d] such that t ≥ e + f . For t = 0 we
have e′ ∈ [c] and f ′ ∈ [d] such that 0 ≥ e′ + f ′ which means that e′ + f ′ = 0
and thus e′ = f ′ = 0. Thus [c] = [d] = [0].
Unsorted thoughts:
The attempt to prove that factor algebra is again gwprepea failed. It was
not possible to proved that if [a] /[b] and [b] /[a] are defined, then [a] = [b]. That
is, the antisymmetry in the definition of partial order.
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Since x / y = 0, or (x \ y = 0) does not imply that x and y equal, we have
just implication: if [x] = [y], then [x] /[y] = [0], or [x] \[y] = [0]. Taking into
consideration the trivial congruence (x = x), we have that in general [x] /[y] =
[0] (or [x] \[y] = [0]) does not imply [x] = [y], i.e. x ∼ y.
From the models generated, operation + does not uniquely imply the remain-
ing structure. As in example above, the trivial operation + containing trivial
sums with 0 (at least one of the summand is 0) can be defined for arbitrary
order.
On the other hand, at least for models generated (up to 7 elements and par-
tially for 8), once the / (or \) is fixed there is the unique structure of gwprepea
having this operation. It seems that fixing one of the minus operations implies
the remaing two operations. Unfortunately, for now, I was unable to prove it
from axioms. Other catch might be that this only holds for finite structures, or
the counterexample need to be of much larger cardinality.
If a + b = a + c and b ≥ c, then b / c = 0.
If b + a = c + a and b ≥ c, then b \ c = 0.
6 Modifications of Riesz decomposition prop-
erty (RDP) and Riesz interpolation property
(RIP)
Let us recall definitions of Riesz decomposition and interpolation properties.
Definition 6.1. Let for any a1, a2, b1, b2 ∈ A holding a1 + a2 = b1 + b2, there
are elements c11, c12, c21, c22 ∈ A such that the sums in rows and columns equal
to respective elements:
b1 b2
a1 c11 c12
a2 c21 c22
That is a1 = c11 + c12, a2 = c21 + c22, b1 = c11 + c21 and b2 = c12 + c22. Then
A satisfies the so called Riesz decomposition property, (RDP) for short.
Definition 6.2. If for any a, b1, b2 ∈ A such that a ≤ b1+b2, there are elements
a1, a2 ∈ A satisfying a1 ≤ b1, a2 ≤ b2 and a = a1 + a2. Then A satisfies Riesz
interpolation property, (RIP) for short.
Let us consider the following examples demonstrating, that (RDP) does not
imply (RIP). The second example has linear order.
Example 6.3.
+ 0 1 2 3
0 0 1 2 3
1 1 . . .
2 2 . 3 .
3 3 . . .
/ = \ 0 1 2 3
0 0 . . .
1 1 0 . .
2 2 . 0 .
3 3 0 2 0
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Example 6.4.
+ 0 1 2 3
0 0 1 2 3
1 1 3 . .
2 2 . . .
3 3 . . .
/ = \ 0 1 2 3
0 0 . . .
1 1 0 . .
2 2 0 0 .
3 3 1 0 0
In both cases there are no nontrivial decompositions for a1+a2 = b1+b2. In-
deed, there is either at least one of the elements equal to 0, or the decomposition
lead to the case a1 = b1, a2 = b2. To see that RIP property fails it is sufficient
to consider 1 ≤ 2 + 2 = 3, but there are no elements satisfing 1 = a1 + a2. (In
the second case 2 ≤ 1 + 1 = 3.)
On the other hand, there is also the example of RIP, which does not satisfy
RDP:
+ 0 1 2 3 4
0 0 1 2 3 4
1 3 4 . . .
2 4 4 . . .
3 . . . . .
4 . . . . .
/ = \ 0 1 2 3 4
0 0 . . . .
1 1 0 . . .
2 2 0 0 . .
3 3 1 . 0 .
4 4 2 2 0 0
Indeed, for 1 + 2 = 2 + 1 there is no RDP decomposition. To see that RIP
is satisfied, it is sufficient to check it for the case 3 ≤ 2 + 2 = 4. Since 1 ≤ 2,
the desired RIP decomposition is 3 = 1 + 1. The other cases are trivial. (For
the completeness, we will list the trivial cases. 1) One of the bi is equal to 0; 2)
a is less than or equal to one of the bi; 3) a is equal to b1 + b2.)
Since + no longer defines partial order on A the (RDP) and (RIP) properties
no longer depend only on partial order. Indeed, there are generalized weak pre
pseudo effect algebras, having the same order, but one satisfies the (RDP) (or
(RIP)), and the other does not.
It may be interesting to try to investigate alternative definition of (RDP)
(or (RIP)) properties. The main idea is to replace equality of two elements with
the property that their difference (left or right) is equal to 0. If a = b, then
certainly a / b = 0 (and a \ b = 0), but from a / b = 0, or a \ b = 0 in general
does not follow a = b.
Left modified RIP, (LmodRIP): (a / a1) / a2 = 0 = a /(a1 + a2)
Right modified RIP, (RmodRIP): (a \ a2) \ a1 = 0 = a \(a1 + a2)
Left-Right modified RIP, (LRmodRIP) (a / a1) \ a2 = 0.
According to Proposition 3.2 (xiv), the concept of Right-Left modified RIP,
i.e. (a \ a2) / a1 = 0 coincides with Left-Right modified RIP.
The following examples present the LmodRIP which is neither RmodRIP
nor LRmodRIP. The ”transposed” example, Example 6.6, presents RmodRIP
which is not LmodRIP or LRmodRIP.
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Example 6.5.
+ 0 1 2 3 4 5 6
0 0 1 2 3 4 5 6
1 1 . 5 6 6 . .
2 2 . 4 4 . . .
3 3 . . . . . .
4 4 . . . . . .
5 5 . 6 6 . . .
6 6 . . . . . .
/ 0 1 2 3 4 5 6
0 0 . . . . . .
1 1 0 . . . . .
2 2 . 0 . . . .
3 3 . 0 0 . . .
4 4 . 3 0 0 . .
5 5 2 0 . . 0 .
6 6 4 3 0 0 3 0
0
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3
4 5
6
\ 0 1 2 3 4 5 6
0 0 . . . . . .
1 1 0 . . . . .
2 2 . 0 . . . .
3 3 . 0 0 . . .
4 4 . 2 2 0 . .
5 5 0 1 . . 0 .
6 6 0 5 5 1 0 0
Indeed, 6 ≤ 6 = 1 + 3, but for any s ≤ 1, t ≤ 3, (6 / s) \ t 6= 0, thus
LRmodRIP fails.
Also RmodRIP fails, 4 ≤ 1 + 3 = 6, but there is no t ≤ 1, s ≤ 3, such that
t + s = 4 =: e (the only element such that 4 \ e = 0).
Example 6.6.
+ 0 1 2 3 4 5 6
0 0 1 2 3 4 5 6
1 1 . . . . . .
2 2 5 4 . . 6 .
3 3 6 4 . . 6 .
4 4 6 . . . . .
5 5 . . . . . .
6 6 . . . . . .
/ 0 1 2 3 4 5 6
0 0 . . . . . .
1 1 0 . . . . .
2 2 . 0 . . . .
3 3 . 0 0 . . .
4 4 . 2 2 0 . .
5 5 0 1 . . 0 .
6 6 0 5 5 1 0 0
\ 0 1 2 3 4 5 6
0 0 . . . . . .
1 1 0 . . . . .
2 2 . 0 . . . .
3 3 . 0 0 . . .
4 4 . 3 0 0 . .
5 5 2 0 . . 0 .
6 6 4 3 0 0 3 0
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Mirror arguments of the previous example. Since in Example 6.6 are opera-
tions / and \ exchanged.
Indeed, 6 ≤ 6 = 3 + 1, but for any s ≤ 3, t ≤ 1, (6 / s) \ t 6= 0, thus
LRmodRIP fails.
Also LmodRIP fails, 4 ≤ 3 + 1 = 6, but there is no t ≤ 3, s ≤ 1, such that
t + s = 4 =: e (the only element such that 4 / e = 0).
Situation for RDP is little bit more complicated. Basically, we have 5 equal-
ities to satisfy and each equality can be modified as in the case of modified RIP
to 3 kinds. Thus counting unmodified + 3 other cases we have 45 − 1 = 1023
possibilities to modify RDP property (1 case leads exactly to RDP).
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