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A well-known theorem of Hahn implies that the graphs not containing a TK,, 
where a is any regular uncountable cardinal, can be decomposed into induced sub- 
graphs of order <a which are arranged in a tree-like fashion. We formalize this 
observation by introducing the new concept of a generalized tree-decomposition, 
which is shown to extend in a natural way the familiar tree-decompositions of finite 
graphs. We then prove that the TK,-free graphs can be characterized purely in 
terms of these decompositions: a graph is TK,-free if and only if it admits a 
generalized tree-decomposition into subgraphs of order <a such that every branch 
of the corresponding decomposition tree has length <a. 0 1992 Academic Press, Inc. 
1. INTR~OUOTI~N 
A number of important results in infinite graph theory are based on the 
following decomposition theorem of Halin [6]: 
THEOREM 1.1. Any graph not containing a subdivided complete graph of 
regular uncountable order a can be extended, by adding edges, to a graph 
which admits a simplical decomposition into factors of order <a. 
A simplical decomposition of a graph G is a family of induced subgraphs, 
making up the whole of G, which are related to one another by a number 
of simple conditions. These conditions ensure, among other things, that the 
subgraphs constituting the decomposition are arranged in a tree-like 
fashion; in particular, if G is finite then their vertex sets define a tree- 
decomposition of G in the sense of Robertson and Seymour [9]. 
Conversely, the tree-decomposition induced by a finite simplical decom- 
position extracts that part of its information which concerns the inter- 
section pattern of its factors; for example, the deletion of edges (which does 
not alter this pattern) leaves a tree-decomposition intact, while it may 
destroy some of the other properties of the original simplical decomposi- 
tion. In all cases where the tree-like intersection pattern of the factors in a 
finite decomposition is all that matters, it is therefore convenient to work 
222 
OCYX-8956/92 $3.00 
Copyright 0 1992 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
THE STRUCTURE OF TK,-FREE GRAPHS 223 
with the more general tree-decompositions rather than with simplical 
decompositions. 
If G is infinite, on the other hand, one may no longer be able to associate 
a (graph theoretical) tree with a simplical decomposition of G. However, 
the factors in a simplical decomposition F always give rise to a (more 
general) order theoretical tree T, (Halin [7]). Basically, such a generalized 
decomposition tree is a rooted tree in which the branches are allowed to 
contain limit points in the “outward” direction. As in the finite case, it 
would be convenient to have a concept which captures this “tree’‘-shape of 
an infinite simplical decomposition, without actually imposing such a 
decomposition along with its other, less relevant, conditions. 
In this paper we introduce the concept of generalized tree-decomposition 
to serve this purpose. These decompositions generalize finite tree-decom- 
positions in a natural way, and like those they remain unaffected by any 
deletion of edges from the decomposed graph. Halin’s theorem, then, trans- 
lates to the following: for any regular uncountable ordinal a, each TK,-free 
graph (that is, each graph not containing any subdivided complete graph 
of order a as a subgraph) admits a generalized tree-decomposition into 
factors of order <a. 
The main result of this paper is that this theorem can be strengthened in 
a natural way that gives it a direct converse, and thus turns it into a 
characterization of the TK,-free graphs purely in terms of their generalized 
tree-decompositions: 
THEOREM 1.2. If G is a graph and a > N, is a regular cardinal, then the 
following assertions are equivalent: 
0) G + TK,; 
(ii) G has no complete minor of order a; 
(iii) G admits a generalized tree-decomposition F such that every 
factor in F and every chain in TF has order <a. 
(The additional equivalence between (i) and (ii) is due to Jung [8].) 
Robertson, Seymour, and Thomas [ 1 l] have recently extended an 
appropriate weakening of Theorem 1.2 to singular a and to the case of 
a=&, thereby completing the classification of TK,-free graphs by their 
tree structures (for infinite a). Their proof, which also reobtains a version 
of Theorem 1.2 independently, does not explicitly build on Halin’s theorem 
but is otherwise similar to ours. For an impressive overview of this and 
other results on infinite excluded minors or subdivisions see Robertson, 
Seymour, and Thomas [lo]. 
The paper is organized as follows. Section 3, which follows a brief 
section on notation, introduces the concepts of simplical and generalized 
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tree-decompositions. The latter are studied to some degree; mainly to 
prepare the ground for the proof of Theorem 1.2, but also to exhibit some 
of the properties of generalized tree-decompositions that make them such 
an interesting tool for structural characterization. 
Section 4 sketches a proof of Theorem 1.1, which is in fact a 
strengthened version of Halin’s original result. (The original version looks 
exactly the same, but is based on a slightly weaker concept of simplicial 
decomposition.) 
Section 5 contains the proof of Theorem 1.2. 
2. BASIC CONCEPTS AND NOTATION 
Let G be a graph. For subgraphs A, B c G we call a path P c G an. A-B 
path if its endvertices are in A and B, respectively, and its interior P lies in 
G\(A u B). We write G[A -+ B] for the subgraph of G induced by all ver- 
tices of G that can be reached from A without passing through B. More 
precisely, G[A + B] is the subgraph of G induced by all vertices o E G for 
which G contains a path x1 . . . x, satisfying x1 E A, x, = u, and xi $ B for 
i#n. When the underlying graph G is fixed, we shall usually abbreviate 
G[A -+ B] n B to B[A]. Thus, if A and B are disjoint, then B[A] is the 
subgraph of B induced by all terminal vertices of A-B paths in G. If 
B = G, on the other hand, the above definition of B[A] coincides with the 
conventional meaning of G[A 1, denoting the subgraph of G induced by the 
vertices of A. 
Two paths are independent if their interiors are disjoint. The Menger 
number pLG(x, y) of two vertices x, y E G is the maximum of all cardinals a 
for which there exists a set 9(x, y) of pairwise independent x-y paths in G 
with [9(x, y)l = a. (It is not difficult to see that this maximum exists.) 
A subgraph H c G is convex in G if H contains every induced path in G 
whose endvertices are in H. There are a number of interesting and useful 
equivalents of convexity, all easily proved: 
PROPOSITION 2.1. For H c G, the following statements are equivalent: 
(i) H is convex in G; 
(ii) the endvertices of every H-H path in G are adjacent in H; 
(iii) H is an induced subgraph of G and, for every vertex x E G \H, the 
subgraph H[x] = G[x + H] n H is complete; 
(iv) if A, B, XC V(H), then X separates A from B in H if and only if 
X separates A from B in G. 1 
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The following simple technical lemma provides a useful means for joining 
two convex subgraphs into one. 
LEMMA 2.2. Let G1, G2 c G be graphs, and suppose that S = G, n Gz 
separates G, from G, in G. 
(i) If G, and G, are convex in G, then so is G, uGZ. 
(ii) Zf S is a simplex and Gi is convex in G[G, + S], i= 1, 2, then 
G, u G, is convex in G. 
Proof: (i) This is obvious from the definition of convexity. 
(ii) As S is a simplex, G[G,+ S] is convex in G. Since Gi is convex 
in G[G, + S] by assumption, this implies that Gi is also convex in G. 
APPLY (0 I 
3. SIMPLICAL DECOMPOSITIONS AND TREE-DECOMPOSITIONS 
Let G be a graph, cr > 0 an ordinal, and for each 1 < CJ let B, be 
an induced subgraph of G. The family F = (B,), < ~ is called a simplical 
decomposition of G if the following three conditions hold: 
WI G= UA<JI; 
(S2) every G IP n B, =: S, is a (possibly empty) complete graph, 
where G] /i := U,<,B, (O<CL<~J); 
(S3) no S, contains B, or any other B, (O<II<p <a). 
F is called a simplical tree-decomposition if, in addition to (Sl t(S3), 
(S4) each S, is contained in B, for some 1 <p (p < 6). 
If F satisfies (Sl ) and (S4) (but not necessarily (S2) or (S3)), F is called a 
tree-decomposition of G. The factors in such a tree-decomposition may be 
regarded as the vertices of a tree TF (the decomposition tree of F), defined 
inductively by joining each “vertex” B, to a “predecessor” B, as provided 
by (S4) (with J. minimal). 
For finite graphs this definition of a tree-decomposition is equivalent to 
the one recently introduced by Robertson and Seymour [9] (although 
more specific in that if fixed an enumeration of the tree’s vertices), and it 
is general enough to include all finite simplicial decompositions as well: if 
r~ is finite, then (S4) follows automatically from (S2) (see [2]). In the 
infinite case, however, a simplicial decomposition is not necessarily also a 
tree-decomposition: an infinite complete subgraph, used as S, for a factor 
B,, may be contained in the union of earlier factors without lying in any 
one of them. 
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In order to be able to describe the structure of a graph as imposed by 
a general simplicial decomposition, we therefore introduce the following 
concept: call the family F= (B,),,, a generalized tree-decomposition of G 
if it satisfies (Sl ) and 
(W x~GI,\S,, y+,\S, a ii1 < 0: x, y E B; (for every p < a). 
As is easily seen, (S5) is a weakening of condition (S2) as well as one of 
(S4). Thus every simplicial decomposition, as well as every tree-decomposi- 
tion, is also a generalized tree-decomposition. We remark that in all these 
decompositions the graphs G 1~ = U d < ~ B, are induced subgraphs of G. 
If F= @A),<, is a generalized tree-decomposition of G, and if XE V(G) 
and H c G, we denote by n(x) the minimal 1 for which x E B,, and set 
A(H) := (4 x )I x E V(H)). Thus, the vertices x with n(x) = ,u are precisely 
those in B,\SI,. F will be called coherent if, for each p < 0, B,\S, is 
connected and every vertex of S, has a neighbour in B,\S,. 
As is customary in the field of simplicial decompositions, we shall usually 
refer to a complete graph as a simplex, and call the graphs S, in (S2) the 
simplices of attachment in F. 
H c G is called attached to H’ c G \H if every vertex of H is adjacent to 
a vertex in H’. Thus, if F is coherent, then each S, is attached to B,\S,. 
More generally we shall say that H is attached (in G) if H is attached to 
some component of G\H; otherwise H is unattached (in G). One of the 
basic properties of factors in simplicial decompositions is that they are 
unattached subgraphs Cl]. 
Let us call a partially ordered set T an order-theoretical forest if all its 
subsets of the form {t’ 1 t’ < t}, t E T, are chains; if, moreover, for every t,, 
t2 E T there exists a t E T with t 6 t,, t,, then T will be called an order- 
theoreticaz tree. Note that every rooted (graph-theoretical) tree T is such an 
order-theoretical tree with respect to the following natural partial order on 
its vertices: if r is the root of T and x, y E V(T), set x < y if x is on the 
unique r-y path in T. 
The order-theoretical forests of interest to us will be well-founded, which 
means that all their non-empty subsets have minimal elements. Observe 
that 
PROPOSITION 3.1. A non-empty well-founded order-theoreticalforest is an 
order-theoretical tree if and only if it has a unique minimal element. 1 
With every generalized tree-decomposition F = ( Bi)n < ~ we can associate 
an order-theoretical tree TF, its (generalized) decomposition tree. Indeed, let 
TF:= {B,Iko} 
and define a partial ordering d on T, recursively as follows. Let p < e be 
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given, and suppose that Q has been defined for all pairs (B,, B,.) with 
i, 1’ < p. For each 1 <p, set 
B, < B, if B, d BIG,) for some s E S,; 
otherwise let B, and B, be incomparable. Notice that this definition is such 
that B, < B,. implies 2 <A’, so < is antisymmetric; the transivity of < is 
clear by induction on CL. 
PROPOSITION 3.2. IfF= (B,),,, is a generalized tree-decomposition of a 
graph G, then TF is a well-founded order-theoretical tree. 
Proof: As B, < B,. implies ;1< I’ and the set {II 12 -K o} is well-ordered, 
TF is clearly well-founded. As further B, < BA for every A< CJ (induction on 
A), all we have to show is that T, is an order-theoretical forest: that B, and 
B,, are comparable whenever p < CJ and B,, B,, < B,. 
Let us apply induction on p. By definition of <, there exist s, s’ E S, such 
that B, 6 B,(,, and B,, < B1(,,); we shall assume that I(s) < n(s’). We prove 
that B, < B,,,,,; the assertion then follows by the induction hypothesis 
applied to I(s’). The validity of B, < B,(,, is trivial if J(s) = ,I(s’), so 
let us assume that 2(s) < Il(s’). Then SE Gl,(,,,, and therefore SE Si+,) 
(by WI, s’ E B,w,\S,(,,, and s, s’ E B,). Hence B, < BAG,) < BA(,*) by 
definition of <. 1 
One of the distinguishing features of an ordinary tree-decomposition F is 
the fact that the intersection of any two factors B, B” E F is contained in 
every factor B’ that lies on the B-B” path in the decomposition tree. ‘In the 
context of generalized tree-decompositions this continues to hold if the 
“path” between B and B” is a chain, that is, if B and B” are comparable:’ 
if B, B’, B” E TF are such that B < B’ < B”, then B” n Bc B’. 
Let us prove this fact in the following slightly stronger version: 
PROPOSITION 3.3. Let F = (B,), < (r be a generalized tree-decomposition of 
G, and let B,, B,, B, E TF be such that A < p and B, d B,. Then 
B,nB,cB,. 
Proof: Suppose the assertion fails, and let B,, B,, B, form a counter- 
example such that v is minimal. Clearly I <p and B, < B,. Since B, is an 
induced subgraph of G, our assumption of B, n B, qk B, means that 
V(B,) n V(B,)\ V(B,) # @. By definition of TF, there exists a vertex s E S, 
’ I f  B and B" are incomparable, a suitable translation of the finite condition might be that 
whenever XE Bn B” and T is a subtree of TF containing B and B” (a subtree is defined 
below), then XCB’ for some (and hence for every sulliciently great) B)E T. However, we do 
not need this generalization in the present context. 
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for which B, < B,(,,. From A(s) < v and the minimality of v we have 
BAC,) n B, c B,. Therefore 
& n&\&, = (4 n Bd\(B,,,, n Bd = B, n BA\B, Z 0. 
COROLLARY 3.4. ZfF= (B,),,, is a generalized tree-decomposition of G, 
and if Bn, B, E TF are such that B, -C B,, then 
s,+ (BIB,GB<B,). 
Proof By Propositions 3.2 and 3.3 it suffices to show that 
S,su {BlB<B,). 
Since, for each s E S,, we have B,(,, < B, by definition of TF, clearly 
V(S,) c U {V(B) 1 B < Bp}. Now let XS’ be an edge of S,, with A(s) < A($‘) 
say. Then s E BnCs,) by (S5), and hence ss’ E E(B,(,,,) because B,(,,, is an 
induced subgraph of G. 1 
Whenever T and T’ are order-theoretical trees and T’ is an induced sub- 
poset of T, let us call T’ an (order-theoretical) subtree of T if the following 
holds for any t, t’, t” E T: 
t, t” E T’, t < t’ < t” * t’ E T’. 
Equipped with the concept of a generalized decomposition tree we can 
easily express a fact which accounts for much of the usefulness of simplicial 
and related decompositions: 
THEOREM 3.5. Let F=(Bn)l,, be a decomposition of G satisfying (Si) 
and (S2), and let T be an order-theoretical subtree of T,. Then 
G(T) := u T 
is a convex subgraph of G. In particular, every B, and every G 1 p is convex 
in G. 
ProoJ The convexity of every B, and G 1/1 is known; see, e.g., [ 1, 
Proposition 1.1 I.* For general T we apply induction on 
* That proposition is expressed for simplicial decompositions, i.e. formally assumes (S3) as 
well as (Sl) and (S2). However, (S3) is not used in its proof. 
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If z = 0, then either T = 0 or G(T) = B,; in both cases we are done. Let 
now z > 0, and assume that the assertion holds for smaller values of T. For 
each p < r consider 
T,, := {B,ETIAQ}. 
As is easily checked, every T, is a subtree of T, and for /.L < r the graphs 
G(T,) are convex in G by the induction hypothesis. Since these graphs are 
nested by inclusion, their union 
H:= u G(T,,)=U {B,~T\;1#zj 
*<r 
is again convex in G. Now if B, 4 T, then H = G(T) and we are done. But 
otherwise G(T) = H u B,, so the convexity of G(T) will follow from that of 
H and B, as soon as we have shown that H n B, separates H from B, in 
G (Lemma 2.2(i)). 
Assuming that H # 0 (as otherwise G(T) = B,), pick B, from some 
T,, p -=z t. Since T is an order-theoretical tree, there exists B, E T with 
B2dB,, B,. Then 16pdp<t, so B,#B,and hence B,<B,. By the sub- 
tree condition the graphs BE TF with B, < B < B, are all in T. Therefore 
HxU {BETJB~<B<B,}xS, 
by Corollary 3.4, and hence S, = H n B, (as H c G 1.). Since S, separates 
Gl,I H from B, in Gl,+l and hence in G (by Proposition 2.l(iv) and the 
already established convexity of G 1~ + 1 in G), this completes the proof. 1 
One of the most basic properties of a tree is that any two vertices can 
be separated by removing a single edge or vertex of the path between them. 
If F is a tree-decomposition of a graph G, this separation property of the 
tree T, carries over to G: if B, B’, B” are factors in F such that B’ separates 
B from B” in T,+ then V(B’) separates the vertices of B from those of B” 
in G. 
This observation can be extended to generalized tree-decompositions in 
various ways. One of them-by no means the most general but all we shall 
need for the proof of Theorem 1.2-is the following. 
LEMMA 3.6. Let F=(BA)A,, be a generalized tree-decomposition of G, 
and let x, y E V(G) be such that x E G (,,\S, and y E B,\S, for some p < cr. 
Then S, separates x from y in G. 
Proof Let G’ be obtained from G by making all the S,‘s complete; i.e., 
let G’ := (V(G), E’) where 
E’ :=E(G)u {ss’)3A<o:s, S’E V(S,)}. 
582b/54/2-5 
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For each 1~ e put Bi := G’[B,] and Si := G’[S,]. As G’= U,,,Bj, and 
every S; is a simplex, the family F’ := (B’J,,, will satisfy (Sl) and (S2), 
provided that our definition for S:, is compatible with the one assumed in 
(S2), i.e., provided that S; = Bj n G’ 1). for every 2 < (T. In order to show 
this, notice first that clearly 
V(S;)= V(S,)= V(B,nGI,)= V(BinG’/,). 
Now let ss’ E E( S’,) be given. Then ss’ E E(B;) by definition of B“. To show 
that ss’ is also in E(G’ 1 J, assume that n(s) d 1(s)) ( -CA). Then s’ E B,,,,,\ 
S ICs,j, so, as s, s’ E BA and F satisifes (S5), s cannot be in Gj,C,,,\SIC,j,. 
Hence s, as well as s’, is in B,+,,. Since B;,,,, is induced in G’, this means 
that ss’ E E(B;,,.,) c E( G’ I J. F’ therefore satisfies (Sl ) and (S2) as claimed. 
To complete the proof, let now x and y be given as stated. V(S,) clearly 
separates x and y in G’ I ~ + 1. Since G’ Ip + I is convex in G’ by Theorem 3.5, 
this implies by Proposition 2.1 that V(S,) still separates x and y in G’. 
Therefore S, separates x and y in G. [ 
We conclude this section on the basic properties of generalized tree- 
decompositions with the observation that the “branches” in a decomposi- 
tion tree cannot be much longer than they are wide: 
PROPOSITION 3.7. Let a be a regular cardinal, with initial ordinal a, and 
let F be such that lB,l < a for all ,u < 0. Then the following holds: 
(i) the order type of any chain in TF is at most a; 
(ii) IJ {BETFIB<BP}(cG)hasorder <a,foreueryp<o. 
Proof. (i) Suppoq- the contrary, and let p < cr be minimal such that 
V := {BE T,l B< B,} 
has order a. Then I%?\ (B, } I = a, and 
by definition of T,. Thus %\{ B,} is a union of c a sets of order <a (by 
the choice of p), which contradicts the regularity of a. 
(ii) This is immediate from (i) and the regularity of a. 1 
4. DECOMPOSITIONS INTO SMALL FACTORS 
In this section we sketch a proof Theorem 1.1. Those parts of the 
theorem which go beyond Halin’s original results are proved in full 
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(Lemma 4.2 and Theorem 4.3), while the rest is outlined so as to convey 
the main ideas. For a more thorough treatment of this material see [2, 
Chap. 51. 
In order to understand the conception of the proof of Theorem 1.1, one 
has to take into account that it was not originally intended to solve the 
problem of describing the structure of T&-free graphs. The problem it 
was intended to solve-and which it did solve except for the case of 
a = &-was to decide which graphs have a simplicial decomposition into 
factors smaller than a given infinite cardinal a. The T&-free graphs, as we 
shall see, were merely incidental to interpreting the solution (Theorem 4.3). 
Suppose we are trying to construct a simplicial decomposition F of some 
graph G, so that every factor in F has order less than some given cardinal 
a. The main difficulty we face in keeping the factors small is that they have 
to be convex subgraphs of G; cf. Theorem 3.5. 
Now suppose we have a subgraph D c G which is a candidate for being 
a factor in our decomposition, but which is not convex. By Proposi- 
tion 2.l(ii), this means that D has non-adjacent vertices x,y which are the 
endvertices of some D-D path in G. An obvious way of trying to make D 
convex therefore is to incorporate, for every such pair x,y, some maximal 
set p(x,y) of independent D-D paths x . . . y into D, and then to iterate this 
procedure as long as necessary. 
And indeed, it is not difficult to show that the supergraph H of D 
obtained in this way must be convex. Moreover, H will have order <a 
provided that we never add a or more paths at a time, and that a is large 
enough to allow for a countable number of iterations. (To see that coun- 
tably many extensions are enough, notice that the endvertices x,y of any 
H-H path PC G will be present after finitely many steps, so P should have 
been added in the next step unless x and y were adjacent.) More precisely, 
H will have order <a provided that pJx,y)<u for any non-adjacent 
vertices x,y for which paths have to be added, and that a is uncountable: 
LEMMA 4.1. [S] Let G be a graph, a > N, a regular cardinal, and 
suppose that ,uo(x, y) < a for any two non-adjacent vertices x, y of G. Then, 
for every D c G with IDJ < a, there exists a convex subgraph H of G such 
thutDcHundIHI<u. 
Lemma 4.1 will be our principal tool in constructing, factor by factor, a 
simplicial decomposition into factors of order <a. Yet simplicial factors are 
not only convex but also unattached (see Section 3). The convex graphs H 
provided by Lemma 4.1, however, may well be attached in G: consider, for 
example, the case where G is a simplex of order a and D = H is a proper 
subsimplex of G. 
In order to sharpen Lemma 4.1 in such a way that it guarantees the 
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existence of small convex and unattached supergraphs, we have to ban 
large complete subgraphs: 
LEMMA 4.2 Let G be a graph, a > NO a regular cardinal, and suppose that 
,uo(x, y) < a for any two non-adjacent vertices x, y of G. Suppose further that 
G has no complete subgraph of order a. Then, for every D c G with ID/ -C a, 
there exists a convex and unattached subgraph H of G such that D c H and 
IHI <a. 
Proof By Lemma 4.1, G has a convex subgraph H’ of order <a that 
contains D. Suppose H’ is attached in G. Then H’ is a simplex, by Proposi- 
tion 2.l(iii). Let D’ c G be a maximal simplex containing H’; note that 
ID’1 -C a by assymption. If D’ = G, then H := D’ is as desired. Otherwise 
pick v E V(G)\ V(D’), and let H be a convex subgraph of G such that 
D’ u {v} c H and 1 HI < a (again by Lemma 4.1). H is unattached in G, 
because otherwise H would be a simplex contradicting the maximality 
of D’. 1 
Using Lemma 4.2, let us now prove Halin’s basic existence theorem for 
simplicial decompositions into small factors [S].’ 
THEOREM 4.3. Let G be a graph and a a regular cardinal, such that 
IGI >a> K,,. Suppose that G ~5 K,, and that uo(x,y)<a for any two non- 
adjacent vertices x, y of G. Let o be the initial ordinal of IGI. Then G admits 
a coherent simplicial decomposition F= (B,),, (r with I B,J < a for all il < o. 
Proof: Let I’(G) be well-ordered as (vp),, < (I. We define the factors BA 
of F recursively for 1~ (r, so that the following two conditions are satisfied 
for each 1: 
(i) B, is unattached in G, and j BAl < a; 
(ii) lJA, <).B,. is convex in G. 
Let p be given, 0 <CL < 0, and suppose that for every i <p we have defined 
B, so as to satisfy (i) and (ii). We shall define B, in such a way that (i) 
and (ii) hold for Iz = p. 
We first show that GI, := Uj.<~,B~ is convex in G. If p = 0, this is trivial 
as GIN = 0. If /A is a successor ordinal, then G Ip is convex by assump- 
tion (ii). Finally, if /J is a limit ordinal, then G I ~ is the nested union of the 
graphs U i.z G 1 BA, with A< pu; since these graphs are convex by (ii), G ) Ir is 
also convex. 
3 Halin’s original version of this theorem was for decompositions satisfying (Sl) and (S2), 
but not necessarily (S3). 
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Since /G[,[ <a< IGI by (i) and the regularity of a, we have G\Gl,#@. 
Let p(p) :=min{pIv,$GI,}, and put 
G, := GCu,c,, + G I ,A 
C, := G,\Gl,, 
S, :=G,nGl,. 
Then S, = G Ip[v,(,)], so S, is a simplex (Proposition 2.l(iii)) and hence of 
order <a. 
Applying Lemma 4.2 to the graph G,, we choose as B, a convex and 
unattached subgraph of G, such that S, u (v,(,) > c B, and 1 B,l < a. Then 
(i) holds for II = p. Furthermore, S, = G I ~ n B,, as required by (S2). By 
Lemma 2.2(ii), G I ~ u B, is convex in G, establishing (ii) for 1= ,u. Finally, 
as S, is attached, it cannot contain any factor B, for ,? < p, since these are 
unattached by assumption (i). Therefore our choice of B, satisfies (S3). 
It remains to show that U I<OBA=G (condition (Sl)), and that F is 
coherent. To see (Sl ), notice that v2 E G Id + r for every d < cr, which follows 
by our choice of B, and an easy induction on A. Thus 
QG)c u I/(GIi+,)= u WA). i. < 0 I<0 
As every GIA+, is convex and hence induced in G, this implies (Sl). 
To see that F is coherent, suppose that, for some 1 <CT, Si is not 
attached to B,\SI or B,\SA is disconnected. In either case there exists a 
subsimplex S c Sn which separated vertices x, y E B,\S in B,. As S1 is 
attached to C1 and B,\S, c CA, S cannot separate x and y in G,. This con- 
tradicts the convexity of B, in GA, by Proposition 2.l(iv). 1 
The applicability of Theorem 4.3 is likely to be hampered by an obvious 
shortcoming: its awkward condition on the Menger numbers ~Jx, y). 
However, there is a strikingly simple and, with hindsight, ingenious way of 
dealing with this problem, again due to Halin. 
Define the a-clasure [G], of G to be the graph with vertex set V(G) and 
edge set E(G) u (xy I ,Q(x, y) B u>. The term “u-closure” is justified by the 
following observation: 
PROPOSITION 4.4. Zf G is a graph and a is a cardinal, then [G], is its 
own a-closure. 
(The proof of Proposition 4.4 is not difficult; see e.g. [2].) 
By Proposition 4.4 it is clear that the a-closure [G], of a graph G is 
such that ~r~,~(x, y) < a for any two non-adjacent vertices x and y. If 
JGI > a > NO and a is regular, we can therefore apply Theorem 4.3 to [G], 
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rather than to G, provided that [G], $ K,. The next question is therefore 
how the latter can be ensured by imposing an additional constraint on G. 
The following lemma of Halin [6] answers this question in a very 
satisfactory way: it implies that if G contains no subdivided K, then 
CGI, + K,. 
PROPOSITION 4.5. Zf G is a graph and a ii an infinite cardinal, then 
[G],ITK, o [G-J,xK, o GITK,. 
Notice that the assertions of Theorem 4.3 and Propositions 4.44.5 
together amount to a proof of Theorem 1.1: if G $ TK,, then [G], $ K, 
and pLcGIO(x,y) <a for any non-adjacent x,y~ [G],, so [G], admits a sim- 
plicial decomposition F into factors of order <a. Moreover, F induces a 
generalized tree-decomposition of G into factors of order <a-recall that 
F satisfies (S5) as a consequence of (S2), and notice that the validity of 
(S5) remains unaffected by the deletion of edges. 
Conversely, it is clear that in general not every graph with a generalized 
tree-decomposition into factors of order <a will be TK,-free. For example, 
a K, has itself such a decomposition: well-order its vertices by the initial 
ordinal of a, and consider the decomposition induced by the initial 
segments of this well-ordering. 
In the next section we shall prove that this simple example describes 
essentially the only way in which a TK, can arise in a graph with a 
generalized tree-decomposition into “small” factors, namely, corresponding 
to a “long” chain in TF: all graphs without a TK, will be shown to admit 
a generalized tree-decomposition F in which every factor and every chain 
%’ c TF has order <a, and, conversely, any graph G with such a decom- 
position will be seen to satisfy G $ TK, (Theorem 1.2). 
5. THE STRUCTURE OF TK,-FREE GRAPHS 
We begin our proof of Theorem 1.2 with two lemmas. 
LEMMA 5.1. Let a > NO be a regular cardinal, o! = {/?I p < u} its initial 
ordinal, and f: a + a any map satisfying 
f(B)<P (1) 
for all b > 0, and 
B<Y * f(D)Gf(Y) (2) 
for all /I, y < a. Then sup { f (p) 1 p < a > < a. 
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Proof Suppose the assertion fails. Then, for each y < a, the set 
w4ftP)wl is non-empty; let 
Y + :=min{/?<crIf(&>y}. 
By (l), clearly y + > y for every y < a. (For the case of y = 0 notice that 
f(0) <f(l) < 1 by (2), so f(0) = 0.) Set y1 := 0, define y,,+ I := y,’ recur- 
sively for all n E N, and let 
Y * :=sup{y,lnEfV}. 
As y,, < a for every n, and as a is regular, we have y* < CI, sofis still defined 
for y*. Since f(y*) < y* by (l), there exists an n E N such that f(y*) < y,,. 
Then 
by definition of y, + 1, while at the same time 
Y”+l<Y*. 
This contradicts assumption (2). 1 
LEMMA 5.2. Let a > K, be a regular cardinal, and let F= (B,), <~ be a 
simplicial decomposition of a graph G such that TF contains a chain of order 
a. Then G=J K,. 
Proof Let u be the initial ordinal of a. Choose a chain %? c TF of order 
type a such that %? is a subtree of TF (i.e., such that B < B’ <B” and 
B, B” E %? imply B’ E%?), and let 
A := {;~<~IB,E%}. 
Note that the natural well-ordering of A mirrors that of %?, in that I < p o 
BA d B, for any 1, p E A. In particular, n has order type a. 
We shall find a K, in lJ GZ, proceeding in two steps. First, we use 
Lemma 5.1 to show that in every tail of %? there appear new vertices which 
stay in every subsequent BE %. In the second step we construct a K, from 
these vertices, using the fact that any two of them are adjacent because they 
are both in the simplex of attachment of every later BE%‘. 
For the first step of the proof let us show that 
VAEA:~~E V(G), M(u)EA: uE n B,. (*I 
I(u)<pcA 
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Let 1 E A be given, and put 
A’:= {jl’E/ililQIZ’}. 
Note that iA’1 = a, so A’, like A, has order type a. Let us define a map 
f: A’ + A’ by setting 
f(p) := min(A(B,) n A’) 
for each p E A’. Notice that while f(A) = A, we have 
lGf(P)<P (3) 
for all p E A’ with A < CL: since B, < B,, there exists a vertex s E S, such that 
B, < B,(,, (and h ence A.<A(s)), so f(p) <I(s)</A. (Note that A(s) is in A, 
and hence in A’, because B1, B, E 97 and V is a subtree of TF.) Moreover, 
if p, v E A’ satisfy p < v, and if x E B, is such that A(x) <p, then x E B, by 
Proposition 3.3. Thus 
P<V * f(P) <f(v) (4) 
for all ,n,v E A’. Since A’ has order type tl, (3) and (4) imply by Lemma 5.1 
that {f(dI~~E’l is bounded in A’: there exists a p* EA’ such that 
f(p) < ,u* for all ,u E A’. Set 
Note again that [A”[ = a, so A” too has order type tl. 
For each PEE”, pick a vertex x from B, with A(x) = f(p). Since 
BP n BfW = B,* by Proposition 3.3, x must be in B,.. Thus, 
Vpd’:3x~B,,nB,A(x)=f(p). (5) 
Let 
S:=B,.n (7 B,. 
LIE/i” 
Notice that S is a simplex: if s E B,. n B, and t E B,. n B, for ,U,V E A”, 
p <v, then, t E B, by Proposition 3.3; thus, s, t E B, and hence s, t E S, 
(because A(s), A(t) < p* c p), so s and t are adjacent. Our proof would thus 
be complete if ISI = a; we shall therefore assume that ISI < a. 
Since any vertex x E B,* which satisfies (5) for some p E A” is a vertex of 
S, our assumption of ISI c a means that B,. contains a vertex x which 
satisfies (5) for a different values of p, and hence for arbitrarily large .D E A “. 
Choose v for (*) to be such a vertex x. 
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Now if p E n with n(u) d p is given, then there exists a v E A”, p < v, such 
that u satisfies (5) for v. Then u E B, n B,(,, c B, by Proposition 3.3. This 
completes the proof of (*). 
To complete the proof of the lemma, let us now use (*) to find a simplex 
of order a in G. For each /I < tl, choose a vertex sg E G with n(s,) E A, as 
follows. Suppose sy has been chosen for every y < B. In order to choose sp, 
take the supremum of {n(s,) 1 y < /I} in /i, let 2 be the successor in /i of this 
supremum, and let sg be the corresponding vertex v provided by (*). (The 
said supremum exists, in A, because l/ii = a is regular and /I, as well as 
each of the sets {c~/i [~<~(.Q)}, h as order <a.) It remains to show that 
{ sg 1 /l< a} spans a simplex in G. Let 6, y < IX be given, and pick /l< 01 with 
6,~ < 0. Then n(s,), n(s,) < J(s,) by choice of sB. Therefore sg, sy E BICsgJ by 
(* 1, and hence G, s, E SAcsa), so s6 and sY are adjacent in G. 1 
Equipped with Lemmas 5.1 and 5.2, we can now prove Theorem 1.2 
without difficulty. In order to make the result a little stronger we restate its 
two main implications separately: 
THEOREM 5.3, Let G be a graph and a > HO a regular cardinal. 
6) rf G $ TK,, then G admits a generalized tree-decomposition 
F= (B,),<, satisfying (S3), such that every B, and every chain in T, has 
order <a. If 1 GI 2 a, then F can be chosen in such a way that o is the initial 
ordinal of 1 G I. 
(ii) If G admits a generalized tree-decomposition F= (Bn)*, ~ such 
that every B, and every chain in T, has order -C a, then G $ TK,. 
Proof (i) If IGI <a, the assertion is trivial; we shall therefore assume 
that IGI > a. Let G’ := [G], be the a-closure of G. By our assumption of 
G $ TK, and Proposition 4.5, G’ contains no K,. Since p&x, y) < a for 
any two non-adjacent vertices x, y E G’ by Proposition 4.4, Theorem 4.3 
implies that G’ admits a simplicial decomposition F’ = (B;),,, satisfying 
(S3), where I B;I < a for all 1< 0 and o is the initial ordinal of I G’I = IGI. 
By Lemma 5.2 any chain in Tr, has order <a. The family F= (B> n G), < Q 
thus is a generalized tree-decomposition of G with the desired properties. 
(ii) Suppose G 3 TN TK,, and let 
/1 := (n(t) I t is a branch vertex of T}. 
As lBAl <a for every 2 < 0, clearly InI = a by the regularity of a. We shall 
prove that {B, IAEA} is a chain in T,. 
Let distinct p, v EA be given, with p < v say. In order to show that B, 
and B, are comparable in Tr, we prove that p = n(s) for some SE S,. 
Choose s to be any branch vertex of T with n(s) = p, and let t be a branch 
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vertex of T with A(t)=v. Then teB,\S,, and s~G1,. Now if SEGI,,\S,, 
then S, separates s from t in G by Lemma 3.6, contradicting the fact that 
S, has order <a. Therefore s E S, as claimed. 1 
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