ABSTRACT. We consider the problem of estimating the joint distribution function of the event time and a continuous mark variable when the event time is subject to interval censoring case 1 and the continuous mark variable is only observed in case the event occurred before the time of inspection. The nonparametric maximum likelihood estimator in this model is known to be inconsistent. We study two alternative smooth estimators, based on the explicit (inverse) expression of the distribution function of interest in terms of the density of the observable vector. We derive the pointwise asymptotic distribution of both estimators.
Introduction
To test the efficacy of a vaccine, preventative trials are held where participants are injected with the vaccine and tested for several times. One of the questions of interest in the trials is whether the efficacy depends on the genetic sequence of the exposing virus. To answer this question, Flynn et al. (2005) studied the so-called viral distance between the HIV sequence represented in the vaccine and the HIV sequence the participant is infected with. This distance can be considered as a "mark" variable, since it can only be observed if infection has already taken place. This variable is possibly correlated with the time of HIV infection and according to Gilbert et al. (2001) it is natural to treat it as a continuous random variable.
A natural statistical model to describe the observations in these HIV vaccine trials is the interval censored continuous mark model, which was first studied by Hudgens et al. (2007) . In this model, X is an event time (the time of HIV infection) and Y is a continuous mark variable (the viral distance) and we are interested in the bivariate distribution function F 0 of the pair (X, Y ). However, the event time is subject to interval censoring case k. We restrict ourselves to the special instance of interval censoring case 1 (also known as current status censoring) and refer to this model as the current status continuous mark model.
For this model, the method of nonparametric maximum likelihood estimation is studied Maathuis and Wellner (2008) . There it is proved that the maximum likelihood estimator (MLE) is inconsistent. An approach they propose to 'repair' the inconsistency is by discretizing the mark variable. Discretizing the mark variable to K levels, the resulting observations can be viewed as observations from the current status K-competing risk model. The characterization, consistency and (local) asymptotic distribution theory of the MLE in that model follow from Groeneboom et al. (2008a Groeneboom et al. ( , 2008b . Results on consistency and asymptotics as K → ∞ are not yet known.
Another natural way to estimate the distribution function F 0 is by viewing this problem as an inverse statistical model. In inverse models, like interval censoring models or deconvolution models, one is interested in estimating the distribution of a random variable X. Instead of observing this variable X directly, only a related variable W is observed. The distribution of W depends on the distribution function F 0 of X (or its Lebesgue density f 0 ) via a known (direct) relation. In some cases, this relation can be explicitly inverted to express F 0 in terms of the distribution of W , and to estimate F 0 one can plug in an estimator for the distribution of W in this inverse relation. The resulting estimator is called a plug-in inverse estimator. Plug-in inverse estimators are studied by Hall and Smith (1988) in Wicksell's corpuscle problem, by Stefanski and Carroll (1990) in the deconvolution model and by Burke (1988) in the bivariate right-censoring model.
In this paper we study plug-in inverse estimators in the current status continuous mark model. We start with a formal description of the model and define two plug-in inverse estimators in Section 2. One estimator is based on univariate kernel smoothing, the other is based on bivariate kernel smoothing. In Section 3, we prove that these estimators are uniformly consistent for F 0 . Unfortunately, these estimators are not monotonically increasing in both directions, which is a necessary property of bivariate distribution functions. In Section 3 we prove that the estimator based on bivariate kernel smoothing asymptotically will have all properties of a bivariate distribution function on a large subset of [0, ∞) 2 . The plug-in inverse estimator resulting from the univariate kernel smoothing estimator is computationally and asymptotically more tractable. In Section 4, we first derive the asymptotic distribution of this estimator. After that, we prove that for certain choices of the smoothing parameter in the z-direction, the two plug-in inverse estimators are asymptotically equivalent, while for other choices the asymptotic biases differ but the asymptotic variances are equal. This phenomenon was also observed by Marron and Padgett (1987) and Patil et al. (1994) in the case of estimating densities based on right-censored data and by Groeneboom et al. (2010) in the current status model.
The asymptotic distribution of the estimator based on bivariate kernel smoothing then follows easily. In Section 5, we briefly address the problem of estimating smooth functionals. A small simulation study to compare the estimators with the binned MLE studied by Maathuis and Wellner (2008) and the maximum smoothed likelihood estimator studied by Groeneboom et al. (2010) is performed in Section 6. Technical proofs and lemmas can be found in the Appendix.
Definition of the estimators
In this section we describe the current status continuous mark model in more detail and define two plug-in inverse estimators based on kernel smoothing.
Let X be an event time, Y a continuous mark variable and F 0 be the distribution function of the pair (X, Y ). In the current status continuous mark model, instead of observing the pair (X, Y ), we observe a censoring variable T , independent of (X, Y ) with Lebesgue density g, as well as the indicator variable ∆ = 1 {X≤T } . In case X ≤ T , i.e. if ∆ = 1, we also observe the mark variable Y ; in case ∆ = 0 the variable Y is not observed. Under the assumption that P (Y = 0) = 0, we can represent the observable information on (X, Y ) in the vector
Let λ i be Lebesgue-measure on IR i , B the Borel σ-algebra on [0, ∞) 2 and define the measure λ on B by
Then, the density of the observable vector W w.r.t. the product of this measure with counting measure on {0, 1} can be written as
where F 0,X is the marginal distribution of X and ∂ 2 F 0 (t, z) = ∂ ∂z F 0 (t, z). More generally, for convenience of notation, we denote the jth partial derivative with respect to x i of a function F by ∂ j i F , i.e.
, and omit j when j = 1.
Based on the relation h 1 (t, z) = g(t)∂ 2 F 0 (t, z), we can express the bivariate distribution function F 0 of (X, Y ) in terms of the (sub-)densities g and h 1
Then, our plug-in inverse estimator in the current status continuous mark model is defined aŝ
whereĝ andĥ 1 are estimators for g and h 1 , respectively.
Before explicitly choosing the estimatorsĝ andĥ 1 , we introduce some notation. Throughout the paper k denotes a univariate kernel density,k a bivariate kernel density and (α n ) and (β n ) vanishing sequences of positive smoothing parameters. Let k αn andk αn,βn the rescaled versions
Then for fixed t 0 and z 0 , we estimate g and h 1 by their respective univariate and bivariate kernel (sub-)density estimatorŝ
The plug-in inverse estimator then becomeŝ
Here, superscript 2 in the notation for the plug-in estimator refers to the fact that there is smoothing in two directions.
In Section 4 we also consider a less natural, but computationally and asymptotically more tractable estimator using an estimate for the numerator z0 0 h 1 (t 0 , z) dz based on smoothing only in the t-direction, i.e., when we estimate it by
Superscript 1 in the notation for this estimator refers to the fact that there is only smoothing in one direction. Note that if we take k(y) =
where IH n is the empirical distribution of the observations (T 1 , Z 1 , ∆ 1 ), . . . , (T n , Z n , ∆ n ) and
This estimator is the total number of observations T i in A n with Z-value smaller than or equal to z 0 and ∆ = 1 divided by the total number of observations
It is very natural to define the kernel density k in terms of the kernel densityk as stated in assumption (K.1):
(K.1) Letk be a bivariate kernel density, then the kernel density k is defined as
Indeed, if (K.1) holds the estimatorF (2) n also satisfies the inverse relation h 0 (t) = g(t) 1 − F 0,X (t) that follows from substituting δ = 0 in (1). To see this, note that we have that
Figure 1 illustrates the estimatorF
(1) n for n = 10 and n = 100. For F 0 we took the uniform distribution on [0, 1] 2 and for g the uniform distribution on [0, 1]. As kernel density we used
The smoothing parameter α n is taken to be 0.65 for n = 10 and 0.40 for n = 100. These values are chosen for illustrative purpose only and do not depend on the data.
In Section 7 we briefly address the problem of choosing α n and β n depending on the data.
[ Figure 1 here] Note that these estimators are not true bivariate distribution functions, as they decrease locally in the x-direction. Monotonicity of a bivariate function is a necessary (but not sufficient) condition in order to be a bivariate distribution function, hence these estimators can be seen as naive estimators. The estimatorF (2) n can also have this undesirable naive behavior.
Consistency and monotonicity
In this section we prove that the estimatorsF n , we assume the distribution function of interest F 0 and the censoring density g satisfy the following conditions.
(F.1) The Lebesgue density f 0 of F 0 exists for all (t, z) ∈ [0, ∞) 2 .
(G.1) Let S
• 0,X denote the interior of the support of the marginal density f 0,X of X. On S
• 0,X , the density g satisfies 0 < g < ∞ and its derivative g is uniformly continuous and bounded.
We also impose some conditions on the kernel densities k andk, as well as a condition on the smoothing parameters α n and β n . 2 , is continuous and satisfies
(C.1) The positive smoothing parameters α n and β n satisfy
A possible choice for the bivariate kernel densityk is the product kernel densityk(x, y) = k 1 (x)k 2 (y) for univariate kernel densities k 1 and k 2 with compact support [−1, 1] that are continuous and symmetric around 0. This kernel densityk satisfies condition (K.1) for k = k 1
Theorem 1 Assume F 0 and g satisfy conditions (F.1) and (G.1). Also assume k is defined via relation (K.1) and satisfies condition (K.2). Furthermore, let α n and β n satisfy condition
are uniformly consistent on A.
Proof: The uniform consistency ofF
(1) n follows from Theorem 3.2 in Härdle et al. (1988) .
To prove thatF
n is uniformly consistent on A, first note that for n sufficiently large there exists ε > 0 such that
Since z ∈ A and A is compact, this implies that
n,1 (t, y) dy and N (t, z) = z 0 h 1 (t, y) dy. Then we have that
.
The first term converges uniformly to zero in probability over A by (5). The second term converges uniformly to zero in probability by Lemma 8, and uniform consistency ofF
Each bivariate distribution function F has to satisfy
This condition requires that each rectangle [x 1 , x 2 ]×[y 1 , y 2 ] has a nonnegative mass and suggests that some shape constraints on F 0 are imposed by the model. However, in Theorem 2 below, we prove that it is not necessary to use this shape constraint to estimate F 0 since the estimator
satisfies condition (6) asymptotically. To prove this, we prove that the Lebesgue densitŷ
n is positive, with probability converging to one. The estimatorF
n does not have a density w.r.t. Lebesgue measure λ 2 , hence a similar result can not be proved in this way forF
(1) n . To prove Theorem 2, we need stronger conditions on α n and β n than condition (C.1).
(C.2) The smoothing parameters α n and β n converge to zero as n → ∞ and satisfy
Note that sequences α n and β n satisfying condition (C.2) also satisfy condition (C.1) and
Theorem 2 Assume F 0 and g satisfy conditions (F.1) and (G.1). Also assume k andk satisfy conditions (K.2) and (K.3). In addition, assume k and ∂ 1k are uniformly continuous. Furthermore, let α n and β n satisfy condition (C.2). Let S ⊂ [0, ∞) 2 be compact and such that f 0 is uniformly continuous on an open subset that contains S and for all δ > 0,
wheref (2) n is the Lebesgue density ofF (2) n and l g and u g are as defined in Lemma 7.
Proof: Fix δ > 0. First note that since
we have the following expression forf
We first consider the numerator and prove that
For this, note that for all (t,
with proj X M δ = t : (t, z) ∈ M δ for some z . By Lemma 8 all random terms converge to zero in probability. Since
2 g δ by Lemma 7. By Lemma 7 and the uniform consistency ofĝ n [see Lemma 8], we have that 0 < 1 2 l g < g n (t) < 2u g < ∞ for all t ∈ proj X M δ with probability converging to one. This implies that
with probability converging to one. Hence (7) follows.
Remark. If, in addition to condition (F.1), we assume that f 0 is uniformly continuous on [0, ∞) 2 , this theorem implies that for each δ > 0 and M > 0, the restriction ofF
f 0 (t, z) ≥ δ will asymptotically be the restriction to this set of a bivariate distribution functionF n on [0, ∞) 2 .
Asymptotic distributions
In this section we derive the asymptotic distribution of both plug-in inverse estimators. Although the estimatorF (2) n is more natural, we start with the estimatorF
(1) n since deriving its asymptotic distribution is easier. Subsequently, we prove that for certain choices of the smoothing parameter β n the estimatorsF
are asymptotically equivalent, yielding the asymptotic distribution ofF
n .
Theorem 3 Assume F 0 and g satisfy conditions (F.1) and (G.1). Also assume k satisfies
and g (t) exist and are continuous in a neighborhood of (t 0 , z 0 ) and t 0 , respectively, and ∂ 
where
Remark. In case ∂ 2 1 F 0 (t 0 , z 0 ) + 2g (t 0 )∂ 1 F 0 (t 0 , z 0 )/g(t 0 ) = 0, the rate of convergence changes because the bias is of a different asymptotic order. This is in line with results for other kernel smoothers in case of vanishing first order bias terms.
The proof of this theorem, a combination of the Lindeberg-Feller Central Limit Theorem and the Delta-method, is given in the Appendix.
To illustrate the pointwise asymptotic results we simulate m = 1 000 times a sample of size n = 5 000, using F 0 (x, y) = 1 2 xy(x + y) for x, y ∈ [0, 1] and g(t) = 2t for t ∈ [0, 1]. For each sample we determine the estimatorF 2 ) density). Here µ 1 and σ are as defined in (10) and (11) for this F 0 and g.
[ Figure 2 here]
Under definition (K.1) and assumptions (K.2) and (K.3) on the kernel densities k andk, we can prove that for
n (t 0 , z 0 ) converges to zero in probability whenever β n converges faster to zero than n −1/5 . As a consequence, these estimators are (first order) asymptotically equivalent. For β n tending to zero slower than n
These results are more precisely stated in Theorem 4 and Corollary 5.
Theorem 4 Assume F 0 and g satisfy conditions (F.1) and (G.1). Also assume k andk satisfy conditions (K.2) and (K.3). Fix t 0 , z 0 > 0 such that ∂ 2 2 F 0 (t, z) and g(t) exist and are continuous in a neighborhood of (t 0 , z 0 ) and t 0 , respectively, and ∂ 2 2 F 0 (t 0 , z 0 ) = 0 and g(t 0 ) = 0. Let α n = c 1 n −1/5 and β n = c 2 n −β , then for β > 1/5
The proof of this theorem is given in the Appendix.
As a consequence of this theorem, the estimatorsF
n are pointwise asymptotically equivalent for β > 1/5, while for β = 1/5,F Corollary 5 In addition to the conditions of Theorem 3, assume ∂ 2 2 F 0 (t 0 , z 0 ) = 0 and g(t 0 ) = 0. Let α n = c 1 n −1/5 and β n = c 2 n −β . Then for β > 1/5
where µ 1 and σ 2 are defined in (10) and (11) (with c = c 1 ). For β = 1/5
Proof: This immediately follows from Theorem 4. Figure 3 shows the values of n 2/5 F (2) n (0.5, 0.5) −F [ Figure 3 here] Figure 4 shows m = 1 000 values of n 2/5 F (2) n (0.5, 0.5) − F 0 (0.5, 0.5) for n = 5 000, α n = 1 2 n −1/5 and β n = 1 2 n −1/3 , in a QQ-plot (with the line y = µ 1 + xσ) as well as in a histogram (with the N (µ 1 , σ 2 ) density). Here µ 1 and σ are as defined in (10) and (11) for F 0 , g andk the same as in Figure 3 .
[ Figure 4 here]
Smooth functionals
It is well known that in the current status model certain functionals of the model can be estimated at √ n rate, although the pointwise estimation rate is lower, see, e.g., Groeneboom (1996) . In the continuous marks model we have a similar situation and we briefly sketch how the theory of smooth functionals applies here. In the "hidden space" one would be allowed to observe the random variable (X, Y ) with distribution function F , and the so-called score operator from functions on the hidden space to functions on the observation space is in this case given by
. Note that the F z correspond to the component subdistribution functions in the model with finitely many competing risks and that
, where L 0 2 (F ) denotes the space of square integrable functions a with zero expectation, i.e.
Similarly, L 0 2 (H) is the space of functions b with the properties:
Using the first relation in (13) we get:
We now consider the adjoint of L F , mapping the functions
This is analogous to what we get in the current status model, see e.g., Groeneboom (1996) .
In order to make this somewhat more concrete, we consider the functional
Then the score function in the hidden space is:
so only depends on the first argument, and we have to solve the equation
where b has to be in the (closure of the) range of the score operator, so this would be
if b is in the range itself (and not only its closure). We therefore consider the equation:
Differentiation w.r.t. x yields:
a(u, z) dF z (u), this is solved by taking
So we get
implying that the efficient asymptotic variance for estimating the mean functional µ F , defined
by (14), is given by:
which (not surprisingly) is the same expression as one gets in the current status model.
The next question becomes whether taking x dF n (x, ∞), whereF n is one of our proposed estimators, will lead to an efficient estimate of µ F , in the sense that it converges at rate √ n,
with an asymptotic variance which attains the information lower bound (15).
Let us consider the estimator, defined by (4), and more specifically, the estimator obtained
where IH n is the empirical distribution of the sample W 1 , . . . , W n . Also assume that f has compact support, say [0, 1] 2 , as in the setting of Figure 2 . Then we get as the estimate of F 0,X :
dIH n (u, y, 1)
dIH n (u, y, δ) .
To see whether this estimator leads to an efficient estimate of µ F , we have to perform a bias-variance analysis. We first consider the bias. Let F αn be defined by
where H F0 is the distribution function of (T, Z, ∆) in the observation space. Then
dH F0 (u, y, δ) dx
We have, if g is twice continuously differentiable and stays away from zero on [0, 1]
and hence αn u=−αn x∈ [0,u+αn] g(u) 1 − F 0 (u, 1)
We also have
and similarly
So we obtain
Empirical process methods give us
So (16) and (17) give us that, if (for example) α n is of order n −1/3 ,
Note that this does not follow if α n is of order n −1/5 , since the bias term is too large in that case! For the asymptotic variance, one has to analyze:
which can be written as
So the asymptotic variance is given by:
The conclusion is that in this example, our estimator of µ F converges at rate √ n and that its asymptotic variance attains the information lower bound, provided the bandwidth α n tends to zero faster than n −1/4 . It also illustrates that a bandwidth of order n −1/5 , which is an obvious choice for the pointwise estimation, is not suitable if we want to estimate smooth functionals, a phenomenon that seems (more or less) well known. Similar analyses can be performed for other smooth functionals, but since the local estimation problem is the main focus of our paper, we will not pursue this further here.
Simulation study
The estimatorsF
n are asymptotically equivalent for sufficiently small choices of the smoothing parameter β n . To get some insight in the finite sample differences between the estimators, we run a simulation study. We simulated data according to F 0 (x, y) = 1 2 xy(x + y) for x, y ∈ [0, 1] and g(t) = 2t for t ∈ [0, 1] for different sample sizes n = 500, n = 1 000, n = 5 000 and n = 10 000. For each simulation we computed the estimatorsF 
n (t 0 , z 0 ) for two different values of (t 0 , z 0 ) and different values of the smoothing parameters α n and β n . We repeated this B = 250 times, resulting in 250 estimatesF
n,αn,βn (t 0 , z 0 ) (i = 1, 2) for each value of the smoothing parameters α n and β n . Then, we estimated the Mean Squared Error (MSE) of the estimatorF Table 1 shows the minimum value of the estimated MSE for each estimator, for each n and in two different points (t 0 , z 0 ). It also shows the values of the smoothing parameters α n and β n that yielded this value. The standard error of the mean of the squared differences
2 are given in brackets. The binned MLEF n studied by Maathuis and Wellner (2008) and the Maximum Smoothed Likelihood Estimator (MSLE)F M S n studied by Groeneboom et al. (2010) are included in this simulation study.
[ Table 1 here] Figure 5 shows the resulting values of estimated MSEs as function of α n . ForF n , the smoothing parameter α n is the binwidth in z-direction, forF
M S n
we have that α n and β n are the bindwidths in t-and z-direction, respectively. BothF
depend on two smoothing parameters, and we fixed the value of β n to be equal to that value that yielded the overall minimal estimated MSEs of the estimators. Determining the optimal value(s) of the smoothing parameter(s) forF n andF M S n was a bit tedious; the estimated MSE ofF n was very wiggly, the estimated MSE ofF M S n is only nicely U -shaped for bigger values of n due to computational issues. Although we choose the values of α n and β n also as the minimizing binwidths of the estimated MSEs, these choices might not be good estimates.
[ Figure 5 here]
This simulation study, of which only some results are illustrated in Figure 5 forF n have non-empty intersections, implying that for this specific example there is no significant finite sample difference between the smooth plug-in inverse estimators.
Bandwidth selection in practice
(1) n andF (2) n depend on smoothing parameters α n and β n (onlyF (2) n ). As with usual kernel density estimators, the estimators are quite sensitive to the choice of the smoothing parameters. Small values of α n and β n will result in wiggly estimators reflecting the high variance, whereas big values of α n and β n will give smooth stable, but biased, estimators.
One way to obtain good smoothing parameters that depend on the data is via the smoothed bootstrap.
The focus of this paper is on the pointwise asymptotic behavior of the estimatorsF n , so also the choice of α n and β n is only considered locally at the point (t 0 , z 0 ). The smoothed bootstrap differs from the empirical bootstrap in the distribution it samples from.
In the empirical bootstrap one samples from the empirical distribution function of the data, whereas in the smoothed bootstrap one samples from a usually slightly oversmoothed estimator for the observation density h F0 .
We now describe this method more specifically in our model. Letĝ n,α0 =:ĝ 0 andF n , ∆ * ,1 n ). Note that now we make the dependence of the estimators on α n and β n explicit in the notation of the estimators. Actually, we only need the precise values for those observations (T * ,1
and the numbers of observations in the various regions outside these areas (rather than their exact locations) to computeF
n,αn,βn,1 (t 0 , z 0 ). Hence, only on this strip monotonicity ofF 0 is needed as well as positivity ofF
n,αn,βn,1 (t 0 + α n , ∞). The procedure described above is repeated B times resulting in B estimatorsF
(1) n,αn,1 , . . . ,F
(1) n,αn,B andF (2) n,αn,βn,1 , . . . ,F (2) n,αn,βn,B . Then, the MSEs ofF
Then, choose those values of α n and β n that minimize M SE
(1) (α n ; t 0 , z 0 ) and M SE
(α n , β n ; t 0 , z 0 )
as smoothing parameters for the estimatorsF
n (t 0 , z 0 ), respectively. Figure 6 shows the estimated MSEs for a small simulation study. In this study, we took n = 100, B = 500, α 0 = β 0 = 0.4, t 0 = z 0 = 0.5 and F 0 and g as in Section 6. It also shows
and M SE (2) it only shows the estimates for that value of β n that has the smallest estimated MSE.
[ Figure 6 here]
There are other methods to obtain data-dependent bandwidths, for example via crossvalidation (Rudemo 1982) . Usually in cross-validation methods a global risk measure is minimized (like the Integrated MSE), hence its minimizer can be used as a global optimal bandwidth.
Concluding remarks
In this paper we consider two plug-in inverse estimators for the distribution function of the vector (X, Y ) in the current status continuous mark model. The first estimatorF
n is shown to be consistent and pointwise asymptotically normally distributed. However,F
(1) n does not have a Lebesgue density, since it only puts mass on the lines [0, ∞) × {Z i } with Z i > 0 for i = 1, . . . , n.
The second estimator,F
(2) n , does have a Lebesgue density. For a range of possible choices of the bandwidths α n and β n we establish consistency of this estimator. Taking α n = n −1/5 and β n = n −β , we prove that asymptotically for β < 3/10 the Lebesgue density ofF (2) n is positive on a region where f 0 is positive which stays away from the boundary of its support. This means that, although for finite sample size n the estimatorF (2) n need not be a bivariate distribution function, "isotonisation" of it is not necessary asymptotically. Put differently, any common shape regularized version of our estimator is asymptotically equivalent with our estimator.
However, this only holds asymptotically, and for finite sample size n it might be desirable to have an estimator which is a true bivariate distribution function, satisfying condition (6). For example when one wants to sample in a smoothed bootstrap procedure. Furthermore, we prove 
A Technical lemmas and proofs
Lemma 6 Assume that F 0 and g satisfy conditions (F.1) and (G.1). Let S and M δ be as defined in Theorem 2. Then proj X M δ = t : (t, z) ∈ M δ for some z is a closed subset of
Proof: Fix δ > 0. To prove that proj X M δ is a closed subset of S
• 0,X we prove that
We now start with proving (i). By definition of S, there exists an open set U ⊃ S on which f 0 in uniformly continuous. Define
The function f 0 is continuous on U, hence U δ is closed. Since we also have that
M δ is the intersection of two closed sets, hence closed itself.
For proving (ii), assume proj X M δ is not closed. Then, there exists a sequence (x n ) n ∈ proj X M δ with x n → x / ∈ proj X M δ . By (i), the set M δ is closed, hence by definition of proj X M δ there exists a sequence (x n , y n ) n ∈ M δ . By compactness of M δ (this follows from (i)), there exists a subsequence (n k ) k and (x, y) ∈ M δ such that (x n k , y n k ) k → (x, y). From this it follows that x ∈ proj X M δ . This yields a contradiction, hence proj X M δ is closed.
To prove (iii), first note that by uniform continuity of
Now take t ∈ proj X M δ . Then for all s in a small neighborhood of t and z s > 0 such that
Lemma 7 Assume that F 0 and g satisfy conditions (F.1) and (G.1). Let S and M δ be as defined in Theorem 2. Then
Proof: The set proj X M δ is a closed subset of S • 0,X by Lemma 6. On S
• 0,X , we have that 0 < g < ∞, hence also on proj X M δ . Now assume (19) does not hold. Then, there exists a sequence (t n ) n → t ∈ proj X M δ such that g(t n ) → 0. By the uniform continuity of g, this implies that g(t) = 0, yielding a contradiction.
The existence of u g follows immediately from (G.1).
Lemma 8 Assume F 0 and g satisfy conditions (F.1) and (G.1). Also assume k andk satisfy conditions (K.2) and (K.3). In addition, assume k and ∂ 1k are uniformly continuous. Furthermore, let α n and β n satisfy condition (C.2). Let S ⊂ [0, ∞) 2 be compact and such that f 0 is uniformly continuous on an open subset that contains S and define f S,∞ = sup (x,y)∈S |f (x, y)| and S X = proj X S. Then
The results in (20) follow directly from Theorem A and C in Silverman (1978) . The first result in (21) follows from Theorem 3.3 in Cacoullos (1964) . By Theorem 3 in Mokkadem et al. (2005) ,
for some constant c > 0 only depending on δ and ∂ 1 h f0 . Hence, for n sufficiently large
The results in Cacoullos (1964) and Mokkadem et al. (2005) hold for density estimators, whereas the estimatorĥ
n,1 is a sub-density. However, the results in (21) follow from these after defining a binomially distributed sample size N 1 and reason similarly as the proof of (A.3) in Groeneboom et al. (2010) .
Proof of Theorem 3: Define
By the assumptions on F 0 and g and condition (K.2), we have
Furthermore we have
Here we denote by Var Y i the covariance matrix of the vector Y i . By the Lindeberg-Feller central limit theorem we then get
For the pointwise asymptotic result ofF
n , note that
for φ(u, v) = v/u. Now applying the Delta-method to (22) gives
where µ 1 and σ 2 are defined in (10) and (11).
Proof of Theorem 4:
n (t 0 , z 0 ) be the numerator in the definitions (4) and (3) ofF (i) n (t 0 , z 0 ) at a fixed point (t 0 , z 0 ), and note that we can write
In the last equality we use (K.1), so that
First we consider the variance of n 2/5 R n . Observe that
Var n 2/5 R n −→ 0 for α n = n −1/5 and β n = n −β with β > 0.
Now we consider the expectation of U i . 
where the last equality follows from changing the order of integration. By condition (K.3), the first two integrals are zero and the last integral equals m 2 (k), so that
Applying Slutsky's Lemma to
gives the result. 
n ,F n andF
M S n
for different values of n at different points (t 0 , z 0 ) for the simulation study. The values of α n and β n that resulted in these minimal values are also given, as well as the standard errors of the mean of the squared differences between the estimator and the true value. (α n ; 0.5, 0.5) (dash-dotted line) and
M SE
(2) (α n , 0.8; 0.5, 0.5) (dashed line) as function of α n .
