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Abstract 
Photoconductance (PC) measurements of the diffused-region recombination-current pre-factor J0d make the approximation of 
excess-carrier Δn density uniformity. That is, from the front illuminated surface to the rear the Δn is constant. Kane and Swanson 
outlined acceptable sample parameters such that the error caused by this approximation is small when performing transient J0d 
measurements. For quasi-steady state (QSS) PC measurements, where there is generation, the uniform carrier-density 
approximation leads to a larger J0d under-estimation compared to the transient approach. We avoid this approximation by 
numerically solving the J0d accounting for depthwise generation, recombination and carrier diffusion in the quasi-neutral bulk 
that occurs during a QSS PC measurement. We demonstrate the application of the technique to samples with surface-diffusion 
sheet resistances 10–140 Ω/sq., formed by etch back, and a sample where the surface passivation degrades with damp heat 
exposure. We find, for the samples tested, the direct application of the Kane and Swanson method: i) under-estimates the J0d by 
2% to 8% when the sample bulk is lightly doped (boron doping of 1.3×1014 cm-3), and ii) under-estimates the J0d by 10% to 80% 
when the wafer is moderately doped (phosphorus doping of 1.5×1015 cm-3), for samples with J0d 350 to 2200 fA/cm2; compared 
with an experimental uncertainty of 6%. For both samples sets the under-estimation increases as J0d increases.  
 
© 2014 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the scientific committee of the SiliconPV 2014 conference. 
Keywords: Recombination; photoconductance; silicon. 
 
 
* Corresponding author. Tel.: +61423344116;  
E-mail address: andrew.f.thomson@gmail.com 
© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of the scientific committee of the SiliconPV 2014 conference
142   Andrew Thomson et al. /  Energy Procedia  55 ( 2014 )  141 – 148 
1. Introduction 
Photoconductance (PC) measurements of the minority carrier lifetime, is a commonly used technique for the 
measurement recombination occurring in silicon wafers [1, 2]. In order to simplify PC measurement analysis, a 
number of approximations are made—as outlined in refs. [1, 3-5]. These approximations however, lead to a 
significant error in the measurement of the diffusion-region recombination-current pre-factor J0d. Quasi-steady state 
(QSS) PC [6] enables the measurement of samples with higher recombination, allowing measurements of J0d on 
moderately doped (Ndop = 1–10×1015 cm-3) silicon wafers.[6]. QSS PC with generalised analysis [7], is commonly 
used for measurement of J0d [8]. However the generation present during QSS PC measurement enforces a non-
uniform excess-carrier density across the wafer, leading to error in the measurement of the J0d that is, in some cases, 
far greater than the uncertainty in the measurement [9].  
Unlike the Kane and Swanson approach [1, 5, 10] for J0d calculation, we account for the depthwise Δn non-
uniformity. We improve the J0d accuracy [5, 11] by numerically solving the one-dimensional Δn profile considering 
the diffusion, recombination and generation of carriers in the quasi-neutral bulk region, so that the numerically 
simulated ȟ݊୒ୗ  averaged across the wafer ȟ݊തതതത୒ୗ  matches that of the photoconductance measured ȟ݊തതതത୔େ . (The 
subscripts differentiate carrier densities determined either from photoconductance (PC) or numerical simulation 
(NS)). 
We provide an example measurement for a 160 Ω/sq. symmetrically boron-diffused unpassivated sample with a 
lowly-doped bulk (boron doping of 1.3×1015 cm-3, width 0.05 cm). Fig. 1 a) plots the measured ȟ݊തതതത୔େ  and suns 
intensity plotted versus time. Fig. 1 b) gives the typical lifetime plot of τeff and the inverse intrinsic-recombination 
corrected τeff versus ȟ݊തതതത୔େ. The application of the Kane and Swanson method, achieves an excellent straight line fit, 
where the J0d is 1610 fA/cm2. However accounting for the non-uniform Δn we find the J0d is 1870 fA/cm2, 
indicating the Kane and Swanson approach applied to the this QSS measurement has led to a 16% under estimation 
of the J0d. The underestimation can be compared with experimental uncertainty of the Kane and Swanson method, 
which for this example and the experimental results in this paper is 6% relative, owing to a sample thickness non-
uniformity of 2%, according to the method described by Thomson et al. [9].  
The cause of this under-estimation is the non-uniform Δn, which is plotted in Fig. 1 c) and d). These plots of 
spatially dependent Δn result from the numerically solving of the J0d and represent the carrier-density profiles across 
the quasi-neutral bulk during the measurement. We see, a higher ȟ݊୒ୗ close to the front surface (position zero) 
owing to the single-sided illumination, and a maxima of Δn in the front half of the sample (between 0 and width/2).  
To detail our numerical method for J0d solving and demonstrate its use and likely impact on a range of samples 
we: i) describe two sample sets for which we apply both the Kane and Swanson method and our numerical method 
to QSS measurements of their recombination, ii) describe our method for numerical solving the J0d in detail, iii) 
provide the comparison of the two J0d analysis methods were we find the under-estimation of J0d caused by the 
uniform Δn approximation increases as the sample J0d and bulk doping Ndop increases, and iv) we discuss and 
conclude this paper.  
 
Nomenclature 
J0d the diffused-region recombination-current pre-factor (fA/cm2) 
PC  photoconductance 
QSS quasi-steady state, a mode of PC measurement, typically with generation 
ȟ݊ excess-carrier density (cm-3) 
ȟ݊୒ୗ ȟ݊ from a numerical simulation (cm-3) 
ȟ݊തതതത excess-carrier density averaged across the wafer (cm-3) 
ȟ݊തതതത୒ୗ ȟ݊തതതത determined from a numerical simulation (cm-3) 
ȟ݊തതതത୔େ ȟ݊തതതത measured by photoconductance (cm-3) 
Ndop concentration of dopants in the sample bulk (cm-3) 
ni the intrinsic silicon ionised carrier concentration (cm-3) 
q elementary charge (Q) 
W the sample width (cm) 
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Fig. 1.  QSS PC measurement and analysis for a lightly-doped boron-diffused sample without passivation. Fig. 1 a) plots the QSS measurement 
of ȟ݊തതതത୔େ and illumination intensity as a function of time. Fig. 1 b) plots the τeff and inverse intrinsic-recombination corrected τeff as a function of 
ȟ݊തതതത୔େ a typically method of interpreting QSS PC measurements, assuming that the carrier profile is uniform. Fig. 1 c) and d) plot the numerically 
solved ȟ݊୒ୗ distribution across the wafer throughout the measurement where plot c) represents the three dimensional data as a surface and plot d) 
as a contour plot.  
2. Material and method 
In order to demonstrate this method of J0d calculation we summarise its application to two experimental studies. 
The first study presents the J0d of phosphorus-diffused silicon. Where, after damage etching and cleaning, (100) 
float-zone, 100 Ω∙cm p-type (Ndop = 1.3×1014 cm-3) silicon was coated with phosphorus silicate glass (PSG) in a 
quartz furnace from a POCl3 liquid source at 860 °C. The phosphorus was then driven in at 1000 °C to form deep 
diffusions prior to the removal of the PSG. The diffusion sheet resistance was varied by etching back in TMAH, 
which is advantageous as all samples experienced the same thermal budget, and there is consistent sample-to-sample 
variation in the diffusion profile. The samples, were then coated symmetrically with a thin, optically-transparent 
layer of evaporated aluminum (<5 nm) (we note no increase in conductivity could be measured from the addition of 
the aluminum). This process enabled the measurement of the metalised J0d by PC, with sheet resistances 10–
140 Ω/sq. The structures are relevant to the fabrication of inter-digitated back-contact solar cells and are further 
described in reference [12].  
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The second study presents the J0d for boron-diffused oxide-passivated samples exposed to damp heat (85 °C, 85% 
relative humidity) over the course of approximately one week. To prepare these samples, after damage etching and 
cleaning, (100) float-zone, 1 Ω∙cm n-type (Ndop = 5×1015  cm-3) silicon was coated with boron-silicate glass (BSG) at 
900 °C, where the BSG was driven it at 910–920 °C. The BSG was removed in hydrofluoric acid and a high-quality 
passivating oxide was grown at 1000 °C. The process resulted in samples with a sheet resistance 280 ± 10 Ω/sq. and 
an initial J0d of 47 ± 9 fA/cm2. For this example the a sample was subsequently exposed to damp heat causing a 
severe increase in J0d as described in reference [13].  
3. Theory and calculation 
We describe our method for J0d calculation, which accounts for non-uniform Δn distributions inherent in QSS PC 
measurements.  
The Kane and Swanson method measures ȟ݊തതതത, the average-excess-carrier density across the silicon wafer, defined 
as  
߂݊തതതത ൌ ଵ
௪
׬ ߂݊ሺݔሻǤ ݀ݔ
ௐ
଴   (1) 
where Δn(x) is the position-dependent excess-carrier density at distance x from the front of the test sample and W is 
the thickness. The J0d is determined by taking the slope of the inverse effective lifetime corrected for intrinsic 
recombination with respect to ȟ݊തതതത yielding 
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where q is the elementary charge, ni is the intrinsic carrier concentration and τbulk is the bulk intrinsic lifetime [14]. A 
further assumption is made that the Shockley–Reid–Hall (SRH) lifetime does not change with Δn over the range 
measured. 
To improve the accuracy of the J0d measurement we numerically solve the one-dimensional Δn profile 
considering the diffusion, recombination and generation of carriers in the quasi-neutral bulk region, so that the 
simulated ȟ݊തതതത୒ୗതതതതതതത matches that of the measured ȟ݊തതതത୔େ . To match the measured and simulated ȟ݊തതതത , we perform an 
optimisation where the J0d used as a variable input to simulate ȟ݊തതതത୒ୗ  and is solved, to minimise the difference 
between measured and simulated ȟ݊തതതത, numerically solving J0d accounting for a non-uniform Δn. 
To determine the simulated ∆n(x,t) we solve the diffusion equation, 
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using a MATLAB partial-differential equation solver, with boundary conditions, 
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where: i) ± accounts for the system coordinates [1, 7], ii) Damb is the ambipolar diffusion coefficient determined 
from the injection-dependent mobility of silicon [15, 16], iii) τbulk is the injection-dependent bulk lifetime, in our 
work we used the intrinsic-recombination parameterization of Richter et al. [14], and iv) G is the position and time-
dependent generation profile. The spectral-photon flux is determined using the method presented by Rougieux et al. 
[17] and the absorption coefficients of Green [18] were employed to determine the absorption distribution across the 
wafer. We make the simplifying approximation that photons that have an absorption length larger than the sample 
width of the wafer are uniformly absorbed across the wafer.  
Fig. 2 plots an example of the numerical solving process. Our numerical J0d measurement applied to the QSS PC 
measurement presented in Fig. 1 a). We choose an initial J0d of 100 fA/cm2 and apply a Newton–Raphson 
 Andrew Thomson et al. /  Energy Procedia  55 ( 2014 )  141 – 148 145
0 0.002 0.004 0.006 0.008 0.01 0.012
1014
1015

n 
cm
-
3
Time (s)
 
 
Measured
Simulated
a)
1870 fA/cm2
100 fA/cm2
260
429
742
0 500 1000 1500 2000 2500
100
105
1010
1015
Er
ro
r 
(ar
bi
ta
ry
)
J0d (fA/cm
2)
b)
minimization such that the J0d that best describes the sample recombination (as stated we found J0d to be 
1870 fA/cm2 compared with the 1610 fA/cm2 as estimated by the Kane and Swanson method). To illustrate the 
numerical solving we plot in Fig. 2 a) our simulated ȟ݊തതതത୒ୗ as a function of time for successive iterations where we 
see the simulated lines converges with the measured ȟ݊തതതത୔େ over the entire measurement, in this instance we have 
chosen initial conditions such that ȟ݊തതതത୒ୗ is greater than ȟ݊തതതത୔େ. Fig. 2 b) plots the arbitrary error as a function of J0d in 
this case the error has a strong minima at J0d equals 1870 fA/cm2. Two separate minimisations, with an initial J0d of 
100 and 2400 fA/cm2, were performed to generate the double-sided error plot in Fig. 2 b). 
 
 
 
 
Fig. 2 a) plot of the measured and simulated ȟ݊തതതത versus measurement time, the simulated ȟ݊തതതത converges to the measured ȟ݊തതതത throughout the 
optimization, included in this plot is the J0d used in the simulation of the blue line for selected iterations. Fig. 2 b) plots the arbitrary error 
function as a function of the input J0d when numerically solving the J0d.  
4. Results 
We apply our numerical J0d measurement technique to samples with a variety of diffusion resistivities, which 
were prepared by etching back the heavy-phosphorus diffusion. The samples were symmetrically coated with metal 
in order to determine the recombination at the metal contact. Fig. 3 a) plots the J0d determined by the Kane and 
Swanson method and our numerical solving technique versus the sheet resistance of the diffusion. We find a 
monotonically increasing J0d trend for both measurement techniques, consistent with previous studies of metalised-
diffused surfaces recombination [8]. The numerically solved J0d is higher than that determined by the Kane and 
Swanson method. In Fig. 3 b) we normalise the corrected J0d to determine the percentage under-estimation caused 
by the Kane and Swanson method, we find the under-estimation ranges from 2% to 8%, where the under-estimation 
increases with sheet resistance and hence J0d.  
 
 
Fig. 3 a) plots the J0d determined by the Kane and Swanson method and our numerical solving technique as a function of the sample sheet 
resistance. Fig. 3 b) plots the percentage under-estimation that results in applying the Kane and Swanson method.  
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We now apply our numerical J0d measurement technique to boron-diffused samples, where the SiO2 passivation 
degrades with exposure to damp-heat. The sample in this case was moderately doped (Ndop = 5×1015 cm-3) compared 
to the previous experimental results that were lightly doped (Ndop = 1.3×1014 cm-3). In Fig. 4 a) we plot the Kane and 
Swanson and the numerically solved J0d as a function of storage time. We see that the Kane and Swanson analysis 
significantly under-estimates the numerically solved J0d, we also observe this under-estimation increases with time 
and hence the J0d. Fig. 4 b) plots the normalised J0d under-estimation caused by the assumption of uniform ∆n 
profiles as a function of the numerically solved J0d. For reference we have included the bulk doping in the legend for 
each data set, where we observe the under-estimation is more severe for the samples with the higher bulk doping.  
 
 
Fig. 4 a) plots the J0d determined by the Kane and Swanson technique and our numerical solving technique as a function of the sample exposure 
time to damp heat for boron-diffused thermal-oxide passivated silicon. Fig. 4 b) plots the normalised J0d under-estimation for both experiments as 
a function of their numerically solved J0d.   
5. Discussion 
We have presented a numerical method for solving J0d. Our technique is suitable when measuring J0d on samples 
with moderate doping (Ndop > 1 × 1015 cm-3), and/or samples with a high J0d (> 100 fA/cm2) where the direct 
application of the Kane and Swanson method leads to an under-estimation of the J0d. Considering the 
implementation of the Kane and Swanson method, J0d is determined by taking a derivative over a small ȟ݊തതതത range 
(typically centered at ȟ݊തതതത = 1×1015). Further the technique employs a double derivative (the first to determine the τeff 
and the second to determine the J0e see Equation (2)) amplifying measurement and quantization noise [19]. The 
derivative amplification of noise infers a small variation in the specific measurement ȟ݊തതതത୔େ can lead to a significant 
variation in the resultant J0d (5% to 10%). Conversely numerically solving the J0d does not perform any numerical 
derivatives of the measured data and it fits the J0d for all measured ȟ݊തതതത୔େ circumventing variation caused by the Kane 
and Swanson fitting process.  
Although the effect of quantization noise on the Kane and Swanson measurement of the J0d is not directly 
studied, its impact is observable in Fig. 4 a). In this case we have a first-order reaction that is causing degradation to 
the SiO2-Si interface [13]. When the J0d is determined by the Kane and Swanson method, the measurement noise 
disguises somewhat the actual trend, which could impact on the interpretation of the physical effect observed, when 
the J0d is numerically solved we see clearly the monotonic increase in J0d. For both experiments when we consider 
the normalised under-estimation of the J0d we see again the impact of measurement noise. Ideally the under-
estimation should smoothly increase as J0d increases (a theory tested by fitting of simulated measurement), however 
the measurement noise, induced by the numerical derivatives makes these trends somewhat less clear [19].  
An increased bulk doping increases the under-estimation of the Kane and Swanson method, as was outlined by 
Kane and Swanson [1]. This owes to the wafer doping driving surface recombination as can be seen by the boundary 
condition given in Equation (4). Hence test structures with moderate doping (Ndop > 1 × 1015 cm-3) can lead to 
significantly under-estimated J0d as they force a more non-uniform Δn.  
Finally we comment that the impact of bulk recombination of the numerically solved measurement of J0d depends 
on the measurement range of ȟ݊തതതത୔େ , and the relative magnitudes of bulk and diffused region recombination. If 
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diffused-region recombination is considerably higher than the bulk recombination, then there is little impact on J0d 
solving. If the bulk recombination is significant compared to the diffused region recombination the accuracy of the 
τbulk parameterization [14] or determination [20] will impact the J0d solving, similar issues are discussed in ref. [21]. 
Interestingly, if a poor fit results from the numerical solving of the J0d it is indicative of either the J0d boundary 
condition being inaccurate or there is significant SRH recombination in the bulk wafer that is not accounted for.  
6. Conclusion 
Our method for J0d solving allows for accurate measurement of J0d on samples with moderate doping (Ndop > 
1 × 1015 cm-3), hence on materials more relevant to solar cells. The method circumvents the approximation of 
uniform carrier density by solving the J0d numerically while modelling the one-dimensional carrier-density profile 
across the quasi-neutral bulk of the wafer. An additional advantage of the technique as it fits simulated ȟ݊തതതത୔େ to 
measured ȟ݊തതതത୒ୗ and does not make numerical derivatives of the measured-quantised data, making the technique less 
prone to variation due to amplification of noise. We have demonstrated this technique compared to the Kane and 
Swanson method, where we find that the J0d is under-estimated by 2%–80% depending on the sample J0d and the 
Ndop. In some cases the under-estimation is considerably larger than the experimental uncertainty of the 
measurement.  
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