The diffraction patterns acquired with transmission electron microscopes gather reflections from all crystallites that overlap in the foil thickness. The superimposition renders automated orientation or phase mapping difficult, in particular when secondary phase particles are embedded in a dominant diffracting matrix. Several numerical approaches specifically developed to overcome this issue for 4D scanning precession electron diffraction data sets are described. They consist either in emphasizing the signature of the particles or in subtracting the matrix information out of the collected set of patterns. The different strategies are applied successively to a steel sample containing precipitates that are in Burgers orientation relationship with the matrix and to an aluminium alloy with randomly oriented Mn-rich particles.
Introduction
While phases are routinely sorted and recognized using their electron diffraction signature in a transmission electron microscope (TEM), these facilities are still strongly limited in the case of precipitates embedded in a crystallized matrix. In transmission, the electron beam crosses the whole thickness of the sample and interacts with all the overlapping grains or phases. When nano-precipitates in metallic materials are considered, the resulting diffraction patterns are mainly composed of the dominant matrix reflections plus some additional, frequently faint, information related to the embedded particles. This leads to frequent misindexing of the precipitates when phase or orientation recognition are performed with automated tools.
To by-pass such limitations and identify the specific signal of the embedded particles, several approaches are used in the field of conventional transmission electron microscopy. These approaches may be categorized in two main groups: emphasizing or subtraction strategies.
Emphasizing is promoted when the signal of the secondary phase particles is reinforced at the expense of the matrix diffraction. This occurs for example when dark-field images are generated using selected reflections. This well known procedure ends with micrographs in which (part of) the particles are highlighted.
Subtraction means removing the matrix signal. The most obvious way to do so is by dissolving the matrix and collecting the precipitates in order to analyse them separately. This is typically obtained when the extraction replication technique is applied to metallurgical samples. ISSN 2052-5206 # 2019 International Union of Crystallography There is a current trend in transmission electron microscopy that consists in acquiring the full collection of diffraction patterns in scanning mode (Kim et al., 2015; Gammer, 2016; Rauch et al., 2010) . This procedure allows the processing of the digitalized data offline. In this context, numerical counterparts of the abovementioned strategies are feasible. The present report describes newly developed post-processing tools using either the emphasizing or the subtraction approach and illustrates their capabilities with selected examples. This work takes advantage of our full control of the inputs and outputs of the Automated Crystal Orientation Mapping (ACOM-TEM) tool developed in-house and better known as the ASTAR TEM attachment.
Materials and methods
The measurements were performed using a JEOL 2100F FEG-TEM operating at an accelerating voltage of 200 kV and equipped with the 'Digistar' precession system from Nano-MEGAS SPRL (Belgium). The diffraction patterns were acquired with an optical 780 Â 580 pixels camera positioned in front of the TEM window at frame rates of 50 to 100 fps. The picture resolution was reduced to 144 Â 144 pixels using the camera in-built binning and sub-sampling features. This limits the size of the 4D SPED data set to a few gigabytes and allows fast digital processing, i.e. less than one hour for any of the results presented.
Precession at a frequency of 100 Hz has been applied in order to minimize dynamical effects (Rauch & Vé ron, 2014a) . The precession angle is 0.5 for the steel sample and 1.2 for the aluminium based sample. The step size is 2 nm for all the results used in this work.
The Automated Crystal Orientation Mapping (ACOM-TEM) tool generates 4D scanning precession electron diffraction (SPED) data sets composed of all successive 2D PED patterns acquired while the nano electron beam is scanning a 2D area (Rauch & Vé ron, 2014a) . The resulting numerical data sets contain far more information than the dominant signal used to construct phase or orientation maps. The proposed post-processing algorithms developed to retrieve the additional information will first be introduced using a model material, namely a Custom 465 precipitation hardened stainless steel containing Ni 3 Ti hexagonal close packed (hcp) phase that has known orientation relationships with the martensitic matrix.
The strategy was also applied to identify different types of Mn-rich precipitates in a commercial Al-1.5 Mn alloy with Fe and Si as impurities.
All phases considered in the present work were investigated using the crystallographic data available from the National Institute for Materials Science (NIMS) AtomWork Database (Xu et al., 2011) .
Results and discussion

Indexing precipitates in orientation relationship (OR) with the matrix
The Custom 465 steel is mainly composed of martensitic grains that will be indexed as a body-centred cubic (bcc) structure. It contains hexagonal -Ni 3 Ti precipitates (space group 194: P6 3 /mmc; lattice parameters: a = 0.510 nm, c = 0.834 nm).
For this sample, standard phase mapping with ASTAR fails as the matrix signal is too strong compared to the secondary phase signal. This hinders the secondary phase identification even in places where it is dominant. Comparing the matrix pole figure with the phase one ( Fig. 1 ) reveals that there are errors in secondary phase identification. While the secondary phase orientation map looks reasonable [families of precipitates sharing the same orientation/colour in Fig. 1(d Emphasizing and subtraction strategies will be considered in turn for this particular example.
3.1.1. Emphasizing. As mentioned previously, the most common way to highlight a particular phase is to generate dark-field images. The same may be performed with virtual dark-field (VDF) maps that are digital analogues but recon-electron crystallography 506 Rauch and Véron 4D scanning precession electron diffraction Acta Cryst. (2019). B75, 505-511
Figure 1
Orientation maps and pole figures of (a-c) the Fe matrix and (d-f) the Ni 3 Ti phase. The correspondence between phase textural components and Fe matrix planes and directions, reproduced as superimposed black dots in (e-f), is only partly obtained.
Figure 2
Ni 3 Ti precipitates highlighted with virtual dark-field images. In (a) a numerical aperture is used to select part of the signal in each diffraction pattern. The signal is used to produce (b) a dark-field image. In (c) the numerical aperture is constructed by taking the inverse video of a variant related template and produces (d) a template related virtual dark-field image.
structed from the stack of memorized diffraction patterns (Moeck et al., 2011) . As an example, a specific family of precipitates is emphasized in Figs. 2(a) and 2(b).
The main difference with classical dark-field images is that the 'numerical aperture' used in VDF offers full flexibility (Rauch & Vé ron, 2014b) . Instead of using a single 'hole', several of them may be added -as for the 'image filtered DP' of Meng and Zuo (2016b) -or a whole fraction of the diffraction pattern could be selected to sort a specific phase signature, e.g. Sunde et al. (2018) .
When the particles share an epitaxial relationship with the matrix and the OR is known, extraction through VDF may be further refined. A side product of ASTAR is that all the theoretical diffraction patterns (known as templates) for all phases and all orientations are calculated and available. In Fig. 2(c) , the matrix orientation has been used to compute the expected orientation of one of the precipitate's variants. A specific template has been generated for this variant and used as a numerical aperture to collect the intensities of all the related reflections [ Fig. 2(d) ]. The resulting VDF image is further binarized and used as a mask to select the part of the grain in which this signal has appeared. The threshold selected for this binarization was around one third of the maximum intensity obtained in the template related VDF image. This procedure highlights specifically the selected variant [ Fig. 3(a) ].
The precipitates sorted in this way exhibit reasonable characteristics: they are nearly all elongated in the same way and most of them share the same ½11 2 20 direction close to one of the matrix h111i pole [ Fig. 3(b) ]. The important point is that one variant orientation has been used to sort the fraction of the area where the corresponding precipitates are expected, but this does not ascertain that the crystallographic orientation obtained independently through template matching [ Fig. 1(d) ] is correct. In fact, the orientation of the precipitates turns out to be wrong. Some of these precipitates generate ½11
2 20 textural components that differ from the variant orientation used to generate the VDF mask [Fig. 3(c) ]. Most of these components do not fit with any of the (110) matrix axes [ Fig. 3(b) ]. This means that a majority of these precipitates suffers from misindexing because of the important contribution of the matrix to the diffraction patterns. These results clearly demonstrate the difficulty of correctly measuring the orientation of secondary phase particles when the matrix signal dominates the diffraction pattern.
The results could be further improved by using the matrix related template as a 'negative aperture' to reject the matrix signature. In such a case, the threshold used to binarize the mask may be lowered so that more precipitates could be located. The estimate of the secondary phase particle density would be better. By contrast, this cannot improve their orientation identification. Note that this procedure combines emphasizing and subtraction strategies and illustrates the potential of data post-processing for 4D-SPED data sets.
To conclude, the emphasizing strategy is efficient to locate and highlight secondary phase particles but requires external inputs to avoid orientation misindexing.
3.1.2. Subtraction. The matrix orientation is easily recognized, so the corresponding reflections appearing in the diffraction patterns may be identified with no difficulty. These reflections hinder the capability of any automated software to properly distinguish the information related to the secondary phase particles. Therefore, the indexing may be improved by subtracting the matrix information from the diffraction pattern.
Two ways to do so were investigated.
Subtracting an average diffraction pattern. When the scanned area contains a single matrix grain, as in the present case, it may be attempted to obtain the matrix diffracting signal by merely averaging the full collection of diffraction pattern. In such a global average, the intensities of the precipitate reflections are relatively small compared to the permanent matrix signature. Then, the average pattern is subtracted at every pixel to generate a new pattern in which the matrix signal is minimized. Finally, the corrected pattern is indexed with the standard template matching procedure.
It was found that with this procedure, the resulting maps were hardly amended with respect to the standard indexing. The main reason is that the thin foil is slightly bent (<5 from part to part of the area) as can be perceived from the colour gradient in Fig. 1(a) . Considering the very strong sensitivity of Bragg reflections to the crystal orientation this leads to a significant change in the matrix pattern. Consequently, the matrix signal is only partly removed with the overall average subtraction.
To overcome this limitation, the procedure was adapted by considering a local average rather than a global one ( Fig. 4 ). To extract the precipitate signal out of (a) a composite diffraction pattern (b) a local average, mainly composed of the matrix reflections, is subtracted. The remaining pattern (c) is used to identify the precipitate orientation. This is similar to background subtraction in image processing: at every location, all the diffraction patterns that are at some fixed distance from the current position are averaged and subtracted. The distance must be larger than the precipitate size but small enough to by-pass the matrix reflection intensity issue discussed here. For the present example, the selected distance is a tenth of the map size (40 nm for 400 nm). The local average naturally incorporates the change in intensities related to the thin foil bending. Note that with a matrix signal being computed locally, the procedure will also work if the scan covers several grains rather than a single crystal.
The local average subtraction leads to a substantial improvement of the results (Fig. 5 ). In particular, it may be noticed that the phase {0001} pole figure starts to resemble the matrix {110} pole figure. Also there are obvious correspondences between the precipitates' f11 2 20g pole figure and the matrix {111} pole figure as expected from the Burgers OR.
Subtracting the matrix-related template. The second procedure is derived from the multi-indexing strategy presented by . Instead of subtracting a complete diffraction pattern, only the reflections identified as belonging to the matrix are erased. To do so, the matrix orientation must first be identified precisely at every pixel -using only the matrix set of templates -and it is the selected template that is used to locate the reflections to be removed from the pattern [ Fig. 6(a) ]. In the template, each reflection is represented by a disk whose diameter is determined by the corresponding Bragg spot intensity. These disks are punched out of the initial pattern. The resulting pattern is then re-indexed using only the set of precipitate templates [ Fig. 6(b) ]. As usual with template matching, this gives a possible orientation everywhere, even when there are no more relevant reflections in the pattern. Therefore, the data are filtered by imposing a matching index 1 value higher than a user-selected threshold.
The final results are clearly better [Figs. 7(b) and 7(c)]. There is practically no residual unexpected textural component in the {0001} pole figure.
The reason for such an improvement may be analysed in detail by extracting some relevant examples of pattern identifications. Figs. 6(b) and 6(c) compare the orientations proposed for a given diffraction pattern before and after the matrix signal removal. The misindexing is due to the presence of strong reflections belonging to the matrix. After matrix reflection removal, the indexing is safer [ Fig. 6(b) ]. The systematic error in orientation indexing noticed previously with the VDF attempt (Fig. 3) is due to this particular situation.
The validity of the results may be confirmed by highlighting specific families of precipitates. Among the twelve possible variants, two of them have to share the same basal plane. These two families differ by a rotation of $10 about their common c-axis (Bhattacharyya et al., 2003) . In Fig. 8(d) , two such families are sorted by rejecting all data that do not share the selected {0001} plane in Fig. 8(a) 
Figure 6
Multi-indexing of a pattern containing superimposed reflections from the matrix and a precipitate. The reflections associated to the matrix are located with the corresponding template [red disks in (a)] and cut out of the pattern to facilitate the detection of the precipitate signal (b). Without matrix subtraction, the pattern is misindexed (c).
Figure 7
Results of the multi-indexing strategy. Precipitates (a) orientation map and (b-c) poles figures. Note the correspondence with the matrix related poles marked in black in the pole figures. 
8(d) by further imposing one of the two possible h11
2 2 0i directions that fulfil the Burgers OR.
The superiority of the subtraction strategy is demonstrated by comparing Fig. 3(a) with Fig. 8(e) in which the precipitates belonging to the same family are located with similar qualities. But while the Burgers OR has been used to sort the precipitates through the VDF image in the previous section, no a priori OR knowledge is required for subtracting the matrix signal. On the contrary, the orientation relationship may be deduced from Fig. 8 . For sake of completeness, it has been verified that the twelve precipitates families corresponding to all the possible couples of planes and directions could be highlighted as the ones appearing in Fig. 8 .
To conclude, the subtraction strategy is a powerful technique to identify nano-precipitates embedded in a metallic matrix and recognize their crystallographic orientations.
Multi-indexing appears as the most promising procedure to sort overlaying phases in the thin foil thickness.
Indexing precipitates randomly oriented in a polycrystalline aluminium matrix
The second example concerns an industrially hot rolled polycrystalline Al-1.5Mn alloy containing a substantial amount of precipitates whose nature is to be identified.
Three candidates were considered: (a) Al 50 Mn 12 Si: cubic (space group 200: Pm3; lattice parameter: a = 1.268 nm); so-called alpha phase;
(b) Al 12 Mn: cubic (space group 204: Im3; lattice parameter: a = 0.755 nm);
(c) Al 6 Mn: orthorhombic (space group 63: Cmcm; lattice parameters: a = 0.755 nm, b = 0.650, c = 0.887 nm).
This means that three set of templates were generated and systematically compared to the acquired diffraction patterns.
As for the previous example, standard phase mapping is not fully efficient both in terms of quantity and of quality. When using the automated phase mapping tool, secondary phase particles are reasonably but not completely recognized. This may be inferred by comparing Figs. 9(b) and 9(c). In Fig. 9(b) , the virtual bright-field (VBF) image has been used to gain a first view of the precipitates content in the thin foil. The VBF image is obtained by placing the numerical aperture in the centre of the diffraction pattern in order to record the fluctuation of the transmitted beam intensity over the scanned area, like for a standard STEM image. With precession, the diffraction contrast is strongly reduced so that it is far easier to notice the precipitate sizes, positions and morphologies with VBF then with regular bright-field images [ Fig. 9(a) ]. When a phase map is computed by the standard template matching approach [Fig. 9(c) ] most but not all the precipitates are detected. This is because too many electrons are scattered by the matrix. Among the three candidates two-thirds of them are of Al 50 Mn 12 Si type and one-third of the precipitates are recognized as Al 12 Mn. However, it will be shown that the latter are misindexed. No Al 6 Mn was detected.
Emphasizing and subtraction strategies will be considered in turn to improve the result.
3.2.1. Emphasizing. VDF images were used to extract the secondary phase particles. However, the orientations of the precipitates are random. Consequently, the corresponding reflections have no specific azimuthal position. To handle this situation, rings whose radius correspond to a Bragg angles not related to the matrix can be used as dedicated 'apertures' to efficiently sort the precipitates. This is illustrated in Fig. 10 : the resulting VDF image highlights the same set of precipitates as the one seen in the VBF [ Fig. 9(b) ] but with a higher contrast. Using rings instead of disks as aperture can also be used to sort amorphous layers in complex microelectronic components (Rauch & Vé ron, 2014a) .
The filter cannot sort the different precipitates species because the beam convergence is such that the range of Bragg angles captured with the selected numerical aperture includes possible reflections from all the expected secondary phase particles. By contrast, the matrix signal is practically not captured with this aperture.
When the resulting VDF image is used as a mask to filter the places where secondary phase particles are present, there is a substantial change in the precipitate areal fraction. It increases from 5.2% [ Fig. 9 (c)] to 7.0% [ Fig. 10(d) ] with, in both cases, one-third being of Al 12 Mn type. For the newly detected particles, the phase and orientation are the ones that were obtained through template matching as a second (i.e. non dominant) solutions. As will be demonstrated in the following section, the phase selection is damaged by the matrix reflections.
As for the previous example, the emphasizing strategy appears adequate to locate the secondary phase particles, but it does not ascertain the indexing reliability.
3.2.2. Subtraction. Using the average subtraction or the multi-indexing strategy was observed to lead to nearly the same result. For the interest of conciseness only the first attempt will be described. Manganese-rich precipitates in an aluminium alloy; bright-field (a) and virtual bright-field (b) images of the scanned area; (c) phase map highlighting Al 50 Mn 12 Si (green) and Al 12 Mn (blue) precipitates embedded in the Al matrix (orangish-red).
Figure 10
VDF images. The VDF image appearing in (b) is produced by summing the intensities under the red ring in (a) and used as a binarized mask (c) to sort the secondary phase particles out of the data set (d).
The subtraction strategy was previously applied to a single grain of a steel sample. The present aluminium alloy is polycrystalline and is consequently more challenging. Averaging the full set of diffraction patterns is not appropriate for a polycrystalline sample. Indeed, the average diffraction pattern is mainly representative of the largest grain so that its subtraction cannot work properly for the smallest ones. The local average is compulsory. The largest precipitate having a width of 140 nm, the diameter employed for this local averaging equals this value in the present data set. Fig. 11 exhibits the phase map computed with the modified set of diffraction patterns.
The index map [ Fig. 11(a) ] looks like an image of the thin foil from which the matrix has been removed. The areas appearing in black in Figs. 11(a) and 11(b) correspond to places where the matching index is vanishing after the matrix signal has been removed. The precipitates are strongly enhanced and clearly visible in particular in the central part of the grain. Grain boundaries also appear with a ribbon type morphology. This is because the local average computes diffraction patterns belonging to the two neighbour grains so that their respective signals are not decreased entirely but down by a factor of two at the very middle of the grain boundary. The subtraction is only partial at these locations, so the matrix is still recognized [ Fig. 11(b) ] and gives rise to a nonnegligible matching index. The ribbon width is related both to the boundary inclination and the radius selected to compute the average. However, the precipitate detection is still effective at these locations. The remaining matrix signal may be eliminated by colouring the ribbons black as in Fig. 11(c) .
The resulting phase map [Fig. 11(c) ] is quite similar to the one obtained through the extraction strategy [ Fig. 10(d) ] apart from the phase selected that is now uniquely of Al 50 Mn 12 Si type. As demonstrated in Fig. 12 , the differences are due to the presence of matrix reflections that force the selection of the wrong phase. After subtraction the selected template, related to Al 50 Mn 12 Si, covers nearly all the remaining reflections. It has been verified manually that the same issue occurred for all particles wrongly identified as Al 12 Mn.
Discussion
The present work confirms 4D-SPED data sets contain far more information than the information retrieved by selecting the dominant signal. This has been recognized by several authors and is the driving force for the developments of advanced post-processing methodologies aiming in promoting refined material characterization tools (Kim et al., 2015; Gammer, 2016; Rauch et al., 2010; Rauch & Vé ron, 2014a; Kiss et al., 2016; Meng & Zuo, 2016a; Eggeman et al., 2015) . The common objective of these works is to sort the information in order to gain a better knowledge of the full content of the thin foils, often with tomographic 3D reconstructions in mind (Meng & Zuo, 2016a; Eggeman et al., 2015) .
Among the explored strategies, emphasis and subtraction discussed here show both strong potential. Highlighting through VDF filters may fail recognizing the orientation or the phase but has proven to be more straightforward to locate the secondary phase particles and easy to set up as long as the full set of data is available. Moreover it offers a high versatility to sort the patterns. For example instead of using 'holes' to define the filter, some mathematical operations may be used to emphasize a specific signal. For example, in Rauch & Vé ron (2014b) a dark-field image was constructed by computing the standard deviation of the signal collected over a given ring to force the appearance of crystallized nanoparticles phases surrounded by amorphous phases. Essentially, if there is a signature of a specific feature in the diffraction patterns, there is a way to extract it using virtual dark-field images so that there must be a solution to highlight this feature. Note also that this strategy may even be used without any a priori knowledge on the secondary phase particles structure, by identifying manually the relevant Bragg reflections in the diffraction patterns.
Subtracting part of the information in order to reinforce the remaining signals has been shown to be safer for orientation or phase recognition at least in the present case of precipitates embedded in a matrix. The underlying idea is to decompose the patterns in order to isolate the different constituent parts. With this viewpoint, the strategy appears close to the works involving multivariate analyses like the powerful Principal Component Analysis (PCA) or non-negative matrix factorization (Eggeman et al., 2015) . The main difference is that the components are not deduced from statistical analysis but Highlighting precipitates by subtracting an average diffraction pattern: (a) index map, (b) phase map filtered with the matching index > 200, (c) precipitates' content only. The phase colour code is the one used in the previous figures.
Figure 12
Superimposed diffracting signals from the matrix and a precipitate (a) and the corresponding indexing as (b) Al 12 Mn (blue template) or (c) Al 50 Mn 12 Si (green template). The latter is obtained by subtracting the local average that contains the strong reflections related to the matrix diffraction.
directly recognized in the pattern through cross correlation with the templates. In contrast to PCA outputs, this ensures a physical meaning for all the components. However, the capability to extract more than a few constituents components is still to be investigated and deserve additional works.
There are obvious limitations for the present attempts. The capability of the numerical approaches to sort phases is physically limited by the degree of similarity between their diffracting signals. For example, the ring-type aperture introduced in Fig. 10 is efficient to recognize secondary phase particles because the matrix has no reflection at that particular Bragg angle. But it fails to discriminate the different candidates because the lattice parameters of the precipitates are too close. For materials with similar lattice parameters, the beam convergence angle will be the limiting factor. It is mainly determined by the size of the condenser aperture that must be small enough to avoid reflection overlapping but large enough for the beam intensity to be compatible with the foil thickness and the acquisition speed.
While the ultimate spatial resolution of the present strategies remains to be determined, it cannot reach the atomic resolution obtained when a finely focused electron beam is used to record convergent beam electron diffraction patterns at every position (Kimoto & Ishizuka, 2011) . The resolution of 4D-SPED data sets is inherently related to the step size that is in turn limited by the probe size. To avoid the reflection overlapping mentioned previously, the convergence semiangle should be limited to two milliradians so that the beam diameter is typically of the order of 1 nm (Valery, Pofelski et al., 2017) . For particle detection, it is not reasonable to rely on a single pixel. The same phase and a similar orientation must be detected over an area of two to three pixels in diameter to establish that a given particle is recognized. Consequently, the size of the smallest particles that may be detected with certainty is around 6 nm with the present TEM settings.
Both strategies use diffraction patterns and consequently the quality of these patterns is important. In that respect, it should be noted that all the work was performed with the rather poor resolution of the images captured by the optical camera. Substantial improvements are expected with recent fast and sensitive TEM cameras.
Conclusions
Two post-processing algorithms were developed to extract the diffracting signature of overlapping crystals from 4D-SPED data sets and applied to characterize the orientation or the phase of precipitates in metallic matrices.
The first strategy consists in emphasizing the secondary phase particles with virtual dark-field images. In the second approach, the matrix signal is subtracted numerically from the data set before indexing.
The efficiencies of the methods were investigated using a Custom 465 precipitation hardened stainless steel containing -hcp Ni 3 Ti in Burgers orientation relationship with the martensitic matrix. The proposed strategies were further used to identify different types of Mn-rich precipitates in a commercial Al-1.5 Mn alloy with Fe and Si as impurities.
Both strategies have shown strong potential. Highlighting the secondary phase particles through a VDF filter is a fast procedure that locates properly the secondary phase particles. Subtracting the matrix signal is less sensitive to misindexing generated by the presence of additional reflections and safer for identifying the orientation or phase of the precipitates.
