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Abstract
Propulsion-airframe integration (PAI), or the coupling of propulsors into aerodynamic
surfaces, is a key component of electric aircraft design to take advantage of the differences
in system configurations from conventional (gas turbine engine) aircraft. Advantages gained
by embedding the propulsors include wake-filling, boundary layer ingestion benefits, differ-
ential yaw control, and noise reduction (if propulsors are embedded in the upper surfaces
of the aircraft). However, PAI significantly complicates the physics of the flowfield over the
aerodynamic surfaces. Some research has been done in the subsonic context for PAI, but not
much experimental or computational transonic PAI research has been done. This work takes
a hybrid approach to transonic PAI, using both experiments and computation to validate
each other and to unveil a new understanding of the coupled interactions observed between
normal shock wave, boundary layer, and thrust on a transonic wing.
A number of important results were found from both the experimental and computational
transonic PAI studies. The first is the shift in local normal shock wave position with the
static implementation of a nacelle into an airfoil section. By increasing the induced mass
flow rate into the nacelle, there was a further shift in the normal shock wave position, as well
as a growth of the airfoil’s supersonic zone and strengthening of the terminating shock wave.
For the slightly compressible case tested, the boundary layer height of the nacelle-integrated
airfoil decreased uniformly with increasing induced mass flow rate into the nacelle. However,
this was not the case for the transonic nacelle-integrated airfoil, in which the shock wave-
induced boundary layer growth overtook the decrease in boundary layer height due to the
favorable pressure gradient introduced by the mass flow induction and reversed the trend.
The kinetic energy defect, a key parameter utilized in the study of propulsive efficiency for
boundary-layer ingesting propulsion systems, was found to increase uniformly at the nacelle
highlight with increased induced mass flow rate for all cases, with the largest increase coming
at both slightly compressible and supercritical freestream Mach numbers.
These results, while coming from a canonical test case that does not represent an applied
design appropriate for an actual wing, capture the salient physics of transonic PAI and
would likely apply to all aerodynamic-surface-integrated propulsors. The results also have
important implications for propulsive efficiency and wave drag. The increased kinetic energy
defect ingestion should increase propulsive efficiency with increased thrust, but the increased
shock strength would introduce a wave drag penalty. A trade study between these two
output parameters may be a subject for future research. Ultimately, this study showed
ii
the complexities of transonic aero-propulsive interactions and some of the important flow
phenomena that should be considered as this field develops.
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at 50% ṁmax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
63 Color map of velocity normalized by the freestream velocity (V/V∞) with
velocity vectors overlaid for the PIV experiment with M∞ = 0.40 and VPES
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at 50% ṁmax . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
66 Color map of velocity normalized by the freestream velocity (V/V∞) with
velocity vectors overlaid for the PIV experiment with M∞ = 0.72 and VPES
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1 Introduction
As the global aviation industry seeks to reach net zero carbon emissions by 2050, these
goals must be met with the introduction of novel aircraft concepts and disruptive tech-
nologies. One way NASA is helping the aviation industry progress in this area is through
sponsorship of the Center for High-Efficiency Electrical Technologies for Aircraft (CHEETA).
The CHEETA program has been established as part of NASA’s University Leadership Initia-
tive (ULI), which aims to give leading universities the chance to work together and partner
with government agencies and industry to solve problems related to the design of “aircraft
of the future.” The program consists of the development of technologies for a hydrogen
fuel cell-powered electric aircraft with distributed electric propulsion and a superconducting
electrical transmission and machine system. The design of technologies for such an aircraft
requires expertise in the fields of hydrogen fuel cells, cryogenics, superconducting materials,
electric machines, power electronics, aircraft systems, distributed electric propulsion, and
propulsion-airframe interaction. This paper focuses on the final field, propulsion-airframe
interaction, where the coupling of distributed propulsors with aerodynamic surfaces produces
improved overall system performance, as compared to the traditionally uncoupled designs.
The ultimate design goal of the project is to introduce technologies applicable to fully-electric
commercial aircraft systems that result in zero carbon and nitrogen oxide/dioxide (NOx)
emissions, a small noise footprint, and higher overall efficiency than current comparable
commercial aircraft.
Most current conventional tube-and-wing aircraft feature turbofan engines mounted on
pylons underneath the wings. The CHEETA conceptual airplane (Figure 1) has gone through
several iterations, each of which look different from a conventional commercial tube-and-wing
aircraft because of the need for more fuel volume. This additional volume is required because
while liquid hydrogen has roughly three times the energy per unit mass of conventional jet
fuel, it also has four times less energy per unit volume than conventional jet fuel. Initial
designs (Figures 1a and 1b) were of the blended-wing body type, which allowed for the
distribution of many electric fans across the upper surface of the wing. A newer, high-wing
design, shown in Figure 1c, allowed for even more fans to be distributed across the wing.
Known as distributed election propulsion, or DEP, this concept has been envisioned as a
way to improve safety through redundancy, permit propulsion-controlled aircraft concepts,
and increase efficiency through direct filling of the wake of the aircraft [2].
Because the electric fans will be integrated into the wings far downstream of the wing
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(a) BWB design 1 (b) BWB design 2
(c) High wing design
Figure 1: Various conceptual sketches for the CHEETA hydrogen-powered electric aircraft
leading edge, the height of the boundary layer by the time it reaches the fan face will
be a significant fraction of the fan diameter. The fans then ingest the boundary layer
air along with the freestream air. While this boundary layer ingestion (BLI) effect will
produce a nonuniform cyclical loading on the fan face, Kim and Felder [3] show with a quasi-
one-dimensional control volume analysis that the BLI should produce an increase in thrust
relative to a non-integrated propulsor.
This benefit has been verified to some extent both experimentally and computationally.
Uranga et. al. experimentally studied two different 1:11-scale configurations of the D8 “dou-
ble bubble” aircraft, one with two engines mounted on pylons on the sides of the aft end
(non-BLI), and the other with the two engines embedded into the top of the fuselage on
the aft end (BLI). Their experiments, which were performed in the 14- by 22-foot subsonic
wind tunnel at NASA Langley, showed that the mechanical flow power required to achieve to
achieve a streamwise force coefficient of zero for CL = 0.64 was (8.6± 1.8)% less for the BLI
configuration than for the non-BLI configuration [4]. This reduction in required mechan-
ical flow power indicates the significant potential aerodynamic benefits of aero-propulsive
integration.
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Wick et. al. performed a computational, transonic, parametric, three-dimensional study
of the aerodynamic benefits of aero-propulsive integration. Their study covered a wide range
of spans and compared embedded (BLI) underwing engines to pylon-mounted (non-BLI)
underwing engines. It was found for the largest propulsive area studied (Aprop = 21, 600
in.2) and the smallest span studied (b = 240 in.) that the aerodynamic efficiency of the BLI
engines was 8% higher than that of the non-BLI engines at M∞ = 0.8 (quantified in this
case by ML/D) [5].
Several other recent studies have analyzed the aero-propulsive coupling of integrated
propulsive systems experimentally at subsonic speeds [6] and computationally at transonic
speeds [7, 8, 9]. However, little experimental work has been done on analyzing embedded
propulsive systems in a transonic environment, which is a significantly more complex sys-
tem due to the presence of a transonic normal shock wave. This shock wave increases the
boundary layer height because the raised pressure downstream of the shock wave is able
to travel upstream of the shock underneath the sonic line inside the boundary layer, thus
expanding the boundary layer region [1]. This shock wave-boundary layer interaction (SBLI)
is described visually in Figure 2.
Figure 2: Normal SBLI in an attached flow, diagram and schlieren image [1]
The overall system, showing the conceptual flow physics of the problem, is shown with
an old version of the current wind tunnel model in Figure 3.
This study aims to experimentally analyze the complex interactions upstream of an em-
bedded propulsor in a transonic flow. The first goal of this study is to characterize the
difference in inlet distortion and local flow characteristics produced across the inlet of an
embedded ducted fan with and without a transonic shock upstream. Obtaining this un-
derstanding will provide insight into whether a one-dimensional flow analysis like the one
3
Figure 3: Diagram of transonic BLI and SBLI propulsion-airframe integrated physics. Trip dots trip the
boundary layer to turbulent just downstream of the leading edge. The blue boundary layer increases in
height to become the green boundary layer when the fan is throttled on to a certain thrust level. A vacuum
is used to simulated an electric fan, the details of which will be described in the proceeding section.
used by Kim and Felder [3] is appropriate. The second goal of the study is to determine
the feedback between fan thrust, shock location, and shock strength. The third goal of the
study is to understand variations in boundary layer thickness and boundary layer integral
parameters due to the presence of a shock wave and the varying of fan thrust.
4
2 Experimental Methodology
A number of experimental techniques were used to assess a variety of flow character-
istics. This methodology section lays out the details of the airfoil selection, experimental
fan simulation, and transonic wind tunnel testing. This section also shows how surface
pressure acquisition, schlieren imaging, and particle image velocimetry were used to gather
information about the flow field.
2.1 Wind Tunnel Test Article Design
Two of the reasons transonic BLI has seen so little experimental research are the difficul-
ties of both testing in a transonic environment and achieving significant BLI at small scales.
Both of these challenges are addressed by using a vacuum-powered engine simulator (VPES)
integrated into a wind-tunnel-floor-mounted airfoil model with a severe adverse pressure gra-
dient designed in the airfoil toward the trailing edge. The wind-tunnel-floor-mounted model
was designed specifically to generate both a shock wave upstream of the embedded propul-
sor and a boundary layer with a height measuring an appreciable fraction of the height of
an embedded nacelle at low transonic Mach numbers. A floor-mounted model was used as
opposed to a vertically-centered model because a floor-mounted model would produce half
the blockage of a vertically-centered model, and elminating blockage is critical in a small,
transonic wind tunnel to guarantee the ability to reach the desired freestream Mach number,
especially with the addition of an integrated nacelle. The VPES is used in place of an electric
fan (which will be used on the CHEETA aircraft) because to accurately scale the fan-airfoil
system to the CHEETA aircraft based on tip speed would require fan speeds in excess of
100,000 revolutions per minute, which is not feasible for a small (∼ 1 in diameter) fan.
2.1.1 Airfoil Selection
The airfoil used in both the experiments and numerical simulations was chosen using an
iterative design process using XFOIL and MSES. A seed airfoil was analyzed using MSES,
and the pressure distributions were fed to XFOIL, where inverse design was used to modify
the airfoil. This process was continued until an airfoil with the desired characteristics, a shock
wave and a large boundary layer at low transonic speeds, was produced. The resulting airfoil,
dubbed TS0016, is shown in the MSES-generated plots in Figures 4-6. A symmetrical airfoil
was used since this is the only type of airfoil that makes sense as a floor-mounted model. The
flow was artificially tripped in the MSES model on the upper surface (the only surface used
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in the actual physical model) at x/c = 0.1. Hemispherical trip dots were placed uniformly
across the surface of the physical model at this location to trip the boundary layer at the
same location.
As can be seen from Figure 4, a normal shock wave first appears at M∞ = 0.72, so this
freestream Mach number was used as the design Mach number. The displacement thickness
for each of these three freestream Mach numbers, shown by the white lines displaced from the
airfoil surface, is significant, especially for M∞ = 0.74. This indicates that a significant ratio
of boundary layer height to nacelle height will be produced, especially given that the ratio of
boundary layer height to displacement thickness for a turbulent flat plate is approximately
eight-to-one.
The dashed white line, representing the critical pressure coefficient, in each of the surface
pressure coefficient distributions shown in Figure 5 indicates that a supersonic region will be
present on the TS0016 airfoil at M∞ = 0.70, M∞ = 0.72, and M∞ = 0.74. The supersonic
region for the M∞ = 0.74 is much larger than that of the M∞ = 0.70 case, which follows
from the more aggressive acceleration over the leading edge of the airfoil due to the higher
speed air. The upper surface (the surface used for the floor-mounted model) surface pressure
coefficient distribution shows an increasingly large pressure spike at around the mid-chord
of the airfoil as the freestream Mach number is increased. The fact that the shock wave
strength is so sensitive to the freestream Mach number will be utilized in the experiments
and numerical simulations to gather a wide envelope of boundary layer data from a small
range of Mach numbers.
The skin friction coefficient plots in Figure 6 show that while the skin friction decreases
to a value below zero for a portion of the airfoil, indicating separation, the skin friction
returns to a positive value by the trailing edge. This shows that the flow should reattach
by the trialing edge. With an integrated vacuum-powered engine simulator, the flow will be
only more likely to stay attached as the entrained flow through the nacelle is increased. Flow
attachment is desirable in general to avoid stall on a real airplane, but is allowable here as
it will cause the boundary layer thickness across the VPES inlet to increase, amplifying the
simulation of the salient physics of the problem.
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(a) M∞ = 0.70 (b) M∞ = 0.72
(c) M∞ = 0.74
Figure 4: MSES-generated contours of Mach number for the TS0016 airfoil at various freestream Mach
numbers, including the design Mach number of M∞ = 0.72
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(a) M∞ = 0.70 (b) M∞ = 0.72
(c) M∞ = 0.74
Figure 5: MSES-generated upper and lower surface pressure coefficient distributions for the TS0016 airfoil
at various freestream Mach numbers, including the design Mach number of M∞ = 0.72
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(a) M∞ = 0.70 (b) M∞ = 0.72
(c) M∞ = 0.74
Figure 6: MSES-generated upper (solid blue line) and lower (solid red line) skin friction coefficient distri-
butions for the TS0016 airfoil at various freestream Mach numbers, including the design Mach number of
M∞ = 0.72
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2.1.2 Experimental Fan Simulation
Another important aspect of the model design was the nacelle and electric fan simulation.
An original design of the nacelle system, shown in Figure 7, was sized based on Raymer [10]
and designed based on Peters et. al. [11] for an inlet mass flow rate of 0.3 kg/s. However,
initial numerical simulations of this nacelle design indicated strong leading-edge acceleration
terminating in a very strong shock wave on top of the nacelle, so additional iterations of
the design were conducted. The re-design is based on the NASA SC(2)-0010 supercritical
airfoil and is shown in Figure 8. This new design, when simulated, indicated at worst a very
weak shock, even at M∞ = 0.76, the highest freestream Mach number tested and simulated.
Eliminating the shock wave over the top of the nacelle mitigated potential strong shock
buffet interactions across the wind tunnel model at the higher freestream Mach numbers.
The major drawback to this design is that the internal area change at the inlet is the opposite
of a typical nacelle; a typical nacelle has an internal flow area that increases from the nacelle
inlet to the streamwise fan position, as is true in Figure 7. The design intent of a real nacelle
is to have the area increase ahead of the fan to raise the pressure, lower the velocity at the fan
face, and thus increase the propulsive efficiency. However, because a real fan was not used
and the thrust stream exiting the nacelle was not possible to capture given the configuration
limitations of the physical setup, it was deemed admissible to decrease the area ahead of the
simulated fan face.
Figure 7: Old nacelle airfoil design along with hub design and potential rotor/stator locations
The original design for an experimental fan simulator was an ejector-powered engine
simulator (EPES) based on the old nacelle design. An ejector-powered engine simulator
uses “the ejector action of a high-pressure gas jet submerged in the model to pump the flow
captured by the inlet to pressurized conditions representative of turbine engine exhaust” [12]
and was found to simulate engine flow physics with reasonable accuracy [12, 13, 14]. In this
case, a fan is being simulated rather than a gas turbine engine, but the principle remains
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Figure 8: New nacelle airfoil design, an 80%-thick-version of the NASA SC(2)-0010 supercritical airfoil. The
axes are shifted and scaled according to the TS0016 airfoil section, which has a chord length of 6 inches and
a leading edge positioned at (0,0).
the same. An EPES system was designed for the current study and is shown in Figure 9.
There were thirteen total ejectors in this system, with a ring of twelve ejectors placed just
downstream of the highlight of the nacelle, and a much larger thirteenth ejector inside the
hub. Air was fed at high pressure into the main port and allowed to eject out each of the
ejectors. One of the main issues faced with this overall design was that the nacelle, printed in
plastic using a FormLabs Form 3 SLA printer, was a pressure vessel that had to be designed
thick enough to withstand pressures close to 100 psi, but thin enough to provide clearance
for ejector ports with enough area to induce the correct mass flow rate. Through testing of
the standalone EPES, it was found that choking prevented sufficient mass flow from being
induced by the small total area of the jets, even with internal air pressures close to 100 psi.
Therefore, the EPES was eliminated as a possibility for simulating the electric fan in this
study.
This led to the investigation of another experimental technique of a similar nature: a
vacuum-powered engine simulator (VPES). The VPES operates similarly to the EPES, in
that it induced mass flow into the nacelle based on a pressure difference. However, the VPES
simply extracts air out of the nacelle using a vacuum, while the EPES induces air into the
nacelle using the venturi effect (lowering the local pressure by injecting high-velocity air into
the nacelle). This technique, because it was much simpler, proved to be much more robust




(c) Side cross-sectional view
Figure 9: Upper (solid blue line) and lower (solid red line) skin friction coefficient distributions for the
TS0016 airfoil at various freestream Mach numbers, including the design Mach number of M∞ = 0.72
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Figure 10: New VPES design, showing airflow into and out of nacelle (cross-sectional view with cut at center
plane of model)
2.2 Transonic Wind Tunnel Testing
Experiments were conducted in the transonic wind tunnel facility in the Aerodynamics
Research Laboratory (ARL) at the University of Illinois at Urbana-Champaign (UIUC).
The wind tunnel has a test section measuring, from the perspective of a mounted test
article, 6 inches in the spanwise direction, 9 inches in the vertical direction, and 17 inches
in the streamwise direction. The transonic wind tunnel, shown in Figure 11, operates using
an industrial centrifugal blower and has a nominal maximum Mach number of 0.85 and a
maximum freestream turbulence intensity of 0.4%. A porous plate, shown in Figure 12,
assists in mitigating the shock reflection process that would typically be observed for solid
wall surfaces. The air passing through the porous plate moves into a plenum above the
test section. The first step in conducting the experiments was re-designing the wind tunnel
test section to provide full optical access to floor-mounted models. This was accomplished
by extending the wind tunnel test section windows downward and designing a taller clear
acrylic insert. A three-dimensional rendering of the model tested is shown in Figure 13.
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Figure 11: Transonic wind tunnel in the ARL at UIUC







Figure 13: 3D rendering of the TS0016 airfoil model with embedded nacelle, mounted in the transonic wind
tunnel test section. One of the windows is removed for clarity
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2.3 Surface Pressure Acquisition
Surface pressure measurements were acquired across the spanwise center plane of the
model as shown in Figure 14. The measurements were taken using 32 ports of a TE Con-
nectivity (formerly Pressure Systems Incorporated) 64-port ±15 psid differential pressure
scanner, shown in Figure 15. This pressure scanner has an accuracy of 0.05% full scale, or
±0.0075 psid, which is extremely small compared to the measured differential pressures of
a few psid. Each port was connected to the surface of the airfoil using 0.040-inch diame-
ter clear, flexible tubing and short lengths of 0.040-inch stainless steel tubes as detailed in
Figure 16. In the airfoil model, a series of orifices were built into the surface, providing a
path for the air from the airfoil surface to the scanner ports. The holes at the airfoil surface
were designed with a diameter of 0.040 inches and oriented normal to the surface. Mov-
ing downward and away from the airfoil surface, the hole was lofted outward to a diameter
of 0.063 inches, which allowed the majority of the pressure port to have a diameter larger
than the minimum printable hole diameter. For the Form 3 with clear resin, the minimum
printable hole diameter was experimentally determined to be 0.040 inches. The hole was
lofted back inward to a diameter of 0.040 inches at the flow path exit on the bottom of the
model to interface with the stainless steel tubing. A visual description of the internal flow
pathways is given in Figure 17. Despite the widening of the internal flow paths, uncured
resin still clogged some of the paths, forcing them to be cleared out with a hand drill. The
clogging was the result of a print orientation required by the size of the test article. For the
nacelle-integrated model, a thin-walled airfoil surface was used such that this clogging would
not be an issue. The surface holes were lofted outward, but not lofted back inward at the
model exit so that the uncured resin could easily drain (see Figure 18).
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Figure 14: 3D rendering of the nacelle-integrated model, with the blue plane showing the plane of interest
Figure 15: Pressure Systems 64-port differential pressure array used for surface pressure acquisition
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(a) Side view (b) Bottom auxiliary view
Figure 16: Surface pressure ports and lines
Figure 17: Cross-sectional view of the surface pressure airflow pathways on the airfoil-only wind tunnel
model
Figure 18: Cross-sectional view of the surface pressure airflow pathways on the nacelle-integrated wind tunnel
model
Pressure measurements from the pressure scanner were read by a TE Connectivity (for-
merly Pressure Systems Incorporated) DTC Initium data acquisition module, automated by
a custom LabView code. The differential pressure measurements, given by p−p∞, were then






where p∞ is the freestream static pressure and q∞ is the freestream dynamic pressure, given







For both the airfoil-only and nacelle-integrated model, high-purity nitrogen at 100 psi
was used to zero-calibrate the differential pressure array between each Mach number. The
surface pressure tests were run starting with the lowest Mach number in the test matrix
(given in Tables 1 and 2), M∞ = 0.40, and moving upward in Mach number. The Mach
number test conditions for the airfoil-only model (Table 1) included a slightly compressible
Mach number, the design Mach number (M∞ = 0.72), and several Mach numbers on either
side of the design Mach number. The two highest Mach numbers in the airfoil-only model
test matrix were not tested on the nacelle-integrated model since the wind tunnel could not
be run up to these settings due to the additional blockage added by the nacelle. For the
nacelle-integrated tests, the wind tunnel freestream Mach number was set, and a sweep of
each of the VPES mass flow rates in the test matrix was completed. The wind tunnel was
then turned off before repeating the mass flow rate sweep at each of the other freestream
Mach numbers. For each test of both the airfoil-only and nacelle-integrated models, once
the Mach number (and VPES mass flow rate, if applicable) reached steady state, pressure
data were acquired for each pressure port through the DTC Initium for 5 seconds at 50 Hz
and averaged. After each test was run at a given Mach number, the transonic wind tunnel
facility was allowed to reach within about +5◦C of the steady-state ambient temperature of
16.5◦C. This was especially important at the higher test Mach numbers, where the facility
could reach temperatures upwards of 35◦C due to the energy addition from the industrial
centrifugal fan. Without allowing the facility to cool down, the higher temperatures drive
down the freestream Mach number for a given centrifugal fan speed, and the Mach number
becomes difficult for the automatic control system to maintain.
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Table 2: Test matrix for surface pressure acquisition on the nacelle-integrated wind tunnel model
Mach # VPES mass flow rate [g/s] (% of ṁmax)
0.40 0.000 (0) 0.750 (25) 1.500 (50) 2.250 (75) 3.000 (100)
0.68 0.000 (0) 0.750 (25) 1.500 (50) 2.250 (75) 3.000 (100)
0.70 0.000 (0) 0.750 (25) 1.500 (50) 2.250 (75) 3.000 (100)
0.72 0.000 (0) 0.750 (25) 1.500 (50) 2.250 (75) 3.000 (100)
0.74 0.000 (0) 0.750 (25) 1.500 (50) 2.250 (75) 3.000 (100)
0.76 0.000 (0) 0.750 (25) 1.500 (50) 2.250 (75) 3.000 (100)
2.4 Schlieren Testing
A single-mirror schlieren setup was used to qualitatively capture the shock wave that
appeared in the highest freestream Mach number cases. A schematic of the schlieren setup
is given in Figure 19, and images of the setup are given in Figures 20-22. A Photron Mini A
X200 high-speed camera was used with a Nikon AF NIKKOR 70-300mm zoom lens attached
to capture schlieren images of the normal shock wave above the nacelle-integrated test model.
Images were captured with resolution 1024 × 1024 pixels at a rate of 6,400 FPS for a period
of 1.7 seconds. Only a fraction of the nacelle-integrated surface pressure test matrix cases
were run for two reasons. The first was that only freestream Mach numbers ≥ 0.72 caused
the formation of a shock on the airfoil surface, and the second was to limit the occupancy
time required in the wind tunnel facility to acquire these measurements. The schlieren test
matrix is given in Table 3.
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Table 3: Test matrix for schlieren image capture on the nacelle-integrated wind tunnel model
Mach # VPES mass flow rate [g/s] (% of ṁmax)
0.72 0.000 (0) 1.500 (50) 3.000 (100)











Figure 19: Schematic showing the path of the light rays throughout the schlieren setup
21
Figure 20: Experimental setup for schlieren testing. Shown are the 3D-printed airfoil with embedded nacelle
mounted in the wind tunnel along with the mirror used to reflect the light source.
Figure 21: Another view of the experimental schlieren setup
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Figure 22: Another view of the experimental schlieren setup showing the vertical knife edge
2.5 PIV Testing
Particle image velocimetry (PIV) was used to quantify the velocity field around the
nacelle-integrated model and to validate the two-dimensional numerical simulations. The
operating principle behind PIV begins by adding tracer particles to the flow field, illumi-
nating a plane in the flow twice in a short time interval using a laser, and capturing the
displacement of the particles between the two pulses with a high-resolution digital camera
[15]. The velocity at each tracer particle location in the flow can be calculated by dividing
the spatial displacement by the time between laser pulses. To set up PIV for the current
experiment, a laser sheet was created across the plane of interest using a dual-pulsed Quan-
tel EverGreen Big Sky Laser Series 200 mJ, 532 nm neodymium-doped yttrium aluminum
garnet (Nd:YAG) laser.
Each laser pulse passed first through a 532 nm multi-order half-wave plate to orient the
polarization of the light waves such that the maximum intensity of scattering from the tracer
particles were emitted into the camera. After each laser pulse passed through the half-wave
plate, it passed through a pair of dichroic mirrors designed to reflect 100% of light with
wavelengths within a small range of 532 nm. After reflecting off the mirrors, the laser light
passed through an aperture, which removed the low-intensity fringes of the Gaussian beam
profile, and constricted the laser light to a small circular cross-sectional shape. The light
then passed through a cylindrical convex lens with a focal length of 700 mm and a cylindrical
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concave lens with a focal length of -9.7 mm, in that order. The laser sheet was then reflected
off another dichroic mirror and allowed to pass through the optical-access wind tunnel on the
wind tunnel ceiling and the laser slit in the porous plate. This system of lenses transformed
the laser beam into a focused laser sheet across the interrogation region within the wind
tunnel test section. The optics were aligned such that the laser sheet adequately covered
the leading edge of the nacelle-integrated model and part of the nacelle. The PIV setup is
shown in Figures 23-27.
Figure 23: PIV experimental setup
To seed the flow with tracer particles, a ViCount Compact 1300 smoke generator (Concept
Systems, LTD) was used with smoke oil 180. This produced particles with an average size
of 0.2-0.3 µm, which was ideal for the test section and model size used. A LaVision imager
sCMOS camera was used with a Nikon 50mm f/1.8D AF NIKKOR attached to capture the
displacement of the tracer particles. The LaVision Programmable Timing Unit (PTU X) was
used to coordinate the pulsing of each laser beam with the camera. A separate 3D-printed
nacelle-integrated model, printed in matte black and with no pressure tap ports, was used
to minimize the surface reflections. Minimizing surface reflections is important in PIV to
capture data at the highest dynamic bit range possible without burning out camera pixels.
To begin testing, the origin of the model was set with a calibration plate. The calibration
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Figure 24: PIV experimental setup, zoomed in on lens system
Figure 25: PIV lens system schematic. The laser first converges vertically (normal to floor/ceiling) after
passing through the convex lens and reaches its waist in that direction at the surface of the airfoil model in
the wind tunnel. The laser diverges horizontally to form a sheet that terminates as a thin line covering the
entirety of the centerline of the nacelle-integrated airfoil model.
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Figure 26: Camera orientation relative to wind tunnel test section
Figure 27: View of camera and model for the PIV experimental setup
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plate shown in Figure 28 was leveled with the wind tunnel, aligned with the plane of interest,
and positioned with one edge near the nacelle highlight. The calibration procedure within
the LaVision DaVis 8.0 software was used to set the origin, scaling, and x-y axes for the
model. This procedure was only completed one time at the beginning of testing.
Figure 28: LaVision calibration plate used for the PIV experiments
At the beginning of each testing session, an intensity calibration was performed with the
camera lens cap on. 100 background images were taken for the intensity calibration. After
the intensity calibration, the smoke generator was run for around two minutes to fill the
room with tracer particles. This length of time was determined, through trial and error, to
produce the correct seeding density for the tests.
The procedure for each test involved first cleaning the wind tunnel surfaces. The camera-
side window, wind tunnel ceiling optical window, and porous ceiling laser slit were each wiped
down to minimize surface defects or unnecessary reflections. The smoke generator was then
run for about 15 seconds, the room lights turned off, and the wind tunnel powered on and
set to the test Mach number, and the VPES set to the test flow rate if necessary. Once the
test conditions were set, the laser was powered on, and 500 pairs of images were captured
at a rate of 10 image pairs per second. After the images were captured, the images were
checked to ensure they had the following properties: average tracer particle displacement of
around 6-8 pixels between image pairs and a lack of pixel saturation at the highest dynamic
bit range (216 = 65536 bits for the 16-bit camera). If those two criteria were met, the process
was repeated for the next test. If not, the test parameters, such as the laser power, were
adjusted and the data retaken.
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The number of PIV tests was limited to select important cases due to the long data
processing time and because a limited number of cases were required to capture interactions
at the on-design condition and how this condition differed from the subcritical case. The
test matrix for the PIV experiments is shown in Table 4.
Table 4: Test matrix for PIV measurements on the nacelle-integrated wind tunnel model
Mach # VPES mass flow rate [g/s] (% of ṁmax)
0.40 0.000 (0) 1.500 (50) 3.000 (100)
0.72 0.000 (0) 1.500 (50) 3.000 (100)
0.76 0.000 (0) – –
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3 Computational Methodology
STAR-CCM+ was used as the CFD tool for the current study because of its robustness
in the transonic flow regime. There are a number of aspects of the numerical simulation
process using STAR-CCM+ that must be discussed in detail to provide a full understanding
of the benefits and limitations of CFD modeling for this particular transonic flow case. These
aspects are the computational mesh, physics settings, initial conditions, boundary conditions,
grid convergence, and post-processing.
3.1 Mesh
The mesh is a critical choice in the numerical simulation process to obtain accurate solu-
tions to the governing equations of the flow. A two-dimensional mesh was used in the current
study as an approximate representation of the three-dimensional case. It was hypothesized
that the 2D approximation would be accurate near and upstream of the transonic shock
wave, while 3D effects due to the embedded nacelle would produce a non-negligible w (span-
wise) velocity component in many cells, degrading the accuracy of the solution downstream
of the shock. However, a 2D simulation is simpler and potentially orders of magnitude less
computationally expensive than a 3D simulation, so the 2D simulation framework was used
as a starting point.
The two-dimensional mesh for the current study was temporally dynamic, that is, a
coarse mesh was chosen for the first several thousand iterations to obtain a roughly-accurate
solution, and a much finer mesh was then used to increase the quality of the solution. This
method was found to produce a steady solution in fewer iterations than the fine mesh alone.
STAR-CCM+’s polygonal mesher was used for the rough mesh since this is a common,
well-performing mesh type. The prism layer mesher was also used to allow for accurate
velocity profiles near the wall boundaries. For the rough mesh, a target surface size of 0.02
in. and a minimum surface size of 0.01 in. near and on the model was used, while a target
surface size of 2 in. and a minimum surface size of 0.75 in. were used in the far field to
reduce computational cost. The default value for surface growth rate of 1.3 was used, which
means that each cell near the wall boundaries are approximately 1.3 times larger than the
adjacents cells closer to the wall. These values were found through trial and error. Fifteen
prism layers were used to capture the boundary layer, with an absolute prism layer thickness
of 0.118 in. This latter value was found, after several trial simulations, to just capture the
boundary layer in the most extreme test case (M∞ = 0.76). A growth rate of 1.45 was used
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for the prism layers, which means that each prism layer is 1.45 times taller than the layer
adjacent and closer to the wall boundary. A dynamic choice of prism layering, while likely
producing slightly more accurate results, was forgone for simplicity. The parameters used
for the coarse mesh are summarized in Table 5. The coarse mesh contained 139,578 cells.
Table 5: Summary of two-dimensional, coarse mesh parameter values
Mesh Parameter Value Unit
Near-wall target surface size 0.002 in
Near-wall minimum surface size 0.001 in
Far-field target surface size 2 in
Far-field minimum surface size 0.75 in
Surface growth rate 1.3 –
Number of prism layers 15 –
Prism layer total thickness 0.118 in
Prism layer growth rate 1.45 –
Number of cells 139,578 cells
It should also be noted that prism layers were removed for the upstream floor, the suction
system outlet, and the semi-circular upper boundary, since these were treated as a slip wall,
an outlet, and a free-stream boundary respectively. An image of the generated coarse mesh
is shown in Figures 29 and 30.
Figure 29: Coarse mesh
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Figure 30: Coarse mesh (zoomed in on test article)
After several thousand iterations of the numerical simulation using the coarse mesh, a
finer mesh was generated to improve the accuracy of the simulations. This was accomplished
using a custom “mesh size” field function, which dramatically reduced the cell size in a semi-
circular region bounding the computational test article. It was desired that the cell size
be low within a certain radius of the test article’s origin and increase continuously to the
uniform far-field cell size. The well-known logistic function, y(x) = M
1+e−k(x−x0)
, is well-suited
for this purpose. The mesh size function is given by Eq. (3):




where s is the local cell size, smin is the minimum cell size of the mesh, k1 is a constant
that affects the far-field cell size, and k2 and k3 are constants. Rcell is the cell radius relative
to the model origin at (x = 0, y = 0) given by Eq. (4):
Rcell =
√
(xcell − x0)2 + (ycell − y0)2 (4)
where xcell is the x-location of the cell, ycell is the y-location of the cell, x0 is a shift in the
x-direction relative to the origin, and y0 is a shift in the y-direction relative to the origin.
The location of the model origin (0,0) is shown in Figure 31.
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Figure 31: Position of the test article origin for the two-dimensional mesh
The replacement of the independent variable in the logistic function with 1/Rcell makes
the size of each cell dependent on the inverse of the distance of the cell from the origin,
allowing the mesh to be fine in the vicinity of the model, where the refinement is necessary,
and coarse everywhere else, where no refinement is required. The combination of this inverse-
distance mesh generation method with the logistic function results in a mesh that rapidly, but
continuously, changes size near a selected circular boundary. A mesh of this type balances
solution accuracy and computational expense. The far-field cell size is given by Eq. (5):
sfar := lim
Rcell→∞




The value of the far-field cell size in the current study is 0.1091. The model given by
Eq. (4) is well-defined everywhere except in the neighborhood where Rcell = 0. Therefore, a
conditional statement was used to replace cells in the vicinity of the origin with the minimum
cell size to prevent a divide-by-zero error. The logic of the mesh size definition is given in
Figure 32.
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Figure 32: Logical sequence for determining cell size as a function of position
The conditional block can be viewed as replacing a square centered at (x0, y0) and having
side length 2∆x = 2∆y = 0.0002m with the desired minimum cell size. The choices for mesh
size definition parameters, again chosen by trial and error are shown in Table 6. The value
for x0 is 3 in. (0.0762 m) so that the mesh refinement region can be centered about the test
article. The final number of cells for the fine mesh was 1,510,479.
Table 6: Fine mesh size definition parameters








Number of cells 1,510,479 cells
A one-dimensional analog of the two-dimensional equation is shown in Figure 33. The
three-dimensional graph of the two-dimensional surface is shown in Figure 34. This latter
graph is a quarter cross-section of the actual function and is displayed this way for clarity.
The entire function can be visualized as rotating the plot 360° about a line parallel to the
s-axis and passing through the point (0.0762, 0, 0).
33









Figure 33: One dimensional analog of the mesh size function: variation of cell size with respect to x position
only
Figure 34: Surface plot of the variation of cell size with respect to x and y in the mesh size function
The generated fine mesh is shown in Figures 35 and 36.
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Figure 35: Fine mesh
Figure 36: Fine mesh (zoomed in on test article)
3.2 Physics Models
The flow around the model was simulated using air as the working fluid. Air is well-





Where ρ is the air density, p is the static pressure of the air, Rair is the gas constant
for air given by Rair = 287J/(kg · K), and T is the temperature of the air. After several
trial simulations, it was found that the entire flow field, including the transonic shock-
wave, was steady. However, because of the hyperbolic nature of the governing equations for
compressible, transonic flow, the time-dependent terms in Eqs. (7a)-(7e) were not neglected.
Rather, a time-marching method was used until a quasi-steady state solution was reached.
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The specific time-marching method will be addressed later in this section. Although the time-
dependent terms could not be eliminated, the terms involving the z-component of position
(z) or velocity (w) could be neglected since the flow was assumed to be two-dimensional.
While not equally valid near the 3D nacelle, the 2D assumption helped to greatly simplify
the problem and significantly reduced the number of required computational resources. A set
of 3D simulations are envisioned as future research work which would contribute to a greater
understanding of the compressible aero-propulsive coupling problem. The result of the 2D
simplification is shown in Eqs. (8a)-(8d). Note that the assumption of no body forces is also
made. In the definitions below, Eqs. (7a) and (8a) are the continuity equations, Eqs. (7b)
and (8b) are the x-momentum equations, Eqs. (7c) and (8c) are the y-momentum equations,
Eq. (7d) is the z-momentum equation, and Eqs. (7e) and (8d) are the energy equations. It
can be seen that Eqs. (7b)-(7d) represent one form of the famous Navier-Stokes equations
(with the stated simplifications), and Eqs. (8b) and (8c) are the two-dimensional version of
the Navier-Stokes equations. All of Eqs. (7a)-(8d) are presented in conservative form since
this form, while not as physically intuitive as non-conservative form (where the terms in the
partial derivatives are single variables only), shows the form from which the equations are












































































































































































































STAR-CCM+ solves Eqs. (8a)-(8d) with a finite volume method. In this method, the
governing equations for fluid flow given by Eqs. (8a)-(8d) are integrated over a finite control
volume. The resulting equations are Eqs. (9a)-(9b), which work for both two- and three-
dimensional flows and assume no body forces nor any mass, momentum, or energy addition
or destruction within the control volume. Note that the information for the remainder of































H~v · d~a =

A
T · ~v d~a+

A
~q · d~a (9c)
Note that ~v is the velocity vector given by ~v = uî + vĵ + wk̂ in three dimensions and
~v = uî + vĵ in two dimensions, ~a is the face area vector, A is the total surface area of the
control volume, V is the volume of the control volume, H is the total enthalpy, ~q is the








, I is the identity matrix, and T is the




in three dimensions and
τxx τxy
τyx τyy
in two dimensions. Conservation of angular momentum requires that T be symmetric. Thus,
all the mixed partial derivatives of the shear stress must be equal (i.e., τij = τji). The viscous
stress tensor can also be calculated, assuming the Boussinesq hypothesis, by Eq. (10).
T = 2µD − 2
3
µ (∇ · ~v) I (10)


















To facilitate the discretization of the governing equations for fluid flow, the governing
equations can be written in a generic transport equation form for any flow variable. This













where Γ represents the face diffusivity, and φ can represent any of the flow variables, including
u, v, w, H, or Et. The first term on the left-hand side of the equation represents the
transient behavior in the control volume, the second term on the left-hand side of the equation
represents the convective flux through the cell faces, and the term on the right-hand side
represents the diffusive flux across the cell faces. The convective flux can be discretized as
follows in Eq. (14):
(φρ~v · ~a)f = ṁfφf (14)
A second-order upwind discretization scheme was used for the convective fluxes to mini-
mize dispersive error. This scheme is given is by Eqs. (15a)-(15c):
(ṁφ)f =
ṁfφf,0 for ṁf ≥ 0ṁfφf,1 for ṁf < 0 (15a)
φf,0 = φ0 + ~sf,0 · (∇φ)0 (15b)
φf,1 = φ1 + ~sf,1 · (∇φ)1 (15c)
where the subscripts “0” and “1” represent cell 0 and cell 1, ~sf,0 = ~xf − ~x0, and ~sf,1 =
~xf−~x1. Note that ~x0 is a vector describing the position of the centroid of cell 0. Likewise, ~x1
is a vector describing the position of the centroid of cell 1, and ~xf describes the position of the
centroid of the cell face between cells 0 and 1. The gradients (∇φ)0 and (∇φ)1 are calculated
using the Hybrid Gauss-Least Squares method, which combines the gradient computation
techniques of Green-Gauss and least squares. This method will be described in a proceeding
section. The meaning of Eq. (15a) is that for a given cell and face, the convective flux of
the cell is set using the flow variable φ of the cell if mass is moving outward from the cell,
through the face, and into the adjacent cell, and the convective flux of the cell is set using
the flow variable φ of the adjacent cell if mass is being transported into the cell instead.
STAR-CCM+ also uses a second-order-accurate scheme for the computation of the dif-
fusive fluxes in Eq. (13). This scheme is given by Eq. (16a) for interior faces and Eq. (16b)
for boundary faces.























where Df is the diffusive flux, Γf is an average of the cell face diffusivities, ∇φ = (∇φ0 +
∇φ1)/2, ~s1,0 = ~x1 − ~x0, and ~sf,0 = ~xf − ~x0.
The gradients of the flow variables, given by ∇φ, were calculated using the Hybrid Gauss-
























where ~sn,0 = ~xn − ~x0 and represents the position vector with a tail at the centroid of cell of
interest “cell 0” and head at the centroid of neighboring “cell n.” The degree to which the
Least Squares method, given by Eq. (17b), is used relative to Green-Gauss, given by Eq.
(17c), is chosen by STAR-CCM+ automatically and depends on the local cell geometrical
characteristics (e.g., skew). The degree to which the two gradient methods are used relative
to each other is given as a ratio, β, as shown in Eq. (17a). It is clear from this equation
that for a region of cells with β = 1, only the Least Squares method is used, while for a
region of cells with β = 0, only the Green-Gauss approach is used. Many values in the
range 0 ≤ β ≤ 1 may be present in a given mesh. Unlimited reconstruction gradients can
lead to reconstructed face flow variable values greater than those found in adjacent cells,
so the Venkatakrishnan gradient limiter technique [17], described in Eqs. (18a)-(18g), was
employed.
φf,0 = φ0 + ~sf,0 · (∇φ)0 (18a)
(∇φ)limited,0 = α(∇φ)unlimited,0 (18b)
∆max = max(φ0, φneighbors)− φ0 (18c)
∆min = min(φ0, φneighbors)− φ0 (18d)





for ∆f > 0
∆f
∆min





rf (2rf + 1) + 1
(18g)
Eq. (18a) represents the reconstruction of the arbitrary flow parameter φ for cell 0 using
the value of φ for the cell, the position vector ~sf,0 = ~xf − ~x0 between the cell centroid and
the queried cell face, and the reconstructed face value of the gradient for cell 0. Eq. (18b)
shows that the cell gradient subject to the Venkatakrishnan gradient limiter is calculated by
multiplying the baseline (unlimited) cell gradient by a scale factor α, given by Eq. (18g).
The value for parameter rf in Eq. (18g) is calculated in Eq. (18f), using parameters from
Eqs. (18c)-(18e).
The coupled flow solver was selected as the method for incorporating the energy equation
into the governing set of equations. The coupled flow solver simultaneously solves all the
governing equations, which can be accomplished by writing the governing equations in vector








(~F − ~G) · d~a = 0 (19)
where ~W is the transient vector, ~F is the convective flux vector, and ~G is the diffusive flux















T · ~v + ~q

STAR-CCM+ preconditions Eq. (19) by default to make the solution method more
efficient at all speeds (subsonic, transonic, supersonic, etc.) [18]. The preconditioned version















θH − δ ρ~v ρTH + ρCp
 ,
ρT is the partial derivative of density with respect to temperature at a constant pressure
given by ρT =
∂ρ
∂T























where ∆x is the “inter-cell length scale over which the diffusion occurs,” δp is the “pressure
difference between adjacent cells,” and ν is the dynamic viscosity.
The method chosen for the calculation of the convective fluxes was the preconditioned









∆ ~Q = ( ~Qr1 − ~Qr0) (23)
|A|= M |Λ|M−1 (24)
where ~Qr0 and ~Q
r
1 represent the solution vectors interpolated to the face on either side of the





A viscous flow environment was chosen since two key elements to the flow physics being
studied, namely the BLI and SBLI, are inherently viscous phenomena. Reynolds-Averaged
Navier Stokes (RANS) equations, along with a realizable, two-layer, shear-driven k-ε turbu-
lence model by Wolfstein [19] were used. The flow was defined to be turbulent everywhere
despite the presence of the trip dots on the model intended to trip the flow from laminar
to turbulent at x/c = 0.1. This simplification likely resulted in inconsistency between the
experiment and the simulations; however, single-regime flows are much simpler to work with
computationally. An all-y+ wall treatment was used, which allows for treatment of all-y+
values in the viscous sublayer, buffer layer, and logarithmic layer. The physics models used
are summarized in Table 7.
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Table 7: Physics models used in the two-dimensional RANS simulations
Physics Condition Model Used
Dimensionality Two-dimensional
Working fluid Gas (air)
Density Ideal gas
Time-dependency Steady
Flow regime Viscous, turbulent
Turbulence type RANS
Turbulence model k-ε, realizable two-layer
Energy equation Coupled
Boundary layer Two-layer, all-y+ wall treatment
Gradient method Hybrid Gauss-LSQ
Limiter method Venkatakrishnan
3.3 Initial Conditions and Boundary Conditions
The initial condition for the 2D CFD simulation was a uniform flow field matching the
experimental freestream test conditions. The freestream conditions were calculated by as-
suming an isentropic compression of the air at a measured average ambient pressure of
pamb = 14.36 psi = 99008.7147 Pa to the nominal Mach number of each experiment. The
freestream static pressure was then calculated using Eq. (25), and the freestream static

















The turbulence intensity input was I = 0.004, which matches the nominal maximum
turbulence intensity for the UIUC transonic wind tunnel. The freestream velocity vector
was assumed to have no crossflow (v or w) components, such that the freestream velocity is
given as U∞ in Eq. (27).
U∞ = M∞a∞ (27)
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where a∞ is the speed of sound of the fluid.







The values from Eqs. (25)-(28) were used as the initial condition in every cell in the
mesh. The freestream temperature and static pressure from Eqs. (25) and (26) were, along
with the turbulence intensity and the case Mach number, used as boundary conditions at
the semi-circular boundary. The freestream boundary condition type for the semi-circular
boundary was chosen in STAR-CCM+ since, after trial and error, this was found to be the
best way to ensure solution stability and convergence. The theory for freestream boundary
condition type was unavailable in the STAR-CCM+ user’s manual at the time of writing,
so this boundary condition was selected for the semi-circular patch ad-hoc. A semi-circular
boundary with a diameter much larger than the characteristic length of the test article
was used rather than a rectangular prism section, even though a rectangular prism with
a pressure inlet and outlet would more closely match the experiment. The reason for this
is that matching wind tunnel test sections in CFD simulations is not a well-posed problem
[20]. This method for defining the freestream flow was attempted first, and it was found that
matching the wind tunnel geometry made the 2D CFD simulation prone to severe stability
and divergence issues. As such, flow interactions imposed by the testing environment were
not modeled in the current set of computational simulations.
Each of the mesh bounding surfaces aside from the semi-circular boundary was set as a
no-slip-wall-type boundary with two exceptions. The first exception was the treatment of the
upstream floor as a slip wall to prevent artificially large boundary growth for many chords
upstream of the airfoil. To better match the experiment, the upstream floor boundary could
have been split into two sections: one short section the same length as the corresponding flat
section in the wind tunnel, and one longer section extending to the edge of the semi-circular
boundary. The longer section could have been treated as a slip wall, and the shorter section
a no-slip wall to better match the growth of the boundary layer upstream of the airfoil.
However, the upstream floor was treated as a single slip-wall-type boundary to simplify the
CFD case and because the flat plate boundary layer growth for a couple feet likely would
have only had a minor impact on the overall flow field and surface pressure distribution.
The second exception was the use of a pressure outlet boundary to simulate mass flow
out through the VPES system for the cases with a non-zero VPES mass flow rate. While
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matching the mass flow rate of the CFD simulation with that of the experiment would have
been ideal since this was the driving flow parameter sought for the VPES, setting the mass
flow rate as the outlet condition is not ideal from a CFD standpoint. Therefore, the static
pressure measured in the volume flow meter was used as the driving parameter for the outlet
boundary condition. The static temperature from the volume flow meter was also input into
the boundary condition parameter list as the second state variable defining the outflow. The
boundary conditions are summarized graphically in Figures 37 and 38.
Figure 37: Slip wall and pressure outlet boundary conditions for the test article. Note that ’VFM’ stands
for ’volume flow meter’
Figure 38: Freestream boundary condition for the test article
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3.4 Grid and Iteration Convergence Studies
To show that the mesh refinement chosen yielded a converged solution, a grid convergence
study was performed. A number of progressively refined meshes including the study mesh
was used, starting with 1
8
the number of cells of the study, and grid-doubling until double
the number of cells of the study was reached. To create this array of meshes, several values
of the minimum cell size, smin, were chosen and the resulting total number of cells in the
mesh recorded. These values are recorded in Table 8.
Table 8: Total number of cells resulting from various choices of minimum cell size in the mesh refinement
definition





The farfield mesh was held constant by maintaining the value of sfar for each choice of
smin. This choice was made since it is clear from the mesh that the number of cells in the
farfield mesh does not have a significant impact on the total number of cells. To hold sfar
constant, Eq. (5) is solved for k1, since this is the driving parameter that determines sfar:
k1 = (sfar − smin)(1 + k2e−k3) (29)
k1 is then adjusted based on a changing value of smin and a constant value of sfar of
0.1093 as used in the study to keep the farfield mesh the same in each iteration of the grid-
doubling. To approximate the minimum cell size that should be used to double the grid, an
inverse regression was used to fit the data points in Table 8. This inverse regression had an





where A = −61467.4348 and B = 304.9980522 in this case. A plot of both the values in
Table 8 and the curve fit given by Eq. (30) is shown in Figure 39.
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Figure 39: Total number of mesh cells versus minimum cell size for four minimum cell sizes (blue squares)
with an inverse curve fit (red curve)
Solving Eq. (30) for smin, an equation is obtained that can be used to calculate the





Eqs. (29) and (31) were used to find the constants defining the mesh refinement definition








Ncells, study, Ncells, study, and 2Ncells, study) is given in Table 9. Note that the actual total
number of cells does not match the number of cells calculated from the inverse fit due to
the shortcomings of using a simple inverse fit to match a complex, custom mesh generation
method. However, for the purposes of this grid convergence study, the approximation is
sufficient. The cell size profiles associated with each of these meshes is given in Figure 40,
and the geometry of the meshes is shown in Figures 41 and 42.
Table 9: Total number of cells resulting from various choices of minimum cell size in the mesh refinement
definition
Ncells (inverse fit) Ncells (actual) smin k1 sfar
188,810 231,106 1.218 640× 10−3 0.346533 0.1093
377,620 339,628 6.946 184× 10−4 0.348214 0.1093
755,240 651,522 3.734 486× 10−4 0.349244 0.1093
1,510,479 1,510,479 2.000 000× 10−4 0.349800 0.1093
3,020,958 4,508,018 9.894 742× 10−5 0.350124 0.1093
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Figure 40: Cell size as a function of distance from origin in the x-direction for the grid convergence study





Ncells, study , zoomed in mesh view (b) Ncells =
1
8




Ncells, study , zoomed in mesh view (d) Ncells =
1
4








Ncells, study , zoomed out mesh view
Figure 41: Snapshots of three meshes in the grid convergence study for the 2D CFD simulations
49
(a) Ncells = Ncells, study , zoomed in mesh view (b) Ncells = Ncells, study , zoomed out mesh view
(c) Ncells = 2Ncells, study , zoomed in mesh view (d) Ncells = 2Ncells, study , zoomed out mesh view
Figure 42: Snapshots of two meshes in the grid convergence study for the 2D CFD simulations
A 2D RANS simulation with all the same physics settings as the study was run on
each of these meshes. One way to demonstrate convergence is to show that an integrated
aerodynamic performance parameter, such as lift coefficient, asymptotically approaches a
constant value as the mesh is refined. Since this study involves a floor-mounted airfoil
model, lift coefficient has no physical meaning. Therefore, the contribution of the airfoil
upper surface to the lift coefficient, given by Eq. (32), was used as the integrated airfoil
performance parameter. Note that this equation is normally used for the normal force
coefficient, but this equation is equal to the upper surface lift coefficient contribution because
the angle of attack of the airfoil is zero.








To practically find the contribution of the airfoil upper surface to the lift coefficient,
simple rectangular numerical integration was used, with the airfoil surface cell width used
as the base of the rectangle and the associated pressure coefficient as the height. Note that
while Eq. (32) requires integration from x
c
= 0 to x
c
= 1, the numerical integration was taken
only from x
c
= 0 to the point where the airfoil surface intersected with the nacelle surface,
(x
c
= 0.85). The results are plotted as a function of the actual total number of cells in the
mesh in Figure 43.
















Figure 43: Contribution of the upper airfoil surface to lift coefficient as a function of mesh refinement (total
number of cells) for the M∞ = 0.72, VPES at ṁmax case
Figure 43 shows that while cl, upper does not remain exactly constant, it deviates by < 1%
between even the coarsest mesh chosen and the finest mesh. This indicates that while the
grid convergence is not perfectly defined, partially due to the difficulties of transonic CFD
applications, the 2D simulations from this study still yield reliable and valuable information
for aero-propulsive integration.
A similar study to the grid convergence study can be performed to also show that the
total number of iterations, 15,000, was a good choice for the study. Field data were saved
every 500 iterations for the same case as the grid convergence study (M∞ = 0.72, VPES at
ṁmax), and the contribution of the upper airfoil surface to the lift coefficient was extracted.
The result for the nominal, refined mesh is shown in Figure 44.
Figure 44 shows that 15,000 was a good choice of number of iterations for this study
because solution convergence is reached by this number of iterations. After iteration 10,000,
cl, upper changes by < 1%, just like in the grid convergence study. This indicates that equally
converged results could have been obtained with only 11,000 iterations, but the computa-
tional resources on the UIUC Campus Cluster were readily available.
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Figure 44: Contribution of the upper airfoil surface to lift coefficient as a function of iteration number for
the M∞ = 0.72, VPES at ṁmax case
3.5 Computational Resources
The 2D RANS CFD simulations were run on the campus cluster at UIUC. For each
simulation, 64 Intel E5-2670V2 (Ivy Bridge) cores @ 2.50 GHz and 64 GB of RAM were
used. The total CPU time and wall time (approximately the CPU time divided by 64) are
tabulated in Tables 10 and 11.
Table 10: Table of total CPU time required for each 2D RANS CFD 15000-iteration simulation. Times are
in D + H:MM:SS format.
ṁV PES = 0% ṁmax 25% ṁmax 50% ṁmax 75% ṁmax 100% ṁmax
M∞ = 0.40 2 + 3:13:39 2 + 3:07:28 2 + 3:17:55 2 + 7:01:00 2 + 3:22:51
M∞ = 0.68 2 + 3:07:28 2 + 3:17:55 2 + 7:01:00 2 + 3:22:51 2 + 9:21:41
M∞ = 0.70 2 + 3:17:55 2 + 7:01:00 2 + 3:22:51 2 + 9:21:41 2 + 7:18:59
M∞ = 0.72 2 + 7:01:00 2 + 3:22:51 2 + 9:21:41 2 + 7:18:59 2 + 7:05:41
M∞ = 0.74 2 + 3:22:51 2 + 9:21:41 2 + 7:18:59 2 + 7:05:41 2 + 3:25:40
M∞ = 0.76 2 + 9:21:41 2 + 7:18:59 2 + 7:05:41 2 + 3:25:40 2 + 3:15:01
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Table 11: Table of total wall time required for each 2D RANS CFD 15000-iteration simulation. Times are
in H:MM:SS format. Not included here is the wall time required to generate the mesh in serial, which was
approximately ten minutes for each case.
ṁV PES = 0% ṁmax 25% ṁmax 50% ṁmax 75% ṁmax 100% ṁmax
M∞ = 0.40 0:48:04 0:47:59 0:48:09 0:51:39 0:48:13
M∞ = 0.68 0:47:59 0:48:09 0:51:39 0:48:13 0:53:55
M∞ = 0.70 0:48:09 0:51:39 0:48:13 0:53:55 0:51:56
M∞ = 0.72 0:51:39 0:48:13 0:53:55 0:51:56 0:51:44
M∞ = 0.74 0:48:13 0:53:55 0:51:56 0:51:44 0:48:16
M∞ = 0.76 0:53:55 0:51:56 0:51:44 0:48:16 0:48:06
3.6 Boundary Layer Data Extraction
Boundary layer data were extracted from the numerical solutions using the following
method. First, data for x, y, u, v, and ρ were extracted along a line of a given length (l/c =
0.1 in this case) normal to the airfoil surface starting at each cell along the airfoil surface
and ending at a point a distance of l/c = 0.1 from the starting point. The velocity profile
u′(y) along each line was calculated with respect to a local coordinate system. This local
coordinate system was defined as x′ tangent to the airfoil surface and pointing downstream,














Figure 45: Geometric derivation of the transformation of the 2D velocity components onto the coordinate
system local to each point on the airfoil surface
The coordinate system rotation angle, βxy, was derived from the (x,y) coordinates of the
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extracted line and is given by Eq. (33). Note that π
2
is subtracted from the inverse tangent










where “end” refers to the data point at the end of the extracted line, and “surf” refers to the
data point of the extracted line closest to the airfoil surface. The angle (βuv) of the velocity








As is evident in Figure 45, the angle (βu′v′) of the velocity vector relative to the local
coordinate system is
βu′v′ = βuv − βxy (35)
Now, the components of the velocity vector relative to the local coordinate system can
be defined by Eqs. (36a) and (36b).
u′ =
√
u2 + v2 cos (βu′v′) (36a)
v′ =
√
u2 + v2 sin (βu′v′) (36b)
After defining the flow parameters in terms of the local coordinate system, the next step
was to identify the edge of the boundary layer. While the edge of the boundary layer is
classically defined as the point above the bounding surface which has u = 0.99U∞, this is
not practical in the current study since the local boundary-layer edge velocity is almost never
the same as the freestream velocity in the farfield. For this reason, the edge of the boundary
layer here was defined as the last point above the airfoil surface where p0
p0,∞
< 0.99. With
this definition, the boundary layer integral parameters could easily be obtained using the
values of u and ρ at this point, which are defined specially as ue (edge velocity) and ρe (edge
density). The displacement thickness δ∗, momentum thickness θ, kinetic energy thickness





















































3.7 Normal Shock Wave Identification
The position and shape of the normal shock wave was calculated from the 2D CFD data
using the magnitude of the static pressure gradient as an identifier. The magnitude of the
pressure gradient, given by Eq. (43), was used since there is a jump in static pressure across
a normal shock wave over a distance on the order of a few mean particle paths. Therefore,












By setting a minimum threshold for the static pressure and filtering out any cells with
a static pressure lower than this threshold, the normal shock wave can be identified. The
threshold for this study was found by trial and error and set as 7.0× 10−6 Pa/m.
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4 Results
The results for the wind tunnel surface pressure and schlieren experiments are presented
in the proceeding section, followed by the 2D CFD simulation data and a comparison of the
experiments to the simulations.
4.1 Experimental Results
The experimental results section consists of airfoil-only baseline surface pressure data, a
comparison of this baseline to the nacelle-integrated model, nacelle-integrated airfoil surface
pressure data, nacelle-integrated schlieren data, and a comparison of the schlieren results to
the surface pressure results.
4.1.1 Airfoil-Only Baseline
Experiments were conducted on the airfoil-only test article first to serve as a baseline
with which to compare the nacelle-integrated surface pressure data. Airfoil surface pressure
coefficient data from the airfoil-only wind tunnel experiments are plotted in Figure 46.
The pressure coefficient curves for the airfoil upper surface show a smooth variation in
pressure, aside from anomalous spikes and an anomalous drop near the leading edge. The
spikes in pressure occurred at pressure taps 4 and 5 and may have been the result of blockage
in the pressure tap, or an imperfect clearing of the tap with the hand drill. If the drill did
not pass through the hole perfectly normal to the surface, an artificial spike or drop in the
pressure could have been measured at that point. Because these two spikes in pressure
do not correspond to any immediately-identifiable physical flow phenomena, the data from
pressure taps 4 and 5 were disregarded. A drop in pressure at pressure tap 8 may have been
caused by the sweeping of the trip dot trailing vortices across the surface at that pressure
tap location. This vortical flow could have caused the airfoil to see a small region of suction
which would not be seen without the trip dots. Therefore, the data from pressure tap 8 was
also disregarded. A plot with pressure taps 4, 5, and 8 data removed is shown in Figure 47.
The airfoil performs as expected based on the geometry. The pressure coefficient decreases
starting at the leading edge as the solid-boundary leading edge causes the flow to accelerate
over the surface of the airfoil. An airfoil centered in the wind tunnel would have both upper
and lower surfaces affecting the pressure distribution with no ground interference. The flow
accelerates over the surface of the floor-mounted airfoil model until a peak in the pressure
coefficient plot is reached, and then a severe adverse pressure gradient (APG) beginning
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Figure 46: Experimental surface pressure coefficient distribution for TS0016 airfoil 3D-printed model
mounted in transonic wind tunnel test section.
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Figure 47: Experimental surface pressure coefficient distribution for TS0016 airfoil 3D-printed model
mounted in transonic wind tunnel test section with pressure taps 4, 5, and 8 removed.
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around x/c = 0.45 on the airfoil causes a moderate increase in pressure at the slightly
compressible case (M∞ = 0.40), a steeper increase in the pressure in the lower transonic
cases (M∞ = 0.68 and M∞ = 0.70), and a shock wave starting at M∞ = 0.72 that increases
in strength as the freestream Mach number is increased. It is clear that the minimum pressure
is not captured in the spatial density of pressure measurements for the M∞ = 0.80 case since
the shape does not match the other cases. A minimum pressure coefficient lower than is
shown would likely be measured by increasing the pressure tap resolution near the shock.
However, the highest two freestream Mach number cases, M∞ = 0.78 and M∞ = 0.80, were
not tested for the nacelle-integrated model due to a lack of ability of the wind tunnel to reach
these flow velocities because of the wind tunnel blockage. Thus, the inability of the pressure
tap resolution to fully capture the shock wave for the M∞ = 0.80 case was not important
for the experimental nacelle-integrated experiments.
The pressure recovery appears to be concave up (∂
2cp
∂x2
> 0) for each case with freestream
Mach number ≤ 0.76, concave down (∂
2cp
∂x2
< 0) for the M∞ = 0.80 case, and
∂2cp
∂x2
≈ 0 for the
M∞ = 0.78 case. This change in concavity suggests the role of shock-induced boundary-layer
separation and the increased importance of viscous flow regions above the pressure recovery
portion of the airfoil for the M∞ = 0.80 case, since this could have displaced the inviscid
region of the flow by a large enough distance to invert the apparent geometric concavity of
the pressure recovery portion ( ∂
2y
∂x2
> 0 → ∂2y
∂x2
< 0). As will be seen in later sections, this
shock-induced separation will be significant in the nacelle-integrated models at higher Mach
numbers.
4.1.2 Comparison of Airfoil-Only and Nacelle-Integrated Surface Pressure Dis-
tributions
A plot comparing the airfoil-only and nacelle-integrated surface experimentally-measured
pressure coefficient distributions, provided without any mass flow through the VPES system,
is shown in Figure 48.
It is evident from Figure 48 that the integration of even a through-flow nacelle into an
airfoil trailing edge has a massive impact on the surface pressure coefficient distribution,
and this effect is exaggerated at higher Mach numbers where there is a normal shock wave
present on the surface of the airfoil. The ratio of minimum pressure coefficients between the

















(a) M∞ = 0.40












(b) M∞ = 0.68












(c) M∞ = 0.70












(d) M∞ = 0.72













(e) M∞ = 0.74













(f) M∞ = 0.76
Figure 48: Comparison of airfoil-only model experimentally-measured surface pressure coefficient distribution
to nacelle-integrated airfoil experimentally-measured surface pressure coefficient distribution with VPES off
at each Mach number
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and a plot of the ratio for each case is given in Figure 49.












Figure 49: Ratio of minimum nacelle-integrated model surface pressure coefficient to minimum airfoil-only
model surface pressure coefficient versus freestream Mach number
For the M∞ = 0.40 case, the magnitude of the minimum pressure coefficient was 30%
larger for the nacelle-integrated model than for the airfoil-only model, and the maximum
value of the plot in Figure 49 occurred at M∞ = 0.74, showing a minimum pressure coefficient
that was approximately 70% larger for the nacelle-integrated model compared to the airfoil-
only model. The maximum value of the plot may actually happen at M∞ = 0.72, the design
Mach number, since the shock wave was clearly inadequately captured at this freestream
Mach number by the pressure tap resolution. Either way, it seems that the maximum ratio
of minimum pressure occurs somewhere around the design Mach number. This makes sense,
since the design intent was to have a weak shock wave just barely occur at the start of the
APG for the airfoil alone. A nacelle increases the strength of this shock wave from nearly
zero strength to a significant strength, so the nacelle makes the largest difference in pressure
coefficient distribution in the shock wave region near the design Mach number. The nacelle
integration also changes the concavity of the surface pressure coefficient distribution near
the trailing edge and reverses the sign of the concavity for the M∞ = 0.76 case, indicating a
large displacement of the inviscid flow stream just by adding a through-flow nacelle at the
trailing edge of the airfoil.
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4.1.3 Nacelle-Integrated Airfoil Surface Pressure Measurements
Once the effect of integrating the through-flow nacelle into the airfoil system is known,
the effect of the VPES system on the surface pressure coefficient of the nacelle-integrated
model was studied. Plots of the coefficient of pressure, calculated from the p − p∞ value
measured at the 32 pressure taps, are shown in Figure 50. It is evident from these plots
that despite the small ratio of VPES mass flow to nacelle streamtube mass flow (around
1% for the maximum VPES mass flow rate at M∞ = 0.76), the VPES has a noticeable
impact on the pressure distribution. However, because of this small ratio of mass flow rate,
the differences are difficult to see from a comparison of the pressure coefficient plots. A
much clearer method is to look at the ∆cp between the cases. This ∆cp is defined as the















where k = 0.25, 0.50, 0.75, or 1.00. Plots of the ∆cp distributions for each VPES and
Mach number case are given in Figure 51. For the M∞ = 0.40 case (Figure 51a), the VPES
has little influence except to decrease the pressure near the propulsor inlet. The amount
of pressure decrease is proportional to the VPES mass flow rate, and appears to follow a
roughly linear trend. A similar trend is seen for the M∞ = 0.68 case in Figure 51b, with the
difference being a decrease in the magnitude of the pressure change relative to the baseline
case. This is likely due to the simple fact that the VPES cases were tested based on a uniform
mass flow rate across the test matrix rather than a uniform ratio of VPES mass flow rate
to nacelle streamtube mass flow rate. In other words, because the VPES was extracting air
at a lower rate relative to the streamtube flow rate for the M∞ = 0.68 case relative to the
M∞ = 0.40 case, the pressure change seen was less.
Mach 0.70 is where several interesting aero-propulsive effects begin to be observed. At
M∞ = 0.70, shown in Figure 51c, a peak in the ∆cp distribution (relative to the reversed
y-axis) forms. The peak is relatively blunt at this freestream Mach number, but as the
freestream Mach number is increased, the peak becomes sharper and much larger in magni-
tude. A roughly linear increase in the height of the ∆cp is seen across all the cases starting
with M∞ = 0.70. This pattern is a strong indication that the increase in flow entrainment
into the propulsor caused by increasing the VPES mass flow rate causes an increase in the
strength of normal shock wave above the airfoil, since an increase in pressure jump is an
indication of shock strengthening. It is known that there is a transonic shock wave at the
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location of the spike in the ∆cp profile (between x/c = 0.45 and x/c = 0.50) because the
system was designed to place the shock structure at this position and was validated by the
schlieren experiments discussed in the following section.
Not as obvious as the increase in magnitude of the ∆cp spike is the movement of the spike
downstream. This indicates that not only is the shock wave strengthened, but the shock
wave moves downstream because of an increase in VPES mass flow rate. The downstream
movement of the shock wave is apparent in the pressure coefficient distributions for the
M∞ = 0.76 case (Figure 50f). This has important implications for boundary layer growth,
especially if the trend can be extrapolated to much higher “thrust” values. If the shock
wave moves downstream, the shock-induced separation of the flow is delayed and limits the
amount of boundary layer build-up ahead of the propulsor. This could have a negative
impact on the BLI benefits for the airframe-integrated propulsion system.
Based on the pressure distributions alone, the shock wave also seems to move downstream
with an increase in freestream Mach number. This is displayed clearly in Figure 52, where
the ∆cp curve for the maximum VPES flow rate at each freestream Mach number is plotted.
This plot shows the movement of the peak of the ∆cp curve up (shock strengthening) and
to the right (shock movement).
The upward movement of the pressure coefficient distributions also implies an increase
in lift contribution induced by the VPES, since the area under the cp curve becomes greater.
This is beneficial to an aircraft system, especially at takeoff, where the thrust is high and
the freestream Mach number relatively low.
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(d) M∞ = 0.72
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(f) M∞ = 0.76
Figure 50: Experimentally measured airfoil surface pressure coefficient distributions for each VPES case and
all freestream Mach numbers
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(f) M∞ = 0.76
Figure 51: Difference in experimentally-measured airfoil surface pressure coefficient distributions for each
VPES case from the control case (VPES off) at all freestream Mach numbers
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Figure 52: Experimental airfoil surface pressure coefficient distributions for each Mach number at the VPES
at 100% ṁmax case
4.1.4 Schlieren Results
Schlieren images of the flow at select cases were taken to determine the position and qual-
itative strength of the shock structure. The transonic shock wave, while mostly stationary
(especially for M∞ = 0.72), had some transient properties that were captured by the camera
at 6,400 frames per second. Arbitrarily-selected snapshots of the flow over the 1.7-second
data capture time frame are shown for each case in Figures 53-57. The difference in the
instantaneous schlieren images for the VPES-off and VPES at 50% ṁmax case at M∞ = 0.72
(Figures 53 and 54) was that the VPES has a significant effect on the shock strength at
the design Mach number. The light from the LED source passed through a weaker density
gradient in the VPES-off case, as evident by the lower intensity range exhibited in the ob-
tained schlieren images for this case. In fact, there are some cases, such as that of Figure
53f, where no coherent shock structure is observed at all for the M∞ = 0.72 case at all, and
at least instantaneously appears to take the form of a series of weak Mach waves. On the
other hand, the VPES-on cases for this freestream Mach number show clear shock structures
at all snapshots, including the snapshots not presented here. For the M∞ = 0.72, VPES
at ṁmax case (Figure 55), the shock waves tend to be more well-defined than those of the
VPES at 50% of ṁmax case. This also indicates an influence of the VPES suction on the
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shock strength.
Instantaneous schlieren images for the M∞ = 0.76 cases are shown in Figure 56 and 57.
These images indicate a much stronger shock wave at this freestream Mach number based
on the height of shock structure alone. Because the shock wave seen near the surface is
strong, it has more energy to propagate upwards before it is dissipated by the freestream
flow. The shock waves in these images are likely stronger and angled farther downstream
than should actually be the case at M∞ = 0.76 based on the 2D CFD results presented later
in the paper. One reason for this lies in the inherent limitations of using a 2D CFD code to
analyze a 3D flow. Another potential reason for this is that a comparison of flat field images
(wind off) with these M∞ = 0.76 images shows a bending of the model upward. This may
have been due to insufficient rigidity in the base plate-model-coupled design. This led to an
unintentional angle of attack of several degrees, producing a stronger shock wave than was
intended, along with a much thicker shear layer than intended. This thick shear layer can be
seen clearly in the schlieren images and does not agree well with the 2D CFD simulations for
the boundary layer height as will be seen later (while the shear layer in the M∞ = 0.72 case
does agree fairly well). A major part of the reason for this is that RANS CFD is notorious
for lack of accuracy in large regions of separated flow, which appears in this M∞ = 0.76
case. In reality, airfoils are not designed to produce large separated regions like this. The
M∞ = 0.76 study was performed to illustrate the effects of BLI when going well beyond the
design Mach number.
Another key feature that can be qualitatively determined through the schlieren data is
the three-dimensionality of shock structures. Because the light from the LED source passes
through the entire spanwise length of the flow field, the effects of density gradients on the
light path are integrated along this spanwise length. Therefore, any positions along the
3D shock wave that are not in the same plane as the 2D center plane of the model should
manifest as unfocused dark regions in the schlieren images.
The 3D shape of the shock wave was then able to be roughly surmised due to an unin-
tentionally helpful feature of the model: the pressure taps. The bright lines emanating from
the surface and angled downstream ahead of the shock are assumed to represent the Mach
lines generated by the imperfections (pressure taps) in the airfoil surface. Since these lines
are in focus, the true 2D location of the shock was able to be determined by where these
Mach lines terminate, since the flow would cease to be supersonic downstream of the shock.
It is evident from many of the instantaneous images at the M∞ = 0.76 case, along with some
of the M∞ = 0.72 cases, such as Figures 54f and 55c, that the bright Mach lines extend
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through the darkened shock region and terminate at the portion of the shock wave farthest
downstream. This means that the shock wave is located the farthest downstream at the
center plane of the model. This conclusion aligns well with what is seen in the comparisons
of the experimental surface pressure data for the airfoil model and the nacelle-integrated
model. These data (Figure 48) shows a downstream shift in the cp plot peak by anywhere
between x/c = 0.01 and x/c = 0.03 for the design freestream Mach number and higher Mach
numbers (Figures 48d-48f). The shift of the sectional shock location may not be as significant
in the M∞ = 0.72 case, but it is certainly pronounced in the M∞ = 0.74 and M∞ = 0.76
cases. The 3D nature of the shock structure as identified by the schlieren and pressure data
together gives rise to a hypothesized spanwise shock wave shape shown in Figure 58.
A potential reason for this shift in the position of the shock structure even with the VPES
off is the acceleration of the flow through the internal flow passage of the nacelle. Given the
nacelle streamtube, the constantly converging internal flow area of the first half of the nacelle
would have decreased the pressure of the air and caused the shock wave to strengthen and
move downstream. This mechanism, decreased pressure in the nacelle region, is the same
mechanism by which the VPES system increases the strength of the shock and moves its
position downstream. This means that for a real nacelle design, in which the internal flow
area increases after the nacelle highlight to compress the flow ahead of the fan, the spanwise
portion of the shock wave in front of the propulsor could actually be moved upstream relative
to the airfoil spanwise shock position. Then, there would be a certain level of thrust where
the mass flow ingested by the fan would cause the spanwise portion of the shock wave in front
of the propulsor to move downstream and cause the spanwise structure of the shockwave to
look identical to that of an airfoil: a straight line.
Averaging the schlieren data has the effect of smearing the transient effects into a single
image, leaving behind only the density gradients that occur in most frames. These averaged
schlieren data for each of the cases in the schlieren test matrix are shown in Figures 59 and
60. These averaged images do not provide any important additional insights by themselves,
but will be compared later to the 2D CFD data.
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(a) t = 0 s (b) t = 0.25 s
(c) t = 0.50 s (d) t = 0.75 s
(e) t = 1.00 s (f) t = 1.25 s
Figure 53: Schlieren images of nacelle-integrated airfoil model with M∞ = 0.72, VPES off, and various times
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(a) t = 0 s (b) t = 0.25 s
(c) t = 0.50 s (d) t = 0.75 s
(e) t = 1.00 s (f) t = 1.25 s
Figure 54: Schlieren images of nacelle-integrated airfoil model with M∞ = 0.72, VPES at 50% ṁmax, and
various times
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(a) t = 0 s (b) t = 0.25 s
(c) t = 0.50 s (d) t = 0.75 s
(e) t = 1.00 s (f) t = 1.25 s
Figure 55: Schlieren images of nacelle-integrated airfoil model with M∞ = 0.72, VPES at 100% ṁmax, and
various times
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(a) t = 0 s (b) t = 0.25 s
(c) t = 0.50 s (d) t = 0.75 s
(e) t = 1.00 s (f) t = 1.25 s
Figure 56: Schlieren images of nacelle-integrated airfoil model with M∞ = 0.76, VPES off, and various times
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(a) t = 0 s (b) t = 0.25 s
(c) t = 0.50 s (d) t = 0.75 s
(e) t = 1.00 s (f) t = 1.25 s











Figure 58: Cartoon showing hypothetical change in spanwise shock structure shape induced by changes in
VPES mass flow rate. Shown is a top-down view of the nacelle-integrated airfoil model.
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(a) VPES at 0% ṁmax (b) VPES at 50% ṁmax
(c) VPES at 100% ṁmax
Figure 59: Averaged schlieren images of the test article in the transonic wind tunnel at M∞ = 0.72 and
select VPES suction cases
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(a) VPES at 0% ṁmax (b) VPES at 50% ṁmax
Figure 60: Averaged schlieren images of the test article in the transonic wind tunnel at M∞ = 0.76 and
select VPES suction cases
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4.1.5 PIV Results
The resultant averaged PIV velocity fields are shown in Figures 61-67. The inlet velocity
induction can be seen especially in the slightly compressible case (M∞ = 0.40) as a region of
increased velocity near the nacelle inlet (compare Figures 62 and 63 to Figure 61). As will be
more clear in Section 4.3.3, the region of increased velocity over the leading-edge half of the
airfoil model (shown in red/pink/white here) increases horizontally in both directions and
vertically for both the M∞ = 0.40 and M∞ = 0.72 cases as the VPES flow rate is increased.
Due to unavoidable reflections of the laser off the surface of the airfoil model, the trend in
the boundary layer height is not immediately evident from the PIV data. Also in section
4.3.3., though, it will be seen that the boundary layer height appears to be nearly identical
between the PIV and CFD data for the transonic cases. The M∞ = 0.76 data appears less
refined, which is almost certainly because much less data was able to be collected at this
Mach number.
Figure 61: Color map of velocity normalized by the freestream velocity (V/V∞) with velocity vectors overlaid
for the PIV experiment with M∞ = 0.40 and VPES at 0% ṁmax
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Figure 62: Color map of velocity normalized by the freestream velocity (V/V∞) with velocity vectors overlaid
for the PIV experiment with M∞ = 0.40 and VPES at 50% ṁmax
Figure 63: Color map of velocity normalized by the freestream velocity (V/V∞) with velocity vectors overlaid
for the PIV experiment with M∞ = 0.40 and VPES at 100% ṁmax
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Figure 64: Color map of velocity normalized by the freestream velocity (V/V∞) with velocity vectors overlaid
for the PIV experiment with M∞ = 0.72 and VPES at 0% ṁmax
Figure 65: Color map of velocity normalized by the freestream velocity (V/V∞) with velocity vectors overlaid
for the PIV experiment with M∞ = 0.72 and VPES at 50% ṁmax
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Figure 66: Color map of velocity normalized by the freestream velocity (V/V∞) with velocity vectors overlaid
for the PIV experiment with M∞ = 0.72 and VPES at 100% ṁmax
Figure 67: Color map of velocity normalized by the freestream velocity (V/V∞) with velocity vectors overlaid
for the PIV experiment with M∞ = 0.76 and VPES at 0% ṁmax
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4.2 Numerical Simulation
The second part of this transonic aero-propulsive study involved 2D CFD simulations
using STAR-CCM+ RANS physics along a plane of interest: the center plane of the nacelle-
integrated airfoil model. Discussed in this section are the simulated nacelle-integrated airfoil
surface pressure distributions, distributions of surface pressure change for each VPES case
relative to the VPES-off case, Mach number color maps for the full flow field, pressure
coefficient color maps for the full flow field, boundary layer data, shock wave identification,
and nacelle stagnation streamline identification.
4.2.1 Airfoil Surface Pressure Distributions
Plots of the airfoil surface pressure distribution for each VPES and freestream Mach
number case are shown in Figure 68. Similar to what is seen in the experiments, the sim-
ulation shows that the pressure decreases across the surface as the VPES mass flow rate is
increased. This feature is most prominent for the M∞ = 0.40 case (Figure 68a), where the
mass flow rate ratio of the VPES relative to the nacelle highlight streamtube is highest. The
differences in surface pressure coefficient distribution are more prominent in the simulations
than in the experiments, with the reason likely being a combination of the use of an ideal
geometry instead of the geometry used in the physical experiments (which had an imperfect
leading edge) and a lack of 3D-relief effects between the normal shock wave and the nacelle.
The ∆cp plots for the simulated flow across the airfoil surface are shown in Figure 69.
These plots show similar trends to the experimental data. As the VPES mass flow rate is
increased, the pressure drops everywhere, albeit by small amounts near the leading edge in
the higher freestream Mach number cases. The magnitude of the ∆cp spike increases with
Mach number up until the design Mach number, after which the magnitude decreases then
increases. This reversal in trend from the experimental data is most likely caused by the lack
of modeling 3D effects downstream of the shock wave, which is where the 3D effects due to
the 3D nacelle are expected to dominate. The oscillations in the ∆cp distributions, especially
noticeable in the M∞ = 0.74 and M∞ = 0.76 cases are possibly due to a combination of
solution inaccuracies and lack of modeling of 3D relief effects. These artificial waves in the
∆cp distribution demonstrate the challenge of modeling flows in the transonic regime, even
with powerful CFD software such as STAR-CCM+. However, the capturing of otherwise
identical trends in the airfoil surface pressure coefficient distribution indicates that the 2D
CFD is a good comparison to the experiments. A full comparison of the experimental and
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simulated surface pressure coefficient distributions will be shown in a later section.
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(f) M∞ = 0.76
Figure 68: 2D CFD-calculated nacelle-integrated airfoil surface pressure distributions for each VPES and
freestream Mach number case
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(f) M∞ = 0.76
Figure 69: Difference in 2D CFD-calculated nacelle-integrated airfoil surface pressure distributions for each
VPES case from VPES control case (VPES off), all freestream Mach numbers
83
4.2.2 Mach Number Color Maps
One of the benefits to numerical simulation is the vast amount of field data that can
be extracted. To get a full picture of the flow field, the Mach number field is plotted as a
color map in Figures 70-76. The first figure, Figure 70, shows the Mach number map at
each freestream Mach number for the VPES off case. This shows generally the supersonic
zone in the higher freestream Mach number, which grows as the freestream Mach number
is increased, as well as a small supersonic region internal to the nacelle which appears in
the M∞ = 0.68 case and grows to nearly half of the nacelle highlight height by M∞ = 0.76.
This internal supersonic region would of course needed to be avoided in the real design of
a wing-integrated propulsor, but this system was only designed to capture the airfoil and
near-nacelle flow physics. The nacelle was designed to mitigate shock structures on the upper
nacelle surface to avoid strong aero-elastic effects in the wind tunnel, meaning that nacelle
internal shock structures were allowed to meet this requirement.
The Mach number color map for the M∞ = 0.40 case and for each VPES case is displayed
in Figure 71. Important flow features here are the increase in Mach number at the nacelle
highlight with increase in VPES mass flow rate. This follows logically from the fact that
increasing the VPES suction increases velocity, and therefore Mach number, entering the
nacelle. Also of note is the undesirable separation in the suction system due to the turning
of the flow by 90 degrees from the bottom of the nacelle to the simulated VPES hose.
This situation was difficult to avoid experimentally without making the experimental setup
significantly more complex. The ninety-degree turn was filleted in both experiment and
simulation to alleviate some of this issue after the simulations with a sharp corner showed
an even more aggressive separated region. Because the flow physics upstream of the nacelle
internal region and the VPES system mass flow rate seem to be captured well, however, the
adverse Mach number gradients at the suction system entrance were deemed irrelevant.
The Mach number color maps for the M∞ = 0.68 and M∞ = 0.70 cases are shown in
Figures 72 and 73. These maps show similar trends to the M∞ = 0.40 with the exception
of the introduction of a shock system into the nacelle with increasing VPES mass flow rate.
Again, because the airfoil and the entrance to the nacelle is the region of interest, the shock
structures were considered irrelevant to the study.
Mach number color maps for the highest three freestream Mach numbers simulated,
M∞ = 0.72, M∞ = 0.74, and M∞ = 0.76, are displayed in Figures 74 through 76. These
maps show similar trends to the other Mach numbers, with the addition of a supersonic zone
that terminates in a normal shock wave over the airfoil. There are two key flow features
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which are difficult to gather from the color maps alone. The first is that at M∞ = 0.72 and
VPES off, there is an extremely weak shock terminated by a secondary supersonic tongue.
This matches exactly what is seen in the schlieren data. The second key flow feature is that
for all three of these freestream Mach numbers, the increase of VPES mass flow rate causes
an expansion of the supersonic zone in all directions, with the downstream direction seeing
the largest increase in the displacement of the M = 1 contour. A plot of the M = 1 contour
for each of the three highest freestream Mach numbers and all VPES cases simulated is
shown in Figure 77. This set of plots makes the two aforementioned key flow features much
clearer.
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(a) M∞ = 0.40 (b) M∞ = 0.68
(c) M∞ = 0.70 (d) M∞ = 0.72
(e) M∞ = 0.74 (f) M∞ = 0.76
Figure 70: Mach number color maps for each freestream Mach number case with VPES system off
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 71: Mach number color maps for M∞ = 0.40, with each suction system case from no vacuum flow to
maximum vacuum flow rate
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 72: Mach number color maps for M∞ = 0.68, with each suction system case from no vacuum flow to
maximum vacuum flow rate
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 73: Mach number color maps for M∞ = 0.70, with each suction system case from no vacuum flow to
maximum vacuum flow rate
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 74: Mach number color maps for M∞ = 0.72, with each suction system case from no vacuum flow to
maximum vacuum flow rate
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 75: Mach number color maps for M∞ = 0.74, with each suction system case from no vacuum flow to
maximum vacuum flow rate
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 76: Mach number color maps for M∞ = 0.76, with each suction system case from no vacuum flow to
maximum vacuum flow rate
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(a) M∞ = 0.72 (b) M∞ = 0.74
(c) M∞ = 0.76
Figure 77: Contour of M = 1 over airfoil surface for each VPES cases and select Mach number cases
4.2.3 Pressure Coefficient Color Maps
Color maps of the field pressure coefficient are shown in Figures 78-84. A comparison
of all freestream Mach number cases with the simulated VPES off is shown in Figure 78.
Because the pressure coefficient incorporates the freestream static pressure, many regions
of the color map look exactly identical in this figure. Important features in these plots are
the stagnation point which is spread out ahead of the airfoil leading edge (a perfect leading
edge, unlike in the experimental case) and the stagnation point on the nacelle upper surface,
which is in a favorable location (almost perfectly aligned with the flow). Also of note is the
decrease in pressure in the supersonic zone, shown by the region that becomes more blue
with increasing freestream Mach number.
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A color map of pressure coefficient for the M∞ = 0.40 case is shown in Figure 79. For
this case, a noticeable difference between the VPES cases is the decrease in pressure entering
the nacelle highlight region as the VPES mass flow rate is increased. This makes sense,
as increasing the magnitude of the vacuum pressure in the VPES system should decrease
the pressure entering the nacelle. Also noticeable is the slight vertical asymmetry due to
the modeling of the propulsion system with a ground-integrated suction system rather than
an electrically-powered fan. This asymmetry causes the inlet flow to be skewed toward
the bottom of the nacelle, but this does not prevent the upstream flow physics from being
approximated well.
The simulated pressure coefficient fields for the higher freestream Mach numbers, M∞ =
0.68 through M∞ = 0.76, are mapped in Figures 80-84. Each of these freestream Mach
numbers indicate an increasingly aggressive region of static pressure gradients inside the
nacelle as the VPES mass flow rate is increased. As expected after looking at the Mach
number color maps, the region of low pressure coefficient on the airfoil surface grows and
increases in magnitude for each of the highest three freestream Mach number cases as the
VPES mass flow rate is increased.
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(a) M∞ = 0.40 (b) M∞ = 0.68
(c) M∞ = 0.70 (d) M∞ = 0.72
(e) M∞ = 0.74 (f) M∞ = 0.76
Figure 78: Pressure coefficient number color map for the Steady RANS simulation flow field with suction
system off
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 79: Pressure coefficient number color maps for M∞ = 0.40, with each suction system case from no
vacuum flow to maximum vacuum flow rate
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 80: Pressure coefficient number color maps for M∞ = 0.68, with each suction system case from no
vacuum flow to maximum vacuum flow rate
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 81: Pressure coefficient number color maps for M∞ = 0.70, with each suction system case from no
vacuum flow to maximum vacuum flow rate
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 82: Pressure coefficient number color maps for M∞ = 0.72, with each suction system case from no
vacuum flow to maximum vacuum flow rate
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 83: Pressure coefficient number color maps for M∞ = 0.74, with each suction system case from no
vacuum flow to maximum vacuum flow rate
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(a) VPES at 0% of ṁmax (b) VPES at 25% of ṁmax
(c) VPES at 50% of ṁmax (d) VPES at 75% of ṁmax
(e) VPES at ṁmax
Figure 84: Pressure coefficient number color maps for M∞ = 0.76, with each suction system case from no
vacuum flow to maximum vacuum flow rate
4.2.4 Boundary Layer Data
One major advantage to using CFD to analyze flow fields is that boundary layer in-
formation can be extracted with a level of detail that is not possible with current state-
of-the-art experimental methods. This section provides an analysis of the boundary layer
data extracted for the airfoil with integrated VPES using the techniques described in the
computational methods section. The boundary layer height, δ, gives the distance normal
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to the airfoil defining the transition point between the viscous and inviscid regions. The
displacement thickness, δ∗, describes the thickness by which the airfoil surface would need
to be displaced to reduce the inviscid mass flow rate by the amount of mass flow in the
boundary layer. Similarly, the momentum thickness, θ, and the kinetic energy thickness, θ∗,
characterize the thickness by which the airfoil surface would need to be displaced to reduce
the momentum and kinetic energy flow rates in the inviscid flow field by the amount present
in the boundary layer. The shape factor, H, describes flow attachment characteristics. The
momentum defect, P , is a dimensional quantity which describes the difference in the force
imparted on a hypothetical barrier by the equivalent inviscid flow (the theoretical uniform
velocity profile created by displacing the surface by the displacement thicknness) and the
real viscous flow. Likewise, the kinetic energy defect, K, is a dimensional quantity which
describes the difference in the power extracted by an ideal turbine array reversibly bringing
the streamtube flow to zero velocity for the equivalent inviscid flow and real viscous flow [21].
In other words, to get a fixed thrust, which requires a jump in velocity to represent a net
change in momentum, the net energy expenditure required to produce said velocity jump is
decreased for a BLI propulsor compared to a non-BLI propulsor. The kinetic energy defect is
a key parameter for the study which has important implications on the propulsive efficiency
of an integrated propulsor. The edge density, ρe, and edge velocity, ue, are the density and
velocity at the boundary layer edge defined by the same method defining the boundary layer
thickness. These two values are important in calculating the integral parameters (δ, θ, and
θ∗).
The boundary layer height is plotted for each Mach number and VPES case in Figure
86. This variable is the most difficult of the boundary layer variables to calculate due to
the fact that the boundary layer edge is typically defined as the position above the bound-
ing surface with tangential velocity component equal to 99% of the freestream tangential
velocity component. Here, slight numerical inaccuracies due to the static, uniform choice
of boundary layer prism mesh or perhaps the boundary layer definition method may have
caused the apparent “bumps” in the boundary layer height profiles. However, the approx-
imate magnitude matched the boundary layer height seen in various contour plots, such as
those of absolute total pressure, velocity, and Mach number. In addition, the exact height
of the boundary layer is not the most important of the boundary layer parameters, since the
other parameters are based on an integration of the velocity profile from the airfoil surface
to the boundary layer height, and the difference in the velocity from the freestream becomes
small near the boundary layer edge. Of importance here is the significant portion of bound-
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ary layer air entering the nacelle, especially at the highest Mach number in Figure 86f. The
maximum value for this Mach number approaches the value of δ/hfan = 0.3 as stated as a
rough possibility for a blended-wing body (BWB) BLI configuration [22].
For each of the plots in Figure 86, the VPES-off case yields the highest boundary layer
height at the nacelle highlight (at the maximum x/c value plotted). The trend for the
M∞ = 0.40 case is a decrease in boundary layer height with an increase in VPES mass flow
rate. This same trend holds for M∞ = 0.68 and M∞ = 0.70, but the VPES mass flow rate
seems to make less of a difference. For the design Mach number, M∞ = 0.72, a reverse in
the trend for the intermediate x/c values is seen. This trend reversal is more prominent in
the highest two Mach numbers, M∞ = 0.74 and M∞ = 0.76. The likely explanation for this
trend reversal is that for slightly compressible flows, the fan ingests the boundary layer air,
providing a favorable pressure gradient which decreases the boundary layer height. However,
the normal shock wave present at M∞ = 0.72 and higher Mach numbers induces an increase
in the height of the boundary layer, thus reversing the trend until the local effects of the
mass-flow-ingesting fan dominate further downstream. As the Mach number increases past
M∞ = 0.72, shock-induced separation has the potential to occur and causes the spike in
boundary layer height, especially noticeable between x/c = 0.60 and x/c = 0.75 for the
highest two Mach numbers. This means that especially in cases of takeoff and overspeed,
a wing with integrated propulsors could see substantial changes in boundary layer height
with small thrust variations. This is also a significant departure from the linear trend of
boundary layer height with throttle in a much lower Mach number environment as found by
Perry et. al. [6].
The displacement thickness for each Mach number and VPES case is plotted in Figure
87. Similar trends, but with somewhat different curve shapes, are found in comparison to the
boundary layer height plots. A major difference is at the higher Mach numbers, where the
displacement thickness increases at a high rate until x/c = 0.7, and then sharply decreases.
This is likely due to the favorable pressure gradient due to the VPES having the greatest
effect on the near-wall region, where the large speed of sound allows pressure information
to travel upstream faster than higher up in the boundary layer. This would flatten out the
velocity profile, resulting in a decreased displacement thickness, but allow the boundary layer
height to continue growing.
The momentum thickness and kinetic energy thickness are plotted in Figures 88 and 89.
These thicknesses show similar trends which are similar to those seen in the boundary layer
height and displacement thickness. The momentum and kinetic energy thickness decrease
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with increasing VPES mass flow rate for the M∞ = 0.40 case. This is due to the ingestion
of the boundary layer, or in this case, the flow entrainment produced by the VPES can be
thought of as replenishing the momentum and energy lost to the adverse pressure gradient.
The same trend reversal occurs as in the boundary layer height and displacement thickness
plots. Of note is the fact that the VPES has a much smaller effect on the momentum and
kinetic energy thickness at the higher Mach numbers than on the displacement thickness.
In addition, the magnitude of these thicknesses are much smaller than the displacement
thickness, as is typical.
As Kline et. al. [23] showed, turbulent boundary layers are typically attached when the
shape factor H < 2.2, intermittently detached when H ≈ 2.7, and fully detached at H = 4.0.
Regions with a shape factor greater than 4.0 are fully separated. This set of criteria appears
to hold for the shape factor of the extracted boundary layer data, given in Figure 90. The
shape factor in the first three Mach number cases, shown in Figures 90a-90c, suggests a fully
attached boundary layer, since the shape factor is < 2.7 for the full airfoil. In Figure 90d, the
shape factor reaches a peak at around H = 2.8, indicating possible intermittent detachment;
however, no attachment is shown in the analysis of the x-velocity. Thus, no reverse flow is
found for the design Mach number case. For the highest two Mach number cases, shown in
Figures 90e and 90f, the shape factor peaks above the critical shape factor of 4.0, indicating
a fully separated region. A contour of zero x-velocity is plotted for each VPES case for these
two Mach numbers in Figure 85.
(a) M∞ = 0.74 (b) M∞ = 0.76
Figure 85: Contour plots of the x-component of velocity for the highest two Mach numbers and each VPES
case. The contour shown represents zero x-velocity, and any area below the contour is filled with recirculating
flow (negative x-velocity). The vertical axis is exaggerated for detail.
For M∞ = 0.74, the shape factor reaches just above 4.0 from approximately x/c = 0.5
to x/c = 0.7. This matches with the marginally separated region shown in Figure 85a. The
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separation region is much larger for M∞ = 0.76, as is suggested by the shape factor reaching
almost 6.0 for this case, and the much larger recirculation region seen in Figure 85b between
x/c = 0.45 and x/c = 0.75. From these data it can be concluded that there is a significant
recirculation region at the highest tested Mach number, with the recirculation zone increasing
in size as the VPES vacuum pressure is increased. This recirculation zone indicates strong
shock-induced separation at M∞ = 0.76 for all VPES cases. The shock-induced separation
becomes more prominent with increased VPES vacuum pressure because, as will be seen
in the proceeding section, the increased VPES vacuum pressure increases the strength of
the normal shock wave on the airfoil. Shock-induced separation is generally inadvisable in
the design of wings, but configuration-dependent studies are likely necessary to determine
whether separation can be approached to increase BLI benefit.
The kinetic energy defect for the nacelle-integrated airfoil is plotted in Figure 91. The
same trend appears in all six plots: kinetic energy defect increases with increased VPES mass
flow rate. The magnitude of this increase does depend on the Mach number. The M∞ = 0.68
and M∞ = 0.70 cases see a smaller increase in the kinetic energy defect compared to the
M∞ = 0.40 case, likely because the mass flow rates tested are constant across all cases.
This means that the freestream kinetic energy of the flow is much higher in the higher Mach
numbers, but the kinetic energy change in the flow due to the VPES remains constant.
Future data could include a set of data at a constant ratio of nacelle streamtube mass flow
rate to VPES mass flow rate. It is possible that this set of data could show a much more
comparable magnitude of kinetic energy defect change between VPES cases. The transonic
shock wave causes significant growth in the boundary layer, so the kinetic energy defect
for the higher Mach number cases changes between VPES cases at a similar rate to the
M∞ = 0.40 case. This increase in kinetic energy defect, as mentioned previously, is an
important parameter for propulsive efficiency. Because propulsors with lower kinetic energy
at the entrance have a higher propulsive efficiency for a given ∆u than propulsors with a high
average kinetic energy at the inlet, this increase in kinetic energy with increased “thrust”
illustrates additional BLI benefits as the engines of a boundary-layer ingesting aircraft are
throttled up. Whether the benefits of inducing a stronger shock wave to gain additional BLI
outweigh the penalty of the increased wave drag is a subject for future study.
The edge density and edge velocity are plotted in Figures 92 and 93, respectively. The
edge density increases and the edge velocity decreases after x/c = 0.45, where the adverse
pressure gradient approximately begins. The edge density then decreases and the edge
velocity increases at the point where the VPES suction begins to dominate the flow.
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Figure 86: Comparison of boundary layer height for each Mach number and VPES case
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Figure 87: Comparison of displacement thickness for each Mach number and VPES case
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Figure 88: Comparison of momentum thickness for each Mach number and VPES case
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Figure 89: Comparison of energy thickness for each Mach number and VPES case
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Figure 90: Comparison of boundary layer shape factor for each Mach number and VPES case. The dashed
line at H = 2.2 represents the limit for fully attached flow, the dotted line at H = 2.7 represents the
approximate starting point of intermittent detachment, and the dashed-dotted line at H = 4.0 represents
the onset of a fully separated region on the airfoil.
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Figure 91: Comparison of kinetic energy defect for each Mach number and VPES case
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Figure 92: Comparison of edge density for each Mach number and VPES case
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Figure 93: Comparison of edge velocity for each Mach number and VPES case
4.2.5 Normal Shock Wave Identification
The normal shock wave above the airfoil for the M∞ = 0.72 through M∞ = 0.76 cases was
identified using the magnitude of the pressure gradient (see the experimental methodology
section for details) and is plotted as a scatter plot in Figure 94. For the M∞ = 0.72 case,
the shock front moves downstream as the VPES mass flow rate is increased. The shock wave
moves more between the VPES-off and VPES at 25% ṁmax cases most likely because of
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the supersonic tongue being eliminated. The supersonic tongue is not clearly captured by
the present identification method, likely because the local Mach number there is so weak.
The height of the identified shock structure is proportional to VPES mass flow rate, which
implies that the shock strength is also proportional to VPES mass flow rate.
For the M∞ = 0.74 case, the shock front also moves downstream, but the foot of the shock
is displaced much less than the tip of the shock. This trend is also seen in the M∞ = 0.76
case, which indicates that the shock foot may be asymptotically approaching a position
where the severe APG created by the steep trailing edge angle of the airfoil prevents the
shock wave from being ingested farther.
In the M∞ = 0.76 case, the characteristic foot of a lambda shock appears and increases
in size as the VPES mass flow rate is increased. This occurs because the shock-induced
separation of the boundary layer displaces the inviscid flow streamtube away from the sur-
face, and this causes a secondary acceleration of the flow after it has passed through the
primary shock foot. The secondary shock foot allows the flow to return to a lower-energy
state following the secondary acceleration. These data show that the chordwise shape and
position of the normal shock wave are highly dependent on the inlet mass flow rate. This
has important implications on propulsor-integrated wing design.
After seeing that the height of the identified shock structure increased with increasing
VPES mass flow rate, the shock strength was determined. The shock strength was defined
here as S = p0,u
p0,d
, where p0,u is the total pressure in the inviscid region upstream of the shock
wave and p0,d is the total pressure in the inviscid region downstream of the shock wave, where
a square-shaped region was chosen in the inviscid flow just upstream and downstream of the
shock to obtain average total pressure values. The shock strength is plotted as a function of
freestream Mach number and VPES mass flow rate in Figure 95. Based on this figure, the
height of the shock increasing is a good indicator that the shock strength is also increasing.
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Figure 94: Scatter point of cells identified as being part of the one-dimensional shock curve for the three
cases with a shock wave present (M∞ = 0.72, M∞ = 0.74, and M∞ = 0.76) and all VPES flow rate cases
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Figure 95: Shock strength, defined as the ratio of the total pressure upstream of the normal shock to the total
pressure downstream of the normal shock, p0,u/p0,d as a function of VPES flow rate for the three freestream
Mach number cases with a shock wave present (M∞ = 0.72, M∞ = 0.74, and M∞ = 0.76)
4.2.6 Nacelle Stagnation Streamline Identification
The nacelle stagnation streamline is plotted in Figures 96-98 to get an idea about how the
nacelle streamtube shape changed as a function of freestream Mach number and VPES mass
flow rate. From these three figures, it appears that as the VPES mass flow rate is increased,
the streamtube always expands upward regardless of freestream Mach number. Here there
is a dramatic difference in how much the streamtube expanded for the M∞ = 0.40 case
compared to the other two freestream Mach numbers because the ratio of VPES mass flow
rate to streamtube mass flowrate was not held constant between the cases. If this ratio
had been held constant, the displacement of the stagnation streamline likely would have
been roughly constant between all freestream Mach numbers. Because the airfoil surface
provides the lower bound for the propulsor streamtube for a wing-integrated propulsor, the
stagnation streamline here was displaced by approximately twice as much as it would have
for an equivalent non-integrated nacelle geometry.
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Figure 96: Nacelle stagnation streamlines for M∞ = 0.40 and select VPES flow rates
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Figure 97: Nacelle stagnation streamlines for M∞ = 0.72 and select VPES flow rates
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Figure 98: Nacelle stagnation streamlines for M∞ = 0.76 and select VPES flow rates
4.3 Comparison of Experimental and Numerical Results
The experimental and simulation results were compared to ensure that the simulations
represented the experiment well. This was important since a great wealth of flow-field
information was able to be extracted from the numerical simulations that is fundamentally
impractical to measure in an experimental setting (such as boundary layer and field Mach
number information, for example). Here the airfoil surface pressure coefficient distributions
between the experiments and simulations are compared, followed by a comparison of the
schlieren and Mach number color map data.
4.3.1 Airfoil Surface Pressure Coefficient Distributions
Comparisons of the experimental and simulated nacelle-integrated airfoil surface pressure
coefficient distributions are shown in Figures 99-104. The pressure coefficient distributions
show relatively good agreement for all freestream Mach numbers, with two major differences.




was significantly different because of the differences in leading edge curvature between the
experiments and simulations. The simulations featured a model with the leading-edge surface
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normal to the ground plane with no imperfections in the surface. In the experiment, however,
the leading edge featured slight deviations from the design geometry. The main cause of this
was unavoidable warping of the leading edge of the nacelle-integrated model in the 3D-
printing process. This warping, shown in Figure 105, caused the leading edge to be angled
upward slightly. The gap between the base plate and the nacelle-integrated airfoil was filled
with body filler material, but the curvature of the leading edge, which plays a critical role
in determining the overall pressure distribution on the surface of an airfoil, was significantly
changed. This difference in leading edge curvature would potentially propagate downstream
and cause exaggerations in the difference between the experimental and simulation data in
the higher transonic freestream Mach numbers, as is the case. Another possible reason for
the discrepancies is the fact that a 2D center-plane, rather than a 3D, simulation was used
to mimic the physics. This would lead especially to differences in the pressure coefficient
distribution downstream of the normal shock wave.
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(d) VPES at 75% of ṁmax










(e) VPES at ṁmax
Figure 99: Comparison of experimental and 2D-computational airfoil surface pressure coefficient distributions
for M∞ = 0.40, each VPES case
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(b) VPES at 25% of ṁmax
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Figure 100: Comparison of experimental and 2D-computational airfoil surface pressure coefficient distribu-
tions for M∞ = 0.68, each VPES case
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(d) VPES at 75% of ṁmax
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Figure 101: Comparison of experimental and 2D-computational airfoil surface pressure coefficient distribu-
tions for M∞ = 0.70, each VPES case
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Figure 102: Comparison of experimental and 2D-computational airfoil surface pressure coefficient distribu-
tions for M∞ = 0.72, each VPES case
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Figure 103: Comparison of experimental and 2D-computational airfoil surface pressure coefficient distribu-
tions for M∞ = 0.74, each VPES case
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Figure 104: Comparison of experimental and 2D-computational airfoil surface pressure coefficient distribu-
tions for M∞ = 0.76, each VPES case
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Figure 105: Warping of the nacelle-integrated leading edge model due to the 3D-printing process
4.3.2 Comparison of Schlieren to the Numerical Simulations
Another important comparison to validate the simulations with the experimental results
is the comparison between the schlieren data and the Mach number field data. These data,
using the averaged schlieren data and the 2D CFD Mach number color maps, are compared in
Figures 106-110. The averaged schlieren image for each case was aligned as closely as possible
geometrically to the CFD Mach number color map and overlaid with transparency. The
utility of the averaged schlieren data is now more important, as the averaged schlieren data
matches the M∞ = 0.72 cases (Figures 106-108) nicely. The bright Mach lines emanating
from the pressure tap locations terminate perfectly with the end of the supersonic zone,
and they follow the increase in shock strength and the movement of the shock slightly
downstream. In addition, the shear layer lines up well between the schlieren and experimental
data.
For the M∞ = 0.76 case, however, the schlieren data does not match the CFD data nearly
as well. As mentioned in the discussion of the schileren data, a likely cause for the aggressive
shock structure in the schlieren data is the upward displacement of the leading of the model
with the baseplate due to insufficient rigidity in the system, along with limitations of the 2D
RANS CFD methods in representing highly separated flows. This also led to, as can be seen
in the M∞ = 0.76 comparison plots, a much thicker shear layer than predicted by the CFD.
The good comparison between the schlieren data and simulations for M∞ = 0.72, though,
is enough to show that the simulations match the experimental setup well, since the M∞ =
0.72 case did not see a large displacement of the system during testing.
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Figure 106: Comparison of averaged schlieren data and 2D CFD Mach number color map for M∞ = 0.72,
VPES at 0% of ṁmax case
Figure 107: Comparison of averaged schlieren data and 2D CFD Mach number color map for M∞ = 0.72,
VPES at 50% of ṁmax case
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Figure 108: Comparison of averaged schlieren data and 2D CFD Mach number color map for M∞ = 0.72,
VPES at 100% of ṁmax case
Figure 109: Comparison of averaged schlieren data and 2D CFD Mach number color map for M∞ = 0.76,
VPES at 0% of ṁmax case
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Figure 110: Comparison of averaged schlieren data and 2D CFD Mach number color map for M∞ = 0.76,
VPES at 50% of ṁmax case
4.3.3 Comparison of PIV to the Numerical Simulations
Comparisons of the PIV to the 2D CFD velocity color maps are shown in Figures 111-113.
The experiments and 2D simulations both show the same general trend of the increasing of
the area of acceleration over the first half of the airfoil with increasing VPES mass flow rate.
In addition, the shock strength appears to increase for the M∞ = 0.72 case as the VPES
mass flow rate is increased, as evidenced by the increasing of the height and definition of the
white region (V/V∞ ≈ 1.4) near the x/c = 0.48 location). There are subtle differences in the
velocity values at the core of the region of acceleration, especially obvious in the M∞ = 0.40
case. This is most likely due mainly to the lack of matching of the simulated leading edge
to the physical leading edge. Imperfect matching of the freestream velocity could also be
a small contributing factor. For the M∞ = 0.40 cases, the freestream velocity was 1.3%
larger for the PIV experiments than for the simulations, and 4.2% larger for the M∞ = 0.72
cases. For the M∞ = 0.76 case, the freestream velocity was 3.0% larger for the CFD than
for the PIV. On the whole, though, the experiments tell the same story as the simulations:
an increase in nacelle mass flow rate produces increased acceleration over the airfoil and can
strengthen a normal shock wave in transonic cases.
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(a) PIV, VPES at 0% ṁmax (b) CFD, VPES at 0% ṁmax
(c) PIV, VPES at 50% ṁmax (d) CFD, VPES at 50% ṁmax
(e) PIV, VPES at 100% ṁmax (f) CFD, VPES at 100% ṁmax
Figure 111: Comparison of PIV and CFD velocity fields normalized by the freestream velocity (V/V∞)
and vector fields for M∞ = 0.40 and various VPES cases. The PIV velocity fields are normalized by the
experimentally measured freestream velocity, and the CFD velocity fields are normalized by the simulated
freestream velocity.
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(a) PIV, VPES at 0% ṁmax (b) CFD, VPES at 0% ṁmax
(c) PIV, VPES at 50% ṁmax (d) CFD, VPES at 50% ṁmax
(e) PIV, VPES at 100% ṁmax (f) CFD, VPES at 100% ṁmax
Figure 112: Comparison of PIV and CFD velocity fields normalized by the freestream velocity (V/V∞)
and vector fields for M∞ = 0.72 and various VPES cases. The PIV velocity fields are normalized by the
experimentally measured freestream velocity, and the CFD velocity fields are normalized by the simulated
freestream velocity.
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(a) PIV, VPES at 0% ṁmax (b) CFD, VPES at 0% ṁmax
Figure 113: Comparison of PIV and CFD velocity fields normalized by the freestream velocity (V/V∞) and
vector fields for M∞ = 0.76 at the VPES off case. The PIV velocity field is normalized by the experimentally
measured freestream velocity, and the CFD velocity field is normalized by the simulated freestream velocity.
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5 Conclusions
There are a number of key conclusions that can be drawn from all of these results. The
first is that integrating a nacelle into a wing with a normal shock wave present in a transonic
flow environment leads to a shift, either upstream or downstream, of a portion of the normal
shock wave aligned with, and approximately the same width as, the nacelle. There is also a
shift in the position of the shock wave due to changing the mass flow rate induced into the
nacelle. With an increase in induced mass flow rate, the overall size of the supersonic zone
increases, mostly in the downstream direction. This shift in the shape of the supersonic zone
leads to a termination of the supersonic zone farther downstream, and thus a downstream
shift in the local position of the shock wave. Based on the data presented, it is unlikely that
the entire shock wave shifts with changes in throttle of integrated propulsors, but rather
only the portion of the shock aligned with the propulsor.
The normal shock wave also increases in strength with increases in mass flow rate induced
into the nacelle. This increase in shock strength leads to changes in in the trends of the
boundary layer parameters. The boundary layer height decreases for increases in induced
mass flow rate for subcritical freestream Mach numbers, likely due to the introduction of a
favorable pressure gradient at the trailing edge. At freestream Mach numbers higher than the
critical Mach number, however, the trend begins to reverse as the SBLI causes the boundary
layer to grow downstream of the shock wave and eventually detach if the freestream Mach
number and/or induced mass flow rate are sufficiently large. At a certain freestream Mach
number, the boundary layer height actually increases with increasing induced mass flow rate
due to the SBLI. The shape parameter shows that increasing the throttle on the propulsor
can cause the flow to detach because of an increase in the shock wave strength. The kinetic
energy defect, the key parameter for determining the propulsive efficiency of the propulsor,
always increases with increasing throttle. The magnitude of the increase is dependent on
freestream Mach number. For freestream Mach numbers close to, but below, the critical
Mach number, the kinetic energy defect increases by smaller amounts than it does for lower
or higher freestream Mach numbers for the same change in induced mass flow rate. This
may simply be a result of a non-uniform ratio of nacelle freestream streamtube mass flow
rate to induced mass flow rate, however.
These results have important implications for BLI-propulsors operating in the transonic
flow environment. The increase in shock strength with increase in throttle will result in
an increase in wave drag. On the other hand, the increase of the kinetic energy defect with
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increase in throttle is favorable for increasing propulsive efficiency. Whether the BLI benefits
outweigh the drawback of wave drag increase is difficult to determine from these results
alone. Future work doing 3D CFD simulations with actuator disks or even 3D rotor/stator
models, along with experimental thrust measurements in a larger wind tunnel such as NASA
Langley’s National Transonic Facility, could provide the answer to this question. Improved
testing should include a uniform ratio of nacelle freestream streamtube mass flow rate to
induced mass flow rate and a more robust test article using a fabrication technique such
as direct metal laser sintering (DMLS). Future research could also focus on a problem of
an even wider scope: how to design aerodynamic surfaces with integrated propulsors to
optimize important design parameters, such as minimum induced drag or maximum ML/D.
Answering this question could bring transonic BLI-propulsors from a level of basic research
toward implementation in real applications.
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