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QUANTUM SINGULARITY THEORY VIA COSECTION
LOCALIZATION
YOUNG-HOON KIEM AND JUN LI
Abstract. We generalize the cosection localized Gysin map to inter-
section homology and Borel-Moore homology, which provides us with
a purely topological construction of the Fan-Jarvis-Ruan-Witten invari-
ants and some GLSM invariants.
1. Introduction
In this paper, we generalize the cosection localized Gysin map in [21] to
intersection homology and Borel-Moore homology, which provides us with
a purely topological construction of the cohomological field theory of Fan-
Jarvis-Ruan-Witten (FJRW for short) invariants in [11] and some gauged
linear sigma model (GLSM for short) invariants in [12, 10].
Gromov-Witten (GW for short) invariants in algebraic geometry enumer-
ate curves in smooth projective varieties and have been the topic of intensive
research for decades. The computation of GW invariants is known to be very
hard and is still far from complete even for the most desired examples like the
Calabi-Yau (CY for short) 3-fold in the projective space P4 over C defined
by the Fermat quintic
∑5
i=1 z
5
i .
Given a nondegenerate (quasi-)homogeneous polynomial w on CN , Witten
in [28] introduced an equation for smooth sections of spin bundles over curves
and conjectured that the intersection numbers on the solution space should
be equivalent to the GW invariants of the projective hypersurface defined by
w. Rigorous mathematical theories for the new invariants, called the FJRW
invariants, were provided by Fan-Jarvis-Ruan in [11] through analysis and
Polishchuk-Vaintrob in [26] through the categories of matrix factorizations.
A purely algebraic theory through virtual cycles was provided for the narrow
case in [8] via the cosection localization principle of virtual cycles in [21].
The FJRW invariants were generalized to the setting of GLSM in [12] where
the GLSM invariants are defined, for the narrow case only, by applying the
cosection localization in [21] along the line of arguments in [7, 8]. However for
the general setting where broad markings are allowed, the insertion classes
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are real classes, often of odd real dimension. As the cosection localization
developed in [21] is entirely algebraic, it was difficult to expect that the
cosection localization may provide an algebraic theory for the broad sectors
as well.
The goal of this paper is to show that it is indeed possible to construct all
the FJRW invariants, as well as some GLSM invariants, by generalizing the
cosection localization to real classes. More precisely, we define the cosection
localized Gysin maps for intersection homology (Theorem 3.2) and Borel-
Moore homology (Theorem 3.11). Then we construct cohomological field
theories of the singularities w−1(0) (resp. the LG models CN//G w−→C),
based on the state space given by intersection homology (resp. Borel-Moore
homology) which contains the state space in the FJRW theory (resp. GLSM
theory). The homogeneity issue of [26] is trivial for us and our construction is
purely algebraic and topological, in line with the constructions in [21, 22, 20].
In order to explain the background and motivation, we need a more precise
setup. Let w : CN → C be a nondegenerate quasi-homogeneous polynomial
(cf. §4.2) like the Fermat quintic
∑5
i=1 z
5
i . Let Gˆ be a subgroup of (C
∗)N
which makes w semi-invariant, i.e. there is a surjective homomorphism
χ : Gˆ→ C∗ such that w(g ·x) = χ(g)w(x). The kernel of χ is a finite group
G and the pair (w,G) is the input datum for the Landau-Ginzburg model
of the singularity w−1(0). Consider the quotient stack
X = [(CN × C)/Gˆ]
where Gˆ acts on the first factor CN by the inclusion Gˆ→ (C∗)N and on the
second factor C by the character χ−1. Notice that w induces a Gˆ-invariant
functionw(x, t) = t·w(x) on CN×C. The stack X admits two open substacks
which are GIT quotients: By deleting the zero in the first factor, we get an
(orbi-)line bundle X+ on the projective orbifold C
N−{0}/Gˆ =: PN−1G , which
comes equipped with a functionw|X+ whose critical locus is the hypersurface
Pw−1(0) in PN−1G defined by w. By deleting the zero in the second factor,
we have the Landau-Ginzburg (LG for short) model
X− = [CN/G
w
−→C].
Witten’s idea is that the curve counting (i.e. GW invariants) in the projec-
tive model Pw−1(0) should be computable by the LG model w : CN/G→ C.
Of course, the first step in this program, often called the LG/CY cor-
respondence, of comparing curve countings in the two models X± of the
stack X, should be developing a curve counting theory for the LG model
(w,G). Following Witten’s ideas in [28], Fan, Jarvis and Ruan studied in-
tersection theory on the space of solutions to Witten’s equation for sections
of spin bundles {Li}1≤i≤N on stable pointed twisted curves (C, p1, · · · , pn).
Through analysis, they defined the FJRW invariants which were proved to
satisfy nice axioms like the splitting principle which are codified as a coho-
mological field theory [11, §4]. (See §4.4 for the definition of a cohomological
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field theory.) The term quantum singularity theory in the title refers to a
cohomological field theory from a singularity.
Slightly later, Polishchuk and Vaintrob in [26] provided an alternative
approach for the FJRW invariants. They constructed a universal matrix
factorization on the moduli space of spin curves with sections and then ob-
tained a cohomological field theory by a Fourier-Mukai type transformation
for matrix factorizations. This elegant theory however lacks in concrete in-
terpretation in terms of cycles as in [11] and hence some basic properties
like the homogeneity of dimension are not so obvious but required another
long paper. Such a cycle theory in algebraic geometry was provided by
H.-L. Chang, J. Li and W.-P. Li in [8], where the authors proved that the
FJRW invariants for narrow sectors are in fact integrals on the cosection lo-
calized virtual cycle of the moduli space X = {(C, pj , Li, xi)} of spin curves
(C, pj , Li) with sections xi ∈ H
0(Li). Here the narrow sector means that the
stabilizer of each marking pj has only one fixed point 0 in the fiber ⊕
N
i=1Li|pj
of the spin bundles. Otherwise, we say that the marking is broad. In [12],
by applying the cosection localized virtual cycle construction in [7, 8] to the
more general GLSM setting where G is not necessarily finite (cf. §5), Fan,
Jarvis and Ruan defined the GLSM invariants for narrow sectors. Quite
recently, by generalizing the matrix factorization construction of Polishchuk
and Vaintrob in [26], Ciocan-Fontanine, Favero, Guere, Kim and Shoemaker
in [10] defined all (broad and narrow) GLSM invariants for convex hybrid
GLSMs.1
In the presence of broad markings, the cosection localization in [21] does
not work because the cosection of the obstruction sheaf is not well defined
everywhere. Moreover, the insertions for broad markings are not algebraic,
often odd real dimensional, and thus one is led to believe that cosection
localization may not provide us with the entire FJRW invariants or GLSM
invariants. In this paper, we generalize the cosection localized Gysin map
to topological cycles, and construct quantum singularity theories as well as
some GLSM theories, as a direct application of the cosection localization.
Let Y be a Deligne-Mumford stack and E be a vector bundle of rank r
equipped with a section s whose zero locus is X. Then the cap product with
the Euler class e(E, s) ∈ H2r(Y, Y −X) gives us the Gysin map
s! : Hi(Y ) −→ Hi−2r(X), s!(ξ) = ξ ∩ e(E, s)
where Hi(·) denotes the Borel-Moore homology. For the FJRW (or GLSM
in general) theory however, this is not enough since the moduli space X
is not compact and so we cannot integrate cohomology classes over X to
obtain invariants. On the other hand, in the FJRW theory, we have a
homomorphism (cosection) σ : E → OY satisfying σ◦s = 0 and the common
zero locus of s and σ is the moduli space S of (rigidified) stable spin curves
1We thank Bumsig Kim for drawing our attention to [10] after completing the first
version of this paper.
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which is certainly compact. In this paper, we prove that the images by s!
of intersection homology classes are in fact supported on S. In other words,
we construct a homomorphism (Theorem 3.2)
s!σ : IHi(Y ) −→ Hi−2r(S)
by generalizing the arguments in [21] and using the decomposition theorem
in [2], where IH∗(·) denotes the middle perversity intersection homology.
The restriction to the broad markings together with rigidification gives us a
smooth morphism q : Y → Z where the intersection homology of Z contains
the nth power of the state space H = ⊕γ∈GIHNγ(w−1γ (0))G for the FJRW
theory. Composing the pullback
H⊗n →֒ IH∗(Z)
q∗
−→ IH∗(Y )
with s!σ and the pushforward
1
deg stst∗ for the forgetful map st : S → Mg,n,
we obtain homomorphisms
Ωg,n =
(−1)D
deg st
st∗ ◦ s!σ ◦ q
∗ : H⊗n −→ H∗(M g,n) ∼= H∗(M g,n)
which we prove to satisfy all the axioms for cohomological field theories
(Theorem 4.6). Here D is minus the Riemann-Roch number of the spin
bundles. The construction for GLSMs is similar with IH replaced by Borel-
Moore homology (cf. Theorem 3.11 and §5).
We expect that the quantum singularity theory via cosection localization
constructed in this paper does coincide with the cohomological field theory
of Fan-Jarvis-Ruan in [11]. For narrow sectors, all constructions give us the
same invariants as proved in [8]. However, as we are unable to follow the
details of the construction in [11], the equivalence of the two constructions
for broad sectors is still open.
In [6], we construct an algebraic virtual cycle [X˜ ]virloc after blowing up
w−1(0) at the origin and prove that the convolution product (i.e. a Fourier-
Mukai type transform) with kernel [X˜]virloc coincides with the cohomological
field theories defined in this paper.
The layout of this paper is as follows: In §2, we recall and establish useful
properties about Borel-Moore homology and intersection homology. In §3,
we construct the cosection localized Gysin maps for intersection homology
and Borel-Moore homology. In §4, we construct quantum singularity the-
ories by applying the cosection localized Gysin maps. In §5, we provide a
topological construction of some GLSM invariants.
All varieties, schemes and stacks are separated and defined over C in
this paper. We will use only the classical topology of algebraic varieties
and schemes. All the topological spaces in this paper are locally compact
Hausdorff countable CW complexes. All the cohomology groups in this
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paper have complex coefficients although most of the arugments work for
rational coefficients.
We thank Huai-Liang Chang for extended discussions that provided impe-
tus to developing the current theory. We also thank Jinwon Choi, Wei-Ping
Li and Yongbin Ruan for useful discussions.
2. Borel-Moore homology and intersection homology
In this section, we recall and establish some useful properties of the Borel-
Moore homology and intersection homology from [18, 4, 14, 2, 3, 16, 17].
2.1. Borel-Moore homology. LetX be a locally compact Hausdorff count-
able CW complex. Let CpX denote the sheafification of the presheaf assigning
U 7→ Cp(U) = {singular p-cochains on U}.
Then the complex
(2.1) C·X : 0 −→ C
0
X −→ C
1
X −→ C
2
X −→ · · ·
of singular cochains is a flabby resolution of the constant sheaf C. The
Verdier dual DX(C
·
X) of C
·
X is defined as the complex of flabby sheaves
U 7→ Hom(Γc(U ; C
·
X),C).
Now the Borel-Moore homology of X is defined as
(2.2) Hi(X) = H
−i (Hom(Γc(X; C·X),C)) = H
−i (Hom(RΓc(X;C),C)) .
Another way to think of Borel-Moore homology is to consider the complex
of geometric chains. Here a geometric chain refers to a stable limit of locally
finite simplicial chains under refinements of triangulations [3, I.2.1]. The
complex of geometric chains is quasi-isomorphic to Hom(Γc(X; C
·
X),C) and
hence its homology coincides with the Borel-Moore homology.
When X is an algebraic variety, we have the cycle class map
hX : A∗(X)→ H∗(X)
which sends an irreducible subvariety ξ of X to the geometric chain of ξ
obtained by a triangulation [13, Chapter 19].
2.2. Functoriality. If f : X → Y is a proper morphism of varieties, the
functorial pushforward map
(2.3) f∗ : H∗(X) −→ H∗(Y )
is defined by sending a geometric chain c on X to its image f(c) on Y . For
an open inclusion ı : U → X and its complement  : Z = X − U → X, we
have the long exact sequence
(2.4) · · · −→ Hi(Z)
∗
−→Hi(X)
ı∗
−→Hi(U) −→ Hi−1(Z) −→ · · ·
where ı∗ denotes the restriction of geometric chains to U [18, IX.2.1].
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For a smooth morphism f : X → Y of algebraic varieties, taking the
inverse image of a geometric cycle gives us the pullback homomorphism of
intersection homology groups
(2.5) f∗ : IHpi (Y ) −→ IH
q
i+dimRX−dimR Y (X), p ≤ q
where IHp∗ (Y ) and IH
q
∗ (X) denote the intersection homology with respect
to the perversities p and q respectively [16].
When p is the top perversity t(i) = i−2 and X is normal, the intersection
homology IHti (X) is the Borel-Moore homology Hi(X) [3, V.2.12]. By (2.5)
with X = Y , for the middle perversity m(2i) = i − 1, we have a canonical
homomorphism
(2.6) ǫX : IH
m
i (X) −→ IH
t
i (X) = Hi(X).
As (2.6) and (2.5) are defined by taking inverse images by the identity map
and f respectively, we have a commutative diagram
(2.7) IHmi (Y )
f∗
//
ǫY

IHmi+l(X)
ǫX

Hi(Y )
f∗
// Hi+l(X)
where l = dimRX − dimR Y.
More generally, a morphism f : X → Y of irreducible algebraic varieties
is called placid ([17]) if there is a stratification of Y such that
(2.8) codimT ≤ codim f−1(T )
for each stratum T of Y . For example, flat morphisms are placid.
Proposition 2.1. [17, Proposition 4.1] Let p be any perversity and l =
dimRX − dimR Y. If f is placid, the pullback of generic chains induces a
homomorphism in intersection homology
(2.9) f∗ : IHpi (Y ) −→ IH
p
i+l(X).
If f is proper and placid, then we have the pushforward
(2.10) f∗ : IH
p
i (X) −→ IH
p
i (Y ), [c] 7→ [f(c)].
They fit into the commutative diagrams
(2.11) IHmi (Y )
f∗
//
ǫY

IHmi+l(X)
ǫX

Hi(Y )
f∗
// Hi+l(X),
IHmi (X)
ǫX

f∗
// IHmi (Y )
ǫY

Hi(X)
f∗
// Hi(Y ),
Proof. For reader’s convenience, we outline the proof. Since f is analytic,
there exists a stratification of X with which f is a stratified map [16, §1.2].
By McCrory’s transversality, a cohomology class ξ ∈ IHpi (Y ) is represented
by a geometric chain c, dimensionally transversal to any stratum in X.
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Hence the inverse image f−1(c) is p-allowable by (2.8). The class f∗(ξ) is
the class represented by f−1(c).
If c is a geometric chain on X representing a class [c] ∈ IHpi (X), its
image f(c) is p-allowable by the placid condition and hence defines a class
[f(c)] ∈ IHpi (Y ). See [17] for details. (See [19] for a generalization.)
The commutativity of the diagrams in (2.11) is obvious from the defini-
tions. 
From now on, we will mostly use the middle perversity intersection ho-
mology and denote IHmi (·) by IHi(·).
The pushforward and the pullback are compatible in the following sense:
For any fiber diagram
X ′ u //
g

X
f

Y ′ v // Y
with f, g placid and v proper, we have
(2.12) f∗ ◦ v∗ = u∗ ◦ g∗ : Hi(Y ′) −→ Hi+l(X)
since f−1(v(c)) = u(g−1(c)) for a geometric chain c.
For a projective birational morphism f : X → Y of normal algebraic
varieties, the decomposition theorem of Beilinson, Bernstein, Deligne and
Gabber in [2] tells us that the middle perversity intersection homology sheaf
decomposes as
(2.13) Rf∗ICX ∼= ICY ⊕F
for a constructible sheaf complex F on the locus in Y where f is not an
isomorphism. Here ICX is the sheaf complex of m-allowable chains whose
hypercohomology is the middle perversity intersection homology IH∗(X) of
X. By taking the hypercohomology, we have a decomposition
IHi(X) ∼= IHi(Y )⊕Hi(F)
which gives us an injection
(2.14) δ : IHi(Y ) −→ IHi(X)
which restricts to the identity map IHi(U) = IHi(f
−1U) on the open subset
U of Y over which f is an isomorphism. Combining (2.6) and (2.14), we
have a homomorphism
(2.15) IHi(Y )
δ
−→ IHi(X)
ǫX−→Hi(X).
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The canonical homomorphism (2.6) for Y together with (2.15) give us a (not
necessarily commutative) diagram
(2.16) IHi(X)
ǫX
// Hi(X)
f∗

IHi(Y )
ǫY
//
δ
OO
Hi(Y )
Lemma 2.2. For ξ ∈ IHi(Y ), there are ζ ∈ Hi(X) and η ∈ Hi(Z) such
that
ǫY (ξ) = f∗(ζ) + ∗(η) and ǫY (ξ)|U = ζ|f−1U
where  : Z → Y is the inclusion of the complement of the open subset U
over which f is an isomorphism.
Proof. Let ζ = ǫX(δ(ξ)). Then f∗(ζ) − ǫY (ξ) is zero when restricted to U
because the vertical arrows in (2.16) are the identity maps when restricted
to U and the two horizontal maps coincide with ǫU when restricted to U .
By (2.4), f∗(ζ)− ǫY (ξ) lies in the image of ∗ and the lemma follows. 
2.3. Cap product. If Z ⊂ X is closed, we have the cap product (cf. [18,
IX.3])
(2.17) ∩ : Hi(X)⊗H
p(X,X − Z) −→ Hi−p(Z)
which satisfies nice properties like the projection formula (cf. [18, IX.3.7])
f∗(α ∩ f∗η) = f∗α ∩ η, for α ∈ Hi(X), η ∈ H
p
W (Y ) = H
p(Y, Y −W )
when f : X → Y is proper and W ⊂ Y is closed. For closed sets A and B
of a topological space X, by [18, IX.3.4],
(2.18) (ξ ∩ α) ∩ β|A = ξ ∩ (α ∪ β), ξ ∈ H∗(X), α ∈ H∗A(X), β ∈ H
∗
B(X)
When Z = X, (2.17) is the ordinary cap product.
When X is a closed subset of an oriented (topological) manifold M , the
cap product by the orientation class [M ] ∈ HdimRM (M) of M gives us an
isomorphism
(2.19) HdimRM−i(M,M −X) = HdimRM−iX (M)
∼=
−→Hi(X).
In particular, if X is a smooth oriented manifold with its orientation class
[X], by taking M = X, we have the Poincare´ duality
(2.20) [X]∩ : HdimRX−i(X)
∼=
−→Hi(X).
We have the following lifting property analogous to Lemma 2.2.
Lemma 2.3. Let ρM : M˜ →M be a proper birational morphism of smooth
varieties and X˜ = M˜ ×M X for a closed subset X of M . Let U be an open
set in M over which ρM is an isomorphism. Then for ξ ∈ Hi(X), there are
ζ ∈ Hi(X˜) and η ∈ Hi(Z) such that
ξ = ρ∗ζ + ∗η and ξ|X∩U = ζ|ρ−1(X∩U)
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where ρ = ρM |X˜ : X˜ → X and  : Z → X is the inclusion of Z = X − U .
Proof. As ρM sends M˜ − X˜ to M −X, we have a homomorphism
Hi(X) ∼= H
dimRM−i(M,M −X)
ρ∗M−→HdimRM−i(M˜ , M˜ − X˜) ∼= Hi(X˜)
by (2.19). Let ζ ∈ Hi(X˜) be the image of ξ by this map. As the map is
canonical and ρ is an isomorphism over X ∩U , we have ξ|X∩U = ζ|ρ−1(X∩U)
after identifying ρ−1(X ∩ U) with X ∩ U by ρ. Hence ξ − ρ∗ζ|X∩U is zero
and thus lies in the image of ∗ by (2.4). 
2.4. Gysin maps. If f : X → Y is a continuous map of oriented manifolds,
then the pullback homomorphism f∗ : H i(Y ) → H i(X) together with the
Poincare´ duality (2.20) induce the Gysin map
(2.21) f ! : Hi(Y ) ∼= H
dimRM−i(Y ) ı
∗
−→HdimRM−i(X) ∼= Hi+l(X)
where l = dimRX−dimR Y . More generally, let g : W → Y be a continuous
map and Z = X ×Y W so that we have a commutative fiber diagram
Z //

X
f

W
g
// Y.
Fixing a topological closed embedding ı : W →֒ Rn, we have a fiber diagram
Z 

//

X × Rn

W 

// Y × Rn.
where the bottom arrow is (g, ı) and the right vertical arrow is fˆ := (f, 1Rn).
Then we have the Gysin map
(2.22) f ! : Hi(W ) ∼= H
dimR Y+n−i(Y × Rn, Y × Rn −W ) fˆ
∗
−→
−→ HdimR Y+n−i(X × Rn,X × Rn − Z) ∼= Hi+l(Z).
For a proper map u : W ′ → W and Z ′ = Z ×W W ′ so that we have a fiber
diagram
Z ′ v //

Z //

X
f

W ′ u // W
g
// Y,
we have
(2.23) f ! ◦ u∗ = v∗ ◦ f ! : Hi(W ′) −→ Hi+l(Z).
One way to prove (2.23) is to use the definition of the pushforward in [14,
Appendix B] and the commutativity of cohomology pullbacks.
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2.5. Euler classes. If π : E → Y is a complex vector bundle of rank r over
a topological space Y , then the canonical orientation on the fibers by the
complex structure gives us the Thom class
τY/E ∈ H
2r(E,E − Y ) = H2rY (E)
where Y is embedded into E by the zero section 0 : Y → E. The cap
product with τY/E gives us the Gysin isomorphism
(2.24) 0!E = (·) ∩ τY/E : Hi(E) −→ Hi−2r(Y ).
The image of the Thom class τY/E by the pullback 0
∗ : H2r(E,E − Y ) →
H2r(Y ) is the Euler class e(E) ∈ H2r(Y ). More generally, if s : Y → E is
an arbitrary section whose zero locus is X = s−1(0), then the image of τY/E
by the pullback s∗ : H2r(E,E−Y )→ H2r(Y, Y −X) is the restricted Euler
class
(2.25) e(E, s) = s∗(τY/E) ∈ H2r(Y, Y −X) = H2rX (Y ).
If 0 → E′ → E → E′′ → 0 is an exact sequence of complex vector bundles
and s is a section of E′ with X = s−1(0), then we have the Whitney sum
formula
(2.26) e(E, s) = e(E′, s) ∪ e(E′′)|X .
The cap product with e(E, s) gives us the Gysin map or the operational
Euler class
(2.27) s! = eop(E, s) = (·) ∩ e(E, s) : Hi(Y ) −→ Hi−2r(X).
Let E be a complex vector bundle over Y of rank r with a section s and
let ρ : Y˜ → Y be a proper map. Let X = s−1(0) and X˜ = s˜−1(0) where s˜ is
the pullback of s to E˜ = ρ∗E. Then from the definition, we have
ρ∗e(E, s) = ρ∗s∗τY/E = s˜∗τY˜ /E˜ = e(E˜, s˜) ∈ H
2r(Y˜ , Y˜ − X˜).
By the projection formula [18, IX.3.7], we have
(2.28) ρ′∗◦s˜
!(ξ) = ρ′∗(ξ∩e(E˜, s˜)) = ρ∗(ξ)∩e(E, s) = s
!◦ρ∗(ξ), ∀ξ ∈ Hi(Y˜ )
where ρ′ : X˜ → X is the restriction of ρ.
Lemma 2.4. Let u : M ′ → M be a continuous map of smooth oriented
manifolds. Let EM be a complex vector bundle on M with a section sM .
For a topological space Y and a continuous map Y →M , consider the fiber
diagram
Y ′ //
v

M ′
u

Y // M.
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Let (E, s) (resp. (E′, s′)) denote the pullback of (EM , sM ) to Y (resp. Y ′)
and X = zero(s), X ′ = zero(s′) = X ×Y Y ′. Then we have
(2.29)
(u! ◦ s!)(ξ) = u!(ξ ∩ e(E, s)) = u!(ξ) ∩ e(E′, s′) = (s′! ◦ u!)(ξ) ∈ Hi+l(X ′)
for ξ ∈ Hi(Y ) where l = dimRM
′ − dimRM .
Proof. Fix a topological closed embedding ı : Y →֒ Rn. By (2.22), there is
a unique α ∈ HdimRM+n−i(M × Rn,M × Rn − Y ) satisfying
[M × Rn] ∩ α = ξ and u!(ξ) = [M ′ × Rn] ∩ uˆ∗(α)
where uˆ = (u, 1Rn) :M
′ ×Rn →M ×Rn. Let (Eˆ, sˆ) denote the pullback of
(EM , sM ) to M × R
n. Since
ξ ∩ e(E, s) = ([M × Rn] ∩ α) ∩ e(E, s) = [M × Rn] ∩ (α ∪ e(Eˆ, sˆ)),
we have
u!(ξ∩e(E, s)) = [M ′×Rn]∩ uˆ∗(α∪e(Eˆ, sˆ)) = ([M ′×Rn]∩ uˆ∗(α))∩v∗e(E, s).
As e(E, s) is defined by pulling back the Thom class, v∗e(E, s) = e(E′, s′).
This proves the lemma. 
Since the cap product is compatible with the open restriction, the push-
forward by (2.28) and the boundary operator in (2.4), for a closed subset Z
and its complement U = Y −Z, we have the commutative diagram (cf. [18,
IX.3.6])
(2.30)
· · · // Hi(Z)
∗
//

Hi(Y )
ı∗ //

Hi(U)
∂ //

Hi−1(Z)

· · · // Hi−2r(Z ∩X)
∗
// Hi−2r(X)
ı∗ // Hi−2r(U ∩X)
∂ // Hi−1−2r(Z ∩X)
where the vertical arrows are the cap products with the Euler classes of
(E, s) and its restrictions to U and Z.
Let E and F be complex vector bundles on a topological space Y with
sections s and t respectively. Then for ξ ∈ Hi(Y ), we have
(2.31) ξ ∩ e(E, s) ∩ e(F |s−1(0), t|s−1(0)) = ξ ∩ e(E ⊕ F, s⊕ t)
= ξ ∩ e(F, t) ∩ e(E|t−1(0), s|t−1(0))
by [18, IX.3.4].
When Y is an oriented manifold and the image of s in E is transversal to
the zero section 0(Y ) so that X = s−1(0) is an oriented submanifold of real
codimension 2r with the inclusion map u : X → Y , we have the equality
(2.32) u! = s! = eop(E, s) : Hi(Y ) −→ Hi−2r(X)
where u! is the Gysin map defined in (2.21) because the normal bundle to
X in Y is isomorphic to E|X and [X] = [Y ] ∩ e(E, s) by [18, IX.4.8].
By the same argument, if X = s−1(0) is the zero locus of a section s
of an algebraic vector bundle E of rank r over a (not necessarily smooth)
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irreducible algebraic variety Y and c is a geometric chain in Y representing
a class [c] ∈ Hi(Y ), which is dimensionally transversal to each stratum of X
for a stratification of X which makes the inclusion u : X → Y a stratified
map, then u−1(c) = c∩X represents the class s![c] = [c]∩e(E, s) inHi−2r(X)
when 2r = dimR Y − dimRX. By the proof of Proposition 2.1 above, if the
inclusion u is furthermore placid, we have
(2.33) u∗ = s! = eop(E, s) : Hi(Y ) −→ Hi−2r(X).
Combining (2.33) with the first diagram in (2.11), we have a commutative
diagram
(2.34) IHi(Y )
u∗
//
ǫY

IHi−2r(X)
ǫX

Hi(Y )
s!=eop(E,s)
// Hi−2r(X).
Remark 2.5. When Y is a smooth algebraic variety and s ∈ H0(Y ;E) is a
regular section of an algebraic vector bundle E over Y of rank r, letting X =
s−1(0) denote the closed subscheme defined by the image I of s∨ : E∨ → OY ,
we have a perfect obstruction theory
[E∨|X
d◦s∨
−→ΩY |X ]
of X where d : I/I2 → ΩY |X is the differential. Then we have a closed
embedding
CX/Y = SpecX(
⊕
n
In/In+1) ⊂ E|X
by the surjection Sym(s∨) : Sym(E∨|X) →
⊕
n I
n/In+1 and the virtual
fundamental class
[X]vir = 0!E|X [CX/Y ] ∈ A∗(X).
By [13, Chapter 19], the image of the virtual fundamental class [X]vir by the
cycle class map hX : A∗(X) → H∗(X) coincides with s![Y ] = [Y ] ∩ e(E, s)
where [Y ] ∈ HdimR Y (Y ) is the orientation class (fundamental class) of Y .
2.6. Borel-Moore homology of a quasi-homogeneous cone. Let B =
Cm (m ≥ 2) be an affine space equipped with a quasi-homogeneous polyno-
mial w whose zero locus Z = w−1(0) has isolated singularity at the origin.
Let PZ = Z − {0}/C∗. Then we have
(2.35) Hm(Z) ∼= H
m−2
prim (PZ).
In fact, if ξ¯ is a geometric chain representing a class [ξ¯] in Hm−2prim (PZ), the
closure in Z of the inverse image of ξ¯ by the quotient map Z − {0} →
Z − {0}/C∗ = PZ defines a cycle ξ representing the class [ξ] ∈ Hm(Z)
via the isomorphism (2.35). By [27, §2.3], there are real analytic subsets
ξ1, · · · , ξbm of Z which represent a basis {[ξ1], · · · , [ξbm ]} of Hm(Z) where
bm = dimHm(Z).
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The middle perversity intersection homology of Z is (cf. [3, p.20])
(2.36) IHi(Z) =


Hm−2prim (PZ) i = m
C i = 2m− 2
0 i 6= m, 2m− 2
so that (2.6) becomes an isomorphism
(2.37) IHm(Z) ∼= Hm(Z).
The middle homology groups (2.37) will be the (broad) state space of our
cohomological field theory in §4.
When w1 and w2 are quasi-homogeneous polynomials on B1 = C
m1 and
B2 = C
m2 respectively, we have a quasi-homogeneous polynomial
w = w1 ⊞ w2 : B = B1 ×B2 −→ C, w(x, y) = w1(x) + w2(y)
and the inclusion map ı : w−11 (0) × w
−1
2 (0) → w
−1(0). The cross product
(cf. [18, IX.5.7]) together with the pushforward ı∗ give us a homomorphism
(2.38)
Hi(w
−1
1 (0))⊗Hj(w
−1
2 (0)) −→ Hi+j(w
−1
1 (0) ×w
−1
2 (0))
ı∗−→Hi+j(w
−1(0))
which we will sometimes call the Thom-Sebastiani map.
2.7. Borel-Moore homology of Deligne-Mumford stacks. All of the
above definitions and properties from §2.1 to §2.5 extend to Deligne-Mumford
stacks, whose coarse moduli spaces are locally compact Hausdorff countable
CW complexes. Indeed, all results are obtained by sheaf theory and local
analysis. The pullback of a geometric chain by an e´tale map is a geometric
chain. Hence the sheaf complex of geometric chains is well defined on a
Deligne-Mumford stack and all the definitions and results hold for Deligne-
Mumford stacks. For instance, the decomposition theorem (2.13) proved for
schemes in [2] comes from the degeneration of a spectral sequence of sheaf
complexes using perverse filtration. Since e´tale maps preserve the perverse
filtration, the sheaf theoretic statement (2.13) holds for Deligne-Mumford
stacks as well.
3. Cosection localized Gysin maps
In this section, we generalize the Gysin map (2.27) to the case when
E admits a cosection. Our construction parallels those of the cosection
localized Gysin maps in [21, §2] and [22].
3.1. A localized Gysin map. The following is the common set-up in this
section.
Assumption 3.1. Let Y be a normal Deligne-Mumford stack over C and
s be a section of an algebraic vector bundle E of rank r over Y whose zero
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locus is denoted by X = s−1(0). Let σ : E → OY be a homomorphism of
coherent sheaves on Y such that
(3.1) σ ◦ s = 0.
Let S = X ×Y Z where Z = σ
−1(0) = zero(σ) is the degeneracy locus where
σ is zero (i.e. not surjective).
Theorem 3.2. Under Assumption 3.1, we have a homomorphism
(3.2) s!σ = e
op
σ (E, s) : IHi(Y ) −→ Hi−2r(S)
whose composition with ı∗ : Hi−2r(S) → Hi−2r(X) equals s! ◦ ǫY where
ı : S → X denotes the inclusion map.
Proof. Let I ⊂ OY denote the image of σ that defines Z = σ
−1(0). Let
ρ : Y˜ −→ Y
be the normalization of the blowup of Y along the ideal I so that the pullback
of σ to Y˜ is surjective
σ˜ : E˜ = ρ∗E ։ O
Y˜
(−Z˜)
for an effective Cartier divisor Z˜ of Y˜ lying over Z = zero(σ). Such a mor-
phism ρ is called σ-regularizing and we will show below that our construction
is independent of the choice of a σ-regularizing morphism.
By Lemma 2.2, for ξ ∈ IHi(Y ), we have ζ ∈ Hi(Y˜ ) and η ∈ Hi(Z) such
that
(3.3) ǫY (ξ) = ρ∗(ζ) + ∗(η) ∈ Hi(Y )
where  : Z→ Y is the inclusion map.
For η, we have
(3.4) η ∩ e(E|Z, s|Z) ∈ Hi−2r(S)
by the cap product with the Euler class e(E|Z, s|Z) ∈ H
2r(Z,Z − S).
For ζ, let F = ker(σ˜) so that we have a short exact sequence
(3.5) 0 −→ F −→ E˜
σ˜
−→O
Y˜
(−Z˜) −→ 0.
Since σ ◦ s = 0, the pullback s˜ ∈ H0(Y˜ ; E˜) of the section s ∈ H0(Y ;E) is in
fact a section of F . Hence we have
(3.6) ζ ∩ e(F, s˜) ∈ Hi−2r+2(X˜)
where X˜ = X×Y Y˜ = zero(s˜). Moreover, if we restrict the canonical section
t of O
Y˜
(Z˜) defining the effective Cartier divisor Z˜ to X˜ , we have
(3.7) ζ ∩ e(F, s˜) ∩ e(O
X˜
(S˜), t
S˜
) ∈ Hi−2r(S˜)
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where S˜ = Z˜×
Y˜
X˜ and t
S˜
is the restriction of t to X˜ . Let ρS : S˜ → S denote
the restriction of ρ to S˜. Then ρS˜ is proper as ρ is proper. Applying −ρS∗
to (3.7), we obtain
(3.8) − ρS∗
(
ζ ∩ e(F, s˜) ∩ e(O
X˜
(S˜), t
S˜
)
)
∈ Hi−2r(S).
By adding (3.4) and (3.8), we define
(3.9)
s!σ(ξ) = e
op
σ (E, s)(ξ) = −ρS∗
(
ζ ∩ e(F, s˜) ∩ e(O
X˜
(S˜), t
S˜
)
)
+ η ∩ e(E|Z, s|Z).
To show that (3.9) is well defined, we check that s!σ(ξ) = e
op
σ (E, s)(ξ) is
independent of the choice of ζ and η as long as they satisfy (3.3) and
(3.10) ζ|
Y˜−Z˜ = ǫY (ξ)|Y −Z ∈ Hi(Y − Z)
via the identification Y˜ − Z˜ = Y −Z.2 First fix ζ and pick another ηˆ ∈ Hi(Z)
such that ∗η = ∗ηˆ. Then (2.30) gives us the commutative diagram
Hi+1(Y − Z)
∂
//
e(E|Y−Z,s|Y−Z)

Hi(Z)
∗
//
e(E|Z,s|Z)

Hi(Y )
e(E,s)

Hi+1−2r(X − S)
∂
// Hi−2r(S)
∗
// Hi−2r(X).
Since σ ◦ s = 0, s|Y−Z is a section of the kernel Eˆ of the surjection σ :
E|Y−Z → OY−Z and hence the first vertical arrow is
e(E|Y −Z, s|Y−Z) = e(Eˆ, s|Y−Z) ∪ e(OX−S) = 0
by (2.26) since the Euler class of the trivial bundle is zero. Since ∗(η− ηˆ) =
0, η − ηˆ = ∂(α) for some α ∈ Hi+1(Y − Z). Therefore, we have
(3.11) (η − ηˆ) ∩ e(E|Z, s|Z) = ∂(α ∩ e(E|Y −Z, s|Y−Z)) = 0.
Thus eopσ (E, s)(ξ) is independent of the choice of η.
Suppose we picked another ζˆ satisfying
ζˆ|
Y˜−Z˜ = ǫY (ξ)|Y −Z = ζ|Y˜−Z˜.
By the above paragraph, we may choose any ηˆ satisfying
(3.12) ∗(ηˆ) + ρ∗(ζˆ) = ǫX(ξ) = ∗(η) + ρ∗(ζ).
Since ζ|
Y˜−Z˜ = ζˆ|Y˜−Z˜, by (2.4), there exists a λ ∈ Hi(Z˜) such that
˜∗λ = ζ − ζˆ
where ˜ : Z˜→ Y˜ denotes the inclusion map. So we let
(3.13) ηˆ = η + ρZ∗(λ)
2(3.10) is guaranteed by Lemma 2.2.
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where ρZ : Z˜ → Z is the restriction of ρ to Z. Then it is straightforward to
see that (3.12) is satisfied. By applying (2.28) repeatedly and t
S˜
|
S˜
= 0 as
well as the exact sequence
0 −→ F |
X˜
−→ E˜|
X˜
−→ O
X˜
(−S˜) −→ 0
from (3.5), we have
(3.14) ρS∗
(
(ζ − ζˆ) ∩ e(F, s˜) ∩ e(OX˜(S˜), tS˜)
)
= ρS∗
(
˜∗λ ∩ e(F, s˜) ∩ e(OX˜ (S˜), tS˜)
)
= ρS∗
(
ı˜∗(λ ∩ ˜∗e(F, s˜)) ∩ e(OX˜(S˜), tS˜)
)
= ρS∗
(
λ ∩ ˜∗e(F, s˜) ∩ ı˜∗e(O
X˜
(S˜))
)
= −ρS∗
(
λ ∩ ˜∗e(F, s˜) ∩ ı˜∗e(OX˜(−S˜))
)
= −ρS∗
(
λ ∩ ˜∗e(E˜, s˜)
)
= −ρS∗ (λ ∩ ˜
∗ρ∗e(E, s))
= −ρS∗ (λ ∩ ρZ
∗∗e(E, s)) = −ρZ∗λ ∩ 
∗e(E, s)
= (η − ηˆ) ∩ ∗e(E, s) = (η − ηˆ) ∩ e(E|Z, s|Z)
where ı˜ : S˜ → X˜ denotes the inclusion. By (3.14), s!σ(ξ) defined by (3.9) is
independent of the choices of ζ and η. Moreover, by Lemma 3.4 below, s!σ(ξ)
defined by (3.9) is independent of the choice of the resolution ρ : Y˜ → Y of
the degeneracy of σ. Hence s!σ = e
op
σ (E, s) is well defined, independent of
all the choices.
Finally we prove that
(3.15) ı∗ ◦ s!σ = s
! ◦ ǫY .
For ξ, ζ, η satisfying (3.3), applying the projection formula (2.28) repeatedly
as well as (3.5) and (3.9), we have
s! ◦ ǫY (ξ) = ρ∗(ζ) ∩ e(E, s) + ∗(η) ∩ e(E, s)
= ρX∗(ζ ∩ e(E˜, s˜)) + ı∗(η ∩ e(E|Z, s|Z))
= ρX∗(ζ ∩ e(F, s˜) ∩ e(OX˜(−S˜))) + ı∗(η ∩ e(E|Z, s|Z))
= −ρX∗(ζ ∩ e(F, s˜) ∩ e(OX˜ (S˜))) + ı∗(η ∩ e(E|Z, s|Z))
= −ρX∗ı˜∗(ζ ∩ e(F, s˜) ∩ e(OX˜(S˜), tS˜)) + ı∗(η ∩ e(E|Z, s|Z))
= −ı∗ρS∗(ζ ∩ e(F, s˜) ∩ e(OX˜ (S˜), tS˜)) + ı∗(η ∩ e(E|Z, s|Z))
= ı∗
(
−ρS∗(ζ ∩ e(F, s˜) ∩ e(OX˜(S˜), tS˜)) + η ∩ e(E|Z, s|Z)
)
= ı∗ ◦ s!σ(ξ)
where ρX : X˜ → X is the restriction of ρ to X˜. This proves (3.15). 
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Remark 3.3. In Assumption 3.1, we required Y to be normal. If Y is not
normal, let Y nor → Y denote the normalization of Y . Since IH∗(Y nor) ∼=
IH∗(Y ) by [15, 4.2], we can replace Y by Y nor and pull back E, s, σ etc to
Y nor. Theorem 3.2 then gives us the cosection localized Gysin map
s!σ : IHi(Y )
∼= IHi(Y
nor) −→ Hi−2r(Snor) −→ Hi−2r(S)
where Snor = S ×Y Y
nor and the last arrow is the proper pushforward.
Therefore the normality in Assumption 3.1 is only a matter of notational
convenience.
3.2. Remarks. A key ingredient in the construction of the cosection local-
ized Gysin map s!σ = e
op
σ (E, s) above is the decomposition (3.3). For a class
in H∗(Y ), there is no guarantee that we have a decomposition like (3.3) with
(3.10). For classes coming from the middle perversity intersection homology,
the decomposition theorem in [2] enables us to find such a decomposition
(Lemma 2.2) and that is why we use IH∗(Y ) instead of H∗(Y ) as the starting
point of the map s!σ = e
op
σ (E, s).
In fact, the proofs of Theorem 3.2 and Lemma 3.4 tell us that whenever
we can write a class ξ¯ ∈ Hi(Y ) as
ξ¯ = ρ∗(ζ) + ∗(η) ∈ Hi(Y ), ξ¯|Y−Z = ζ|Y˜−Z˜
for some resolution ρ : Y˜ → Y of the degeneracy of σ, the cosection localized
Gysin map (3.9) is well defined, independent of choices. We call such a class
ξ¯ ∈ Hi(Y ) σ-liftable.
For example, classes in Hi(Y ) coming from intersection homology are
σ-liftable by Lemma 2.2. Moreover, classes coming from the Chow group
A∗(Y ) are σ-liftable: If ξ˜ ∈ A∗(Y ),
ξ˜|Y−Z ∈ A∗(Y − Z) = A∗(Y˜ − Z˜)
extends to a class ζ˜ ∈ A∗(Y˜ ) since the restriction map A∗(Y˜ )→ A∗(Y˜ − Z˜)
is surjective (cf. [13, Proposition 1.8]). Then ξ˜− ρ∗(ζ˜) ∈ ∗A∗(Z) and hence
we have
(3.16) ξ˜ = ρ∗ζ˜ + ∗η˜ for some η˜ ∈ A∗(Z).
By applying the cycle class map hY : A∗(Y ) → H∗(Y ) to (3.16), we obtain
a decomposition
(3.17) hY (ξ˜) = ρ∗(hY˜ (ζ˜)) + ∗(hZ(η˜))
like (3.3) because the cycle class map is compatible with the pushforward
(cf. [13, Chapter 19]).
Using (3.16), we can define the cosection localized Gysin map similarly
as in (3.9) as the composition
A∗(Y ) −→ A∗(E|X(σ))
0!E,σ
−→A∗−r(S)
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where the last arrow is defined in [21, Corollary 2.9], while the first arrow is
the map sending an effective cycle V in A∗(Y ) to the normal cone CV ∩X/V .
As σ ◦ s = 0, this cone has support contained in
E|X(σ) = E|S ∪ ker(E|X−S → OX−S).
By comparing the proof of [21, Corollary 2.9] with the proof of Theorem
3.2, we find that when ǫY (ξ) = hY (ξ˜) for ξ ∈ IH∗(Y ) and ξ˜ ∈ A∗(Y ),
(3.18) s!σ(ξ) = hS(0
!
E,σ([Cξ˜∩X/ξ˜])).
When Y is smooth, the differential of s gives us the perfect obstruction
theory
[TY |X
ds
−→E|X ]
∨
equipped with a cosection σ : E → coker(ds) → OX . By [21], we have the
cosection localized virtual class
(3.19) s!σ[Y ] = hS(0
!
E,σ[CX/Y ]) = hS([X]
vir
loc)
where [X]virloc = 0
!
E,σ[CX/Y ] denotes the cosection localized virtual cycle de-
fined in [21, Theorem 5.1]
In §3.5, we will see that if we strengthen Assumption 3.1 a bit (cf. As-
sumption 3.10), all homology classes on Y lift to some σ-regularization
Y˜ → Y by using Lemma 2.3 and thus the cosection localized Gysin map
s!σ : Hi(Y ) −→ Hi−2r(S)
is defined for all homology classes on Y .
3.3. The Gysin map is canonical. In the proof of Theorem 3.2, we used
the blowup of Y along Z to resolve the degeneracy of σ. But a close exami-
nation of the proof reveals that (3.9) is well defined for any birational proper
morphism ρ¯ : Y¯ → Y such that the pullback σ¯ : ρ¯∗E → OY¯ (−Z¯) of σ is
surjective for an effective Cartier divisor Z¯ of Y¯ . Indeed, any such resolution
of σ gives us the same s!σ. Namely, we may use any resolution of σ instead
of the blowup of Y along Z.
Lemma 3.4. The cosection localized Gysin map s!σ = e
op
σ (E, s) in Theorem
3.2 is independent of the choice of a resolution ρ : Y˜ → Y of the degeneracy
of σ.
Proof. By taking the fiber product of two resolutions of σ, we only need to
consider the case where we have two proper morphisms
Y¯
µ
−→ Y˜
ρ
−→Y
which are isomorphisms over the surjective locus Y −Z of σ and resolve the
degeneracy of σ. Our goal is to show that (3.9) is the same for Y˜ and Y¯ .
We use the notations in the proof of Theorem 3.2. By the decomposition
theorem (2.13), we fix injective homomorphisms
(3.20) IHi(Y )
δ
−→ IHi(Y˜ )
γ
−→ IHi(Y¯ ).
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Let ξ ∈ IHi(Y ). By the proof of Lemma 2.2, there exists η ∈ Hi(Z) such
that
(3.21) ζ = ǫY˜ δ(ξ), ǫY (ξ) = ρ∗ζ + ∗η.
By applying Lemma 2.2 to δ(ξ) ∈ IHi(Y˜ ), there is a λ ∈ Hi(Z˜) such that
(3.22) ζ = ǫY˜ δ(ξ) = µ∗ǫY¯ γδ(ξ) + ˜∗(λ).
By (3.21) and (3.22), we have
ǫY (ξ) = (ρµ)∗ǫY¯ γδ(ξ) + ρ∗˜∗(λ) + ∗η
= (ρµ)∗ǫY¯ γδ(ξ) + ∗(ρZ∗(λ) + η).
Hence, we may let
(3.23) ζ¯ = ǫY¯ γδ(ξ) ∈ Hi(Y¯ ), η¯ = ρZ∗(λ) + η ∈ Hi(Z)
so that ǫY (ξ) = (ρµ)∗ζ¯ + ∗η¯ and
(3.24) ζ = µ∗ζ¯ + ˜∗(λ).
By its definition, eopσ (E, s) using ρ : Y˜ → Y is
(3.25) − ρS∗
(
ζ ∩ e(F, s˜) ∩ e(O
X˜
(S˜), t
S˜
)
)
+ η ∩ e(E|Z, s|Z)
while eopσ (E, s) using ρµ : Y¯ → Y is
(3.26) − (ρSµS)∗
(
ζ¯ ∩ e(F¯ , s¯) ∩ e(OX¯(S¯), tS¯)
)
+ η¯ ∩ e(E|Z, s|Z)
where E¯, F¯ , s¯ are the pullbacks of E˜, F, s˜ respectively to Y¯ by µ and µS
denotes the restriction of µ to µ−1(S˜).
By (3.23) and the projection formula (2.28), the difference of (3.25) and
(3.26) is
ρS∗
(
(µ∗ζ¯ − ζ) ∩ e(F, s˜) ∩ e(OX˜ (S˜), tS˜)
)
− ρZ∗(λ) ∩ e(E|Z, s|Z)
= −ρS∗
(
˜∗(λ) ∩ e(F, s˜) ∩ e(OX˜(S˜), tS˜)
)
− ρZ∗(λ) ∩ e(E|Z, s|Z)
= −ρS∗
(
λ ∩ e(F |
Z˜
, s˜|
Z˜
) ∩ e(O
S˜
(S˜))
)
− ρZ∗(λ) ∩ e(E|Z, s|Z)
= ρS∗
(
λ ∩ e(F |
Z˜
, s˜|
Z˜
) ∩ e(OS˜(−S˜))
)
− ρZ∗(λ) ∩ e(E|Z, s|Z)
= ρS∗
(
λ ∩ e(E˜|
Z˜
, s˜|
Z˜
)
)
− ρZ∗(λ) ∩ e(E|Z, s|Z)
= ρZ∗(λ) ∩ e(E|Z, s|Z)− ρZ∗(λ) ∩ e(E|Z, s|Z) = 0.
This proves the lemma. 
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3.4. First properties. In this subsection, we prove a few useful properties
of the cosection localized Gysin map that will play key roles for cohomolog-
ical field theories in §4.
Proposition 3.5. Under Assumption 3.1, we further suppose that there is a
morphism u : Y ′ → Y which is both proper and placid. Let E′, s′, σ′,X ′,Z′, S′,
etc denote the pullbacks (by fiber products) of E, s, σ,X,Z, S, etc to Y ′. Let
uS : S
′ → S and uZ etc denote the pullbacks of u. Then we have
(3.27) uS∗ ◦ s′
!
σ′ = s
!
σ ◦ u∗ : IHi(Y
′) −→ Hi−2r(S).
Proof. By (2.11), we have a commutative diagram
(3.28) IHi(Y
′)
ǫY ′
//
u∗

Hi(Y
′)
u∗

IHi(Y )
ǫY
// Hi(Y ).
Pick a resolution ρ : Y˜ → Y of the degeneracy of σ so that we have an exact
sequence (3.5) for an effective Cartier divisor Z˜. Consider the fiber product
Y˜ ′
u
Y˜
//
ρ′

Y˜
ρ

Y ′ u // Y.
Pick ζ ′ ∈ Hi(Y˜ ′) and η′ ∈ Hi(Z′) such that
(3.29) ǫY ′(ξ
′) = ρ′∗(ζ
′) + ′∗(η
′)
where ′ : Z′ → Y ′ denotes the inclusion map. By (3.28), applying u∗ to
(3.29), we have
ǫY (u∗ξ′) = ρ∗(uY˜ ∗ζ
′) + ∗(uZ∗η
′)
and hence we may use ζ = u
Y˜ ∗ζ
′ and η = uZ∗η
′ for the computation of
s!σ(u∗ξ′) = e
op
σ (E, s)(u∗ξ′).
By applying (2.28) repeatedly, we have
(3.30) uZ∗(η
′) ∩ e(E|Z, s|Z) = uS∗
(
η′ ∩ e(E|Z′ , s|Z′)
)
,
(3.31)
u
Y˜ ∗(ζ
′) ∩ e(F, s˜) ∩ e(O
X˜
(S˜), t
S˜
) = uS∗
(
ζ ′ ∩ e(F ′, s˜′) ∩ e(O
X˜′
(S˜′), t
S˜′
)
)
.
Combining (3.30) and (3.31) with the definition of s!σ = e
op
σ (E, s) and s′!σ′ =
eopσ′ (E
′, s′) from (3.9), we obtain (3.27). 
Proposition 3.6. Under Assumption 3.1, we further suppose that there is a
locally free sheaf L of rank l on Y and a section ℓ with Y ′ = zero(ℓ). Suppose
ℓ is transversal to the zero section of L and the inclusion map u : Y ′ → Y is
placid so that the pullback u∗ equals ℓ! = eop(L, ℓ). Let E′, s′, σ′,X ′,Z′, S′,
etc denote the pullbacks (by fiber products) of E, s, σ,X,Z, S, etc to Y ′. Let
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uS : S
′ → S and uZ etc denote the pullbacks of u. Then we have a commu-
tative diagram
(3.32) IHi(Y )
u∗
//
s!σ=e
op
σ (E,s)

IHi−2l(Y ′)
s′!
σ′
=eop
σ′
(E′,s′)

Hi−2r(S)
u!S
// Hi−2r−2l(S′)
where u∗ is the pullback by Proposition 2.1 and the bottom horizontal arrow
is u!S = e
op(L|S , ℓ|S).
Proof. We let ρ : Y˜ → Y be a resolution of the degeneracy of σ, i.e. a
proper morphism, isomorphic over Y − Z, such that the pullback of σ by ρ
gives us a short exact sequence (3.5). Let ξ ∈ IHi(Y ) and pick ζ ∈ Hi(Y˜ )
and η ∈ Hi(Z) satisfying (3.3) and (3.10). By slightly abusing the notation,
let us denote by u! the homomorphism obtained by the cap product with
the pullback of e(L, ℓ) by any morphism to S. For instance, u!η = η ∩
e(L|Z, ℓ|Z) ∈ Hi−2l(Z′). By (2.34) and (2.28), we have
(3.33) ǫY ′(u
∗(ξ)) = u!(ǫY (ξ)) = u!ρ∗(ξ) + u!∗(η) = ρ′∗(u
!ζ) + ′∗(u
!η)
where ′ : Z′ → Y ′ and ρ′ : Y˜ ′ = Y˜ ×Y Y ′ → Y ′ are the restrictions of  and
ρ respectively. Hence we can use
ζ ′ = u!ζ and η′ = u!η
to compute s′!σ′(u∗(ξ)) = e
op
σ′ (E
′, s′)(u∗(ξ)).
For the ζ part, by (2.31), we have
(3.34) ζ ′ ∩ e(F ′, s˜′) ∩ e(O
X˜′
(S˜′), t
S˜′
) = u!ζ ∩ e(F ′, s˜′) ∩ e(O
X˜′
(S˜′), t
S˜′
)
= ζ ∩ e(L|
Y˜
, ℓ|
Y˜
) ∩ e(F ′, s˜′) ∩ e(O
X˜′
(S˜′), t
S˜′
)
= ζ ∩ e(L|Y˜ ⊕ F, ℓ|Y˜ ⊕ s˜) ∩ e(OX˜′(S˜
′), tS˜′)
= ζ ∩ e(F, s˜) ∩ e(L|
X˜
, ℓ|
X˜
) ∩ e(O
X˜′
(S˜′), t
S˜′
)
= ζ ∩ e(F, s˜) ∩ e(L|
X˜
⊕ O
X˜
(S˜), ℓ|
X˜
⊕ t
S˜
)
= ζ ∩ e(F, s˜) ∩ e(OX˜ (S˜), tS˜) ∩ e(L|S˜ , ℓ|S˜)
= u!
(
ζ ∩ e(F, s˜) ∩ e(OX˜(S˜), tS˜)
)
.
By the projection formula (2.28), ρS′∗ ◦ u! = u! ◦ ρS∗ and thus
(3.35)
ρS′∗
(
ζ ′ ∩ e(F ′, s˜′) ∩ e(OX˜′(S˜
′), tS˜′)
)
= u!
[
ρS∗
(
ζ ∩ e(E˜, s˜) ∩ e(OX˜(S˜), tS˜)
)]
.
For the η part, by a similar computation, we have
(3.36) η′ ∩ e(E′|Z′ , s′|Z′) = u!η ∩ e(E′|Z′ , s′|Z′) = u! (η ∩ e(E|Z, s|Z)) .
Combining (3.9), (3.33), (3.34) and (3.36), we have
(3.37) s′!σ′(u
∗(ξ)) = u!s!σ(ξ)
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as desired. 
Proposition 3.7. Under Assumption 3.1, we further suppose that we have
a morphism θ : Y ′ → Y of Deligne-Mumford stacks which is placid and
obtained by a fiber diagram
Y ′ θ //

Y

M ′
θM
// M
where M ′ and M are smooth varieties. As in Proposition 3.5, let E′, s′, σ′,
X ′, Z′, S′, etc denote the pullbacks (by fiber products) of E, s, σ,X,Z, S, etc
to Y ′. If θ∗ = θ! : H∗(Y )→ H∗(Y ′), then
(3.38) θ! ◦ s!σ = s
′!
σ′ ◦ θ
∗ : IHi(Y ) −→ Hi−2r(S′).
Proof. The proof follows from Lemma 2.4, (2.11) and (2.23) similarly as in
the proofs of Propositions 3.5 and 3.6. We leave the detail to the reader. 
The following is an immediate consequence of Propositions 3.6 and 3.7
that will be useful in the subsequent section.
Corollary 3.8. Under the assumptions of Proposition 3.6 (resp. 3.7), we
further assume that there are smooth morphisms q : Y → Z and q′ : Y ′ → Z
that fit into a commutative diagram
(3.39) Y ′
f
//
q′   ❆
❆❆
❆❆
❆❆
❆ Y
q

Z
for an irreducible variety Z. Suppose f is u (resp. θ) in Proposition 3.6
(resp. 3.7). Since q and q′ are smooth, all the arrows in (3.39) are placid
and thus we have a commutative diagram
(3.40) IHi(Z)
q∗

q′∗
((◗
◗◗
◗◗
◗◗
◗◗
◗◗
◗
IHi+2m(Y )
f∗
//
s!σ

IHi+2m′(Y
′)
s′!
σ′

Hi+2m−2r(S)
f !
// Hi+2m′−2r(S′)
where m = dimC Y − dimC Z and m
′ = dimC Y ′ − dimC Z.
Remark 3.9. Under Assumption 3.1, if we further assume that there is a
smooth morphism q : Y → Z of relative dimension m, we have the composi-
tion
Hi(Z)
q∗
−→Hi+2m(Y )
s!σ−→Hi+2m−2r(S).
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This is the Borel-Moore homology version of the cosection localized virtual
pullback constructed in [5].
3.5. A variation of Theorem 3.2. In this subsection, we prove a stronger
result than Theorem 3.2 under a slightly stronger assumption that requires
E, s and σ extend to a smooth Deligne-Mumford stack W containing Y as
a closed substack.
Assumption 3.10. Let W be a smooth Deligne-Mumford stack over C and
sW be a section of an algebraic vector bundle EW of rank r over W , whose
zero locus is denoted by X = s−1W (0). Let σW : EW → OW be a homo-
morphism of coherent sheaves on W . Let Y be the zero locus of the regular
function σW ◦ sW . Let S = X ×W ZW where ZW = σ
−1
W (0) denotes the zero
locus of σW .
By definition, we have closed substacks S ⊂ X ⊂ Y ⊂W .
Under this stronger assumption, the cosection localized Gysin map s!σ is
defined for all homology classes.
Theorem 3.11. Under Assumption 3.10, we have a homomorphism
s!σ : Hi(Y ) −→ Hi−2r(S)
such that ı∗ ◦ s!σ = s!.
Proof. Let ρ1 : W1 → W be the blowup of W along ZW and let ZW,1 be
the exceptional divisor. Then the pullback σW,1 of σW gives rise to a short
exact sequence
0 −→ E′1 −→ E1 = ρ
∗
1EW
σW,1
−→OW1(−ZW,1) −→ 0
for a subbundle E′1. Next, let ρ2 : W˜ → W1 be a resolution of singularities.
Then the above short exact sequence lifts to
0 −→ E˜′W −→ E˜W
σ˜W−→O
W˜
(−Z˜W ) −→ 0
for a Cartier divisor Z˜W of W˜ . Let ρW = ρ1 ◦ ρ2 : W˜ → W .
As W − ZW is smooth, ρW is an isomorphism over W − ZW . Let Y˜ =
W˜×WY and Z = ZW∩Y . Let  : Z→ Y denote the inclusion. Let ρ : Y˜ → Y
be the restriction of ρW to Y˜ . Let E = EW |Y , s = sW |Y , σ = σW |Y and
Z˜ = Z˜W ×W˜ Y˜ . By restricting the short exact sequence above, we have a
short exact sequence
0 −→ E˜′ −→ E˜ σ˜−→O
Y˜
(−Z˜) −→ 0.
As σ ◦ s = 0 by the definition of Y , the pullback s˜ of s to Y˜ is a section of
E˜′.
By Lemma 2.3, for any ξ ∈ Hi(Y ), there are ζ ∈ Hi(Y˜ ) and η ∈ Hi(Z)
such that
(3.41) ξ = ρ∗ζ + ∗η and ξ|Y−Z = ζ|Y−Z.
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Now we can repeat all the arguments in §3.1 and §3.3, using (3.41) instead
of (3.3). We thus obtain the homomorphism s!σ in the theorem which does
not depend on any choices involved in its definition. 
4. A construction of quantum singularity theory
In this section, we provide a topological construction of cohomological
field theories of singularities by our cosection localized Gysin map in The-
orem 3.2. The axioms for cohomological field theories will follow from the
propositions in §3.
4.1. Setup. Let S be a smooth proper separated Deligne-Mumford stack
over C. Let
(4.1) M
α
−→F
be a complex of locally free sheaves on S. Let pM : M → S denote the
bundle projection. Then α induces a section sM of EM = p
∗
MF over M .
Let X denote the zero locus of sM .
Let B = AmC be an affine space equipped with a quasi-homogeneous non-
degenerate polynomial w. Let qM : M → B be a smooth morphism and
σM : EM → OM be a homomorphism such that
(4.2) σM ◦ sM = w ◦ qM and X ∩ σ
−1
M (0)red = S
where σ−1M (0)red denotes the support of the closed substack of M defined by
the image of σM in OM . The following diagram summarizes our setup so
far.
(4.3) EM

σM
// OM M × C // C
X s−1M (0)
pX
##●
●●
●●
●●
●●
  ı // M
sM
CC
w◦qM
33❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤❤
qM
!!❉
❉❉
❉❉
❉❉
❉❉
pM

S B
w
// C
By the first equality in (4.2), we have the residue condition
(4.4) qM (X) ⊂ w
−1(0) =: Z.
Let Y = Z ×B M so that we have a fiber diagram
(4.5) X
qX
  
❆❆
❆❆
❆❆
❆❆
  ı // Y //
qY

M
qM

Z 

// B
where qY is smooth since qM is smooth. We denote the restriction of EM
(resp. σM , resp. sM ) to Y by E (resp. σ, resp. s) so that X = s
−1(0). By
(4.4), we have σ ◦ s = 0.
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Since Z has only an isolated hypersurface singularity, if dimC Z = m−1 ≥
2, Z is a normal affine variety and hence Y is a normal Deligne-Mumford
stack as qY is smooth. When m = 2, we replace Z by its normalization.
Since the intersection homology remains the same under normalization, all
the arguments in this paper go through (cf. Remark 3.3). The case m = 1
in our FJRW setup (cf. §4.3) occurs only when N = 1 and there is only
one broad marking. In this case, the section x must vanish by the residue
theorem. Hence the cosection localization of [21] applies as in [8]. With this
preparation, we can now apply Theorem 3.2.
By Theorem 3.2, we thus have the cosection localized Gysin map
(4.6) s!σ = e
op
σ (E, s) : IHi(Y ) −→ Hi−2r1(S)
where r1 is the rank of E. Moreover since qY is smooth, we have the pullback
homomorphism
(4.7) q∗Y : IHi(Z) −→ IHi+2DqY (Y )
where DqY is the relative complex dimension of qY which equals
(4.8) DqY = dimCM − dimCB = dimC S + r0 − dimCB
where r0 denotes the rank of the vector bundle pM : M → S. Composing
(4.6) and (4.7), we obtain
(4.9) Φ : IHi(Z) −→ H2 dimC S−2D+i−2 dimC B(S)
where
(4.10) D = −r0 + r1 = −rank(M) + rank(E) = −rank(M) + rank(F )
following the notation of [11, (52)]. If (4.1) is a resolution of a sheaf complex
U , then D is minus the rank of the complex U .
Suppose we have another complex
(4.11) M ′ α
′
−→F ′
satisfying all the assumptions for (4.1) like (4.2) so that (4.11) also gives us
diagrams like (4.3) and (4.5), whereM , Y and X are replaced byM ′, Y ′ and
X ′ = s′−1(0). (We use the same S, Z and B.) By the recipe above, we then
have a vector bundle E′ on Y ′ equipped with a section s′ and a cosection
σ′ as well as the cosection localized Gysin map s′!σ′ : IH∗(Y ′)→ H∗(S). We
can compare s!σ and s
′!
σ′ in the following two cases.
Proposition 4.1. Suppose (4.1) and (4.11) fit into a commutative diagram
of exact sequences of locally free sheaves
0 // M ′ //
α′

M //
α

K // 0
0 // F ′ // F // K // 0.
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If σ′ = σ|E′ and σ−1(0)×Y Y ′ = σ′
−1(0), then s′!σ′ ◦ı∗ = s!σ where ı : Y ′ → Y
denotes the placid inclusion induced from the inclusion map M ′ →M .
Proof. Suppose σ = 0 so that we only have the ordinary topological Gysin
maps. We can continuously deform (M,s) to (M ′⊕K, s′⊕1K). The propo-
sition is a direct consequence of [18, IX.9.3] for the direct sum case. Since
s! is defined over Q, s! remains constant under the deformation. So the
proposition holds when σ = 0.
Under our assumption, if we pick a σ-regularizing morphism Y˜ → Y , then
the fiber product Y˜ ′ = Y˜ ×Y Y ′ → Y ′ is σ′-regularizing. If ζ is a lift of ξ
to H∗(Y˜ ), ı∗ζ is a lift of ı∗ξ to H∗(Y˜ ′). The proposition easily follows from
the definition of s!σ in Theorem 3.2 and the case for σ = 0. 
Proposition 4.2. Suppose (4.1) and (4.11) fit into a commutative diagram
of exact sequences of locally free sheaves
0 // K // M ′ //
α′

M //
α

0
0 // K // F ′ // F // 0.
If σ′ = σ|E′, then s′
!
σ′ ◦ f
∗ = s!σ where f : Y ′ → Y denotes the smooth
morphism induced from the surjection M ′ →M .
Proof. The proof is similar to Proposition 4.1 and we omit it. 
4.2. State space. In this subsection, we recall the basic setup for the Fan-
Jarvis-Ruan-Witten theory from [11] and define our state space.
Let w : CN → C be a quasi-homogeneous polynomial with
(4.12) w(td1x1, · · · , t
dNxN ) = t
d · w(x1, · · · , xN ), ∃di, d ∈ Z>0
which is nondegenerate, i.e.
(1) w has no monomial of the form xixj for i 6= j and
(2) the hypersurface
Qw = Pw
−1(0) ⊂ PN−1d1,··· ,dN
defined by w is nonsingular.
We assume d > 0 is minimal possible and d > di. Let qi = di/d. The second
condition above implies that the hypersurface w−1(0) ⊂ CN has only an
isolated singularity at 0 and that qi ≤
1
2 are uniquely determined by w.
Writing w =
∑ν
k=1 ckwk with ck ∈ C
∗ and wk distinct monomials, we
obtain a homomorphism
(4.13) (w1, · · · , wν) : (C
∗)N −→ (C∗)ν
whose kernel is the symmetry group of w defined by
(4.14)
Gw = {(λ1 · · · , λN ) ∈ (C
∗)N |w(λ1x1, · · · , λNxN ) = w(x1, · · · , xN )}
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which is always finite under our assumption. By (4.12), Gw has an element
Jw = (e
2πiq1 , · · · , e2πiqN ) ∈ Gw.
We fix a subgroup G of Gw containing Jw. The input datum for the FJRW
quantum singularity theory is the pair (w,G), sometimes denoted w/G.
Consider the fiber product
Gˆw //

C∗

(C∗)N // (C∗)ν
where the bottom horizontal is (4.13) and the right vertical is the diagonal
embedding. By (4.12), the homomorphism
C∗ → (C∗)N , t 7→ (td1 , · · · , tdN )
factors through Gˆw and we thus have a surjective homomorphismGw×C
∗ →
Gˆw whose kernel is µd = {z ∈ C | z
d = 1}. Hence the subgroup G of Gw
defines a subgroup
Gˆ = G× C∗/µd
of Gˆw that fits into the exact sequence
(4.15) 1 −→ G −→ Gˆ
χ
−→C∗ −→ 1.
Note that for λ ∈ Gˆ ⊂ (C∗)N ,
(4.16) w(λ · x) = χ(λ)w(x).
In particular, w(λ · x) = −w(x) if and only if λ ∈ χ−1(−1).
For the singularity w/G, the state space is defined as
(4.17) H =
⊕
γ∈G
Hγ , Hγ = H
Nγ (CNγ , w∞γ )
G
where CNγ denotes the γ-fixed subspace of CN , wγ is the restriction of w to
CNγ and w∞γ = (Re(wγ))−1(a,∞) for a >> 0. When γ = (e2πiq1 , · · · , e2πiqN ),
Hγ = C since Nγ = 0. The constant function 1 in H(e2piiq1 ,··· ,e2piiqN ) is de-
noted by 1.
Lemma 4.3. We have a natural isomorphism
HNγ (CNγ , w∞γ )
G ∼= H
Nγ−2
prim (Qwγ )
G.
Proof. To keep the notation simple, we delete γ in the proof. Since G is
finite,
(4.18) HN (CN , w∞)G = HN (CN/G,w∞).
Since CN/G ∼= (CN ×C∗)/Gˆ where Gˆ acts on the last component by weight
χ−1 (cf. §1), we have
(4.19) HN (CN/G,w∞) ∼= HN ((CN × C∗)/Gˆ,w∞) ∼= HN
Gˆ
(CN ×C∗,w∞)
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where w(z, t) = t · w(z) for (z, t) ∈ CN × C∗. The last isomorphism to
equivariant cohomology follows from the fact that Gˆ acts quasi-freely. By the
well-known argument of Atiyah-Bott, as the weight on the last component
C is nontrivial, the Gysin sequence
(4.20)
· · · −→ HN−2
Gˆ
(CN ) −→ HN
Gˆ
(CN × C,w∞) −→ HN
Gˆ
(CN × C∗,w∞) −→ · · ·
splits into short exact sequences
(4.21)
0 −→ HN−2
Gˆ
(CN ) −→ HN
Gˆ
(CN × C,w∞) −→ HN
Gˆ
(CN × C∗,w∞) −→ 0.
On the other hand, by Gysin sequence, we have an isomorphism
(4.22) HN
Gˆ
(CN × C,w∞) ∼= HN
Gˆ
((CN − 0)× C,w∞) ∼= HN (L(χ−1), w∞)G
where L(χ−1) = (CN − 0) × C/C∗ is the line bundle over the weighted
projective space PN−1d1,··· ,dN defined by the weight χ
−1. It is straightforward
to check that the critical locus in L(χ−1) is precisely Pw−1(0) = Qw, all of
whose points are nondegenerate, i.e. there is an analytic local coordinate
system at each point such that w = x2 + y2 where x, y are the normal
coordinates of Qw in L(χ
−1). Hence we have
(4.23) HN (L(χ−1), w∞)G ∼= HN−2(Qw)G.
Combining (4.21), (4.22) and (4.23), we find that
(4.24) HN
Gˆ
(CN × C∗,w∞) ∼= HN−2prim (Qw)
G.
The lemma follows from (4.18), (4.19) and (4.24). 
Consequently we have
(4.25) Hγ = H
Nγ (CNγ , w∞γ )
G ∼= H
Nγ−2
prim (Qwγ )
G ∼= IHNγ (w
−1
γ (0))
G
by (2.36) and
(4.26) H =
⊕
γ∈G
Hγ =
⊕
γ∈G
IHNγ(w
−1
γ (0))
G.
Next we define a nondegenerate pairing on H. Since the restriction wγ of
w is also nondegenerate [11, Lemma 2.1.10], Qwγ is a nonsingular projective
variety and we have the perfect intersection pairing on H
Nγ−2
prim (Qwγ) which
induces perfect pairings on IHNγ (w
−1
γ (0)) and Hγ = IHNγ(w
−1
γ (0))
G as G
is an automorphism group of Qwγ . Since C
Nγ = CNγ−1 and wγ = wγ−1 , we
have Hγ = Hγ−1 . Using this identification and the perfect pairing on each
Hγ , we have a perfect pairing
(4.27) 〈·, ·〉 : Hγ ⊗Hγ−1 −→ C.
Summig them up for γ ∈ G, we obtain a perfect pairing 〈, 〉 on the state
space H.
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Example 4.4. Let w : C5 → C be w(x1, · · · , x5) =
∑
i x
5
i with q1 = · · · =
q5 =
1
5 . Let G = µ5 be the cyclic group of order 5 generated by e
2pii
5 acting
diagonally on C5. Let χ : C∗ → C∗, t 7→ t5 so that χ−1(1) = G. Then Qw
is the quintic Fermat Calabi-Yau 3-fold. For γ 6= 1, Nγ = 0 and Hγ = C.
For γ = 1, we have Hγ = H
3(Qw) = IH5(w
−1(0)) as G acts trivially on the
cohomology. Hence the state space is the orthogonal sum
H = C4e1,··· ,e4 ⊕ IH5(w
−1(0)) ∼= Heven(Qw)⊕H3(Qw) = H∗(Qw)
and the perfect pairing on H is the usual intersection pairing on H∗(Qw).
Consider the Thom-Sebastiani sum
wγ ⊞ wγ′ : C
Nγ ⊕ CNγ′ → C, (wγ ⊞ wγ′)(x, y) = wγ(x) + wγ′(y).
By [24], we have an isomorphism of vanishing cohomology
(4.28) H
Nγ−2
van (Qwγ )⊗H
Nγ′−2
van (Qwγ′ )
∼= H
Nγ+Nγ′−2
van (Qwγ⊞wγ′ )
whose Poincare´ dual sends (ξ, η) ∈ H
Nγ−2
van (Qwγ )⊗H
Nγ′−2
van (Qwγ′ ) to the join
ξ ∗η ∈ H
Nγ+Nγ′−2
van (Qwγ⊞wγ′ ), i.e. the union of lines joining a point in ξ with
a point in η. By (4.28), we have an isomorphism
(4.29) IHNγ (w
−1
γ (0)) ⊗ IHNγ′ (w
−1
γ′ (0))
∼= IHNγ+Nγ′ ((wγ ⊞ wγ′)
−1(0)).
If we apply (2.6), (4.29) gives us (2.38). We therefore have
(4.30)
Hγ⊗Hγ′ ∼= IHNγ (w
−1
γ (0))
G⊗IHNγ′ (w
−1
γ′ (0))
G ∼= IHNγ+Nγ′ ((wγ⊞wγ′)
−1(0))G×G.
Recall from (4.16) that if λ ∈ Gˆ belongs to the coset χ−1(−1), wγ(λ ·x) =
−wγ(x) and vice versa. For λ ∈ χ
−1(−1), we have an embedding
(4.31) CNγ →֒ (wγ ⊞ wγ)
−1(0), x 7→ (x, λ · x)
whose image is denoted by ∆λ. As the origin is the only singular point, we
find that ∆λ is an allowable geometric chain for the middle perversity and
defines a class
(4.32) [∆λ] ∈ IH2Nγ ((wγ ⊞ wγ)
−1(0)) ∼= IHNγ (w
−1
γ (0)) ⊗ IHNγ (w
−1
γ (0)).
Since ∆ =
⋃
λ∈χ−1(−1)∆λ is obviously G-invariant, its homology class lies
in the G×G-invariant part, i.e.
[∆] =
∑
λ∈χ−1(−1)
[∆λ] ∈ IH2Nγ ((wγ⊞wγ)
−1(0))G×G ∼= IHNγ (w
−1
γ (0))
G⊗IHNγ (w
−1
γ (0))
G.
Choosing a basis {ei} of Hγ ∼= IHNγ (w
−1
γ (0))
G, we can write
[∆] =
∑
i,j
aijei ⊗ ej ∈ IHNγ (w
−1
γ (0))
G ⊗ IHNγ (w
−1
γ (0))
G.
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Since el are G-invariant, it is now straightforward to check that the inter-
section pairing [∆] · (ek ⊗ el) is |G| ckl where ckl = 〈ek, el〉. From this, by
linear algebra, we obtain that
(4.33) [∆] = |G|
∑
i,j
cijei ⊗ ej
where (cij) is the inverse matrix of (cij).
4.3. Spin curves. In this subsection, given the input data w/G, we asso-
ciate the moduli space of G-spin curves.
A twisted curve (orbicurve) with markings refers to a proper Deligne-
Mumford stack C with markings p1, · · · , pn in C, such that
(1) if we let ρ : C → |C| denote the coarse moduli space, |C| is a pro-
jective curve with at worst nodal singularities and ρ(pi) are smooth
points in |C|;
(2) ρ is an isomorphism away from nodes or maked points;
(3) each marking is locally C/µl for some l > 0 where µl = {z ∈ C | z
l =
1} acts by multiplication;
(4) each node is locally {xy = 0}/µl for some l > 0 where the action of
z ∈ µl is (x, y) 7→ (zx, z
−1y).
We let ωlogC = ρ
∗ωlog|C| = ρ
∗ω|C|(|p1|+ · · ·+ |pn|) where |pj | = ρ(pj). For each
marking and node, we fix a generator of the cyclic stabilizer group of the
point.
A G-spin curve is a twisted curve C with markings p1, · · · , pn, together
with a principal Gˆ-bundle P on C and an isomorphism
ϕ : χ∗P ∼= P (ω
log
C )
of principal C∗-bundles where P (ωlogC ) denotes the principal C
∗-bundle of
the line bundle ωlogC and χ∗P denotes the principal C
∗ bundle obtained by
applying χ to the fibers of P . Moreover, the inclusion map Gˆ→ (C∗)N and
P induce the principal (C∗)N -bundle P ×Gˆ (C
∗)N which gives us an N -tuple
of line bundles (L1, · · · , LN ). For each marking pj of a twisted curve C, the
fixed generator of the stabilizer group acts on the fiber Li|pj of Li over pj
by multiplication by a constant γij. Let
(4.34) γj = (γij)1≤i≤N ∈ G, γ = (γ1, · · · , γn) ∈ Gn.
Likewise, the fixed generator of the stabilizer group of a node p acts on the
fibers of Li and gives us an element γp of G. We call γ the type of the spin
curve.
The spin curve (C, pj , Li, ϕ) is called stable if (|C|, |p1|, · · · , |pn|) is a stable
curve and the homomorphism from the stabilizer group of a marking pj (resp.
a node p) into G that sends the generator to γj (resp. γp) is injective.
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Theorem 4.5. [11, Theorem 2.2.6] [26, Proposition 3.2.6] The stack Sg,n
of stable G-spin curves is a smooth proper Deligne-Mumford stack with pro-
jective coarse moduli. The morphism Sg,n → Mg,n sending a spin curve
(C, pj , Li, ϕ) to (|C|, |pj |) is flat proper and quasi-finite.
A rigidification of a spin curve at a marking pj is an isomorphism
ψj : L1|pj ⊕ · · · ⊕ LN |pj
∼=
−→CN/〈γj〉,
where 〈γj〉 ≤ G is the subgroup generated by γj , such that
wk ◦ ψj = respj ◦ ϕk|pj
for each monomial wk of w where ϕk : ⊕iLi → ω
log
C is the map defined by
wk and ϕ. Two different rigidifications ψ = (ψj) and ψ
′ = (ψ′j) are related
by the action of
∏n
j=1G/〈γj〉. Hence the moduli stack S
rig
g,n of stable G-spin
curves with rigidification is a proper smooth Deligne-Mumford stack which
is an e´tale cover over Sg,n. If we denote the moduli stack of spin curves of
type γ with rigidification by Srigg,γ , we have the disjoint union
Srigg,n = ⊔γS
rig
g,γ.
From now on, let S = Srigg,γ . Let π : C → S denote the universal curve and
Li be the universal line bundle. By [26, §4.2], there is a resolution
(4.35) Rπ∗(⊕Ni=1Li) ∼= [M
α
−→F ]
by locally free sheaves M and F over S constructed as follows: We fix an
injective homomorphism ⊕iLi → P of locally free sheaves with R
1π∗P = 0
such that P/(⊕iLi) is locally free; we let Σ be the union of markings, and
form the obvious injection ⊕iLi → P ⊕ (⊕iLi)|Σ = P
′. Let Q = P ′/(⊕iLi).
Then the two-term complex [M → F ] in (4.35) is defined by the fiber product
M //

F

π∗P ′ // π∗Q
for a surjective homomorphism F → π∗Q from a sufficiently negative vector
bundle F . The last surjection was added as it is necessary for the construc-
tion of a cosection (cf. [26, §4.2]).
The projection P ′ → (⊕iLi)|Σ together with rigidification isomorphisms
give us a smooth morphism
qM :M −→ π∗P ′ −→ π∗
(
(⊕iLi)|Σ
)
−→ B =
n∏
j=1
C
Nγj
where CNγj denotes the γj-fixed subspace of C
N . By construction, qM is
smooth on each fiber over S.
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The restriction wγj of w to C
Nγj gives us
wγ = wγ1 ⊞ · · ·⊞ wγn .
Let EM = p
∗
MF and sM be the section of EM defined by α where pM :
M → S is the bundle projection. Let
Xrigg,n = ⊔γX
rig
g,γ
be the moduli space of spin curves (C, pj , Li, ϕ) with rigidification ψ and
sections (x1, · · · , xN ) ∈ ⊕iH
0(Li) of the line bundles Li. Then X
rig
g,γ =
zero(sM ) by construction. Moreover, by [26, §4.2], there is a homomorphism
σM : EM → OM
satisfying (4.2). By the construction of σM in [26, §4.2], we have (4.2).
In summary, with S = Srigg,γ , X = X
rig
g,γ , Bγ =
∏n
j=1C
Nγj and w = wγ ,
all the assumptions in §4.1 are satisfied, and hence from (4.9) we have the
cosection localized Gysin map
(4.36)
⊗
j
Hγj
∼= IH∑
j Nγj
(w−1γ (0))
Gn Φ−→H2vd(X)−∑Nγj (S
rig
g,γ)
where
vd(X) = 3g − 3 + n+
∑
i
χ(Li)
is the virtual dimension of X and the isomorphism in (4.36) is the Thom–
Sebastiani isomorphism. Note that the dimension 2vd(X)−
∑
Nγj matches
the degree calculation in [11, Theorem 4.1.1].
4.4. Cohomological field theory. Let H be defined by (4.26) equipped
with perfect pairing (4.27). A cohomological field theory with a unit for the
state space H consists of homomorphisms
(4.37) Ωg,n : H
⊗n −→ H∗(Mg,n)
in the stable range 2g − 2 + n > 0 satisfying the following axioms:
(1) Ωg,n is Sn-equivariant where the symmetric group Sn acts on Mg,n
by permuting the markings and on H⊗n by permuting the factors;
(2) let u : Mg−1,n+2 → Mg,n be the gluing of the last two markings,
then for a basis {ek} of H and ckl = 〈ek, el〉 with (c
kl) = (ckl)
−1, we
have
(4.38) u∗Ωg,n(v1, · · · , vn) =
∑
k,l
cklΩg−1,n+2(v1, · · · , vn, ek, el), vi ∈ H
where u∗ : H∗(Mg,n)→ H∗(Mg−1,n+2) is the pullback by u;
(3) let u :Mg1,n1+1×Mg2,n2+1 →Mg,n with g = g1+g2 and n = n1+n2
be the gluing of the last markings, then for vi ∈ H,
(4.39) u∗Ωg,n(v1, · · · , vn) =
∑
k,l
cklΩg1,n1+1(v1, · · · , vn1 , ek)⊗
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⊗Ωg2,n2+1(vn1+1, · · · , vn, el)
in H∗(Mg1,n1+1)⊗H∗(Mg2,n2+1);
(4) let θ : Mg,n+1 →Mg,n be the morphism forgetting the last marking,
then we have
(4.40) Ωg,n+1(v1, · · · , vn,1) = θ
∗Ωg,n(v1, · · · , vn), ∀vi ∈ H;
(5) Ω0,3(v1, v2,1) = 〈v1, v2〉 for vi ∈ H.
We have a forgetful morphism
st : S = Srigg,γ −→Mg,n
whose pushforward is denoted by st∗ : H∗(S) → H∗(M g,n) ∼= H∗(Mg,n).
Composing (4.36) with
(−1)D
deg st
st∗ : H∗(S) −→ H∗(M g,n)
with D = −
∑
i χ(Li), we obtain
(4.41) Ψγ :
⊗
1≤j≤n
Hγj
Φ
−→H∗(Srigg,γ) −→ H∗(Mg,n) ∼= H
∗(M g,n).
Since H =
⊕
γ∈GHγ , by taking the sum of Ψγ over γ ∈ G
n, we obtain
(4.42) Ωg,n =
∑
γ
Ψγ : H
⊗n −→ H∗(Mg,n).
Theorem 4.6. The homomorphisms {Ωg,n}2g−2+n>0 in (4.42) define a co-
homological field theory with a unit for the state space H. Moreover this
cohomological field theory coincides with that in [11, Theorem 4.2.2] when
we restrict H to the narrow sector
⊕
γ:Nγj=0, ∀j
⊗
j Hγj .
Proof. We will check the axioms for (4.37) above. Indeed, (1) follows from
the construction directly, and (5) is obvious. We will prove the remainder.
For (2), from §4.3, we have a diagram
(4.43) Srigg,γ
st

Y = Yg,γ
  //
qY

pY
oo M
qM

Mg,n Zγ = w
−1
γ (0)
  // Bγ =
∏n
j=1C
Nγj
The gluing of the last two nodes of curves in Mg−1,n+2 gives us the embed-
ding
u : Mg−1,n+2 −→Mg,n.
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Consider the commutative diagram
(4.44) ⊔λ∈GZ(γ,λ,λ−1)

Zˆγoo // Zγ Zγ
⊔λ∈GXg−1,(γ,λ,λ−1)
q˜X
OO

Xˆ

τXoo
κX //
qˆX
OO

X ′

uX //
q
′
X
OO

Xg,γ
pX

qX
OO
⊔λ∈GS
rig
g−1,(γ,λ,λ−1)
s˜t

Sˆ
τoo κ //
sˆt

S′

//
st′

Srigg,γ
st

Mg−1,n+2 Mg−1,n+2 Mg−1,n+2
u // Mg,n.
Here Sˆ = ⊔λ∈GS
rig
g−1,(γ,λ,λ−1) × χ
−1(−1), Zˆγ = (⊔λ∈GZγ × CNλ) × χ−1(−1)
and τ is the projection. An object in Srig
g−1,(γ,λ,λ−1) together with an element
ε ∈ χ−1(−1) gives us an object in S′ by gluing ⊕iLi at pn+1 and pn+2 by
the isomorphism
(4.45) ⊕i Li|pn+1
ψn+1
−→ CN
ε
−→CN
ψ−1n+2
−→ ⊕i Li|pn+2 .
We thus have a morphism κ above which is e´tale because the fibers param-
eterize rigidifications at the node. The first and last columns come from
(4.43) while the left horizontal arrow in the top row is from (4.31). The
middle horizontal arrow in the top row is just the projection. The squares
with  inside are fiber products. Gluing a section of ⊕iLi by (4.45) at pn+1
and pn+2 amounts to checking that its image by the upper left vertical arrow
q˜X lies in the image of the top left horizontal arrow in (4.44), since sections
of Li vanish at narrow markings. Hence the fiber product in the top left
corner and that in the center give us the same Xˆ.
For cosection localized Gysin maps, we need a bigger diagram involving
Y ’s instead of X’s in the second row of (4.44). To simplify the notation, let
Z˜ = ⊔λ∈GZ(γ,λ,λ−1), S˜ = ⊔λ∈GS
rig
g−1,(γ,λ,λ−1), X˜ = ⊔λ∈GXg−1,(γ,λ,λ−1),
∆ = (⊔λ∈GZγ × CNλ)× χ−1(−1), S = Srigg,γ , X = Xg,γ , Z = Zγ .
Let π : C → S be a universal curve and L = ⊕Ni=1Li be the universal
family of spin bundles over C. As in the construction of (4.35), we fix an
embedding L → P into a locally free sheaf P with R1π∗P = 0. Then we
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have the commutative diagram
(4.46) P˜

Pˆoo // Pˆ0 // P
′ // P

L˜
?
OO


Lˆ //oo
?
OO


Lˆ0 //
?
OO


L′ //
?
OO


L
?
OO

C˜
π˜


Cˆ
c
//oo
πˆ

Cˆ0 //
πˆ0


C′ //
π′


C
π

S˜ Sˆ
τ
oo Sˆ
κ
// S′ // S
where the bottom row is the third row in (4.44) and the squares with 
inside are fiber products. The first row is also obtained by fiber product
over the third row. The morphism c glues the last two nodes pn+1 and pn+2.
For the resolution (4.35), we consider the exact sequence
0 −→ L −→ P ⊕
n∑
j=1
L|pj −→ P ⊕
n∑
j=1
L|pj/L −→ 0
which gives rise to resolutions of Rπ∗L by taking fiber product:
(4.47) [M

α
// F ]

[π∗P ⊕ π∗
∑n
j=1L|pj
// π∗(P ⊕
∑n
j=1L|pj/L)]
after fixing a surjective homomorphism F → π∗(P ⊕
∑n
j=1L|pj/L) from
a sufficiently negative vector bundle F . We let Y = M ×B Z with B =∏n
j=1C
Nγj ⊃ Z = w−1(0) as in §4.3.
Likewise, we have resolutions of Rπ˜∗L˜ by locally free sheaves:
(4.48) [M˜
α˜
//

F˜ ]

[π˜∗P˜ ⊕ π˜∗
∑n+2
j=1 L˜|pj
// π˜∗(P˜ ⊕
∑n+2
j=1 L˜|pj/L˜)]
for a surjection F˜ → π˜∗(P˜ ⊕
∑n+2
j=1 L˜|pj/L˜) with F˜ sufficiently negative. Let
Y˜ = M˜ ×B˜ Z˜ where B˜ = B × C
Nλ × CNλ−1 and
Z˜ = (wγ1 ⊞ · · · ⊞wγn ⊞ wλ ⊞ wλ−1)
−1(0).
36 YOUNG-HOON KIEM AND JUN LI
Pulling back the right vertical in (4.48) to Sˆ, we have a fiber product
(4.49) Mˆ

αˆ
// Fˆ

πˆ∗(Pˆ ⊕
∑n
j=1 Lˆ|pj )⊕ (πˆ0)∗Lˆ0|p0 // πˆ∗(Pˆ ⊕
∑n+2
j=1 Lˆ|pj/Lˆ)
where p0 = c(pn+1) = c(pn+2) denotes the glued node in Cˆ0.
We also have a commutative diagram of short exact sequences
(4.50) 0

0

(πˆ0)∗(Pˆ0 ⊕
∑n
j=1 Lˆ0|pj)
//

(πˆ0)∗(Pˆ0 ⊕
∑n
j=1 Lˆ0|pj/Lˆ0)

πˆ∗(Pˆ ⊕
∑n
j=1 Lˆ|pj)⊕ (πˆ0)∗Lˆ0|p0 //

πˆ∗(Pˆ ⊕
∑n+2
j=1 Lˆ|pj/Lˆ)

(πˆ0)∗(Pˆ0|p0 ⊕ Lˆ0|p0)

∼=
// (πˆ0)∗(Pˆ0|p0 ⊕ Lˆ0|p0)

0 0.
Pulling back the right vertical in (4.49) by the top right vertical arrow in
(4.50) gives us a fiber product
(4.51) Mˆ0

αˆ0
// Fˆ0

(πˆ0)∗(Pˆ0 ⊕
∑n
j=1 Lˆ0|pj)
// (πˆ0)∗(Pˆ0 ⊕
∑n
j=1 Lˆ0|pj/Lˆ0)
which gives us two resolutions of R(πˆ0)∗Lˆ0. Let Yˆ ⊂ Mˆ be defined by
Yˆ = Y˜ ×Z˜ ∆. Let Yˆ0 ⊂ Mˆ0 be the inverse image of Z by the smooth
morphism
Mˆ0 −→ (πˆ0)∗(Pˆ0 ⊕
n∑
j=1
Lˆ0|pj ) −→ (πˆ0)∗
n∑
j=1
Lˆ0|pj −→ Bγ .
Now (4.50) induces a commutative diagram of exact sequences
(4.52) 0 // Mˆ0 //
αˆ0

Mˆ //
αˆ

(πˆ0)∗(Pˆ0|p0 ⊕ Lˆ0|p0) //
∼=

0
0 // Fˆ0 // Fˆ // (πˆ0)∗(Pˆ0|p0 ⊕ Lˆ0|p0) // 0.
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By taking the fiber product, we have the following commutative diagrams
(4.53) Z˜

∆oo // Z
Y˜
q
Y˜
OO
p
Y˜

Yˆ
τY
oo
q
Yˆ
OO

Yˆ0oo
κY

q
Yˆ0
OO
S˜
s˜t

Sˆ
τ
oo
sˆt

Sˆ
sˆt

Mg−1,n+2 Mg−1,n+2 Mg−1,n+2,
(4.54) Z Z Z
Yˆ ′0


κY
//
q
Yˆ ′0
OO
Y ′

uY
//
qY ′
OO

Y
pY

qY
OO
Sˆ
κ
//
sˆt

S′

//
st′

S
st

Mg−1,n+2 Mg−1,n+2
u
// Mg,n.
The squares with  inside are fiber products. The bundles E, E˜, Eˆ, Eˆ0, Eˆ
′
0
on Y, Y˜ , Yˆ , Yˆ0, Yˆ
′
0 respectively, and the sections s, s˜, sˆ, sˆ0, sˆ
′
0, as well as the
cosections σ, σ˜, σˆ, σˆ0, σˆ
′
0 are defined by the recipe in §4.1 and pulling back.
Since qY and qY˜ are smooth on each fiber of pY and pY˜ , all the upward
arrows in (4.53) and (4.54) are smooth. By Proposition 4.2, (sˆ0)
!
σˆ0
◦ qYˆ0 is
independent of the choice of a resolution of R(πˆ0)∗Lˆ0 (cf. §4.5 for more de-
tail). Because (4.51) and the pullback of (4.49) to Sˆ0 are just two resolutions
of R(πˆ0)∗Lˆ0, we have the equality
(4.55) (sˆ0)
!
σˆ0 ◦ q
∗
Yˆ0
= (sˆ′0)
!
σˆ′0
◦ q∗
Yˆ ′0
.
Now we can prove (2). By the construction in §4.3, it is straightforward
that qY and qY ′ are both smooth and hence uY is placid. As Mg−1,n+2 is a
smooth divisor in Mg,n, Y
′ is a Cartier divisor of Y . Applying Proposition
3.6 and (2.23) to the two columns on the right in (4.54), we have
(4.56) u!Ωg,n(v1, · · · , vn) = u
! (−1)
D
deg st
st∗s!σq
∗
Y (v1 ⊗ · · · ⊗ vn)
=
(−1)D
deg st′
st′∗u
!s!σq
∗
Y (v1 ⊗ · · · ⊗ vn
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=
(−1)D
deg st′
st′∗s
′!
σ′u
∗
Y q
∗
Y (v1 ⊗ · · · ⊗ vn)
=
(−1)D
deg st′
st′∗s
′!
σ′q
∗
Y ′(v1 ⊗ · · · ⊗ vn).
Since κ is e´tale,
(−1)D
deg sˆt
sˆt∗ ◦ κ! =
(−1)D
deg st′
st′∗.
By Proposition 3.7, κ! ◦ s′!σ′ = (sˆ′0)
!
σˆ′0
◦ κ∗Y . By (4.55), (4.56) thus equals
(4.57)
(−1)D
deg sˆt
sˆt∗(sˆ′0)
!
σˆ′0
q∗
Yˆ ′0
(v1⊗· · ·⊗vn) =
(−1)D
deg sˆt
sˆt∗(sˆ0)!σˆ0q
∗
Yˆ0
(v1⊗· · ·⊗vn).
By Proposition 4.1 and (4.52), we then have
(sˆ0)
!
σˆ0q
∗
Yˆ0
(v1 ⊗ · · · ⊗ vn) = sˆ
!
σˆq
∗
Yˆ
(
∑
λ∈G
v1 ⊗ · · · ⊗ vn ⊗ [C
Nλ ]).
Hence, (4.57) equals
(4.58)
(−1)D
deg sˆt
sˆt∗sˆ!σˆq
∗
Yˆ
(
∑
λ∈G
v1 ⊗ · · · ⊗ vn ⊗ [C
Nλ ]).
Since τ is e´tale of degree |G|,
(−1)D
deg s˜t
s˜t∗ ◦
1
|G|
τ∗ =
(−1)D
deg sˆt
sˆt∗.
This implies that (4.58) equals
(4.59)
(−1)D
deg s˜t
s˜t∗ ◦
1
|G|
τ∗sˆ!σˆq
∗
Yˆ
(v1 ⊗ · · · ⊗ vn ⊗ [C
Nλ ]).
By Proposition 3.5 together with (4.33), (4.59) equals
(4.60)
(−1)D
deg s˜t
s˜t∗ ◦
1
|G|
s˜!σ˜q
∗
Y˜

v1 ⊗ · · · ⊗ vn ⊗ |G| · (∑
k,l
cklek ⊗ el)


= Ωg−1,n+2

v1 ⊗ · · · ⊗ vn ⊗ (∑
k,l
cklek ⊗ el)

 .
This proves the splitting principle (2).
For (3), we consider the gluing morphism
u : Mg1,n1+1 ×Mg2,n2+1 −→Mg,n
of the last nodes p+ and p− of curves (C1, p1, · · · , pn1 , p+)⊔(C2, pn1+1, · · · , pn, p−)
inM g1,n1+1×Mg2,n2+1 with g = g1+g2 and n = n1+n2 and the commutative
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diagram
(4.61)
⊔λ∈GZ(γ
1
,λ) × Z(γ
2
,λ−1)

Zˆγoo // Zγ Zγ
⊔λ∈GXg1 ,(γ
1
,λ) ×Xg2,(γ
2
,λ−1)
q˜
OO

Xˆ

oo //
qˆ
OO

X
′

uX //
qX′
OO

Xg,γ
pX

qX
OO
⊔λ∈GS
rig
g1,(γ
1
,λ) × S
rig
g2,(γ
2
,λ−1)
s˜t

Sˆ
τoo κ //
sˆt

S
′

//
st′

S
rig
g,γ
st

M (g1,g2),(n1,n2) M (g1,g2),(n1,n2) M (g1,g2),(n1,n2)
// Mg,n.
Here Zˆγ = (⊔λ∈GZγ×CNλ)×χ−1(−1),M (g1,g2),(n1,n2) =Mg1,n1+1×Mg2,n2+1
and the squares with  inside are fiber products. The morphism τ is the
additional choice of gluing isomorphism in χ−1(−1) ⊂ (C∗)N of the fibers of
the line bundles {Li}1≤i≤N over the last two nodes. The morphism κ is the
additional choice of the rigidification of the fibers over the node. Now the
proof of (3) is almost the same as that for (2).
For (4), we consider the diagram
(4.62) Zγ Zγ Zγ
Xg,(γ,1)

//
qˆ
OO

X ′

//
q′
OO

 q
##●
●●
●●
●●
●●
● Xg,γ
q
OO

 p
!!❈
❈❈
❈❈
❈❈
❈
M ′ //
||①①
①①
①①
①①
①①
①

M
}}⑤⑤
⑤⑤
⑤⑤
⑤⑤
Srigg,(γ,1)
κ
//
sˆt

S′

st′

// Srigg,γ
st

Mg,n+1 Mg,n+1
θ
// Mg,n
where the squares with  are fiber products and κ is the forgetting of the
rigidification at the last marking which is e´tale. Here q,q′, qˆ are smooth by
construction. Now (4) follows from Proposition 3.7 by a similar computation
like (2) above.
When all the markings are narrow so that Nγj = 0 for all 1 ≤ j ≤ n,
Bγ = Zγ = 0 and σ = 0 with Y = M in the setup of §4.1. Since [Y ] is the
image of the fundamental cycle of Y by the cycle class map hY , by (3.19),
we have
s!σ[Y ] = [Y ] ∩ eσ(E, s) = hS [X]
vir
loc
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where [X]virloc denotes the cosection localized virtual cycle defined in [8]. By
[8, Theorem 5.6], (−1)D[X]virloc coincides with the FJRW class for narrow
sectors. Hence the cohomological field theory defined by (4.42) coincides
with that in [11] for narrow sectors. 
There is another way to phrase our cohomological field theory (4.42). By
using the isomorphism H∨ ∼= H by the perfect pairing on H, we may think
of the homomorphism (4.36) as a class
[Xrigg,γ ]
vir ∈ H∗(Srigg,γ)⊗
n∏
j=1
Hγj
of degree 6g − 6 + 2n+2
∑
i χ(Li). Letting so : S
rig
g,γ → Sg,γ denote the map
forgetting the rigidification, we define
(4.63) [Xg,γ ]
vir =
(−1)D
deg so
so∗[Xrigg,γ ]
vir
where D = −
∑
i χ(Li).
Theorem 4.7. The class [Xg,γ ]
vir in (4.63) satisfies all the axioms in [11,
Theorem 4.1.8].
Proof. Axioms (1)-(4) and (10) are easy and left to the reader. Axioms
(5)-(7) are essentially the axioms for the cohomological field theory that we
proved above. (8) follows from our construction and the Thom-Sebastiani
isomorphism. (9) holds because in fact our cosection localized Gysin map is
defined over Q. 
Remark 4.8. We used the decomposition theorem of [2] for the cosection
localized Gysin map in Theorem 3.2. Instead we could also use Theorem
3.11 and avoid the decomposition theorem.
4.5. Independence of choices. The only remaining choice for our con-
struction of quantum singularity theories is the resolution [M
α
−→F ] of
Rπ∗(⊕Li) in (4.35).3 In this subsection, we check that our cohomological
field theory is independent of the choice of the resolution of Rπ∗(⊕iLi).
If two resolutions [M
α
−→F ] and [M ′ α
′
−→F ′] (with smooth M → B fiber-
wisely) by locally free sheaves are isomorphic in the derived category, it
is easy to see that there is a third complex [M ′′ → F ′′] of locally free
sheaves dominating the two quasi-isomorphically by chain maps. So we
only need to consider the case where there is a chain map f = (f0, f1) :
[M ′ → F ′] → [M → F ] which we may assume surjective by replacing
M ′ and F ′ by M ′ ⊕M and F ′ ⊕M . Indeed we have quasi-isomorphisms
[M ′ → F ′] ⇔ [M ′ ⊕M → F ′ ⊕M ] and a surjective quasi-isomorphic chain
3Actually there is one more choice, namely that of the cosection σM in a homotopy
class [26, §4.2]. But two such choices are connected by a continuous path and the homo-
morphism s!σ, which is defined over Q, is independent of the choice of the cosection in the
homotopy class.
QUANTUM SINGULARITY THEORY VIA COSECTION LOCALIZATION 41
map [M ′ ⊕M → F ′ ⊕M ]→ [M → F ] where the arrow M ′ ⊕M → F ′ ⊕M
is (a′, a) 7→ (α′(a′), a), the arrow M ′ ⊕M → M is (a′, a) 7→ f0(a′) + a and
the arrow F ′ ⊕M → F is (b′, a) 7→ f1(b′) + α(a).
Let [K → K] denote the kernel of the surjective chain map f and let
s and s′ denote the section of a vector bundle E over Y and E′ over Y ′
respectively by the recipe in §4.1. Then by Proposition 4.2, s!σ(ξ) = (s
′)!σ′f
∗
0 ξ
for ξ ∈ IH∗(Y ). Thus we obtain the independence.
5. Gauged linear sigma models
The quantum singularity theories discussed above can be generalized to
the setting where G is not necessarily finite but a reductive group.
5.1. The input data. Let V = CN and let Gˆ be a subgroup of GL(V )
satisfying the following:
(1) Gˆ contains the torus T = {diag(td1 , · · · , tdN )} ∼= C∗, for nonnegative
integers d1, · · · , dN whose greatest common divisor is 1;
(2) there is a surjective homomorphism χ : Gˆ→ C∗ whose restriction to
T is diag(td1 , · · · , tdN ) 7→ td for some d > 0.
Let G = ker(χ); it fits into the short exact sequence
1 −→ G −→ Gˆ
χ
−→C∗ −→ 1.
We assume that the elements of G and T commute in Gˆ, i.e. T belongs to
the centralizer C(G) = {t ∈ Gˆ | tg = gt, ∀g ∈ G} of G. Then the inclusion
maps of G and T in Gˆ induce an isomorphism G × T/µd ∼= Gˆ where µd is
the cyclic group of d-th roots of unity in C.
Let w : V = CN → C be a polynomial satisfying the following:
(i) w is nondegenerate, i.e. the critical locus [Crit(w)/G] in [V/G] is
proper where Crit(w) = zero(dw);
(ii) w is (Gˆ, χ)-semi-invariant, i.e. w(g · z) = χ(g)w(z) for g ∈ Gˆ and
z ∈ V .
The condition (ii) above implies that
(a) w is quasi-homogeneous: w(td1z1, · · · , t
dN zN ) = t
dw(z1, · · · , zN );
(b) w is G-invariant: w(g · z) = w(z) for g ∈ G.
Example 5.1. Let V = C6 and Gˆ = {(t, · · · , t, t0)} ∼= (C
∗)2. Let χ :
Gˆ → C∗ be χ(t, t0) = t5t0. Then G = ker(χ) = {(t, · · · , t, t−5)} ∼= C∗. Let
w(z1, · · · , z5, z0) = z0
∑5
i=1 z
5
i . Then w((t, t0) · z) = χ(t, t0)w(z) and
Crit(w) = {(z1, · · · , z5, 0) |
5∑
i=1
z5i = 0} ∪ {(0, · · · , 0, z0) | z0 ∈ C}.
Hence [Crit(w)/G] is proper.
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Since G is not necessarily finite, to construct a GIT quotient of V by Gˆ
we pick a character θˆ : Gˆ→ C∗. Let
V ss
Gˆ,θˆ
=
{
z ∈ V
∣∣∣ for some a > 0, there are (Gˆ, θˆa)-semi-invariant
nonconstant polynomial f such that f(z) 6= 0
}
.
We call it the open set of (Gˆ, θˆ)-semistable points in V . Let θ = θˆ|G.
Likewise, V ssG,θ is defined similarly. We assume that
V ss
Gˆ,θˆ
= V ssG,θ =: V
ss
θ
and that there are no strictly semistable points. The GIT quotient of V by
G with respect to θ is the quotient [V ssθ /G] and the restriction of w to V
ss
θ
induces a regular function wθ on the quotient.
Example 5.2. (Continuation of Example 5.1.) Let θˆ+ (resp. θˆ−) be the
homomorphism Gˆ → C∗ defined by (t, t0) 7→ t (resp. (t, t0) 7→ t0). Then
V ssθ+ = (C
5 − 0) × C and V//θ+G
∼= OP4(−5) = KP4. Tensoring the section∑5
i=1 z
5
i ∈ H
0(OP4(5)) gives us the regular function w+ on V//θ+G induced
by w. Similarly, V ssθ− = C
5 × C∗ and V//θ−G ∼= C
5/µ5 on which w restricts
to w− =
∑5
i=1 z
5
i .
The input datum for a GLSM is the triple (w,G, θ) for w, G and θ as
above.
5.2. The state spaces. Fix the input datum (w,G, θ) for a GLSM. For
γ ∈ G, let
Vγ,θ = [{(z, g) ∈ V
ss
θ ×G | g ∈ 〈γ〉, gz = z}/G] = [(V
ss
θ )
γ/C(γ)]
where (V ssθ )
γ is the γ-fixed locus in V ssθ , 〈γ〉 denotes the conjugacy class of
γ and C(γ) = {g ∈ G | gγ = γg}. Let w∞γ ⊂ Vγ,θ denote the locus where
Rew(z) >> 0. For a G-invariant closed V ′ in V , V ′γ,θ is defined in the same
way with V replaced by V ′.
The state space for the GLSM is
H =
⊕
〈γ〉⊂G
Hγ , Hγ =
⊕
α∈Q
Hα−2age(γ)+2q(Vγ,θ, w∞γ )
where 〈γ〉 runs through the conjugacy classes in G and q = 1d
∑
i di.
Example 5.3. (Continuation of Example 5.2.) For θ+, (V
ss
θ+
)γ = ∅ for
γ 6= 1 and KP4 for γ = 1. As age(1) = 0 and q = 1, we have
Hi+ = H
i+2(KP4 , w
∞
+ )
∼= H i(Qw) ∼= Hi+2(KP4 |Qw)
where Qw ⊂ P
4 is the Fermat quintic. Thus H+ ∼= H
∗(Qw) as graded vector
spaces. As w−1+ (0) = P4 ∪KP4 |Qw , we have a homomorphism
H∗(KP4 |Qw)→ H∗(w
−1
+ (0))
which is injective by direct computation.
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For θ−, (V ssθ−)
γ = ∅ for γ /∈ µ5. When γ = 1,
Hi− = H
5(C5, w∞)µ5 ∼= H3(Qw)
for i = 3 and 0 otherwise. When γ = e2π
√−1a/5 for 1 ≤ a ≤ 4, Hi− = C for
i = 2a − 2 and 0 otherwise. Summing these for γ ∈ µ5, H− ∼= H∗(Qw) as
graded vector spaces. From §2.6, H3(Qw) ∼= H5(w
−1
− (0)).
For an n-tuple γ = (γ1, · · · , γn) ∈ G
n, let w denote the Thom-Sebastiani
sum of wγj for j = 1, · · · , n where wγj is the restriction of w to the γj-fixed
locus. By the Thom-Sebastiani map (2.38), we have a homomorphism
(5.1) H∗(w−1γ1 (0)) ⊗ · · · ⊗H∗(w
−1
γn (0)) −→ H∗(w
−1(0)).
5.3. The moduli spaces. Let R = Rg,γ denote the moduli stack of quadru-
ples (C, pj , P, ϕ) where (C, pj) is a prestable twisted curve of genus g with
n markings, P is a principal Gˆ-bundle of type γ, and ϕ is an isomorphism
χ∗(P ) ∼= P (ω
log
C ) as in §4.3. Here the type γ ∈ G
n is defined as in §4.3.
Then by [12, §4.2], for any G-invariant closed V ′ ⊂ V , we have a separated
Deligne-Mumford stack of finite type
LGQε,θg,n(V
′,d) =
⊔
γ
LGQε,θg,γ(V
′,d)
which represents the moduli functor of quintuples (C, pj , P, ϕ, x) with the
quadruple (C, pj , P, ϕ) lying in R and x ∈ H
0(P ×Gˆ V ) of fixed degree d
such that (C, pj , x) is an ε-stable quasi-map into V
′ for general ε > 0. Here
the ε-stability means that the length of the base locus of x at any point is at
most 1/ε and ωlogC ⊗L
ε
θˆ
is ample where Lθˆ = P ×GˆC(θˆ). If the GIT quotient
V ′//θG is proper, so is LGQ
ε,θ
g,n(V ′,d). In particular, as [Crit(w)/G] is proper
by assumption, LGQε,θg,n(Crit(w),d) is a proper separated Deligne-Mumford
stack.
Example 5.4. (Continuation of Example 5.3.) A principal Gˆ-bundle P
gives us two line bundles L and L0. An isomorphism of χ∗(P ) with P (ω
log
C )
is an isomorphism ϕ : L5L0 → ω
log
C , Hence L0
∼= L−5ωlogC . As P ×Gˆ V =
L⊕5 ⊕ L0, x ∈ H0(L⊕5 ⊕ L0) consists of 5 sections x1, · · · , x5 ∈ H0(L) and
a section x0 ∈ H
0(L−5ωlogC ).
For θ+ and ε = ∞, (x1, · · · , x5) defines a stable map C → P
4 and x0 is
the p-field (cf. [7]). For θ− and ε = ∞, x0 : L5 → ω
log
C is an isomorphism
and hence defines a µ5-spin structure on C. This is the case we studied in
§4.
5.4. A construction of GLSM invariants. To construct GLSM invari-
ants by cosection localization, we assume the following.
Assumption 5.5. Suppose our GLSM given by (w,G, θ) satisfies the fol-
lowing.
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(1) For γ ∈ G, the state space Hγ is a subspace of H∗(w−1γ,θ(0)) where
wγ,θ : Vγ,θ → C is the regular function induced from w.
(2) Let X = LGQε,θg,n(V,d) and S = LGQ
ε,θ
g,n(Crit(w),d). There is a
smooth Deligne-Mumford stack W and a vector bundle EW on W
such that X = s−1W (0) for a section sW of EW . Moreover there is a
cosection σW : EW → OW satisfying X ∩ σ
−1
W (0) = S.
(3) The evaluation map q :W →
∏n
j=1 Vγj ,θ is a smooth morphism.
(4) Let w be the Thom-Sebastiani sum of wγj ,θ for 1 ≤ j ≤ n. Then
w ◦ q = σW ◦ sW .
Under Assumption 5.5, we can construct GLSM invariants by cosection
localization (Theorem 3.11) as follows. By item (1) and (5.1), we have a
homomorphism
(5.2) Hγ1 ⊗ · · · ⊗ Hγn −→ H∗(w
−1(0)).
By items (3) and (4), we have the pullback homomorphism
(5.3) H∗(w−1(0)) −→ H∗((w ◦ q)−1(0)) = H∗((σW ◦ sW )−1(0)).
By item (2), Assumption 3.10 holds. Hence by Theorem 3.11, we have the
cosection localized Gysin map
(5.4) s!σ : H∗((σW ◦ sW )
−1(0)) −→ H∗−2r(S).
As S = LGQε,θg,n(Crit(w),d) is proper, the forgetful morphism S → Mg,n
gives us the pushforward homomorphism
(5.5) H∗(S) −→ H∗(Mg,n).
Definition 5.6. Under Assumption 5.5, we define
Ωg,n : H
⊗n −→ H∗(Mg,n) ∼= H∗(Mg,n)
by composing (5.2), (5.3), (5.4) and (5.5) and summing them up for all types
γ = (γ1, · · · , γn).
We raise the following natural questions.
Question 5.7. (1) Does Assumption 5.5 hold for all GLSMs?
(2) Do the homomorphisms {Ωg,n} in Definition 5.6 satisfy the axioms of
cohomological field theory in §4.4?
Note that item (1) in Assumption 5.5 holds in the Fermat quintic case
(5.6) w : C6//θ±C
∗ → C, w(z1, · · · , z5, z0) = z0
5∑
i=1
z5i
by Example 5.3 above. In fact, the proof of Lemma 4.3 also proves item
(1) for hybrid models. For items (2)-(4), Ionut Cioncan-Fontanine, David
Favero, Jeremy Guere, Bumsig Kim and Mark Shoemaker prove the follow-
ing.
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Theorem 5.8. [10, §4] Let (w,G, θ) be a convex hybrid GLSM model and
ǫ =∞. Then items (2)-(4) of Assumption 5.5 hold.
Using this theorem, the authors of [10] construct fundamental matrix fac-
torizations which produce GLSM invariants by Fourier-Mukai type transfor-
mations and Hochschild homology. We refer to [10] for definitions of convex
hybrid models. Let us just mention that the Fermat quintic case (5.6) is a
convex hybrid model. Therefore, Definition 5.6 defines GLSM invariants in
this case by cosection localization.
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