Abstract. We consider fully discrete finite element approximations of a Robin optimal boundary control problem, constrained by linear parabolic PDEs with rough initial data. Conforming finite element methods for spatial discretization combined with discontinuous time-stepping Galerkin schemes are being used for the space-time discretization. Error estimates are proved under weak regularity hypotheses for the state, adjoint and control variables. Computational examples validating our expected rates of convergence are also provided.
Introduction.
We consider an optimal control problem associated to the minimization of the tracking functional subject to linear parabolic PDEs with rough initial data. In particular, given a target function y d we seek state variable y and Robin boundary control variable g such that the functional J(y, g) = 1 2
is minimized subject to the constraints, Here, Ω ⊂ R 2 denotes an open bounded polygonal and convex domain, with Lipschitz boundary Γ. The control g is applied on the boundary Γ and it is of Robin type. Our analysis and results will be primarily focused on the case of low regularity assumptions, i.e., initial data y 0 ∈ L 2 (Ω), but our analysis will be also applicable in other cases where the solution possesses additional regularity. Furthermore, we are also interested in case of pointwise control constraints in the sense that g a ≤ g(t, x) ≤ g b for a.e. (t, x) ∈ (0, T ] × Γ, where g a , g b ∈ R. A precise formulation will be given in the next section. The forcing term f and the parameters λ > 0, η > 0 are given data, while α > 0 denotes a penalty parameter which limits the size of the control and it is comparable to the discretization parameters. The case of rough initial data is very important within the context of such boundary optimal control problems and great care is exercised in order to include this case into our analysis.
The main goal is to show that the error estimates of the corresponding optimality system have the same structure to the estimates of the uncontrolled linear parabolic equation with Robin boundary data. The key -but not the only-structural difficulty associated to boundary optimal control problems with rough initial data stems from the lack of sufficient regularity of the state, adjoint and control variables. In particular, if y 0 ∈ L 2 (Ω) then the regularity of the state variable is limited to
. Hence, classical boot-strap arguments for the uncontrolled parabolic pdes which rely on standard Ritz-Galerkin elliptic projections, typically fail due to the lack of regularity. As a consequence, error estimates for space-time approximations of parabolic optimal control problems with rough initial data y 0 ∈ L 2 (Ω) in Lipschitz domains have not been treated before.
To overcome the lack of regularity, we analyze a scheme which is based on a discontinuous time-stepping approach, which is suitable for problems without regular enough solutions. The analysis showcases the favorable behavior of such schemes even in presence of essential Robin boundary controls. The key feature of our discrete schemes is that they exhibit the same regularity properties to the continuous weak problem.
Our results can be summarized as follows:
1. We develop a symmetric error estimate under minimal regularity assumptions on the natural norm
] associated to our discontinuous time-stepping scheme, i.e.,
∥error∥ W (0,T ) ≤ C∥best approximation error∥ W (0,T ) , which states that the error is as good as the regularity and approximation theory allows it to be. 2. We define a new generalized space-time projection that exhibits best approximation properties in L 2 [0, T ; L 2 (Ω)], and which is also applicable for y t ∈ L 2 [0, T ; H 1 (Ω) * ]. Using the above projection, and an appropriate duality argument for an auxiliary system, we obtain a rate of O(h) for the L 2 [0, T ; L 2 (Ω)] norm, when τ ≤ Ch 2 . 3. In case of bounded controls, we demonstrate the applicability of our estimates within the variational discretization concept of [25] . This approach allows to overcome the lack of the enhanced regularity for the state variable due to the failure of classical "boot-strap" arguments for the control, state and adjoint variables.
To our best knowledge our estimates are new, and optimal in terms of the prescribed regularity of the solutions, and the presence of essential boundary conditions. In addition, even in presence of additional regularity on the data, i.e., y 0 ∈ H 1 (Ω), and despite the use of L 2 projections which exhibit best approximation properties, the rate O(h 3/2 ) (when τ ≤ Ch 2 ) appears to be optimal since there is no possibility to obtain a better estimate at least when polygonal and convex domains are involved. We also point out that the Robin boundary control can be viewed as a penalization approach for Dirichlet boundary control problems (see for instance the works of [3, 7, 27] and references within). For this reason the dependence upon the parameters λ, α, η of various constants appearing in our estimates is carefully tracked.
Related results.
Previous related results regarding discontinuous timestepping approaches are almost exclusively related to distributed controls. For instance, the discontinuous Galerkin framework is explored in the works of [34] and [33] where a-priori estimates are developed for distributed optimal control problems with and without control constraints respectively for the heat equation. In [8, 9] a priori error estimates in terms of suitable space-time projections, are derived for unconstrained distributed optimal control problems related to parabolic and implicit parabolic pdes with general and possibly time-dependent coefficients in the elliptic part. Error estimates related to distributed optimal control problems for semi-linear parabolic pdes are proved in the work of [37] , with control constraints and H 1 0 (Ω) ∩ L ∞ (Ω) initial data, while a priori error estimates of symmetric type for problems without control constraints are analyzed in [13] . A-priori error estimates for the velocity tracking problem with control constraints are analyzed in the works of [5, 6] . A convergence result for discontinuous time-stepping schemes for Robin optimal control problems (without control constraints) related to semi-linear parabolic pdes, under L 2 (Ω) data is recently considered in [10] . Finally, in [32] fully-discrete approximations of a Neumann boundary control problem related to homogeneous linear parabolic pdes are analyzed, for the implicit Euler scheme, for smooth domains and for regular enough data.
Several results regarding the analysis of optimal boundary control problems can be found in [22, 30, 31, 36, 39] (see also references within). Various boundary control problems related to time-dependent pdes were studied in the previous works of [1, 2, 11, 23, 26, 28, 29, 40 
(Ω) and L 2 (Γ) inner products respectively. For any of the above Sobolev spaces, we define the space-time spaces
in a standard fashion (see e.g. [18, Chapter 5] ). We will frequently use the space
] endowed with the standard "graph" norm. For any γ ≥ 0, we also define the space H γ [0, T ; X] in a standard way (see e.g. [18, Chapter 5] ).The bilinear form associated to our operator is given by
and satisfies the following properties:
Finally we recall some useful inequalities which will be used subsequently. Sobolev's Boundary Inequality (see e.g. [4, Theorem 1.6.6] ): If Ω has a Lipschitz boundary then there exists C > 0, such that:
The continuous control problem.
We begin by stating the weak formu-
such that for a.e. t ∈ (0, T ], and for all v ∈ H 1 (Ω),
An equivalent weak formulation of (2.1) suitable for the analysis of dG schemes, is to seek
The basic existence, uniqueness and regularity result of (2.2) follows (see e.g. [11] ).
, and
) .
Thus, the control to state mapping G :
2) is well defined, and continuous. Hence, the cost functional, frequently denoted to by its reduced form,
→ R is also well defined and continuous.
] be given data. Then, the set of admissible controls (denoted by A ad ), is defined by:
We will occasionally abbreviate the notation y ≡ y g ≡ y(g). Below, we state the main result concerning the existence of an optimal solution (see for instance [39] ).
2.3. The optimality system. An optimality system of equations can be derived by using standard techniques; see for instance [39] or [11, Section 2] . We first state the basic differentiability property of the cost functional.
where µ g (T ) = 0, and y g is defined by (2.2) . In addition,
Therefore the optimality system which consists of the state and adjoint equations, and the optimality condition takes the form: 
1) Unconstrained Controls:
2) Constrained Controls:
Proof. The derivation of the optimality system is standard (see e.g. [39] ). For the enhanced regularity onμ, we note thatȳ
and apply the analogue of Theorem 2.1 for (2. 
Hence, a bootstrap argument can be applied in order to improve the regularity ofḡ,ȳ (see e.g. [32] ). For example, in case of unconstrained controls,
3. The discrete optimal control problem.
Preliminaries.
We consider a family of triangulations (say {T h } h>0 ) of Ω, defined in the standard way, (see e.g. [17] ). To every element T ∈ T h , we associate two parameters h T and ρ T , denoting the diameter of the set T , and the diameter of the largest ball contained in T respectively. The size of the mesh is denoted by h = max T ∈T h h T . The following standard properties of the mesh will be assumed: (i) -There exist two positive constants ρ T and δ T such that
j=1 denote the family of triangles belonging to T h and having one side included on the boundary Γ. Thus, if the vertices of T j ∩ Γ are denoted by
Here, we also assume that
On the mesh T h we consider finite dimensional spaces U h ⊂ H 1 (Ω) constructed by piecewise polynomials in Ω. Standard approximation theory assumptions are assumed on these spaces. In particular, for any v ∈ H l+1 (Ω), there exists an integer ℓ ≥ 1, and a constant C > 0 (independent of h) such that:
We also use inverse inequalities on quasi-uniform triangulations, i.e., there exist con- 
By convention, the functions of U h are left continuous with right limits and hence will write y 
For the time-discretization, our main focus will be the lowest order scheme (k = 0) which corresponds to the discontinuous Galerkin variant of the implicit Euler. We emphasize that other schemes (including schemes of arbitrary order in time and space) can be included in our proofs. However, the limited regularity will be acting as a barrier in terms of developing estimates of higher order.
For the control variable, we have two separate choices for the constrained and the unconstrained case respectively. In both cases our discretization is motivated by the optimality condition (see also [14] ). Case 1: Unconstrained Controls: We employ a discretization which allows the presence of discontinuities (in time), i.e., we define,
Here, a conforming subspace G h ⊂ L 2 (Γ) is specified at each time interval (t n−1 , t n ], which satisfy standard approximation properties. Even though various choices of G h are possible, here we focus our attention to the natural choice, G h = U h | Γ and we refer the reader to [19, 21] (see also references within) for a detailed analysis. Only
] regularity will be needed in the error estimates. To summarize, for the choice of piecewise linears (in space), we choose:
Case 2: Constrained Controls: Analogously to the previous case, we employ the variational discretization concept (see e.g. [25] ) which allows the natural discretization of the controls via the adjoint variable. In this case, we do not explicitly discretize the control variable, i.e.,
3.2. The fully-discrete optimal control problem. The discontinuous timestepping fully-discrete scheme for the control to state mapping
Here, y
regularity is needed to validate the fully-discrete formulation. Stability estimates at partition time-points as well as in
norms easily follow by setting v h = y h into (3.1). For the estimate at arbitrary time-points, we may apply the techniques which were developed in [15, Section 2] for general linear parabolic PDEs, (see also [10, Section 3] for stability estimate for semilinear parabolic PDEs with Robin data). Similar to the continuous case, the control to fully-discrete state mapping
, is well defined, and continuous. The definition of the discrete Robin boundary control problem, now follows:
given data. Suppose that the set of discrete admissible controls is denoted by
The existence of the discrete optimal control problem can be proved by standard techniques while uniqueness follows from the structure of the functional, and the linearity of the equation. The basic stability estimates in terms of the optimal pair
can be easily obtained. We close this subsection by quoting the estimate at arbitrary time-points, for schemes of arbitrary order under minimal regularity assumptions, adapted to our case from [10, Section 3] . The estimate highlights the fact that the natural choice of the discrete energy norm for the state variable associated to discontinuous time-stepping schemes is
ad denotes the solution pair of the discrete optimal control problem, then,
Here, C ≥ 0 depends on 1/C F min{η, λ}, C k and Ω but not on α, τ , h. We note that the above estimate remains valid for the control constrained case assuming that 0 ∈ A d ad . Otherwise, the constant C of Lemma 3.2 also depends upon max{|g a |, |g b |}.
3.3.
The discrete optimality system. Using well known techniques and the stability estimates in W (0, T ), it is easy to show the differentiability of the relation
Hence, the discrete analogue of Lemma 2.4, takes the following form:
where 
is the solution of (3.1). Thus, the fully-discrete optimality system takes the following form. 
Estimates for the adjoint variable at partition points and in
we refer the reader to [10] . The following estimate highlights the fact that the discrete solutions produced by discontinuous time-stepping schemes possess the same regularity properties of the continuous problem.
where C does not depend on α, τ , h but only on 1/η, C k , Ω.
Proof. The proof follows based on the techniques of [16, Theorem 4.10] , modified in order to handle the Robin boundary data, and the backward in time nature of our pde. First, we note that µ(T ) = 0, and
. Hence, at each time t ∈ (t n−1 , t n ] let a p (t) ∈ U h denote the following discrete approximation of the Laplacian (with Robin boundary data),
and
Integrating by parts in time (3.4), setting v h = a p into the resulting equality, using the last two equalities, the definition of
) Γ , and standard algebra, we obtain,
The above inequality implies bounds at the partition points, and hence bounds in 
Error estimates.
The key ingredient of the proof is the definition of a suitable generalized space-time dG projection capable of handling the low regularity of
, and an auxiliary optimality system which plays the role of a global space-time projection and exhibits best approximation properties.
The fully-discrete projection.
Let w h , z h ∈ U h be defined as the solutions of the following system. Given data f, y 0 , initial conditions w
The solutions w h , z h ∈ U h exist due to the regularity ofȳ,μ ∈ W (0, T ). The solutions of the auxiliary optimality system play the role of "global projections" onto U h . The basic estimate on the energy norm ofȳ − w h ,μ − z h will be derived in terms of local L 2 projections associated to discontinuous time-stepping methods (see e.g. [38] ).
Here we have used the convention (P
). Due to the lack of regularity, and in particular the fact thatȳ ∈ L 2 [0,
, we construct a space-time generalized L 2 projection which combines the standard dG time stepping projection, and the spacial generalized
Here we also use the convention
The key feature of Q loc h is that it coincides to
, and hence exhibits best approximation properties, but is also applicable for
For the backwards in time problem a modification of the above projections (still denoted by P loc n , Q loc n respectively) will be needed. For example, in addition to relation (4.3), we need to impose the "matching condition" on the left, i.e., (P loc n v)
+ ) instead of imposing the condition on the right. In the following Lemma, we collect several results regarding (optimal) rates of convergence for the above projection. Here, the emphasis is placed on the approximation properties of the generalized projection Q loc h , under minimal regularity assumptions, i.e., for 
If in addition,
Proof. 
For the first term,
The second term can be approximated by triangle inequality, the approximation prop-
, and the bound on ∥v(t) − v(t n )∥ L 2 (Ω) . For the third estimate, we first note that the generalized orthogonal projection Q h :
, by the definition of projections Q h and P h ,
where at the last inequality we have used the fact that ⟨Q h v − v, P h w⟩ = 0. Note also that by the definition of projection P h , we deduce that
Hence, the H 1 (Ω) stability of the P h projection implies,
Thus, the definition of 
Indeed, using [16, Theorem 4.3, Corollary 4.8] , we obtain the following (local in time) estimates:
where at the last estimate we have used an inverse estimate. We note that if more regularity is available, the inverse estimate is not necessary. In
However, we note that for our boundary optimal control problem the increased regu
is not available. Hence, we emphasize that the lack of regularity acts as a barrier for developing a truly higher order scheme. Working similarly we also obtain an estimate at arbitrary time-points, i.e.,
Below, we state the main result for related to the auxiliary problem, which acts as the global space-time dG projection. Our goal is to state that the projection error is as good as the local dG projection error allows it to be, and hence it is optimal in the sense of the available regularity. 
the solutions of (2.4)-(2.5)-(2.6) or (2.7), and w h , z h ∈ U h be the solutions of (4.1)-(4.2). Denote by
Here, w 
Here, we have used the Definition 4.1 of the projection P using the Friedrichs' inequality to bound the second and the third term on the left, Young's inequality to bound the terms on the right, and standard algebra, we obtain
The second estimate now follows upon summation.
Step 2: Duality arguments. We turn our attention to the last two estimates. In order to obtain the improved rate for the L 2 [0, T ; L 2 (Ω)] norm we employ a duality argument to derive a better bound for the quantity ∥e 1h ∥ 
(see Theorem 2.1). In particular, the following estimate hold:
The lack of regularity of the right hand side of (4.7) due to the presence of discontinuities, implies that we can not improve regularity of ϕ in [0, T ]. The associated discontinuous time-stepping scheme can be defined as follows: Given, terminal data ϕ
Hence using Lemma 3.5, the following stability estimate holds:
It is now clear that we have the following estimate for ϕ−ϕ h , which is a straightforward application of the previous estimates in 
We note that the lack of regularity on the right hand side, restricts the rate of convergence to the rate given by the lowest order scheme l = 1, k = 0, even if high order schemes (in time) are chosen. Setting v h = e 1h , into (4.9), we obtain,
Integrating by parts in time, we deduce,
Setting v h = ϕ h into (4.4) and using e 1 = e p + e 1h , and the definition of projection Q loc h of Definition 4.2 we obtain, 
where at the last two equalities we have used integration by parts (in space), and the definition of ϕ as a dual problem with zero Robin boundary data respectively. Therefore,
Then summing the above inequalities and using the fact that ϕ (by definition) and rearranging terms, we obtain
Here, we have used the Cauchy-Schwarz inequality, the stability bounds of dual equation (4.8), i.e., and the error estimates (4.11) on ϕ h − ϕ. Finally, the estimate on
follows by using a similar duality argument.
Since, an estimate on the 
Here 
Then, using Theorems 4.5, 4.6 we obtain an estimate of the form
∥error∥ X ≤ C ( ∥in. data error∥ L 2 (Ω) + ∥best approx. error∥ X ) .
The above estimate indicates that the error is as good as the approximation properties enables it to be, under the natural parabolic regularity assumptions, and it can be
viewed as the fully-discrete analogue of Céa's Lemma (see e.g. [17] 
] then for l = 1, k = 0, and for τ ≤ Ch 2 we obtain that
Therefore, the above estimates, and Theorem 4.5, imply for τ ≤ Ch 2 the following rates:
The estimate is applicable even in case of more regular solutions. For example, if in
For the boundary norm we have used Sobolev's boundary inequality. Same rates hold also the related norms of r p . Therefore, from Theorem 4.5, we obtain that 
Unconstrained Controls
Proof. Subtracting (3.4) from (4.2) we obtain the equation:
Subtracting (3.3) from (4.1) and using (2.6)-(3.5), we obtain:
We set v h = e 2h into (4.14) to obtain
2h+ , e n−1
Similarly, setting v h = r 2h into (4.15) we deduce,
Integrating by parts with respect to time in (4.17), and subtracting the resulting equation from (4.16), we arrive to
Using Young's inequality to bound the right hand side, adding the resulting inequalities (4.18) from 1 to N , and noting that
we obtain the desired estimate. Estimates easily follow by the previous Lemma and the estimates on the projections e 1 and r 1 together with a classical "boot-strap" argument. 
where C is constant depending only upon Ω.
Proof. Step 1: Estimates for the state:
Setting v h = e 2h into (4.15) and noting that µ − µ h = r 1 + r 2h we obtain
Using Young's inequality for the first term on the right hand side, (4.19) gives,
Using Friedrichs' inequality, and standard algebra we obtain the estimate upon summation by using the estimate on ∥r 2h ∥ L 2 [0,T ;L 2 (Γ)] of Lemma 4.8.
Step 2: Estimates for the adjoint: Setting v h = r 2h into (4.14), and using Friedrichs' and Young's inequalities, and Lemma 4.8 to bound the norm of
we obtain the desired estimate.
An estimate at arbitrary time points for the forward in time equation can be derived by applying the approximation of the discrete characteristic technique of [15] into the Robin boundary linear case. Here, the stability estimate at arbitrary time-points will be also needed. 
Proof. The proof closely follows the techniques of [15, Section 2], adjusted to the Robin boundary data case. For completeness, we state the proof for the first estimate, while the second one can be treated similarly. First, we briefly recall the main tool of approximations of the discrete characteristic function. For any polynomial s ∈ P k (t n−1 , t n ), we denote the discrete approximation of χ [t n−1 ,t) s by the polynomial s ∈ {ŝ ∈ P k (t n−1 , t n ),ŝ(t n−1 ) = s(t n−1 )} which satisfies
The motivation for the above construction stems from the elementary observation that for q = s ′ we obtain ∫ t
Then, [15, Lemma 2.4] states various continuity properties, and in particular that
where C k is a constant depending on k. We begin by integrating by parts with respect to time in (4. 
Recall also that the continuity property on a(., .), imply ∫ t
while the coupling term can be bounded as:
) dt
Here we have used Young's inequality with appropriate δ > 0, and in various instances of the continuity property of the approximation of the discrete characteristic. Hence, substituting the above estimates into (4.21), we obtain an inequality of the form,
(Ω) and note that ∥e
(Ω) ≤ a n−1 . Hence the desired estimate follows by summation and by Lemma 4.8.
Unconstrained Controls:
Symmetric error estimates and estimates for rough initial data. Various estimates can be derived, using results of previous subsections and standard approximation theory results. We begin by stating symmetric error estimates which can be viewed as the analogue of the classical Céa's Lemma. 
Proof. The rates directly follow from Theorem 4.11, Theorem 4.12, Lemma 4.3 and Remark 4.7.
Control Constraints:
The variational discretization approach. It is worth noting that our estimates are also applicable in case of point-wise control constraints, when using the variational discretization approach of Hinze ([25] ). The variational discretization approach implies that A d ad ≡ A ad , i.e., the control is not discretized explicitly, but only implicitly via the adjoint variable. Thus, our discrete optimal control problem now coincides to:
, where y h (g) ∈ U h denotes the solution of (3.1) with right hand side given control g ∈ L 2 [0, T ; L 2 (Γ)]. Then, the optimal control (abusing the notation, denoted again byḡ h ) satisfies the following first order optimality condition,
whereḡ h can take the formḡ h (t, t, x) )), for a.e. (t, x) ∈ (0, T ] × Γ similar to continuous case. We note that theḡ h is not in general a finite element function corresponding to our finite element mesh, hence its algorithmic construction requires extra care (see e.g. [25] ). However, in most practical situations, the main goal is to minimize and compute the state variable, and not necessarily the control that is used to achieve our goal. For the second derivative we easily obtain an estimate independent ofḡ,ḡ h , and in particular, 
where µ h (ḡ) and µ(ḡ) denote the solutions of (3.2) and (2.3) 
Proof. We note that A d ad ≡ A ad , and hence the optimality conditions imply that
Therefore, using the second order condition and the mean value theorem, we obtain for any u ∈ L 2 [0, T ; L 2 (Γ)], (and hence for the one resulting from the mean value theorem) and inequalities (4.22) ,
which clearly implies the first estimate. Now, a rate of convergence can be obtained using similar arguments to Theorem 4.5. Indeed, note that subtracting (3.2) from (2.3) and settingr = µ h (ḡ) − µ(ḡ), andē = y h (ḡ) − y(ḡ), we obtain the analog of orthogonality condition (4.4)-(4.5), i.e., for all n = 1, ..., N and for
Using Sobolev's boundary inequality, the estimates of Theorem 4.5, and the rates of Proposition 4.13, we obtain the desired estimate, after noting the reduced regularity ofē. We note that the boundary control does not possesses continuous derivatives at some points. The examples are based on the one presented in [13] . In all examples we fix the regularization parameter in the functional as α = π −4 . The optimal control problem is solved by the finite element toolkit FreeFem++ (see [24] ) using a gradient algorithm method in a 4 Six-Core AMD Opteron(tm) Processor 8431, 96 GB RAM computer. } , initial condition y 0 (x 1 , x 2 ) = sin(π(1 + x 1 x 2 )) sin(πx 1 (x 2 − 1)), and target function y d (t, x 1 , x 2 ) = 0.5, in a way to guarantee that the optimal solution (ȳ,ḡ) of the optimal control problem is given bȳ y(t, x 1 , x 2 ) = exp(aπ 2 t) sin(π(1 + x 1 x 2 )) sin(πx 1 (x 2 − 1)), whileḡ has been computed by using the Robin condition at each component of the boundary. For this choice of data the corresponding errors for the state and the control variable for different meshes are shown in the 
EXAMPLE 2.
In this test problem Ω, and T , are the same as in the Example 1. The difference is that in this example the initial data y 0 is a discontinuous function, defined as follows:
y 0 = { sin(π(1 + x 1 x 2 )) sin(πx 1 (x 2 − 1)) if x 1 , x 2 ≥ 0.5, 10 + sin(π(1 + x 1 x 2 )) sin(πx 1 (x 2 − 1)) otherwise.
The results related to the errors are demonstrated in Table 4 (Ω) and the initial discontinuity is disseminated through characteristics in the whole exact solution.
EXAMPLE 3.
To illustrate the potential applicability of higher order time stepping schemes, we consider a coarse time-stepping approach based on the k = 1 time stepping scheme. Here, we return to the example 1, with the known smooth solution y given byȳ(t, x 1 , x 2 ) = exp(aπ 2 t) sin(π(1 + x 1 x 2 )) sin(πx 1 (x 2 − 1)) for k = 1, l = 1. Note that despite the fact that we have chosen smooth state variable, the presence of a Robin boundary control limits the regularity at least near by the boundary for the time derivative of the adjoint and control variables. However overall, we expect that the parabolic regularity will appear as time progresses. Our best approximation type estimates for "smooth" state, adjoint and control variables yield a convergence rate with respect to L 2 [0, T ; H 1 (Ω)] norm of order O(τ 2 + h), when piecewise linears are considered for both time and space i.e., k = 1, l = 1. In the following experiments we present the rate based on a coarse time stepping approach. In particular, for τ = h 1/2 , which corresponds to very few time steps compared to the standard approaches, the Table 4 .3, clearly indicates that we still obtain a rate, of almost O(h). Of course, it is expected that the rate is suboptimal due to the lack of smoothness near the boundary. 
