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INTRODUCTION
There are three major types of persons: risk averters, risk neutrals and risk seekers. Their corresponding utility functions are concave, linear and convex; all are increasing functions. A person may change from risk seeker to risk averter or vice verse. A very common type is risk seekers for small outcomes, risk averter for large outcomes. Fishburn (1974 Fishburn ( , 1980 and Bawa, et. al. (1985) discussed the stochastic dominance only for risk averters while Meyer (1977) , Stoyan (1983) and Li and Wong (1998) discussed the stochastic dominance for both risk seekers and risk averters. This paper extends results of the convex stochastic dominance theorem in Fishburn (1974) by including all distribution functions. It also addresses the situation for risk takers as well as risk averters and includes comments on third order stochastic dominance. Fishburn introduces three lemmas to prove the theorem. We apply separation and representation theorems to obtain a simpler proof of the theorem. Our results are used to extend a theorem of Bawa et.al. on comparison between a convex combination of several contiuous distributions and a single continuous distribution. In particular, our theorem covers the cases of arbitrary distribution functions of risk takers and risk adverters, and third order stochastic dominance.
The results in this paper can be easily extended to include higher order stochastic dominance: see, for example, Fishburn (1980) , O'Brien (1984) and Mukherjee and Chatterjee (1992) .
To aviod confusion, we call stochastic dominance for risk seekers descending stochastic dominance (DSD) and call stochastic dominance for risk averters ascending stochastic dominance (ASD). We remark that Stoyan (1983) used concave and convex ordings for risk averters and risk seekers, respectively.
Our note is organized as follows. Section 2 introduces notations and de nitions. Section 3 extends and provides an alternative proof of the convex stochastic dominance theorem introduced in Fishburn (1974) . We also extend the results in Bawa, et. al (1985) to compare a convex combination of continuous distributions with a continuous distribution.
DEFINITIONS AND NOTATIONS
Denote by R the set of real numbers and let R be the set of extended real numbers. Suppose that = a; b] is a subset of R in which a and b can be nite or in nite. Let B be the Borel -eld of and be a probability measure on ( ; B), with ( ) = 1. The probability distribution function F of the measure is de ned as:
F(x) = a; x] for all x 2 :
(1)
We remark that in this paper we de ne F di erent from the traditional de nition to include both ascending and descending stochastic dominance. By basic probability theory, for any random variable X and probability measure P, there exists a unique induced probability measure on ( ; B) and a probability distribution function F such that F satis es (1) and (B) = P(X ?1 (B)) = P(X 2 B) for any B 2 B :
An integral written in the form of We consider random variables de ned on , denoted by X; Y; . The probability distribution functions of X and Y are F and G respectively. The following notations will be used throughout this paper:
n?1 (y) dy n = 2; 3; and M = F; G; or H: Throughout this paper, all functions are assumed to be measurable, all random variables are assumed to satisfy:
Condition (3) will hold for any random variable except a random variable with positive probability at negative in nity or positive in nity.
We next de ne rst, second and third order ascending stochastic dominance for risk averters; and then de ne rst, second and third order descending stochastic dominance for risk seekers.
De nition 1. Given 3. CONVEX STOCHASTIC DOMINANCE Fishburn (1974) develops rst and second order convex stochastic dominance theory of continuous distribution functions for risk averters. In this section we extend Fishburn's results by including all distribution functions, with application to risk seekers as well as for risk averters. We also cover the third order case. Denote the set of n-tuples of convex coe cients by: n = f( 1 ; ; n ) : i 0 for i = 1; ; n; and
Theorem 1. Let F 1 ; ; F n ; G 1 ; ; G n be distribution functions. For m = 1; 2; or 3, a. there exists ( 1 ; ; n ) 2 n such that Proof: We only prove the second order descending stochastic dominance case. The proofs for other cases can be obtained similarly. We let f i and g i to be the probability density functions of F i and G i respectively. Suppose (7) 
So u is the required function. jj
Theorem 1 generalizes Fishburn's results, and our use of separation and representation theorems allows a more concise proof.
In Theorems 4 to 6 of Bawa et. al (1985) , the authors applied Theorem 2 of Fishburn (1974) such that u(G i ) u(F i ) for all i, so that it is not possible to conclude that F i is preferred to G i for some i .
Corollary 1 is a special case of Theorem 1 in which all G i are identical. This corollary can be used to compare a convex combination of distributions with a distribution for risk averters and risk seekers.
CONCLUDING REMARKS
Our development excluded only random variables with positive probability at the points of negative in nity or positive in nity. While it would not have been di cult to include such random variables in the theory,they seem to be of little practical interest. Li and Wong (1998) establish some stochastic dominance theorems for risk seekers as well as risk averters, and apply the results to investment decision-making. One may use the ndings in Li and Wong (1998) and the ndings in our paper to study the behavior of risk averters and risk seekers in stock market or any other investment decision-making, see for example Tobin (1958) , Markowitz (1970) , Wong (1991, 1996) , Bian and Wong (1997) and Wong and Chew (1998) for reference.
