We use algorithms to calculate the exact limits of a wide range of convergent infinite series by means of special functions, these are polygamma functions. However, in the case of alternating series, these algorithms do not allow the use of such functions, but allow them to find the limits of this series. Finally, these methods are used as a powerful and simple tool for calculating the limits of many infinite series as shown in the examples included.
Introduction
Infinite series are in physics from simple geometric ∞ n=1 ar n in black body radiation, as ∞ n=1 1 (2n−1)(2n+1)(2n+3) which lies in creating neutrons (by a nuclear reaction) into hollow sphere. Therefore it is necessary to have knowledge of infinite series in a course in calculus with applications. To consider the infinite series in the literature is natural to introduce some convergence criteria due to Cauchy, Kummer, D'Alambert, and Gauss authors [1] , which ensure us the convergence of infinite series. In addition, in the alternating series there are some criteria or test that help quickly conclude its convergence, ration test and root criteria [2] .However, the application of these criteria do not allow us to know their limits. In this paper, we present some algorithms to compute the exact limit of a broad class of infinite series which converge. This work is divided in five parts: This introduction, in section 2 the method is illustrated with some special examples; in section 3 the method is generalized and Laplace transform is used for certain types of series; in section 4 the authors present the infinite series alternating. Finally, section 5 present conclusions and future projects.
Cases of Infinite Series

The Infinite series
In this series S (a, b), we have a and b ∈ Z + or positive fractional numbers and it is decomposed into partial fractions as
, (2.1) and using the Feynman's identity
Introducing the sum into the integral in Eq.(2.3), one has
Considering now N → ∞ and the properties of geometric series, the result is
(2.5)
Changing z = e −x variables and using the polygamma functions properties [3] , the Eq. (2.5) finally is expressed as:
where ψ (z) . = ψ (0) (z) is the called digamma function. Eq.(2.6) is the most significant expression in this section. As examples of the present application we have ∞ n=1 1 (n + 1) (n + 2)
7)
∞ n=1 1 n n + 1 2 = 2 (2 − ln 2) .
(2.8)
The infinite series with a = b
In this case is applied the Feynman's identity
Following the same procedure in section 2.1, leads to the following result.
10)
where ψ (1) (x) is the poligamma function of order one. The Eq. (2.10) is now wxpressed in terms of ψ (n) (x) polygamma function [3] .
Applying Eq. (2.10) already reported results are obtained
Generalization of infinite series
To generalize the infinite series sofar treated, let us consider the series denoted as S (a m ) = ∞ n=1 1 (n+a) m ,and apply the most general Feynman's identity
And folowing the same procedure of previous, the series can be written as
Infinite series with conjugated binomials
Let us consider the following infinite series
where a < 1 is a fractional number. The S (a) term is descomposed into two fractions
Following similar procedures to those already made, it finally reaches the value of the infinite series in terms of digamma function
Applying Eq. (3.5) and the properties of the polygamma functions, we have
As another example, we find
These series are found in Ref [4] .
Infinite series and Laplace transform
As shown, Feynman's identities given by Eqs. For the first example, the following expression is considered
Then, the infinite series associated with this expression is given by
12)
where z = e −x , the variable change is used. Applying the digamma function properties, the infinite series limit is
For the second example, the following series is used
it is the well-known gamma function.
Since, the term in the summation is the Laplace's transform of x k−1 e −ax , and applying our method directly, the results is
where again z = e −x , the variable change is used.
To introduce section of alternating series, consider the following Leibnitz expression However, there are other cases as important as this series and we present these cases.
Alternating Series
Series of the form S (a) =
∞ n=1 (−1) n−1 a n where b > 1 and is an integer.
Using the first Feynman's identity given for Eq. (2.2) , the series S (a) becomes
Introducing the sum into the integral in Eq. (4.1), and changing y = e −a n x variables, one has
Considering now N → ∞ ,the result is
As an application, we present the following examples: where z = e −x , the variable change was used. At this point, it is important to mention that integral given by Eq. (4.8) , can not be written in terms of poligamma functions, due to the plus sign in the binomial denominator. In contrast to those founded in section 2. However, this equation is the most general expression result of this section. As one application, we present the following examples:
and,
This series are found in Ref. [4] .
Series of the form S
(n+a) 2 . Using Feynman's identity and folowing the same procedure as was used in section 2, leads to the result , with k = 1, 2, ...
Using Feynman's identity for 1 A 2 , and applied to this case the same procedure as was used in section 2, leads to the result (2n−1) 2k+1 , with k = 1, 2, ... Following the same procedure, leads to the following result
Changing z = w 2 variables, Eq. (4.16) finally is expressed as . (4.20)
These series are found in Ref. [4] . It is noteworthy that the above integrals can be solved by contour integration.
Conclusions
The limits of a broad class of convergent infinite series were obtained using some novel algorithms, no matter whether are alternating or not. Thes algorithms are very flexible and can be used to evaluate many series that are important in different physics disciplines, as well as in other relevant sciences applications. Furthermore, not all algorithms used for no alternating series can be used for the alternating (polygamma functions). However, all the algoritms shown in this paper can be used for each type of series.
