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Abstract
Symmetric functions appear in many areas of mathematics and physics, including enumerative combi-
natorics, the representation theory of symmetric groups, statistical mechanics, and the quantum statis-
tics of ideal gases. In the commutative (or “even”) case of these symmetric functions, Kostant and
Kumar introduced a nilHecke algebra that categorifies the quantum group Uq(sl2). This categorification
helps to better understand Khovanov homology, which has important applications in studying knot
polynomials and gauge theory. Recently, Ellis and Khovanov initiated the program of “oddification” as
an effort to create a representation theoretic understanding of a new “odd” Khovanov homology, which
often yields more powerful results than regular Khovanov homology. In this paper, we contribute to-
wards the project of oddification by studying the odd Dunkl operators of Khongsap and Wang in the
setting of the odd nilHecke algebra. Specifically, we show that odd divided difference operators can
be used to construct odd Dunkl operators, which we use to give a representation of sl2 on the algebra
of skew polynomials and evaluate the odd Dunkl Laplacian. We then investigate q-analogs of divided
difference operators to introduce new algebras that are similar to the even and odd nilHecke algebras
and act on q-symmetric polynomials. We describe such algebras for all previously unstudied values of
q. We conclude by generalizing a diagrammatic method and developing the novel method of insertion
in order to study q-symmetric polynomials from the perspective of bialgebras.
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1
1 Introduction
1.1 The Commutative (“Even”) Case
Symmetric polynomials are polynomials in n independent, commutative variables x1, x2, . . . , xn that are
invariant under the action of any permutation acting on the indices. They arise in enumerative com-
binatorics, algebraic combinatorics, Galois theory, quantum statistics, and the quantum mechanics of
identical particles [25, 27]. The even nilHecke algebra NHn, introduced by Kostant and Kumar in [15],
is important in studying these symmetric polynomials. NHn is graded Morita equivalent to the sym-
metric polynomials in n variables, and is generated by n commuting variables x1, . . . , xn and n divided
difference operators ∂i = (xi − xi+1)
−1(1− si), for 1 ≤ i ≤ n. Here, si is the simple transposition in the
symmetric group that swaps xi and xi+1.
Combining these divided differences with partial derivatives, one obtains a commuting family of
operators originally introduced by Dunkl [7]. These Dunkl operators, denoted ηi, have a major role in
mathematical physics and conformal field theory. In particular, they relate to the study of quantum
many-body problems in the Calogero-Moser-Sutherland model, which describes integrable systems of
one dimension [11, 24]. Dunkl operators can also be used to define three operators, which arise in
physics and harmonic analysis, that satisfy the defining relations of the Lie algebra sl2 [13]. These three
operators, found by Heckman and called an sl2-triple, play a crucial role in studying Fischer decomposi-
tion, which has importance not only in representation theory but also in the algebraic Dirichlet problem
[1, 6, 23].
The Cherednik operators, denoted by Yi, are defined in terms of Dunkl operators and have important
applications in representation theory [2, 20]. They have non-degenerate simultaneous eigenfunctions,
known as Jack polynomials. These polynomials are a specific case of the well-known Macdonald poly-
nomials and contribute to representation theory, statistical mechanics, and the study of the quantum
fractional Hall problem, important in condensed matter physics [3, 20].
The diagram below depicts the relationship between the three operators discussed so far.
Divided Differences ∂i
nilHecke Algebra
Schubert polynomials
Cohomology
Dunkl Operators ηi
sl2 triple
Cherednik Operators Yi
Jack Polynomials
Cherednik Algebras
Affine Hecke Algebras
(harmonic analysis)
quantum CMS Model
“can be used to”
“used to define”
Figure 1: Operators in the study of symmetric polynomials.
1.2 The “Odd” Case
The divided difference operators, Dunkl operators, and Cherednik operators all study the commutative
symmetric functions. Ellis and Khovanov, however, sought to study different kinds of symmetric func-
tions. They recently introduced the quantum case of symmetric functions, where xjxi = qxixj for j > i
[8]. In the “odd” case q = −1, they describe the “odd symmetric polynomials”, which are polynomials
in the n variables x1, . . . , xn where xixj +xjxi = 0 for i 6= j. This type of noncommutativity arises in the
study of exterior algebras and parastatistics.
The motivation for considering these odd symmetric polynomials and their corresponding odd nil-
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Hecke algebra involves the categorification of quantum groups. Categorification, introduced by Crane
and Frenkel, is generally the process of replacing algebras and representations by categories and higher
categories in order to make quantum 3-manifold invariants into 4-manifold invariants [4]. In physics,
categorification corresponds to increasing dimensions, which allows one to understand symmetries in
lower dimensions and then use categorification to better understand higher dimensions. In mathemat-
ics, categorified quantum groups give a higher representation theoretic construction of link homologies,
which in turn categorify quantum link polynomials.
The original example of link homology is Khovanov homology, a bigraded abelian group which cat-
egorifies the well-known Jones polynomial. It has major applications in studying knot polynomials,
quantum field theory, and classical gauge theory [19, 28]. Since the quantum group Uq(sl2) plays a role
in understanding the Jones polynomial, a categorification of Uq(sl2) would be useful in better under-
standing Khovanov homology. This precise categorification is achieved through the “even” nilHecke
algebra NHn described in subsection 1.1.
Recently, Ozsva´th, Rasmussen, and Szabo´ found an odd analog of Khovanov homology [22]. Their
odd Khovanov homology also categorifies the Jones polynomial, and agrees modulo 2 with Khovanov
homology. However, both theories can detect knots that the other theory cannot [26]. The subject of
odd Khovanov homology has yet to be fully understood, despite its crucial connections with Khovanov
homology.
Knowing this, Ellis, Lauda, and Khovanov developed the odd nilHecke algebra to provide an odd
categorification of Uq(sl2) and give a construction of odd Khovanov homology from a representation
theoretic standpoint [9, 10]. In addition to being useful in the categorification of quantum groups, the
odd nilHecke algebra is also related to Hecke-Clifford superalgebras [16, 17] and has been used to con-
struct odd analogs of the cohomology groups of Springer varieties [21].
The below diagram summarizes the categorifications that motivate the present work. NH stands
for nilHecke, Cat. stands for categorification, and KH stands for Khovanov homology.
Jones Polynomial Uq(sl2)Uq(sl2)
KH Odd KHCat. of Uq(sl2) Odd Cat. of Uq(sl2)
odd NH algebraNH algebra
“categorifies”
“helps to explain”
“equivalent modulo 2”
Figure 2: Odd Khovanov Homology and Categorification
1.3 Outline of the Present Paper
The main goal of the present paper is to make progress towards giving a representation theoretic con-
struction of odd Khovanov homology. Despite being relatively new, odd Khovanov homology seems
to have great importance in knot theory. It has connections to Heegaard-Floer homology and yields
stronger results than Khovanov homology in bounding the Thurston-Bennequin number and detecting
quasi-alternating knots [26]. Odd Khovanov homology is also related to signed hyperplane arrange-
ments, which have many implications in graph theory and topology [5].
We study odd Khovanov homology by looking for new representation theoretic structures that arise
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from identifying “odd” analogs of structures that play important algebraic roles in the even case. Ellis,
Khovanov, and Lauda started this program of “oddification” by finding an odd analog of NHn, and
using it to categorify Uq(sl2). Searching for the geometry underlying these odd constructions would also
provide a very new approach to noncommutative geometry. For example, we study potential generators
of certain Cherednik algebras. Since spherical rational Cherednik algebras fit nicely into a family of
algebras from the geometry of symplectic resolutions, including Webster’s tensor product algebras and
cyclotomic KLR algebras, this project may be used in the context of “odd”, noncommutative geometry.
In Subsection 1.1, we discussed the (even) divided difference operators, Dunkl operators, and Chered-
nik operators. Although analogs of Dunkl operators have been found in the odd case, they have not been
well-studied. Odd Cherednik operators have not even been defined.
As a result, the first goal of the present paper is to unify certain results in the odd case and to further
study the odd Dunkl operators of Khongsap and Wang. In Section 2, we introduce an operator ri,k
related to the generalized odd divided difference operator ∂oddi,k and study its properties. One of our
main results (Equation 2.6) is that the odd Dunkl operator ηi may be expressed in terms of the odd
divided difference operators of Ellis, Khovanov and Lauda:
ηoddi = tδi + u
∑
k 6=i
∂oddi,k si,k. (1.1)
This result connects odd Dunkl operators and the odd nilHecke algebra, both of which play important
roles in the project of oddification.
In the even case, one can introduce an operator known as theDunkl Laplacian, given by
∑n
i=1 η
2
i . This
operator has important applications in spherical harmonics and heat semigroups [24]. Our next goal in
the present paper is to express the Dunkl Laplacian in the odd case. In Section 3, we show that the
ri,k satisfy the classical Yang-Baxter equation, and use this result to evaluate the odd Dunkl Laplacian.
Specifically, we show that
n∑
i=1
η2i = t
2
∑
1≤i≤n
x−2i (1− τi).
In Section 4, we find an odd analog of Heckman’s important sl2-triple in [13] by showing that a
variant Di of the odd Dunkl operator can be used to construct three operators r
2, E, and ∆ that satisfy
the defining relations of the Lie algebra sl2:
r2 = (2t)−1
n∑
i=1
x2i
E =
n∑
i=1
xipi +
n
2
+
u
t
∑
k 6=i
si,k
∆ = −(2t)−1
n∑
i=1
D2i .
Since even Dunkl operators play an important role in the representation theory of symmetric groups,
our study of odd Dunkl operators should result in a better understanding of the representation theory
of odd symmetric functions, which correspondingly results in a better understanding of odd Khovanov
homology.
The second goal of this paper is to study a generalization of the odd symmetric functions known
as q-symmetric functions, for which xjxi = qxixj when j > i. Previous authors have described a nil-
Hecke algebra structure only for the odd case q = −1 and the even case q = 1 [9, 15]. In Section 5,
we find a q-divided difference operator for all previously unstudied values of q, and explore its properties.
We show, for example, that twisted elementary symmetric polynomials are in the kernel of q-divided
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difference operators, just as odd elementary symmetric functions are in the kernel of odd divided differ-
ence operators. We then use q-divided difference operators to construct algebras acting on q-symmetric
polynomials that have many similarities to the even and odd nilHecke algebras. We call these q-nilHecke
algebras. These algebras are nontrivial generalizations of the even and odd nilHecke algebras because
the q-twist map introduced in Section 5 is not its own inverse when q2 6= 1. In Section 6, we present the
elementary q-symmetric polynomials using a generalization of a clever diagrammatic method arising
in the context of bialgebras. We use these diagrams to study relations between elementary q-symmetric
polynomials when q is a root of unity. These methods can be combined with the algebras of Section 5 in
order to continue studying q-symmetric polynomials, including q-Schur and q-monomial functions.
In the conclusion, we also define the odd Cherednik operators and outline a procedure for finding
and studying odd analogs of Jack polynomials. This makes progress towards answering a question of
Ellis about the existence of Macdonald-like polynomials in the odd case. Since the Jack polynomials
have importance in representation theory, their study would enhance our knowledge about the odd
algebraic theory.
2 Odd Dunkl operators and the Odd nilHecke algebra
2.1 Preliminaries: Even Dunkl Operators
In the even case, we work with the ring C[x1, . . . , xn] and a root system of type An, where xixj = xjxi
for all 1 ≤ i, j ≤ n and α ∈ C. We first introduce some notation involving the symmetric group.
1. Let si,k be the simple transposition in Sn swapping xi and xk. We let si = si,i+1.
2. Let si,j(k, ℓ) be the result of applying si,j to the pair (k, ℓ). Similarly define si,j(k).
In [7], Dunkl introduced the remarkable operator
ηeveni =
∂
∂xi
+ α
∑
k 6=i
∂eveni,k ,
where ∂∂xi is the partial derivative with respect to xi and ∂
even
i,k is the even divided difference operator:
∂eveni,k = (xi − xk)
−1(1− si,k).
Since xi − xk always divides f − si,k(f) for f ∈ C[x1, . . . , xn], ∂i,k sends polynomials to polynomials.
These Dunkl operators have various important properties, one of which is that they commute (ηiηj =
ηjηi). In [18], Khongsap andWang introduced anti-commuting odd Dunkl operators on skew polynomi-
als. In Section 2, we will develop the connection between these operators and the odd nilHecke algebra
introduced in [9].
Returning to the even case, introduce operators r2, E (the Euler operator) and ∆k:
r2 =
1
2
n∑
i=1
x2i
E =
n∑
i=1
xi
∂
∂xi
+
µ
2
∆ =
1
2
n∑
i=1
η2i ,
where µ is the Dunkl dimension, which is defined by the relation ∆|x|2 = 2µ as in [6].
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Let [p, q] = pq − qp be the commutator. Heckman showed that r2, E, and ∆k satisfy the defining
relations of the Lie algebra sl2 [13]:
[E, r2] = 2r2
[E,∆k] = −2∆k
[r2,∆k] = E.
Remark 2.1. If one were to replace ∆k with the classical Laplacian on flat R
n (replacing the Dunkl
operator with the partial derivative), these three operators still satisfy the sl2 relations.
Remark 2.2. From now on, we will use ηi to denote the odd Dunkl operator of Khongsap and Wang,
defined in equation 2.5.
In Section 4, we will focus on finding analogous results in the odd case.
2.2 Introduction to the Odd nilHecke Algebra
We will now discuss operators with the algebra P− = C〈x1, . . . , xn〉/〈xjxi + xixj = 0 for i 6= j〉. We call
P− the skew polynomial ring. We can define linear operators, called the odd divided difference operators,
as below:
Definition 2.3. For i = 1, . . . .n−1, the i-th odd divided difference operator ∂i is the linear operator P
− → P−
defined by ∂i(xi) = 1, ∂i(xi+1) = 1, ∂i(xj) = 0 for j 6= i, i+ 1, and
∂i(fg) = ∂i(f)g + (−1)
|f |si(f)∂i(g),
for all functions f, g ∈ P−. We call this last relation the Leibniz rule.
It is shown in [9] that the odd divided difference operators can be used to construct an odd nilHecke
algebra, generated by xi and ∂i for 1 ≤ i ≤ n, subject to the following relations:
1. ∂2i = 0
2. ∂i∂j + ∂j∂i = 0 for |i− j| ≥ 2
3. ∂i∂i+1∂i = ∂i+1∂i∂i+1
4. xixj + xjxi = 0 for i 6= j
5. xi∂i + ∂ixi+1 = 1, ∂ixi + xi+1∂i = 1
6. xi∂j + ∂jxi = 0 for i 6= j, j + 1.
Due to [14], we have the following explicit definition of the odd divided difference operator:
∂i(f) = (x
2
i+1 − x
2
i )
−1[(xi+1 − xi)f − (−1)
|f |si(f)(xi+1 − xi)]. (2.1)
Although this formula a priori involves denominators, it does take skew polynomials to skew polyno-
mials. We extend this definition to non-consecutive indices by replacing i + 1 with any index k 6= i, for
1 ≤ k ≤ n, and by replacing si with si,k. Equation 2.1 then becomes
∂i,k(f) = (x
2
k − x
2
i )
−1[(xk − xi)f − (−1)
|f |si,k(f)(xk − xi)]. (2.2)
This extendedodddivided difference operator satisfies the Leibniz rule ∂i,k(fg) = ∂i,k(f)g+(−1)
|f |si,k∂i,k(g)
[9].
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2.3 Some Operations on Skew Polynomials
First, we introduce a common operator in the study of Dunkl operators:
Definition 2.4. Let the (−1)-shift operator τi be the automorphism of P
− which sends xi to −xi and xj to
xj for j 6= i.
Suppose 1 ≤ i 6= j ≤ n and 1 ≤ k 6= ℓ ≤ n, where f is an element in C〈x1, . . . , xn〉/〈xixj + xjxi =
0 for i 6= j〉. Then one has
si,jτk,ℓ = τsi,j(k,ℓ)si,j
fxi = (−1)
|f |xiτi(f).
Remark 2.5. Since skew polynomials are not super-commutative, we cannot say that fg = (−1)|f ||g|gf .
But the operator τi allows us to track the discrepancy from super-commutativity, since xif = (−1)
|f |τi(f)xi,
making it useful in this context.
We now introduce the operator ri,k = ∂i,ksi,k for k 6= i, which will serve as another odd divided
difference operator that we will use to study odd Dunkl operators. For simplicity, let ri = ri,i+1. In the
following lemma, we study the action of the transposition and (−1)-shift operator on ri,k.
Lemma 2.6. The operators si,k and τi act on ri,k as follows:
ri,jsk,ℓ = sk,ℓrsk,ℓ(i,j). (2.3)
We also have that
1. siri,k = ri+1,ksi if k 6= i+ 1
2. siri = risi
3. siri+1 = ri,i+2si
4. si+1ri = ri,i+2si+1
5. sirj = rjsi for |i− j| ≥ 2
6. τirj = rjτi for |i− j| ≥ 2.
Proof. Recall the following relationship between ∂i,j and sk,ℓ for i 6= j and k 6= ℓ, from Lemma 2.19 (1) of
[9]:
∂i,jsk,ℓ = sk,ℓ∂sk,ℓ(i,j). (2.4)
Multiplying both sides by si,j, we obtain that
si,j∂i,jsk,ℓ = si,jsk,ℓ∂sk,ℓ(i,j)
= sk,ℓsk,ℓ(i, j)∂sk,ℓ(i,j),
which implies the desired result since ri,j = ∂i,jsi,j = si,j∂i,j . Properties 1-5 are special cases of equation
2.3. Property 6 follows from τisj = sjτi and the fact that τi(xj) = xj for i 6= j.
Remark 2.7. Differences between our formulas and those of [9] are due to a difference of sign convention
in the action of si,j on P
−.
We now show that the properties of the ri,k are similar to those of the odd divided difference operator
∂i,k.
Lemma 2.8. The following relations hold:
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1. r2i = 0
2. rirj + rjri = 0 for |i− j| ≥ 2
3. riri+1ri = ri+1riri+1
4. ri,k(fg) = ri,k(f)si,k(g) + (−1)
|f |fri,k(g)
5. rixi+1 + xi+1ri = rixi + xiri = si
6. rjxi + xjri = 0 for i 6= j, j + 1.
Proof. Since siri = risi and ri = ∂isi, it follows that si∂i = ∂isi. Then, since ∂
2
i = 0, r
2
i = 0 as well. Due
to Equation 5 from Lemma 2.6, we have that sirj = rjsi for |i − j| ≥ 2, so si∂j = ∂jsi. Thus, ri and
rj anti-commute since ∂i∂j + ∂j∂i = 0. The operators ri also satisfy braid relations, which we show by
inductively reducing to i = 1, and then using 2.4 and si∂i = ∂isi repeatedly:
r1r2r1 = s1∂1s2∂2s1∂1 = s1s2∂1,3s1∂1,3∂1 = s1s2s1∂2,3∂1,3∂1,2
r2r1r2 = s2∂2s1∂1s2∂2 = s2s1∂1,3s2∂1,3∂2 = s2s1s2∂1,2∂1,3∂2,3.
Since s1s2s1 = s2s1s2 and ∂2,3∂1,3∂1,2 = ∂1,2∂1,3∂2,3 by symmetry, we conclude that r1r2r1 = r2r1r2. The
Leibniz rule for ri,k (equation 4 of this lemma) follows immediately from the Leibniz rule for ∂i,k. Since
ri(xi) = ri(xi+1) = 1 and ri(xj) = 0 for j 6= i, i + 1, equations 5 and 6 follow from the Leibniz rule for
ri,k.
We also desire an explicit definition of the ri,k analogous to that of the odd divided difference oper-
ator of [9]. To find such an expression, we use a preparatory lemma.
Lemma 2.9. For all f ∈P− and 1 ≤ i 6= k ≤ n, we have
si,kxiτi(f)− si,kxkτk(f) = (−1)
|f |si,k(f)(xi − xk).
Proof. It suffices to prove the result for a monomial xλ = xλ11 . . . x
λi
i . . . x
λk
k . . . x
λn
n , where i < k. We
calculate that
si,kxiτi(x
λ) = (−1)λ1+...+λixλ11 . . . x
λi+1
k . . . x
λk
i . . . x
λn
n
si,kxkτk(x
λ) = (−1)λ1+...+λk−1xλ11 . . . x
λi
k . . . x
λk+1
i . . . x
λn
n
si,k(x
λ)xi = (−1)
λk+1+...+λnxλ11 . . . x
λi
k . . . x
λk+1
i . . . x
λn
n
si,k(x
λ)xk = (−1)
λi+1+...+λnxλ11 . . . x
λi+1
k . . . x
λk
i . . . x
λn
n .
Since |f | = λ1 + . . . + λn, the desired result follows.
Lemma 2.10. The operator ri,k has explicit form ri,k = (x
2
i − x
2
k)
−1[(xi − xk)si,k − xiτi + xkτk].
Proof. Follows from Lemma 2.9 and Equation 2.2.
Wewill now connect the above results to the oddDunkl operator introduced by Khongsap andWang
in [18].
Definition 2.11. Define an operator δi by δi = (2xi)
−1(1− τi).
The above super-derivative can also be defined inductively, by imposing that δi(xj) = 1 if i = j and
0 otherwise. We then extend the action to monomials as follows:
δi(xa1xa2 . . . xaℓ) =
ℓ∑
k=1
(−1)k−1xa1 . . . δi(xak)xak+1 . . . xaℓ .
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The operator δi is a priori from Laurent skew polynomials to Laurent skew polynomials, but it is easy to
check that it preserves the subalgebra of skew polynomials. Khongsap and Wang found an odd analog
of the Dunkl operator, given by
ηi = tδi + u
∑
k 6=i
(x2i − x
2
k)
−1[(xi − xk)si,k − xiτi + xkτk], (2.5)
where t, u ∈ C×. Their operators anti-commute; ηiηj + ηjηi = 0 for i 6= j.
By Lemma 2.10, this odd Dunkl operator may be expressed as
ηi = tδi + u
∑
k 6=i
∂i,ksi,k. (2.6)
By analogy with the commutative case, discussed in Section 2.1, the operator ri,k plays the same role in
the odd theory that the even divided difference operator plays in the even theory.
3 Classical Yang-Baxter Equation and the Dunkl Laplacian
Theorem 3.1. Let
H1,2,3 = [r1,2, r1,3]+ + [r1,3, r2,3]+ + [r1,2, r2,3]+, (3.1)
where [p, q]+ = pq + qp is the anti-commutator. Then, the operators ri,k satisfy the classical Yang-Baxter
equation
H1,2,3 = 0. (3.2)
Proof. To avoid a cumbersome direct calculation, we instead use an inductive approach. Namely, sup-
pose that H1,2,3(f) = 0 for some function f ∈ P
−. Then, we show that H1,2,3(xif) = 0, for all integers
i ≥ 1. Note that, for i = 1,
r1,2r1,3x1 = r1,2(s1,3 − x1r1,3)
= r1,2s1,3 − r1,2(x1r1,3)
= r1,2s1,3 − (s1,2r1,3 − x1r1,2r1,3)
= r1,2s1,3 − s1,2r1,3 + x1r1,2r1,3,
(3.3)
where we have used Equation 4 twice. Similarly, we find that
r1,3r1,2x1 = r1,3s1,2 − s1,3r1,2 + x1r1,3r1,2 (3.4)
r2,3r1,2x1 = r2,3s1,2 + x1r2,3r1,2 (3.5)
r1,2r2,3x1 = −s1,2r2,3 + x1r1,2r2,3 (3.6)
r1,3r2,3x1 = −s1,3r2,3 + x1r1,3r2,3 (3.7)
r2,3r1,3x1 = r2,3s1,3 + x1r2,3r1,3. (3.8)
By our inductive hypothesis,
x1(r1,2r1,3 + r1,3r1,2 + r2,3r1,2 + r1,2r2,3 + r1,3r2,3 + r2,3r1,3) = 0.
Keeping this in mind, add Equations 3.3-3.8 to show that
H1,2,3x1 = r1,2s1,3 − s1,2r1,3 + r1,3s1,2 − s1,3r1,2 + r2,3s1,2 − s1,2r2,3 − s1,3r2,3 + r2,3s1,3
= r1,2s1,3 − r2,3s1,2 + r1,3s1,2 − r2,3s1,3 + r2,3s1,2 − r1,3s1,2 − r1,2s1,3 + r2,3s1,3
= 0,
where we have repeatedly used Lemma 2.6 to slide ri,j past sk,ℓ.
We can similarly show that H1,2,3x2 = H1,2,3x3 = 0. Since rj,kxi = xirj,k for i > 3 and j, k ∈ (1, 2, 3),
it also follows that H1,2,3xi = 0 for i > 3, proving the desired result.
9
Corollary 3.2. The double summation
∑n
i=1
(∑
k 6=i ri,k
)2
= 0.
Proof. The expansion of this double summation has n(n−1)2 total terms. Since r2i,j = 0, n(n−1) of these
terms are immediately zero, leaving n(n − 1)(n − 2) terms of the form ri,jrk,ℓ, where i = k and j = ℓ
are not both true. By Theorem 3.1, the sum of all six terms of the form ri,jrk,ℓ, where i, j, k, ℓ ∈ a, b, c for
distinct integers 1 ≤ a, b, c ≤ n, i 6= j, and k 6= ℓ, is zero. There are
(
n
3
)
ways to choose integers a, b, c,
and for each choice of a, b, c, six terms of the form ri,jrk,ℓ vanish. This fact eliminates all the remaining
6
(
n
3
)
= n(n− 1)(n − 2) terms of the double summation.
As an application of the results in this section, we will compute the odd Dunkl Laplacian:
∑n
i=1 η
2
i .
We will first require a lemma involving the commutator of τi and ri,k.
Lemma 3.3. The equation x−1i [ri,k, τi] = (x
2
i − x
2
k)
−1(si,k(τi + τk)− x
−1
i xksi,k(τi − τk)− 2) holds.
Proof. By Lemma 2.10,
ri,kτi = (x
2
i − x
2
k)
−1((xi − xk)si,kτi − xiτ
2
i + xkτkτi)
τiri,k = (x
2
i − x
2
k)
−1(−(xi + xk)si,kτk + xiτ
2
i + xkτiτk).
Since τiτk = τkτi and τ
2
i = 1, the result follows by subtraction.
Now, define Ai = (2xi)
−1(1− τi) and Bi =
∑
k 6=i ri,k so that the odd Dunkl operator ηi of Khongsap
and Wang may be expressed as ηi = tAi + uBi. Note that
A2i =
1
4
x−1i (1− τi)x
−1
i (1− τi)
=
1
2
x−2i (1− τi)(1 − τi)
= x−2i (1− τi),
(3.9)
since τi(x
−1
i ) = −x
−1
i and τ
2
i = 1.
Lemma 3.4. The relation
∑n
i=1(AiBi +BiAi) = 0 holds.
Proof. Due to the Leibniz Rule for ri,k (equation 4), we can find that 0 = ri,k(xix
−1
i ) = x
−1
k − xiri,k(x
−1
i ),
so ri,k(x
−1
i ) = x
−1
i x
−1
k . It follows that ri,k(x
−1
i f) = x
−1
i x
−1
k si,k(f)− x
−1
i ri,k(f). Using this fact,
n∑
i=1
BiAi =
1
2
n∑
i=1
∑
k 6=i
ri,kx
−1
i (1− τi)
=
1
2
n∑
i=1
∑
k 6=i
(x−1i x
−1
k si,k(1− τi)− x
−1
i ri,k(1− τi)).
By definition,
n∑
i=1
AiBi =
1
2
n∑
i=1
∑
k 6=i
x−1i (1− τi)ri,k.
Adding the above two equations, we find that
n∑
i=1
[Ai, Bi]+ =
1
2
n∑
i=1
∑
k 6=i
(x−1i x
−1
k si,k(1− τi) + x
−1
i (ri,kτi − τiri,k))
=
1
2
n∑
i=1
∑
k 6=i
(x−1i x
−1
k si,k(1− τi) + (x
2
i − x
2
k)
−1(si,k(τi + τk)− x
−1
i xksi,k(τi − τk)− 2)),
(3.10)
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where we have used Lemma 3.3.
Each double summation repeats the pair of indices (p, q) twice when 1 ≤ p, q ≤ n, one time when
i = p and k = q and once more when i = q and k = p. Note that
(x2i − x
2
k)
−1si,k(τi + τk) = −(x
2
k − x
2
i )sk,i(τk + τi).
As a result, the sum 12
∑n
i=1
∑
k 6=i(x
2
i − x
2
k)
−1si,k(τi + τk) = 0. Similarly,
1
2
n∑
i=1
∑
k 6=i
x−1i x
−1
k si,k = 0 and
1
2
n∑
i=1
∑
k 6=i
(x2i − x
2
k)
−1(−2) = 0,
since x−1i x
−1
k + x
−1
k x
−1
i = 0. Equation 3.10 then becomes
n∑
i=1
(AiBi +BiAi) =
1
2
n∑
i=1
∑
k 6=i
(−x−1i x
−1
k si,kτi − (x
2
i − x
2
k)
−1(x−1i xksi,k(τi − τk)). (3.11)
However, note that
x−1i xk + x
−1
k xi = −(x
2
i − x
2
k)x
−1
i x
−1
k ,
which implies
(x2i − x
2
k)
−1x−1i xksi,k(τi − τk) + (x
2
k − x
2
i )
−1x−1k xisk,i(τk − τi) = −x
−1
i x
−1
k si,k(τi − τk). (3.12)
Similarly, we find that
x−1i x
−1
k si,kτi + x
−1
k x
−1
i si,kτk = x
−1
i x
−1
k si,k(τi − τk). (3.13)
As a result, equation 3.11 becomes
n∑
i=1
(AiBi +BiAi) = −
1
2
∑
1≤i<k≤n
(x−1i x
−1
k si,k(τi − τk)− x
−1
i s
−1
k si,k(τi − τk)) = 0.
We are now equipped to compute the Dunkl Laplacian in the odd case.
Theorem 3.5. The equation
∑n
i=1 η
2
i = t
2
∑
1≤i≤n x
−2
i (1− τi) holds.
Proof. Since ηi = tAi + uBi, we have that
n∑
i=1
η2i = t
2
n∑
i=1
A2i + tu
n∑
i=1
(AiBi +BiAi) + u
2
n∑
i=1
B2i
By Lemma 3.4,
∑n
i=1(AiBi +BiAi) = 0. By Corollary 3.2,
∑n
i=1B
2
i = 0. Therefore,
n∑
i=1
η2i = t
2
n∑
i=1
A2i = t
2
∑
1≤i≤n
x−2i (1− τi),
by equation 3.9.
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4 A Variant of the Khongsap-Wang Odd Dunkl Operator
In this section, we will show that a close variant of the odd Dunkl operator introduced by Khongsap
and Wang can be used in the construction of three operators that satisfy the defining relations of the Lie
algebra sl2. First, we will consider an operator pi, which is different from δi but plays a similar role.
Definition 4.1. The operator pi is a C-linear map P
− → P−, which acts on monomials as follows:
pi(x
λ1
1 . . . x
λi
i . . . x
λn
n ) = λi(−1)
λ1+...+λi−1xλ11 . . . x
λi−1
i . . . x
λn
n .
Remark 4.2. One may also introduce pi by using a nice Leibniz-like expression involving τi, by defining
pi(xj) = δij
pi(fg) = pi(f)g + (−1)
|f τi(f)pi(g),
where f, g ∈ P− and δij is the Kronecker delta. Now, note the analogous relationship between the
degree-preserving operators si and τi in their respective Leibniz rules for the (−1)-degree operators ∂i
and pi. This provides motivation for the definition of pi and suggests its natural role in our theory.
Now consider a modified version of ηi.
Definition 4.3. Let
Di = tpi + u
∑
k 6=i
ri,k. (4.1)
Definition 4.4. Introduce the odd r2, Euler, and∆ operators as below:
r2 = (2t)−1
n∑
i=1
x2i (4.2)
E =
n∑
i=1
xipi +
n
2
+
u
t
∑
k 6=i
si,k (4.3)
∆ = −(2t)−1
n∑
i=1
D2i . (4.4)
Remark 4.5. Heckman, who used the even Dunkl operators to find a sl2-triple useful in harmonic anal-
ysis, uses the convention t = 1 [13]. For now, we will consider t to be a fixed constant in C×.
Remark 4.6. The commutator in the setting of superalgebras is usually defined as [a, b] = ab−(−1)|a||b|ba,
where |a| and |b| are the degrees of a and b, respectively. However, since all of the operators we will be
considering in this section have even degree, there is no need to distinguish between commutators and
super-commutators.
To construct an sl2 action from these operators, we will require a series of lemmas regarding the
action of portions of the odd Euler operator E. In the next lemma, we investigate the action of the first
term of the odd Euler operator on skew polynomials.
Lemma 4.7. The operator
∑n
i=1 xipi acts by multiplication by |f | on the space of homogenous functions
f ∈P−.
Proof. It suffices to show the result for a monomial xλ = xλ11 . . . x
λi
i . . . x
λn
n . Note that
xipi(x
λ) = λixi(−1)
λ1+...+λi−1xλ11 . . . x
λi−1
i . . . x
λn
n = λix
λ.
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By summing over all indices i, we obtain that
n∑
i=1
xipi(x
λ) = (λ1 + λ2 + . . .+ λn)x
λ,
which implies the desired result.
The above lemma holds true in the even case as well, where pi is replaced by the partial derivative
with respect to xi. We now prove some properties about the action of the third term of the odd Euler
operator on r2 and ∆.
Lemma 4.8. The commutation relation
[∑
k 6=i si,k,∆
]
= 0 holds.
Proof. Note that sj,kpi = pjsj,k if i = k, sj,kpi = pksj,k if i = j, and sj,kpi = pisj,k otherwise. Indeed,
these relations can be verified by checking if they are true for xai x
b
jx
c
k, a, b, c ∈ Z+, and then extending
by linearity. We prove that sj,kpi = pjsj,k if i = k, and the other two cases are similar. Without loss of
generality, let j < k, and observe that
sj,kpk(x
a
jx
b
k) = b(−1)
asj,k(x
a
jx
b−1
k ) = b(−1)
axakx
b−1
j = b(−1)
abxb−1j x
a
k
pjsj,k(x
a
jx
b
k) = (−1)
abpj(x
b
jx
a
k) = b(−1)
abxb−1j x
a
k.
By our work in Lemma 2.6, one can deduce that sj,krℓ,m = rsj,k(ℓ,m)si,j . As a consequence, we find that
sj,kDi = Dsj,k(i)sj,k. By an easy induction, we now have that sj,k∆ = ∆sj,k. Using the above equation
multiple times proves the desired result.
Lemma 4.9. The commutation relation
[∑
k 6=i si,k, r
2
]
= 0 holds.
Proof. Follows since sj,kxj = xksj,k, sj,kxk = xjsj,k and sj,kxi = xisj,k if i 6= j, k.
We are now ready to obtain two commutativity relations involving the odd Euler operator E.
Theorem 4.10. The odd Euler operator and r2 satisfy the following commutation relations:
[E, r2] = 2r2 (4.5)
[E,∆] = −2∆. (4.6)
Proof. Since r2 has degree 2 and∆ has degree−2, the theorem follows from Lemmas 4.7, 4.8, and 4.9.
We also need to investigate what the third commutativity relation [r2,∆] turns out to be. We will
prove one lemma before doing so.
Lemma 4.11. For i = 1 to n, the equation xiDi +Dixi = 2txipi + t+ u
∑
k 6=i si,k holds.
Proof. Recall that
Di = tpi + u
∑
k 6=i
(x2i − x
2
k)
−1[(xi − xk)si,k − xiτi + xkτk].
Therefore, since pixi = xipi + 1,
Dixi = txipi + t+ u
∑
k 6=i
(x2i − x
2
k)
−1(xixk − x
2
k)si,k +
∑
k 6=i
(x2i − x
2
k)[x
2
i τi − xixkτk]
xiDi = txipi + u
∑
k 6=i
(x2i − x
2
k)
−1(x2i − xixk)si,k +
∑
k 6=i
(x2i − x
2
k)
−1[−x2i τi + xixkτk].
Adding, we obtain the desired result.
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We now have the tools to find the third relation between r2, E, and ∆:
Theorem 4.12. The commutation relation [r2,∆] = E holds.
Proof. We will first find [r2,Di]. The derivative pi, much like the partial derivative in the even case,
satisfies the properties pixj = −xjpi for i 6= j and pixi = xipi + 1. Now, suppose that i 6= j. Then,
Dix
2
j = tpix
2
j + ux
2
j
∑
k 6=i 6=j
ri,k + x
2
k(x
2
i − x
2
k)
−1[−xiτi + xkτk] + x
2
i (x
2
i − x
2
k)
−1[(xi − xk)si,k]
= tx2jpi + ux
2
j
∑
k 6=i
ri,k + (xi − xj)si,j
Now, we will findDix
2
i :
Dix
2
i = tpix
2
i +
∑
k 6=i
x2k(x
2
i − x
2
k)
−1(xi − xk)si,k + x
2
i
∑
k 6=i
(x2i − x
2
k)
−1[−xiτi + xkτk]
= tx2i pi + 2txi + x
2
i
∑
k 6=i
ri,k −
∑
k 6=i
(xi − xk)si,k.
Therefore,
[∑n
i=1 x
2
i ,Di
]
= −2txi. This implies that
r2Di −Dir
2 = −xi. (4.7)
As a result, we find that
[r2,∆] = −(2t)−1
n∑
i=1
[r2,D2j ] = −(2t)
−1
n∑
i=1
(r2D2j −D
2
j r
2)
= −(2t)−1
n∑
i=1
[(Djr
2Dj − xjDj)− (Djr
2Dj +Djxj)]
= (2t)−1
n∑
i=1
(xiDi +Dixi),
where we have used 4.7. Now, by Lemma 4.11,
[r2,∆] =
n∑
i=1
xipi +
n
2
+
u
t
∑
k 6=i
si,k = E,
as desired.
To summarize, we have found operators E,r2, and ∆, similar to their even counterparts, which
satisfy the defining relations of the Lie algebra sl2:
[E, r2] = 2r2
[E,∆] = −2∆
[r2,∆] = E.
Remark 4.13. If one uses the odd Dunkl operator ηi as found in [18] instead of the Di introduced here,
the r2, E, and ∆ operators do not generate sl2.
Remark 4.14. Although our results hold true for all t and u in C, one typically sets t = 1 and u = α−1
for some α ∈ C×, since without loss of generality one of t and umay equal 1.
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Remark 4.15. In the even case, let X be a Euclidean vector space with dimension n and let C[X] be the
algebra of C-valued functions onX. Then, this result about sl2 plays a major role in the study of higher
differential operators on C[X]. This is because the representation theory of sl2 allows for the reduction
of degree to the second order [13]. As a result, our results in this section should correspondingly have a
role in further studying differential operators in the odd case.
5 q-nilHecke Algebras
Until now, we have been concerned with the odd symmetric polynomials in variables x1, x2, . . . , xn,
where xixj = (−1)xjxi for 1 ≤ i 6= j ≤ n. This immediately suggests the question: what if one replaces
the −1 by any constant q ∈ C×? Specifically, we ask the following questions:
Question 5.1. Is it possible to study q-symmetric polynomials, for which xixj = qxjxi when i > j?
Question 5.2. Are there q-analogs of even/odd divided difference operators and nilHecke algebras? So
far, such structures are known only for the even case (q = 1) and the odd case (q = −1).
In this section, we answer both questions in the affirmative.
We work in theZ-graded, q-braided setting throughout. LetC be a commutative ring and let q ∈ C×
be a unit. If V,W are graded C-modules and v ∈ V , w ∈ W are homogeneous, the braiding is the
“q-twist”:
τq :V ⊗W →W ⊗ V
v ⊗w 7→ q|v||w|w ⊗ v,
(5.1)
where | · | is the degree function. By q-algebra we mean an algebra object in the category of graded
C-modules equipped with this braided monoidal structure; likewise for q-bialgebras, q-Hopf algebras,
and so forth.
Remark 5.3. Note that the q-twist described above is its own inverse only when q2 = 1, which correlates
to the even and odd cases. When q2 6= 1, the corresponding theory becomes more complex. There-
fore, the q-nilHecke algebras that we introduce later in this section are nontrivial generalizations of the
previously studied even and odd nilHecke algebras.
Definition 5.4. The q-algebra P qn is defined to be
P qn = C〈x1, . . . , xn〉/(xjxi − qxixj = 0 if i < j), (5.2)
where |xi| = 1 for i = 1, . . . , n.
Note that P qn ∼= ⊗ni=1P
q
1 . There are two interesting subalgebras of P
q
n that can be thought of as q-
analogs of the symmetric polynomials. Define the k-th elementary q-symmetric polynomial to be
ek(x1, . . . , xn) =
∑
1≤i1<...<ik≤n
xi1 · · · xin
and define the k-th twisted elementary q-symmetric polynomial to be
e˜k(x1, . . . , xn) =
∑
1≤i1<...<ik≤n
x˜i1 · · · x˜in ,
where x˜j = q
j−1xj .
Definition 5.5. The q-algebra of q-symmetric polynomials in n variables, denoted Λqn, is the subalgebra of
P qn generated by e1, . . . , en. Likewise for the twisted q-symmetric polynomials, Λ˜
q
n, and e˜1, . . . , e˜n.
The type A braid group on n strands acts on P qn by setting
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1. σi(xj) = qxi+1 if j = i
2. σi(xj) = q
−1xi if j = i+ 1
3. σi(xj) = qxj if j > i+ 1
4. σi(xj) = q
−1xj if j < i
and extending multiplicatively.
Definition 5.6. For i = 1, . . . , n− 1, the i-th q-divided difference operator ∂i is the linear operator P
q
n → P
q
n
defined by ∂i(xi) = q, ∂i(xi+1) = −1, ∂i(xj) = 0 for j 6= i, i+ 1, and
∂i(fg) = ∂i(f)g + σi(f)∂i(g), (5.3)
for all functions f, g ∈ P qn . We call Equation 5.3 the q-Leibniz rule.
Lemma 5.7. For every i and every j < k, ∂i(xkxj − qxjxk) = 0.
Proof. Since ∂i(xj) = 0 for j > i+1, onemay reduce the lemma to having to prove that ∂1(x2x1−qx1x2) =
0, ∂1(x3x1 − qx1x3) = 0, and ∂1(x3x2 − qx2x3) = 0. These statements follow from the q-Leibniz rule.
Therefore, ∂i is a well-defined operator on P
q
n .
Lemma 5.8. The following relations hold:
∂i(x
k
i ) =
k−1∑
j=0
qjk−2j−j
2+kxjix
k−1−j
i+1
∂i(x
k
i+1) = −
k−1∑
j=0
q−jxjix
k−1−j
i+1 .
Proof. We induct on k. The base case (k = 1) follows from the definition of the ∂i, and the powers of q
arise mostly from xni+1x
m
i = q
mnxmi x
n
i+1 for allm,n ∈ Z+.
Our q-divided difference operators also annihilate the twisted elementary q-symmetric polynomials,
just as the even divided difference operators annihilate the elementary symmetric functions.
Lemma 5.9. For every i = 1, . . . , n− 1 and every k, ∂i(e˜k) = 0. Hence Λ˜
q
n ⊆
⋂n−1
i=1 ker(∂i).
Proof. We can express e˜k as
ek =
∑
|J|=k
i,i+1/∈J
x˜J +
∑
|J|=k−1
i,i+1/∈J
qf(J,i,k)x˜J(xi + qxi+1) +
∑
|J|=k−2
i,i+1/∈J
qg(J,i,k)x˜Jxixi+1,
for certain Z-valued functions f, g. The result then follows from ∂i(xi + qxi+1) = ∂i(xixi+1) = 0 and the
q-Leibniz rule.
Having discussed q-divided difference operators, we can now construct algebras for every q 6=
0, 1,−1 that have many similarities to the even and odd nilHecke algebras. For every such q, we de-
fine a q-nilHecke algebra generated by xi and ∂i for 1 ≤ i ≤ n, subject to the relations found in the
following two lemmas (5.10 and 5.11).
Lemma 5.10. The following relations hold among the operators ∂i and xi (left multiplication by xi):
1. ∂2i = 0
2. ∂j∂i − q∂i∂j = 0 for j > i+ 1
3. xjxi = qxixj for i < j
4. ∂ixj − qxj∂i = 0 for j > i+ 1
5. q∂ixj − xj∂i = 0 for j < i
6. ∂ixi − qxi+1∂i = q
7. xi∂i − q∂ixi+1 = q.
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Proof. To show that ∂2i = 0, note that we can reduce to i = 1 and proceed by induction. Since ∂i(1) = 0,
the base case follows. Suppose that ∂2i (f) = 0. Then, note that
∂21(x1f) = ∂1(qf + qx2∂1(f)) = q∂1(f)− q∂1(f) + x1∂
2
1(f) = 0
∂21(x2f) = ∂1(−f + q
−1x1∂1(f)) = −∂1(f) + ∂1(f) + x2∂
2
1(f) = 0
∂21(x3f) = ∂1(qx3∂1(f)) = q
2x3∂
2
1(f) = 0,
which completes the proof of the first statement in the lemma.
Statement 3 follows by definition. Statements 4, 5, 6, and 7 follow from a suitable application of the
q-Leibniz rule. Statement 2 follows from an inductive argument. We can reduce to i = 1 and j = 3.
Suppose that ∂j∂i = q∂i∂j if j > i+ 1. Then,
∂3∂1(x1f)− q∂1∂3(x1f) = (q∂3(f) + x2∂3∂1(f))− q(∂3(f) + x2∂1∂3(f)) = 0
∂3∂1(x2f)− q∂1∂3(x2f) = (−∂3(f) + q
−2x1∂3∂1(f))− q(−q
−1∂3(f) + q
−2x1∂1∂3(f)) = 0.
∂3∂1(x3f)− q∂1∂3(x3f) = (q
2∂1(f) + q
2x4∂3∂1(f))− q(q∂1(f) + q
2x4∂1∂3(f)) = 0
∂3∂1(x4f)− q∂1∂3(x4f) = (−q∂1(f) + x3∂3∂1(f))− q(−∂1(f) + x3∂1∂3(f)) = 0
∂3∂1(x5f)− q∂1∂3(x5f) = q
2x5∂3∂1(f)− q(q
2x5∂1∂3(f)) = 0,
thereby completing the induction.
Lemma 5.11. ∂i∂i+1∂i∂i+1∂i∂i+1 + ∂i+1∂i∂i+1∂i∂i+1∂i = 0.
Proof. This result follows from an inductive argument; we reduce to i = 1 and assume that the braid
relation holds true for some function f . Then, we check that the braid relation is true for x1f , x2f , x3f ,
and x4f (since the behavior of xjf for j ≥ 4 is the same as that of x4f ). For brevity, we will show the
argument for x2f only:
∂1∂2(x2f) = q∂1(f) + q
2x3∂1∂2(f) ∂2∂1(x2f) = −∂2(f) + q
−2x1∂2∂1(f)
∂212(x2f) = q∂2∂1(f)− q
2∂1∂2(f)+ qx2∂212(f) q∂121(x2f) = −q∂1∂2(f) + ∂2∂1(f) + ∂121(f)
∂1212(x2f) = q∂121(f)− q∂212(f) + x1∂1212(f) ∂2121(x2f) = −∂212(f) + ∂121(f) + x3∂2121(f)
∂21212(x2f) = q∂2121(f) + q
−1x2∂21212(f) ∂12121(x2f) = −∂1212(f) + qx3∂12121(f).
We continue the above calculations to find that
∂121212(x2f) = q∂12121(f) + ∂21212(f) + x2∂121212(f)
∂212121(x2f) = −q∂12121(f)− ∂21212(f) + x2∂121212(f),
and the braid relation for x2f follows from the inductive hypothesis.
6 A Diagrammatic Approach to q-Symmetric Polynomials
6.1 Introduction to a q-Bialgebra
In the previous section, we answered Question 5.1 in an algebraic way by defining q-analogs of the
classical elementary and complete symmetric functions. In this section, we generalize the diagrammatic
method used in [8] in order to study this question from the perspective of bialgebras.
Let NΛq be a free, associative, Z-graded C-algebra with generators hm for m ≥ 0. We define h0 = 1
and hm = 0 for m < 0, and let q ∈ C
×. The homogenous part of NΛq of degree ℓ has a basis {hα}αk,
where
hα = hα1 · · · hαz for a composition α = (α1, . . . , αz) of ℓ.
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Define a multiplication for homogenous x and y on NΛq⊗2 as follows, where deg(x) denotes the degree
of x:
(w ⊗ x)(y ⊗ z) = qdeg(x)deg(y)(wy ⊗ xz).
We can make NΛq into a q-bialgebra by letting the comultiplication on generators be
∆(hn) =
n∑
k=0
hk ⊗ hn−k,
and by letting the counit be ǫ(x) = 0 if x is homogenous and deg(x)> 0.
We can impose, through the braiding structure, that:
∆(hahb) =
a∑
j=0
b∑
k=0
(hj ⊗ ha−j)(hk ⊗ hb−k) =
a∑
j=0
b∑
k=0
qk(a−j)(hjhk ⊗ ha−jhb−k).
For any partitions λ and µ of n, consider the set of double cosets of subroups Sλ and Sµ of Sn: Sλ\Sn/Sµ.
For every C in this set, let wC be the minimal length representative of C and let ℓ(wC) be the length of
this minimal length representative. We will now attribute a bilinear form to NΛq:
(hλ, hµ) =
∑
C∈Sλ\Sn/Sµ
qℓ(wC).
This bilinear form admits a diagrammatic description. Let hn be an orange platform with n non-
intersecting strands coming out of it. When computing (hλ, hµ), with ℓ(λ) = z and ℓ(µ) = y, draw
z orange platforms at the top of the diagram, representing λ1, λ2,· · · ,λz . Draw y orange platforms at
the bottom of the diagram, representative of µ1, µ2,· · · , µy. We require that |λ| = |µ|, so that the top
platforms and bottom platforms have the same number of strands.
Consider the example (h121, h22). In the following diagram, snippets of the strands from each plat-
form are shown.
Every strand must start at one platform at the top and end on another platform at the bottom. No
strands that have originated from one platform may intersect. The strands themselves have no critical
points with respect to the height function, no two strands ever intersect more than once, and there are no
triple-intersections where three strands are concurrent. Diagrams are considered up to isotopy. Without
any restrictions, there would be n! such diagrams if |λ| = n, since there would be no limitations on
the ordering of the strands. However, due to the above rules, there are only 4 possible diagrams in the
computation of (h121, h22), shown below.
Define
(hλ, hµ) =
∑
all diagrams D representing (hλ,hµ)
q number of of crossings inD. (6.1)
In the above example, (h121, h22) = 1 + 2q
2 + q3.
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We can extend the bilinear form toNΛq⊗2 by stating that any diagram in which strands from distinct
tensor factors intersect contributes 0 to the bilinear form:
(w ⊗ x, y ⊗ z) = (w, y)(x, z).
Let I be the radical of the bilinear form inNΛq. In [8], the authors prove for any q that multiplication
and comultiplication are adjoint. In other words, for all x,y1, y2 in NΛ
q,
(y1 ⊗ y2,∆(x)) = (y1y2, x). (6.2)
6.2 The Elementary q-Symmetric Functions
We now use the bilinear form of q-symmetric functions to study one of their important bases: the ele-
mentary q-symmetric functions.
Define elements ek ∈ NΛ
q by ek = 0 for k < 0, e0 = 1, and
k∑
i=0
(−1)iq(
i
2)eihk−i = 0 for k ≥ 1. (6.3)
Equivalently, let
en = q
−(n2)
∑
αn
(−1)ℓ(α)−nhα. (6.4)
Lemma 6.1.
1. The coproduct of an elementary function is given by ∆(en) =
n∑
k=0
ek ⊗ en−k.
2. If λ  n, then (hλ, en) =
{
1 if λ = (1, . . . , 1)
0 otherwise.
Proof. We begin by demonstrating (2), from which (1) will follow. To show (2), it suffices to show that
(hmx, en) =
{
(x, en−1) ifm = 1
0 otherwise.
We will utilize strong induction on n in order to find (hmx, ekhn−k). The base cases n = 0, 1 are easy
to show. There are two cases to consider by the inductive hypothesis applied to k < n. Either there is
a strand connecting hm and ek, or there is not. Just as we used an orange platform to denote hn, we
will use a blue platform to denote ek. The rules of the diagrammatic notation are the same for the blue
platforms as they are for the orange platforms.
k
m
n− k −m
k n− k
m
∗ ∗ ∗ ∗ ∗
x
If there is not a strand connecting hm and ek, the configuration contributes q
km(x, ekhn−k−m) .
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k − 1
m − 1
n − k −m + 1
k n− k
m
∗ ∗ ∗ ∗ ∗
x
If a stand connects hm and ek, this configuration contributes q
(k−1)(m−1)(x, ek−1hn−k−m+1). We have thus
shown that (hmx, ekhn−k) = q
km(x, ekhn−k−m) + q
(k−1)(m−1)(x, ek−1hn−k−m+1). Now we are equipped
to consider (hmx, ek).
(−1)n+1q(
n
2)(hmx, en) =
n−1∑
k=0
(−1)kq(
k
2)(hmx, ekhn−k)
=
n−1∑
k=0
(−1)kq(
k
2)+km(x, ekhn−k−m) +
n−1∑
k=0
(−1)kq(
k
2)+(m−1)(k−1)(x, ek−1hn−k−m+1)
=
n−1∑
k=0
(−1)kq(
k
2)+km(x, ekhn−k−m) +
n−2∑
k=0
(−1)k+1q(
k+1
2 )+(m−1)(k)(x, ekhn−k−m)
= (−1)n−1q(
n−1
2 )+nm(x, en−1h1−m)
Corresponding terms from the two sums cancel in pairs, since q(
k
2)+km = q(
k+1
2 )+k(m−1), leaving only the
k = n− 1 term in the first sum. The second statement of the lemma thus follows.
We will now use (2) to prove (1). This follows from equation 6.2;
(∆(ek), hλ ⊗ hµ) = (ek, hλhµ) =
{
1 λ = (1ℓ), µ = (1p), ℓ+ p = k,
0 otherwise.
We now calculate the sign incurred when strands connect two blue (ek) platforms:
(−1)n+1q(
n
2)(en, en) =
n−1∑
k=0
(−1)kq(
k
2)(en, ekhn−k)
= (−1)n−1q(
n−1
2 )(en, en−1h1)
= (−1)n−1q(
n−1
2 )(∆(en), en−1 ⊗ h1)
= (−1)n−1q(
n−1
2 )
n∑
k=0
(ek ⊗ en−k, en−1 ⊗ h1)
= (−1)n−1q(
n−1
2 )(en−1, en−1).
One may solve this recursion to find that (en, en) = q
−(n2).Here, the second equality follows from not-
ing that at most one strand can connect hn−k and en (so that k = n − 1), the third equality follows
from adjointness, and the fourth and fifth equalities follow from the diagrammatic considerations of the
previous lemma.
To summarize the diagrammatics of the bilinear form thus developed:
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1. For each crossing, there is a factor of q in the bilinear form.
2. If two blue platforms are connected by n strands, there is a factor of q−(
n
2)
3. At most one strand can connect a blue platform to an orange one.
6.3 Relations Between Elementary q-Symmetric Polynomials
In this subsection, we apply the diagrammatic method in order to study relations between q-elementary
symmetric polynomials.
Define Symq ∼= NΛq/R, where R is the radical of our bilinear form.
Lemma 6.2. If qn = 1, then hn1 is in the center of NΛ
q.
Proof. First, suppose q is a primitive nth root of unity. Construct all ordered k + 1-tuples of nonnegative
integers that sum to n − k. Let Rn−kk+1 be the set of all such k + 1-tuples. For any tuple (a1, a2, · · · , ak+1),
let |(a1, a2, · · · , ak+1)| be the sum of the entries of the tuple.
For these tuples, (a1, a2, · · · , ak+1), define the map f as follows:
f(a1, a2, · · · , ak+1) = (ka1, (k − 1)a2, (k − 2)a3, · · · , ak, 0).
Define
P (n, k) =
∑
Rn−k
k+1
q|f(a1,a2,··· ,ak+1)|.
Example 6.3.
P (7, 2) = 1 + q + 2q2 + 2q3 + 3q4 + 3q5 + 3q6 + 2q7 + 2q8 + q9 + q10
m
. . . x . . .
Consider the above diagram, representative of (hn1hm, ekx). In the diagram, n = 7 and m = 3. The
three strands from e3 ”split” the seven h1’s into groups of 1, 2, 1, and 0. This is a 3+1-tuple that sums to
7−3 = n−k = 4. Numbering the h1’s from left to right, note that the first h1 contributes q
k intersections,
the third and fourth h1’s contribute q
k−1 intersections, and so on. In general, the diagrams in which no
strand connects hm and ek contribute P (n, k)(h
n−k
1 hm, x) to (h
n
1hm, ekx).
m− 1
. . . x . . .
If a strand connects ek to hm, then it intersects the other n− (k− 1) strands connecting some h1 to x,
contributing a factor of qn−k+1.The other intersections contribute P (n, k − 1). Putting this case and the
previous case together, we obtain that
(hn1hm, ekx) = P (n, k)(h
n−k
1 hm, x) + q
n−k+1P (n, k − 1)(hn−k+11 hm−1, x). (6.5)
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m. . . x . . .
m − 1
. . . x . . .
Similarly, the above two diagrams show that
(hmh
n
1 , ekx) = q
mkP (n, k)(hmh
n−k
1 , x) + q
(m−1)(k−1)P (n, k − 1)(hm−1h
n−k+1
1 , x). (6.6)
Now, consider the case when k = n+ 1. In this case, there is only one diagram for the bilinear form,
and it can be shown that {
(hn1hm, en+1x) = (hm−1, x)
(hmh
n
1 , en+1x) = q
n(m−1)(hm−1, x),
which are equal since qn = 1. Now, if k ≤ n, we claim that P (n, k) = 0 for all n 6= k. This follows from
the fact that qn = 1, that qn−ℓ) 6= 1 for ℓ ∈ (1, 2, 3, · · · , n− 1), and the fact that
P (n, k) =
(
n
k
)
q
.
The above statement follows from a bijection establishing P (n, k) as the Gaussian binomial coeffi-
cient
(
n
k
)
q
. It is known that the coefficient of qj in
(
n
k
)
q
is the number of partitions of j into k or fewer
parts, with each part less than or equal to k. P (n, k) yields the same result since f takes every k+1-tuple
to a k + 1-tuple with last term 0. Each term must be less than or equal to n − k since we have imposed
that the sum of all the terms is n− k.
We substitute P (n, k) = 0 in (6.5) and (6.6) to find that both products (hn1hm, ekx) and (hmh
n
1 , ekx)
are 0 unless n = k or n = k − 1 (already addressed). If n = k, then{
(hn1hm, enx) = (hm, x) + qP (n, n− 1)(h1hm−1, x)
(hmh
n
1 , enx) = q
nm(hm, x) + q
(m−1)(n−1)P (n, n− 1)(hm−1h1, x).
Since qmn = 1 and P (n, n − 1) = 0, the above two expressions are equal. We therefore have the desired
result when q is a primitive root of unity. By using some basic number theory and the recursive property
of the Gaussian polynomials that (
n
k
)
q
= qk
(
n− 1
k
)
q
+
(
n− 1
k − 1
)
q
,
one may extend the result to any root of unity.
6.4 Insertion
In this subsection, we develop the novel idea of insertion as a method for developing further relations
in NΛq . Note from the previous arguments in this section that many diagrammatic relations between
elementary symmetric functions involve evaluating the bilinear form (hλ, ekx), for some λ, k, and x ∈
NΛq. The insertion method aids in the general computation of this bilinear form.
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Let λ and µ be compositions such that λ = (λ1, λ2, · · · , λz) and µ = (µ1, µ2, · · · , µz). The length of λ
and µ, which will be denoted by ℓ(λ) and ℓ(µ), is z. Define |λ| = λ1 + λ2 + · · · + λz. Let σ
k
ℓ be a binary
sequence of 0’s and 1’s with k total elements, ℓ of which are 1. Let Okℓ be the set of all σ
k
ℓ for given k and
ℓ. The size of the set Okℓ is
(k
ℓ
)
.
Define subtraction and multiplication of compositions in a component-wise manner
λ− µ = (λ1 − µ1, λ2 − µ2, · · · , λz − µz)
λµ = (λ1µ1, λ2µ2, · · · , λzµz).
Let Tmn be the composition withm elements, all of which are n. Let λ
G
k = (λk+1, λk+2, · · · , λz) and let
λLk = (λ1, λ2, · · · , λk). Further, let r(λ) denote the composition (λ1, λ1+λ2, λ1+λ2+λ3, · · · , λ1+· · ·+λz).
Define (hλ, ekx)hµ to be the result when computing (hλ, ekx), but with hµ appended to the beginning of
hα all bilinear forms (hα, x). We call this process insertion.
Example 6.4.
(h2h3, e1x)h1 = (h1h1h3, x) + q
2(h1h2h2, x)
We now show some applications of insertion. The first is a result that simplifies the computation of
a specific bilinear form.
Lemma 6.5. The equation (hnhλ, ekx) = q
(k−1)(n−1)(hλ, ek−1x)hn−1 + q
kn(hλ, ekx)hn holds.
Proof. We utilize casework and the diagrammatic approach. There are two cases; either there exists a
strand connecting hn and ek, or there is not.
. . . x . . .
If there exists a strand connecting hn to ek, then summing across all possible diagrams, we obtain
(hλ, ek−1x)hn−1 . The insertion of hn−1 is due to the fact that n − 1 strands from hn intersect x, and must
be accounted for when summing. However, each of the n − 1 strands from the hn platform intersects
each of the k − 1 strands from ek to hλ. This case contributes q
(k−1)(n−1)(hλ, ek−1x)hn−1 .
. . . x . . .
If no strand connects hn to ek, then summing across all possible diagrams, we obtain (hλ, ekx)hn . The
insertion of hn is due to the fact that n strands from hn intersect x, which must be accounted for in the
summation. However, each of the n strands from the hn platform intersects each of the k strands from
ek to hλ, so this case contributes q
kn(hλ, ekx)hn .
These are the only two possible cases and putting the two cases together yields the desired result.
Also note that
(hn, ekx) =

(hn, x) if k = 0
(hn−1, x) if k = 1
0 if k < 0 or k > 1,
since at most one strand can connect hn and ek.
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We can now compute the general bilinear form (hλ, ekx), thereby facilitating the discovery of further
relations between elementary symmetric functions.
Lemma 6.6. We have that
(hλ, ekx) =
m∑
l=0
∑
Om
l
q|(λ
L
m−σ
m
l
)(Tm
k
−r(σm
l
))|(hλGm , ek−lx)hλLm−σml
.
Proof. We induct onm. Ifm = 1, then the proposition becomes:
(hλ, ekx) =
1∑
l=0
∑
O1
l
q|(λ1−σ
1
l
)(k−r(σ1
l
))|(hλG
1
, ek−lx)h
λL
1
−σ1
l
, (6.7)
which reduces to Proposition 1.2.
Now assume that the result holds form. Then,
(hλ, ekx) =
m∑
l=0
∑
Om
l
q|(λ
L
m−σ
m
l
)(Tm
k
−r(σm
l
))|(hλGm , ek−lx)hλLm−σml
=
m∑
l=0
∑
Om
l
q|(λ
L
m−σ
m
l
)(Tm
k
−r(σm
l
))|q(k−l−1)(λm+1−1)(hλGm+1
, ek−l−1x)h
λLm−σ
m
l
hλm+1−1
+
m∑
l=0
∑
Om
l
q|(λ
L
m−σ
m
l
)(Tm
k
−r(σm
l
))|q(k−l)(λm+1)(hλGm+1
, ek−lx)h
λLm−σ
m
l
hλm+1
.
We therefore have
(hλ, ekx) =
m+1∑
l=1
∑
Om
l
q|(λ
L
m−σ
m
l−1
)(Tm
k
−r(σm
l−1
))|q(k−l)(λm+1−1)(hλGm+1
, ek−lx)h
λLm−σ
m
l−1
hλm+1−1
(6.8)
+
m∑
l=0
∑
Om
l
q|(λ
L
m−σ
m
l
)(Tm
k
−r(σm
l
))|q(k−l)(λm+1)(hλGm+1
, ek−lx)h
λLm−σ
m
l
hλm+1
. (6.9)
Let aml denote a composition in O
m
l that ends in a 0. Let b
m
l denote a composition in O
m
l that ends in
a 1. Let Aml and B
m
l be the set of all a
m
l and b
m
l , respectively. Now, consider the terms indexed only by
1 ≤ l ≤ m:
m∑
l=1
∑
Bm+1
l
q|(λ
L
m+1−b
m+1
l
)(Tm+1
k
−r(bm+1
l
))|(hλGm+1
, ek−lx)h
λL
m+1
−b
m+1
l
+
m∑
l=1
∑
Am+1
l
q|(λ
L
m+1−a
m+1
l
)(Tm+1
k
−r(am+1
l
))|(hλGm+1
, ek−lx)h
λL
m+1
−a
m+1
l
=
m+1∑
l=0
∑
Om+1
l
q|(λ
L
m+1−σ
m+1
l
)(Tm+1
k
−r(σm+1
l
))|(hλGm+1
, ek−lx)h
λL
m+1
−σ
m+1
l
.
The terms indexed by 1 ≤ l ≤ m match their corresponding terms in the Proposition. It remains to
consider the cases l = 0 and l = m. For l = 0, note that there does not exist a bm0 , and for l = m + 1,
note that there does not exist an amm. From here, it is easy to see that these terms satisfy the proposition
as well (the l = 0 term can be found in the second sum of (6.8) and the l = m + 1 term can be found in
the first term of (6.8)).
24
Therefore, an explicit formula for the bilinear form can be given by:
(hλ, ekx) =

0 if k ≥ z + 1
q|(λ
L
k−1
−σk−1
k−1
)(T k−1
k
−r(σk−1
k−1
))|(hλL
k−1
−σk−1
k−1
hλk−1) if k = z
∑
Oz−1
k−1
q|(λ
L
z−1−σ
z−1
k−1
)(T z−1
k
−r(σz−1
k−1
))|(hλLz−1−σ
z−1
k−1
hλz−1)
+
∑
Oz−1
k
q|(λ
L
z−1−σ
z−1
k
)(T z−1
k
−r(σz−1
k
))|(hλLz−1−σ
z−1
k
hλk) if k < z.
7 Conclusion and Further Research
Through this work, we have contributed towards the program of oddification by studying properties
of odd Dunkl operators in relation to diverse ideas in mathematics; namely, we connected odd Dunkl
operators to odd divided difference operators, the classical Yang-Baxter equation, and the important Lie
algebra sl2. We used inductive arguments and introduced refinements of the odd divided difference
operators and the odd Dunkl operators in order to prove our main results. By discovering odd versions
of the Dunkl Laplacian and sl2-triples, which play important roles in the representation theory of even
symmetric polynomials, we have strengthened the odd theory and provided new areas of investigation
for future researchers.
In Section 4, we gave an action of sl2 on skew polynomials through a variant of the Khongsap-Wang
odd Dunkl operator. In the future, we will try to describe the weight spaces and isotypic decomposition
of this representation. We could also apply our results by studying higher degree differential operators
in the odd case, since the representation theory of sl2 allows us to conveniently reduce degree to second
order [13].
Ellis, one of the authors who introduced the odd nilHecke algebra, asked if there were odd analogs
of other symmetric polynomials, such as Jack polynomials or Macdonald polynomials. Here, we outline
a procedure for answering his question and making progress towards finding odd Jack polynomials.
We first introduce the odd Cherednik operators
Yi = −αxiηi +
∑
k<i
si,k − (n− 1). (7.1)
Applying arguments similar to those used by Khongsap and Wang in [18], we can find that
1. YiYj = YjYi
2. siYi = Yi+1si − 1
3. siYi+1 = Yisi + 1
4. siYj = Yjsi for j 6= i, i + 1.
The next step would be to find a scalar product for which the odd Cherednik operators are self-
adjoint. One can then define the odd Jack polynomials as eigenfunctions of the odd Cherednik opera-
tors and study their properties as in [20]. Since the odd Cherednik operators are closely related to the
odd Dunkl operators and the ri,k we introduced in Section 2, the work in this paper would contribute
significantly towards the study of odd Jack polynomials.
Factorization entails yet another problem of interest in the odd theory. For example, one can use the
method of undetermined coefficients to show that, for odd n,
xn1 − x
n
2 = (x1 + ax2)
n−1∑
k=0
vka
kxn−1−k1 x
k
2 ,
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where vn−1a
n = −1, and vk is defined as follows:
vk =
{
1 k ≡ 0, 3 (mod 4)
−1 k ≡ 1, 2 (mod 4).
Such identities arise in subtle ways in the action of operators on P− and the study of these kinds of
noncommutative factorizations have separate combinatorial interests as well.
In Section 5, we introduced q-nilHecke algebras for all q 6= 0, 1,−1. It would be interesting to study if
the q-nilHecke algebras categorify an interesting Lie theoretic algebra, and whether they can be used to
construct invariants of links or other geometric structures. One could also begin a diagrammatic study
of the q-nilHecke algebras as in [9].
In the same section, we defined elementary q-symmetric functions, which brings up the problem of
finding relations between these generators and further studying the structure of Λqn. We introduced a
method for solving this problem using diagrams in Section 6, and found some of these relations. How-
ever, the remaining relations between the ei are muchmore complex than their even or odd counterparts,
and merit further study. When q3 = 1, for example, the following degree 6 relation holds:
v1 = e11211 + e12111 + e21111
v2 = e1122 − 2e1221 + 3e2112 + e2211
v3 = 2e1131 − 2e114 + 2e1311 − 2e141 + 3e222 + 2e1113 − 2e411
v1 + q
2v2 + qv3 = 0,
where eλ = eλ1 . . . eλk for λ = (λ1, λ2, . . . , λk).
We also conjecture that our results, and especially the definition of odd Cherednik operators, have
connections to recent geometric work of Braden, Licata, Proudfoot, and Webster, who have constructed
category O for certain Cherednik algebras. As a result, we believe that the ideas in this paper will
further develop the program of oddification and also create a more thorough understanding of higher
representation theoretic structures.
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