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We describe how, by generalizing the notion of the length of words in a group resentation, 
we have developed a computer program which can be directed by the user towards finding 
relators of a certain type. We present evidence toshow that he user can direct he program, 
by choosing a suitable length function, towards finding the order of a specified generator. 
Evidence also suggests hat simpler final presentations are obtained if the length function is
chosen so that the program is positively directed towards increasing occurrences of certain 
generators that the elimination routine is directed to retain. 
1. Introduction 
Given a finite presentation of a group one wishes to deduce information about the 
structure of the group. The method of achieving this is to modify the presentatio n using 
Tietze transformations, see Johnson (1980), aiming to reduce the number of generators 
and the number and the length of the relators. It is always preferable to have relators 
which give immediate structural information about the group. 
In the present paper we describe how, by generalizing the notion of the length of words 
in a presentation, we have developed a program which can be directed by the user 
towards finding relators of certain types. The flexibility gained by allowing the user of the 
Tietze program to assign different length functions not only increases the chances of 
finding structurally useful relators but also greatly enhances the program's potential to be 
used to experiment with different simplification techniques. 
2. Preliminaries 
Simplifying group presentations using a computer implementation of Tietze 
transformations plays an important role in solving many group theory problems. For 
example the Tietze transformation program described in Havas et al. (1984) has been 
used to find presentations of finite simple groups (Campbell & Robertson, 1984a,b), to 
solve problems on Burnside groups (Havas & Richardson, 1983), to investigate knot 
groups (Havas & KovAcs, 1984), to investigate Fibonacci groups (Havas et al., 1979) and 
to determine non-abelian tensor products of groups (Brown et al., 1987). This program 
has been specifically designed to be used as part of a Reidemeister-Schrcier program and 
has also been designed to form part of the modified Todd-Coxeter program described in 
ArrcU & Robertson (1984). 
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Details of the various functions of the Tietze program are discussed in Havas et al. 
(1984). For the purpose of this article we shall concentrate on the two main functions of 
the program. 
1. Eliminating generators. Generators which occur only once in some relator can be 
eliminated. 
2. Substring searching. A relator l is chosen and the remaining relators are searched in 
an attempt to find a relator 2 with a matching substring common to both rl and r 2 which 
exceeds half the free length of rl. By the free length of a word we mean its length in the 
free group and denote this free length of the word w by fl(w). 
If such a matching substring is found then in some cyclic permutation of rl and r2 we 
have 
r I ~ Ul)~ r 2 ~--- UW 
where fl(u) > fl(v). Notice that, to simplify notation, given a relator we choose the most 
suitable cyclic permutation and also represent this by r. Now we replace the relator z by 
the relator ~2 = v - tw noting that 
f iG)  = fl(v- 1) + fl(w) 
= fl(v) +f l (w) 
<fl(u) +d(w)  = 
Substring searching therefore attempts to minimize the free length of a presentation. 
The purpose of a Tietze program is to simplify a group presentation. The difficulty is 
that there is no satisfactory criterion for specifying what goal to adopt in such a program. 
Even if one accepts the goal of the Tietze program (Havas et al., 1984), namely to 
minimize the number of generators and to minimize the free length of the relators, it is 
certainly not always the case that shortening relators at each stage will lead to the 
shortest possible free length in the final presentation. For example in hand calculations a 
relator is often lengthened using other elators until it collapses allowing a short relator to 
be deduced. We seek a Tietze program which has the facility to increase the free length of 
relators. Clearly this must be done with a systematic method and the idea of a generalized 
length function satisfies this criterion. 
Some types of relator are of more use in determining group structure than others. For 
example commutators, relators involving conjugates, relators giving the order of 
generators and the order of products of generators are useful. We would like to be able to 
direct our Tietze program towards the type of relators that we wish to see in the final 
presentation. 
The Tietze program (Havas et al., 1984) has a strategy for eliminating enerators which 
allows one to prevent certain generators being eliminated. However it would be useful to 
be able to direct our Tietze program more positively towards obtaining a presentation  
a selected subset of the generators. 
3. The Weighted Substring Search 
In an attempt to produce amore flexible Tietze transformation program we implemented 
a program, written in Fortran 77, in which the length function can be modified. The 
author is happy to make the program available to anyone who wishes to use it. 
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For a generator g we define wt(g) to be a specified natural number which is the weight 
of the generator g. Of course we put wt(g) = wt(g -1) and for a word 
W = _:I:i~• •  
Yh ~/i2 . . .g i .  
we define the weighted length wtl(w) of w by 
wtl(w) = ~ wt(go). 
j=t  
Note that if we put wt(g~) = 1 for each generator g~ then wtl(w) =fl(w) so, in this case, the 
weighted length equals the free length. 
Changing the length function in the substring search routine of Havas et al. (1984) is 
only possible if other modifications are made. The slightly different echnique described 
below not only allows the flexibility of changing length functions but even using the free 
length can give better esults than Havas et al. (1984). An example is given in section 4. 
A relator l is copied twice into a linear array with the generator x 1 in the first position 
of the second copy of rl. Now consider a relator r2 and look for an occurrence of x 1 or 
x? 1. We describe the matching only if xl is found, a similar procedure being used if xi-~ is 
found in r2. 
Scan to the left of xl in the array and in r2 until no further match is found. Suppose the 
last matching enerator in the array is x~ and now consider the cyclic permutation of r 1 
starting at x2. Scan r~ and r2 to the right of xl for a matching substring of weighted 
length greater than or equal to half(r1), where half(rl) = [wtl(rl)/2] + 1. 
In the case where such a match occurs then rt = uv and r 2 = uw with 
wtl(rl) = wtl(u) + wtl(v) 
where 
wtl(u) >t half(rt) > wtl(v). 
Replace the word u in r2 by the inverse of v so that the relator r 2 is replaced by the 
relator r2 = v-iw where 
wtI(~z) = wtt(v) + wtt(w) 
< wtl(u) + wtl(w) = wtl(r2). 
Such a substring replacement decreases the weighted length of r 2 but the free length may 
increase, stay the same, or decrease. 
Each occurrence ofx~ or x~ -1 in r2 is considered for a match and, keeping rl fixed, each 
possible relator of weighted length greater than that of rl is considered as a candidate for 
r~. If r~ has exponent greater than 1 then any matching substring of weighted length 
greater than or equal to half(r1) must include x~ or xi -1. However if r~ has exponent 1
then, starting from x~ we scan to the right until we find the generator x3 such that if 
= o71... 
then gl = xl, gt = xa so that 
wtl(g? l g~ l . . . g! l) >>, half(rl) ' 
wtl(g? lg~ ~. . .  g~J~) < half(r~). 
Now copy the cyclic permutation of r~ beginning with x3 twice into the array and seek 
62 E.F. Robertson 
matching substrings as before. The point of this is that any substring in r t whose weighted 
length is over half that of rl must contain either xl or xa (or both). 
The basic unit of substring searching is a pass through the relators which involves 
taking each relator in turn as the 'test' relator. If the weighted length of  the presentation, 
that is the sum of the weighted lengths of the relators, is reduced in a pass then another 
pass through the relators occurs as a further reduction in weighted length may now be 
possible. 
4. Results 
As a test exampic we took the presentation, obtained by using our Reidemeister- 
Schreier program, for the subgroup B = (x, y) where x = a l ia - lb-1,  y = ab- la - lb  of 
the group 
G = (a, b[ab2a- lb- la3b -1 = ba2b- la - lbaa  -1 = 1) 
The same test example is used for the modified Todd-Coxeter algorithm in Arrell et al. 
(1984). 
Our Reidemeister-Schreier program has the facility to rewrite the original subgroup 
generators in terms of the Schreier generators and add the corresponding relators to the 
presentation. Now H has index 72 in G and we obtain a presentation P for H with 75 
generators and 146 relators. There are 73 Schreier generators which we shall denote by 
91, 92 . . . .  , g73 and the two subgroup generators x and y. The presentation P contains 144 
Reidemeister relators and the two relators which rewrite generators x and y in terms of 
the Schreier generators. 
The presentation P is input to our weighted length version of the Tietze transformation 
program. We used five different rial weightings of the generators. 
Weighting I wt(x) = 1, wt(y) = 1, 
wt(gl) = 1, i ~ i ~ 73; 
Weighting 11 wt(x) = 1, wt(y) = 1, 
wt(gi) = 10, 1 ~< i ~ 73; 
Weighting 111 wt(x) = 1, wt(y) = 2, 
wt(9~) = 100+2i, 1 ~< i ~< 73; 
Weighting 1V wt(x) = 5, wt(y) = 1, 
wt(gg) = 10, 1 ~< i ~< 73; 
Weighting V wt(x) = 2, wt( y) = 2, 
wt(gi) = 1, 1 <. i <<. 73. 
We used an identical automatic simplication routine with each of the different 
weightings using a total of 20 different elimination strategies with each weighting. The 
main difference between the strategies i the frequency with which the weighted substring 
search routine is used. The automatic simplification routine attempts to find a 
presentation on the generators x and y, only as a last resort when no other generator 
could be eliminated would the program attempt o eliminate x or y. 
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The table below gives the average of the results for the 20 trials with each of the five 
weightings. The information given is as follows: 
(a) percentage of trials that obtain a presentation on generators x and y. 
(b) the average number of relators for those presentations on generators x and y. 
(c) the average free length of the unexponentiated relators for those presentations on 
generators x and y. 
(d) the average time taken for the simplification in seconds on a VAX 785 for those 
presentations on generators x and y. 
(e) percentage of trials that contain the order of x as a relator. 
(f) percentage of trials that contain the order of y as a relator. 
(g) percentage of trials that contain the order of xy as a relator. 
(a) (b) (c) (d) (e) (0 (g) 
I 95 8.8 46.8 85.9 30 20 80 
II 100 7'9 47.6 54.2 10 20 90 
III 100 8.6 44.2 40.1 90 10 I00 
IV 100 7'7 44.4 53'1 0 100 50 
V 50 21.2 658.0 148.2 30 10 70 
Some observations on these results are worthwhile. Using the weighting I, that is the 
normal free length, the reduction takes noticeably longer than when weightings II, III or 
IV are used. This is because the free length of the presentation builds up steadily with 
weighting I until only a small number of generators emain. Then considerable shortening 
occurs suddenly. Using weightings II, III and IV an early build up and then considerable 
shortening occurs near the beginning of the reduction. 
We note also that when generator x is weighted less than generator y then the order of 
x is much more likely to be found as a relator while the order of y is much more likely to 
be found as a relator when generator y is weighted less than generator x. See for example 
columns (e) and (f) for rows III and IV. We see therefore that we are able, at least to a 
limited degree, to direct the Tietze program by a suitable choice of weighting. 
Another point worth noting is that with weightings II, III and IV (particularly with 
weighting III) the substring search tends to make more passes per weighted substring 
search than under weighting I. As an example, at the stage in the reduction with 
weighting III where the presentation contains 128 relators and 57 generators the weighted 
substring search makes 16 passes, the free length before each pass being given as follows: 
619, 909, 1233, 1413, 1391, 1063, 1012, 627, 
581, 548, 483, 479, 445, 453, 447, 437. 
The equal weighting strategy I is the only one of the weightings I, II, III or IV for 
which a failure occurs in obtaining a presentation on the generators x and y. It therefore 
seems reasonable to expect weighting V to be less good. The change in performance of the 
automatic simplification routine is more dramatic than might have been expected. 
This is caused by the program having two strategies working against each other. On 
the one hand occurrences of generators x and y are avoided by the weighted substring 
replacement while on the other hand the program attempts to obtain a final presentation 
involving only generators x and y. 
Perhaps the best presentation for H was obtained with weighting II namely 
H = (x, Yl[x 2, y] = I-x, y:'l = (x2y2)  2 = (xy) 4 = y12 = (xyx- ly)6 ~ 1) 
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although this still contains redundant relators. Relators 3, 5 and 6 are each 
redundant in the sense that any one of these can be omitted yet no two can be deduced 
from the remaining four relators. 
As a further example of how different weightings direct the program to find different 
types of relators we observe that when generator x is weighted at 1 while the other 
generators are weighted at 100 we find relators uch as 
(x3y-  ixy-  1)2, 
(x2y- 1)4, 
(xSy-  lXy)2" 
Conversely when y has weight 1 while all other generators are weighted at 100 relators 
such as 
x4y-  S, (xy-  1xy-  3)2 
appear in the final presentation. 
Finally we give an example to show that the substring search routine described above 
can give better esults than Havas etal. (1984) even using the free length. Consider 
(a, blai~ = allba2ba-iib = 1>. 
This presentation has free length 40 and it is easy to see that the free length can be 
reduced to 22 by replacing the substrings al~ and a-lo in the second relator by b-1 and 
bah respectively. However the substring search routine of Havas et al. (1984) only reduces 
the free length to 38. This is because the second relator is 
a* " a 7 9 ba2b 9 a -7 9 a-4b 
and the substrings a 7 and a-7 are replaced by b - la - lb - ia -3  and aabab respectively. No 
further simplification occurs. 
The substring search routine described in section 3, with wt(a) = wt(b) = 1 gives a 
considerably better esult reducing the free length from 40 to 24. 
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