Abstract: Inspired by the behaviors of plant root growth, an Artificial Root M ass (ARM ) optimization algorithm based on an artificial root model is proposed. This ARM algorithm simulates the plant's root growth strategies including proliferation and 'intelligent' decisions about growth directions. Ten well-known benchmark functions are employed to validate its optimization effect. ARM is compared with other existing algorithms, including genetic algorithm (GA), particle swarm optimization (PSO) and differential evolution (DE). The experimental results show that ARM seems much superior to other algorithms on the selected benchmark functions in multidimensional cases. ARM algorithm is used for data clustering on several benchmark datasets. The performance of the ARM algorithm is compared with GA, PSO and DE on clustering problems. The simulation results show that the proposed ARM outperforms the other three algorithms in terms of accuracy and robustness on most of selected datasets. The proposed algorithm ARM provides a new reference for solving data clustering problems.
Introduction
Many metaheuristic algorithms inspired by biological behaviors have been proposed to solve tough optimization problems. Genetic Algorithm (GA) mimics the process of natural evolution [1] . A novel GA based clustering technique [2] is capable of automatically finding the right number of clusters. Particle Swarm Optimization (PSO) algorithm simulates the swarm behavior of birds and fish [3] . PSO has many advantages over other alternative optimization techniques like GA which has very high processing demands [4] .So PSO and its improved ones are popular choices for clustering [5, 6] . Firefly Algorithm (FA) simulates the bioluminescent communication behavior of fireflies [7] . FA is used for clustering and evaluating its performance [8] .Bacterial Foraging Optimization (BFO) simulates the foraging behavior of bacteria [9] . A new clustering algorithm based on the mechanism analysis of Bacterial Foraging (BF) is presented [10] . Bacterial Colony Optimization (BCO) is based on a lifecycle model simulating some typical behavior of E. coli bacteria [11] . Artificial Fish Swarm Algorithm (AFSA) which simulates the prey, swarm and follows behavior of a school of fish [12] is applied to cluster [13] . Ant Colony Optimization (ACO) algorithm is modeled on the actions of an ant colony [14] . A novel ACO-based clustering methodology [15] is presented to solve the spatial clustering problem with no priori information on the data set. Artificial Bee Colony (ABC) algorithm is inspired by the foraging behavior of a swarm of bees as proposed by Karaboga [16] . A new discrete ABC algorithm is performed on dynamic clustering [17] .
Most bio-inspired algorithms simulate some behaviors of animals. However, plants also have 'brain-like' control [18, * T his work is supported by the National Natural Science Foundation of China under Grant 61174164 and 51205389. 19 ]. In order to colonize large soil areas and explore soil in their search for nutrients, plants develop extremely complex root systems. Calculations for one winter rye plant revealed 13815672 roots with a surface area of about 130 times that calculated for its shoots [20] . Thus, plant roots have ability to explore the dark soil by proliferating roots. Thus some researchers proposed a plant growth simulation algorithm (PGSA) simulating plant growth [21] . PGSA is built including leaf growth, branching, phototropism and spatial occupancy. Every algorithm has its advantages and disadvantages. "No free Lunch "theorems [22, 23] suggest that one algorithm could not possibly show the best performance for all problems. Many strategies improving existing algorithms or studying new algorithms can get better optimization effects. Inspired by the root growth behavior of plants, a new algorithm named Artificial Root Mass (ARM) for optimization is proposed.
The remainder of the article is organized as follows. Section 2 introduces some re-search about root growth. Section 3 presents a new artificial root mass model, proposes the ARM optimization algorithm, and gives the pseudo code. Section 4 gives the simulation of the new algorithm on two well-known benchmark functions and tests the ARM algorithm on a set of benchmark functions compared with other existing algorithms. This section also describes the experiment process in detail, presents the experimental results and gives the analyses. Section 5 discusses the clustering problem and shows the application of the ARM algorithm on a clustering problem. Finally, section 5 gives the conclusion and discusses further studies.
Root Growth Research
To understand the biological process of plant root growth, many researchers built kinds of models as a means of simulating the growth behaviors of plants. Different models Proceedings of the 35th Chinese Control Conference July 27-29, 2016, Chengdu, China show different purposes. In order to describe the process of plant growth, some mathematical models were constructed and were useful for the investigation of the effects of soil, water usage, nutrient availability and many other factors on crop yield [24] .
There is increasing evidence that root-root interactions are much more sophisticated [25] . Most communication between plants is likely to be chemical or possibly electrochemical -unfortunately the most difficult types of communication to observe [26] . A modeling study of root competition for water between plants with Ambrosia-type behavior suggests that plants could benefit from sensing the presence of competing roots and reallocating root growth to parts of the soil that are not occupied by competing roots [26] . In a growing number of cases, plants have been demonstrated to avoid competition between roots of the same plant [27] [28] [29] . Specifically, plants grow fewer and shorter roots in the vicinity. In some cases, plant roots grow towards other roots that belong to the same intact plant [30, 31] . In other cases, plants increase their root allocation in the vicinity of alien plants at the expense of reproduction [32, 33] .
Roger Newson characterized the root growth strategy of plants in a model [34] : Each root apex may migrate downwards (or sideways) in the substrate. Each root apex, as it migrates, leaves behind it a trail of root mass, which stays in place. Each root apex may produce daughter root apices. Each root apex may cease to function as above, and "terminally differentiate" to become an ordinary, on-migrating, on-reproducing piece of root mass.
In addition, plant roots also show some intelligent behaviors. Soil is a very heterogeneous medium that contains solids of various sizes, air spaces and soil solution. Resource-acquiring organs in such a medium may have an advantage if they can detect the presence of large solid objects (or air spaces) that are unlikely to yield re-sources, and react by reducing or redirecting growth towards them [35] . Growing root apices show complex behavior based on 'intelligent' decisions about their growth directions [25, 36] .
Existing root system models can be divided into pure root growth models, which focus on describing the root system's morphology, and more holistic models, which include several root-environment interaction processes, e.g. water and nutrient uptake [37] . However, we don't want to pay attention to a root system's biological and agricultural significances. From the above point of view, plant roots are fascinating as they are able to find the best position providing water and nutrient in soil, depending on their growth strategy. These strategies include interactions of roots, competition of roots, proliferation, making 'intelligent' decisions about root growth directions, and so on.
Artificial Root Mass Algorithm
The root growth process is linked to the optimizing process for an objective function and an artificial root mass model is proposed: a. A certain number of plant root systems constitutes an artificial root mass. These plant root systems are independent and they can be seen as roots of different plants.
b. In order to absorb the nutrition in soil, each root of the same plant root system proliferates by branching roots. The growth process of each root is producing branch roots continuously. As the root branches new roots, the number of the root mass becomes larger.
However, for some roots, this kind of growth may stop because of low fitness. Some rules are made to idealize the root growth behaviors: for a root system, roots are sorted in descending order according to fitness. The roots with better fitness are able to continue to grow. The roots with worse fitness stop growing. The selection of roots participating in the next generation employs the linear decreasing way according to Eq. (1). This way makes the roots with better fitness perform root branching and makes the worse ones stop going on growing.
( ) eva sVal sS sS sE mEva (1) where eva is the current function evaluation count and mEva is the maximum function evaluation count. sS is the initial percentage and sE is the last percentage.
c. Roots turn to in direction that provides the optimal soil water and fertilizer conditions, so they may proliferate. The direction of root growth is determined by neighbor roots. Each root grows towards a neighbor root because they are competing for resources. The neighbor root is selected randomly. If the growing environment of the neighbor root is better than the one of the current root, the new root is produced following Eq. (2). Otherwise, the new root grows towards a random direction following Eq. (3).
( ) nR R rand mR R (2) where nR represents the newly produced root, R is current root and mR is the selected neighbor root. rand is a randomly produced number between 0 and 1. It is worth nothing that mR is the root with the best fitness in a randomly selected root system different from the current root system.
A D-dimensional vector is used to represent a plant root.
where j is a randomly selected dimension index between The root growth model offers a wonderful inspiration for proposing a new optimization algorithm. The objective function is treated as the growth environment of plant roots. The initial root systems forms a root mass. The initial number of roots in each root system is one. Each root can be treated as the solution of the problem. The process of root growth can be simulated as an optimizing process in the soil replaced with an objective function. In view of this, an artificial root mass (ARM) optimization algorithm is proposed.
The pseudo code of ARM algorithm is listed in Table 1 . In each generation, traverse all root systems in the root mass and do the following operations for every root system: Sort the roots in descending order according to fitness. The selection of roots participating in the next generation employs the decreasing way according to Eq. (1). In the selected roots, traverse every root and let the root branch a new root. It is worth nothing that the neighbor root is the best root in a randomly root system from different root systems. Evaluate the fitness of the new root 8.
If fitness of new root is better than current root Add the new root to the current root system 9. Endif 10.
End
Validation and Comparison
There are many benchmark functions for validating a new algorithm. First, two well-known functions were chosen to validate the optimization ability. Then ARM was tested against other heuristic algorithms. In order to test the performance of ARM, PSO [3] , GA [1] and DE [38] were employed for comparison. DE is a well known and simple population based probabilistic approach for global optimization. In addition, in order to compare the different algorithms fairly, number of function evaluations (FEs) is used as a measure criterion.
Validating New Algorithm
In order to show the validity of the new algorithm, simulations were imple-mented on 2-dimentional functions. Two well-known benchmark functions including the Ackley function and the Griewank function are employed for validating the optimization ability of ARM. The surface of 3D-Ackley function is shown in Fig. 1 . The surface of the 3D-Griewank function is shown in Fig. 2 . There are lots of small peaks and valleys on the surface which show there are many local optimal solutions. So it is hard to find an optimum solution for the two functions. In our implementation, the population size= 20, selectS =0.99 and selectE = 0.1 in ARM. The positions of roots in ARM are shown in Fig. 3 .
Ackley function: As seen from Fig. 3 , the roots are randomly distributed in the search region at the very beginning. With the increase of iteration times, the roots grow towards the global best (0, 0).The simulation briefly explains the validity of ARM algorithm in a visual way.
Experiment Sets
The max evaluation count with a dimension of 30 is 50000. The population size was 20 for four algorithms. In order to do meaningful statistical analyses, each algorithm runs 30 times and takes the mean value and the standard deviation value as the final result. In GA, single-point crossover is employed, probability of crossover is 0.95 and probability of mutation is 0.1. In PSO, inertia weight varied from 0.9 to 0.4 and learning factors c1 and c2 were set to 2.0. In ARM, selectS is 0.99 and selectE is 0.1. Ten well-known benchmark functions, most of which are widely adopted by other researchers [39] 
Results and Analysis
The mean and standard deviation of the function values obtained by the four algorithms with 30 dimensions are listed in Table 2 . M is the mean value of the function values. S is the standard deviation of the function values . R represents the performance order of the four algorithms on each benchmark function. Best values obtained on each function are bolded. As can be seen in Table 2 , on function with dimension of 30, ARM gets the best mean and standard deviation results on ten benchmark functions. PSO performs better than GA and DE on all the functions in terms of accuracy and performs better than GA and DE on 1 2 3 4 7 , , , , f f f f f and 10 f in terms of robustness. GA performs better than DE on 1  3  4  5  7  8 , , , , , f f f f f f and 9 f in terms of accuracy and performs better than DE on 1 2 3 4 6 7 8 , , , , , , f f f f f f f and 9 f in terms of robustness.
ARM for Data Clustering

Data clustering
Clustering is an important research topic because of its many applications including data mining, image segmentation, pattern recognition and machine learning. Many clustering algorithms including hierarchical methods, partitioning methods, density-based methods and so on are proposed. The k-means algorithm is efficient, but the clustering results are easily affected by the selection of initial cluster centers and probably fall into a local optimum. Many meta-heuristic methods are proposed to solve the clustering problem, such as Particle Swarm Optimization (PSO), Genetic Algorithms (GA) and Differential Evolution (DE).
Partitional clustering divides a set of n objects into k clusters. Here k is a predefined number of clusters. Let The goal of clustering algorithms is to find such a C which makes the objects in the same cluster as similar as possible while objects in the different clusters are dissimilar. A criterion must be defined to test whether the partition is good or not. A p opular performance function is the total within-cluster variance or the total mean-square quantization error (MSE) [40] , which is defined as follows: 
where j c is the center of jth cluster, p is the number of features for each cluster object. Table 3 : Pseudo Code of main steps of the fitness function
Experiment sets
In order to evaluate the performance of the ARM algorithm for data clustering, GA, PSO and DE are used to compare on several datasets, including Iris, Wine, Glass and CMC. These datasets are selected from the UCI machine learning repository [41] . N is the number of data records. D is the number of features of each record. K is the number of clusters to be divided to.
Iris data (N=150, D=4, K=3): The dataset contains 150 random samples of flowers from the iris species setosa, versicolor and virginica collected by Anderson. From each species there are 50 observations for sepal length, sepal width, petal length, and petal width in cm.
Wine data (N=178, D=13, K=3): The dataset is taken from the MCI laboratory. This data is the result of a chemical analysis of wines grown in the same region in Italy but derived from three different cultivars. The analysis determined the quantities of 13 constituents found in each of the three types of wines.
Glass data(N=214, D=9, K=6):this data was sampled from six different types of glass: building windows float processed(70 objects), building windows non-float processed(76 objects), vehicle windows float processed(17 objects), containers(13 objects), table-ware (9 objects),and head lamps(29 objects), each with nine features, which include refractive index, sodium, magnesium, aluminum, silicon, potassium, calcium, barium, and iron.
CMC (N = 1473, D= 10, K = 3): This dataset is a subset of the 1987 National Indonesia Contraceptive Prevalence Survey. The samples are married women and the problem is to predict the current contraceptive method choice of the women.
Experimental sets are as follows: The max evaluation count is 10000, and the population size was 20 for four algorithms. In order to do meaningful statistical analys es, each algorithm runs 30 times and takes the mean value and the standard deviation value as the final result. Parameters for GA, ARM, DE and PSO are the same with ones in Section 4. Table 4 gives the results including the mean (M) and the standard deviation (S) of the objective function values obtained by GA, ARM, DE, PSO and k-means algorithms. Fig.  4 shows the mean minimum total within-cluster variance profiles of GA, ARM, DE and PSO. The k-means algorithm is efficient, but most of the results are less than satisfactory. The results obtained by k-means algorithm are only for reference. Here the discussion is only for the heuristic algorithms including GA, ARM, DE and PSO.
Results and Analysis
With the Iris dataset, the performance order of the mean value for the four intelligent algorithms is ARM>PSO>GA>DE. The performance order of standard deviation value for the four intelligent algorithms is ARM>GA>PSO>DE. As seen from Fig. 4(a) , ARM converged more quickly than GA and PSO. DE converged more quickly than ARM at the very beginning, but it trapped a local minimum obviously. At last, ARM got the better value than the other three algorithms.
With the Wine dataset, the performance order of the mean value for four intelligent algorithms is DE>ARM>GA>PSO. The performance order of standard deviation value for the four intelligent algorithms is DE>ARM>GA>PSO. As seen from Fig. 4(b) , from the beginning, ARM converged slowly and trapped a local minimum quickly. However, ARM is better than GA and PSO.
With the Glass dataset, the performance order of the mean value for four intelligent algorithms is ARM>DE>GA>PSO. The performance order of standard deviation value for the four intelligent algorithms is ARM>DE>GA>PSO. At the very beginning, DE quickly fell into a local minimum. After about 4000FEs, ARM got a better value than DE and continued to converge, seen from Fig. 4(c) . With the CMC dataset, the performance order of the mean value for four intelligent algorithms is ARM>DE>GA>PSO. The performance order of standard deviation value for the four intelligent algorithms is ARM>GA>DE>PSO. Fig. 4(d) is similar to Fig. 4(c) . The difference is that ARM converged to a better value than DE before 2000FEs. Table 4 show that ARM outperforms the other clustering algorithms in terms of the quality of the solutions for three selected datasets including Iris, Glass and CMC. For the Wine dataset, DE gets the best result while ARM gets the second best result. Compared to GA, DE and PSO, ARM also gets the best standard deviations on dataset Iris, Glass and CMC.
Conclusion
The Artificial Root Mass (ARM) optimization algorithm, based on the root growth behavior of plants, is presented. Ten benchmark functions were used to compare it with GA, PSO and DE. From the formulation of ARM and its implementation, ARM is a very promising algorithm for continuous numerical optimization problems. The numerical experimental results show that the performance of ARM outperforms GA, PSO and DE on the selected benchmark functions with multiple dimensions. ARM is able to exploit new solutions by changing the population size in the process of iteration which simulates the proliferation of plant roots in some way.
ARM algorithm is then used for data clustering and is tested on several well-known datasets. Experimental results illustrate that ARM algorithm not only gets a better result, but also has a better convergence performance on three selected datasets. This proves that ARM is a good potential method for solving data clus tering problems.
