Abstract. High-quality image restoration in real time is a challenge for infrared imaging systems. We present a fast approach to infrared image restoration based on shrinkage functions calibration. Rather than directly modeling the prior of sharp images to obtain the shrinkage functions, we calibrate them for restoration directly by using the acquirable sharp and blurred image pairs from the same infrared imaging system. The calibration method is employed to minimize the sum of squared errors between sharp images and restored images from the blurred images. Our restoration algorithm is noniterative and its shrinkage functions are stored in the look-up tables, so an architecture solution of pipeline structure can work in real time. We demonstrate the effectiveness of our approach by testing its quantitative performance from simulation experiments and its qualitative performance from a developed wavefront coding infrared imaging system.
Introduction
Image restoration is one of the most important techniques for acquiring good quality infrared images. For example, the blurred infrared images degraded by environmental or temperature variation can be sharpened by image restoration. 1 Also, image restoration is used as digital decoding to obtain sharp infrared images in the computational imaging systems such as wavefront coding imaging system. 2, 3 Therefore, the image restoration algorithm should possess both good restoration quality and adequate execution speed for real-time imaging. However, image restoration is an inverse problem. The restoration process is often ill-posed considering that noise in the data may give rise to significant errors in the estimate. 4 Prior information about sharp images can regularize this problem to achieve visual realism. According to a simple prior model, the restoration algorithm can be noniterative and real-time, which provides explicit, closed-form inverse operations. For example, the Wiener filter based on a Gaussian prior is a popular restoration method for engineering applications. Its prominent advantage is high implementation efficiency with finite impulse response (FIR) filters. However, Wiener filter tends to be influenced by noise easily, causing serious artifacts and ringing around edges. Only high signal-to-noise ratio (SNR) images can obtain good restored results. However, the low SNR is the inherent limitation of infrared imaging system. 5 Therefore, Wiener filter is limited in infrared imaging restoration. In order to overcome this problem, the Wiener filter is used in nonlinear image transform domain, such as the wavelet transform, shape-adaptive discrete cosine transform (SA-DCT), 6 and block-matching and 3-D filtering (BM3D). 7 These methods achieve much better visual quality with less noise, but most nonlinear transforms are timeconsuming. In academic research, the state-of-the-art methods are coming from Bayesian inference, where the restoration problem is solved by maximum a posteriori probability (MAP) estimator. The likelihood is achieved by the statistics of the noise easily, but it is difficult to model the prior without acquiring the sharp image. Therefore, how to model prior information from typical images to greatly improve image restoration becomes the most interesting area of image processing. [8] [9] [10] [11] [12] [13] [14] [15] Generally, the prior is captured from natural images, which are sharp photographs of the typical environment in which we live. It can be grouped into two categories: heavy-tailed distribution and learning-based methods. Most researches [11] [12] [13] agreed that the gradients or transforms of nature images tend to obey a heavy-tailed distribution, whose tails are heavier than the exponential distribution. Various approximations of the heavy-tailed distribution are used to describe the gradients of sharp images, such as hyper-Laplacian distribution, 13 generalized Gaussian distribution, 16 Gaussian mixture model, 17 and Gaussian scale mixture. 18 The restored images based on heavy-tailed priors have sharp edges and less ringing and noise. However, the mid-frequency textures are removed, because the independence among local gradients fails to capture the global statistics of gradients for the whole imag. 19 The learning-based method 8, 14, 15 capturing the prior from training data of sharp images can be used for restoration, because common patterns behind natural images can generate all kinds of natural structures. 20 Restored results of learning-based method are quite impressive, but the speed is too slow to restore in real time. Otherwise, both the heavy-tailed distribution and the learning-based methods have a common problem for expressing the prior. They do not consider or discuss the influence of an imaging system. Sharp images of the same scene captured but from different imaging systems will show some difference among their priors. This means that the prior based on heavy-tailed distribution or learning from different image databases is optimal for general image restoration but not for an imaging system.
In this paper, we propose a fast approach to infrared image restoration based on shrinkage functions calibration. Rather than directly modeling the prior, we learn the shrinkage functions for restoration by using the acquirable sharp and blurred image pairs from the same infrared imaging system. The prior is hiding in shrinkage functions, because shrinkage functions can recover the sharp image from its blurred version. Otherwise, all sharp and blurred image pairs used for training shrinkage functions are coming from the same imaging system, so shrinkage functions can reflect the character of the imaging system. This means that each imaging system has its own shrinkage functions, which can achieve very high levels of image quality. Therefore, we use calibration instead of learning to emphasize the specificity of the shrinkage functions for an imaging system. The proposed approach has several key benefits: (1) it can be executed in real time by pipeline architecture; (2) our approach considers the influence of imaging systems on sharp image priors; (3) we calibrate the shrinkage functions by using the acquirable sharp and blurred image pairs from the same infrared imaging system rather than directly model the prior.
The rest of the paper is organized as follows: shrinkage functions for infrared image restoration are addressed in Sec. 2. Infrared image restoration algorithm based on shrinkage function calibration and its architecture solution is discussed in Sec. 3. In Sec. 4, experiments are demonstrated to verify the proposed algorithm. Section 5 gives conclusive remarks.
Shrinkage Functions for Infrared Image
Restoration We consider the image restoration problem with a known point spread function (PSF). Therefore, this paper concentrates on nonblind restoration. Assuming a circular shiftinvariant blur operator and additive zero-mean white noise, the conventional observation model is expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 6 3 ; 2 8 9 g ¼ Hf þ n;
where g, f, and n are, respectively, the observed, original, and noise images, ordered lexicographically by stacking either the rows or the columns of each image into a vector. H is the block Toeplitz with Toeplitz blocks (BTTB) 4 derived from the PSF denoted as h. Due to the high correlation of the neighborhood pixels in space domain, the prior of sharp infrared image f is too difficult to model in space domain directly. Most of the above-mentioned methods apply derivative-like filters to sharp images, while our approach is carried out in the transform domain. That has two merits: (1) increasing the sparsity of f, only a small amount of coefficient can fully express all the information and (2) decorrelation, the correlation of the neighborhood pixels in transform domain will be weaker. This paper chooses undecimated wavelet transform for restoration. On one hand, the undecimated wavelet transform belongs to the overcomplete transform, which can significantly reduce the visual artifacts in the restored image. 21 On the other hand, the undecimated wavelet transform can be executed by filter banks, which can be quickly achieved with hardware as shown in Sec. 3.5. The undecimated wavelet operator is denoted as W and its reverse operator is denoted asW. Therefore, Eq. (1) can be changed into E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 6 9 7
where f w , g w , and n w are the transform coefficients of f, g, and n. According to MAP estimator, the restoration problem can be rewritten as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 3 2 6 ; 6 3 2
where the first item is the likelihood function, which is dependent on the statistics of the system noise. It is usually assumed to be Gaussian white noise with variance of σ 2 . The second item is the prior of sharp infrared image. In the wavelet transform domain, the transform coefficients f w can be regarded as statistics independent. Therefore, image priors can be decoupled into a product of scalar probability distributions. Equation (3) can be written as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 5 0 5f
Considering that ∂ðWHWfÞ i ∕∂f i only has the term of f wi , Eq. (4) can be simplified to each transform coefficient as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 4 2 3
where H wi is a coefficient depending on H. From Eq. (5), we can see that each g wi has a function for restoration. These functions are like those applied to the wavelet coefficients of a noisy image in classical wavelet shrinkage denoising technique. Therefore, we also call them shrinkage functions for restoration and denote them simply as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 3 2 6 ; 2 9 7f
Therefore, the infrared image restoration problem can be considered as an optimization problem of the shrinkage function. The restoration image based on shrinkage function is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 3 2 6 ; 2 1 9f ¼Wψ H fWgg:
3 Restoration Algorithm Based on Shrinkage Function Calibration There are two problems to solve the optimal Eq. (5). One is how to model the prior Pðf wi Þ of the original image f by considering the influence of the imaging system. Otherwise, the shrinkage function can be solved easily to achieve restoration in real time under the prior. The other is the shrinkage function ψ H f·g depends on H. If H changes, shrinkage functions must be recalibrated. That will be considerably time-consuming.
From Image Deblurring to Denoising
In order to eliminate the effect of H on the shrinkage function ψ H f·g, a direct idea is multiplying H −1 on both sides of Eq. (1). This yields E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ; 7 0 4f
For the illness of H −1 , the variance of H −1 n will be too large to optimize Eq. (5). Therefore, the regularization method is introduced to Eq. (1) by a new regularizedH −1 , yielding E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ; 6 3 9f
where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 6 3 ; 5 9 5H
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 6 3 ; 5 5 6f
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 6 3 ; 5 1 6 n c ¼
AlthoughH −1 cannot eliminate the effect of H on shrinkage functions completely,H −1 with a small α can weaken the effect of H effectively and reduce the variance of n c dramatically. 22 Otherwise, Eq. (10) achieves a deblurring result with rich high-frequency information like the Wiener filter, but seriously generates noise n c . Therefore, in order to weaken the effect of H on shrinkage functions, our infrared imaging restoration is divided into two parts: deblurring and denoising. After deblurring, the system noise n is colored to be n c byH −1
. The statistics of n c is too complex to model in spatial domain, but it can be modeled precisely in the undecimated wavelet domain, because the undecimated wavelet transform decomposes a signal by using different band filters. In each band, the noise n c is approximately white. The more the number of decomposition levels, the closer will it be to white noise. When the wavelet is a unitary wavelet, such as the Daubechies wavelets, the variance of n c in band k can be estimated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 6 3 ; 2 7 8 σ
where ðH −1 Þ k wi denotes the undecimated wavelet transform coefficient ofH −1 in band k. In order to verify Eq. (13), we capture an image of blackbody, which only contains system noise. The standard deviation of the noise is 1.69. The noise n c is evaluated through Eq. (12) . The circular averaging filter with radius of 3 is used for simulating the PSF. The noise n c performs a three-level undecimated wavelet transform using the Daubechies wavelets. Figure 1 shows the statistical distribution of coefficients in the 10th band. The red line describes the Gaussian fitting culet of the noise's coefficient in the 10th band with mean of 0 and standard deviation of 20.6. The real standard deviation and the standard deviation computed by Eq. (13) in different bands are listed in Table 1 . From the figure and table, the results prove that the noise in each band is indeed close to the Gaussian white noise and its variance can be computed by Eq. (13).
Taking undecimated wavelet transform at two sides of Eq. (9) yields E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 3 2 6 ; 2 7 2f
Assuming the statistics of natural images are homogeneous, 23 it implies that all wavelet coefficients belonging to a particular wavelet band share the same distribution. The optimal Eq. (5) transforms to E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 3 2 6 ; 1 9 5f
where k denotes the number of band, σ 2 k is the variance of the noise n c in band k, and Pðf k wi Þ is the statistical priorf in band k, which is approximate to the prior of true image Pðf k wi Þ in band k. Thus, if the undecimated wavelet transform is composed of K bands, only K shrinkage functions ψ k ff k w g need to be solved. 
Spline Modeling of Shrinkage Functions
In order to obtain ψðf w Þ and avoid the iterative computation, this paper directly gets shrinkage functions for restoration by the acquirable sharp and blurred image pairs from the same infrared imaging system. First, shrinkage functions are modeled like Her-Or 24 in a piecewise linear manner by splines as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 6 ; 6 3 ; 6 8 2 ψðxÞ ¼ ψ i ðxÞ; q i−1 ≤ x < q i ; for i ¼ 1; 2; 3; : : : M − 1;
where ψ i ðxÞ is a linear function as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 7 ; 6 3 ; 6 2 7 ψ i ðxÞ ≈ ½1 − r i ðxÞp i−1 þ r i ðxÞp i ;
where r i ðxÞ ¼ ðx − q i−1 Þ∕ðq i − q i−1 Þ. In order to express shrinkage functions in a unified way, the ownership function is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 8 ; 6 3 ; 5 6 3 πðxÞ ¼ i; only if x ∈ ½q j−1 ; q j Þ:
Then ψðxÞ can be expressed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 9 ; 6 3 ; 5 2 0 ψfxg ≈ rðxÞp πðxÞ þ ½1 − rðxÞp πðxÞ−1 :
Because the statistic of the noise n c is different in each band, we model shrinkage function in every band separately. At the same time, Pðf w Þ satisfies independent and identical distribution in each band. Therefore, shrinkage functions are different in different bands, but identical in the same band. The shrinkage function in band k is denoted as ψ k ff w g and is rewritten in matrix form as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 0 ; 6 3 ;
where q k denotes the vector ½q 
Therefore, the final restoration image can be expressed in matrix form as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 2 ; 6 3 ; 2 5 6f
where S q ðWfÞ ¼ ½ S q 1 ðf
E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 3 . 2 ; 6 3 ; 2 1 1
The solution of the shrinkage function becomes solution of the matrix P, so we call P shrinkage matrix.
Offline Calibration for Shrinkage Function
The sharp and blurred image pairs from an infrared imaging system are used to calibrate shrinkage functions of the infrared imaging system. Each sharp and blurred image pair captures the same scene, which satisfies the model of Eq. (1). In order to calibrate the shrinkage function simply, all the blurred images have the same PSF. Assume the sharp image set is denoted as F ¼ ff 1 ; f 2 ; · · · ; f N g, while the blurred image set is denoted as G ¼ fg 1 ; g 2 ; · · · ; g N g. The system noise whose variance is denoted as σ 2 can be estimated by the actual laboratory measurement 25 or signal analysis method. [26] [27] [28] In order to ignore the change of the background radiation and environment temperature, the image gray is normalized in [0, 1]. The calibration method for shrinkage functions is described as follows.
First, for weakening the effect of the PSF, deblurring results denoted asF ¼ ff 1 ;f 2 ; · · · ;f N g are obtained by Eq. (9) like the Wiener filter. In order to make α suitable for all blurred images, we set E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 3 ; 3 2 6 ; 5 7 6 α ¼ maxfσ 2 ∕varðf i Þg; i¼ 1;2; · · · ; N;
where varðfÞ denotes the variance of f. Second,F andH −1 are transformed by L-level undecimated wavelet to obtainF w ¼ fðf 1 Þ w ; ðf 2 Þ w ; · · · ; ðf N Þ w g and ðH −1 Þ w . At the same time, the variance σ 2 k of the noise n c in each band can be computed by Eq. (13) .
Third, we minimize the cost function to obtain the shrinkage matrix P as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 4 ; 3 2 6 ; 4 6 8
The shrinkage matrix P can be directly computed by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 5 ; 3 2 6 ; 4 1 0
However, the inverse of a large matrix is difficult to be computed. We use the steepest descent method to compute the minimizer efficiently. Because the shrinkage matrix P is optimized by the sharp and blurred image pairs from the same infrared imaging system, the priors are hiding in the shape of shrinkage functions and can reflect the character of the imaging system. Therefore, shrinkage functions can be considered as imaging system character parameters.
Infrared Image Restoration Algorithm Based on Shrinkage Functions
The shrinkage function ψ k ff k w g calibrated in band k is related to the variance σ 2 k of the noise n c in that band. When dealing with a new restoration problem from the same system but with different PSFs or the system noise changing, the varianceσ 2 k of the noise n c in band k will be different from that at calibration step. However, similar to the hard/soft threshold methods 29 and Her-Or, 24 the shrinkage function can still be used for restoration by scaling the shape of shrinkage function linearly. The shrinkage function for the new problem can be transformed from the shrinkage function calibrated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 6 ; 6 3 ; 7 5 2 
where a k is the variance ratio in band k.
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 7 ; 6 3 ; 7 0 6 a k ¼σ
The whole restoration algorithm based on shrinkage functions is described as follows:
1. Normalize the gray of infrared image g in [0, 1]. 2. Estimate the variance σ 2 n of the system noise. 3. After taking the Wiener filter to g, we can obtainf from Eq. (9), where E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 8 ; 6 3 ; 5 7 9 α ¼ The time complexity of the Wiener filter is OðN log 2 NÞ, while the time complexity of the undecimated wavelet transform is also OðN log 2 NÞ. Other operations can be finished in OðNÞ. Therefore, the time complexity of our algorithm is OðN log 2 NÞ.
Architecture Solution for Real Time
The proposed restoration method has two advantages.
(1) Shrinkage functions modeled by fq k g, fp k g, and fσ 2 k g can be calibrated offline and stored in look-up tables (LUTs). (2) The restoration algorithm is noniterative. The step that takes much time is only the undecimated wavelet transform, but it can be implemented by filter banks. Therefore, we design an architecture solution for real time. The architecture is pipeline structure, which can be achieved by field-programmable gate array. Figure 2 shows the sketch of architecture solution, which has six filter banks to achieve three levels of wavelet decomposition and reconstruction. Each analysis bank has three low-pass FIR filters and three high-pass FIR filters to decompose images. The three low-pass filters have the same approximation coefficients in each bank. Like low-pass filters, the three high-pass filters also have the same detail coefficients in each bank. The coefficients between bands have the relationship as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 2 9 ; 3 2 6 ; 5 9 8
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 0 ; 3 2 6 ; 5 5 5
where LA k denotes approximation coefficients and HA k denotes detail coefficients. The banks decompose image by filtering in two directions: row and column. The reconstruction is the inverse processing of the decomposition. The filter coefficients LS k and HS k in synthesis bands can be achieved from LA k and HA k . The sum of squares of the wavelet coefficients ofH −1 in Eq. (13) can be calculated offline in each band. Therefore, it is easy to obtain the varianceσ 2 k of the noise after the Wiener filter in each band. With the parameters fq k g, fp k g, and fσ 2 k g stored in LUT and fσ 2 k g, new shrinkage functions can be rescaled by Eq. (24) . Considering that the size of the filter H −1 is approximately equivalent to the size of the blurred image in the spatial-domain filter, a practical truncation method 30 is used to realize an FIR filtering structure. Because the architecture is a pipeline, the restoration can be executed in real time but with a little delay. 
Experiments and Analysis
We demonstrate the effectiveness of our method by testing its quantitative performance from simulation experiments and its qualitative performance from a developed wavefront coding infrared imaging system.
Algorithm Performance
In order to test the performance of our restoration algorithm quantitatively, we simulate an infrared imaging system as follows:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 3 1 ; 6 3 ; 6 3 4 f ¼ HI þ n;
where I is the ideal sharp image and n is the system noise, which leads to SNR of 45 dB. When H is the identity matrix, we obtain sharp images from this simulation system. When H is the BTTB derived from the circular averaging filter with radius of 5, we obtain blurred images. Eight ideal sharp images of different scenes are captured from a far-wave infrared detector (320 × 240) as shown in Fig. 3 . For each scene, 100 sharp images are captured on average in order to reduce the noise of ideal images. We use the sharp and blurred image pairs from the eight ideal images to calibrate the shrinkage functions of the simulation system. We choose Daubechies wavelets (db6) in our approach. The number of decomposition level is 3. Figure 4 shows the shrinkage function calibrated in each band. When the number of band is increasing, the shrinkage function will diverge the identify function. Because the circular averaging filter is a lowpass filter,H −1 is a high-pass filter. After Wiener filter, the variance of the noise n c will be larger in higher band. In order to suppress the noise effectively in higher band, the shrinkage function must be diverging the identify function to approach to 0. At the same time, the shrinkage function learned is continuous, which is different from hardthreshold function, which has discontinuous points. Comparing to soft threshold, it keeps more large coefficients and amplifies some coefficients to refine details.
For the quantitative analysis of our algorithm, we take two other scene images as ideal sharp images from the simulating imaging system as shown in Figs. 5(a) and 6(a) . Figure 5(b) shows the local magnified image of scene 1, which is marked by red box in Fig. 5(a) , while the local magnified simulated blurring image and the PSF are displayed in Fig. 5(c) accordingly. Its PSF is the same as the calibration used and its SNR is 45 dB. Scene 2 is shown in Fig. 6 in the same way as scene 1, but its PSF is Gaussian function with variance of 1.5 and SNR is 35 dB. The comparing algorithms are the Wiener filter, SA-DCT, 6 ForWaRD, 22 BM3DDEB, 7 and the fast image deconvolution algorithms using hyper-Laplacian priors. 13 The Wiener filter requires the power spectral density ratio of the noise to the original sharp image. However, it is difficult to acquire the power spectral density of the original image. Therefore, we replace the power spectral density of the original sharp image with that of the blurred image to restore. ForWaRD and our algorithms, which decouple deblurring and denoising, are noniterative. SA-DCT and BM3DDEB are restoration algorithms based on nonlinear transform. The fast image deconvolution algorithm using hyper-Laplacian prior is an iteration image restoration algorithm that has very impressive result and fast execution. All algorithms are executed by MATLAB ® R2012a in the computer whose CPU is Core i5-3470 and RAM is 4 GB. The restoration results indicate that our algorithm is suitable for different scenes, PSF, and SNR degraded images. Therefore, the calibrated shrinkage function has good generalization and does not need online learning. The results of Wiener filter have poor details and some artifacts. Because SA-DCT and BM3DDEB are nonlinear transforms, the results are good, but there are some artifacts and the nonlinear transform takes much time. As a result of the discontinuity of hardthresholding, there are some noise like salt and pepper as marked by red circle in the restoration image. Krishnan's algorithm shows some blocking effect and the restoration of scene 2 is better than ours, while our results have more details and fewer artifacts.
To quantify the results, Fig. 7(a) shows the peak SNR (PSNR) bar graph of restoration images by different algorithms. We further utilize structural similarity (SSIM) 31 to Fig. 3 The training set of sharp infrared images for shrinkage function calibration.
evaluate the restoration images shown in Fig. 7(b) . At the same time, Fig. 7(c) shows the bar graph of execution time for different algorithms. From the graphs, the PSNR of our algorithm is nearly 0.3 dB higher than other method's except
Krishnan's method. However, the PSNRs of our results approach to the PSNRs of Krishnan's. Furthermore, our algorithm is noniterative, so it takes less time to achieve the same performance as the iteration algorithm, such as Krishnan's. Because ForWaRD and our algorithm do not need iteration, the execution efficiency is high, which is six times of Wiener filter. The execution of SA-DCT and BM3DDEB takes much time in the SA-DCT transform and BM3D. Their executing time is about 60 times of Wiener filter. Krishnan's shortens the execution time by using LUT, but its time is still 40 times of Wiener filter. Theoretically, with the increased number of the decomposition level, the noise in each band is expected to be closer to white noise and the restored result will be better. In order to analyze the effect of the level number on restoration, we give the restoration PSNR for different level numbers of decomposition. First, the shrinkage functions are calibrated at different numbers of decomposition level from the eight ideal sharp images of different scenes shown in Fig. 3 . Second, the blurred image is simulated from Fig. 5(a) of scene 1. Third, the restoration images are obtained by different level numbers with their shrinkage functions. Figure 8 shows the PSNR of restoration results under conditions of different level numbers. From the results, we can conclude that the number of level has influence on restoration. When the number of level increases, the PSNR increases accordingly. However, the three-level decomposition can achieve a good result. The more level decomposition will not lead to significant promotion of PSNR. In order to improve the execution speed, two-level decomposition is also acceptable. Different SNR levels may affect the restoration. Therefore, we use Fig. 6(a) of scene 2 to discuss how different levels of SNR affect the restoration. We simulate different SNR blurred image from Fig. 6(a) by Eq. (1). The SNR range is from 25 to 55 dB, which simulates different noise levels. The five methods mentioned above are used as control group in this paper. The blur kernel is Gaussian function with variance of 1.5. The PSNR curves of restored images with different SNR by different restoration methods are shown in Fig. 9 . We can see that the restoration PSNR by our approach is a little larger than others when the SNR is higher than 40 dB. However, when the SNR is lower than 35 dB, the PSNR of our method is lower than Krishnan's method and BM3DDE. The reason is that our approach requires Eq. (9) to eliminate the effect of H on the shrinkage function and avoid the illness of H −1 . The regularization parameter α is related to the SNR of blurred image. When the SNR is too small, the variance of the noise is large. It leads to a large α from Eq. (28). According to Eq. (11), we can conclude that the error between the original sharp image f and the regularization resultf will be large. Therefore, the statistical prior off cannot be considered to be approximate to the prior of the original sharp image f, and the shrinkage function will not be effective for restoration. Therefore, compared to other methods, our approach has the advantage to restore blurred image with normal SNR, rather than extremely low SNR.
Experiments on Wavefront Coding Infrared
Imaging System
We applied our algorithm to a wavefront coding infrared imaging system, which has been published 32 to verify the algorithm. The shrinkage functions are calibrated by focused and mis-focused image pairs from the wavefront coding infrared imaging system without optical phase mask. In the calculation step, we try to avoid a great temperature change of the infrared imaging system or bad atmosphere, because environmental factors may affect the PSF of the imaging system. We capture two wavefront images from different scenes, as shown in Fig. 10 . The corresponding PSF is also presented in Fig. 10 . The restoration images by different algorithms are shown in Figs. 11 and 12 . The restoration results prove that our algorithm achieves the best visual effect with more details and few artifacts, because the shrinkage function is calibrated from sharp and blurred image pairs, which can describe the prior precisely. 
Conclusions
This paper proposes a real-time approach to image restoration based on shrinkage functions calibration. We calibrate the shrinkage functions for restoration by acquirable sharp and blurred image pairs from the same infrared imaging system. Because the shrinkage function can recover the sharp image from its blurred version, the prior is hiding in shrinkage functions and they are specific for the imaging system that is used for their calibration. This approach is applied to our wavefront coding infrared imaging system. The restoration results show that our algorithm properly retrieves good visual effect and has more details than the method based on the heavy-tailed distribution. Bin Feng received his doctorate in pattern recognition and machine intelligence from Shenyang Institute of Automation, Chinese Academy of Science, in 2012. Currently, he is an associate researcher with the Shenyang Institute of Automation, CAS. His current research interests focus on computational optical imaging, such as wavefront coding imaging, polarization, and spectral imaging.
