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Abstract
We consider multivariate interpolation at arbitrary points and provide e-ective interpolation formulas by
using simple ridge polynomials which essentially possess the nature of univariate polynomials in computation,
and show that ridge polynomials with least degree can be found for interpolation purpose, which a com-
putational algorithm is provided correspondingly. We then apply the interpolation results to design a
computational algorithm for training feedforward neural networks. c© 2001 Elsevier Science B.V. All rights
reserved.
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1. Introduction
Study of neural networks has attracted many researchers in di-erent disciplines such as computer
science, biology, and engineering for their wide and potential applications in the real world. Many
problems concerning the applications of neural networks, such as in pattern recognition and systems
control, can be converted into the ones of approximating multivariate functions by the superposi-
tions of activation functions of the neural networks, for which an extensive study on approximation
by neural networks has been carried out in a huge literature. The most extensively studied neu-
ral networks are probably the feedforward neural networks with one hidden layer, expressed in
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mathematical terms as
N (x)=
n∑
i=1
ci(〈wi ; x〉+ i); x∈Rs; s¿ 1; (1.1)
where for 16 i6 n, i ∈R are the thresholds, wi ∈Rs connection weights, ci ∈R coe@cients, 
the activation function of the network, n is the number of neurons, and 〈w; x〉=∑si=1 wixi for
w=(w1; : : : ; ws), x=(x1; : : : ; xs) in Rs. Besides feedforward neural networks, the study of radial
basis function (RBF) neural networks has received tremendous attention, which is described by
G(x)=
n∑
i=1
cig(ri‖x− wi‖); (1.2)
where g :R+ → R is a univariate function, ri¿ 0, ci ∈R, wi ∈Rs, and ‖·‖ denotes the usual Euclidean
norm. Various results on approximation capabilities, construction, and computational complexities of
the above two types of neural networks have been established by many authors under more or less
di-erent conditions (for instance [1,6,13,14,18,19] and references therein).
Interpolation by above two types of neural networks is also studied for the purpose of neural
network training. For the sake of a reader’s convenience, a simple case of training neural networks
is described as follows: Given sample data (xi ; yi), 16 i6m, where xi ∈Rs and yi ∈R, the process
of training a neural network is the one of performing a computational algorithm to Fnd the parameters
ci, wi, and i in N (cf. (1.1)), or ci, ri, and wi in G (cf. (1.2)), to minimize
E=
1
m
m∑
i=1
[N (xi)− yi]2 or E= 1m
m∑
i=1
[G(xi)− yi]2: (1.3)
For more information on this subject, [15] is referred. It is shown (cf. [16]) that there exists a RBF
network G such that G exactly interpolates the given data, namely: G(xi)=yi, 16 i6m, under
certain conditions on g. Computationally, the quick-training and full-training algorithms commonly
used in training RBF networks prove to be very e-ective. Similarly, under the proper conditions
on , it is shown (cf. [20,9,10,7], etc.) that there exists a feedforward network N of m neurons
satisfying N (xi)=yi, 16 i6m. However, unlike the RBF networks, the gradient method commonly
used in training feedforward neural networks, unfortunately, may encounter multiple local minima
and other problematic behavior. Though several improved methods exist, for instance, the on-line
gradient algorithm (cf. [22]), which can be directly applied to train a single-neuron network when
the number of sample data is not quite large, computationally more e@cient methods need to be
explored for training feedforward neural networks.
In this paper, we will propose a computationl algorithm for training feedforward neural networks
through multivariate interpolation by polynomials and explicitly constructive procedure. As commonly
understood, multivariate interpolation is more complicated than univariate interpolation (cf. a survey
article [8] and references therein). For description, denote by sk the set of all multivariate polynomials
of total degree 6 k in Rs. The dimension of sk is (
k+s
s ). Unlike the univariate case, arbitrarily given
n points x1; : : : ; xn with n:=(
k+s
s ) for some k¿ 0 may not necessarily allow a unique interpolation
in sk . Many authors have studied the construction of a set of n points which guarantee the unique
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Lagrange interpolation for sk (cf. [5,12] for instance). Under the assumption that a set of points
allows a unique Lagrange interpolation, the recursive Newton’s formula can be derived (cf. [21])
with the interpolation error provided. Interpolation at arbitrary points is also studied in the literature.
It is well known (for instance, p. 4 of [8]) that for any n points x1; : : : ; xn, there is a subspace
of sn−1 which allows a Lagrange interpolation at x1; : : : ; xn. In [11], an interpolation operator at
arbitrary points is introduced, known as the Kergin interpolation, which is formulated in [17]. An
interesting space of polynomials is constructed in [2,3] for a given set of arbitrary points, by which
one can interpolate with recursive formula and interpolation error derived.
In this paper, we will study interpolation at arbitrary points by ridge polynomials Frst. A multi-
variate function f : Rs → R is said a ridge function if f(x)= g(〈w; x〉) for some univariate function
g. We say that p is expressed in a ridge polynomial form, if
p(x)=
m∑
i=0
ci〈wi ; x〉i ; (1.4)
where ci ∈R and wi ∈Rs for 06 i6m. It is well known (cf. [4]) that any polynomial can be
expressed in the form of (1.4). In Section 2, we will derive several e-ective interpolation formulas
by using ridge polynomials, and provide a set of ridge polynomials with least degree for interpolation,
which is of independent interest. The interpolation results will then be applied in Section 3 to design
a computational algorithm for training feedforward neural networks.
2. Interpolation by ridge polynomials
We Frst show a simple formula for interpolation at arbitrary points by using special ridge poly-
nomials that essentially possess the nature of univariate polynomials in computation, from which
several useful consequences follow, as explained late.
Proposition 2.1. Given n distinct points x1; : : : ; xn in Rs. Let t∈Rs such that 〈t; xi〉; 16 i6 n; are
all distinct. Then for any yi ∈R; 16 i6 n; there is a polynomial in the form of
p(x)=
n−1∑
i=0
ci〈t; x〉i (2.1)
satisfying
p(xi)=yi; 16 i6 n: (2.2)
Proof. For the given distinct points xi, 16 i6 n, it is clear that one can choose t∈Rs such that
〈t; xi〉, 16 i6 n, are all distinct. Listing out
n−1∑
k=0
ck〈t; xi〉k =yi; 16 i6 n
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into matrix expression yields

1 〈t; x1〉 〈t; x1〉2 · · · 〈t; x1〉n−1
1 〈t; x2〉 〈t; x2〉2 · · · 〈t; x2〉n−1
...
...
...
1 〈t; xn〉 〈t; xn〉2 · · · 〈t; xn〉n−1




c0
c1
...
cn−1

=


y1
y2
...
yn

 : (2.3)
The matrix on the left-hand side of the equation is a Vandermonde matrix, and is thus invert-
ible. Therefore the coe@cients ci, 06 i6 n − 1, can be uniquely determined. This proves the
proposition.
Using above special ridge polynomials, we can construct the Lagrange interpolation basis, New-
ton’s recursive formula, and even Hermite interpolation, shown below, respectively.
Corollary 2.2. Let xi; 16 i6 n; and t be assumed as in Proposition 2:1. Setting
‘i(x)=
n∏
j=1; j =i
〈t; x− xj〉
〈t; xi − xj〉 ; (2.4)
then for any given data yi; 16 i6 n; the polynomial
p(x)=
n∑
i=1
yi‘i(x)
satis6es p(xi)=yi for 16 i6 n.
The proof of Corollary 2:2 is obvious, which we omit here. To construct the Newton recursive
formula for interpolation, assume that x1; x2; : : : ; xn; : : : is a given sequence of distinct points. We
claim that there exists t∈Rs such that all 〈t; xi〉, i¿ 1, are distinct. To see this, consider the
(s− 1)-dimensional plane Hij deFned by
Hij: 〈x; xi − xj〉=0; i ¿ j¿ 1:
The set of all these Hij’s is at most countable. Hence there is t∈Rs which does not lie in any of
Hij, namely 〈t; xi − xj〉 	=0. That is, 〈t; xi〉, i¿ 1, are all distinct.
For a given set of data y= {yi; i¿ 1}, we introduce the divided di-erence with respect to t,
recursively, by
yt[xi] =yi; i¿ 1;
yt[xj; : : : ; xk] =
yt[xj; : : : ; xk−1]− yt[xj+1; : : : ; xk]
〈t; xj − xk〉 : (2.5)
X. Li / Journal of Computational and Applied Mathematics 144 (2002) 197–209 201
Then we have the following result.
Corollary 2.3. For a given sequence of distinct points xi ; i¿ 1; let t∈Rs such that 〈t; xi〉; i¿ 1;
are all distinct. Then for any data yi; i¿ 1;
p(x)=yt[x1] +
n−1∑
i=1
yt[x1; : : : ; xi+1]〈t; x− x1〉 · · · 〈t; x− xi〉 (2.6)
satis6es p(xi)=yi; 16 i6 n.
Proof. Let ti = 〈t; xi〉, i¿ 1. As usual, the divided di-erence of a given data {yi; i¿ 1} with respect
to ti, i¿ 1, is given by
y[ti] =yi; i¿ 1;
y[tj; : : : ; tk] =
y[tj; : : : ; tk−1]− y[tj+1; : : : ; tk]
tj − tk :
As well known, the univariate polynomial
p(x)=y[t1] +
n−1∑
i=1
y[t1; : : : ; ti+1](x − t1) · · · (x − ti)
has the property that p(ti)=yi, 16 i6 n. Notice yt[xj; : : : ; xk] =y[tj; : : : ; tk], 16 j6 k ¡∞. Hence,
it is easy to see that the polynomial p in (2.6) satisFes p(xi)=yi for 16 i6 n.
We now describe the Hermite interpolation, which we use ∇f to denote the gradient of a func-
tion f.
Corollary 2.4. Let xi ; 16 i6 n; be distinct points in Rs; and choose t∈Rs such that 〈t; xi〉 are
distinct for 16 i6 n. Let ‘i be given as in (2:4). Then for any given yi ∈R; and vector wi ∈Rs;
16 i6 n; by letting
H (x):=
n∑
i=1
Hi(x); (2.7)
where
Hi(x):=(yi + 〈wi − 2yi∇‘i(xi); x− xi〉)‘2i (x) (2.8)
then H (x) satis6es
H (xi)=yi; ∇H (xi)=wi ; 16 i6 n: (2.9)
Proof. It is easy to see
Hi(xj)=
{
yi; j= i;
0; j 	= i:
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And, from (2.8), we get
∇Hi(x)= [wi − 2yi∇‘i(xi)]‘2i (x) + (yi + 〈wi − 2yi∇‘i(xi); x− xi〉)(2‘i(x)∇‘i(x))
and thus
∇Hi(xj)=
{
wi ; j= i;
0; j 	= i:
Hence H described in (2.7) satisFes (2.9).
The ridge polynomials in the above discussion are expressed by using one single weight vec-
tor t. However, as multivariate polynomials, their total degrees are higher. We now show that
ridge polynomials of lower degree can be found for interpolation if di-erent weight vectors are
allowed. To be precise, we say that a set of ridge polynomials 〈wi ; x〉‘i , 16 i6 n, where wi ∈Rs
and 06 ‘16 ‘26 · · ·6 ‘n, allows a unique interpolation at xi, 16 i6 n, if for any given data yi,
16 i6 n, there exists a unique polynomial expressed in the form
p(x)=
n∑
i=1
ci〈wi ; x〉‘i
such that p(xi)=yi, where the highest power ‘n is called the degree of the set of ridge polyno-
mials. We are interested in Fnding the least ‘n which makes the interpolation possible. Certainly
the least degree ‘n depends on the conFguration of xi, 16 i6 n. For instance, consider s + 1
points given by xi =(i; 0; : : : ; 0)∈Rs, 06 i6 s. Using t=(1; 0; : : : ; 0)∈Rs, the set of ridge polyno-
mials 〈t; x〉i = xi1, 06 i6 s, allows a unique interpolation with ‘s+1 = s, which is the least degree
of interpolation polynomials. However, if we let x0 = 0, the origin, and xi = ei, 16 i6 s, where
ei is the usual unit vector along the ith coordinate axis, then the least degree of ridge interpola-
tion polynomials is 1, which we may take w1 = (1; : : : ; 1), ‘1 = 0, wi = ei−1 for 26 i6 s + 1 with
‘2 = · · ·= ‘s+1 = 1.
Below we show that a set of ridge polynomials with least degree always exists for interpolation.
Proposition 2.5. For any given set xi ; 16 i6 n; there exists a set of ridge polynomials 〈wi; x〉‘i ;
16 i6 n; with least degree ‘n that allows a unique interpolation at xi; 16 i6 n.
Proof. Denote by Hsk the set of all homogeneous polynomials of total degree = k. For the sake of
notation, let n(k; s) := ( k+s−1s−1 ). The dimension ofH
s
k is n(k; s). It is well known (cf. [4] for instance)
that for each k¿ 0, there are n(k; s) vectors wki, 16 i6 n(k; s), such that 〈wki; x〉k , 16 i6 n(k; s),
form a basis of Hsk . Let
Mi =


〈wi1; x1〉i · · · 〈win(i; s); x1〉i
...
...
〈wi1; xn〉i · · · 〈win(i; s); xn〉i


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and
M =(M0 M1 · · · Mn−1):
Notice n(0; s)= n(0; s + 1) and n(k − 1; s + 1) + n(k; s)= n(k; s + 1) for k¿ 1. It follows that M
is an n × n(n − 1; s + 1) matrix. Since there always exists a subspace of sn−1 which allows the
interpolation at xi, 16 i6 n, (cf. Proposition 2.1), M has a full rank n. Apply Gauss elimination
with partial pivoting (or row operations) on M , and we get
PM =LM˜
for some n × n permutation matrix P, n × n lower triangular matrix L, and an ‘upper’ triangular
matrix M˜ in the form of
M˜ = { ij}16i6n;16j6n(n−1; s+1);
where there are integers qi, 16 i6 n, with 1= q16 q26 · · ·6 qn6 n(n − 1; s + 1) such that for
i¿ 2,  ij =0, 16 j¡qi, but  iqi 	=0.
Let PM be an n × n submatrix of M consisting of the columns q1; : : : ; qn of M . Hence PM has
a full rank n. For simplicity, assume that the column qi is expressed as (〈wi; x1〉‘i ; : : : ; 〈wi ; xn〉‘i)T,
16 i6 n, for some wi ∈Rs and integer ‘i, 16 i6 n, where 06 ‘16 · · ·6 ‘n6 n − 1. Forming
ridge polynomials
p(x)=
n∑
i=1
ci〈wi ; x〉‘i ;
then for any given data yi, 16 i6 n, the system
p(xi)=yi; 16 i6 n
has a unique solution for the coe@cients {ci} of p. It is also easily concluded from the performance
of Gauss elimination process that {〈wi ; x〉‘i : 16 i6 n} is the set of ridge polynomials with least
degree that allows a unique interpolation at x1; : : : ; xn.
The above proof is constructive. After showing the following example of choosing wki, 16 i6
n(k; s), such that 〈wki; x〉k , 16 i6 n(k; s), form a basis of Hsk , we will present an algorithm of
Fnding ridge polynomials with least degree for interpolation.
Example. (a) Let Zs be the set of all multi-integers in Rs. For i=(i1; : : : ; is), j=(j1; : : : ; js) in Zs,
we say i6 j if i‘6 j‘ for 16 ‘6 s, and set |i|=
∑s
‘=1 |i‘|. Let Zs+ = {i∈Zs: i¿ 0}, and Zsk , k¿ 0,
a subset of Zs+ deFned by
Zsk = {i∈Zs+: |i|= k}:
List out all multi-integers in Zsk as in(k−1; s+1)+1; : : : ; in(k; s+1) in the way that we say in(k−1; s+1)+p=
(i(p)1 ; : : : ; i
(p)
s ) and in(k−1; s+1)+q=(i
(q)
1 ; : : : ; i
(q)
s ) for p¡q if there is an integer ‘, 16 ‘¡s, such
that i(p)m ¿ i
(q)
m for 16m6 ‘. For instance, the multi-integers in Z33 are listed as in(2;4)+1 = (3; 0; 0),
in(2;4)+2 = (2; 1; 0), in(2;4)+3 = (2; 0; 1), in(2;4)+4 = (1; 2; 0), in(2;4)+5 = (1; 1; 1), in(2;4)+6 = (1; 0; 2), in(2;4)+7
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=(0; 3; 0), in(2;4)+8 = (0; 2; 1), in(2;4)+9 = (0; 1; 2), in(2;4)+10 = (0; 0; 3). Hence generally we have
{i‘: 16 ‘6 n(k; s+ 1)}= {i∈Zs+: |i|6 k}:
Let
X s= {j‘=(1; j′‘); j′‘ ∈Zs−1+ ; ‘¿ 1} ⊂ Zs+;
namely the Frst coordinate of each j∈X s is 1. It is known (cf. [4]) that 〈j1; x〉k ; : : : ; 〈jn(k; s); x〉k
constitutes a basis of Hsk .
(b) Use natural multi-integers in Zs+. For each k¿ 0, it is easily shown from [21] that 〈in(k−1; s+1)+1;
x〉i ; : : : ; 〈in(k; s+1); x〉i constitutes a basis for Hsk .
We now propose the following algorithm of Fnding the ridge polynomials of least degree for
interpolation.
Algorithm. Given n distinct points xi ∈Rs and values yi ∈R; 16 i6 n.
Step 1: For each k¿ 0; choose weight vectors wki ∈Rs such that 〈wki; x〉k ; 16 i6 n(k; s); form
a basis of Hsk .
Step 2: Form
Mi =


〈wi1; x1〉i · · · 〈win(i; s); x1〉i
...
...
〈wi1; xn〉i · · · 〈win(i; s); xn〉i


and
M =(M0 M1 · · · Mn−1):
Step 3: Apply Gauss elimination with partial pivoting on M to get
PM =LM˜ ;
where P is an n × n permutation matrix; L an n × n lower triangular matrix; and M˜ an ‘upper’
triangular matrix in the form of
M˜ = { ij}16i6n;16j6n(n−1; s+1)
with the property that there are integers qi; 16 i6 n; such that 1= q16 q26 · · ·6 qn6 n(n −
1; s+ 1); and for i¿ 2;  ij =0; 16 j¡qi; but  iqi 	=0.
Step 4: Express the qith column of M as (〈wi ; x1〉‘i ; : : : ; 〈wi ; xn〉‘i)T; 16 i6 n; for some wi ∈Rs
and integer ‘i; 16 i6 n.
Then {〈wi ; x〉‘i : 16 i6 n} is a set of ridge polynomials with least degree allowing a unique
interpolation at x1; : : : ; xn.
3. Application in training feedforward neural networks
In this section, applying the results on interpolation by ridge polynomials, we propose a com-
putational algorithm to design neural networks for approximating the given sample data, which we
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need an assumption on the activation function of neural networks. The following result on analytic
functions shows that our assumption on activation functions applies to commonly used functions. A
function  is said analytic in (a; b) if  can be expanded into Taylor series at the center x0 := (a+b)=2
as f(x)=
∑∞
n=0 (f
(n)(x0)=n!) (x − x0)n for x∈ (a; b).
Lemma 3.1. Assume that  is analytic and nonpolynomial on (a; b). Then for any subinterval
[c; d] ⊂ (a; b); there is ∈ [c; d] such that (k)() 	=0 for all k¿ 0.
Proof. Let Ek = {x∈ [c; d]; (k)(x)= 0} for k¿ 0. Since  is analytic and non-polynomial, Ek is
closed and does not contain any interval. There exists x1 ∈ (c; d) such that x1 	∈ E0. Because E0
is closed, there is an interval [c1; d1] such that x1 ∈ (c1; d1), [c1; d1] ⊂ (c; d), and [c1; d1] ∩ E0 = ∅,
where ∅ denotes the empty set. Similarly, since E1 does not contain any interval, there is x2 ∈ (c1; d1)
such that x2 	∈ E1. There exists an interval (c2; d2) such that x2 ∈ (c2; d2), [c2; d2] ⊂ (c1; d1), and
[c2; d2]∩E1 = ∅. By induction, we get a sequence of intervals [ck ; dk] such that [ck+1; dk+1] ⊂ (ck ; dk),
and [ck+1; dk+1] ∩ Ek = ∅ for k¿ 0. Hence there exists a point ∈
⋂
k¿1 [ck ; dk], namely  	∈ Ek for
any k¿ 0. This lemma is proved.
Suppose that n sample data (xi ; yi) are given, where xi ∈Rs and yi ∈R, 16 i6 n. We assume
that the activation function  satisFes (k)() 	=0, 06 k6 n − 1, for some ∈R, and furthermore
assume that  is n times continuously di-erentiable in [− r; + r] for some r ¿ 0. Choose t∈Rs
such that 〈t; xi〉, 16 i6 n, are all distinct. Let
L=max{|〈t; xi〉|; 16 i6 n}: (3.1)
We consider the approximation of the univariate monomials in [ − L; L] by using the methods in
[14] (cf. Proof of Proposition 3:1 in [14]), presented below for the convenience to the reader.
Choose n distinct positive numbers (i, 06 i6 n−1, such that 0¡(0¡ · · ·¡(n−1. Let 0¡h¡
r=(n−1L, then the following Taylor expansion formula holds for x∈ [− L; L],
((ihx + ) = () + ′() ((ihx) + · · ·+ 
(n−1)()
(n− 1)! ((ihx)
n−1
+
1
(n− 1)!
∫ (ihx+

(n)(s) ((ihx + − s)n−1 ds;
where 06 i6 n− 1. Listing out the above equations with respect to i yields


((0hx + )
...
((n−1hx + )

=


1 (0 · · · (n−10
...
...
...
1 (n−1 · · · (n−1n−1




()
′()hx
...
(n−1)()
(n− 1)! (hx)
n−1


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+
1
(n− 1)!


∫ (0hx+

(n)(s) ((0hx + − s)n−1 ds
...∫ (n−1hx+

(n)(s) ((n−1hx + − s)n−1 ds


:
Let W be the Vandermonde matrix on the right-hand side of the above equation. Denote by
(ci0; : : : ; cin−1) the (i + 1)th row of the inverse W−1, 06 i6 n − 1. Then xi can be solved as
follows:
xi =Fhi1(x) + Fhi2(x); (3.2)
where
Fhi1(x)=
n−1∑
k=0
cik i!
hi(i)()
((khx + ); (3.3.a)
Fhi2(x)=− i!hi(n− 1)!(i)()
n−1∑
k=0
cik
∫ (khx+

(n)(s) ((khx + − s)n−1 ds: (3.3.b)
Let
M = max
x∈[−r;+r]
|(n)(x)| max
06i6n−1
i!
|(i)()|(n− 1)!
n−1∑
k=0
|cik | |(kL|n: (3.4)
For the completeness of the paper, we make the following conclusion.
Lemma 3.2. Suppose that  is n times continuously di:erentiable in [ − r;  + r] and (k)() 	=0
for 06 k6 n− 1. Choose (i; 06 i6 n− 1; such that 0¡(0¡ · · ·¡(n−1; and let L; M be given
in (3:1); (3:4); respectively. Then for any h; 0¡h¡r=(n−1L; the function Fhi1 expressed in (3:3:a)
satis6es
|xi − Fhi1(x)|¡Mhn−i; for any i; 06 i6 n− 1;
where x∈ [− L; L].
Proof. It is easy to see from (3.2) and (3.3.b) that for x∈ [− L; L],
|xi − Fhi1(x)|= |Fhi2(x)|6Mhn−i; 06 i6 n− 1; x∈ [− L; L]:
This proves the lemma.
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We then propose the following computational algorithm for designing neural networks.
Algorithm. Given n distinct points xi ∈Rs and values yi ∈R; where 16 i6 n. Suppose that  is
n times continuously di:erentiable in [− r; + r]; and (k)() 	=0; 06 k6 n− 1.
Step 1: Choose a vector t∈Rs such that 〈t; xi〉; 16 i6 n; are all distinct. Determine c0; : : : ; cn−1
by solving


1 〈t; x1〉 〈t; x1〉2 · · · 〈t; x1〉n−1
1 〈t; x2〉 〈t; x2〉2 · · · 〈t; x2〉n−1
...
...
...
1 〈t; xn〉 〈t; xn〉2 · · · 〈t; xn〉n−1




c0
c1
...
cn−1


=


y1
y2
...
yn


:
And form the polynomial p(x)=
∑n−1
i=0 ci〈t; x〉i. Set C =
∑n−1
i=0 |ci|.
Step 2: Choose n distinct numbers (i; 06 i6 n − 1. Find the inverse W−1 of the following
Vandermonde matrix
W =


1 (0 · · · (n−10
...
...
...
1 (n−1 · · · (n−1n−1

 :
Denote by (ci0; : : : ; cin−1) the (i + 1)th row of W−1; 06 i6 n− 1.
Step 3: Let L=max{|〈t; xi〉|; 16 i6 n}; and estimate
M = max
x∈[−r;+r]
|(n)(x)| · max
06i6n−1
i!
|(i)()|(n− 1)!
n−1∑
k=0
|cik | |(kL|n:
Step 4: Set
N (x)=
n−1∑
k=0
dk((kh〈t; x〉+ );
where for 06 k6 n− 1;
dk :=
n−1∑
i=0
cicik i!
hi(i)()
:
Then N is a network of n neurons; and for any h; 0¡h¡r=((n−1L); N satis6es
|N (xi)− yi|¡CMh; 16 i6 n:
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Proof. The ridge polynomial p(x)=
∑n−1
i=0 ci〈t; x〉i in Step 1 satisFes p(xi)=yi, 16 i6 n. Ac-
cording to (3.3.a), N (x)=
∑n−1
i=0 ciFhi1(〈t; x〉). Hence, by Lemma 3.2, it is easily seen that if
0¡h¡r=(n−1L,
|N (xi)− yi|6
n−1∑
i=0
|ci‖Fhi1(〈t; xi〉)− 〈t; xi〉i|¡CMh;
for 16 i6 n. This proves the algorithm.
Acknowledgements
The author would like to take this opportunity to express his thanks to Professor Yuesheng Xu
for his helpful discussion.
References
[1] A. Barron, Universal approximation bounds for superpositions of a sigmoidal function, IEEE Trans. Inform. Theory
39 (1993) 930–945.
[2] C. de Boor, A. Ron, On multivariate polynomial interpolation, Constr. Approx. 6 (1990) 287–302.
[3] C. de Boor, A. Ron, Computational aspects of polynomial interpolation in several variables, Math. Comput. 58 (198)
(1992) 705–727.
[4] C.K. Chui, X. Li, Realization of neural networks with one hidden layer, in: K. Jetter, F.I. Utreras (Eds.), Multivariate
Approximation: From CAGD to Wavelets, World ScientiFc, Singapore, 1993, pp. 77–89.
[5] K.C. Chung, T.H. Yao, On lattices admitting unique Lagrange interpolations, SIAM J. Numer. Anal. 14 (1977)
735–741.
[6] G. Cybenko, Approximation by superpositions of a sigmoidal function, Math. Control Signals Systems 2 (1989)
303–314.
[7] G.B. Huang, H.A. Babri, Upper bounds on the number of hidden neurons in feedforward networks with arbitrary
bounded nonlinear activation functions, IEEE Trans. Neural Networks 9 (1998) 224–229.
[8] M. Gasca, T. Sauer, Polynomial interpolation in several variables, Adv. Comput. Math. 12 (2000) 377–410.
[9] Y. Itoˆ, Nonlinearity creates linear independence, Adv. Comput. Math. 5 (1996) 189–203.
[10] Y. Itoˆ, K. Saito, Superposition of linearly independent functions and Fnite mappings by neural networks, Math. Sci.
21 (1996) 27–33.
[11] P. Kergin, A natural interpolation of Ck functions, J. Approx. Theory 29 (1980) 278–293.
[12] S.L. Lee, G.M. Phillips, Construction of lattices for Lagrange interpolation in projective space, Constr. Approx.
7 (1991) 283–297.
[13] X. Li, Simultaneous approximations of multivariate functions and their derivatives by neural networks with one
hidden layer, Neurocomputing 12 (1996) 327–343.
[14] X. Li, On simultaneous approximations by radial basis function neural networks, Appl. Math. Comput. 95 (1998)
75–89.
[15] C.G. Looney, Pattern recognition using neural networks, Oxford University Press, New York, 1997.
[16] C.A. Micchelli, Interpolation of scattered data: distance matrices and conditionally positive deFnite functions, Constr.
Approx. 2 (1986) 11–22.
[17] C.A. Micchelli, P. Milman, A formula for Kergin interpolation in Rk , J. Approx. Theory 29 (1980) 294–296.
[18] A. Pinkus, Approximation theory of the MLP model in neural networks, Acta Numer. (1999) 143–195.
[19] T. Poggio, F. Girosi, A Theory of Networks for Approximation and Learning, MIT AI Memo, No. 1140, MIT Press,
Cambridge, MA, 1989.
[20] M.A. Sartori, P.J. Antsaklis, A simple method to derive bounds on the size and to train multilayer neural networks,
IEEE Trans. Neural Networks 2 (1991) 467–471.
X. Li / Journal of Computational and Applied Mathematics 144 (2002) 197–209 209
[21] T. Sauer, Y. Xu, On multivariate Lagrange interpolation, Math. Comput. 64 (1995) 1147–1170.
[22] W. Wu, Y. Xu, Deterministic convergence of an on-line gradient method for neural networks, this issue, Comput.
Appl. Math. 144 (2002) 335–347.
