This study explored whether the sound structure of Indian English (IE) varies with the divergent native languages of its speakers or whether it is similar regardless of speakers' native languages. Native Hindi (Indo-Aryan) and Telugu (Dravidian) speakers produced comparable phrases in IE and in their native languages. Naïve and experienced IE listeners were then asked to judge whether different sentences had been spoken by speakers with the same or different native language backgrounds. The findings were an interaction between listener experience and speaker background such that naïve listeners had a much harder time distinguishing IE sentences produced by speakers with different native language background than experienced listeners. Naïve listeners were nonetheless very good at distinguishing between Hindi and Telugu phrases. Acoustic measurements on monophthongal vowels, select obstruent consonants, and suprasegmental temporal patterns all differentiated between Hindi and Telugu, but only 3 of the measures distinguished between IE produced by speakers of the different native languages. The overall results are largely consistent with the idea that IE has a target phonology that is distinct from the phonology of native Indian languages. The subtle L1 effects on IE may reflect either the incomplete acquisition of the target phonology or, more plausibly, the influence of sociolinguistic factors on the use and evolution of IE.
ABSTRACT
This study explored whether the sound structure of Indian English (IE) varies with the divergent native languages of its speakers or whether it is similar regardless of speakers' native languages. Native Hindi (Indo-Aryan) and Telugu (Dravidian) speakers produced comparable phrases in IE and in their native languages. Naïve and experienced IE listeners were then asked to judge whether different sentences had been spoken by speakers with the same or different native language backgrounds. The findings were an interaction between listener experience and speaker background such that naïve listeners had a much harder time distinguishing IE sentences produced by speakers with different native language background than experienced listeners. Naïve listeners were nonetheless very good at distinguishing between Hindi and Telugu phrases. Acoustic measurements on monophthongal vowels, select obstruent consonants, and suprasegmental temporal patterns all differentiated between Hindi and Telugu, but only 3 of the measures distinguished between IE produced by speakers of the different native languages. The overall results are largely consistent with the idea that IE has a target phonology that is distinct from the phonology of native Indian languages. The subtle L1 effects on IE may reflect either the incomplete acquisition of the target phonology or, more plausibly, the influence of sociolinguistic factors on the use and evolution of IE.
INTRODUCTION
Indian English (IE) refers to those varieties of English that developed on the Indian subcontinent.
IE is currently the co-official language of India with Hindi, and it is the primary medium of education, law, media, and business throughout India. IE is also used for social interactions and in pan-Indian literature. A small minority of Indians are members of a community that has IE as a native language.
However, most speakers of IE are native speakers of an indigenous Indian language such as Hindi or Telugu. These non-native speakers of IE are first exposed to the language in English medium schools.
Children are educated in English from primary school onwards (age 6), or from secondary school or even higher secondary school onwards (age 12 or 15, respectively).
In the 1970s, a number of investigations revealed strong influences of different indigenous Indian languages on the variety of English spoken in India (e.g., Bansal, 1970; Balasubramanian, 1972; Chaswal, 1973; Thundy, 1976) . Around this time, IE was standardized in a monograph issued by the Central Institute of English and Foreign Languages so that there would be a consistent variety for use in primary and secondary education (CIEFL, 1972) . The standardized variety was called General Indian English (GIE), and it has several salient phonological features such as a reduced vowel inventory compared to the studies have directly compared the effects of different native languages on specific phonological characteristics of IE (Pickering & Wiltshire, 2000; Wiltshire & Moon, 2003; Wiltshire & Harnsberger, 2006; Maxwell & Fletcher, 2009; 2010) . The cumulative evidence from such comparisons largely supports the idea that speakers from different native language backgrounds produce a similar variety of IE, though some L1-dependent differences are also documented. Maxwell and Fletcher (2009; 2010) investigated the acoustic-phonetic characteristics of IE vowels in L1 speakers of Punjabi and Hindi. Although Maxwell and Fletcher noted that both Punjabi and Hindi are Indo-Aryan languages, they were careful to document differences in the vowel inventories and suprasegmental features of the two languages based on phonological descriptions of these languages.
Although very few differences were observed in the IE vowels produced by the two groups, Punjabi speakers produced IE diphthongs with more phonetic variation than Hindi speakers. Maxwell and Fletcher concluded that Punjabi and Hindi speakers shared vowel categories for IE monophthongs, but that native language phonology may influence the representation of IE diphthongs.
Although the differences observed between the Punjabi and Hindi speakers of IE may indicate persistent L1 influences on IE, Maxwell and Fletcher's (2010) methods leave room for an alternative explanation. In particular, 2 of the 4 Punjabi speakers began English medium education in secondary school. All other speakers were educated in English from primary school onwards. Thus, variability in age-of-acquisition may account for the larger degree of phonetic variation observed in Punjabi speakers' productions of IE diphthongs compared to Hindi speakers' productions of IE diphthongs (for age of acquisition effects on pronunciation see, e.g., Long, 1990; Flege & Fletcher, 1992 ). This possibility is further supported by Maxwell and Fletcher's acknowledgment that the differences between the groups did not conform to predictions based on differences in the phonologies of Punjabi and Hindi.
Two studies on the realization of prominence in IE have documented only similarities across speakers with different language background, and so provide no further evidence for persistent effects of L1 on IE (Pickering & Wiltshire, 2000; Wiltshire & Moon, 2003) . The larger of the two studies (Wiltshire & Moon, 2003) investigated the effect of Indo-Aryan (Hindi and Gujarati) and Dravidian (Tamil and Telugu) on the production of English noun/verb pairs that differed only in canonical stress placement.
There were 10 speakers in each group, and all speakers had been educated in English from primary school onwards. Multiple acoustic correlates of prominence (duration, amplitude, and F0 changes) were measured and no significant differences between Indo-Aryan and Dravidian speakers' productions were found. IE productions did however differ significantly from American English productions of the same words. In particular, duration differences between stressed and unstressed syllables were much smaller in IE productions than in American English productions, consistent with the characteristic timing patterns of these two varieties of English. IE productions also differed from American English in the direction of pitch change from prominent to non-prominent syllables.
In contrast to the Wiltshire & Moon (2003) study, Wiltshire & Harnsberger (2006) reported some L1-dependent differences in the production of IE rhotics, voiceless stops, and pitch accents. Five Gujarati (Indo-Aryan) and 5 Tamil (Dravidian) speakers of IE produced English word lists, isolated sentences, and a read passage for later acoustic-phonetic analysis of vowels, glides, rhotics, and stops, and for the transcription-based analysis of intonation. The measures indicated many similarities across the categories examined, but also a few differences across groups. For example, Gujarati and Tamil speakers of English produced the high and mid back vowels differently from one another and from the canonical descriptions of GIE back vowels. One of the differences between Gujarati English and descriptions of GIE, namely the near merger of /u/ and /ʊ/ in Gujarati English, was attributed to the absence of a short, high back vowel in Gujarati. The other differences observed could not be explained with reference to the L1 of the speaker.
Consonantal and intonational differences were also noted in the English produced by Gujarati and Tamil speakers. Specifically, there was substantial variation in the production of rhotics across speakers, but unlike Gujarati speakers, Tamil speakers also produced a Tamil-style fricativized approximant in this category. Tamil speakers of English also produced longer VOTs than Gujarati speakers of English. And while both Tamil and Gujarati speakers of English produced many more accents per utterance than would be typical in American or British English, there were L1 related differences in proportion of rising versus falling pitch accents. The sum of these segmental and suprasegmental differences led Wiltshire and Harnsberger conclude that the effects of L1 on IE may "supersede GIE norms (p. 103)." This conclusion is consistent with the view that IE representations are persistently influenced by the L1 of its speakers, and so may lack a stable phonology that is characteristic of a dialect.
Although the Wiltshire and Harnsberger (2006) study is comprehensive, their conclusion that IE is strongly influenced by L1 might be called into question for two reasons. First, like Maxwell and Fletcher (2010) who found some subtle L1 effects on IE, Wiltshire and Harnsberger's study included speakers who were first exposed to English at different ages. Three of the five Tamil speakers were educated in English from the beginning of primary school onwards. The other two were first exposed to English later: one began English medium education in the 3 rd standard (age 9), and one in higher secondary school (age 15). The Gujarati speakers were more homogeneous in that all had been educated in English from primary school onwards. The variability in age of acquisition could account for the differences observed between groups, and especially for why Tamil speakers were found to occasionally use a Tamil-style fricativized approximant for the English rhotic.
The second reason that we might call into question Wiltshire and Harnsberger's (2006) conclusion that L1 influences supersede GIE norms is that no comparable L1 data are presented. Here, a number of similarities between the groups are at issue. Although some of these were interpreted as consistent with similarities between Tamil and Gujarati when different than GIE, no empirical data is offered to support this interpretation. In fact, with the exception of the Pickering and Wiltshire (2000) study, none of the acoustic-phonetic investigations of L1 influences on IE compare the segmental and suprasegmental characteristics of L1 and IE in the same speakers. The Pickering and Wiltshire (2000) study does however support Wiltshire and Harnsberger's idea that similarities across indigenous Indian languages may account for similarities in the IE produced by speakers with different language backgrounds. In particular, Pickering and Wiltshire found that the variable of interest in that study, prominence realization, was the same in the IE and across the different L1s of their 3 speakers.
The Current Study
If both the similarities and differences in IE sound patterns across groups can be attributed to the native languages of the speakers, then the acquisition of IE sound patterns may simply involve the selective transference of L1 categories to L2. An alternative hypothesis is that Indians acquire a common IE phonology that is distinct from their native language phonology. This latter hypothesis does not contradict the idea that IE phonology reflects indigenous Indian languages influences; it merely suggests that these influences are historical in nature. To test between these competing hypotheses, we investigated the perceptual and acoustic similarities and differences of IE produced by native Hindi and native Telugu speakers, all of whom had been educated in English from primary school onwards. We also investigated acoustic similarities and differences between the native languages of the speakers.
We focused on native Hindi and Telugu speakers' production of IE because Hindi has the most speakers among the Indo-Aryan language family, and Telugu among the Dravidian language family.
Hindi is the official language of 11 states, and its speakers account for 41.03% of total population of India. Telugu is an official language of Andhra Pradesh, and its speakers account for 7.19% of the total population of India. Hindi and Telugu are also known to be phonologically distinct: Hindi has a larger phonemic inventory than Telugu (Maddieson, 1984) . The Hindi vowel inventory includes tense-lax distinction and a quantity difference as well as a central vowel /i, i:, e:, ɛ, ae, ә, a, ɔ, o:, u, u:/ (Ohala, 1999) , whereas the Telugu vowel inventory includes just 5 vowels and a phonemic length contrast /i:, i, e:, e, a:, a, o:, o, u:, u/ and a low-front vowel /ae:/ in borrowed English words (Krishnamurti, 1972) .
Although Hindi and Telugu consonantal inventories are roughly similar in size, as shown in Appendix I, the Telugu set is functionally smaller than the Hindi set because the contrasts due to voicing and aspiration are strictly features of written or literary Telugu in the retroflex, palatal, and velar series (Krishnamurti, 1972:5) . Also, there is some indication that Hindi and Telugu may vary in the degree of retroflexion for particular speech sounds (Ladefoged & Bhaskararao, 1983) . Finally, Hindi and Telugu are both described as quantity sensitive languages, but default stress is on the last syllable in Hindi and on the first in Telugu (Srinivas, 1992; Ohala, 1999) . Hindi has been described as a syllable-timed language (Dauer, 1983; Crystal, 1995) , and Telugu as mora-timed (Murty et al., 2007) .
We investigated the similarities and differences in IE as a function of native language using global perceptual analyses, and specific acoustic measurements. Naïve and experienced listeners provided perceptual judgments on IE sentences produced by different speakers. The listeners had to determine whether the speakers had the same or different native languages. The naïve listeners were native speakers of American English with little exposure to IE; the experienced listeners were native Hindi or Telugu speakers and fluent IE speakers. We expected that naïve listeners would only be able to distinguish between IE produced by native Hindi and Telugu speakers if speakers' native language strongly influences IE production. We expected that experienced listeners might be able to distinguish between IE produced by Hindi and Telugu speakers if native language effects on IE are subtle.
The acoustic measurements focused on vowel and obstruent production as well as on temporal patterns that contribute to the perception of language rhythm, which reportedly differs in Hindi and
Telugu. We reasoned that if IE involves the transference of native language categories, then IE sound patterns produced by Hindi and Telugu speakers should parallel the native language sound patterns produced by the same speakers. If IE phonology is acquired separately from native language phonology, then there should be little to no measurable differences in the IE sound patterns produced by Hindi and
Telugu speakers, and measurable differences in the native language sound patterns produced by the same speakers.
METHODS

Participants
Fourteen IE speakers provided speech samples for the present study. Seven speakers had Hindi as their native language and 7 had Telugu as their native language. Three of the Hindi speakers were female and 4 were male. Five of the Telugu speakers were female and 2 were male. All speakers were between the ages of 20 and 35 years old. All speakers were exposed to English education from the 1 st standard onwards (age 6), and all continued to be educated in English through college. Five of the native Hindi speakers and 5 of the native Telugu speakers were residing in India at the time of the study. The remaining 4 IE speakers were residing in Oregon (Eugene or Portland), but had been in the United States for less than 6 months at the time of recording. All Hindi speakers were from Delhi and all Telugu speakers were from Hyderabad.
Ten naïve listeners and 10 experienced listeners participated in the perceptual judgment task that compared IE produced by native Hindi and Telugu speakers. Ten additional naïve listeners participated in a perceptual judgment task that compared Hindi and Telugu. The naïve listeners were American-English speaking undergraduates from University of Oregon, who received course credit for their participation.
The experienced listeners were 4 native speakers of Hindi and 6 native speakers of Telugu, who were residing in Eugene, Oregon, and had been in the United States for at least one year. None of the experienced listeners were acquainted with any of the Indian speakers who provided the spoken material for the study.
Material
The language samples were sentences from different language versions of a story familiar to all Indians; that of Lord Ganesha and his adventurous ride on his mouse at night on Ganesha Puja. The Each story consisted of 13 sentences that varied in length from 11 to 49 syllables in English, from 12 to 43 syllables in Hindi, and from 15 to 53 syllables in Telugu. Appendix II provides the text for each language. The English, Hindi, and Telugu sentences were printed on separate cards in native orthographies (Roman, Devanagari, and Brahmi scripts, respectively). The cards were then shuffled to randomize sentence order before being presented to speakers. The randomization process was used to avoid storytelling prosody.
Production Task
The participants were given a stack of cards that were either in their native language (Hindi or Telugu) or in English. If participants were given cards with sentences in their native language, they were then instructed either in Hindi or Telugu to look through the cards to familiarize themselves with the text.
If they were given cards with sentences in English, they were instructed to do so in English. Participants were then asked to read the sentences on each card at a comfortable speed. Participants read through the entire stack in one language, and then the process was repeated for the other language with instructions given in the language that corresponded to the language of the cards. Participants then took a break before returning to the first stack to repeat the process. Participants alternated between stacks (languages) in this way until 3 repetitions of all the sentences had been obtained for each of the languages. The cards were shuffled between each re-reading so that the sentences were read in a new random order every time they were read. Participants were recorded in a quiet room using a Shure professional unidirectional microphone and a Marantz Professional PMD660 portable solid-state recorder. All measures reported in this paper were taken from either the second or third repetition of the sentences. The third repetition was used if the second repetition was not fluently spoken.
Perceptual Judgment Task
On each trial, naïve and experienced listeners were presented with the most fluent IE renditions of two different sentences produced by different IE speakers (sentences 5 and 8, see Appendix II) 2 . A second group of naïve listeners were also presented with the most fluent native language renditions of these same two sentences on every trial. The same pair of different speakers was never repeated for a particular sentence order (5, 8 or 8, 5) in either language task. In half of the stimuli, the different speakers had the same native language background. In the other half, the different speakers had different native language backgrounds. The same and different stimuli were amplitude normalized and presented in random order over headphones to listeners, who were seated in front of a computer in a quiet experimental room. Listeners were instructed that they would hear speech samples from native Hindi speakers and native Telugu speakers. They were then told that their job was to listen to each pair of sentences and judge whether the different speakers had the same language background or different language backgrounds. Judgments were to be made on a 5-point scale, where "1" equaled a confident "same" judgment and "5" equaled a confident "different" judgment. The scale was presented on a computer monitor, and the listeners indicated their response by clicking on the box with the number that corresponded to their judgment. We expected that only experienced listeners might be able to tell the difference in IE produced by speakers with different language backgrounds if the differences were subtle.
We expected that naïve listeners would be able to distinguish between Hindi and Telugu, since these languages are reported to differ phonologically.
Perceptual judgments on the paired sentences took approximately 25 minutes to complete.
Preliminary analyses indicated that 1 of the 10 naïve listeners who made judgments on IE defaulted to a single judgment and then did not complete the task as required. The judgments from this listener were therefore excluded from further analysis. In addition, listener feedback suggested that it took some time to accommodate to the task. For this reason, presentation order was included as a covariate in the analyses of listener ratings (see below for further detail). The ratings were z-transformed within each listener in order to obtain a normally distributed dependent measure that was comparable across listeners.
Acoustic Measurements
Acoustic measurements were also used to investigate group differences in the production of IE as well as the similarities and differences between Hindi and Telugu. A number of segmental and suprasegmental characteristics were chosen for analysis including vowel quality, degree of retroflexion for /ʈ/ and /ɖ/, extent of aspiration for voiceless stops, the spectral characteristics of /s/, and temporal patterns associated with lexical stress, phrase-final lengthening, language rhythm, as well as a measure of speech rate. The measurement procedures are described in more detail next.
Vowels: Using the Praat speech processing software (Boersma & Weenink, 1996) , utterances were displayed and segmented into consonantal and vocalic intervals. F1 and F2 values were extracted automatically at the midpoint of every vowel using formant tracking and a script. Every measure was also visually inspected and when a mismatch between the tracks and the formant band in the spectrogram was detected, script parameters were changed until a proper match was obtained. Formant values were then normalized using the Lobanov method (Erik & Kendall, 2007) to control for variability due to speaker vocal tract characteristics. The normalized ratio of F2 to F1 was then used as the dependent variable in the analysis of vowel quality. The value was averaged across tokens of the same vowel within speaker and language task.
Consonants: Six words with post-vocalic retroflex consonants were chosen from the IE, Hindi, and Telugu sample (see Table 1 ) to investigate the degree of retroflexion across languages. Retroflexion was quantified as the difference between F3 and F2 at vowel offset, which was meant to characterize the degree of F3 depression due to retroflexion (Wiltshire & Harnsberger, 2006) . As with the vowel measures, values at F2 and F3 offset were extracted automatically, but the formant tracks for every measure were visually inspected and parameters were adjusted if there was a mismatch between the tracks and the visible formant bands on the spectrogram.
Six words with syllable-initial voiceless stops were chosen from the IE, Hindi, and Telugu sample (Table 1) to investigate aspiration across languages. Aspiration was quantified using VOT. With regards to this measures, 3 of the Hindi speakers and 6 of the Telugu speakers produced at least one stop with multiple bursts. When this occurred, VOT was measured from the last burst to voicing onset.
Finally, three additional words were chosen from the IE, Hindi, and Telugu sample (Table 1) to compare non-final syllable /s/ production across the 3 languages. Some studies have shown that spectrotemporal properties of /s/ varies with language contact (Erker, 2012 ). An effect of first language on the production of /s/ in IE might be anticipated based on the differences in the phonemic inventories of Hindi and Telugu: Hindi has /s/ in contrast to /ʃ/ and /z/, whereas Telugu has /s/ in opposition to /ʃ/ and to /ʂ/.
The spectral characteristic of /s/ across the 3 languages was captured by a center of gravity (COG) measurement. Suprasegmentals: Twelve disyllabic words were selected to investigate temporal patterns associated with lexical prominence, which help to define language rhythm (Dauer, 1983) . The English words were further categorized according to their dictionary-defined prominence pattern (trochaic or iambic). We attempted to match the prominence patterns of the English words with prominence patterns in Hindi and Telugu words following the quantity-sensitive stress rules for the different languages and the first author's intuition on prominence placement. Table 2 provides the list of words selected for this analysis. Table 2 about here.
Lexical prominence was captured as the ratio of first vowel duration to second vowel duration in the disyllabic word (V1:V2) since duration represents the best correlate of lexical prominence in English (Huss, 1978) and since the temporal pattern corresponded best with our interest in rhythm.
Phrase final lengthening also contributes to the perception of language rhythm (Nooteboom, 1997) . Final lengthening in IE, Hindi, and Telugu was assessed by dividing the final vowel duration by the average vowel duration in the sentence for each of the 13 sentences.
Finally, we calculated several global rhythm metrics based on interval duration and speech rate.
These measures have all been used to distinguish between languages from different rhythm classes (Ramus, Nespor, & Mehler, 1999; Grabe & Low, 2002; Dellwo, 2010) . Although we acknowledge the controversy surrounding the hypothesis that interval duration measures adequately convey language rhythm (see, e.g., Arvaniti, 2009), we also note that the measures provide an objective description of vocalic and consonantal durations, and these are at least in part correlated with long-established notions of rhythm.
The interval duration measures used in the current study were as follows: (1) 
Analyses
Linear mixed effects modeling was used to investigate the effect of native language on IE as well as on the similarities and differences of the sound patterns of the native languages involved. A first set of analyses focused on the perceptual judgments. These analyses investigated the fixed effects of listener experience (naïve vs. experience) and speaker background (same vs. different) on similarity ratings, as well as the fixed effects of language task (IE or Hindi/Telugu = L1) and speaker background on naïve listeners' similarity ratings. In both analyses, item and listener were treated as random factors with item nested within listener. Order of presentation was entered as a random covariate, and also nested within listener. A second set of analyses investigated the fixed effects of speaker background (native Hindi or Telugu speakers) and language task (IE or L1) on the various acoustic measures. Segment identity was an additional fixed factor in the analysis on retroflexion and aspiration. The English lexical prominence pattern was an additional fixed factor in the analysis on V1:V2 duration. Again, item (word or sentence) and speaker were treated as random factors with item nested within speaker. All results are given with the denominator degrees of freedom rounded to the nearest whole number. 
RESULTS
American
Perceptual ratings
The analysis of similarity ratings on IE sentences as a function of listener experience and speaker language background revealed a significant interaction between experience and background, F(1, 3041) = 47.54, p < .001, and a simple effect of speaker background, F(1, 3041) = 8.86, p = .003. The significant interaction is shown in Figure 1 . Hindi speakers from those produced by native Telugu speakers. The significant interaction between experience and background was therefore due to the much larger effect of background on experienced listeners' judgments than on naïve listeners' judgments.
The analysis of naïve listeners' similarity ratings on IE and L1 sentences also revealed a significant interaction, but this time it was between language task and speaker background, F(1, 3341) = 82.99, p < .001. It is clear from Figure 2 that the interaction was due to the fact that naïve AmericanEnglish speaking listeners were very much more able to differentiate Hindi from Telugu sentences than they were able to differentiate English sentences spoken by the same native Hindi and Telugu speakers. It is also clear from Figure 2 that the simple effect of background on the difference ratings was also significant, F(1, 3341) = 28.11, p < .001. Taken together, the similarity ratings on IE sentences by naïve and experienced listeners indicate perceptible effects of L1 on IE, albeit fairly subtle ones that are best identified by experienced listeners.
Note that the results on ratings of Hindi versus Telugu show that naïve listeners' are very good at picking up on phonological differences when these are sufficiently robust.
Acoustic Measurements
The next set of analyses addressed the effect of language task and speaker background on the production of specific segmental and suprasegmental attributes. The results on vowel production are presented first, followed by those on retroflexion, aspiration, /s/ production, lexical stress, final lengthening, and rhythm, in that order.
The IE and L1 vowels are plotted in Figure 3 according to their normalized F1 and F2 values and shown as a function of speaker background. A qualitative comparison of the different vowel spaces depicted in the figure suggests that IE does vary somewhat with speaker background, but the differences between IE and the native languages are more striking. Quantitative analyses were conducted to determine which, if any, of the differences evident in Figure 3 were systematic enough across speakers to be statistically significant. In particular, the analyses tested for effects of speaker background and (where possible) language task on the production of particular vowels. The following systematic differences were discovered. The effect of speaker background was significant only for /u/, F ( If we interpret the statistical results with reference to the group mean values shown in Figure 3, we find that the effect of background on /u/ was due to a more fronted articulation by Telugu speakers compared to Hindi speakers, especially in the L1. With regards to the effect of language task, /ɪ/ and /ae/ were both more centralized in IE compared to the L1 across speaker background. The interaction between background and task on /ɑ/ effect appeared to be primarily due to the raising of this vowel by
Telugu speakers in Indian English.
With respect to degree of retroflexion, an analysis of the difference between F3 and F2 at vowel offset indicated no significant main effects of background, language task or consonant type, but there was a significant 3-way interaction between these factors, F(1, 109) = 6.83, p < .010. This result, shown in Figure 4 , appears to have been due to similar degrees of retroflexion across consonant types in IE compared to the native language, and a native language difference in the consonant that was produced with more retroflexion (i.e., a smaller difference in the onset of F2 and F3). Hindi speakers, in particular, appeared to have produced /ʈ/ with more retroflexion than /ɖ/, but the reverse may have been true for Telugu speakers. Thus, once again, native language differences were evident, but IE targets were constant across speakers with different language backgrounds. As for the degree of aspiration, the analysis on VOT indicated a main effects of background, F(1, 158) = 6.40, p = .012, and stop identity, F(1, 158) = 46.34, p < .001, but no effect of language task and no interactions between the factors. Figure 5 shows these results. Figure 5 about here.
In spite of the main effect of group, VOT in Hindi English was not different from VOT in Telugu English. Rather, the group effect seems to have been driven by a significant difference in the production of Hindi and Telugu voiceless velar stops: post hoc comparisons showed that these were produced with significantly less aspiration in Hindi compared to Telugu (p = .001).
In contrast to the measures of retroflexion and aspiration, the frequency measures on /s/ showed a clear effect of native language on IE. Like the results on stop VOT, the overall analysis of mean frequency indicated a significant effect of group, F(1, 80) = 13.38, p < .001, but no effect of language task or interaction with language task. Unlike the results on stop VOT, post hoc comparisons indicated that the difference between groups was significant for IE (p = .021) as well as for the native languages (p < .001). The analyses on suprasegmental temporal patterns indicated a minimal effect of native language on IE, but substantial differences in the sound patterns of Hindi and Telugu. For example, the results on temporal patterns associated with lexical stress in English indicated a significant effects of background, F(1, 297) = 29.84, p < .001, and stress pattern, F(1, 297) = 5.18, p = .024, on the vowel-to-vowel duration ratio. There was also a significant interaction between background and task, F(1, 297) = 9.12, p = .003.
When the data were split by language task, the effect of speaker background was significant for native language disyllabic words, F(1, 140) = 39.09, p < .001, but not for IE. Of course, the effect of lexical stress pattern was significant in IE, F(1, 157) = 8.50, p = .004, but not in the native languages. The results are shown in Figure 7 . We can see in Figure 7 that trochaically-and iambically-stressed English words were differentiated regardless of the native language, and that the striking differences between Hindi and
Telugu speakers occurred in the native languages where disyllabic words were produced either with a long V2 relative to V1 (Hindi) or a long V1 relative to V2 (Telugu). Thus, the results once again indicated a strong contrast between Hindi and Telugu, but none in the IE produced by Hindi and Telugu speakers.
In contrast to the results on lexical prominence patterns, the results on phrase-final lengthening suggested an effect of native language on IE. The overall analysis indicated a main effect of background on the measure of final lengthening, F(1, 347) = 4.33, p = .038, but no effect of language task or any interaction between the factors. Post hoc analyses indicated that the effect of group on final lengthening was not significant within each language, so the effect was small (see Figure 8 ). Overall, Hindi speakers engaged in more phrase-final lengthening than Telugu speakers regardless of the language they were speaking. Finally, the analyses on global rhythm metrics and speech rate suggested that IE has a rhythm pattern that is distinct from either Hindi or Telugu, and that the native language has little influence on speakers' production of IE rhythm. Specifically, the analyses indicated an effect of group on ∆C F (1, 166) = 3.96, p = .048 and on speech rate, F(1, 163) = 69.28, p < .001, an effect of language task on %V, F (1, 171) = 122.11, p < .001, ∆C, F(1, 164) = 11.63, p = .001 and speech rate F(1, 151) = 257.23, p < .001, and an interaction between group and language task on speech rate, F(1, 151) = 148.44, p < .001. Post hoc comparisons indicated no significant effect of group on any of the measures in IE, but a significant effect of group on native language ∆C (p = 011), and speech rate (p < .001). Note that there were no significant main effects or interactions on nPVI. The significant results are shown in Figure 9 . Although the %V value (46.8%) is lower than the values for Hindi (52.3%) and Telugu (51.2%), it is still much higher than that reported for the canonically stress-timed language, British English (41.1%; Grabe & Low, 2002) . Similarly, the ∆C value for IE (29.7) is marginally higher than the value for Hindi (28.6) and for Telugu (26.4) , but much lower than that reported for British English (54; Ramus, Nespor, & Mehler, 1999) . Of course, the interval-based measures, including speech rate, are sensitive to a variety of factors that are not strictly rhythmic, and so a cross-study comparison of mean values should be interpreted with caution. The comparison does, nonetheless, support the intuition that timing in IE is significantly different than timing in British English. We have further shown here that the timing of IE is also substantially different from that of two indigenous Indian languages.
In sum, the acoustic measures indicated some effects of native language on IE. In particular, there were L1 effects on IE /ɑ/ and /u/, on the articulation of /s/, and on final lengthening. Nonetheless, many more differences were found in the sound patterns of Hindi and Telugu. The degree of retroflexion varied by language with Hindi speakers producing produced /ʈ/ with more retroflexion than /ɖ/ and vice versa for Telugu speakers. Hindi speakers also produced stops with less aspiration and /s/ with a lower mean frequency than Telugu speakers. In addition, Hindi speakers lengthened V2 relative to V1 in disyllabic words, whereas Telugu speakers did the reverse. Finally, Hindi speakers engaged in somewhat more final lengthening than Telugu speakers, and produced phrases with higher %V and ∆C, but at slower rates than Telugu speakers. Altogether, the results are consistent with the suggestion that Indians with similar educational backgrounds have similar IE representations that are minimally influenced by their L1.
GENERAL DISCUSSION
The current study investigated native language influences on IE as spoken by Indians with different language backgrounds and educated in English medium schools. This study was undertaken to assess the competing hypotheses that IE represents L1 influenced English or a perfectly acquired panIndic variety of English. Although most contemporary linguists likely accept that IE is a distinct variety of English, IE diverges from other major dialects of English in that its speakers are nearly always exposed to the language after they have acquired one or more indigenous Indian languages. It is therefore reasonable to assume that IE phonology may not be stable across speakers in India. The strongest version of this assumption predicts that native language phonologies will account for both the similarities and differences in IE produced by speakers with different language backgrounds. The current findings are consistent with previous findings in contradicting this strong prediction. Specifically, the present results indicate that the sound patterns of IE show minimal variation with native language background even while the sound patterns of the native languages are substantially different from one another.
The present results are not fully consistent with the alternative strong hypothesis, namely, that IE represents a perfectly acquired pan-Indic variety of English with a distinct and stable phonology. Like Wiltshire and Harnsberger (2006) and Maxwell and Fletcher (2010) , we found some effects of L1 on IE.
Because we controlled for age of acquisition, the L1 effects found in the present study cannot be easily attributed to divergent proficiency levels. This ambiguity raises the following questions: Do the L1 effects on IE indicate its incomplete acquisition, which is defined here as partial overlap between speakers' L1 and IE phonology? Or are the subtle L1 effects due to sociolinguistic factors, including identity and/or regional variation? Although the results from the current and previous studies on IE do not provide definitive answers to these questions, we suspect that the noticeable effects of indigenous languages on IE are due to sociolinguistic factors rather than to psycholinguistic ones.
As noted in the introduction, many Indians are first exposed to English at age 6 in primary school.
There is evidence to suggest that this is early enough for individuals to acquire an "accentless" variety of a target language (Long, 1990; Flege & Fletcher, 1992 (Annamalai, 2005; Mohanty, 2006) .
Putting aside the question of how one assesses proficiency in a variety that is not well described and has emerged through use by multilingual speakers, let us assume for the moment that children received highly variable English input. If this is not currently the case (and it may not be), then we can at least assume that it was the case for young English-learning Indians at some point since the adoption of the Three Language Policy in 1968. Under these circumstances, the notion of accentless IE may be the same as that of language emergence. That is, adults who learned IE from a young age may have come to produce the same IE patterns regardless of their first language if they regularized the variable input that they received.
We know from the example of Nicaraguan Sign Language that young children can regularize highly variable input to create a grammatically structured language within a single generation (Senghas, et al., 2004 ). What appears to be critical to the speed at which this process occurs is the size of the community of young people involved, and their motivation for learning the language and using it among themselves (Senghas, 2005) . As noted in the introduction, the community of young people learning English in India is extremely large. Moreover, the language has become a lingua franca for young people of different language backgrounds, who interact regularly in the multilingual urban cities of India. Under these circumstances, it is hard to imagine that IE is anything other than another variety of English, albeit one that may be quickly evolving into multiple varieties (see, e.g., Wiltshire, 2005) .
Strong social and regional pressures could drive the evolution of IE into multiple varieties that would keep language-affiliated identities alive. The prevailing political unrest in Northeastern India and the secessionist impulses of many citizens in the region provide an extreme example of these pressures. B. Consonant inventory of Hindi (Ohala, 1999) 
