Recent industrial trends favor the adoption of multi-core architectures for mixed-criticality applications. Although several mixed-criticality multi-core scheduling approaches have been proposed, currently there are few implementations on hardware that demonstrate efficient resource utilization and the ability to bound interference on shared resources. To address this necessity, we develop a mixed-criticality runtime environment on the Kalray MPPA-256 Andey many-core platform. The runtime environment implements a scheduling policy based on adaptive temporal partitioning. We develop models, methods and implementation principles to implement the necessary scheduling primitives, to achieve high platform utilization and to perform a compositional worst-case execution time analysis. The bounds account for scheduling overheads and for the inter-task interference on the platform's shared memory. Using realistic benchmarks from avionics and signal processing, we validate the correctness and tightness of the bounds and demonstrate a high platform utilization.
INTRODUCTION
The prevalence of multi-core architectures in the electronic market has led to an ongoing shift from single-core to multi-core designs even in safety-critical domains, such as avionics and automotive. Safety-critical systems are often mixed-criticality systems, in which applications with different safety criticality levels are hosted on a common platform.
Although theoretic aspects of mixed-criticality multi-core scheduling have been studied, there is a lack of implementations on hardware that demonstrate efficient resource utilization and the ability to bound interference on shared resources. In this work, we describe models, methods and implementation principles that enable the deployment of mixed-criticality applications on
• We propose and compare different implementations of scheduling primitives on the MPPA-256 Andey platform. Based on measurements, we bound the overhead of the different implementations and select the ones with minimal overhead.
• We present a worst-case timing analysis which accounts for the runtime overheads and the worst-case interference on the memory paths of the MPPA-256 Andey platform. This allows us to provide real-time guarantees for scheduled task sets with bounded execution time and resource access requirements.
• With a set of industrial-representative benchmarks, we perform a case study with measurements to demonstrate the efficient implementation of our scheduling framework as well as to evaluate the bounds of the worst-case timing analysis.
RELATED WORK
The deployment of mixed-critical applications on multicores remains challenging due to the intercore interferences on shared platform resources and the difficulty in bounding their effect on the execution time of real-time applications.
One approach is to extend the notion of strict temporal and spatial partitioning of the ARINC-653 standard for single-core systems to multicores. Several works [14, 24] attempt this. Fisher [10] 122:3 proposed a (certified) operating system for partition scheduling. Such approaches are restricted to platforms with hardware and OS support for partitioning, unlike adaptive temporal partitioning which achieves it through scheduling, and they often result in resource under-utilization. Anderson et al. [5, 15, 16] implemented the MC 2 framework with different scheduling policies for different criticality levels. This framework allows partitions with different criticality to run in parallel, however interference on shared platform resources is not formally bounded like in our work.
Another line of research allows applications of different criticalities to execute in parallel, but imposes restrictions on resource arbitration to bound the delays that tasks suffer due to contention. Yun et al. proposed software-based memory throttling and a memory bandwidth reservation scheme with online reclamation support [28] . Hardware modifications to shared memory controllers for mixed-criticality systems were proposed in [12] . The authors of [9, 27] implemented data partitioning to disjoint DRAM banks to minimize inter-core interference on bank arbiters. Furthermore, Kim et al. combined bank partitioning with shared last-level cache partitioning [15] . Such mechanisms ensure bounded interference among criticality levels. However, some approaches suffer from limited flexibility, e.g. [28] , many require hardware support, e.g. [12] , and finally, most approaches target bus-based systems-on-chip rather than hierarchical cluster-based architectures, like the MPPA-256.
A third approach for bounding interference on mixed-criticality multi-core designs is Isolation Scheduling (IS) [13] . The key idea is, instead of fine-grained resource arbitration, to only permit tasks of the same criticality to execute concurrently. This way, IS policies [4, 11, 13] avoid intercriticality interference, while exploiting parallelism. Adaptive temporal partitioning is a special IS case, where task preemptions and migrations are not permitted. To the best of our knowledge, we present the first implementation of adaptive temporal partitioning on a many-core platform designed for timing predictability. From an implementation perspective, close to our work are the scheduling frameworks of [3, 19] . Unlike our work, the authors eliminate all possible sources of interference on shared resources by adopting spatial and temporal partitioning of cores and memory banks [19] and/or by dedicated execution models with computation and resource access phases [3] . Although the scope of these works is more general, as they utilize several compute clusters of the MPPA-256, eliminating contention on shared resources can have a significant effect on schedulability. Our work shows that a high utilization is feasible by allowing contention among same-criticality applications.
SYSTEM AND SCHEDULING MODEL
First, we present the considered application model in general without any constraints on the temporal partitioning. We continue with an explanation of the adaptive temporal partitioning scheduling policy and summarize the task mapping optimization used in this work.
Mixed-Criticality Task Model
We consider a mixed-criticality task set τ = {τ 1 , . . . , τ n } executed on a shared-memory multi-core architecture. We define for simplicity a dual-criticality system, where the criticality levels are denoted as high (HI) and low (LO) [2] , although our scheduling framework supports more than two criticality levels. Each task τ i ∈ τ is characterized by a tuple
denote the period and relative deadline, χ i ∈ {LO, HI} the criticality level and C i , the execution profile. C i = (e i , μ i ) consists of an upper bound on the task's execution time (e i ) and the number of shared memory accesses (μ i ). The execution time e i is specified when τ i runs in isolation, i.e. without considering the delay it may experience due to contention on the shared memory. The two parameters of the execution profile (e i and μ i ) can be obtained by static analysis tools [1] or estimated by profiling and measurement [18] . Each task has two execution profiles, at different assurance levels [25] . For high-criticality tasks, the HI execution profile C i (HI) is more conservative compared to the LO execution profile C i (LO) since at a higher assurance level more stringent safety guarantees need to be provided.
The dual-criticality system can operate in two modes. In LO (default) mode of the system, all tasks are scheduled according to their LO execution profile C i (LO). If at least one high-criticality tasks runs according to its HI-level profile C i (HI), e.g. because the functionality requires more computation time or memory accesses, from then on the system switches (temporarily or permanently) to HI mode. In HI mode, high-criticality tasks require more resources, i.e. if χ i = HI: e i (HI) ≥ e i (LO) and μ i (HI) ≥ μ i (LO). Low-criticality tasks may need to execute in degraded mode, i.e. with reduced functionality, to preserve the system schedulability if the system is in HI mode. Execution in degraded mode is specified by
In this work, the tasks of one criticality level are grouped together and are executed separated from tasks of different criticality level(s) (explained in more detail in Section 3.2). For simplicity, we assume that the first job (task instance) of all tasks is released at time 0 and that the relative deadline of τ i is equal to its period, i.e., D i = T i . Precedence constraints may exist among tasks with equal periods and criticality levels as long as the resulting dependencies are acyclic. Finally, we define the total utilization of a periodic dual-criticality task set τ as the maximum utilization across LO and HI execution mode:
where U y x (τ ) represents the total utilization of the tasks with criticality level x for their y−level execution time (in isolation), i.e. U y x (τ ) = χ i =x e i (y)/T i .
Adaptive Temporal Partitioning
Adaptive temporal partitioning is a special case of Isolation Scheduling (IS) [13] for co-hosting tasks of different criticality levels, e.g. mixed-criticality task sets on shared-resource multicores, such that no timing interference among tasks of different criticality levels exists [4, 11, 13] . The rest of the paper is based on a representative policy for adaptive temporal partitioning, namely Flexible Time-Triggered and Synchronization-based (FTTS) scheduling [11] , as it is one of the few non-preemptive IS policies and hence can be implemented on the MPPA-256 whose cores do not support context switching/multitasking. An FTTS schedule repeats over a scheduling cycle P equal to the hyperperiod of the tasks in τ . A simple example with two scheduling cycles is depicted in Figure 1 . Each cycle consists of fixedsize frames (set F ) which start periodically at predefined time points. Each frame is divided further into two flexible-length sub-frames, the first containing only high-criticality tasks (HI sub-frame) and the second containing only low-criticality tasks (LO sub-frame). The beginning of frames and sub-frames is synchronized among all cores. Within a frame, the HI sub-frame begins immediately. The LO sub-frame begins once all tasks of the HI sub-frame complete execution across all cores. Synchronization for switching from the HI to the LO sub-frame is achieved dynamically via a barrier mechanism, for efficient resource utilization. Namely, if the HI sub-frame completes earlier than statically expected, the platform can be used by the tasks of the following criticality level, without wasting resources. Within the sub-frames, tasks are scheduled sequentially on each core following a predefined order. The mapping of tasks to cores and sub-frames is determined offline, see Section 3.3.
We use sfLength( f , k, LO) (resp. sfLength( f , k, HI)) to denote the worst-case length for the k-th sub-frame of frame f ∈ F , when the tasks execute in their LO (resp. HI)-level execution profile.
At runtime, the FTTS scheduler monitors the actual length of the sub-frames. If the length of the HI-criticality sub-frame does not exceed sfLength( f , 1, LO), it triggers normal execution of tasks in the LO-criticality sub-frame (LO mode). However, if the length of the HI-criticality sub-frame exceeds sfLength( f , 1, LO), the tasks of the LO sub-frame are triggered in degraded mode (HI mode). A LO to HI mode switch affects the execution of LO-criticality tasks only for the current frame. Note that if an overrun of a single task in the HI-criticality sub-frame occurs but the HI-criticality sub-frame does not exceed sfLength( f , 1, LO), the HI-criticality sub-frame does not overrun and it therefore does not affect the execution mode of the following LO-criticality sub-frame. After the completion of all tasks in the LO-criticality sub-frame the cores remain idle until the next frame starts.
We consider a schedule feasible, i.e. all tasks are guaranteed to meet their deadlines, if in every frame f ∈ F (with fixed length L f ), the last sub-frame completes by the end of the frame in either LO or HI mode (result from [11] ), i.e. if ∀f ∈ F :
Finding a feasible FTTS schedule for a given task set τ can be performed by the optimization framework of [11] which we summarize in Section 3.3. A method to determine sfLength is presented in Section 6. Note that the deployment of FTTS on a multi-core platform requires support for global time synchronization for time-triggered frame activation, inter-core barrier synchronization, inter-core communication for the implementation of dynamic scheduling decisions and static per-core schedule tables. Efficient and predictable implementations of scheduling primitives are examined in this paper.
Task Mapping Optimization
In this section, we shortly review the optimization framework that is used to determine the FTTS schedules offline and which has been presented in [11] . The input of the optimization framework consists of the specification of the following components: task set (period, deadlines, criticality levels, worst-case execution profiles (LO and HI) 1 when the tasks run in isolation) of all tasks in the task set, memory interference model (including bounds) of the shared memory architecture, bound on the scheduling overheads (see Section 5) , and number of active cores. As a result, the optimizer provides FTTS schedules which define the spatial and temporal partitioning of the tasks. The spatial partitioning specifies the mapping of each task to a core and the temporal partitioning defines the mapping of each job to a sub-frame and the execution order of all jobs inside a sub-frame. We use the resulting schedules to execute the task sets in our case study in Section 7.
The optimization targets a solution which satisfies the real-time requirements of all the tasks in both LO and HI mode, respects the dependencies between tasks, and for which the workload is balanced among the cores. Thus, the main objective is to minimize the worst-case sub-frame length of all sub-frames.
The FTTS cycle length and the FTTS frame length can be determined by three methods: (i) they can be chosen by the developer, (ii) they can be determined based on the input of the optimizer or (iii) they can be subject to optimization themselves. For simplicity, in our work, we use the second method, i.e. the FTTS cycle length is equal to the hyperperiod (the least common multiple of the periods) of the tasks. The frame length is the greatest common divisor of the periods of the tasks.
Technically, the optimization is based on simulated annealing. First, a random solution that satisfies the constraints is generated. Starting with this first solution, the design space is explored. For this, a variation of the current solution is generated by using randomly one of the following two methods (depicted in Figure 2 ):
• Task re-mapping: All jobs of a randomly selected task are re-mapped to a randomly selected different core.
• Job re-mapping: One job of a randomly selected task is re-mapped to a different sub-frame or to a different position in the same sub-frame.
The final solution is the solution with minimal worst-case sub-frame length out of all solutions explored in the simulated annealing process. It is not guaranteed that the final solution actually satisfies the real-time requirements. Therefore, the optimization framework marks the solution as feasible or infeasible, as defined by Equation (2).
KALRAY MPPA-256
We present an overview of the Kalray MPPA-256 with emphasis on the memory system, which is important for the timing analysis in Section 6. More details on the MPPA-256 architecture and runtime environment can be found in [7] . A compute cluster includes 16 processing cores and one resource management core, each with a private instruction and data cache. Each of the caches is 2-way set associative and has a size of 8 KB. All cores implement the same VLIW architecture and execute at 400 MHz. Each cluster has a local 2 MB SRAM memory, which is organized in 16 independent banks with a dedicated access arbiter for each bank. The memory banks are arranged in two sides (left, L and right, R) of 8 banks. Each memory bank arbiter is connected to 12 masters: the NoC Rx interface, the NoC Tx DMA engine, a debug support unit (DSU), the resource management core and 8 processing pairs. A processing pair consists of two neighboring processing cores. As shown in Figure 3 (for simplicity, only for processing pair 1), the access path from a processing core to a memory bank passes through three request arbiters. The path starts with a bus shared by the cores of the processing pair. Access to this bus is arbitrated round-robin among the two data caches (DC) and the two instruction caches (IC) of the cores. Each processing pair has two buses, one for each side. This means that if the two cores of the processing pair need to access simultaneously two memory banks on different sides, there is no interference on the bus level. The buses of the processing pairs, along with all other masters are connected to the bank arbiters, which implement a non-preemptive round-robin arbitration scheme with higher priority for NoC Rx (illustrated by the two-stage arbitration on Figure 3 ).
Runtime Environment: The runtime environment used in this work (Accesscore 1.4) supports two programming modes for the cores of a compute cluster. OS mode features a light-weight operating system and precompiled POSIX libraries for thread management and synchronization. Bare-metal mode (BM) offers complete low-level control of the platform to the programmer, yet at the cost of increased programming effort. In OS mode, the code is launched on processing core PE1 of a cluster. This core can then spawn POSIX threads on the remaining 15 compute cores, PE2 to PE16 (maximum one thread per core). The resource manager of each cluster hosts the operating system and is involved in the management of interrupts, NoC access requests and system calls. In BM mode, the code is automatically launched on the resource management core of the cluster, so all 16 processing cores PE1 to PE16 can be used for application execution.
IMPLEMENTATION OF FTTS SCHEDULING PRIMITIVES
The first goal for a successful deployment is to implement the scheduling primitives with bounded and low overhead. In this section, we first discuss the basic components and properties of our runtime environment followed by an evaluation of different methods to implement the scheduling primitives. 
Overall Structure
Our runtime environment is implemented in the OS as well as in BM programming mode in order to investigate the overhead of each mode. The runtime environment features a scheduler thread, mapped on processing core 1 (PE1) of a compute cluster in OS programming mode (resp. on the resource management core in BM mode), and 1 to 15 (resp. 1 to 16) worker threads, mapped on processing cores PE2 to PE16 in OS mode (resp. PE1 to PE16 in BM mode). The scheduler thread is responsible for enforcing the time pattern (starting times of FTTS frames and cycles) of an FTTS schedule (timekeeping), synchronizing the beginning of each FTTS frame with the worker threads, performing dynamic decisions at runtime and communicating them to the worker threads. The FTTS schedule is stored in the shared memory of the cluster and can be read by all threads running on the cores of the cluster. The worker threads are responsible for executing sequentially the functions that implement the task functionality in each FTTS sub-frame and synchronizing with the scheduler thread when all functions are executed. Each worker thread has access to its schedule table, hence activation of individual task functions is managed without involving the scheduler. The execution of every task function is followed by a data cache flush to ensure cache coherence. The memory address mapping is interleaved, since all threads share libraries and scheduling information and sharedmemory inter-task communication is supported, thus making the benefits of bank privatization under sequential address mapping unattainable.
The runtime environment, including a generic empty task, occupies approximately 890 KB out of 2 MB of the cluster memory (OS or BM). The remaining 1150 KB can be used by the tasks that run on the worker threads.
Adaptive temporal partitioning, such as FTTS, is based on three main primitives: (i) the enforcement of a predefined time pattern within a scheduling cycle, (ii) the dynamic synchronization among all cores, e.g. upon completion of their tasks in a partition, (iii) the communication of dynamic decisions of the scheduler to all cores. In the following, we examine different implementations on the MPPA-256 and the corresponding overheads for each of the three necessary scheduling primitives. Table 1 provides an overview of the different implementation approaches.
Time-Triggered Activation of FTTS Frames
In general, timekeeping can either be done by a scheduler which notifies the worker threads, when to start the execution using barrier synchronization, or timekeeping is done by the individual worker threads which start the next frame independently, based on their schedule. The second approach exhibits less overhead since it does not need barrier synchronization. On the other hand, the clocks of the worker thread cores need to be synchronized and it is more challenging to handle frame overruns. In our implementation we use a scheduler that does timekeeping. In case of a frame overrun the activation of the next frame is automatically delayed with the barrier synchronization until the overrun task completes execution.
During the time period starting with the end of the last sub-frame of the previous frame until the beginning of the new frame, the scheduler has to wait. We examined the following methods to do this:
OS: For OS mode we examined (i) the POSIX function nanosleep, which is called after the completion of the last sub-frame with the remaining time until the end of the frame as input argument, (ii) the POSIX function cond_timed_wait which is configured at the beginning of the frame with an absolute value indicating its exact completion time, and (iii) a custom busy-wait function which is called upon completion of the last sub-frame and performs assembler nop operations for the remaining time until the next frame starts.
BM: In BM mode the POSIX functions are not available and therefore we only implemented the custom busy-wait function.
The call of the POSIX functions often leads to the scheduler "waking up" hundreds of cycles later than expected. In contrast, the custom busy-waiting approach is highly accurate, resulting in negligible offsets (in the order of tens of clock cycles as estimated based on measurements) from the expected frame completion time. Therefore, we use the custom busy-wait implementation for OS and BM programming mode.
Barrier Synchronization
We use barrier synchronization to synchronize between the scheduler and the worker threads. In our case, a thread has to stop at a barrier until all other threads, i.e. scheduler and worker threads, have reached the barrier. A barrier synchronization is performed at the beginning of the HI-criticality sub-frame and upon completion of each sub-frame. Our runtime environment supports two alternative implementations:
OS: In OS mode we make use of the POSIX function pthread_barrier_wait.
BM:
In BM mode, we implemented a custom function using hardware event lines which connect every processing core directly to the resource management core of a cluster. Figure 4 (a) and Figure 4 (b) depict the statistical distribution (box-plot) of the overhead of the two implementations as a function of active cores, based on measurements. For the measurements we used an FTTS schedule, consisting of two frames, with two sub-frames each. In each sub-frame, one or two instances of a single task run on every worker thread. The task performs busy waiting for 2 μs. The FTTS schedule was executed on the MPPA-256 for 100,000 scheduling cycles (in total 200,000 frames). For each FTTS sub-frame, we measured the interval between the completion of the last task of the sub-frame and the completion of barrier synchronization as seen by the scheduler thread (o sync in Figure 5 ). Repetitions of the experiment with other schedules (with different busy waiting interval or different tasks from Section 7) produced similar results. Therefore, we consider it a realistic upper bound for the barrier synchronization overhead in our experiments. Note that the overhead of the custom implementation (BM) is an order of magnitude lower than that of the POSIX function call (OS).
Communication of Scheduling Decision
This operation is performed upon completion of the HI sub-frame in a frame. After barrier synchronization, the scheduler checks the elapsed time since the beginning of the HI sub-frame. If the sub-frame duration surpasses a statically determined value (function sfLength), the scheduler notifies all worker threads to run the tasks of the following LO sub-frame in degraded mode. Our runtime provides two alternative implementations for this notification: 
OS:
In OS mode, we use the POSIX function pthread_cond_wait along with conditional variables and mutex locks for blocking the worker threads until a decision is made by the scheduler.
BM: In BM mode, we implement the functionality using a custom function which makes use of the hardware event lines. The same mechanism is used as for barrier synchronization in BM mode.
The scheduler writes the decision in a global variable in memory and broadcasts a signal to all processing cores afterwards. Due to the lack of hardware support for cache coherence, the data structures that are shared between the scheduler and the worker threads as well as other data structures that can be modified at runtime are non-cachable, i.e. they are loaded/stored by bypassing the local cache.
The statistical distribution (box-plot) of the overhead of the two implementations for the same experiment as before (over 100,000 scheduling cycles of the FTTS schedule), is depicted in Figure 4(c) and Figure 4(d) . The overhead is defined as the measured interval between the completion time of barrier synchronization at the scheduler thread and the latest starting time of a task in the LO sub-frame (o comm in Figure 5) .
The difference is significant, with the OS implementation having up to 52 times higher maximal overhead than the BM implementation. One possible factor for the higher overhead is related to the data cache flush, which automatically follows the call of POSIX synchronization functions due to the lack of hardware cache coherence protocols. In BM mode, such a flush operation is unnecessary since the scheduler writes explicitly its decision in shared memory (bypassing the cache) and similarly, the worker threads read it directly from the memory. Note also the variance of the measured OS overhead, spanning a range of more than 9000 clock cycles for 16 active cores.
WORST-CASE TIMING ANALYSIS
The previous section focused on the first goal which is addressed in this work, i.e. the ability to (experimentally) bound the overhead of scheduling primitives. In this section, we investigate also the second goal, i.e. the ability to bound the worst-case delays that tasks experience due to memory contention. The fact that MPPA-256 fulfills [7] the property of timing compositionality [26] enables bounding the delays due to contention on the shared cluster memory.
In the following, we propose a method for the computation of function s f Lenдth, i.e. for the offline estimation of the worst-case sub-frame lengths of a given FTTS schedule. The timing analysis accounts for the runtime overheads of the scheduling primitives and for the task execution delays on the shared memory path of an MPPA-256 cluster. In order to determine the s f Lenдth function, the following parameters are required to be known: the tasks' profiles (measured in isolation), the worst-case delay of the memory path and the scheduling overheads. Figure 5 presents a timing diagram of an FTTS schedule for a single frame with two sub-frames. The thick lines indicate the start and the completion of barrier synchronization as seen by the scheduler thread at the beginning of the frame, at the end of each sub-frame and at the end of the frame. We identify the following runtime overheads that have an impact on the actual length of the FTTS subframes: (1) barrier synchronization denoted as o sync and (2) communication of scheduling decision denoted as o comm . Barrier synchronization overhead must be considered in both sub-frames, since barrier synchronization is used to signal the start (HI sub-frame only) and to detect the completion of the task execution (HI and LO sub-frame). The communication overhead includes the time to compute and store the scheduling decision in a shared variable, the time to signal the start of the task execution and the time to read the scheduling decision by all computing threads. It has be considered only in the LO sub-frame.
Impact of Runtime Scheduling Overheads
Let WCET i ( ) denote the worst-case execution time of a task at profile ∈ {LO,HI}, when it executes in parallel with other tasks (considering all possible interference delays), m the number of active cores in an FTTS schedule, and S (c, f , k ) ⊆ τ the set of tasks executing on core c in the k-th sub-frame of frame f . The worst-case length of sub-frame k ∈ {LO,HI} in f can be expressed as:
where the overhead o(k ) is defined by
Impact of Interference on Shared Memory
The problem of bounding the worst-case execution time of tasks under FTTS scheduling and memory contention on the MPPA-256 was investigated in [11] . However, their shared memory model differs from the model of Section 4 by not accounting for timing interference on the shared bus between the cores of a processing pair. Here, we extend the timing analysis of [11] to account for this additional source of interference and guarantee safe execution time bounds (assuming that the task execution profiles are safe, too). Note that Skalistis et al. [21] used a similar memory model as in Section 4 for WCET analysis, yet assuming dataflow-based scheduling, where certain tasks cannot interfere due to precedence constraints. For our analysis, we assume enabled data caches and interleaved memory address mapping, which is the default configuration in our runtime environment. The latter leads to conservative WCET bounds, which can be refined if sequential address mapping is applied with a known allocation of data to memory banks. Additionally, we assume that there are no memory access requests generated by the NoC Rx, NoC Tx, the debug support unit or the resource management core of a compute cluster during the task execution phase. In our framework we achieve this by not using the corresponding components.
Under these assumptions and given the memory model of the MPPA-256 Andey architecture, every memory access request of a task can be delayed at two points: (i) on the shared bus of the processing pair where the task is executed, by pending requests from the other three caches (in the worst-case, all requests target banks on the same side), (ii) on the round-robin arbiter of the target bank, by pending requests from the other seven processing pairs (see Figure 3) .
Following the previous discussion, the WCET i ( ) of task τ i which runs in processing pair 1 ≤ p ≤ 8 can be upper-bounded by:
where the first term is the worst-case execution time and the second term specifies the worst-case delay due to interference on the memory path. N caches (p) denotes the number of active caches (data and instruction caches) in the processing pair p to which τ i is mapped. If there is at least one task running on the neighboring core in the same sub-frame as τ i , then N caches (p) = 4, otherwise N caches (p) = 2. Function active (p) returns 1 if there is at least one task running in processing pair p in the same sub-frame as τ i . N caches (p) and active (p) are derived based on the FTTS schedule which is obtained by the task mapping optimizer. On the MPPA-256, in the worstcase all four caches of the processing pair are active (N caches (p) = 4) and at least one core is active (active (p) = 1) in each of the seven interfering processing pairs. In this case, the term in the brackets in Equation (4) evaluates to 31 which means that a memory access is delayed by 31 other memory accesses until it can be served in the worst-case. Finally, T acc is an upper bound on the latency of a single memory access (under no contention).
Recall that the execution profile C i ( ) of a task τ i contains its worst-case execution time e i ( ) when τ i runs in isolation and the maximum number of memory access requests μ i ( ) that it can generate. The corresponding numbers for the different execution profiles of our benchmark tasks are discussed in Section 7.1.
If several jobs of τ i are scheduled in different sub-frames of an FTTS schedule, then multiple WCET i ( ) values exist depending on the tasks that run in parallel in each sub-frame. By using these values in Equation (3), we can bound the worst-case sub-frame lengths in LO and HI execution mode and validate the feasibility of any given schedule according to Equation (2) .
Empirical Estimation of Single Memory Access Latency. In order to derive the memory access latency bound T acc on the Kalray-MPPA 256 Andey processor, different assembly code snippets were executed in bare-metal mode with interleaved memory address mapping. The execution time of the code was measured using a hardware cycle counter. All experiments were run twice in a row, with a first run to load all code into the instruction cache and the second run for the actual measurement.
We conclude from the performed benchmark that a memory access has a latency of 10 cycles, however loading an entire cache line requires 14 cycles. If the accesses are executed too quickly in a row (less than 4 cycles between two accesses), the processor stalls until the last cache line operation is finished, i.e. for 14 cycles. In this way, we derived the memory access latency T acc = 14 cycles, which is used in the empirical evaluation (Section 7).
CASE STUDY
This section presents the experiments that were performed on the MPPA-256 to empirically validate the worst-case timing analysis of Section 6 and to evaluate the schedulability loss due to the temporal partitioning (FTTS) constraints, the scheduling overheads and the mutual delays of co-running tasks on the shared memory.
The experimental framework enables: (1) specification of a mixed-criticality application, (2) automatic generation of a feasible FTTS schedule, as defined by Equation (2) (if one exists), (3) deployment of the FTTS schedule on an MPPA-256 cluster for a given number of scheduling cycles, (4) post-processing and statistical analysis of collected profiling data. The framework that executes the FTTS schedule repeatedly on the MPPA-256 and collects and post-processes profiling data has been built upon an existing C++ runtime environment for static dataflow applications [22] .
The timestamps for profiling are collected by the scheduler thread at the beginning and end of each frame and sub-frame and by the worker threads at the beginning and end of each executed task. The timestamps are obtained by using the performance and monitoring counter (PMC). The offset which the PMC counters of the different cores exhibit among each other is compensated by measuring and subtracting the offset from the obtained timestamps.
Benchmark Applications
For the evaluation, we used the following four different sets of benchmarks:
• The flight management system (FMS) [8] is a safety-critical application. We used an industrial-representative implementation of an FMS sub-set, consisting of one task (sens_c1) which periodically reads (hard-coded) sensor data and four tasks (loc_cx) which compute the current aircraft location based on the data. The tasks communicate through shared memory, but their read/write operations are non-blocking. This means that they read the previous data if no new data is available. • The ROSACE application [17, 19] is an open-source avionic benchmark, implementing a longitudinal flight controller. It consists of three tasks that perform environment simulation (pilot instructions) and eight tasks that implement the controller logic.
• For the class of lower-criticality applications, we used nine benchmarks from the StreamIt suite [23] since most of them represent computation-and memory-intensive applications.
• Finally, we implemented two synthetic tasks, which simply perform busy waiting for 200 μs and 4 ms, respectively.
All benchmarks were implemented such that their code and data fit into the memory of a compute cluster, without the need to access the memory space of other compute clusters or I/O subsystems. Their inputs are set during an initialization phase prior to their first execution.
The specification of all tasks is presented in Table 2 . The task periods were assigned according to their specification for high-criticality tasks (the FMS periods being down-scaled in order to get hyperperiods of acceptable length) or randomly for low-criticality tasks. The execution profiles were obtained through measurements on the MPPA-256. Table 2 presents the maximum execution time and cache misses over 10,000 executions of each benchmark in isolation. The statistical distribution of the measured values is presented in Section 7.2. The worst-case parameters specify the LO-level execution profile C i (LO) of all tasks. For high-criticality tasks (χ i = HI), we assume C i (HI) = C i (LO) and for low-criticality tasks (χ i = LO), we assume C i (HI) = (e i = 0 and μ i = 0).
Profiling of Benchmarks
For the derivation of the execution profiles of the benchmarks used in Section 7, we performed extensive measurements of the tasks' execution times and data cache misses, with the tasks running in isolation. Specifically, we used FTTS schedules, where either a single task or a sequence of tasks under analysis ran in every sub-frame on a single core. Every execution is followed by a cache flush. The assumption that the tasks start with an empty cache is realistic since the cache is flushed during the schedule execution in the experiments in Section 7.3, too.
When constructing the FTTS sub-frames, we took into account that some of the tasks exhibit their worst-case execution time depending on the output of previously executed tasks (implicit data dependencies) by considering all possible execution scenarios. The FTTS schedules were executed for at least 10,000 scheduling cycles, and the maximum observed execution time and data cache misses in Table 2 were extracted from the collected profile data. Figure 6 presents the statistical distribution of the execution time and cache miss measurements over 10,000 executions in the form of a box-whisker-plot. Note that the measured execution times include the cost of data cache flush, which takes place at the end of each task execution, for data coherence. This operation costs approximately 1100 cycles. Execution time variance is relatively low for all benchmarks except "fm", which executes for 4.53 times its mean execution time on every 1000th execution. Cache miss variance is also low or zero for most benchmarks, with the exception of "idct2DCoarse" and "fm". The large number of iterations, over which the profiling data was collected, and the consideration of different inputs for tasks with input-dependent functionality provides confidence that the obtained maximal values represent reliable upper bounds.
Metrics
In the following, we experiment with several combinations of the benchmarks with a two-fold objective: (i) to validate whether the timing analysis of Section 6 bounds the FTTS sub-frame lengths at runtime, and (ii) to investigate the practical limits of our scheduling approach in terms of maximum achievable utilization. We evaluate every deployed FTTS schedule based on two criteria:
Number of frame violations: It is defined as the portion of FTTS frames in which the last sub-frame was not completed by the end of the frame. If a frame violation happens for a feasible schedule, this implies that either our worst-case timing analysis is incorrect or the considered upper bounds for scheduling overheads, single memory access latency, task execution and accessing parameters are not safe. With our experiments, we cannot guarantee safe parameters since all of them were acquired through measurements. For the deployment of a safety-critical system, more rigorous methods, such as static analysis, need to be applied.
Availability: It expresses how many computational resources are available, if needed for incremental design, and it is defined as:
where N a is the number of active cores (implementing the schedule) out of the 16 processing cores of an MPPA-256 cluster and P is the period of the FTTS scheduling cycle. Availability is a combined expression of the number of currently inactive cores and the aggregate portion of time when all active cores are idle, which happens in each frame between the completion of the last sub-frame and the frame end. In an ideal 16-core platform, without scheduling or memory interference overheads and without the constraint of temporal partitioning, A = 16 − U should hold for any application with utilization U as defined by Equation (1) . By comparing the availability of our deployed FTTS schedules to the "ideal" availability, we get a measure of the schedulability loss due to the temporal partitioning constraint and the overheads of implementation on a real platform. 
Configurations
We consider 15 experimental configurations, with different combinations and number of instances (replications) of the benchmarks. With every configuration, we increase the number of task instances in order to gradually increase the utilization of the system. We do this to evaluate the maximum achievable utilization with our framework. The goal of the task selection was to obtain configurations which include tasks with varying execution and communication demands as well as a large range of periods. Configuration 1 (C1) contains only the high-criticality benchmarks, FMS and ROSACE. Configurations 2 and 3 contains the FMS, ROSACE and StreamIt benchmarks, with one and two instances of each benchmark, respectively. Configurations 4-10 contain the FMS, ROSACE and StreamIt benchmarks except "fm", with three to nine instances of each benchmark. "fm" has been excluded due to its large memory footprint. Configurations 11-15 contain nine instances of the FMS, ROSACE, StreamIt benchmarks and respectively {1, 2, 3, 4, 5} instances of the synthetic benchmarks, which have a very low memory footprint. The total number of task instances and the ideal utilization (as defined by Equation (1)) of each specific configuration are listed in Table 3 . Columns 4 and 5 of the same table show the number of active cores which have been used as input for the FTTS optimization framework. The FTTS optimizer was able to find feasible FTTS schedules for configurations C1 to C11 for OS deployment and C1 to C13 for BM deployment. For the remaining configurations, it returned the best found solutions even if feasibility under the timing analysis of Section 6 could not be guaranteed. All FTTS schedules have a cycle period P = 40 ms, consisting of 8 frames with a fixed length of 5 ms each. Note that the OS schedule employs one more active core compared to the corresponding BM schedule. This is because in OS mode processing core PE1 is used exclusively by the scheduler thread, whereas in BM mode this core can be used for task execution. Using the MPPA-256 runtime environment, we deployed the best found FTTS schedule (even if it was deemed infeasible by the optimizer) for each configuration and each execution mode (OS or BM) on one compute cluster. 
Experimental Results
The last two columns of Table 3 show the ratio of frame violations detected during deployment. Figure 7 illustrates the availability metric. For comparison purposes, three computations of availability are depicted: (i) the "ideal" availability, considering no overheads, interferences or partitioning constraints, which is equal to 16 − U , (ii) the "analytic" availability of an FTTS schedule, computed by the FTTS optimization framework Equation (5) based on our worst-case timing analysis, and (iii) the "measured" availability which corresponds to the minimum availability of a deployed FTTS schedule, based on the profile data of our runtime environment after 10,000 scheduling cycles. In the last case, L f and ∀f ∈F sfLength( f , k, LO) in Equation (5) are substituted by the actual frame length and the completion time of the last sub-frame of a frame in each scheduling cycle.
Frame Violations: For the FTTS schedules that were deemed feasible offline, i.e. up to C11 (OS) and up to C13 (BM), there was no frame violation at runtime. Frame violations occurred only
