Abstract-The response time of the smart electrical vehicle (EV) charging infrastructure is the key index of the system performance. The traffic between the smart EV charging station and the control center dominates the response time of the smart charging stations. To accelerate the response of the smart EV charging station, there is a need for a technology that collects the information locally and relays it to the control center periodically. To reduce the traffic between the smart EV charger and the control center, a Power Information Collector (PIC), capable of collecting all the meters' power information in the charging station, is proposed and implemented in this paper. The response time is further reduced by pushing the power information to the control center. Thus, a fast response smart EV charging infrastructure is achieved to handle the shortage of energy in the local grid.
INTRODUCTION
Electrical Vehicles (EV) are becoming a viable choice for many people as the world is beginning to lower its dependence on fossil fuels. Charging stations in parking structures and garages will become important for longer distance commuters as more EVs are being purchased and used. They will now have to charge during on peak hours which will stress the grid. In order to satisfy the demand of EV charging requests, an EV charging management system needs to be implemented to handle the peak demand of EV charging, regardless whether charging takes place in a parking garage or at home. The need for a reliable infrastructure for monitoring and controlling vehicle charging is a top priority. When there is a power shortage, charging stations may choose to turn off the power or reduce the current to the EVs in order to lower the impact on the power grid. As long as the total power consumed is within the safety limit of a given circuit, smart EV charging stations should be capable of charging several EVs from that single circuit. This charging should be done with different duty cycles and power levels. UCLA Smart-Grid Energy Research Center (SMERC) has developed WINSmartEV TM [1] [2] [3] a software based EV charging system that includes monitoring, control, and management for EV chargers. This system also includes multiplexed charging stations capable of providing varying power to several EVs from one circuit. With this smart charging infrastructure, shortages of energy in local grids can be prevented by managing EV charging currents and sessions.
The existing WINSmartEV TM collects the power information from the meters by using a data pull method. Because wireless infrastructure is available and ubiquitous, the chargers are generally connected to the internet through 3G cellular networks. Local communication between and within chargers is through ZigBee mesh network. Therefore, when the data pull method sends a power information request command from the server to a charger, the signal must pass through the internet and through a 3G network before it reaches the gateway of the charging station. Then the gateway relays the power information request command to the specific meter it is meant for. When the gateway receives a reply from the meter, it relays the response back to the server where the information travels back in reverse order. With multiple meters requiring multiple requests each, the aggregated round trip times cause slow performance. In order to enhance the system's performance and shorten the response time of the system, a device is proposed that will collect the power information locally in order to send it in to the server together as one packet. By decreasing the number of communications required for status reports and control operations, this Power Information Collector (PIC) will significantly decrease the delay time for switching EV charging sessions or changing current to the EVs. By reducing the traffic between the server and the charging stations, the proposed improvements allow the control center to serve a larger system, which enhances the capability of the existing WINSmartEV TM framework. Moreover, because the charging station's local control unit has access to the power information of the meters, it can employ local charging algorithms to control charging. This will leave the control server with more computation power to handle a larger system. Fig. 1 . The network architecture of the WINSmartEV TM smart charging infrastructure is shown in Fig. 3 . All charging stations are controlled by a server-based aggregate charging system through multiple protocol gateways with 3G connection. The system is applicable wherever a cellular signal exists, especially where wired or WiFi communication is unavailable. The communication between the gateway, meters, and the control unit is established by using ZigBee mesh network. In a given geographic location, a gatewayequipped master station and all other non-gateway-equipped stations also communicate each other by utilizing ZigBee mesh network.
To monitor and control the charging activities, the server-based aggregate charging control system is employed. 
III. PROPOSED POWER INFORMATION COLLECTOR (PIC)
For the server to obtain data from the meters in the existing system, each request must pass through multiple stages before the information is sent back. The requests begin as HTTP commands sent out by the server over the internet and through the 3G network before reaching the gateway. The gateway then relays the commands through the Zigbee mesh network to the meters. Each response travels the same path in reverse direction. Because there are 2 sets of data, power information and ON/OFF status, required in each meter update, two commands are required to update each meter. Because there are 4 meters in each charging station, 8 of these HTTP commands are required to update the data for one charger.
In order to change 8 requests to 1 request for each status update, and thereby cutting the time by a factor of 8, a local data collector, Power Information Collector (PIC), is proposed in this section. This PIC will collect and compile the entire list of information on a 4-channel charging station that the server requires and send it all upon one request. This will reduce 3G traffic by cutting the request from required for a status update from 8 to 1. Because the collector will connect directly to the gateway, the HTTP request never has to pass through the ZigBee mesh network. Therefore, the response time for the one request is shorter than the response time for each of the 8 requests required to update the data on the current system. Because the data collector can cycle its updates quickly, the information that the control server receives will always be up to date. The smart charging station with PIC is shown in Fig. 6 . The PIC consists of an Arduino UNO board with ATMega328P microprocessor, an Arduino Ethernet Shield, and a RS232 serial port interface board. RS232 serial port interface board and the Arduino Ethernet Shield are wired to the gateway for communication. The RS232 serial port communicates between the server and the PIC. The Ethernet port retrieves the power information and ON/OFF status of the meters. Fig. 8 shows the firmware flow on the ATMega328P microprocessor of the PIC. There are three loops in the firmware flow including the main loop, RS232 interrupt loop, and timer interrupt loop. Before the main loop is the startup initialization. The RS232 with internal interrupt and timer interrupt are initialized at the startup process. After that, the meters' ID are requested and registered for the power information and relay status retrievals later. The commands from the gateway include the power information request and the pushing data system setup. These commands are handled by the RS232 within the interrupt loop; thus, commands will not be missed while executing other processes in the main loop. In the RS232 interrupt loop, only command checks and flag sets are handled; most of the actions are handled in the main loop according to these flags. With the timer interrupt, the power information and the status of the relays can be pushed to the control center periodically by setting up the PushData flag. The period of data-pushing can be changed remotely, which makes the service more flexible. To avoid unexpected actions, the time of the timer interrupt routine should be as small as possible. Therefore, in the timer interrupt routine, only the timer flag is handled to avoid missing any RS232 commands or breaking a timer interrupt loop. Note that the time required for the power information collection process and the data pushing process should be less than the interval of the timer interrupts so that these processes can be handled correctly. The hardware implementation of the PIC is shown in Fig. 9 
IV. EXPERIMENTS AND RESULTS
In this section, the distributions of round trip time of power information retrieval are measured and presented. The round trip time of power information retrieval corresponds to the waiting time of the server for the response from the charging station after sending out the power information retrieval command. The round trip time, T RoundTrip , is expressed in (1):
T Metering stands for the time required by the meter in retrieving the power information and it is roughly estimated in the experiments. T Network includes the time required between the server and the charging station. The charging station can connect to the internet through different networks including Ethernet, WiFi, and 3G, which makes T Cloud_Station the dominant factor in the round trip time of power information between the server and the charging station, T RoundTrip . Fig. 10 shows the distribution of the round trip times. The round trip times were recorded every 5 minutes in one week under different network configurations. The upper chart is with Ethernet while the lower chart is with WiFi. Here we use T Ethernet and T WiFi for T Cloud_Station in these two cases . Note that the server and the charging station are under the same default gateway in the experiment. The experiment shows that the shortest T RoundTrip is around 0.2 seconds. Normally, when the server and the charging station are under the same default gateway with Ethernet, the T Ethernet is within the microsecond degree, which could be neglected in T RoundTrip . T Cloud is also approximate to 0 in this case; therefore, T RoundTrip will be approximate to T Meterging , which is expressed in (2):
Here, T Metering is the dominant factor in Ethernet case; therefore, the distribution of T Metering is approximate to T RoundTrip in Ethernet case. Comparing with Ethernet case, the lower chart of Fig.10 shows that T WiFi is slightly slower than T Ethernet . Note that T Metering is still the dominant factor in WiFi case.
As for the 3G case, T RoundTrip distributions of 3 charging stations in different locations: UCLA, LA downtown, and Santa Monica are measured in second, third, fourth charts in Fig. 11 . The first chart of Fig. 11 is the Ethernet case for comparison. 

The experiments shows that T 3G is not a constant offset from Ethernet case but a distribution with probability with four peaks measured in its distribution. The distribution of round trip time in 3G cases, T RoundTrip_3G , shows no apparent difference in different locations; therefore, the round trip time model could be used in other places as long as they have the same configuration.
Considering that T 3G could be time variant during the day and the week, Fig. 12 shows T RoundTrip_3G during the week and the days of the charging station at UCLA. The first chart of Fig. 12 is T RoundTrip_3G during a week and the xaxis of first chart stands for seven days. (0 to 1 is Sunday, 1 to 2 is Monday, etc.) The second and the third charts are the T RoundTrip_3G on Sunday and Monday. The results show that T RoundTrip_3G are faster during certain hours of Sunday and Monday, but the range of the distribution is no different in these two cases.
V. DISCUSSION

A. Improvement on System's Response Time
In order to retrieve data from a charging station's four meters in the 3G case of the data pull system, from (3), , the control center needs to wait:
From the experiment in section III, when we take the worst cases into account, the control center needs to wait 20 seconds to finish power information retrievals. With PIC, only one time request is require and T Metering is eliminated by its periodical retrievals. This leaves only time T 3G for the server to retrieve the power information. Because T 3G is 4.5 seconds in the worst case, the new PIC system is 4.4 times faster than the original system. The new PIC system is 8.4 times faster when taking the ON/OFF status retrieval into account.
The system performance can be further improved by setting the PIC to be a data pushing device, which means PIC periodically sends the power information from the meters to the control center. The control center can have the meters' power information without waiting, which greatly improve the performance of the system. One concern here is that the power information is not real time data. From the experiments in section III, the PIC can retrieve the power information of one meter locally within (T Ethernet +T Metering ), which is less than 1 second. To finish the power information retrieval of four meters and report these data to the control center, it will take Compared to the power information retrieval time of the original system, the control center could save 3.5T 3G in power information retrieval, which is 17.5 seconds in worst case. Therefore, the data pushing system is much faster than the original system.
B. Server Waiting Time for Duty Cycle Change
The improvement of the system performance -by adjusting the waiting time of the server, T waiting , has been discussed in [3] . Time T waiting starts after the server receives the successful return of the change in pilot signal duty cycle and ends before sending the power information request. Time T waiting can be expressed in (7),
where T Ev stands for the time between the EV receiving the command of charging the current and settling down the current change. Note that T EV depends on the initial current I init and final current I final . From the experiment in section III, T Cloud can be neglected compare with T 3G . Let's assume that T 3gUplink is approximately half of T 3G , which is round trip time between the cloud and the charging station; therefore, we can rewrite (7) into (8):
The maximum value of the T EV in [3] is 6 seconds and T 3G falls in the range of 5 seconds in most cases in the experiments in section III. Therefore, the maximum value of T waiting could be 3.5 seconds on server for 3G case to cover most of the cases. With the further information of I init and I final , the T waiting can be set to lower value rather than a fixed value to speed up the system's performance.
C. Implementation of Local Charging Algorithm
Because the PIC can retrieve and save the power information locally in the smart charging station, it can locally implement charging algorithms to control the charging station at the local level. With less 3G traffic, the local charging algorithm could be more efficient than the charging algorithm on the server level. Nevertheless, considering the calculation power of the microprocessor, only certain simple charging algorithms, such as RoundRobin and Schedule Time, can be implemented in the microprocessor. Thus, with local charging algorithms implemented on the charging station level, the server will only need to select the mode of the charging algorithms of each charging station. This will save significant server computing resources. However, because of computing power, more complex charging and scheduling algorithms may still need to be implemented on the server. With local charging algorithms implemented, the control center could handle a larger smart charging system due to the reduction of traffic between the control center and the smart charging stations.
VI. CONCLUSION
The smart EV charging system not only enhances the stability and reliability of the local power system but also provides an energy efficient, economical, and user friendly technology for charging EVs. In this paper, the Power Information Collector (PIC) is proposed, designed, and implemented in the smart EV charging station to reduce the response time to one quarter of original time. This will significantly decrease the response of the system. Besides the implementation of PIC, the distributions of the round trip, power information retrieval times are measured, presented, and discussed. The waiting time require for the server to change the duty cycle of the smart charging station can be further reduced by converting the system to a data pushing model. Furthermore, the implementation of local charging algorithms becomes possible because the local controller now has the power information and the relay status of the meters. Since the charging algorithm is embedded in the charging station, the traffic between the charging station and the control center can be further reduced; therefore, a faster response of the system can be achieved. With the smart charging algorithms implemented on both the control center and the local charging stations, our infrastructure would serve as one of the key components in the nation wide smart grid system to provide more economical, energy efficient scheme.
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