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Welch conjecture as it settles the two smallest cases open so far.
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1. Introduction
The purpose of this paper is twofold. First we provide a survey on the recent results on the Golomb–Welch conjecture,
and its generalizations and variations. Second, we will prove the non-existence of some perfect Lee codes, and by this we
settle the last two unknown cases for dimension n ≤ 6. We start with some basic definitions.
Let (C,ρ) be a metric space. Then a code is any subset M of C, |M| ≥ 2. The elements of C will be called words, while
elements of M will be referred to as codewords. Let A ∈ C. Then S(A, r) will stand for a sphere of radius r centered at A. If
A ∈ M, and B ∈ S(A, r), B 6= A, we will also say that the codeword A covers B. The code M is an e-error correcting code if for
any two codewords W, Z ∈ M it holds S(W, e) ∩ S(Z, e) = ∅; that is, if ρ(W, Z) ≥ 2e + 1. If, in addition, ⋃W∈C S(W, e) = C,
then M is a perfect e-error correcting code. In other words, a code M is a perfect e-error correcting if for each word A ∈ C
there exists the unique codeword W ∈ M so that ρ(A,W) ≤ e. The most common metric in coding theory is the Hamming
metric. In this paper we deal with another frequently used metric, the so called Lee metric.
As usual, let Z be the set of all integers, Zq denote the ring of integers modulo q, and let Tn stand for the n-fold
Cartesian product of a set T. The Lee codes are subsets of the metric space (C,ρL), where C = Znq , and ρL is the Lee
metric (= the Manhattan metric, the zig-zag metric). That is, for any two words U, V ∈ Znq ,U = (u1, u2, . . . , un), V =
(v1, v2, . . . , vn),ρL(U, V) is given by ρL(U, V) = ∑ni=1 min(|ui − vi| , q − |ui − vi|). Such code is called a Lee code of block
size n over Zq. The perfect e-error correcting code of block size n over Zq will be denoted by PL(n, e, q). If q ≥ 2e+ 1, the code
is called over a large alphabet, otherwise it is called over a small alphabet.
By a Lee code of block size n over Z we will understand a code M ⊂ Zn. The Lee metric in this case is given by
ρL(U, V) = ∑ni=1 |ui − vi| , where U = (u1, u2, . . . , un), V = (v1, v2, . . . , vn) ∈ Zn. A perfect e-error correcting Lee code
over Z will be denoted by PL(n, e).
Let n, q, e ∈ N, q ≥ 2e+1, be numbers so that there exist a PL(n, e, q) code. Then it is easily seen that a periodic repetition
of this code results in a PL(n, e) code. This immediately yields
Theorem 1. Let n, e be numbers so that there is no PL(n, e) code. Then PL(n, e, q) code exists for no q ≥ 2e+ 1.
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Fig. 1.
Therefore, in what follows we will concentrate on PL(n, e) codes and the PL(n, e, q) codes will be dealt with only
marginally. Since PL(n, e) code can be seen as a partition of Zn, only a small step is needed to get a geometrical interpretation
of PL(n, e) codes. Let R be the set of real numbers. Consider the n-dimensional space Rn endowed with the Lee metric ρL. The
n − cube centered at X = (x1, . . . , xn) ∈ Rn is the set : C(X) = {Y = (y1, . . . , yn)|yi = xi + αi, where − 12 ≤ αi ≤ 12 }. By a Lee
sphere of radius r in Rn, L(n, r), centered at O we understand the union of n-cubes centered at Y, where ρL(O, Y) ≤ r, and Y
has integer coordinates. Finally, a Lee sphere of radius r in Rn centered at X ∈ Rn is a translation of L(n, r) centered at O along
the coordinate axes so that O is mapped on X. Clearly, a PL(n, e) code exists iff there is a tiling of Rn by Lee spheres of radius
e. The Lee spheres L(2, 1), L(2, 2), L(3, 1), and L(3, 2) are depicted in Fig. 1.
The maximum cardinality of an e-error correcting code M ⊂ C is one of the most frequently studied questions in coding
theory. As the scope of this paper is limited we are not going to deal with the maximum cardinality of Lee codes and refer
the interested reader to the monograph [13] and a most recent paper [18].
2. The Golomb–Welch conjecture
Golomb and Welsh [8] constructed a perfect e-error correcting Lee code over a large alphabet for parameters (n, e, q) =
(1, e, 2e + 1), (2, e, e2 + (e + 1)2), and (n, 1, 2n + 1). Further, they showed that the perfect Lee codes over large alphabets
do not exist for (n, e) = (3, 2) and in the cases n ≥ 3, e ≥ ρn,ρn →∞, where the values of the function ρn are not explicitly
given. In [8] they conjectured
Conjecture 2. There are no PL(n, e) codes for n > 2, e > 1.
Thus, in other words, see Theorem 1, they conjectured that there are no perfect e-error correcting codes PL(n, e, q) for
n > 2, e > 1 over a large alphabet. There are many results supporting the conjecture. In [17] Post proved
Theorem 3. PL(n, e) codes do not exist for 3 ≤ n ≤ 5, e ≥ n− 2, and for n ≥ 6, e ≥
√
2
2 n− 14 (3
√
2− 2).
In the final remark in [17] Post states that by using a computer to evaluate coefficients of the Taylor series of a suitable
function it is possible to show that there are no perfect e-error correcting codes for 6 ≤ n ≤ 130, and e ≥ 116 (9n− 15), and
131 ≤ n ≤ 305, and e ≥ 116 (9n − 14). To the best knowledge of the author, so far the nonexistence of PL(n, e) codes has
not been proved for other values of n and e. To provide a support for the nonexistence of PL(n, e) codes Astola [5] and others
show the nonexistence of PL(n, e, q) codes for specific values of n, e, and q ≥ 2e+ 1. It seems that the bigger e is, the easier
it is to show that a perfect Lee code does not exist. Moreover, the value of e = 2 is the threshold value for the non-existence
of perfect Lee codes. Thus, we guess that the most difficult case of the Golomb–Welch conjecture is that for e = 2. There
are only some sporadic results for e = 2 and n > 4. The nonexistence of a perfect 2-error correcting Lee code PL(n, 2, q) for
q = 13; q not divisible by a prime of the form 4m+ 1, and q = pk, p is a prime, p 6= 13, p < √2n2 + 2n+ 1 is shown in [5].
In this paper we prove:
Theorem 4. There is no PL(n, 2) code for n = 5 and 6.
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Thus we settle the Golomb–Welch conjecture for the smallest unknown parameters. This way the Golomb–Welch
conjecture is proved for all pairs (n, e) where 6 ≥ n. The method developed in this paper to prove Theorem 4 differs from
methods used in [8,17]. To show the strength of the method we will use it to provide a short and complete proof of the
nonexistence of the perfect Lee code PL(4, 2) as the proof in [17] in this case is very sketchy. We also provide a new proof for
e = 2 and n = 3. We believe that the further refinement of this method might lead to a proof of the nonexistence of perfect
Lee codes for e = 2 and all n or at least for n ≡ 0(mod 3). The proof of Theorem 4 is provided in the last section of this paper.
3. Variations and generalizations on the theme of perfect Lee codes
In this section we deal with some generalizations and variations of perfect Lee codes. One of them is motivated by a real
problem in computer science.
3.1. Perfect distance-d placements
We start with a generalization of perfect Lee codes that has been motivated by a computer science application.
Let k1, . . . , kn ∈ N, the set of natural numbers, and Ck be a cycle of length k. Then the n-dimensional torusT = Ck1×· · ·×Ckn
is the graph that is the Cartesian product of n cycles of the respective lengths ki. If k1 = · · · = kn = k, then the torus
is denoted by T (n, k). A set D of vertices of T is a perfect distance-d placement in T if each vertex of T is at distance
at most d from exactly one vertex in D . By a distance we mean here the usual distance of vertices in a graph. It is not
difficult to see that the notion of the perfect distance-d placement in T (n, k) is equivalent to the notion of the perfect d-error
correcting Lee code of block size n over Zk. The language of placements has been used because of the following computer
science application. Processing elements in a supercomputer communicate through an interconnection network. Tori have
been used as topologies for these networks in several existing supercomputers among which belong Cray T3D and Cray T3E.
Frequently there is a limited number of shared resources, such as I/O devices, that every processing element needs to access.
A perfect distance-d placement of these resources minimizes maximum access time by the processing elements. This results
in a better overall performance of the computer. So the existence of a perfect distance-d placement in tori is of a big practical
interest. As mentioned above, there exists a PL(n, 1, 2n + 1) for each n ≥ 1; that is, there is a perfect distance-1 placement
in T (n, 2n + 1). Clearly, a periodic repetition of this placement results in a perfect distance-d placement of Ck1 × · · · × Ckn
in each case when 2n+ 1|ki for all i = 1, . . . , n. In [7] Bae and Bose conjecture that for n = 3 this sufficient condition is also
necessary. In other words, it is clear that if there exists a perfect distance-1 placement then the quantity k1 × k2 × k3, the
“volume” of T , has to be divisible by 7. The conjecture assumes that for n = 3 even each dimension of the torus has to be
divisible by 7.
The conjecture has been verified in [3].
Theorem 5. Let T = Ck × Cl × Cm be a 3-dimensional torus, where k, l,m ≥ 3. If there exists a perfect distance-1 placement in
T then each of the numbers k, l, and m is a multiple of 7.
In fact it is proved there that each perfect distance-1 placement in Ck × Cl × Cm, 7|k, 7|l, 7|m, is obtained by periodically
repeating the (only) perfect distance-1 placement of C7 × C7 × C7.
With respect to the computer science application, the irregular distance-d placements, that is, the distance-d placements
in Ck1 ×· · ·×Ckn where 2d+1 > ki for at least one i, 1 ≤ i ≤ n, are of interest as well. In the language coding theory such Lee
codes (in the case of k1 = · · · = kn) are called over a small alphabet. The non-existence of Lee codes over a small alphabet
for some special values of n, e, and q has been proved by Astola [6] and by Lepisto [14]. In case of the irregular placements,
the perfect irregular distance-1 placement in Ck × Cl × Cm is known to exist if and only if {k, l,m} = {2, 3i, 6j}, i, j ∈ N.
The sufficiency of the conditions has been proved in [15], the necessity part in [1]. A characterization of perfect irregular
distance-d placements for d ≥ 2 in the three dimensional case is provided in [3]:
Theorem 6. Let 1 < n ≤ m ≤ k. Then there exists a perfect irregular distance-d placement, d ≥ 2, in T = Cn × Cm × Ck if and
only if either (i) 1 < n ≤ m are even, n+m < 2d+ 1, and k = 2t(2d+ 1− n2 − m2 ), t ≥ 1, or (ii) 1 < n ≤ m ≤ k < 2d+ 1, and
either
⌊
n
2
⌋
+
⌊
m
2
⌋
+
⌊
k
2
⌋
≤ d, or n+ m ≥ 2d+ 2, n,m are even, and k = 2(2d+ 1− n2 − m2 ).
The problem of the existence of irregular distance-d placements in tori of dimension d > 3 is wide open.
3.2. Quasi-perfect Lee codes
In this subsection we confine ourselves to codes of block length 2. The optimal solution of the above described real life
computer science problem is provided by a perfect distance-d placement (by a PL(2, d, q)) in a torus. However, as mentioned
in the previous section, the PL(2, e, q) codes exist only for (e, q) = (e, e2+ (e+ 1)2), i.e., in very sporadic cases. To cope with
this problem, the notion of the quasi-perfect Lee code has been introduced in [2].
Let C = Z2q . Then D ⊂ C is called the quasi-perfect e-error correcting Lee code if
(a) dL(U, V) ≥ 2e+ 1 for every two code words U, V in D;
(b) Every word in C is at distance at most e+ 1 from at least one code word in D.
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Clearly, the notion of the quasi-perfect e-error correcting Lee code is a generalization of the notion of the perfect e-error
correcting Lee code, where (b) replaces the condition that every word inC is at distance at most e from exactly one code word.
Further, a code over Zq generated by (e, e+1), that is, the code {(αe,α(e+1)),α ∈ Z}, is denoted by De. Set qe = 2e2+2e+1.
In [2] it is shown that for all the values of q in between qe and qe+1 there is a quasi-perfect e-error correcting Lee code. Namely,
it is proved there:
Theorem 7. (1) For q = qe, e ≥ 1,De is a perfect e-error correcting Lee code; (2) For qe + 1 ≤ q ≤ 2(e+ 1)2 + 1, e ≥ 1,De is a
quasi-perfect e-error correcting Lee code; (3) For 2(e+ 1)2 + 2 ≤ q ≤ qe+1 − 1, e ≥ 2,De+1 is a quasi-perfect e-error correcting
Lee code.
As the quasi-perfect Lee codes have been introduced for the possibility of their practical application, a fast decoding
algorithm for such codes is of high interest. In greater detail, suppose that a word V ∈ Z2q is received. To decode such a word
means to find a α′ ∈ Z for which the function ρl(V, ((αe,α(e+1)),α ∈ Z)) attains its minimum. In [12] an efficient algorithm
for decoding quasi-perfect Lee distance codes is presented. Regardless of q, the number of elementary operations used by
the algorithm to decode a word is bounded from above by an absolute constant. Here by an elementary operation we mean
an arithmetic operation or the operation of max of two numbers or the operation of taking the integer part of the number.
The basic idea of the algorithm comes from representing the code in a 2-dimensional plane endowed with the Manhattan
metric. Using geometric properties of the code, it is shown there that to decode a word it is sufficient to calculate its distance
to at most 4 codewords instead of checking the distance to all q codewords in De.
3.3. Miscellaneous result
We start the very end of this short survey with the case which naturally attracts special interest, with the case of n = 3.
As mentioned above, a perfect 1-error correcting Lee code PL(n, 1) exists for each n ≥ 1. Although it is not explicitly
stated in [3], it is easy to see from the proof of Theorem 5, that there is, up to symmetries, only one tiling of R3 by Lee spheres
of radius 1. To formulate it more precisely:
Theorem 8. Let S and S′ be two Lee spheres of radius 1 in R3 centered at A and A′ respectively. If the Lee distance of A and A′ equal
to 3, then there is the unique tiling L of R3 by Lee spheres of radius 1 containing S and S′.
In other words, if one chooses two Lee spheres S and S′ of radius 1 in R3 so that they meet in an entire 2 -dimensional
face, then there is the unique way how to extend it to a tiling of R3 by Lee spheres of radius 1.
It was proved by several authors, see above, that there is no PL(3, 2) code. In [9] a stronger statement is proved. It is
shown there that:
Theorem 9. There is no tiling of R3 with Lee spheres of radii at least two, even with different radii.
Yet a stronger result is proved in [10], a sequel to [9], where it is shown that there is no tiling of R3 with Lee spheres if
radius of at least one sphere is greater than one. This led the authors of the two papers to suggest the following strengthening
of the Golomb–Welch conjecture:
Conjecture 10. There does not exist a tiling of n-dimensional space, n > 2, with Lee spheres of radii greater than 0 such that the
radius of at least one sphere is greater than 1.
Recently, Špacapan [19] extended Theorem 9 to the 4-dimensional case. Unlike [9], where a very elegant “picture says it
all” proof for R3 is provided, the proof for R4 is computer aided. In [11], it is shown that the approach used in this paper can
be utilized to obtain a unified proof of the result of Theorem 9 for Rn, 3 ≤ n ≤ 5.
A tiling of Rn by Lee spheres is called regular if neighboring spheres meet along entire (n − 1)-dimensional faces of the
original cubes. It is shown in [9,10], that the results stated there hold even in the case if we admit non-regular tilings. At
the first glance this seems to be obvious that there are no non-regular tilings of Rn by Lee spheres. In addition, it has been
proved in [20] that there is no non-regular tiling of Rn by Lee spheres of radius 1 for 2n+ 1 being a prime. However, in [21]
Szabo proved the following surprising result:
Theorem 11. There is a non-regular tiling of Rn by Lee spheres of radius 1 if and only if 2n+ 1 is not a prime number.
The number of regular tilings of Rn by Lee spheres of radius 1 equals the number of Abelian groups of order 2n+1, see [16].
Using the technique developed in [21], it has been shown in [4]:
Theorem 12. If 2n+ 1 is not a prime then there are infinitely many non-regular tilings of Rn.
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4. PL(n, 2) codes for 3 ≤ n ≤ 6
In this section we prove the nonexistence of PL(n, 2) codes for 3 ≤ n ≤ 6.
Theorem 13. There is no PL(n, 2) for 3 ≤ n ≤ 6.
Proof. We prove the statement by a contradiction. Suppose that M ⊂ Zn is a perfect 2-error correcting Lee code over Z. By a
translation of M we may assume thatO = (0, 0, . . . , 0) ∈ M. There are three types of words in Zn that are at distance 3 fromO,
namely [±3], [±2,±1], and [±13]. Each of these words would have to be at distance≤ 2 from exactly one codeword inM. The
main idea of the proof is to show that such codewords inM do not exist. We recall that ifW is a codeword and a wordV belongs
to the sphere of radius 2 centered at W we will say that W covers V . To this extent, assume that S is the set of codewords in M
covering each word at the distance 3 from O. Clearly, if W = {w1, . . . ,wn} ∈ S, then ρ(O,W) = 5, that is, ∑ni=1 wi = 5. Thus,
each codeword in S is of one of the following types [±5], [±4,±1], [±3,±2], [±3,±12], [±22,±1], [±2,±13], and [±15].
These sets of codewords will be denoted by A, B, C,D, E, F, and G, respectively, and we set a = |A| , b = |B| , . . . , g = |G|. Now
we derive three equations involving the parameters a, b, c, d, e, f , and g.
As each word of type [±3] is covered by a codeword in A ∪ B ∪ C ∪ D and there are 2n words of this type, we get
a+ b+ c+ d = 2n. (1)
Similarly, there are 8
(
n
2
)
words of type [±2,±1], and hence
b+ 2c+ 2d+ 4e+ 3f = 8
(
n
2
)
(2)
as each code word in B covers one of them, each codeword in C covers two of them, etc. Finally, there are 8
(
n
3
)
words of
type [±13], which leads to
d+ e+ 4f + 10g = 8
(
n
3
)
.  (3)
Clearly, there are many solutions of Eqs. (1)–(3) in nonnegative integers. A solution, which corresponds to a perfect 2-
error correcting Lee code over Z will be called a feasible solution. So our aim will be to show that there is no feasible solution
of these equations.
In order to facilitate our discussion we introduce more notions and notation. Two words X = (x1, . . . , xn), Y = (y1, . . . , yn)
in Zn will be said to be sign equivalent in the ith coordinate, if xiyi > 0. Very often we will deal with a set of words that are
sign equivalent in some coordinate. For each coordinate we have two such sets. To simplify the language we will introduce
the notion of the signed coordinate. For the rest of the paper by the set of signed coordinates we will understand the set
I = {+1, . . . ,+n,−1, . . . ,−n}. Let V ⊂ Zn and i, j ∈ I. Then Vi (Vij) is the set of all words W = (w1, . . . ,wn) ∈ V so that
i.w|i| > 0 (iw|i| > 0, jw|j| > 0). In other words, Vi is the set of words in Zn that are pairwise sign equivalent in the |i|th
coordinate, and their common sign in the |i|th coordinate coincide with the sign of i. We note that no two words are sign
equivalent in three coordinates because they would cover the same word of type [±13].
The Eqs. (1)–(3) describe “global” properties of parameters a, b, c, d, e, f , and g. The following three lemmas describe their
”local” properties.
Lemma 14. For each i ∈ I, |Di ∪ Ei| + 3 |Fi| + 6 |Gi| = 4
(
n−1
2
)
. Consequently, if n 6= 0(mod 3) then |Di ∪ Ei| ≡ 0(mod 3), and if
n ≡ 0(mod 3), then |Di ∪ Ei| and |Fi| have the same parity, and |Di ∪ Ei| ≡ 1(mod 3).
Proof. Let T be the set of all words of type [±13]. Then, for each i ∈ I, |Ti| = 4
(
n−1
2
)
. Further, each word in Ti is covered by
exactly one word from Di ∪ Ei ∪ Fi ∪ Gi. As each codeword from Di ∪ Ei covers one of them, each codeword from Fi covers
three of them, and each codeword from Gi covers six of them, we are done with the first part of the statement. The second
part follows from the fact that 4
(
n−1
2
)
is even, and that 4
(
n−1
2
)
≡ 4(mod 6) for n ≡ 0(mod 3), and 4
(
n−1
2
)
≡ 0(mod 3) for
n 6= 0(mod 3). 
Lemma 15. For each i, j ∈ I, |i| 6= |j| , ∣∣Dij ∪ Eij∣∣+2 ∣∣Fij∣∣+3 ∣∣Gij∣∣ = 2(n−2). Consequently, ∣∣Dij ∪ Eij∣∣ and ∣∣Gij∣∣ have the same parity.
Proof. Let T be the set of all words of type [±13]. Then, for |i| 6= |j| , ∣∣Tij∣∣ = 2(n − 2). Each word in Tij is covered by exactly
one word from Dij ∪ Eij ∪ Fij ∪ Gij. As each codeword from Dij ∪ Eij covers one of them, each codeword from Fij covers
two of them, and each codeword from Gij covers three of them, the main part of the statement follows. The second part
is obvious. 
Let V be a set of words, i ∈ I and j ∈ N. Then by V(j)i we denote the set of words X = (x1, . . . , xn) ∈ Vi so that x|i| = ±j.
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Lemma 16. Let i ∈ I. Then
∣∣∣F(1)i ∣∣∣ ≤ 2(n − 1) − (∣∣∣D(1)i ∣∣∣+ |Ei| + ∣∣∣E(1)i ∣∣∣), and ∣∣∣F(2)i ∣∣∣ ≤
⌊
2(n−1)−2
(∣∣∣D(3)i ∣∣∣+∣∣∣E(2)i ∣∣∣)
3
⌋
. In aggregate,
|Fi| ≤ 2(n− 1)−
(∣∣∣D(1)i ∣∣∣+ |Ei| + ∣∣∣E(1)i ∣∣∣)+
⌊
2(n−1)−2
(∣∣∣D(3)i ∣∣∣+∣∣∣E(2)i ∣∣∣)
3
⌋
.
Proof. Let V be the set of all words of type [±2± 1]. Then
∣∣∣V(2)i ∣∣∣ = 2(n− 1). Each word in V(2)i is covered by a codeword in
(B∪ C∪D∪ E∪ F)(j)i , where j ≥ 2. Clearly, if W ∈ F(2)i then W covers three words in V(2)i , if W ∈ B(4)i ∪ C(3)i ∪ C(2)i then W covers
one of them, and finally, if W ∈ D(3)i ∪ E(2)i , then W covers two words in V(2)i . We get∣∣∣B(4)i ∣∣∣+ ∣∣∣C(2)i ∣∣∣+ ∣∣∣C(3)i ∣∣∣+ 2 ∣∣∣D(3)i ∣∣∣+ 2 ∣∣∣E(2)i ∣∣∣+ 3 ∣∣∣F(2)i ∣∣∣ = 2(n− 1). (4)
Then
∣∣∣F(2)i ∣∣∣ ≤
⌊
2(n−1)−2
(∣∣∣D(3)i ∣∣∣+∣∣∣E(2)i ∣∣∣)
3
⌋
. Similarly, there are 2(n− 1) in words in V(1)i , and
∣∣∣B(1)i ∣∣∣+ ∣∣∣C(2)i ∣∣∣+ ∣∣∣C(3)i ∣∣∣+ ∣∣∣D(1)i ∣∣∣+ 2 ∣∣∣E(1)i ∣∣∣+ ∣∣∣E(2)i ∣∣∣+ ∣∣∣F(1)i ∣∣∣ = 2(n− 1). (5)
Thus
∣∣∣F(1)i ∣∣∣ ≤ 2(n− 1)− (∣∣∣D(1)i ∣∣∣+ |Ei| + ∣∣∣E(1)i ∣∣∣). Clearly, |Fi| = ∣∣∣F(2)i ∣∣∣+ ∣∣∣F(1)i ∣∣∣, and the statement follows. 
4.1. n = 3
As noted above, the nonexistence of PL(3, 2) code has been showed in [8,17]. Here we provide yet another proof. We start
this subsection with a corollary of Lemma 15 which will be essential for the proof in this case and the case n = 4 as well.
Corollary 17. If g = 0 then d ≥ e. In particular, if W = (w1, . . . ,wn) ∈ E and wi = ±2,wj = ±2, then there is a word
Z = (z1, . . . , zn) ∈ D which is sign equivalent to W in the ith and the jth coordinate, and zi = ±1, zj = ±1.
Proof. If g = 0, then |Gst| = 0 for each s, t ∈ I, and in turn, by Lemma 15, |Dst ∪ Est| is even. Let W = (w1, . . . ,wn) ∈ E, and
i, j ∈ I be so that wi = ±2,wj = ±2. As |Dst ∪ Est| is even, then there has to be a word Z = (z1, . . . , zn) ∈ D ∪ E, that is sign
equivalent to W in the ith and the jth coordinate. Further, assume that zi or zj 6= ±1. Then there would be a word V of type
[±2,±1], sign equivalent in the ith and the jth coordinate to both W and Z, covered by both of them. Therefore Z ∈ D, and
zi = zj = ±1, and consequently d ≥ e, as each word in D has only one pair of coordinates that equal±1. 
With the above corollary in hand we are ready to prove the main result of this subsection:
Theorem 18. There is no PL(3, 2) code.
Proof. Putting n = 3 into Eqs. (1)–(3), and taking into account that in this case f = g = 0 we get:
a+ b+ c+ d = 6
b+ 2c+ 2d+ 4e = 24
d+ e = 8.
From (1) we have d ≤ 6, and from (2) and (3) we get d ≤ 5. Taking into account Corollary 17, we see that there are
only two solutions satisfying the equations; namely d = e = 4, a = 2, and d = 5, e = 3, c = 1. We start with the
case d = e = 4. As each codeword in E has two coordinates equal to ±2, and e = 4, there have to be codewords
W = (w1,w2,w3), Z = (z1, z2, z3) ∈ E that are sign equivalent in such a coordinate, say |w1| = |z1| = 2. Then W and Z
have distinct signs in the other coordinates, otherwise a word of type [±2± 1]would be covered by both of them. Assume
in addition that |w2| = 2, |z3| = 2. Then, by Corollary 17, there are codewords, W ′ and Z′ ∈ D,W ′ sign equivalent to W
in the 1-st and the 2-nd coordinate and Z′ sign equivalent to Z in the 1-st and the 3-rd coordinate. However, then W ′ is
sign equivalent to Z′ in three coordinates, a contradiction. Therefore, we can assume wlog that all four codewords W in E
have their third coordinate equal to ±1. However, then each codewords Z in D has its third coordinate equal to ±3, see
Corollary 17, a contradiction, because this implies that a word of type [±3] is covered by two codewords. The proof in the
case d = 5 is nearly identical, one has only to realize that instead of the fourth codeword W ∈ E there is a codeword V ∈ C
and two codewords in D that are sign equivalent to C in two coordinates. 
4.2. n = 4
The proof of the nonexistence of PL(4, 2) code in [17] is very sketchy. For the reader’s convenience we provide here a
proof with all details. Our proof is based on an entirely different idea than that one in [17].
Theorem 19. There is no PL(4, 2) code.
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Proof. For the reader’s convenience we state that, for n = 4, the Eqs. (1)–(3) have the form
a+ b+ c+ d = 8
b+ 2c+ 2d+ 4e+ 3f = 48
d+ e+ 4f = 32.
First of all we show that if there were a feasible solution of Eqs. (1)–(3) then f = 6. From (3) we have f ≤ 8, and f = 8 implies
d = e = 0. Then (2) leads to b + 2c = 24, contradicting (1). For 0 ≤ f ≤ 3, it is d + e > 16, and this contradicts conditions
d ≥ e (see Corollary 17) and d ≤ 8 (see (1)). For f = 4, it is d = e = 8, which in turn gives 2d + 4e + 3f > 48, contradicting
(2). If f = 5, then d+ e = 12, and by (1) it is d ≤ 8. If d ≤ 7 then min(2d+ 4e) = 34, and consequently (2d+ 4e+ 3f ) > 48,
while d = 8 implies a = b = c = 0, and 2d+ 4e+ 3f = 47, both cases contradicting (2). For f = 7, with respect to d ≥ e, we
have max(b+ 2c+ 2d+ 4e+ 3f ) ≤ (0+ 2× 6+ 2× 2+ 2× 4+ 3× 7) < 48, contradicting (2) as well. So the only possible
feasible solution of Eqs. (1)–(3) is for f = 6. Then, by (3), d+ e = 8. As max(b+ 2c+ 2d+ 4e+ 3f ) < 48 for d ≥ 6, we have
3 ≤ e.
To finish the proof we need to prove the following claim. We formulate it in a more general way, not only for n = 4, so
that it will be possible to apply it for n = 5 as well.
Claim A. Let d+ e = 8, e ≥ 2, |Di ∪ Ei| ≡ 0(mod 3) for each i ∈ I, and g = 0. Then there is no feasible solution of Eqs. (1)–(3).
To see this we first recall that by Lemma 15,
∣∣Dij ∪ Eij∣∣ is even for each i, j ∈ I. Further, since d + e = 8, there are at most
two signed coordinates i ∈ I so that |Di ∪ Ei| = 6, otherwise there would be a word of type [±13] covered by at least two
codewords from D ∪ E. By the same token, if W, Z are two codewords from E that are sign equivalent in two coordinates i, j
then wizi 6= 4 and wjzj 6= 4, otherwise both W and Z would cover the same word of type [±2,±1]. Therefore, as e ≥ 2, there is
a codeword W in E and i ∈ I so that w|i| = ±2 and |Di ∪ Ei| = 3. Let j, k ∈ I be so that w|j| = ±2, and w|k| = ±1. By Corollary 17,
there is a codeword Z in D which is sign equivalent to W in the ith and the jth coordinate, and z|i| = z|j| = ±1. Let l ∈ I be
so that z|l| = ±3. Since zk and wl have distinct signs, we have l 6= k. |Dab ∪ Eab| is even for each a, b ∈ I. Therefore there has
to be a codeword X ∈ D ∪ E, that is sign equivalent to W in the ith and the kth coordinate, and a codeword Y ∈ D ∪ E that is
sign equivalent to Z in the ith and the lth coordinate. However, |Di ∪ Ei| = 3, thus X = Y = (x1, . . . , xn). It is x|i| = x|l| = ±1,
otherwise X and W and/or X and Z would cover the same word of type [±2,±1]. Thus, X ∈ D, and x|k| = ±3. As there are at
most two signed coordinates t so that |Dt ∪ Et| = 6, there is t ∈ I, t ∈ {j, k, l} so that |Dt ∪ Et| = 3˙. By the same reasoning as
above, there has to be a codeword Y = (y1, . . . , yn) ∈ D ∪ E so that Y is signed equivalent in two coordinates with each of
W, Z, and X. Again, by the same reasoning as above, y|j| = ±1, y|l| = ±1. Therefore Y ∈ D and y|k| = ±3. However, then X and
Y cover the same word of type [±3], a contradiction. 
4.3. n = 5
We will start with a lemma which will help us to reduce considerably the number of possible feasible solution of equations
(1), (2) and (3). We recall that, from Lemma 14, for n = 5 it is |Di ∪ Ei| ≡ 0(mod 3) for all i ∈ I.
Lemma 20. Let i ∈ I. Then |Di ∪ Ei| ≤ 9. In addition, if |Gi| = 1 then |Di| ≥ 5; and if |Gi| = 2, then either |Di ∪ Ei| ≤ 3 and
|Bi ∪ Ci| > 0, or |Di ∪ Ei| ≥ 6 and |Di| ≥ 2.
Proof. First of all we prove that |Di ∪ Ei| ≤ 9. Note that there is in Di at most one codeword W so that w|i| = ±3, that is∣∣∣D(3)i ∣∣∣ ≤ 1. Assume that |Di ∪ Ei| ≥ 12. Then there would be at least eleven codewords Z in Di ∪ Ei so that for each of them
there is a j ∈ J, j 6= i, with ∣∣z|j|∣∣ > 1. As the total number of signed coordinates equals 10, this means there would be a word
V of type [±2± 1]with its |i|th coordinate equal to±1 covered by at least two codewords in Di ∪ Ei, a contradiction.
Before proving the other part of the statement we point out that by Lemma 16 it is |Fi| ≤ 2(n−1)−
(∣∣∣D(1)i ∣∣∣+ |Ei| + ∣∣∣E(1)i ∣∣∣)+⌊
2(n−1)−2
(∣∣∣D(3)i ∣∣∣+∣∣∣E(2)i ∣∣∣)
3
⌋
. For n = 5, taking into account
∣∣∣D(3)i ∣∣∣ ≤ 1, we have |Fi| ≤ 8 + 83 − (∣∣∣D(1)i ∣∣∣+ 23 ∣∣∣D(3)i ∣∣∣) −(
|Ei| +
∣∣∣E(1)i ∣∣∣+ 23 ∣∣∣E(2)i ∣∣∣) ≤ 323 − (|Di| − 13 + 53 |Ei|). Thus
|Fi| ≤ 11− |Di ∪ Ei| − 23 |Ei| . (6)
If |Gi| = 1, then there are 4 signed coordinates j ∈ I, j 6= i, satisfying
∣∣Gij∣∣ = 1. Since, by Lemma 15, ∣∣Dij ∪ Eij∣∣ is odd, there is
Z ∈ D∪E which is sign equivalent to W ∈ Gi in the |i|th and the |j|th coordinate. As no codewords are sign equivalent in three
coordinates, it holds |Di ∪ Ei| ≥ 4.However, for n = 5, |Di ∪ Ei| ≡ 0(mod 3), thus |Di ∪ Ei| ≥ 6. Assume first that |Di ∪ Ei| = 6.
From Lemma 14 we have |Fi| = 4. By (6), 4 ≤ 11− 6− 23 |Ei|, that is |Ei| ≤ 1, and consequently, |Di| ≥ 5. If |Di ∪ Ei| = 9, then
from Lemma 14 we have |Fi| = 3. By (6), 3 ≤ 11− 9− 23 |Ei|, thus |Ei| = 0 and |Di| = 9.
Suppose now that |Gi| = 2. If there is no j ∈ I so that
∣∣Gij∣∣ = 2, then there are eight signed coordinates j so that ∣∣Gij∣∣ = 1,
which implies |Di ∪ Ei| ≥ 6. Therefore, if |Di ∪ Ei| ≤ 3, then
∣∣Gij∣∣ = 2 for some j ∈ A. By Lemma 15, both ∣∣Dij ∪ Ei,j∣∣ and ∣∣Fi,j∣∣
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equal 0 in this case. Thus, the two words of type [±2±1] that are sign equivalent to W, Z ∈ G are covered by codewords from
Bij ∪Cij, i.e., |Bi ∪ Ci| > 0. Let now |Di ∪ Ei| = 6. Then, by Lemma 14, |Fi| = 2, which in turn implies, see (6), 2 ≤ 11−6− 23 |Ei|,
that is 23 |Ei| ≤ 3, so |Ei| ≤ 4 and |Di| ≥ 2. Finally, for |Di ∪ Ei| = 9, we have from Lemma 14 |Fi| = 1, and by (6) it is |Ei| ≤ 1,
that is |Di| ≥ 8. The proof is complete. 
Before proving the main theorem of this section we point out that g ≤ 4. Indeed, |Gi| ≤ 2 for each i, otherwise some word
of type [±13] would be covered by two codewords from Gi, and as n = 5, we get g ≤ 4. This also implies that
∣∣Gij∣∣ ≤ 2 for
each i, j.
Theorem 21. There is no PL(5, 2) code.
Proof. As in the previous cases, for the reader’s convenience we state that, for n = 5, the Eqs. (1)–(3) have the form
a+ b+ c+ d = 10
b+ 2c+ 2d+ 4e+ 3f = 80
d+ e+ 4f + 10g = 80.
We recall that g ≤ 4. So, five cases with respect to the value of g need to be considered.
g = 1. Let W = (wi) ∈ G. Then for each i ∈ I so that iwi > 0 we have, by Lemma 20, |Di| ≥ 5. Further, as no two codewords
are sign equivalent in three coordinates we get
d ≥ 1
2
∑
i,iwi>0
|Di| . (7)
Then, from (7), d ≥ 13, which contradicts (1).
g = 2. Let W, Z ∈ G be codewords. If W and Z were sign equivalent in less than two coordinates then there would be at
least 8 signed coordinates i ∈ I so that |Gi| = 1. This contradicts (1) since by Lemma 20 we get 3d = ∑i∈I |Di| ≥ 40, that is,
d ≥ 14. So W and Z are sign equivalent in two coordinates, say k and l. In this case there are exactly six sign coordinates i so
that |Gi| = 1, thus 3d = ∑i∈I |Di| ≥ 30, i.e., d ≥ 10, and from (1), d = 10. Therefore, cf. Lemma 20, for each of the six sign
coordinates i, it is |Di| = 5, and
∣∣Dj∣∣ = 0 for the remaining four sign coordinates j ∈ I. Therefore, ∣∣Dj ∪ Ej∣∣ ≤ 3. However, in
this case, by Lemma 20 , b+ c > 0, implying d < 10, a contradiction.
g = 3. Let W, Z, X ∈ G. It is easy to see that if g ≥ 3 there have to be in G two codewords which are sign equivalent in exactly
one coordinate. We may assume wlog that W = (1, 1, 1, 1, 1), Z = (1,−1,−1,−1,−1), and X = (−1, 1, 1,−1,−1). Set
A = {−1,−2,−3,+4,+5}. Then, for each i ∈ A, |Gi| = 1 and, by Lemma 20, |Di| ≥ 5. That is, 3d = ∑i∈A |Di| ≥ 25, that is
d ≥ 9. As ∑i∈I |Di| ≤ 30, there are at most two sign coordinates j ∈ I − A, so that ∣∣Dj ∪ Ej∣∣ ≥ 6, as in this case ∣∣Dj∣∣ ≥ 2, cf.
Lemma 20. Therefore, there are at least three signed coordinates k ∈ I−A, so that |Dk ∪ Ek| ≤ 3 and |Bk ∪ Ck| > 0, i.e., b+c ≥ 2.
However, this is a contradiction as by (1) it holds b+ c+ d ≤ 10.
g = 4. Let W, Z, X, Y ∈ G. We may assume wlog, that W, Z, X are the same as in the case g = 3, and Y = (−1,−1,−1, 1, 1). It
is easy to see that there does not exist a codeword in F having its first coordinate negative, i.e., |F−1| = 0. Then, by Lemma 14,
|D−1 ∪ E−1| = 12, which is a contradiction as |Di ∪ Ei| ≤ 9 for all i ∈ I, see Lemma 20.
g = 0. In this case we need to use reasoning different from the previous ones. If f ≤ 17, then min(2d+4e+3f ) is attained for
f = 17, and consequently d+e = 12. As f is odd, we have b > 0, see (2), so d ≤ 9. Then min(2d+4e+3f ) = 18+12+51 > 80,
contradicting (2). So f ≥ 18. For 1 ≤ i ≤ 5, let F i = {W;W ∈ F and wi = 0}. This notation will be used only in this proof. For
each three coordinates 1 ≤ i, j, k ≤ 5, there are 8 words of type [±13] with nonzero coordinates being i, j, k. Thus, for each
1 ≤ s < t ≤ 5, ∣∣Fs ∪ Ft∣∣ ≤ 8. Further, no three codewords in Fs∪Ft are sign equivalent in two coordinates, as there would exist
a word of type [±13] covered by two codewords. Suppose that, for some i, it were |F i| ≥ 5. Then, for each j ∈ {1, 2, . . . , 5}− i,
we get
∣∣F j∣∣ ≤ 8− i, and consequently, f =∑5i=1 ∣∣F i∣∣ ≤ 17. Assume, wlog, that ∣∣F i∣∣ ≥ ∣∣F j∣∣ for i > j.
First, let
∣∣F1∣∣ ≥ 3. It is easy to see that then there are in F1 two codewords, W and Z, that are sign equivalent in two
coordinates, say j and k. Consider codewords in Ft ∪ Fs, where t, s ∈ {2, . . . , 5} − {j, k}. All of them have their jth and kth
coordinate being a non-zero number. Moreover, none of them is sign equivalent in jth and kth coordinate with W or Z as this
would lead to three codewords in F1∪ Fa, a ∈ {t, s}, that would be sign equivalent in two coordinates. However, ∣∣Ft ∪ Fs∣∣ ≥ 7,
then there are three codewords in Ft ∪ Fs that are pairwise sign equivalent in jth and kth coordinate, a contradiction.
Finally, let |F1| = 2. Since f ≥ 18, |Fi| = 4, i = 2, . . . , 5. Then f = 18, and d+ e = 8, |Di ∪ Ei| ≡ 0(mod 3), g = 0, and from
(2) we get e ≥ 2. Thus the assumptions of Claim A in the proof Theorem 19 are satisfied; hence there is no feasible solution
of the Eqs. (1)–(3) in this case as well. 
4.4. n = 6
In order to reduce significantly on the number of possible feasible solutions of Eqs. (1)–(3), we first prove a series of
inequalities involving parameters a, b, c, d, e, and g. These inequalities will eliminate all but two solutions of (1)–(3). Ad hoc
methods will be used to show that the two solutions are not feasible as well.
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Lemma 22. For each i ∈ I, it is |Di ∪ Ei| ≥ 4. Consequently, d+ e ≥ 16.
Proof. We recall that, for n = 6, it is |Di ∪ Ei| ≡ 1(mod 4) for each i ∈ I, and for all i, j ∈ I,
∣∣Gij∣∣ and ∣∣Dij ∪ Eij∣∣ have the same
parity, cf. Lemmas 14 and 15. Further, by Lemma 15,
∣∣Gij∣∣ ≤ 2 for all i, j ∈ I, which implies |Gi| ≤ 5 for all i ∈ I as |Gi| = 6
would imply that there is a word of type [±13] covered by two codewords in G. Clearly, ∑∣∣Gij∣∣ = 4 |Gi|, where the sum runs
over j ∈ I, |j| 6= |i|. Thus, for 0 < |Gi| ≤ 4, taking into account that
∣∣Gij∣∣ ≤ 2, there are at least four signed coordinates j ∈ I so
that
∣∣Gij∣∣ = 1. Thus, ∣∣Dij ∪ Eij∣∣ > 0 for each of those four j ’s, which implies |Di ∪ Ei| ≥ 2, and we are done with the proof in
this case. If there were i ∈ I so that |Gi| = 0 and |Di ∪ Ei| = 1, then there would be j ∈ I so that
∣∣Dij ∪ Eij∣∣ = 1 but ∣∣Gij∣∣ = 0, a
contradiction. If |Gi| = 5, then
∣∣Gij∣∣ = 2 for all j, |j| 6= |i|. Thus |Di ∪ Ei| > 1 as otherwise we would have j ∈ J so that ∣∣Dij ∪ Eij∣∣
is odd. As d+ e = 13
∑
i∈I |Di ∪ Ei|, the other part of the statement follows. 
The next theorem and its corollary might turned out to be very useful in proving that there is noPL(n, 2) code for all
n ≡ 0(mod 3).
Theorem 23. For n ≡ 0(mod 3), d+ b2 ≥ e+ c2 .
Proof. Let i, j ∈ I, |i| 6= |j|. Set Tij = Bij ∪ Cij ∪ Dij ∪ Eij ∪ Fij. We define a weight function w : Tij → R, the set of real numbers,
by w(V) = 1 for V ∈ Bij,w(V) = 2 for V ∈ Cij,w(V) = 23 for V ∈ Dij,w(V) = 43 for V ∈ Eij, and w(V) = 12 for V ∈ Fij. Finally,
w(i, j) =∑V∈Tij w(V). We will show that
w(i, j) = 2+ εij, (8)
where εij ≥ − 12
∣∣Bij∣∣ + 12 ∣∣Cij∣∣ − 13 ∣∣Dij∣∣ + 13 ∣∣Eij∣∣. The proof of (8) is simple but tedious checking of many cases. There are two
words V of type [±2± 1] that are sign equivalent to codewords in Tij and are covered by them. We consider four cases:∣∣Bij ∪ Cij ∪ Dij ∪ Eij∣∣ = 0. Then the two words V of type [±2±1] have to be covered by two codewords from Fij. Thus ∣∣Fij∣∣ ≥ 2
and from Lemma 15,
∣∣Fij∣∣ ≥ 4. Thus, w(ij) ≥ 2, and we are done with this case.
|Bij ∪ Cij ∪ Dij ∪ Eij| = 1. Let W ∈ Bij ∪ Cij ∪ Dij ∪ Eij. By Lemma 15, if
∣∣Dij ∪ Eij∣∣ = 0 then ∣∣Fij∣∣ ≥ 1, and if ∣∣Dij ∪ Eij∣∣ = 1 then∣∣Fij∣∣ ≥ 2. We get:
(i)
∣∣Bij ∪ Cij∣∣ = 1. Then, ∣∣Fij∣∣ ≥ 1, thus w(i, j) ≥ 12 + w(W) = 2− 12 ∣∣Bij∣∣+ 12 ∣∣Cij∣∣ .
(ii)
∣∣Dij ∪ Eij∣∣ = 1. Then ∣∣Fij∣∣ ≥ 2, and w(i, j) ≥ 1+ w(W) = 2− 13 ∣∣Dij∣∣+ 13 ∣∣Eij∣∣ .
|Bij ∪ Cij ∪ Dij ∪ Eij| = 2. We need to consider the following cases:
(i)
∣∣Dij ∪ Eij∣∣ = 2. Then w(i, j) ≥ w(W1)+ w(W2) = 2− 13 ∣∣Dij∣∣+ 13 ∣∣Eij∣∣, where W1,W2 ∈ Tij.
(ii)
∣∣Bij ∪ Cij∣∣ = 2. Then ∣∣Bij∣∣ = 2, ∣∣Fij∣∣ ≥ 1, and w(ij) = 12 + 2 > 2− 12 ∣∣Bij∣∣ = 1.
(iii)
∣∣Bij ∪ Cij∣∣ = 1, and ∣∣Dij ∪ Eij∣∣ = 1. Then ∣∣Fij∣∣ ≥ 2. Moreover, if ∣∣Cij∣∣ = 1, then ∣∣Eij∣∣ = 0. Thus, w(i, j) ≥ 2 23 >
2− 12
∣∣Bij∣∣+ 12 ∣∣Cij∣∣− 13 ∣∣Dij∣∣+ 13 ∣∣Eij∣∣ .
|Bij ∪ Cij ∪ Dij ∪ Eij| > 2. There are four cases to consider.
(i)
∣∣Bij ∪ Cij∣∣ = 0. As ∣∣Eij∣∣ ≤ 2 for all i, j ∈ I, we have w(i, j) ≥ 3× 23 + 23 ∣∣Eij∣∣ > 2− 13 ∣∣Dij∣∣+ 13 ∣∣Eij∣∣ .
(ii)
∣∣Bij∣∣ = 1. Then ∣∣Cij∣∣ = 0 and ∣∣Dij ∪ Eij∣∣ ≥ 2. It is w(i, j) = 1+ 23 ∣∣Dij ∪ Eij∣∣+ 23 ∣∣Eij∣∣ ≥ 2+ 13+ 23 ∣∣Eij∣∣ > 2− 12 ∣∣Bij∣∣− 13 ∣∣Dij∣∣+ 13 ∣∣Eij∣∣ .
(iii)
∣∣Cij∣∣ = 1. Then ∣∣Bij ∪ Eij∣∣ = 0. We have w(i, j) = 2+ 23 ∣∣Dij∣∣ > 2+ 12 ∣∣Cij∣∣− 13 ∣∣Dij∣∣ .
(iv)
∣∣Bij∣∣ = 2. Then ∣∣Cij ∪ Eij∣∣ = 0, and w(i, j) = 2+ 23 ∣∣Dij∣∣ > 2− 12 ∣∣Bij∣∣− 13 ∣∣Dij∣∣ .
With (8) in hand, we are ready to prove the statement of lemma.
We haveW =∑i,j∈I w(i, j) = 2×4 ( n2)+∑i,j εij ≥ 8 ( n2)− 12 ∑∣∣Bij∣∣+ 12 ∑∣∣Cij∣∣− 13 ∑i,j ∣∣Dij∣∣+ 13 ∑i,j ∣∣Eij∣∣ = 8 ( n2)− b2+ c2−d+e.
On the other hand, W =∑i,j w(i, j) =∑i,j∑V∈Tij w(V) = b+2c+2d+4e+3f = 8 ( n2), see (2). Comparing the two expressions
for W we get d+ b2 ≥ e+ c2 . 
The following two corollaries will help to eliminate many solutions of Eqs. (1)–(3).
Corollary 24. For n ≡ 0(mod 3), 23n ≤ d+ e ≤ 4n. In particular, for n = 6 it is d+ e ≤ 24.
Proof. By Lemma 14, |Di ∪ Ei| > 0 for each i ∈ I. Since |I| = 2n, and d + e = 13
∑
i∈I |Di ∪ Ei|, we get the lower bound. By (1),
it is d+ b2 ≤ 2n. Applying Theorem 23 we get the upper bound. 
Lemma 25. Let a, b, c, d, f , and g be a feasible solution of Eqs. (1)–(3). Let d + e = k. Then min{b + 2c + 2d + 4e} is attained
for d = max{2n, k} and b = c = 0. For 16 ≤ d + e ≤ 18,max{b + 2c + 2d + 4e} is attained for e = d + 2 and c = 0, for
20 ≤ d+ e ≤ 24, for d = e and |b− c| ≤ 1, b ≥ c, b+ c+ d = 12.
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Proof. Clearly, if d1 + e1 = d2 + e2 = k, and d1 ≤ d2, then 2d1 + 4e1 ≥ 2d2 + 4e2, and the first part of the statement
follows. As for max{b+ 2c+ 2d+ 4e}, we first show that 0 ≤ c ≤ 1. Let b, c, d, and e are numbers so that b+ 2c+ 2d+ 4e =
max(b′+2c′+2d′+4e′), where d′+ b′2 ≥ e′+ c
′
2 , d
′+e′ = k′. If c ≥ 2, we set d′ = d−1, e′ = e+1, b′ = b+3, and c′ = c−2. Then
b′+c′+d′ = b+c+d, and d′+ b′2 ≥ e′+ c
′
2 . However, b
′+2c′+2d′+4e′ = b+3+2(c−2)+2(d−1)+4(e+1) = b+2c+2d+4e+1,
a contradiction. For c fixed, it is clear that the maximum of b′+2d′+4e′ is attained for the largest e satisfying d′+ b′2 ≥ e′+ c
′
2 ,
d′ + e′ = k′. By checking all cases separately, we get the required result. 
Finally, we derive a lower bound on |Gi| .
Lemma 26. For any i ∈ I, |Gi| ≥ 1+2|Di∪Ei|6 . Moreover, if |Di ∪ Ei| = 7, and either
∣∣∣D(3)i ∣∣∣ + ∣∣∣E(2)i ∣∣∣ = 5 or ∣∣∣C(2)i ∣∣∣ = 1, and∣∣∣D(3)i ∣∣∣+ ∣∣∣E(2)i ∣∣∣ = 3, then |Gi| ≥ 4.
Proof. Let i ∈ I. By Lemma 16, and by
∣∣∣D(3)i ∣∣∣ ≤ 1, we get |Fi| ≤ 2(n − 1) − (∣∣∣D(1)i ∣∣∣+ |Ei| + ∣∣∣E(1)i ∣∣∣) +
⌊
2(n−1)−2
(∣∣∣D(3)i ∣∣∣+∣∣∣E(2)i ∣∣∣)
3
⌋
≤
10 − (|Di| − 1+ |Ei|) +
⌊
10−2
3
⌋
= 13 − |Di ∪ Ei|. From Lemma 14, |Di ∪ Ei| + 3(13 − |Di ∪ Ei|) + 6 |Gi| ≥ 40, which implies
|Gi| ≥ 1+2|Di∪Ei|6 .
Assume now that |Di ∪ Ei| = 7. If
∣∣∣D(3)i ∣∣∣ + ∣∣∣E(2)i ∣∣∣ = 5 then, by Lemma 16, ∣∣∣F(2)i ∣∣∣ = 0, and consequently |Fi| = ∣∣∣F(1)i ∣∣∣ ≤
2(n − 1) −
(∣∣∣D(1)i ∣∣∣+ |Ei| + ∣∣∣E(1)i ∣∣∣) ≤ 10 − |Di ∪ Ei| ≤ 3 as ∣∣∣D(3)i ∣∣∣ ≤ 1 and ∣∣∣E(1)i ∣∣∣ ≥ 1 (follows from ∣∣∣D(3)i ∣∣∣ + ∣∣∣E(2)i ∣∣∣ = 5).
Finally, let
∣∣∣C(2)i ∣∣∣ = 1, and ∣∣∣D(3)i ∣∣∣ + ∣∣∣E(2)i ∣∣∣ = 3. By (4) we get ∣∣∣F(2)i ∣∣∣ ≤ 1. Together with (5) it is |Fi| ≤ ∣∣∣F(1)i ∣∣∣ + 1 ≤
2(n − 1) −
(∣∣C2i ∣∣+ ∣∣∣D(1)i ∣∣∣+ |Ei| + ∣∣∣E(1)i ∣∣∣) + 1 ≤ 10 − (1+ ∣∣∣D(1)i ∣∣∣+ |Ei|) ≤ 3 as ∣∣∣D(3)i ∣∣∣ ≤ 1. Thus, in both cases |Fi| ≤ 3. Then
|Gi| ≥ 4 follows from Lemma 14. 
Now we are ready to prove the main result of this subsection.
Theorem 27. There is no PL(6, 2) code.
Proof. For the reader’s convenience we state that, for n = 6, the Eqs. (1)–(3) have the form
a+ b+ c+ d = 12
b+ 2c+ 2d+ 4e+ 3f = 120
d+ e+ 4f + 10g = 160.
We will prove the statement by considering cases with respect to the value of d+ e. It is easy to see from (3) that d+ e is an
even number. By Lemma 22 and Corollary 24 we know that 16 ≤ d + e ≤ 24. We note that the case d + e = 20 will be left
to the very end.
(i) d+e = 16.By (3), it is f ≡ 1(mod 5). Since for f ≤ 21, see Lemma 25, max(b+2c+2d+4e+3f ) = 5+0+14+36+61 < 120,
we have from (2) that f ≥ 26. Then g ≤ 4, see (3), i.e., ∑i∈I |Gi| ≤ 20, and therefore there is i ∈ I so that |Gi| ≤ 1. However,
for each i ∈ I, by Lemma 22, |Di ∪ Ei| ≥ 4, which in turn implies |Gi| ≥ 2, see Lemma 26, a contradiction.
(ii) d + e = 18. We get f ≡ 3(mod 5). As for f ≤ 18,max(b + 2c + 2d + 4e + 3f ) = 4 + 0 + 16 + 40 + 54 < 120,
we have f ≥ 23. Then, by (3), g ≤ 5, that is, ∑i∈I |Gi| ≤ 25. On the other hand, for each i ∈ I, we have |Di ∪ Ei| ≥ 4. As∑
i∈I |Di ∪ Ei| = 3 × 18 = 54, there are either two j’s ∈ I so that
∣∣Dj ∪ Ej∣∣ = 7 or one k ∈ I so that |Dk ∪ Ek| = 10. Thus, by
Lemma 26, in both cases
∑
i∈I |Gi| ≥ 26, a contradiction.
(iii) d+e = 22. We get f ≡ 2(mod 5). For f ≤ 17, it holds max(b+2c+2d+4e+3f ) = 1+0+22+44+51 < 120, therefore
f ≥ 22. However, for f ≥ 22, by Lemma 25, min(b+ 2c+ 2d+ 4e+ 3f ) = 0+ 0+ 24+ 40+ 66 > 120, contradicting (2).
(iv) d+ e = 24.We get f ≡ 4(mod 5). For f ≤ 14 it is max(b+ 2c+ 2d+ 4e+ 3f ) = 0+ 0+ 24+ 48+ 42 < 120, therefore
f ≥ 19. However, for f ≥ 19,min(b+ 2c+ 2d+ 4e+ 3f ) = 0+ 0+ 24+ 48+ 57 > 120, a contradiction.
(v) d+ e = 20. In this case f ≡ 0(mod 5). We get, for f ≤ 15,max(b+ 2c + 2d+ 4e+ 3f ) = 1+ 2+ 20+ 40+ 45 < 120,
thus f ≥ 20. On the other hand, by Lemma 25, for f ≥ 24,min(b+ 2c+ 2d+ 4e+ 3f ) = 0+ 0+ 24+ 32+ 72 > 120. Hence,
in order to satisfy (2), it has to be f = 20. There are two solutions of (1)–(3) for f = 20. Namely,
(v1) g = 6, b = c = 0, d = e = 10, a = 2, and
(v2) g = 6, a = b = 0, d = 11, e = 9, and c = 1.
Putting n = 6 in (4) we get∣∣∣B(4)i ∣∣∣+ ∣∣∣C(2)i ∣∣∣+ ∣∣∣C(3)i ∣∣∣+ 2 ∣∣∣D(3)i ∣∣∣+ 2 ∣∣∣E(2)i ∣∣∣+ 3 ∣∣∣F(2)i ∣∣∣ = 10. (9)
Consider first the case (v1) b = c = 0, d = e = 10, a = 2. Then
∣∣∣B(4)i ∣∣∣+ ∣∣∣C(2)i ∣∣∣+ ∣∣∣C(3)i ∣∣∣ = 0. By (9), if ∣∣∣D(3)i ∣∣∣ = 1 then ∣∣∣E(2)i ∣∣∣ = 1 or
4 (note that
∣∣∣D(3)i ∣∣∣ ≤ 1 otherwise a word of type [±3] would be covered by two different codewords). Further, if ∣∣∣D(3)i ∣∣∣ = 0,
then
∣∣∣E(2)i ∣∣∣ = 2 or 5. As each codeword in E has two coordinates that equal ±2, there have to be two signed coordinates
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i, j ∈ I so that
∣∣∣D(3)i ∣∣∣ + ∣∣∣E(2)i ∣∣∣ = 5, and ∣∣∣D(3)j ∣∣∣ + ∣∣∣E(2)j ∣∣∣ = 5. Clearly, then |Di ∪ Ei| ≥ 7 (|Di ∪ Ei| ≡ 1(mod 3)), and ∣∣Dj ∪ Ej∣∣ ≥ 7.
Moreover, for s ∈ {i, j}, by Lemma 16,
∣∣∣F(2)s ∣∣∣ = 0, and for |Ds ∪ Es| = 7 it is ∣∣∣F(1)s ∣∣∣ ≤ 3, that is |Fs| ≤ 3, and for |Ds ∪ Es| = 10
we get
∣∣∣F(1)s ∣∣∣ = 0, that is, |Fs| = 0. First we show that |Di ∪ Ei| = ∣∣Dj ∪ Ej∣∣ = 7. Suppose, by a contradiction, that |Di ∪ Ei| = 10.
Then, |Fi| = 0 and by Lemma 14, |Gi| = 5. Further, by Lemma 26,
∣∣Gj∣∣ ≥ 4. As g = 6 in this case, we would have ∣∣Gij∣∣ ≥ 3,
contradicting Lemma 15. Thus |Di ∪ Ei| = 7 and |Fi| ≤ 3. As
∣∣∣D(3)j ∣∣∣ + ∣∣∣E(2)j ∣∣∣ = 5, there are at least six sign coordinates j ∈ J so
that
∣∣Dij ∪ Eij∣∣ = 1, which in turn implies, see Lemma 15, ∣∣Fij∣∣ = 2. As each codeword W ∈ Fi, contributes to three F′ij’s, we
have |Fi| ≥ 2×63 = 4, contradicting |Fi| ≤ 3.
Finally, we consider the case (v2), a = b = 0, c = 1, d = 11, e = 9. Let i ∈ I be so that
∣∣∣C(3)i ∣∣∣ = 1. Then ∣∣∣D(3)i ∣∣∣ = 0, and, by
(9),
∣∣∣E(2)i ∣∣∣ = 0 or 3. Further, let j ∈ J be so that ∣∣∣C(2)j ∣∣∣ = 1. Then ∣∣∣D(3)j ∣∣∣ = 1, and, by (9), ∣∣∣E(2)j ∣∣∣ = 2. For all other signed coordinates
k, i 6= k 6= j,
∣∣∣B(4)k ∣∣∣+ ∣∣∣C(2)k ∣∣∣+ ∣∣∣C(3)k ∣∣∣ = 0, ∣∣∣D(3)k ∣∣∣ = 1, and ∣∣∣E(2)k ∣∣∣ = 1 or 4. As e = 9, for at least one of those coordinates, say k′, it
is |Dk′ ∪ Ek′ | ≥ 7 and
∣∣∣E(2)i ∣∣∣ = 4. We know from the previous case that |Dk′ ∪ Ek′ | 6= 7, thus |Dk′ ∪ Ek′ | = 10, and consequently
|Gk′ | = 5. Using an argument similar to the one in the previous case (v1) we get that
∣∣Dj ∪ Ej∣∣ 6= 4. However, for ∣∣Dj ∪ Ej∣∣ ≥ 7
it is
∣∣Gj∣∣ ≥ 4, cf. Lemma 26, implying ∣∣Gij∣∣ ≥ 3, a contradiction. The proof of this case is complete as well. 
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