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Abstract
The encoding of the target in object tracking moves from
the coarse bounding-box to fine-grained segmentation map
recently [21]. Revisiting de facto real-time approaches that
are capable of predicting mask during tracking, we ob-
served that they usually fork a light branch from the back-
bone network for segmentation [39, 26]. Although effi-
cient, directly fusing backbone features without consider-
ing the negative influence of background clutter tends to
introduce false-negative predictions, lagging the segmen-
tation accuracy. To mitigate this problem, we propose an
attention retrieval network (ARN) to perform soft spatial
constraints on backbone features. We first build a look-
up-table (LUT) with the ground-truth mask in the start-
ing frame, and then retrieves the LUT to obtain an at-
tention map for spatial constraints. Moreover, we intro-
duce a multi-resolution multi-stage segmentation network
(MMS) to further weaken the influence of background clut-
ter by reusing the predicted mask to filter backbone features.
Our approach set a new state-of-the-art on recent pixel-
wise object tracking benchmark VOT2020 while running at
40 fps. Notably, the proposed model surpasses SiamMask
[39] by 11.7/4.2/5.5 points on VOT2020, DAVIS2016, and
DAVIS2017, respectively. We will release our code at
https://github.com/researchmm/TracKit.
1. Introduction
Visual object tracking (VOT), which aims at estimating
the target’s location and scale in each frame of a video
sequence, is one of the most fundamental yet challenging
tasks in the computer vision field. Recently, the track-
ing community starts focusing on replacing the classical
rectangle box with a segmentation mask to encode the tar-
get. The benchmark with new evaluation methodology, i.e.,
VOT2020 [21] has been introduced, which requires the al-
gorithm to robustly track the target while predicting an ac-
curate binary mask. The task of video object segmenta-
tion (VOS) is akin to object tracking, yet it typically con-
siders large targets observed for less than 100 frames with
Figure 1. Expected Average Overlap (EAO) versus running speeds
(frame-per-second) on the recent pixel-wise tracking benchmark
[21]. We evaluate the state-of-the-art VOT (blue) and VOS meth-
ods (green). The hollow blue markers denote VOT methods pre-
dicting a bounding box instead of a segmentation mask. It shows
that the top-ranked VOS methods perform unsatisfactorily on the
new pixel-wise tracking benchmark.
low background distractor presence. Top-ranked VOS ap-
proaches thus fare poorly in challenging tracking scenarios,
as shown in Fig. 1.
To simultaneously deal with tracking and segmentation,
several state-of-the-art approaches have been proposed.
One mainstream is using an off-the-shelf image segmenta-
tion network, e.g., MaskRCNN [15], Box2Seg [6] to predict
a binary mask inside the bounding box given by the track-
ing model [37]. However, due to the error accumulation in
tracking, the predicted bounding box may become unreli-
able. As a consequence, the segmentation of target objects
will be misled. Moreover, this paradigm is hard to run in
real-time speeds, since the well-performed image segmen-
tation network generally requires massive computation. Al-
ternatively, SiamMask [39] and D3S [26] fork delicately
designed segmentation side branch to predict target mask,
introducing small computational overheads. They progres-
sively upscale features from different depths of backbone
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networks into a detailed segmentation map. Nevertheless,
background clutter in raw backbone features tends to intro-
duce false-positive predictions in segmentation because of
its similar semantics with the target objects. Weakening the
negative influence of background clutter is thus necessary
in order to improve segmentation accuracy.
In this paper, we set out to reduce the false-positive pre-
dictions in the paradigm of tracking with a segmentation
side branch like SiamMask [39] and D3S [26], while keep-
ing its efficiency, i.e. run in real-time speeds. To achieve the
goal, we propose a novel attention retrieval network (ARN)
to set up soft spatial constraints on features for segmenta-
tion. Specifically, we first build a look-up-table (LUT) to
store feature and binary mask of the starting frame. The
embedding of each spatial location in the feature is consid-
ered as an address, while its corresponding mask (0 or 1)
is the value of the LUT. The ARN then retrieve the LUT
to generate an attention map by learning an affinity matrix
based on the similarities between feature of frame T (Ft)
and addresses in the LUT. By adding the attention map to
the features Ft, we can suppress the negative influence in-
duced by clutter in the background. Moreover, we intro-
duce a multi-resolution multi-stages segmentation network
(MMS) after ARN to further weaken the background clutter
by reusing the predicted mask to filter backbone features.
The attention retrieval network requires a mask in the
starting frame. To handle videos with only a bounding box
at the beginning of tracking, we propose a cyclic initializa-
tion strategy. Concretely, we first generate a pseudo mask
with the ground-truth box to initialize the LUT. After that,
we pass the starting frame through the model and predict
a mask. The predicted mask is then used to re-initialize
the LUT. We cyclically perform the re-initialization several
times, achieving an accurate mask for the starting frame.
The cyclic initialization improves the adaption of our work.
We build a new tracking and segmentation framework
based on the ARN and MMS. Experiments show that the
proposed model achieves EAO of 0.444 on VOT2020,
outperforming SiamMask (0.328) and D3S (0.414) while
running at 40fps. Moreover, our work also surpasses
SiamMask and D3S on all seven criteria of DAVIS2017.
The main contributions of this work are as follows.
• We propose a novel attention retrieval network to per-
form soft spatial constraints on features for segmenta-
tion. Equipped with the multi-resolution multi-stage
segmentation network, the negative influence induced
by the background clutter is effectively suppressed.
• We introduce a cyclic initialization strategy to handle
videos without mask in the starting frame. The pro-
posed strategy guarantees the adaption of our model
on videos with bounding box or mask initialization.
• We build a tracking and segmentation pipeline based
on the proposed ARN and MMS. Experimental results
demonstrate that our model set a new state-of-the-art
performance on the recent introduced tracking bench-
mark [21] while running in per-frame real-time speeds.
2. Related Work
In this section, we review the video object tracking and
segmentation approaches, as well as briefly review the at-
tention mechanisms in computer vision.
2.1. Video Object Tracking
Video object tracking is formulated as a sequential
bounding box estimation problem. Given the target and its
state in the first frame, one algorithm is required to pre-
dict the target’s bounding boxes in the subsequent frames.
The community has proposed massive approaches to tackle
challenges in realistic tracking scenarios. To date, ob-
ject tracking is dominated by correlation-filter (CF) and
Siamese paradigms. Correlation-filter based approaches
consider tracking as a ridge regression problem and solve
it by the circular correlation in the frequency domain
[16, 12, 11]. Siamese trackers learn a matching network
by offline training on tremendous data [2, 24, 49]. As our
approach is performed in the Siamese structure, we review
the related methods in this section, and we refer the readers
to [28] for more details about correlation-filter (CF) based
approaches.
The pioneering work of Siamese trackers, i.e., SiamFC
[2], employs a fully-convolutional network to offline train a
similarity metric for target matching. Later, SiamRPN [24]
improves it by introducing a region proposal network to es-
timate the target’s scale. The follow-up works unleash the
capability of deeper backbone networks in Siamese track-
ers by eliminating matching inconsistency and position bias
[49, 23]. Recently, the anchor-free mechanism becomes
popular due to its simple design and leading performance
[50, 45]. One distinct trend in object tracking is to predict
a binary mask for the tracked target. The VOT2020 bench-
mark replaces the bounding box label to mask and propose a
new methodology for tracker evaluation. SiamRCNN [37]
considers the predicted bounding box as hard spatial con-
straints, and uses an existing segmentation model to esti-
mate the mask in the box. Conversely, SiamMask [39] and
D3S [26] directly fork a segmentation branch in the origi-
nal tracking network, running much faster than SiamRCNN
[37]. However, without spatial constrains, they often suffer
from false-positive predictions. In this work, we mitigate
this problem by proposing an attention retrieval network to
set soft constraints in the feature map for segmentation.
Figure 2. Pipeline of the attention retrieval network (ARN). We first multiply the feature of frame T , i.e. Ft, to addresses in LUT, attaining
an affinity matrix. Then the attention map is produced by the multiplication between the affinity matrix and values in LUT. Finally, we add
the attention map to Ft to set soft spatial constraints.
2.2. Video Object Segmentation
The focused task in this paper is closely related to the
semi-supervised video object segmentation (VOS). We thus
review the frameworks in VOS first, and then compare the
differences between VOT and VOS. Semi-supervised VOS
algorithms concentrate on predicting an accurate mask rep-
resentation of the target given mask in the starting frame.
The segmentation-by-detection paradigm [5, 27] first pre-
dicts the bounding box of the target and then classify each
pixel in the box to the foreground or background. It treats
targets in different frames independently. The aforemen-
tioned tracking method SiamRCNN [37] belongs to this
stream. On the contrary, the propagation-based paradigm
[29, 48, 18, 30, 35] learns an object mask propagator to
exploit consistency between video frames. It improves the
mask smoothness in adjacent frames. The proposed atten-
tion retrieval network is inspired by the recent propagation-
based model [48], which propagates the predicted masks
based on feature similarities. In our work, instead of di-
rectly propagating masks, we generate a soft constraint map
based on feature affinity matrix, and use it to guide the
learning of the segmentation network.
VOS and VOT are conceptually similar, especially when
the recent tracking benchmark requires the algorithms to
predict binary mask instead of rectangle box. We argue
that the main difference between VOT and VOS lies in the
data distribution. VOS task typically considers large tar-
gets observed for less than 100 frames with low background
distractor presence, while videos in VOT are usually more
challenging. We discuss the details of the comparison be-
tween VOS and VOT in Sec. 5.
2.3. Attention Mechanism
Attention plays an important role in human perception
[19]. Several attempts have been proposed to incorporate
attention processing to improve the performance of CNNs
in classification [17], detection [13], tracking [38] and seg-
mentation [14]. SENet [17] introduces a compact Squeeze-
and-Excitation module to exploit the inter-channel relation-
ship. Domain attention introduced in [40] consists of a
bank of the SE adapters, enabling substantially better multi-
domain detection. RASNet [38] combines spatial and chan-
nel attention to refine feature maps. In most existing at-
tention modules, the attention map is generated from the
feature itself. The interpretability is weak since the tran-
sition mechanism from feature space to attention space is
unknown. In contrast, our attention retrieval network has
a fixed look-up-table (LUT), containing the values (0 or 1)
and addresses (embeddings) for retrieving to generate an
attention map. The attention map is utilized as soft spatial
constraints to weaken the influence of background clutter
and distractors. The retrieval mechanism based on feature
similarities makes our framework more interpretable.
3. Method
The proposed framework is designed to tackle challeng-
ing pixel-wise tracking seniors. It consists of three main
steps, i.e, tracking-retrieval-segmentation. We follow the
recent approach [50] to perform object tracking and will
describe it in Sec. 4. In this section, we first detail the
attention retrieval network (ARN), in Sec. 3.1, followed
by the introduced multi-resolution multi-stage segmentation
network (MMS) in Sec. 3.2. For videos without masks in
the starting frame, we propose a cyclic initialization strat-
egy to handle this situation, detailed in Sec. 3.3. We finally
discuss the differences between our method with other at-
tention mechanisms in Sec. 3.4.
3.1. Attention Retrieval Network
Pixel-wise tracking is challenging since the background
clutter can easily induce false-positive predictions. One di-
rect way to mitigate this problem is to set up a hard spatial
constraint when segment the target, e.g. using bounding
boxes. However, the inaccurate box in tracking will mis-
lead the segmentation. We relax the hard constraint to a soft
attention map in our retrieval network.
Bulid Look-Up-Table (LUT). We formulate the atten-
tion generation as a process of retrieving a LUT. The LUT
can be viewed as a memory bank, which stores the reference
features (addresses) A ∈ RK×C and the corresponding
pixel-wise mask probabilities (values) V ∈ RK×1, where
K is the number of address-value pairs and C is the chan-
nels. There are two ways to build the LUT, i.e., fully-
supervised and weakly-supervised. The fully-supervised
way only considers the features of the starting frame and
its labeled mask as address-value pairs. The weakly-
supervised way also includes the features and the predicted
masks in the subsequent frames. In our experiments, we ob-
served that the weakly-supervised way does not bring fur-
ther improvements under VOT settings. We thus simply
build the LUT with the starting frame. Concretely, we pass
the starting frame through the backbone network followed
with a 1×1 convolution layer for channel compression, giv-
ing features with the size ofHs×Ws×64. The correspond-
ing mask is then downsampled to have the same spatial size,
i.e., Hs×Ws×1. To the end, the size K of the LUT equals
to Hs ×Ws under fully-supervised setting.
Retrieval via Affinity Learning. We aim at predicting
an attention map to set up spatial constraints on features for
segmentation. The attention map of a feature is generated
by retrieving the LUT. Specifically, we first pass the image
of frame T through the backbone network followed by a 1×
1 convolution layer to get its feature mapFt ∈ RHt×Wt×64.
For each embedding fi ∈ R1×1×64 in the feature map Ft,
we attach it with an attention value determined by its affinity
with the addresses in the LUT,
sij = fi ◦ aj (1)
where ◦ indicates dot-product, aj ∈ A is an address in LUT,
sij denotes the affinity between fi and aj. Thus, for each
embedding in Ft, its affinity to all addresses in LUT are,
S = softmax(R(Ft) ∗ R(A)) (2)
where R is reshape operation. The shape of R(Ft), R(A)
and S is HtWt × 64, 64×HsWs, HtWt ×HsWs, respec-
tively. ∗ indicates tensor multiplication. With the affinity
matrix S, the attention map is generated by,
M = S ∗V (3)
The attention map mesures the probilities of spatial loca-
tions in Ft being the target. We then perform element-wise
addition between M and Ft to get an enhanced feature Fˆt.
The foreground embeddings will be enhanced due to their
larger attention values. The retrieval process is depicited in
Fig. 2.
The attention map is indeed soft spatial constraints,
which increases the influence of locations at foreground
embeddings. Compared to the hard constraints induced by
bounding boxes, our approach is more flexible and not af-
fected by the inaccurate bounding box in tracking.
Figure 3. Illustration of the multi-resolution multi-stage segmen-
tation network (MMS). We multiply the output of the last stage
to features of the current stage (dashed lines) to filter background
clutter and distracters. Horizontal: MRP, Vertical: MSP.
3.2. Multi-resolution Multi-stage Segmentation
The segmentation network is in charge of predicting a
binary mask of the target. It contains a horizontal multi-
resolution pathway and a vertical multi-stage pathway, as
shown in Fig. 3. The multi-resolution pathway uses the
features from different depths of the backbone network to
progressively refine the feature maps. The multi-stage path-
way utilizes the predicted mask from the last stage to filter
the background clutter in features. The filtered features then
go through another round of the multi-resolution pathway.
Multi-resolution pathway (MRP) combines the differ-
ent information channels of the backbone network and pro-
gressively upscale the feature maps into an accurate and de-
tailed segmentation mask. The first stage of MRP takes the
enhanced backbone features Fˆt and the correlation feature
form the Siamese tracking model (detailed in Sec. 4) as
input. We fuse the correlation feature and Fˆt by element-
wise addition. The correlation feature contains more target-
correlated information, helping the segmentation network
distinguish the target object from distractors. Then at each
depth, the backbone features are first processed by a 3 × 3
convolutional layer followed by ReLU, and then fused with
the output of last depth by point-wise addition,
Od = conv(U(Od+1)) +RELU(conv(bd)) (4)
where Od and Od+1 denote output from depth d and d+ 1,
respectively, conv indicates a 3× 3 convolution layer and U
is up-sampling operation, as represented by the green block
in Fig. 4.
Multi-stage pathway (MSP) tends to filter the back-
ground clutter in the backbone features. We multiply the
predicted mask from the last stage to backbone features in
the current stage first, and then go through another round
of MRP. To save computation cost, the number of channels
is decreased at each depth to half of the last stage (except
the layer before output), as shown in Fig. 3. The MSP only
introduces small overhead to the segmentation network.
Figure 4. A simplified illustration of our tracking-retrieval-
segmentation framework. The tracking model [50] outputs the
backbone features (c1 − c4) and the correlation feature (“corr”).
The attention retrieval network enhances the backbone feature c4
and take it as the input of the MMS segmentation network. We
only visualize the first stage of MMS here for conciseness.
3.3. Cyclic Initialization
Although we mainly focus on videos initialized with the
mask in the starting frame, obtaining an accurate mask in
the practical scenarios may be costly. This is also one of
the barriers for propagation-based VOS methods to apply in
practical products, since most videos are solely started with
a bounding box. To improve our model’s generality, we
propose a cyclic initialization strategy to handle this issue.
We first generate a pseudo mask for the starting frame,
where the pixels inside and outside the ground-truth box are
set to 1 and 0, respectively. The pseudo mask is used to ini-
tialize the values of LUT. After that, we pass the starting
frame through the model and predict a mask. The predicted
mask is then used to re-initialize the values of LUT, and the
starting frame is again passed through the model to get a
new mask. We cyclically perform the re-initialization pro-
cess for r times, and the mask used to initialize the LUT
gradually becomes close to the real label. The cyclic initial-
ization is easy to implement and guarantees that our model
works well for both mask and bounding box initialization.
3.4. Relations to other Attention Mechanisms
Typical spatial and channel attention mechanisms [17,
42] learn weight map from a feature itself, lacking the the-
oretical interpretability of how it works. In the proposed
attention retrieval network, we set a clear rule for how to
learn, i.e. the pixels belonging to the target should be en-
hanced, and the pixels similar to background clutter should
be weakened. The rule is guaranteed by learning the affin-
ity between features of the testing frame and addresses in
LUT. Notably, the attention map is related to both a feature
itself and its references (addresses in LUT). This schema
infuses the information of the starting frame and its label to
the testing frame, which is not exploted in other proposed
spatial attention mechanisms to our knowledge.
4. Framework
In this section, we describe the complete framework, as
illustrated in Fig. 4.
Tracking. The object tracking follows the model struc-
ture and inference procedure in the recent proposed anchor-
free Siamese approach Ocean [50]. It predicts a bounding
box for the target, deciding the searching area in the next
frame. The features from the conv1-conv4 layers of the
backbone network are extracted for the following segmen-
tation task. The correlation feature from the feature combi-
nation module in Ocean is also preserved for the subsequent
task (as detailed in Sec. 3.2). We refer the readers to Ocean
[50] for more details about the tracking model.
Retrieval and Segmentation. The attention retrieval
network uses the conv4 feature of the staring frame and its
corresponding mask to build the LUT. It first generates an
attention map and then add the attention map to the conv4
feature of the testing frame. Then, we add the enhanced
conv4 feature to the correlation feature from the tracking
model. The output from the addition serves as the input of
the first stage in the multi-resolution multi-stage network, as
shown in Fig. 3. The MMS network progressively refines
the feature map to output mask, as detailed in Sec. 3.2. The
output channel in each resolution of the MMS is presented
in Fig. 3.
Loss. To optimize the proposed framework, we consider
both the content and contour of the mask in training.
L = LBCE(yp, y∗) + λLBCE(yp × y∗b , y∗b ) (5)
where LBCE indicates the standard binary cross-entropy
loss, yp is the predicted mask and y∗ is the mask label.
y∗b in Eq. 5 denotes the contour of the target in y
∗. Con-
cretely, we apply the official contour detection algorithm in
OpenCV [4] on y∗ to get y∗b .
5. Experiments
5.1. Training
We train our framework with YouTube-VOS [44] and
COCO [25]. The experiment is conducted on 8 GTX-
2080Ti GPUs, with each GPU hosting 32 images. The train-
ing contains 50 epochs in total, taking about 8/12 hours for
models wo/w MSP, respectively. Each epoch uses 2 × 105
training pairs. For the first 10 epochs, we use a warm-up
learning rate exponentially increased from 10−3 to 10−2.
For the remaining epochs, the learning rate exponentially
decayed from 10−2 to 5×10−3. The weight decay and mo-
mentum are set to 10−3 and 0.9, respectively. The weight
parameter λ in Eq. 5 is set to 0.1.
Figure 5. a − c : comparison of data distribution in VOT2020 and DAVIS16&17 benchmarks, i.e., video length, target size and relative
motion. d : comparison of lost target ratio between VOS and VOT methods.
5.2. Evaluation
5.2.1 Benchmarks and Metrics
VOT. We evaluate our approach on recent proposed
pixel-wise tracking benchmark, i.e., VOT2020 [21]. It con-
tains 60 video sequences, with an average length of 330
frames. We adopt the Expected Average Overlap (EAO)
which takes both accuracy (A) and robustness (R) into ac-
count to evaluate overall performance.
VOS. We also evaluate our model under the semi-
supervised protocol of widely used VOS benchmarks, i.e.,
DAVIS16&17 [32]. The Jaccard index J and F-measure F
are used to rank the models. The Jaccard index J describes
the region similarity, and the F-measure F indicates con-
tour accuracy of the predictions. For each measure, three
statistics are considered: mean, recall, and decay, e.g. FM,
FO and FD. The three indicators present the gain/loss of
performance over time.
5.2.2 Compared Methods
We compare our model with state-of-the-art tracking
methods, including SiamMASK [39], SiamRPN++ [23],
SiamMargin [22], SiamFCOT [45], D3S [26], ATOM [11]
and DiMP [3]. Among them, SiamMASK [39] and D3S
[26] are capable of predicting segmentation mask. For
other trackers, we employ an off-the-shelf algorithm, i.e.,
Box2Seg [6], on them to satisfy the evaluation protocal of
VOT2020. Moreover, we also evaluate algrithoms designed
for video object segmentation, i.e., OnAVOS [36], OSVOS
[5], MSK [31], SFL [10], FAVOS [9], RGMP [43], PML
[8], OSMN [46], PLM [34], VPN [20], CINN [1], Video-
Match [18], VM [18], STM [29], TVOS [48]. The results
are presented in Tab. 1, Tab. 2 and Tab. 3.
5.2.3 Evaluation and Analysis on VOT
Tab. 1 shows the evaluation results on VOT2020. The
comparisons and observations are summarized below.
Results Comparision 1) Although the official VOT2020
toolkit provides bbox evaluation mode, simply conduct-
Output Method M EAO ↑ Acc.↑ Rob.↑ FPS↑
bb
ox
SiamRPN++ [23] 7 0.247 0.435 0.670 −
SiamR-CNN [37] 7 0.233 0.458 0.610 −
SiamMargin[22] 7 0.226 0.415 0.637 −
SiamFCOT [45] 7 0.247 0.421 0.703 −
ATOM [11] 7 0.268 0.437 0.715 −
DiMP [3] 7 0.281 0.448 0.743 −
m
as
k(
vo
s)
SAT [7] 3 0.363 0.641 0.642 29
FRTM [33] 3 0.211 0.437 0.510 30
RANET [41] 3 0.108 0.226 0.302 8
DMM [47] 3 0.172 0.409 0.359 12
STM-T1 [29] 3 0.292 0.620 0.498 4
STM-Tr [29] 3 0.294 0.675 0.496 15
TVOS [48] 3 0.303 0.621 0.513 40
m
as
k
(v
ot
)
SiamMask [39] 7 0.328 0.589 0.634 55
D3S [26] 7 0.414 0.613 0.770 25
SiamRPN++/Box2Seg [6] 7 0.379 0.675 0.646 18
SiamR-CNN/Box2Seg [6] 7 0.355 0.699 0.586 4
SiamMargin/Box2Seg [6] 7 0.349 0.669 0.603 17
SiamFCOT/Box2Seg [6] 7 0.409 0.674 0.695 27
ATOM/Box2Seg [6] 7 0.382 0.659 0.663 15
DiMP/Box2Seg [6] 7 0.406 0.672 0.691 17
Ours (offline) 3 0.444 0.648 0.754 40
Ours (online) 3 0.500 0.648 0.842 20
Table 1. Quantitative results on the VOT2020. “Output” indicates
the prediction format. “M” denotes use the mask in the starting
frame. “EAO”, “Acc.” and “Rob.” are expected overlap ratio,
accuracy and robustness, respectively. “FPS” indicates running
speeds, i.e., frame-per-second.
ing a segmentation method after tracking can significantly
improve the performance. For example, when equipping
SiamRPN++ [23] with Box2Seg [6], the accuracy achieves
gains of 15.4 points. 2) The proposed offline and on-
line models achieve the best performance (EAO) among
all compared trackers. We observed that the proposed of-
fline model surpasses SiamMASK [39] for more than 11
points with small computation overhead, demonstrating the
potentiality of our approach. Comparing our offline version
with the online tracker D3S [26], it shows that the gains
come from mask accuracy, indicating the effectiveness of
our segmentation network under challenging tracking sce-
narios. When equipped with the online branch [50], we ob-
tain further performance improvement, i.e., EAO of 0.5.
Why VOS Methods Perform Poorly We observed that
the top-ranked VOS methods, e.g. STM [29], TVOS [48],
perform even worse than the baseline tracker SiamMask
[39]. We argue that the underlying reason lies in data dis-
tribution, as depicted in Fig. 5. VOS task typically consid-
ers large targets observed for less than 100 frames with low
background distractor presence (Fig. 5 (a)(b)). While in
object tracking benchmarks, the videos are usually longer
(Fig. 5 (a)), the size of targets is relatively small (Fig. 5
(b)), and the motion (compared to the target’s size) is rel-
atively large (Fig. 5 (c)). The VOS approaches thus fare
poorly in challenging tracking scenarios (Fig. 5 (d)). Be-
sides, we experimentally observed that propagation-based
methods like [48] and [29] suffer from memory constraints
since they usually store the intermediate features and masks
of each frame. When the sequence goes longer (e.g. ≥ 300
frames), memory error may appear.
5.2.4 Evaluation and Analysis on VOS
The results of DAVIS16&17 are presented in Tab. 2
and Tab. 3, respectively. We only use the offline tracker
when testing on VOS benchmarks unless otherwise speci-
fied, since the target in VOS videos is easy to track.
Results Comparision Compared to SiamMask [39],
which is also conducted on a Siamese tracker, our approach
obtains gains of 3.6 / 5.4 points on J&F for DAVIS16/17,
respectively. Notably, we achieve better performances
than SiamMask [39] and D3S [26] on all seven criteria of
DAVIS17, demonstrating the effectiveness of our approach.
Moreover, both our approach and SiamMask [39] can run
in per-frame real-time speeds, which are much faster than
most VOS methods (see Fig. 1). This guarantees that our
method can serve as a strong baseline for VOS.
Why VOT Methods are Generally Lagging An obser-
vation is that top-ranked VOS methods generally surpass
the VOT approaches. The underlying reason is that VOT
methods typically consider both robustness tracking and ac-
curate segmentation. To ensure the fast inference speed,
the mask branch’s weight parameters often take only a frac-
tion of the whole network, e.g., ≤ 5% in our model. Most
VOS methods, e.g. STM [29] and TVOS [48] perform seg-
mentation without considering tracking. Thus, one potential
research direction is designing a model that conquers both
VOT and VOS tasks while keeping fast inference speed.
5.3. Further Analysis
Cyclic Initialization. To increase the generality of our
model, i.e. tracking on videos without mask initialization,
J&F↑ JM↑ JO↑ JD↓ FM↑ FO↑ FD↓ FPS
OnAVOS[36] 85.5 86.1 96.1 5.2 84.9 89.7 5.8 0.1
RGMP[43] 81.8 81.5 91.7 10.9 82.0 90.8 10.1 8
FAVOS[9] 81.0 82.4 96.5 4.5 79.5 89.4 5.5 0.8
OSVOS[5] 80.2 79.8 93.6 14.9 80.6 92.6 15.0 0.1
MSK[31] 77.6 79.7 93.1 8.9 75.4 87.1 9.0 0.1
PML[8] 77.4 75.5 89.6 8.5 79.3 93.4 7.8 3.6
SFL[10] 76.1 76.1 90.6 12.1 76.0 85.5 10.4 0.1
OSMN[46] 73.5 74.0 87.6 9.0 72.9 84.0 10.6 8.0
VPN[20] 67.9 70.2 82.3 12.4 65.5 69.0 14.4 1.6
PLM[34] 66.4 70.2 86.3 11.2 62.5 73.2 14.4 6.7
D3S[26] 74.0 75.4 - - 72.6 - - 25
SiamMASK[39] 69.8 71.7 86.8 3.0 67.8 79.8 2.1 58
Ours 73.4 74.7 91.1 5.0 72.1 85.9 5.3 40
Table 2. Results on DAVIS2016 validation set. Our model sur-
passes SiamMask [39] with sizable margin and achieves compara-
ble performance with D3S [26] while running in 2× faster.
J&F↑ JM↑ JO↑ JD↓ FM↑ FO↑ FD↓ FPS
TVOS[48] 72.3 69.9 - - 74.7 - - 39
STM[29] 71.6 69.2 - - 74.0 - - 15
RGMP [43] 66.7 64.8 - - 68.6 - - 8
VM[18] 62.4 68.2 - - 54.6 - - 3
OSVOS[5] 60.3 56.6 63.8 26.1 63.9 73.8 27.0 0.1
FAVOS [9] 58.2 54.6 - - 61.8 - - 0.8
OSMN[46] 54.8 52.5 60.9 21.5 57.1 66.1 24.3 8.0
D3S[26] 60.8 57.8 - - 63.8 - - 25
SiamMASK[39] 56.4 54.3 62.8 19.3 58.5 67.5 20.9 55
Ours 61.9 58.9 68.7 18.2 64.9 76.9 18.5 40
Table 3. Results on DAVIS2017 validation set. We achieve better
results than SiamMask [39] and D3S [26] on all seven criteria,
demonstrating the effectiveness of our approach.
we impose a cyclic initialization strategy during inference.
We visualize the predicted mask at each cyclic step in Fig.
6. The mask’s quality of the starting frame (values in LUT)
is improved with the increasing of cyclic steps (see Fig. 6
(a)). We set the cyclic steps r to 3 unless otherwise speci-
fied. Fig. 6 (b) presents the results in the subsequent frames
after cyclic initialization, achieving promising results. Be-
sides, there is an alternative initiation strategy, i.e., estimat-
ing mask with Box2Seg [6] in the starting frame. Although
also effective, it is not as flexible and fast as the cyclic ini-
tialization strategy.
False-Positive Analysis. We conduct an ablation exper-
iment to verify the effectiveness of our model on reducing
false-positive predictions. Correctly, we define an evalua-
tion criterion, namely the false-positive ratio (FPR),
FPR =
1
N
∑
i
FP/s (6)
whereN is the number of frames, FP indicates the number
of false-positive pixels in a frame, and s is the size of the tar-
get. We consider the target’s size in experiments in case it
introduces unfair comparison, i.e., large objects may bring
Figure 6. Visualization of the predicted mask in each step of cyclic
initialization (a) and the tracking results based on cyclic initializa-
tion (b). It shows that the estimated mask becomes better with the
increasing of cyclic steps. The cyclic initialization is thus capable
of building a reasonable LUT for the subsequent tracking.
more false-positive pixels than small ones. The compari-
son results are presented in Tab. 4. Without the multi-stage
pathway (MSP), our FPR is 19.1%, much lower than 28.2%
of D3S [26] and 42.1% of SiamMask [39]. When equipped
with MSP, the FPR of our model decreases to 17.0%. The
experiments demonstrate the superiority of the proposed at-
tention retrieval network (ARN) and multi-stage pathway
(MSP) on reducing false-positive predictions.
w/wo Attention Retrieval Network (ARN). To ver-
ify the efficacy of the proposed attention retrieval network
(ARN), we perform ablation experiments on VOT2020
[21], as shown in Tab. 5. Without ARN, the baseline
method obtains an EAO of 0.387 and an accuracy of 0.623.
We evaluate three variants of ARN, i.e. concatenation
(con.), multiplication(mul.), and addition (add.), indicating
how we apply the learned attention map to backbone fea-
tures. It shows that the addition format performs better,
outperforming the baseline model with 5.6 points on EAO
and 2.3 points on accuracy. We observed that the addition
format surpasses the multiplication. One possible reason is
that directly filter out all background pixels in the starting
of segmentation may inevitably hurt the boundary learning
in the segmentation phase.
Stages in Multi-Stage Pathway (MSP). In SiamMask
[39] and D3S [26], a multi-resolution segmentation path-
way is arranged to progressively refine the feature map to
accurate mask. In our work, we further introduce a multi-
stage pathway (MSP) to reuse the predicted mask to filter
background pixels in backbone features. As shown in Tab.
6, we achieve the best performance, i.e., J&F of 0.734 on
DAVIS16 and accuracy of 0.656 on VOT2020, when the
number of stages is 3. When removing the MSP, the J&F
and accuracy degrade to 0.705 (-2.9 points) and 0.647 (-0.8
points), respectively. Notably, the channels are truly light in
the additional introduced stages, introducing small compu-
tation overhead.
SiamMask [39] D3S [26] Ours Ours-M
FPR (%) ↓ 42.1 28.2 19.1 17.0
Table 4. Ablation experiments on false-positive ratio. “Ours” and
“Ours-M” indicate w/wo multi-stages pathway(MSP).
without con. mul. add.
Acc. ↑ 0.623 0.630 0.638 0.647
EAO ↑ 0.388 0.412 0.433 0.444
Table 5. Ablation experiments on ARN. “con.”, “mul.” and “add.”
indicate concatenation, multiplication and addition when we apply
the attention to backbone features.
1 2 3 4
Acc. ↑ 0.647 0.651 0.656 0.652
J&F ↑ 0.705 0.721 0.734 0.723
Table 6. Ablation experiments on multi-stage pathway (MSP). We
present the results of J&F on DAVIS16 and segmentation accu-
racy in VOT2020.
Upper-bound Analysis. We design an experiment to an-
alyze the upper bound of the proposed segmentation net-
work. To alleviate the influence of the tracking network,
we provide the ground-truth, i.e., target location and scale
of each frame, to the model. We then evaluate the segmen-
tation accuracy, i.e. mIoU (mean intersection over union),
on VOT2020. Without considering tracking, our segmen-
tation network achieves mIoU of 0.71, leaving an improve-
ment room of 6.3 points compared to 0.647 in Tab. 5. We
also study replacing the multi-resolution pathway (MRP) to
a complex structure, i.e., UNet++ [51], and obtain mIoU
of 0.76, which further improves the ceiling of our model.
In future work, we will study how to unleash the complex
model’s capability while keeping efficiency.
6. Conclusion
In this work, we introduce the attention retrieval net-
work (ARN) to mitigate the false positive predictions in the
paradigm of tracking with a segmentation side-branch. The
attention retrieval network learns an attention map to set soft
spatial constraints on the backbone features, by which the
negative influence of backbone clutter are weakened. We
then further propose the multi-stage pathway on the typi-
cal multi-resolution segmentation network. The mask pre-
dicted from the last stage helps filter the background pix-
els in features of the current stage. We also impose the
cyclic initialization to apply our framework on videos with-
out mask initialization. The experiments demonstrate the
effectiveness and efficiency of our approach on both VOT
and VOS benchmarks.
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