We formulate and analyze a hypothesis testing problem for inferring the edge structure of an infection graph. Our model is as follows: A disease spreads over a network via contagion and random infection, where uninfected nodes contract the disease at a time corresponding to an independent exponential random variable and infected nodes transmit the disease to uninfected neighbors according to independent exponential random variables with an unknown rate parameter. A subset of nodes is also censored, meaning the infection statuses of the nodes are unobserved. Given the statuses of all nodes in the network, the goal is to determine the underlying graph. Our procedure consists of a permutation test, and we derive a condition in terms of automorphism groups of the graphs corresponding to the null and alternative hypotheses that ensures the validity of our test. Notably, the permutation test does not involve estimating unknown parameters governing the infection process; instead, it leverages differences in the topologies of the null and alternative graphs. We derive risk bounds for our testing procedure in settings of interest; provide extensions to situations involving relaxed versions of the algebraic condition; and discuss multiple observations of infection spreads. We conclude with experiments validating our results.
and observations of multiple infection processes spreading over the same graph. Another line of work concerns reconstructing an infection graph based on observing the order in which nodes are infected over multiple infection processes, and provides bounds on the number of distinct observations required to recover the edge structure of the graph, even when the observations are chosen adversarially [3, 17] .
A somewhat different approach is to cast the graph estimation problem as a hypothesis testing problem: Given two candidate graphs, our goal is to identify the graph on which the infection has propagated. Milling et al. [26] propose inference procedures for testing an empty graph versus graphs satisfying "speed and spread" conditions, and for testing two graphs against each other. The work of Bubeck et al. [7] possesses a similar flavor, but hypothesis testing is performed for identifying the model of network formation for a random graph, rather than distinguishing two graphs on which a disease has randomly propagated. In the sequel, we will refer to the latter problem as the "graph testing" problem.
Our proposed algorithm for graph testing has three important characteristics: First, since networks of interest may be small, we are able to derive nonasymptotic guarantees for the Type I and Type II error of our procedure. Second, we are able to include realistic sources of noise in our model, such as censoring of vertex statuses and the possibility of random spreading due to external sources, rather than simply enforcing transmission over edges of the network. This allows us to account for epidemiological settings if the network does not incorporate all possible sources of infection [28] . Finally, in selecting a test, we are able to incorporate information about the relative locations of vertices in the null and alternative graphs. In other words, we may wish to match vertex in 0 with a particular vertex in 1 . As described in more detail later, this is not the case for the testing procedures studied in Milling et al. [26] , since their approach assumes that the neighborhoods of nodes in graphs 0 and 1 are independent of each other.
Our algorithm involves a permutation test, and is motivated by the observation that when 0 is the empty graph, the exchangeability of nodes in the graph allows us to compute or simulate the distribution of any statistic under the null hypothesis simply by permuting the vector of infection states. Our main result shows that under an algebraic condition relating the graph topologies of 0 and 1 , we may again simulate the distribution of the test statistic under the null hypothesis by recalculating the statistic with respect to permutations of the infection vector. The permutation test is attractive in that it is easy to compute and bypasses the need to estimate any model parameters involved in the spreading process. This also leads to relatively simple analysis of risk bounds for concrete graph topologies, as illustrated in our examples.
The remainder of the paper is organized as follows: In Section 2, we provide a rigorous description of the infection spreading model and establish notation to be used in the paper. In Section 3, we outline our graph testing procedure and state the corresponding theoretical guarantees. In Section 4, we illustrate our main results with various examples and derive risk bounds for the permutation test. In Section 5, we discuss extensions of our general theory. Section 6 provides proofs of our main theorems, and Section 7 supplies simulation results. We conclude with a discussion in Section 8. Proofs of corollaries and technical lemmas are relegated to the Appendix.
Problem setup
We begin by describing the infection model to be studied in our paper. We also define important notation and discuss terminology for the statistics involved in our graph testing procedure. Finally, we provide a brief discussion comparing our problem setup to related work.
Infection model
Let 0 = ( , ℰ 0 ) and 1 = ( , ℰ 1 ) denote two graphs defined over a common set of vertices = {1, . . . , }. Independently from the spreading process, vertices are chosen uniformly at random to be censored, meaning they do not report their status at the end of the infection process. We now assume that an infection spreads on , beginning at time 0, as follows:
(i) For each vertex , generate an independent exponential random variable ∼ Exponential( ).
(ii) For each edge ( , ) ∈ ℰ , generate an independent exponential random variable ∼ Exponential( ).
(iii) For each vertex , define the infection time
In other words, each vertex contracts the disease via random infection at rate , and contracts the disease via contagion from an infected neighbor at rate . Although a common assumption is that the time at which the network is observed is a known constant [21, 26, 32] , we define to be the time at which the th reporting node becomes infected. Thus, the vector of infection statuses ℐ := {ℐ } ∈ consists of exactly infected vertices, censored vertices, and − − uninfected vertices. Each entry of the state vector is given by
Let ℐ 1 denote the set of infected vertices, and let ℐ 0 and ℐ ⋆ be defined analogously. We also define the space of possible infection status vectors:
Conditioned on and , we wish to test between the null and alternative hypotheses 0 and 1 , corresponding to infection spreading on 0 and 1 , respectively. When 0 is the empty graph, we refer to the null hypothesis as the random sickness model and the alternative as the contagion model. We will also make the assumption that 0 = 1 = 1 and 0 = 1 = . A pictorial description of the infection spreading process is provided in Figure 1 .
A hypothesis testing procedure corresponds to a map from I , to {0, 1}. Given a selection procedure , our goal is to bound the sum of the Type I and Type II errors. We refer to this sum as the risk :
We denote measures with respect to the null and alternative hypotheses by P 0 and P 1 respectively, and denote expectations with respect to these measures as E 0 and E 1 . 
Invariant statistics
We are interested in computationally tractable statistics with small risk. A natural statistic to consider is the log-likelihood ratio; however, the log-likelihood ratio is often difficult to compute, since each likelihood involves summing over all possible infection paths and depends on in a nontrivial manner. To avoid these problems, we consider a different family of test statistics, which we now describe.
We will frequently refer to the edges-within statistic, corresponding to the number of edges within the subgraph of induced by infected vertices:
We will often compute the edges-within statistic with respect to the graph 1 appearing in the alternative hypothesis.
Observe that when 0 is the empty graph, we may simulate the null distribution of the edgeswithin statistic by sampling vectors ℐ uniformly from I , , since under 0 and conditioned on the values and , we have
Here, we use to denote the set of all permutations of {1, . . . , }. Furthermore, for a permutation ∈ , we interchangeably write as a map from to or as an × matrix, depending on the context.
Recall that an automorphism of a graph = ( , ℰ) is an element of the permutation group such that ( , ) ∈ ℰ if and only if ( ( ), ( )) ∈ ℰ. We denote the automorphism groups of 0 and 1 by Π 0 = Aut( 0 ) and Π 1 = Aut( 1 ), respectively. Since the infection spreading process on a graph is agnostic to vertex labeling, we always have the relation
under the null hypothesis, even when 0 is not the empty graph. The theory presented in our paper applies more generally to a broader class of statistics. We say that a statistic is Π 1 -invariant if ( ) = ( 1 ) for any ∈ I , and any 1 ∈ Π 1 . In particular, the edges-within statistic 1 is Π 1 -invariant, since the number of edges in the induced subgraph of the infection set is agnostic to node relabeling. Other Π 1 -invariant statistics include the diameter of the infection set in 1 , and more generally, any statistic that only depends on the graph topology. Our main results concern the interplay of Π 0 and Π 1 for Π 1 -invariant statistics.
Related work
We now discuss an important distinction between the setup of our graph testing problem and the related work of Milling et al. [26] . The method introduced in their paper relies on an "independent neighborhoods condition," stating that the neighborhood sets of the vertices in 0 are independent of the neighborhood sets of the corresponding vertices in 1 . (For instance, this is satisfied if 0 is an empty graph, corresponding to random sickness, or the vertex labels of both 0 and 1 are assigned randomly.)
Under the independent neighborhoods condition, we would immediately have the relation
under 0 , when is a statistic computed with respect to 1 , such as the edges-within statistic or the "RadiusBall" statistic analyzed in Milling et al. [26] . However, since we are not assuming the independent neighborhoods condition for our work, we rely on weaker assumptions to obtain a version of equation (1) (cf. Theorem 1 below).
Main results
Let be any Π 1 -invariant statistic. We define the set of permutations
to be the set of permutations obtained by applying an element of Π 0 , followed by an element of Π 1 .
Theory for permutation testing
The following proposition is crucial to our results and establishes that the distribution of the test statistic is the same when applied to a random permutation of the infection vector, provided
Theorem 1. Let be drawn uniformly from . If Π = , the statistics (ℐ) and ( ℐ) have the same distribution under the null hypothesis.
Importantly, Theorem 1 implies that the distribution of the statistic is the same when computed with respect to an infection spread over the graph 0 or the empty graph, which corresponds to the distribution of ( ℐ).
Theorem 1 also motivates the permutation test described in Algorithm 1. We summarize the result in the following theorem: Theorem 2. Suppose Π = . The permutation test described in Algorithm 1 controls Type I error at level . We now briefly discuss the applicability of Algorithms 1 and 2. On one hand, the permutation tests are simple to execute, and do not involve approximating the parameter in any way. Rather, they exploit differences in the symmetry structure of 0 and 1 . On the other hand, the usefulness of the guarantee in Theorem 2 also depends on properties of the graphs 0 and 1 and their relationship to the test statistic . In particular, if = 1 is the edges-within statistic and 1 is the empty graph, we always have = 0. Thus, the threshold for the permutation test would be = 0, and the test would never reject 0 . Of course, this is a valid level test, but has power 0. As we prove rigorously in Section 4 below, permutation testing indeed leads to meaningful hypothesis testing procedures with reasonable risk bounds for a variety of interesting scenarios. Remark 1. In fact, we could devise an analogous permutation test based on randomly drawn automorphisms in Π 0 , since it is always true that
under the null hypothesis. However, the permutation tests described in Algorithms 1 and 2 only require drawing random permutations in , which may be considerably easier than generating random graph automorphisms in Π 0 .
Finally, we comment on the computation required to verify the condition Π = . In specific cases, as we will see in the following section, we may analytically verify this condition. However, in general settings, we may need to check this condition computationally. Unfortunately, the computational complexity of computing the automorphism group of a graph is not known in general, and it is often studied as a reduction of the problem of determining whether two graphs are isomorphic [22] . In the case of graphs of bounded degree, the problem is polynomial [23] , and a number of algorithms have been proposed that test for nontrivial automorphisms, such as NAUTY [25] , SAUCY [12] , and BLISS [19] . Empirical evidence shows that these algorithms also perform reasonably well on moderately-sized graphs.
Once the automorphism groups Π 0 and Π 1 have been computed, we still need to verify that Π = . One approach is to compute
and determine whether this expression is equal to | | = !. Equation (2) may be easily verified by considering cosets [14] .
Risk calculations
Next, we consider implications of our theory for obtaining risk bounds on hypothesis testing. In fact, Theorem 1 implies that the risk incurred by testing 0 against 1 is exactly equal to the risk incurred by testing the empty graph (corresponding to the random sickness model) against 1 . We state this as a corollary:
Corollary 1. Suppose is a Π 1 -invariant statistic and Π = . The risk of any test based on is equal to the risk of the same test computed with respect to the null hypothesis ′ 0 involving the empty graph.
As we will see in Section 4, computing risk bounds for a hypothesis test of ′ 0 vs. 1 may be relatively simple. The proof of Corollary 1 is contained in the Appendix A.1.
A partial converse
Our final main result is a partial converse to Theorem 1. For the definition of vertex-transitivity, see Definition 1 below.
Theorem 3. Let 0 be a star graph and 1 be a graph that is non-vertex-transitive. Let be uniformly distributed on . Then there exists a Π 1 -invariant statistic such that (ℐ) and ( ℐ) do not have the same distribution under 0 .
As a concrete example, consider the case when = 7 and 1 is the complete bipartite graph 3,4 (see Figure 2 below). Define = {1, 2, 3} to be the smaller bipartition. For any 0 ∈ Π 0 and 1 ∈ Π 1 , we necessarily have 1 0 (1) = 1 (1) ∈ , so Π ̸ = . Consequently, Theorem 3 implies that (ℐ) and ( ℐ) do not have the same distribution under 0 .
Note that Theorems 1 and 3 together provide a complete characterization of the star graph: When 0 is the star graph, (ℐ) and ( ℐ) have the same distribution for all Π 1 -invariant statistics if and only if 1 is vertex-transitive. We conjecture that a similar converse holds when 0 is not necessarily the star graph; i.e., if Π 1 Π 0 ̸ = , a Π 1 -invariant statistic always exists such that (ℐ) does not have the same distribution ( ℐ) under 0 , implying that a permutation test computed with respect to would not be accurate.
Examples
We now provide several examples to illustrate the use of Theorem 2. In particular, we focus on the cases when one graph is the star graph and the other is a vertex-transitive graph.
The star graph as 0
First, let 0 be the star graph on vertices. Without loss of generality, let vertex 1 correspond to the center vertex. Then the automorphism group Π 0 is isomorphic to the permutation group −1 , since all vertices except vertex 1 may be permuted arbitrarily. Recall the following definition [15] :
is vertex-transitive if every pair of vertices is equivalent under some element of Aut( ). In other words, for any , ∈ ( ), we have ( ) = for some ∈ Aut( ).
Basic examples of vertex-transitive graphs include the cycle graph, which is shown for = 7 in Figure 2 , and the toroidal grid, which is also considered in Milling et al. [26] . More generally, any Cayley graph is necessarily vertex-transitive [15] . In fact, we can show that Π = whenever Π 1 contains permutations mapping vertex 1 to any other vertex, which is equivalent to the definition of vertex transitivity. We summarize this observation in the following corollary, proved in Appendix A.2: Corollary 2. Let 0 be the star graph and suppose 1 is vertex-transitive. Let ∼ Uniform( ), and suppose is a Π 1 -invariant statistic. Then (ℐ) and ( ℐ) have the same distribution under the null hypothesis, and the permutation test described in Algorithm 1 controls the Type I error at level . A similar result holds when 1 is the star graph and 0 is vertex-transitive.
We now turn to the problem of deriving risk bounds. Recall that all the vertices of a vertextransitive graph have the same degree; in other words, every vertex-transitive graph is regular. Our bounds also involve the degree of the vertices in 1 , which we denote by . A dependency of this sort is natural, since larger values of allow for more variation in 1 (ℐ). We define the function
We also define a cascade on vertices to be a surjective map : → {0, . . . , }, such that (i) is uninfected when ( ) = 0,
(ii) is the th vertex infected when ( ) = , and (iii) if is the th vertex infected, then must be adjacent to one of the first − 1 infected vertices.
Hence, we ignore the additional complication of possible censoring. Let ( , ) denote the set of cascades on vertices such that both and are infected, and let
The following result is proved in Section 6.2:
Proposition 1. Suppose 1 is a connected vertex-transitive graph with degree . Let , be the level permutation test based on the edges-within statistic 1 . The risk of this test is bounded by
Remark 2. Note that ( ) is increasing in , so the risk bound in Proposition 1 decreases as increases. This agrees with intuition, since higher values of correspond to a higher chance that the infection propagates via edges rather than by random infections. Thus, the graphs 0 and 1 should be easier to distinguish.
For a more concrete illustration, consider the cycle graph with < /2. We then have the following result, proved in Appendix A.3:
In particular, if = Θ( √ ) and = Θ( ), we have
for some constant > 0.
The star graph as 1
We now consider the case when 1 is the star graph on vertices. Again, let vertex 1 denote the center of the star. Perhaps unsurprisingly, it turns out that the maximum likelihood estimator and a test based on the edges-within statistic reduce to the same decision rule, depending on whether vertex 1 is included in the infected set:
Proposition 2. Suppose 0 is the empty graph. Maximum likelihood estimation is equivalent to the center indicator test = 1{ℐ 1 = 1}, which is in turn equivalent to permutation testing at level based on the edges-within statistic 1 , when ≥ / .
As the proof of Proposition 2 reveals, the MLE may choose either 0 or 1 when ℐ 1 = ⋆. For the test based on the center indicator , we default to 0 .
Risk bounds for hypothesis testing based on are relatively easy to compute when 0 is the empty graph. Corollary 1 implies that such bounds hold for permutation testing when 0 is any vertex-transitive graph, from which we may derive the following result, proved in Section 6.3: Proposition 3. Suppose 0 is a vertex-transitive graph. The risk of the center indicator test on the star graph on vertices satisfies the following bounds:
When = 0 and is fixed, this produces a risk bound of / + exp
If we consider the size of the graph to be growing, we require 2 / → ∞ and / → 0 in order to have vanishing risk.
Extensions
We now discuss extensions of our permutation testing results to more general settings.
Composite hypothesis testing
Our first result concerns hypothesis tests involving a composite null hypothesis. In particular, note that the argument in Theorem 2 applies equally well to a composite null hypothesis, since we only require Π 1 Π 0 = for all graphs 0 appearing in the null hypothesis. Hence, the permutation test described in Algorithm 1 controls the Type I error at level if all graphs 0 in the composite null hypothesis satisfy
The following result is an easy variant of Corollary 1, which we state without proof:
Corollary 4. Suppose is a Π 1 -invariant statistic and let denote a collection of graphs such that Π 1 Aut( 0 ) = for all 0 ∈ . The risk of any test based on is equal to the risk of the same test computed with respect to the single null hypothesis ′ 0 involving the empty graph.
Such a result may be desirable in cases where there is uncertainty about the exact topology for a particular form of transmission, such as a water-borne illness, and we are testing against a very different transmission mechanism, such as a blood-borne disease.
Multiple infection spreads
Thus far, we have only discussed the case of observing a single infection spreading vector ℐ, but our results may easily be extended to the case of multiple spreads. Let ℐ(1), . . . , ℐ( ) be observation vectors from i.i.d. infection spreads on 0 . Generalizing our earlier framework, we say that a statistic is Π 1 -invariant if
for any (1), . . . , ( ) ∈ I , and any permutations (1) , . . . , ( ) ∈ Π 1 . The proof of the following theorem is analogous to the proof of Theorem 1:
Note that when multiple spreads are observed on the same graph, one natural approach is to infer the edges of the graph using an appropriate estimation procedure [16, 29] . On the other hand, Theorem 4 shows that a permutation test may also be employed in a hypothesis testing framework, provided the automorphism groups of the graphs satisfy Π 1 Π 0 = . The description of the permutation test is identical to Algorithm 1, except the statistic (ℐ) is replaced by (︀ (1) ℐ(1), . . . , ( ) ℐ( ) )︀ , and the average is taken over all ( !) possible choices of (︀ (1) , . . . , ( ) )︀ . Note that since the permutation space grows exponentially with , an approximate permutation test as in Algorithm 2 may be strongly preferable.
An important special case of a Π 1 -invariant statistic is the average of all edges-within statistics on 1 :
The following result is the analog of Proposition 1 for multiple infections:
Proposition 4. Suppose 0 is the star graph and 1 is a connected vertex-transitive graph of degree . Let , be the level permutation test based on the average edges-within statistic (4). The risk of this test is bounded by
The proof parallels that of Proposition 1 with minor modifications. For completeness, we include a sketch in Section 6.2. Comparing the results of Propositions 1 and 4, we see that the dependence on leads to an exponential reduction in the Type II error, due to the faster concentration of the empirical average of independent samples of the edges-within statistic. We may also obtain analogs of Propositions 2 and 3. It is easy to check that the MLE also consists of rejecting 0 when the average center indicator statistic exceeds a threshold. We have the following result, proved in Section 6.3: Proposition 5. Suppose 0 is a vertex-transitive graph and 1 is the star graph. Let , be the level permutation test based on the average center indicator statistic. Let
Then we have the risk bound
Relaxing the choice of alternative graph
In cases when Π 1 Π 0 ̸ = , we know by Theorem 3 that (ℐ) and ( ℐ) may not have the same distribution under the null hypothesis, undermining the use of Algorithm 1. Nonetheless, it may be worthwhile to consider an alternative statistic ′ that is
A simple modification of the proof of Theorem 1 furnishes the following result:
, and let Π ′ 1 be a subset of such that Π ′ 1 Π 0 = . Let be drawn uniformly from . If ′ is a Π ′ 1 -invariant statistic; that is, ′ ( ) = ′ ( ′ 1 ) for all ′ 1 in Π ′ 1 and in I , , then ′ (ℐ) and ′ ( ℐ) have the same distribution under the null hypothesis.
In particular, Theorem 5 establishes that the permutation test in Algorithm 1 controls the Type I error at level for any Π ′ 1 -invariant statistic. Theorem 5 may provide useful guarantees when 1 is close to having Π ′ 1 as its automorphism group. For instance, we may have Π ′ 1 = Aut( ′ 1 ) for some graph ′ 1 that is only a slight modification of 1 . Consider the following example: Let 0 be the star graph on vertices, and let 1 be the line graph on vertices. Clearly, is not vertex-transitive, so Π 1 Π 0 ̸ = . On the other hand, for large , the line graph is almost the cycle graph, which we denote by . Let and be the edges-within statistic on the line graph and the cycle graph. Then
As a result, these statistics are quite similar, so the risk of a permutation test based on the statistic does not deviate too much from the bounds derived in Proposition 1. In particular, we may derive the following result:
, and let , be the level permutation test based on . Suppose < /2. Then
Compared with Corollary 3, the expression in Corollary 5 only contains an additional factor of ( − + 1)/ in the first term of the exponent. The proof of Corollary 5 is provided in Appendix A.4.
Proofs
In this section, we provide proofs of our main results and the propositions concerning the examples in Section 4.
Proofs of main theorems
Proof of Theorem 1. Note that under 0 , and for any set ℬ, we have
due to the symmetry of the infection spreading process. In particular,
Now let { 1 , . . . , } denote coset representatives for Π 0 in the permutation group , so { 1 Π 0 , . . . , Π 0 } partitions and has cardinality
By assumption, we may choose ∈ Π 1 for each 1 ≤ ≤ . Since is a Π 1 -invariant statistic, this means ( 0 ℐ) = ( 0 ℐ) for each . Hence,
implying that (ℐ) and ( ℐ) have the same distribution when ∼ Uniform( ).
Proof of Theorem 2. By Theorem 1, we have
for each ∈ R. Conditioning on the infection vector ℐ, we obtain
Fix some ∈ I , . For an infection ℐ, let ,ℐ be a permutation mapping ℐ to .
,ℐ , and
where we denote ′ = −1 ,ℐ . In the last step, the conditioning on ℐ becomes irrelevant because we sum over all permutations in . Note that
since all quantities are deterministic. Hence,
This justifies the permutation test described in Algorithm 1: The threshold to bound the Type I error at level may be computed explicitly from computing the appropriate quantile of with respect to all ! permutations of .
Proof of Theorem 3. Let Π 1 (1) denote the orbit of vertex 1 in Π 1 = Aut( 1 ), and note that by assumption, | Π 1 (1)| < . Consider the statistic
which counts the number of infected vertices in Π 1 (1). Note that is clearly Π 1 -invariant. We claim that (ℐ) and ( ℐ) do not have the same distribution under 0 , when ∼ Uniform( ). Let = { 1 , . . . , } ⊆ Π 0 be a set consisting of coset representatives such that {Π 1 1 , . . . , Π 1 } is a partition of Π 1 Π 0 , and let = {ℎ 1 , . . . , ℎ } ⊆ ∖Π 0 be representatives of the remaining cosets of Π 1 in . For any observation vector , we have
where the first equality uses the fact that {Π 1 1 , . . . , Π 1 } ∪ {Π 1 ℎ 1 , . . . , Πℎ } is a partition of , and the second equality uses the fact that is Π 1 -invariant. By symmetry of the spreading process on 0 , we have
Hence,
We will demonstrate a choice of for which
implying that
so ( ℐ) and (ℐ) cannot have the same distribution. Let ∈ I , be a vector such that ( ) = , for some to be specified later. Then P 0 ( (ℐ) = ( )) is the probability that exactly vertices in Π 1 (1) are infected. On the other hand, for a fixed ∈ , the quantity ( ℐ) counts the number of infected vertices in −1 ( Π 1 (1)). Again using symmetry of the spreading process on 0 , we have
whenever 1 ∈ −1 ( Π 1 (1) ). However, when 1 / ∈ −1 ( Π 1 (1)), we have
for some , since the center of the star is more likely to be infected than any of the leaves. Finally, note that ℎ (1) / ∈ Π 1 (1) for some . Indeed, if ℎ (1) ∈ Π 1 (1) for all 1 ≤ ≤ , we would have 1 ℎ (1) ∈ Π 1 (1) for all 1 ∈ Π 1 , contradicting the fact that the cosets cover the entire space . Thus, we have 1 / ∈ ℎ −1 ( Π 1 (1)), implying that
and in particular,
This completes the proof.
Risk bounds when 0 is the star
Proof of Proposition 1. By Corollary 1, it suffices to compute the risk bound when the null hypothesis corresponds to the empty graph. Let denote the rejection threshold of the permutation test. Since is defined to be the -quantile of the edges-within statistic under the null hypothesis, we have
Thus, it remains to bound the Type II error. Our proof uses Lemma 5 to derive concentration of (ℐ) to E[ (ℐ)]. Note that under both 0 and 1 , we may apply Lemma 5 with equal to the identity of the th uncensored infected node and ( 1 , . . . , ) = (ℐ). Since each node is involved in at most edges, we may take and = for all 1 ≤ ≤ . This leads to the following concentration bounds, which hold for all > 0:
We begin with the following lemma:
Lemma 1. The rejection threshold satisfies the bound
Proof. We first compute E 0 [ (ℐ)]. Let denote the th uncensored vertex that is infected. We may write
Applying the bound (5) with
we then have
implying the desired result.
We now derive a lower bound for E 1 [ (ℐ)]. We have the following result:
Lemma 2. Let 0 be a vertex-transitive graph with degree . Then we have the bound
The proof of Lemma 2 is fairly technical and is contained in Appendix B.2. Combining the result of Lemma 2 with the concentration bound (5), we then have
Finally, substituting the bound on from Lemma 1 yields the required inequality.
Proof of Proposition 4. Since the proof parallels the argument in Proposition 1, we only highlight the necessary modifications. In particular, inequalities (5) may be replaced by the following concentration bounds:
This is due to the fact that we may apply Lemma 5 to the variables { ℓ, }, where ℓ, denotes the identity of the th uncensored infected node in the ℓ th spreading process, and ( ) = . We may take ℓ, = / for all (ℓ, ).
The bound in Lemma 1 may then be replaced by the following bound on the rejection threshold:
Similarly, although Lemma 2 remains unchanged, the bound (6) will be modified with an additional factor of appearing in the numerator of the exponent.
Risk bounds when 1 is the star
Proof of Proposition 2. We first derive the maximum likelihood estimator. The likelihoods may be written as
Note that we have the equality
since under both hypotheses, given the infection status of vertex 1, all status assignments of the remaining nodes are equally likely. Hence, the MLE reduces to comparing P 0 (ℐ 1 ) and P 1 (ℐ 1 ). We have
since the center of the star is more likely to be infected relative to the leaves. Hence, the test that rejects 0 according to the center indicator statistic 1{ℐ 1 = 1} is indeed a maximum likelihood estimator. Note that when ℐ 1 = ⋆, we may make an arbitrary decision, so we decide to default to 0 in that case. Finally, observe that the Type I error is controlled by when ≥ / .
Proof of Proposition 3. We begin with the following lemma, proved in Appendix B.1:
Lemma 3. Under the hypothesis that the graph 1 is a star, we have the bounds
and
Returning to the proof of the proposition, note that
Applying the bounds in Lemma 3 then implies the desired result.
Proof of Proposition 5. By the analog of Corollary 1 for multiple spreading processes, it suffices to consider the risk when 0 is the empty graph. Let be the level threshold. We wish to bound
To bound the Type II error, it suffices to pick any threshold ′ such that
By definition, this guarantees that ≤ ′ , and as a consequence,
Accordingly, let
By applying Hoeffding's inequality, we see that ′ satisfies inequality (8).
We will apply Hoeffding's inequality again to bound P 1 ( < ′ ). Note that
by Lemma 3, since P 1 (ℐ 1 = ⋆) = / . It follows that
Simulations
We performed several experiments in order to confirm the theoretical results in our paper. All simulations involved graphs with = 100 vertices, of which = 25 were censored and = 25 of the uncensored vertices reported an infection. We first consider infections on the star graph, empty graph, and toroidal grid. Let denote the edges-within statistic with respect to the toroidal grid, and let denote the infection radius on the toroidal grid, defined by
where ( , ) is the length of the shortest path connecting to . Figure 3 summarizes the distributions of and for 5000 simulations of the infection spreading process. When the true graph is the star graph or the empty graph, the distributions look similar, providing experimental evidence for Theorem 1; note that the result of Corollary 2 applies, since the toroidal grid is vertex-transitive. When 0 is the toroidal grid with > 0, however, the distributions of and become quite different as increases.
Next, we quantify the risk of our approximate permutation test (Algorithm 2) as a function of the number of simulations. We took 0 to be the empty graph and 1 to be the toroidal grid with = 100. We set = 0.01 and computed the thresholds^for the permutation test to be the upper (1 − )-quantile of the empirical distribution of and the lower -quantile of the empirical distribution of (in which case the rejection region corresponds to the test statistic lying below the critical value). The approximate Type II errors for and , computed with respect to 5000 simulated infections, are shown for different values of in Figure 4 . The computed threshold of the permutation test stabilizes much faster for the radius statistic than the edges-within statistic, but the overall Type II error is higher. Table 1 reports the approximate Type II error when = 5000 for different values of .
Finally, we consider differences in the distribution of under different spreading models when Π ̸ = , providing empirical evidence for Theorem 3. We simulated 5000 infections spreading on a for the approximate permutation test in Algorithm 2 applied to the statistics and . Here, 0 is the empty graph and 1 is the 10 × 10 toroidal grid with = 100. We set = 0.01 and computed the Type II error with respect to 5000 simulated infections. star graph with large , and computed the edges-within statistic with respect to the complete bipartite graph ,100− , where ∈ {5, 20, 35, 50}, and the center of the star is placed in the first bipartition. Figure 5 compares the distributions of with respect to an infection spread over an empty graph (left panel) vs. an infection spread over a star graph (right panel). Note that when = 5, the smaller bipartition usually contains at least one infected vertex when the star graph is the true graph and the center is uncensored, which drives up the median of quite noticeably relative to the infection on the empty graph. When = 50, the graph ,100− is vertex-transitive, so the distributions of look similar for infections spreading over the empty graph and star graph.
Discussion
We have proposed and analyzed a new permutation testing procedure for hypothesis testing in infection spreading models. We have established the validity of our test under an algebraic condition involving automorphism groups of the graphs corresponding to the null and alternative hypotheses, and derived meaningful risk bounds in a variety of special cases. The results presented in this paper suggest several avenues for further research. not required to be a star graph. In general, it would be useful to be able to translate the condition Π = on the automorphism groups of 0 and 1 into one that is more readily verifiable in settings where neither 0 nor 1 is a star graph.
For practical applications, it would also be helpful to extend our results to settings where the automorphism groups Π 0 and Π 1 may be relatively small, in which case Π 1 Π 0 would not be equal to . In fact, the proportion of graphs on vertices with trivial automorphism groups tends to 1 as → ∞ [15] , so this is an important case to consider in order to make our results applicable to large networks.
A final extension of interest involves considering the case of inhomogeneous edge transmission rates. For example, our infection spreading model could involve a different rate parameter , for each edge ( , ), corresponding to the strength of the connection. If the automorphism group Π 0 preserves edge types, our results apply without modification; however, if this is not the case, a different analysis must be conducted.
A Proofs of corollaries

A.1 Proof of Corollary 1
Let 0 and ′ 0 denote the risks under null hypotheses 0 and ′ 0 , respectively, and let denote the rejection region of the test statistic. We have 0 = P 0 ( (ℐ) ∈ ) + P 1 ( (ℐ) / ∈ ), and
where P ′ 0 denotes the probability distribution under ′ 0 . Note that Π 1 Π 0 = by assumption, and also Π 1 Π ′ 0 = , since Π ′ 0 = . By Theorem 1, we then have
for any fixed infection vector ∈ I , . It follows that 0 = ′ 0 , as claimed.
A.2 Proof of Corollary 2
Suppose 0 is the star and 1 is vertex-transitive. Then Π 1 contains permutations mapping vertex 1 to vertex , for 1 ≤ ≤ . Let = { 1 , . . . , }, and note that ∩ Π 0 = { 1 }. Furthermore, the cosets Π 0 are unique. Finally, by equation (2), we have
Thus, we conclude that Π = . The proof when 1 is the star graph is analogous.
A.3 Proof of Corollary 3
We first show that | ( , )| = ( − 1)2 −1 , for any edge ( , ). Note that the number of possible choices for the infected vertices in a cascade involving and is − 1, corresponding to segments of neighboring nodes in the cycle graph. Furthermore, the number of orderings of infected vertices in the segment is 2 −1 , corresponding to whether the infection proceeds to the right or left on each step. Substituting = ( − 1)2 −1 and Simple algebra then yields the desired result.
A.4 Proof of Corollary 5
The proof of this corollary refers back to the proof of Proposition 1. Let |ℰ ′ 1 | = denote the number of edges in the cycle graph ′ 1 . If ′ = 2 denotes the maximum degree of ′ 1 , we still have the bound
from Lemma 1. The analog of Lemma 2, specialized to the case of an infection spreading over the path graph, is the following bound:
Lemma 4. Under the alternative hypothesis that 1 is the path graph, we have
The proof of Lemma 4 is provided in Appendix B.3.
Finally, we have the concentration inequalities
Combining the pieces as in the proof of Proposition 1 then yields the desired bound.
B Proofs of supporting lemmas
B.1 Proof of Lemma 3
Clearly, we have
The latter probability is easier to calculate, since we may consider a process where we first choose of the vertices {2, . . . , } to censor, and then compute the probability that the infected nodes lying in the remaining vertex set are all leaf nodes. Since vertex 1 is not infected, the spreading process is agnostic to the infection status of the censored nodes.
We first consider the lower bound. We have When ≥ 1, the denominator is maximized for = − 1; when < 1, the denominator is maximized for = 0. In the first case, we have In the second case, we have
B.2 Proof of Lemma 2
We begin by writing 
C Auxiliary lemmas
The following is a standard concentration result [24] : )︂ .
