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Abstract. Let (E, ‖ · ‖) be a Banach space such that, for some q ≥ 2, the function x 7→ ‖x‖q is
of C2 class and its first and second Fre´chet derivatives are bounded by some constant multiples of
(q − 1)-th power of the norm and (q − 2)-th power of the norm and let S be a C0-semigroup of
contraction type on (E, ‖ · ‖). We consider the following stochastic convolution process
u(t) =
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜(ds,dz), t ≥ 0,
where N˜ is a compensated Poisson random measure on a measurable space (Z,Z) and ξ : [0,∞)×
Ω×Z → E is an F⊗Z-predictable function. We prove that there exists a ca`dla`g modification a u˜
of the process u which satisfies the following maximal inequality
E sup
0≤s≤t
‖u˜(s)‖q
′
≤ C E
(∫ t
0
∫
Z
‖ξ(s, z)‖pN(ds,dz)
) q′
p
,
for all q′ ≥ q and 1 < p ≤ 2 with C = C(q, p).
1. Introduction
Maximal inequalities for stochastic convolutions in the setting of Hilbert spaces or finite di-
mensional spaces have received considerable attention for many years. Ichikawa [16] considered
maximal inequalities for C0-semigroups of contractions and right continuous martingales in Hilbert
spaces, see also Tubaro [35]. A submartingale type inequality for stochastic convolutions of C0-
semigroups of contractions and square integrable martingales, also in Hilbert spaces, was obtained
by Kotelenez [21]. Kotelenez proved the existence of a ca`dla`g version of the stochastic convolution
process for square integrable ca`dla`g martingales. In a paper by the second named author and
Peszat [5], the authors established a maximal inequality in a certain class of Banach spaces for the
stochastic convolution process driven by a Wiener process. Recently, this maximal inequality was
generalized by van Neerven and the first named author to C0-contraction semigroups on 2-smooth
Banach spaces. Since many results obtained in the Wiener case may fail in pure jump type models,
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maximal inequalities for compensated Poisson random measures deserve an independent investiga-
tion. Here we extend the results from [5] to the case where the stochastic convolution is driven
by a compensated Poisson random measure. We work in the framework of stochastic integrals and
convolutions driven by compensated Poisson random measures recently introduced by the second
and third authors in [3].
Let us now briefly present the content of the paper. In the first section (i.e. section 2) we set
up notations and terminologies and then summarize without proofs some of the standard facts
on stochastic integrals with values in martingale type p, p ∈ (1, 2], Banach spaces, driven by a
compensated Poisson random measure N˜ on a measurable space (Z,Z). Section 3 is devoted to the
study of the stochastic convolution process (u(t))t≥0 driven by N˜ defined by the following formula
u(t) =
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz), t ≥ 0,(1.1)
where S(t), t ≥ 0 is a C0-contraction semigroup (with the infinitesimal generator A) on a martingale
type p, p ∈ (1, 2], Banach space E and ξ : [0,∞) × Ω × Z → E is an F ⊗ Z-predictable function
such that for all T > 0,
∫ T
0
∫
Z
E|f(t, z)|pE ν(dz) dt < ∞. In particular, we show that there exists a
predictable version of the stochastic convolution process u. Under some suitable assumptions we
show that the process u is a unique strong solution to the following stochastic evolution equation
du(t) = Au(t) dt+
∫
Z
ξ(t, z) N˜ (dt,dz), t ≥ 0,
u(0) = 0.
(1.2)
In section 4 we present our main results. In particular, the maximal inequalities are stated and
proved when the q-th power, for some q ≥ p, of some equivalent norm on E is of C2 class and its
first and second Fre´chet derivatives are bounded by some constant multiples of (q− 1)-th power of
the norm and (q − 2)-th power of the norm and S(t), t ≥ 0 is a C0-contraction semigroup on E
with respect to this equivalent norm. For the readers convenience let us state this result.
Theorem 1.1. Suppose that E is a real separable Banach space satisfying Assumption 4.1 and S(t),
t ≥ 0 is a C0 semigroup on E satisfying Assumption 4.2. In the above described framework, there
exists a separable and ca`dla`g modification u˜ of the process u defined by formula (4.1). Moreover,
for every q′ ≥ q, where p and q are the numbers from Assumption 4.1, there exists a constant C
independent of the process ξ, such that for every stopping time τ > 0 and every t > 0,
E sup
0≤s≤t∧τ
|u˜(s)|q′E ≤ C E
(∫ t∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q′
p
, t ≥ 0.(1.3)
Note that under above assumption on E, it can be shown, see Appendix A, that the Banach
space E satisfying the above condition is of martingale type p, for all p ∈ (1, 2]. Hence both the
stochastic integral and the stochastic convolution process are well defined.
Let us point out an important consequence of the above result. Namely, if the right-hand side
above is finite, then the stochastic convolution process u admits an ca`dla`g modification, see [7] and
a positive result given in [22] for somehow related results in the Hilbert space framework.
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In the last part of section 4 we formulate and prove a different version of the maximal inequality.
To be more precise, if p ∈ [√2, 2] and n ≥ [ ln qln p ], then for every stopping time τ > 0,
E sup
0≤s≤t∧τ
|u˜(s)|pnE ≤ C
n∑
k=1
E
(∫ t∧τ
0
∫
Z
|ξ(s, z)|pkE ν(dz)ds
)pn−k
, t ≥ 0.(1.4)
In a brief section 5, we present extensions of the previous result to progressively measurable
integrands.
Remark 1.2. It is possible to prove inequality (1.1) by the method based on the Szeko¨falvi-Nagy
Theorem on unitary dilations, used earlier in [14], see inequality (4) therein. The latter result has
recently been generalized to Banach spaces of finite cotype by Fro¨hlich and Weis [12]. However, this
method works only for analytic semigroups of contraction type. The results from the current paper
are valid for all C0-semigroups of contraction type. To be more precise, if E is a Banach space of
martingale type p , with 1 < p ≤ 2, and A generates an analytic semigroup of contraction type on
E, then, by following almost the same lines as in [14], one can prove that for every T > 0 there
exists a constant C > 0 such that for all progressively measurable processes ξ
E sup
0≤s≤t
|u˜(s)|q′E ≤ C E
(∫ t
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q′
p
, t ∈ [0, T ].
Let us finish this Introduction by commenting that the results presented are applicable to non-
linear SPDEs, e.g. stochastic Euler Equations. In the case of similar problems with the Gaussian
noise, the paper [5] on which to a large extent our current research is based on, was in some sense
a byproduct of a previous study by the same authors for stochastic Euler Equations in [6]. It turns
out that applications to stochastic Navier-Stokes Equations of our paper even before it’s publication
have been found in a recent paper by Fernando et al. [11]. For related results for stochastic reaction
diffusion equations obtained by different approach one can consult a paper [23] by Marinelli and
Ro¨ckner.
2. Stochastic integral
Let (Ω,F ,F,P), where F = (Ft)t≥0, be a filtered probability space satisfying the usual hypothesis.
Let (S,S) be a measurable space. We write N for the set of all natural numbers and set N¯ = N∪{∞}.
We denote by M
N¯
(S) the space of all N¯-valued measures on (S,S) and B(M
N¯
(S)) the smallest σ-
field on M
N¯
(S) with respect to which all the mapping iB : MN¯(S) ∋ µ 7→ µ(B) ∈ N¯, B ∈ S, are
measurable.
Definition 2.1. A Poisson random measure on (S,S) over (Ω,F ,F,P) is a map N : Ω→M
N¯
(S)
such that the family {N(B) : B ∈ S} of F-measurable N¯-valued functions defined by N(B) :=
iB ◦N : Ω→ N¯ satisfies the following conditions
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(1) for any B ∈ S such that η(B) := E(N(B)) < ∞, N(B) is a Poisson random variable with
parameter η(B), i.e.
P(N(B) = n) = e−η(B)
η(B)n
n!
, n = 0, 1, 2, · · · ;
(2) (independently scattered property) for any pairwise disjoint sets B1, · · · , Bn ∈ S such that
η(Bi) <∞, i = 1, · · · , n, the random variables
N(B1), · · · , N(Bn)
are independent.
Remark 2.2. In what follows we will often assume that T ∈ (0,∞) ∪ {∞}. Then, if T = ∞, by
[0, T ] we mean the half-line [0,∞) and FT stands for F . Similarly, for a <∞, (a,∞] (respectively
[a,∞]) stands for (a,∞) (respectively [a,∞)).
Definition 2.3. Let us fix T ∈ (0,∞) ∪ {∞}. Let P denote the σ-field on [0, T ] × Ω generated by
all left-continuous and F-adapted real valued processes. We call P the predictable σ-field.
Assume that (Z,Z) is a measurable space. Let Pˆ denote the σ-field on [0, T ]×Ω×Z generated by
all functions g : [0, T ] × Ω× Z → R satisfying the following properties
(1) for every t ∈ [0, T ], the mapping (ω, z) 7→ g(t, ω, z) is Ft ⊗Z/B(R)-measurable,
(2) for every (ω, z), the path t 7→ g(t, ω, z) is left-continuous.
We say that an E-valued process g : [0, T ]× Ω→ E is predictable if it is P/B(E)-measurable.
We say that a function f : [0, T ]× Ω× Z → E is F⊗Z-predictable if it is Pˆ/B(E)-measurable.
Remark 2.4. The predictable σ-field P is also generated by the family R (see for instance Th. 3.3
in [24]) defined by
R = {{0} × F : F ∈ F0} ∪ {(s, t]× F : F ∈ Fs, 0 ≤ s < t, t ∈ [0, T ]}.
The sets belonging to the family R are usually called predictable rectangles. Similarly, one can
show, see [39], that the F⊗Z-predictable σ-field Pˆ is generated by a family Rˆ
Rˆ = {{0} × F ×B : F ∈ F0, B ∈ Z} ∪ {(s, t]× F ×B : F ∈ Fs, B ∈ Z, 0 ≤ s < t ≤ T}.
Note that a function f : [0, T ]×Ω×Z → E which is now called F⊗Z-predictable, in [39] was called
F-predictable. We believe that our current terminology is more natural.
Suppose that (Z,Z) is a measurable space and ν is a non-negative σ-finite measure on it. Let Leb
be the Lebesgue measure on (R+,B(R+)). According to [33], there exists a Poisson random measure
N on (R+×Z,B(R+)⊗Z) with the parameter η(B) = EN(B) = Leb⊗ ν(B), for B ∈ B(R+)⊗Z.
In particular, η(I × A) = Leb(I)ν(A), for I ∈ B(R+) and A ∈ Z. Here as usual we shall employ
the notation
N˜ = N − Leb⊗ ν
to denote the compensated Poisson random measure of N .
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For T ∈ (0,∞)∪{∞}, letMp([0, T ] × Z; Pˆ ;E) denote the linear space consisting of (equivalence
classes of) all F⊗Z-predictable functions f : [0, T ]× Ω× Z → E such that∫ T
0
∫
Z
E|f(t, z)|pE ν(dz) dt <∞.(2.1)
In other words, Mp([0, T ] × Z; Pˆ;E) is the usual Lp space of E-valued functions on [0, T ]×Ω×Z
with respect to the σ-field Pˆ and the measure Leb⊗P⊗ ν. ByMploc([0,∞)×Z; Pˆ ;E) we denote a
linear space consisting of all F⊗Z-predictable functions f : [0,∞)×Ω×Z → E such that condition
(2.1) is satisfied for all T > 0.
Till the end of this section, we will briefly sketch how one constructs, the integral∫ T
0
∫
Z
f(t, z) N˜(dt,dz), for every function f ∈ Mp([0, T ]× Z; Pˆ ;E).
This integral we shall call the stochastic integral with respect to the compensated Poisson random
measure N˜ . Full details of the definition can be found in [39].
Definition 2.5. A function f : [0, T ] × Ω × Z → E is called a step function if there exists a
finite sequence of numbers 0 = t0 < t1 < · · · < tn = T and a finite family Akj−1, j = 1, · · · , n,
k = 1, · · · ,m, of sets from Z with ν(Akj−1) <∞ such that
f(t, ω, z) =
m∑
k=1
n∑
j=1
ξkj−1(ω)1(tj−1 ,tj ](t)1Akj−1
(z), (t, ω, z) ∈ [0, T ] ×Ω× Z,(2.2)
where ξkj−1 is an E-valued Ftj−1-measurable random variable, for every j = 1, · · · , n and k =
1, · · · ,m, and for each j = 1, · · · , n, the sets Akj−1, k = 1, · · · ,m, are pairwise disjoint.
Note that each step function as defined in Definition 2.5 is Pˆ/B(E)-measurable. In other words,
every step function is F ⊗ Z-predictable. The class of all step functions satisfying (2.1) will be
denoted by Mpstep([0, T ] × Z; Pˆ ;E).
Definition 2.6. Assume that f is a step function in Mpstep([0, T ] × Z; Pˆ ;E) of the form (2.2). If
t ∈ [0, T ], then the stochastic integral over the interval [0, t] of a step function f in Mpstep([0, T ] ×
Z; Pˆ ;E) of the form (2.2) with respect to N˜ is a random variable It(f), defined by
It(f) :=
m∑
k=1
n∑
j=1
ξkj−1(ω)N˜((tj−1 ∧ t, tj ∧ t]×Akj−1).
Note that, for every f ∈ Mpstep([0, T ]×Z; Pˆ ;E), It(f) is linear with respect to f and satisfies the
following inequality, see Lemma C.2 in [3] and, for related results, a recent paper [10] by Dirksen,
E |It(f)|pE ≤ C E
∫ t
0
∫
Z
|f(s, z)|pE ν(dz) ds,(2.3)
where C is the same constant as the one in the martingale-type-p property of the space E. Moreover,
the process It(f), t ∈ [0, T ] is an E-valued, mean 0 and ca`dla`g F-martingale.
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Let us describe now how this definition can be extended to all functions inMp([0, T ] × Z; Pˆ;E).
Take f ∈ Mp([0, T ] × Z; Pˆ;E). Then we can find a sequence {fn}∞n=1 of functions inMpstep([0, T ]×
Z; Pˆ ;E), see Theorem 3.2.23 in [39], such that
E
∫ T
0
∫
Z
|f(t, ω, z)− fn(t, ω, z)|pE ν(dz) dt→ 0, as n→∞.(2.4)
It follows from (2.3) that
E |IT (fn)− IT (fm)|pE ≤ CE
∫ T
0
∫
Z
|fn(s, z)− fm(s, z)|pE ν(dz) ds→ 0,
as n,m → ∞. In other words, {IT (fn)}∞n=1 is a Cauchy sequence in Lp(Ω, E,FT ). Thus this
sequence {IT (fn)}∞n=1 of random variables will converge in Lp(Ω,FT ;E) to some particular random
variable which we shall denote by IT (f) or
∫ T
0
∫
Z
f(s, z)N˜(ds, dz). Moreover, it does not depend
on the choice of the sequence {fn}∞n=1 of approximating step functions. We usually call IT (f)
the stochastic integral of f with respect to the compensated Poisson random measure N˜ . For
0 ≤ a ≤ b ≤ T , B ∈ Z and f ∈ Mp([0, T ]× Z; Pˆ ;E), since 1(a,b]1Bf is also inMp([0, T ] × Z; Pˆ;E),
we can define the stochastic integral from a to b of the function f ∈ Mp([0, T ] × Z; Pˆ;E) by
IBa,b(f) =
∫ b
a
∫
B
f(s, z) N˜(ds,dz) = IT (1(a,b]1Bf).
For simplicity, we denote It(f) := IT (1(0,t]f), for t ∈ (0, T ] and set It(f) = 0, when t = 0. Let
f ∈ Mp([0, T ] × Z; Pˆ ;E). It was shown in [3] and [39] (see also [32] for the case p = 2) that the
process It(f), t ∈ [0, T ] is a ca`dla`g p-integrable F-martingale with mean 0. In particular, It(f) has
a modification which has P-a.s. ca`dla`g trajectories and satisfies the following inequality
E|It(f)|pE = E
∣∣ ∫ t
0
∫
Z
f(s, z) N˜(ds,dz)
∣∣p
E
≤ C E
∫ t
0
∫
Z
|f(s, z)|pE ν(dz) ds.(2.5)
From now on, while considering the stochastic process
∫ t
0
∫
Z
f(s, z)N˜(ds, dz), t ∈ [0, T ], we will
assume that it has P-a.s. ca`dla`g trajectories.
Remark 2.7. We have defined the stochastic integral for integrands belonging to the class
Mp([0, T ] × Z; Pˆ ;E) of predictable processes. One should note that in the paper [3] by the second
and third authors, the integral is defined for an analogous class of progressively measurable processes.
See also [32]. This approach is also discussed in section 5 of the present paper.
If τ is a stopping time with P{τ ≤ T} = 1, we may set, for ω ∈ Ω,
Iτ (f)(ω) = It(f)(ω) with t = τ(ω).(2.6)
Analogously, we shall also use the notation Iτ (f) =:
∫ τ
0
∫
Z
f(s, z)N˜(ds, dz). In this case, one can
show that ∫ τ
0
∫
Z
f(s, z) N˜ (ds,dz) =
∫ T
0
∫
Z
1(0,τ ](s)f(s, z) N˜(ds,dz), P-a.s..(2.7)
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Remark 2.8. Note that since τ is a stopping time (without any additional property), the random
process
1(0,τ ] : [0,∞)× ω ∋ (s, ω) 7→ 1(0,τ(ω](s) ∈ [0, 1]
is predictable, see the comment after [30, Definition IV.5.3] or Proposition 4.6 in [24]. Hence,
provided that the process f belongs to Mp([0, T ]× Z; Pˆ ;E), the process 1(0,τ ]f belongs to that space
as well. In particular, the integral on the RHS of (2.7) is well defined.
Indeed, it can be easily verified that for a step function fn of the form (2.2) one has∫ T
0
∫
Z
1(0,τ ](s)f
n(s, z) N˜ (ds,dz) =
∫ τ
0
∫
Z
fn(s, z) N˜ (ds,dz), P-a.s.(2.8)
Take f ∈ Mp([0, T ]× Z; Pˆ ;E). Then as we discussed before, there exists anMpstep((0, T ]×Z; Pˆ ;E)-
valued sequence {fn} such that
E
∫ T
0
∫
Z
1(0,τ ](s)|f(t, z) − fn(s, z)|pE ν(dz)dt→ 0, as n→∞.
By applying inequality (2.5), we infer
lim
n→∞
E
∣∣∣ ∫ T
0
∫
Z
1(0,τ ](s)f
n(s, z) N˜ (ds,dz)−
∫ T
0
∫
Z
1(0,τ ](s)f(s, z) N˜ (ds,dz)
∣∣∣p
E
= 0.
Hence, we can extract a subsequence (denoted again by the same notation for simplicity) such that
lim
n→∞
∫ T
0
∫
Z
1(0,τ ](s)f
n(s, z) N˜ (ds,dz) =
∫ T
0
∫
Z
1(0,τ ](s)f(s, z) N˜ (ds,dz), P-a.s.(2.9)
On the other hand, since It(f) − It(fn) is a right-continuous martingale, |It(f) − It(fn)|E is a
real-valued submartingale. Since P(τ ≤ T ) = 1, by the stopped Doob inequality, we have
E|Iτ (f)− Iτ (fn)|pE ≤ (
p
p− 1)
p
E|IT (f)− IT (fn)|pE → 0, as n→∞.
It follows (by selecting a further subsequence) that
lim
n→∞
∫ τ
0
∫
Z
fn(s, z) N˜ (ds,dz) =
∫ τ
0
∫
Z
f(s, z) N˜(ds,dz), P-a.s.(2.10)
Hence, (2.7) follows directly from (2.8), (2.9) and (2.10).
In particular, for every t ∈ [0, T ] and any stopping time τ with P(τ <∞) = 1, we have∫ t∧τ
0
∫
Z
f(s, z) N˜(ds,dz) =
∫ t
0
∫
Z
1(0,τ ](s) f(s, z) N˜ (ds,dz).(2.11)
We will also need the following result about the integral
∫ t
0
∫
Z
f(s, ω, z)N(ds,dz)(ω), which is
defined, for every ω ∈ Ω, as Bochner integral with respect to measure N(ds,dz)(ω) on [0, t]× Z.
Later on we will use in the proof the notion of point processes (see [17]). For more details
we refer the reader to [4] or [39]. Let us assume that pi is a stationary Poisson point process on
(Z,Z) with the intensity measure ν, see [31, Theorem 54] for the existence of such a process. For
simplicity of notation, the Poisson random measure associated to the Poisson point process pi will
be still denoted by N . We use the notation N˜(t, A) = N(t, A) − tν(A), t ≥ 0, A ∈ Z to denote its
compensated Poisson random measure.
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Proposition 2.9. If T ∈ (0,∞)∪{∞} and f : [0, T ]×Ω×Z → E is a B([0, T ])⊗FT⊗Z-measurable
function and
E
∫ T
0
∫
Z
|f(s, z)|E N(ds,dz) <∞,(2.12)
then we have for every t ∈ [0, T ],∫ t
0
∫
Z
f(s, ω, z)N(ds,dz)(ω) =
∑
s≤t
f(s, ω, pi(s, ω)), P− a.s.(2.13)
Proof. Since f is B([0, T ]) ⊗ FT ⊗ Z-measurable, for every ω ∈ Ω, f(·, ω, ·) is B([0, T ]) ⊗ Z-
measurable. By (2.12), we deduce that
∫ T
0
∫
Z
|f(s, ω, z)|EN(ds,dz) < ∞, P-a.s. Let us choose
for the remainder of the proof an ω ∈ Ω such that the previous integral is finite. Hence, f(·, ω, ·)
is Bochner integrable with respect to N(ds,dz)(ω). Moreover, we can find a sequence {fn}
of functions on [0, T ] × Z of the form ∑mi=1 xi1Bi , xi ∈ E and Bi ∈ B([0, T ]) ⊗ Z such that
|fn(t, ω, z) − f(t, ω, z)|E decreases to 0 as n→∞, for all (t, z) ∈ [0, T ] × Z. Hence it is enough to
show (2.13) for functions of the form
∑m
i=1 ai1Bi . For this, observe that∫ t
0
∫
Z
f(s, ω, z)N(ds,dz)(ω) =
m∑
i=1
xiN(Bi)(ω) =
m∑
i=1
xi
∑
s∈[0,t]∩D(pi(ω))
1Bi(s, pi(s, ω))
=
∑
s∈[0,t]∩D(pi(ω))
m∑
i=1
xi1Bi(s, pi(s, ω)) =
∑
s∈[0,t]∩D(pi(ω))
f(s, ω, pi(s, ω)).

3. Stochastic convolution
In this section, we continue to assume that E is a separable Banach space of martingale type
p, where p ∈ (1, 2]. Let (S(t))t≥0 be a contraction C0-semigroup on E with the infinitesimal
generator A. Let us denote by R(λ,A) = (λI − A)−1, λ > 0, the resolvent operator of A and by
Aλ = λA(λI−A)−1 the Yosida approximation of A. It is well known that Aλ is a bounded operator
on E and Aλx→ x, as λ→∞, for x ∈ A and λR(λ,A)x→ x, as λ→∞, for all x ∈ E. Moreover,
λR(λ,A)x ∈ D(A), for all x ∈ E.
Suppose that ξ ∈ Mp([0, T ] × Z; Pˆ;E) and N˜ is a compensated Poisson random measure corre-
sponding to the point process pi = (pi(t))t≥0. The aim of this paper is to study the path properties
of the stochastic convolution process u defined by
u(t) =
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz), t ∈ [0, T ].(3.1)
Now let us consider Problem (1.2), which for the convenience of the reader we rewrite below.
du(t) = Au(t) dt+
∫
Z
ξ(t, z) N˜ (dt,dz), t ∈ [0, T ],
u(0) = 0.
(3.2)
In this chapter we will study the above Question under a stronger assumption on the process ξ, i.e.
that ξ ∈ Mp([0, T ] × Z; Pˆ ;D(A)).
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Definition 3.1. Suppose that ξ ∈ Mp([0, T ] × Z; Pˆ ;D(A)). A strong solution to Problem (3.2)
on the time interval [0, T ] is a D(A)-valued F-adapted stochastic process (u(t))t∈[0,T ] with E-valued
ca`dla`g trajectories such that
(1) u(0) = 0 a.s.
(2) For any t ∈ [0, T ] the following equality holds P-a.s.
u(t) =
∫ t
0
Au(s) ds+
∫ t
0
∫
Z
ξ(s, z) N˜ (ds,dz).(3.3)
Similarly we can define a strong solution to Problem (3.2) if T = ∞ and ξ ∈ Mploc([0,∞) ×
Z; Pˆ ;D(A)).
Lemma 3.2. Assume that ξ ∈ Mp([0, T ]×Z; Pˆ ;D(A)) for some T > 0. Then the process u defined
by
u(t) =
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz), t ≥ 0,(3.4)
is a unique strong solution of Equation (1.2). In particular, u has E-valued ca`dla`g trajectories.
Proof. Let us fix T > 0 and t ∈ [0, T ]. Define a function F : [0, t] × E ∋ (s, x) 7→ S(t − s)x ∈ E.
It is straightforward to see that the function F is separately continuous. Moreover, since [0, t] is
compact, we infer that F is continuous. This, together with the F ⊗ Z-predictability assumption
on ξ, implies that the composition mapping
[0, t]× Ω× Z ∋ (s, ω, z) 7→ (s, ξ(s, ω, z)) 7→ F (s, ξ(s, ω, z)) ∈ E
is F⊗Z-predictable. On the other hand, since each operator S(t), t ≥ 0 is a contraction on E and
ξ is in Mp([0, T ]× Z; Pˆ ;E), we have
E
∫ T
0
|1(0,t](s)S(t− s)ξ(s, z)|pE ν(dz) ds ≤ E
∫ T
0
|ξ(s, z)|pE ν(dz) ds <∞.
Therefore, the process S(t − s)ξ(s, z) belongs to Mp([0, T ] × Z; Pˆ ;E). Hence, since the number t
is fixed, the process defined by∫ r
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz), r ∈ [0, t],
is a F-martingale on [0, t], see [39]. In particular, for each r ∈ [0, t], the random variable ∫ r0 ∫Z S(t−
s)ξ(s, z)N˜ (ds, dz) is Fr-measurable and hence u(t) is Ft-measurable.
Now we proceed to show that u(t) ∈ D(A). Since ξ ∈ Mp([0, T ] × Z; Pˆ ;D(A)) and R(λ,A)A =
λR(λ,A)− IE on D(A), we obtain
R(λ,A)
∫ t
0
∫
Z
AS(t− s)ξ(s, z) N˜ (ds,dz) = λR(λ,A)
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz)
−
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz).
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Hence, it follows that∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz)
= R(λ,A)
[
λ
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz)−
∫ t
0
∫
Z
AS(t− s)ξ(s, z)N˜(ds,dz)
]
.
Since the range of R(λ,A) is equal to D(A), we infer that u(t) ∈ D(A).
Next we shall show that
A
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz) =
∫ t
0
∫
Z
AS(t− s)ξ(s, z) N˜ (ds,dz), P-a.s.(3.5)
For this, let us take h ∈ (0, t) and observe that since the operator S(h)−I
h
is bounded, we get the
following equality
S(h) − I
h
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz) =
∫ t
0
∫
Z
S(h) − I
h
S(t− s)ξ(s, z) N˜ (ds,dz).
So by applying the triangle inequality and (2.5), we find
E
∣∣∣∣A
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz)−
∫ t
0
∫
Z
AS(t− s)ξ(s, z) N˜ (ds,dz)
∣∣∣∣
p
E
≤ 2p E
∣∣∣∣A
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz)− S(h)− I
h
∫ t
0
∫
Z
S(t− s)ξ(s, z) N˜ (ds,dz)
∣∣∣∣
p
E
+ 2p E
∣∣∣∣
∫ t
0
∫
Z
AS(t− s)ξ(s, z) N˜ (ds,dz)−
∫ t
0
∫
Z
S(h)− I
h
S(t− s)ξ(s, z) N˜ (ds,dz)
∣∣∣∣
p
E
≤ 2p E
∣∣∣∣
(
A− S(h) − I
h
)
u(t)
∣∣∣∣
p
E
+ Cp E
∫ t
0
∫
Z
∣∣∣∣AS(t− s)ξ(s, z)− 1h
(
S(h)− I
)
S(t− s)ξ(s, z)
∣∣∣∣
p
E
ν(dz) ds
=: I(h) + II(h).(3.6)
First we will deal with II(h). Since ξ(s, z) ∈ D(A), we observe that
S(h) − I
h
S(t− s)ξ(s, z) = 1
h
∫ h
0
S(r)AS(t− s)ξ(s, z) dr.
So by using the uniform condition of the operators S(h) and S(t− s), we deduce that∣∣∣S(h)− I
h
S(t− s)ξ(s, z)
∣∣∣
E
≤ C|Aξ(s, z)|E .
Hence we infer that the integrand of II(h) is bounded by a function C1|Aξ(s, z)|E which belongs to
Mp([0, T ] × Z;R) by assumption. Clearly, the integrand∣∣∣AS(t− s)ξ(s, z)− 1
h
(
S(h)− I
)
S(t− s)ξ(s, z)
∣∣∣p
E
converges to 0 pointwise on [0, t] × Ω × Z. Therefore, by the Lebesgue Dominated Convergence
Theorem (LDCT for short), II(h) converges to 0 as hց 0.
Now we turn our attention to the term I(h). Since E‖u(t)‖pD(A) <∞ and | 1h(S(h)− I)x|E ≤ |Ax|E ,
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for all x ∈ D(A), we infer by applying the LDCT that I(h) converges to 0 as hdownarrow0 as well.
Hence (3.5) holds.
In order to finish the proof, we need to verify (3.3). By (3.5) and the Fubini Theorem we find∫ t
0
Au(s) ds =
∫ t
0
∫ s
0
∫
Z
AS(s− r)ξ(r, z)N˜ (dr,dz) ds
=
∫ t
0
∫
Z
∫ t
r
AS(s − r)ξ(r, z) ds N˜ (dr,dz)
=
∫ t
0
∫
Z
(S(t− r)ξ(r, z) − ξ(r, z)) N˜(dr,dz)
= u(t)−
∫ t
0
∫
Z
ξ(r, z) N˜ (dr,dz), P-a.s.
Hence we have
u(t) =
∫ t
0
Au(s) ds+
∫ t
0
∫
Z
ξ(s, z)N˜(ds,dz)
from which we can also see that u is a ca`dla`g process.
For the uniqueness, suppose that u1 and u2 are two strong solutions of Problem (1.2). Let
w = u1 − u2. Then we infer
w(t) = u1(t)− u2(t) =
∫ t
0
A(u1(s)− u2(s)) ds = A
∫ t
0
w(s) ds.
Put v(t) =
∫ t
0 w(s) ds. Then v(t) is continuously differentiable on [0, T ] and v(t) ∈ D(A). Now
applying the Itoˆ formula to the function f(s) = S(t− s)v(s) yields
df(s)
ds
= −AS(t− s)v(s) + S(t− s)dv(s)
ds
= −AS(t− s)v(s) + S(t− s)w(s) = −AS(t− s)v(s) + S(t− s)Av(s) = 0.
So we infer v(t) = f(t) = f(0) = S(t)v(0) = 0 a.s.. Therefore, w(t) = 0 a.s.. That is u1(t) = u2(t)
a.s. t ≥ 0. 
4. Maximal inequalities for stochastic convolution
From now on we make the following assumptions on the Banach space E.
Assumption 4.1. Suppose that
(
E, | · |) is a real separable Banach space and p ∈ (1, 2]. In addition
we assume that the Banach space E satisfies the following condition:
There exists a norm | · |E on E which is equivalent to | · |, and numbers q ∈ [p,∞) such that the
function φ : E ∋ x 7→ |x|qE ∈ R, is of class C2 and there exist constants k1, k2 such that for every
x ∈ E, the first the second Fr‘echet derivatives of φ satisfy, respectively, |φ′(x)| ≤ k1|x|q−1E and
|φ′′(x)| ≤ k2|x|q−2E , for all x ∈ E.
Assumption 4.2. The C0 semigroup S(t), t ≥ 0 on E is of contraction type with respect to the
norm | · |E from Assumption 4.1.
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Now we proceed with the study of the stochastic convolution
u(t) =
∫ t
0
∫
Z
S(t− s)ξ(s, z)N˜ (ds,dz), t ∈ [0, T ],(4.1)
provided T > 0 and the process ξ belongs to the space Mp([0, T ] × Z; Pˆ;E).
Let us now formulate our main result a proof of which will be presented at the end of this section
and preceded by two Lemmata: 4.7 and 4.8.
Theorem 4.3. Suppose that
(
E, | · |) is a real separable Banach space satisfying Assumption 4.1,
with numbers p ∈ (1, 2] and q ∈ [p,∞) and S(t), t ≥ 0 is a C0 semigroup on E satisfying Assumption
4.2. Assume that ξ ∈ Mploc([0,∞) × Z; Pˆ ;E) and in fact that
E
(∫ T
0
∫
Z
|ξ(s, z)|pN(ds,dz)
) q
p
, T > 0.
Then there exists a separable and ca`dla`g modification u˜ of the process u defined by formula (4.1).
Moreover, for every q′ ≥ q, there exists a constant C independent of the process ξ, such that for
every stopping time τ > 0 and every t > 0,
E sup
0≤s≤t∧τ
|u˜(s)|q′ ≤ C E
(∫ t∧τ
0
∫
Z
|ξ(s, z)|pN(ds,dz)
) q′
p
.(4.2)
Before proceeding with proofs, let us point our an important ingredient of the above result, i.e.
the ca`dlg` property of the stochastic convolution process u. This topic has attracted recently an
attention even in the Hilbert space setup because of the counterexample presented in [7] and a
positive result given in [22].
Remark 4.4. It is worth pointing out that since by [9, Proposition 3.6], every adapted and stochas-
tically continuous process on an interval [0, T ] has a predictable version on [0, T ], we conclude that
the process u(t), t ≥ 0 has a predictable version. Henceforth, when we study the stochastic con-
volution process, we refer to the version of it that is ca`dla`g and its supremum over every compact
interval [0, T ] is FT -measurable.
Remark 4.5. It can be proved, see Appendix A, that if the real separable Banach space E satisfies
Assumption (4.1), then E is of martingale type p, for all p ∈ (1, 2]. Hence the stochastic convolution
process (4.1) is well defined for ξ ∈ Mp([0, T ] × Z; Pˆ;E) and in particular, if ξ ∈ Mp([0, T ] ×
Z; Pˆ ;D(A)), then (4.1) is a unique strong solution of equation (1.2) by Lemma 3.2.
Remark 4.6. Note that if O is a domain in Rn with Lipschitz boundary ∂O, then the Sobolev spaces
Hs,r(O) with r ∈ [2,∞) and s ∈ R+ satisfy Assumption (4.1) and the Lebesgue Lr(O)-spaces with
r ≥ 2 also satisfies Assumption (4.1).
Before proving the main theorem, we first need the following Lemmas.
Lemma 4.7. If Assumptions 4.1 and 4.2 are satisfied, then for all x ∈ D(A),
φ′(x)(Ax) ≤ 0.
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Proof. This follows immediately from the fact that the function t 7→ φ(S(t)x) is decreasing and
dφ(S(t)x)
dt
∣∣∣∣
t=0
= φ′(S(0)x)(Ax) = φ′(x)(Ax).

In the remainder of this section we will always assume that Assumptions 4.1 and 4.2 are satisfied.
Lemma 4.8. Suppose that ξ ∈ Mp([0, T ] × Z; Pˆ ;E) for some T > 0. Then there exists a version
u¯ of the process u defined by equality (4.1) such that the function supt∈[0,T ] |u¯(t)| is FT -measurable.
Proof. According to Remark 4.5, we can take p ∈ (1, 2]. Let us fix T > 0 and that ξ ∈ Mp([0, T ]×
Z; Pˆ ;E). We begin with showing that the process u is continuous in the p-mean. By applying the
inequality |a+ b|p ≤ 2p|a|p +2p|b|p, inequality (2.5) and the contraction property of the semigroup
S(t), t ≥ 0, we have, for 0 ≤ r < t ≤ T ,
E|u(t)− u(r)|pE = E
∣∣∣∣
∫ t
0
∫
Z
S(t− s)ξ(s, z)N˜ (ds,dz)−
∫ r
0
∫
Z
S(r − s)ξ(s, z)N˜ (ds,dz)
∣∣∣∣
p
E
≤ 2p E
∣∣∣∣
∫ t
r
∫
Z
S(t− s)ξ(s, z)N˜ (ds,dz)
∣∣∣∣
p
E
+ 2p E
∣∣∣∣
∫ r
0
∫
Z
(
S(t− s)− S(r − s)
)
ξ(s, z)N˜ (ds,dz)
∣∣∣∣
p
E
≤ 2p Cp E
∫ t
r
∫
Z
|S(t− s)ξ(s, z)|pE ν(dz) ds
+ 2pCp E
∫ r
0
∫
Z
|(S(t− s)− S(r − s))ξ(s, z)|pE ν(dz) ds
≤ 2pCp E
∫ T
0
∫
Z
1(r,t](s)|ξ(s, z)|pE ν(dz) ds
+ 2pCp E
∫ T
0
∫
Z
|1(0,r]
(
S(t− s)− S(r − s))ξ(s, z)|pE ν(dz) ds.(4.3)
Let us observe that 1(r,t](s)|ξ(s, z)|pE converges to 1{t}(s)|ξ(s, z)|pE or 1{r}(s)|ξ(s, z)|pE for all (s, ω, z) ∈
[0, T ]×Ω×Z, as tց r or r ր t. Note also that the limit function is equal to 0 for Leb⊗P⊗ν almost
surely. Moreover 1(r,t](s)|ξ(s, z)|pE ≤ |ξ(s, z)|pE for all (s, ω, z) ∈ [0, T ]×Ω×Z and all (r, t) ∈ [0, T ]2:
r < t. Finally, let us note that
E
∫ T
0
∫
Z
|ξ(s, z)|pE ν(dz) ds <∞
because by assumptions, ξ ∈ Mp([0, T ] × Z; Pˆ ;E).
Hence, by the Lebesgue DCT, the first term on the right hand side of the above inequality (4.3)
converges to 0 as tց r or r ր t.
For the second term, by the continuity of C0-semigroup S(t), t ≥ 0, the integrand 1(0,r]
(
S(t− s)−
S(r − s))ξ(s, z) converges to 0 pointwise on [0, T ] × Ω × Z, as t ց r or r ր t. Moreover, by the
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uniform boundedness of the operators S(t), t ∈ [0, T ] we infer that there exists M > 0 such that
|1(0,r]
(
S(t− s)− S(r − s))ξ(s, ω, z)|E ≤M |ξ(s, ω, z)|E
for all (s, ω, z) ∈ [0, T ]× Ω× Z and all (r, t) ∈ [0, T ]2 with r < t.
So, again by invoking the Lebesgue DCT, we deduce that the second term converges to 0 as tց r
or r ր t. Therefore, we conclude the process u is stochastically continuous. Hence, as the space
E is separable, according to Theorem 5.3 in [38], we can find a version u¯ of u which is separable.
That is there exists a countable subset T0 which is dense in [0, T ] such that u¯(t) belongs to the set
of partial limits {lims∈T0,s→t u¯(s)}, for all t ∈ [0, T ]\T0. Hence
sup
t≥0
|u¯(t)| = sup
t∈[0,T ]
lim
sn→t,sn∈T0
|u¯(sn)| = sup
sn∈T0
|u¯(sn)|.
Since supsn∈T0 |u¯(sn)| is FT -measurable, we deduce that the function supt≥0 |u¯(t)| is also FT -
measurable. 
We now ready to embark on the proof of the main result.
Proof of Theorem 4.3. Let us first notice that because the original norm | · | is equivalent to the
norm | · |E, it is sufficient to prove inequality (4.2) with the latter norm, i.e.
E sup
0≤s≤t∧τ
|u˜(s)|q′E ≤ C E
(∫ t∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q′
p
.(4.4)
Secondly, let us note that it is sufficient to consider processes defined on a bounded time intervals.
Hence we fix T > 0 and ξ ∈ Mp([0, T ] × Z; Pˆ;E). In view of Remark 4.5, let us also fix p ∈ (1, 2]
and let us fix q ∈ [p,∞) as in Assumption 4.1.
Case I. We first prove (4.2) for ξ ∈ Mp([0, T ] × Z; Pˆ;D(A)). We have shown in Lemma 3.2 that
the process u is a unique strong solution to Problem (3.2) satisfying
u(t) =
∫ t
0
Au(s) ds+
∫ t
0
∫
Z
ξ(s, z)N˜ (ds,dz), t ∈ [0, T ].(4.5)
Since the function φ : E ∋ x 7→ |x|qE is of C2 class by assumption, one may apply the Itoˆ formula
from [15], see also [39, Theorem 3.5.3 ], to the process u given by (4.5) and get, for t ≥ 0,
φ(u(t)) =
∫ t
0
φ′(u(s))(Au(s)) ds +
∫ t
0
∫
Z
φ′(u(s−))(ξ(s, z)) N˜ (ds,dz)
+
∫ t
0
∫
Z
[
φ(u(s−) + ξ(s, z)) − φ(u(s−)) − φ′(u(s−))(ξ(s, z))
]
N(ds,dz) P-a.s..(4.6)
Let τ ≥ 0 be a stopping time. Since by Lemma 4.7, φ′(x)(Ax) ≤ 0, for all x ∈ D(A), we infer that
for t ≥ 0,
φ(u(t ∧ τ)) ≤
∫ t
0
∫
Z
1(0,τ ](s)φ
′(u(s−))(ξ(s, z)) N˜ (ds,dz)
+
∫ t∧τ
0
∫
Z
[
φ(u(s−) + ξ(s, z)) − φ(u(s−))− φ′(u(s−))(ξ(s, z))
]
N(ds,dz)(4.7)
=: I1(t) + I2(t) P-a.s..
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Note that I1(t) is an R-valued local martingale. Applying the real-valued version of Burkholder-
Davis-Gundy inequality, see [20, Proposition 15.7], to the process I1 we deduce for some constant
C that
E sup
0≤t≤T
|I1(t)|E ≤ C E
(∫ T
0
∫
Z
1(0,τ ](s)|φ′(u(s−))(ξ(s, z))|2E N(ds,dz)
) 1
2
= C E
(∑
t≤T
1(0,τ ](s)|φ′(u(s−))(ξ(s, pi(s)))|2E
) 1
2
≤ C E
(∑
t≤T
1(0,τ ](s)|φ′(u(s−))(ξ(s, pi(s)))|pE
) 1
p
(4.8)
= C E
(∫ T
0
∫
Z
1(0,τ ](s)|φ′(u(s−))(ξ(s, z))|pE N(ds,dz)
) 1
p
≤ k1C E sup
0≤t≤T∧τ
|u(t)|q−1E
(∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) 1
p
.
To estimate the integral I2(t), we observe first that for every t ≥ 0,
|I2(t)|E ≤
∫ t∧τ
0
∫
Z
∣∣∣φ(u(s−) + ξ(s, z))− φ(u(s−))− φ′(u(s−))(ξ(s, z))∣∣∣
E
N(ds,dz)
=
∑
s∈(0,t∧τ ]∩D(pi)
∣∣∣φ(u(s−) + ξ(s, pi(s)))− φ(u(s−))− φ′(u(s−))(ξ(s, pi(s)))∣∣∣
E
, P-a.s..
Since assumptions the function φ is of C2 class, by the mean value Theorem, see [8], to the function
φ, for each s ∈ [0, t ∧ τ ] we have∣∣∣φ(u(s−) + ξ(s, pi(s))) − φ(u(s−))∣∣∣
E
≤
∫ !
0
|ξ(s, pi(s))|E
∣∣∣φ′(u(s−) + θξ(s, pi(s)))∣∣∣
L(E)
dθ.
Since |x + θy|E ≤ max{|x|E , |x + y|E} for all x, y ∈ E and θ ∈ [0, 1], and, by Assumption 4.1,
|φ′(x)| ≤ k1|x|q−1E , x ∈ E, we infer that∣∣∣φ′(u(s−) + θξ(s, pi(s)))∣∣∣
L(E)
≤ k1
∣∣u(s−) + θξ(s, pi(s))∣∣q−1
E
≤ k1max
{|u(s−)|q−1E , ∣∣u(s−) + ξ(s, pi(s))∣∣q−1E }.
Observe that for all 0 ≤ s ≤ t ∧ τ ,
|u(s−)|q−1E ≤ sup
0≤r≤t∧τ
|u(r−)|q−1E ≤ sup
0≤t≤T∧τ
|u(t)|q−1E .
Moreover, since u(s−) + ξ(s, pi(s)) = u(s), for s ∈ (0, t ∧ τ ] ∩ D(pi), we infer that
|u(s−) + ξ(s, pi(s))|q−1E ≤ sup
0≤r≤t∧τ
|u(r)|q−1E ≤ sup
0≤t≤T∧τ
|u(t)|q−1E .
Therefore, we infer that for each s ∈ [0, t ∧ τ ],∣∣∣φ(u(s−) + ξ(s, pi(s))) − φ(u(s−))∣∣∣
E
≤ k1|ξ(s, pi(s))|E sup
0≤t≤T∧τ
|u(t)|q−1E .
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It follows that∣∣∣φ(u(s−) + ξ(s, pi(s)))− φ(u(s−))− φ′(u(s−))(ξ(s, pi(s)))∣∣∣
E
≤
∣∣∣φ(u(s−) + ξ(s, pi(s))) − φ(u(s−))∣∣∣
E
+
∣∣∣φ′(u(s−))(ξ(s, pi(s)))∣∣∣
E
≤ 2k1|ξ(s, pi(s))|E sup
0≤t≤T∧τ
|u(t)|q−1E .
On the other hand, we can also find some 0 < δ < 1 such that∣∣∣φ(u(s−) + ξ(s, pi(s))) − φ(u(s−))− φ′(u(s−))(ξ(s, pi(s)))∣∣∣
E
≤ 1
2
|ξ(s, pi(s))|2E |φ′′(u(s−) + deltaξ(s, pi(s)))| ≤
k2
2
|ξ(s, pi(s))|2E |u(s−) + deltaξ(s, pi(s))|q−2E .
Hence, a similar argument as above, we infer that for s ∈ [0, t ∧ τ ]
∣∣∣φ(u(s−) + ξ(s, pi(s))) − φ(u(s−)) − φ′(u(s−))(ξ(s, pi(s)))∣∣∣
E
≤ k2
2
|ξ(s, pi(s))|2E sup
0≤t≤T∧τ
|u(t)|q−2E .
Thus, with K = (2k1)
2−p
(
k2
2
)p−1
, we have
∣∣∣φ(u(s−) + ξ(s, pi(s))) − φ(u(s−))− φ′(u(s−))(ξ(s, pi(s)))∣∣∣
E
=
∣∣∣φ(u(s−) + ξ(s, pi(s)))− φ(u(s−))− φ′(u(s−))(ξ(s, pi(s)))∣∣∣(2−p)+(p−1)
E
≤
(
2k1|ξ(s, pi(s))|E sup
0≤t≤T∧τ
|u(t)|q−1E
)2−p(
k2
2
|ξ(s, pi(s))|2E sup
0≤t≤T∧τ
|u(t)|q−2E
)p−1
≤ K|ξ(s, pi(s))|pE sup
0≤t≤T∧τ
|u(t)|q−pE .
Hence, by Proposition 2.9, we get
∑
s∈(0,t∧τ ]∩D(pi)
∣∣∣φ(u(s−) + ξ(s, pi(s))) − φ(u(s−))− φ′(u(s−))(ξ(s, pi(s)))∣∣∣
E
≤ K sup
0≤t≤T∧τ
|u(t)|q−pE
∑
s∈(0,t∧τ ]∩D(pi)
|ξ(s, pi(s))|pE
= K sup
0≤t≤T∧τ
|u(t)|q−pE
∫ T∧τ
0
∫
Z
|ξ(r, z)|pE N(dr,dz).
Therefore, we infer that there exists a constant K depending only on k1, k2, p and q such that
E sup
t≥0
|I2(t)|E ≤
∫ T∧τ
0
∫
Z
∣∣∣φ(u(r−) + ξ(r, z)) − φ(u(r−)) − φ′(u(r−))(ξ(r, z))∣∣∣
E
N(dr,dz)
≤ K sup
0≤t≤T∧τ
|u(t)|q−pE
∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz).
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Next, by applying Ho¨lder’s and Young’s inequalities to the process I1, from inequality (4.8) we
infer that yields
E sup
t≥0
|I1(t)|E ≤ k1C
(
E
[
sup
0≤t≤T∧τ
|u(t)|q−1E
] q
q−1
) q−1
q
(
E
(∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q
p
) 1
q
≤ k1C
(
E sup
0≤t≤T∧τ
|u(t)|qE
) q−1
q
(
E
(∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q
p
) 1
q
= k1C
(
E sup
0≤t≤T∧τ
|u(t)|qE ε
) q−1
q
(
E
(∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q
p (1
ε
)q−1) 1q
≤ k1C q − 1
q
ε E sup
0≤t≤T∧τ
|u(t)|qE + k1C
1
εq−1q
E
(∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q
p
.
In the same manner for the integral I2(t) we can see that
E sup
t≥0
|I2(t)|E ≤ KE sup
0≤t≤T∧τ
|u(t)|q−pE
∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
≤ K
(
E sup
0≤t≤T∧τ
|u(t)|qE
) q−p
q
(
E
(∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q
p
) p
q
≤ Kq − p
q
εE sup
0≤t≤T∧τ
|u(t)|qE +K
p
q
1
ε
q−p
q
E
(∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
)q
Thus it follows that
E sup
0≤t≤T∧τ
|u(t)|qE ≤
(
k1C
q − 1
q
+K
q − p
q
)
εE sup
0≤t≤T∧τ
|u(t)|qE
+
(
k1C
1
εq−1q
+K
p
q
1
ε
q−p
q
)
E
(∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q
p
.
Now we can choose a suitable positive number ε such that(
k1C
q − 1
q
+K
q − p
q
)
ε =
1
2
.
Consequently, there exists C which is independent of A such that
E sup
0≤t≤T∧τ
|u(s)|qE ≤ CE
(∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q
p
.(4.9)
Case II. Now suppose ξ ∈ Mp([0, T ] × Z; Pˆ ;E). Set R(n,A) = (nI − A)−1, n ∈ N. Then
we put ξn(t, ω, z) = nR(n,A)ξ(t, ω, z) on [0, T ] × Ω × Z. Since A is the infinitesimal generator of
the C0-semigroup S(t), t ≥ 0 of contractions, by the Hille-Yosida Theorem, ‖R(n,A)‖ ≤ 1n and
ξn(t, ω, z) ∈ D(A), for every (t, ω, z) ∈ [0, T ] × Ω × Z. Moreover, ξn(t, ω, z) → ξ(t, ω, z) pointwise
on [0, T ] × Ω× Z. Also, we observe that |ξn − ξ| = |nR(n,A)ξ − ξ| ≤ 2|ξ|. Therefore, by applying
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the Lebesgue DCT, it follows that P-a.s.
E
∫ T
0
∫
Z
1(0,τ ](s) |ξn(s, z)− ξ(s, z)|pE ν(dz)ds → 0 as n→∞.
Since the Poisson random measure N is a P-a.s. positive and
E
∫ T
0
∫
Z
1(0,τ ](s) |ξn(s, z)− ξ(s, z)|pE N(ds,dz) = E
∫ T
0
∫
Z
1(0,τ ]|ξn(s, z)− ξ(s, z)|pE ν(dz)ds,
we see that P-a.s. ∫ T
0
∫
Z
1(0,τ ](s) |ξn(s, z)− ξ(s, z)|p N(ds,dz)→ 0, as n→∞.
Let us fix n ∈ N. Clearly, ξn ∈ Mp([0, T ]× Z;D(A)) and so we may define a process un by
un(t) =
∫ t
0
S(t− s)ξn(s, z) N˜ (ds,dz), t ∈ [0, T ].
Since by Lemma 3.2, the process un is a strong solution of equation (1.2) with the process ξ replaced
by ξn, we infer that it is an E-valued ca`dla`g. Hence by inequality (4.9), for every stopping time
τ ≥ 0 the following inequality holds
E sup
0≤t≤T∧τ
|un(t)|q ≤ C E
(∫ T∧τ
0
∫
Z
|ξn(s, z)|pE N(ds,dz)
) q
p
.
On the other hand, since by inequality (2.5), we have
E|un(t)− u(t)|pE = E
∣∣∣∣
∫ t
0
∫
Z
(
S(t− s)ξn(s, z)− S(t− s)ξ(s, z)
)
N˜(ds,dz)
∣∣∣∣
p
E
≤ Cp E
∫ T
0
∫
Z
|ξn(s, z) − ξ(s, z)|pE ν(dz) ds, t ∈ [0, T ],(4.10)
we deduce that for t ∈ [0, T ], un(t) converges to u(t) in Lp(Ω). Moreover, since according to (4.9),
E sup
t≥0
|un(t)− um(t)|qE ≤ CE
(∫ T
0
∫
Z
|ξn(s, z)− ξm(s, z)|pE N(ds,dz)
) q
p
and ξn(t, ω, z) → ξ(t, ω, z) on [0, T ] × Ω × Z, we infer that the right hand-side of last inequality
converges to 0 as n,m→∞. Hence, it is possible to choose a sequence {nk}∞k=1 of natural numbers
such that
E sup
t≥0
|unk+1(t)− unk(t)|qE <
1
k2q+2
.
Hence, on the basis of Chebyshev inequality, we obtain
P
{
sup
t≥0
|unk+1(t)− unk(t)|E > 1
k2
}
≤ k2qE sup
t≥0
|unk+1(t)− unk(t)|qE <
1
k2
.
Thus the series
∑∞
k=1 P
{
sup0≤t≤T |unk+1(t)− unk(t)|E > 1k
}
is convergent. It follows from the
Borel-Cantelli Lemma that with probability 1 there exists an integer k0 such that
sup
t≥0
|unk+1(t)− unk(t)|E ≤ 1
k2
, for all k ≥ k0.
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Consequently, the series of ca`dla`g processes
∞∑
k=1
[unk+1(t)− unk(t)], ∈ [0, T ]
converges, P-a.s., uniformly on [0, T ], to a ca`dla`g process which we shall denote by u˜ = (u˜(t))t≥0.
In view of Lemma 4.8, it is possible to assume that the process u˜ is separable. Thus, the function
supt≥0 |u˜(t)|q is also measurable. Moreover, we have
E sup
t≥0
|unk(t)− u˜(t)|qE → 0, as nk →∞.(4.11)
Therefore, by the Minkowski Inequality and inequality (4.9), we have[
E sup
0≤s≤T∧τ
|u˜(t)|qE
] 1
q ≤
[
E sup
0≤t≤T∧τ
|u˜(t)− unk(t)|qE
]1
q
+
[
E sup
0≤t≤T∧τ
|unk(t)|qE
] 1
q
≤
[
E sup
0≤t≤T∧τ
|u˜(t)− unk(t)|qE
]1
q
+
[
C E
(∫ T∧τ
0
∫
Z
|ξnk(s, z)|pE N(ds,dz)
) q
p
] 1
q
.
Note that the constant C on the right hand side of the above inequality does not depend on
operator A. So the constant C remains the same for every n. It follows by letting nk →∞ in above
inequality that
E sup
0≤t≤T∧τ
|u˜(t)|q ≤ C E
(∫ T∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q
p
.
Also, by Minkowski inequality we have for every t ≥ 0,(
E|u˜(t)− u(t)|pE
) 1
p ≤ (E|u˜(t)− unk(t)|pE) 1p + (E|u(t)− unk(t)|pE) 1p
≤ (E|u˜(t)− unk(t)|qE) 1q + (E|u(t)− unk(t)|pE) 1p
≤
(
E sup
0≤t≤T
|u˜(t)− unk(t)|qE
) 1
q
+
(
E|u(t)− unk(t)|pE
) 1
p .
Letting n → ∞, it follows from (4.10) and (4.11) that u(t) = u˜(t) in Lp(Ω) for any t ≥ 0. This
shows the inequailty (4.2) for q′ = q. The case q′ > q follows from the fact that if Banach space E
satisfies Assumption 4.1 for some q, then Condition 1 is also satisfied with q′ > q.

The following result could be derived immediately from the proof of the above result.
Corollary 4.1. Let E be a Banach space satisfying Assumption 4.1. Then the stochastic convolu-
tion process u has a ca`dla`g modification.
Corollary 4.2. Let E be a Banach space satisfying Assumption 4.1. Let
√
2 ≤ p ≤ 2. Then for any
n ∈ N with pn ≥ q, there exists a constant C = C(E,n) such that for every ξ ∈ ⋂nk=1Mpkloc([0,∞)×
Z; Pˆ ;E) and for every stopping time τ > 0 and t ≥ 0,
E sup
0≤s≤t∧τ
|u˜(s)|pnE ≤ C
n∑
k=1
E
(∫ t∧τ
0
∫
Z
|ξ(s, z)|pkE ν(dz)ds
)pn−k
,(4.12)
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where u˜ is a separable and ca`dla`g modification of u as before.
The proof of Corollary 4.2 is similar to the proof Lemma 5.2 in Bass and Cranston [2] or of
Lemma 4.1 in Protter and Talay [36]. The two essential ingredients of that proof are formulated
below. The latter one is about integration of real valued processes.
Lemma 4.9. Let E be a martingale type p Banach space, 1 < p ≤ 2, satisfying Assumption
4.1. Let τ > 0 be a stopping time. For any q′ ≥ q, there exists a constant C such that, for all
ξ ∈ Mploc([0,∞) × Z; Pˆ ;E), we have
(4.13) E sup
0≤s≤t∧τ
∣∣∣∣
∫ s
0
∫
Z
ξ(r, z) N˜ (dr,dz)
∣∣∣∣
q′
E
≤ C E
(∫ t∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q′
p
, t ≥ 0.
Proof of Lemma 4.9. This result is a special case of Theorem 4.3 with S(t) = I, t ≥ 0. 
Lemma 4.10. Let
√
2 ≤ p ≤ 2. For any n ∈ N there exists a constant Dn > 0 such that for any
process
f ∈
n⋂
k=1
Mpkloc([0,∞) × Z; Pˆ ;R),
and all t ≥ 0 and stopping times τ > 0, the following inequality holds
(4.14) E sup
0≤s≤t∧τ
∣∣∣∣
∫ s
0
∫
Z
f(r, z) N˜ (dr,dz)
∣∣∣∣
pn
≤ Dn
n∑
k=1
E
(∫ t∧τ
0
∫
Z
|f(s, z)|pk ν(dz)ds
)pn−k
.
Proof of Lemma 4.10. We shall show this Lemma by induction. The case n = 1 follows from [3].
Now we assume that the assertion in the Claim is true for n− 1, where n ∈ N and n ≥ 2. We will
show that it is still true for n. Since by assumption f ∈ Mp([0, T ] × Z; Pˆ ;R), so both integrals∫ t
0
∫
Z
|f(s, z)|pN(ds, dz) and ∫ t0 ∫Z |f(s, z)|pν(dz)ds are well defined as Lebesgue-Stieltjes integrals.
Moreover, we have, for every t ≥ 0 and stopping time τ > 0,
∫ t∧τ
0
∫
Z
|f(s, z)|p N˜(ds,dz) =
∫ t∧τ
0
∫
Z
|f(s, z)|pN(ds,dz)−
∫ t∧τ
0
∫
Z
|f(s, z)|p ν(dz)ds P-a.s..
(4.15)
Since for n ≥ 2, 2 ≤ pn ≤ 2n, so the function | · |pn
R
satisfies Assumption 4.1 with q = pn. Hence by
using first the inequality (4.13) and then inequality (4.15), we infer
E sup
0≤s≤t∧τ
∣∣∣∣
∫ s
0
∫
Z
f(r, z)N˜ (dr,dz)
∣∣∣∣
pn
≤ C E
∣∣∣∣
∫ t∧τ
0
∫
Z
|f(s, z)|pN(ds,dz)
∣∣∣∣
pn−1
≤ 2pn−1C
{
E
(∫ t∧τ
0
∫
Z
|f(s, z)|p N˜(ds,dz)
)pn−1
+ E
(∫ t∧τ
0
∫
Z
|f(s, z)|p ν(dz) ds
)pn−1 }
Next, by applying the induction assumption to the real valued process
|f |p ∈
n−1⋂
k=1
Mpkloc([0,∞) × Z; Pˆ ;R),
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we get
E sup
0≤s≤t∧τ
∣∣∣∣
∫ s
0
∫
Z
f(r, z)N˜ (dr,dz)
∣∣∣∣
pn
≤ 2pn−1C
(
Dn−1
n−1∑
i=1
E
(∫ t∧τ
0
∫
Z
|f(s, z)|pi+1 ν(dz) ds
)pn−1−i
+ E
(∫ t∧τ
0
∫
Z
|f(s, z)|p ν(dz) ds
)pn−1)
≤ Dn
n∑
k=1
E
(∫ t∧τ
0
∫
Z
|f(s, z)|pk ν(dz) ds
)pn−k
.
This proves the validity of the assertion in the Lemma for n which completes the whole proof. 
Proof of Corollary 4.2. Let us take n ∈ N. By applying first Theorem 4.3 and next the equality
(4.15) when ξ ∈ Mp([0, T ] × Z; Pˆ ;E), we deduce that for all t ∈ [0, T ],
E sup
0≤s≤t
|u˜(s)|pnE ≤ C E
(∫ t
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
)pn−1
≤ 2pn−1C E
(∫ t
0
∫
Z
|ξ(s, z)|pE N˜(ds,dz)
)pn−1
+2p
n−1
C E
(∫ t
0
∫
Z
|ξ(s, z)|pE ν(dz) ds
)pn−1
≤ 2pn−1 C Dn−1
n−1∑
k=1
E
(∫ t
0
∫
Z
|ξ(s, z)|pk+1E ν(dz) ds
)pn−1−k
+2p
n−1
C E
(∫ t
0
∫
Z
|ξ(s, z)|pE ν(dz) ds
)pn−1
≤ C(n)
n∑
k=1
E
(∫ t
0
∫
Z
|ξ(s, z)|pkE ν(dz) ds
)pn−k
,
where we used in the third inequality Lemma 4.9 with f replaced by real-valued process ξ such
that
|ξ|pE ∈
n−1⋂
k=1
Mpkloc([0,∞) × Z; Pˆ ;R).
This completes the proof of Corollary 4.2. 
5. Extension to progressively measurable integrands
Corollary 4.2 can be generalized to integrands which are progressively measurable processes. Let
us recall that a process ξ : [0, T ]×Ω×Z → E is F⊗Z-progressively measurable, if ξ is BF⊗Z/B(E)-
measurable, where, see [38, section 6.5], BF is the σ-field consisting of all sets A ⊂ [0, T ]×Ω such
that for every t ∈ [0, T ], the set A ∩ ([0, t] × Ω) belongs to the sigma field B[0,t] ⊗ Ft. Note that
BF ⊗ Z is the σ-field generated by a family of all sets A ⊂ [0, T ] × Ω × Z such that for every
t ∈ [0, T ], the set A ∩ ([0, t]× Ω× Z) belongs to the sigma field B[0,t] ⊗Ft ⊗Z.
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For p ∈ [1,∞), the set of all of p–integrable BF ⊗Z-progressively processes ξ : [0, T ]×Ω×Z → E
will be denoted by
Mp([0, T ] × Z;BF ⊗ Z;E)
and the Banach space of all equivalence classes of p–integrable BF ⊗ Z-progressively processes
ξ : [0, T ]× Ω× Z → E will be denoted by
M
p([0, T ]× Z;BF ⊗ Z;E).
As noted in Remark 2.7, the Itoˆ integral with respect to a compensated Poisson random measure
of processes from the class has been introduced in [3], see also [39, Theorem 3.2.27]. The following
follows from [39, Theorem 3.2.27].
Proposition 5.1. If p ∈ [1,∞) and a progressively measurable process ξ : [0, T ] × Ω × Z → E
belongs to Mp([0, T ] × Z;BF ⊗ Z;E) then there exists a sequence of ca`gla`d step functions ξn ∈
Mpstep([0, T ]× Z; Pˆ ;E), such that ξn → ξ in ξ ∈ Mp([0, T ] × Z;BF ⊗ Z;E), as n→∞.
Corollary 5.1. Let E be a Banach space satisfying Assumption 4.1. Let
√
2 ≤ p ≤ 2 and n ∈ N
such that pn ≥ q. Then for for every ξ ∈ ∩nk=1Mp
k
([0, T ] × Z;BF ⊗ Z;E) there exists a process
u˜ which is a separable and ca`dla`g modification of the stochastic convolution process u defined, as
before, by (3.1). Moreover, there exists a constant C = C(E,n) independent of ξ, such that for
every stopping time τ and t ∈ [0, T ], inequality (4.12) holds true.
Proof. By Proposition 5.1, there exists a sequence {ξi : i ∈ N} ⊂ ∩nk=1Mp
k
step([0, T ] × Z; Pˆ ;E) of
ca`gla`d processes convergent to ξ in ∩nk=1Mp
k
([0, T ]×Z;BF ⊗Z;E). By Theorem 4.3, for every i,
the exists a separable ca`dla`g modification u˜i of the process ui being the solution of the Problem
ui(t) =
∫ t
0
∫
Z
S(t− s)ξi(s, z)N˜ (ds,dz), t ∈ [0, T ].(5.1)
which satisfies
E sup
0≤s≤t∧τ
|u˜i(s)|p
n
E ≤ C
n∑
k=1
E
(∫ t∧τ
0
∫
Z
|ξi(s, z)|p
k
E ν(dz)ds
)pn−k
, t ∈ [0, T ], l ∈ N.(5.2)
and, for all i, j ∈ N,
E sup
0≤s≤t∧τ
|u˜i(s)− u˜j |p
n
E ≤ C
n∑
k=1
E
(∫ t∧τ
0
∫
Z
|ξi(s, z)− ξj(s, z)|p
k
E ν(dz)ds
)pn−k
, t ∈ [0, T ], l ∈ N.
(5.3)
Arguing as in the proof of Theorem 4.3 we can conclude the proof. 
6. Final comments
Inequality (1.1) can also be derived by the method used by the third named author and Seidler
in [14], see as inequality (4) therein. These authors used the Szeko¨falvi-Nagy’s Theorem on unitary
dilations in Hilbert spaces. However, this method works only for analytic semigroups of contraction
type while the results from the current paper are valid for all C0 semigroups of contraction type.
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Let us now formulate the following result whose proof is a clear combination of the proofs from
[14] and [12]. For the explanation of the terms used we refer the reader to the latter work. Similar
observation for processes driven by a Wiener process was made independently by Seidler [34].
Theorem 6.1. Let E be a martingale type p Banach space, where 1 < p ≤ 2. Let −A be a
generator of a bounded analytic semigroup in E such that for some θ < 12pi, the operator A has a
bounded H∞(Sθ) calculus. Then, for any 0 < q
′ < ∞, there exists a constant C such that for all
ξ ∈ Mploc([0,∞) × Z; Pˆ ;E) and for every stopping time τ > 0, we have
E sup
0≤s≤t∧τ
∣∣∣∣
∫ s
0
∫
Z
S(s− r)ξ(r, z) N˜ (dr,dz)
∣∣∣∣
q′
E
≤ C E
(∫ t∧τ
0
∫
Z
|ξ(s, z)|pE N(ds,dz)
) q′
p
, t ≥ 0.(6.1)
The following result could be derived immediately from the proof of above theorem.
Corollary 6.1. Let E be a martingale type p Banach space, where 1 < p ≤ 2. Let −A be a
generator of a bounded analytic semigroup in E such that for some θ < 12pi the operator A has a
bounded H∞(Sθ) calculus. Then, the stochastic convolution process u defined by (1.1) has ca`dla`g
modification.
Appendix A. Appendix
Definition A.1. A Banach space E with norm ‖ · ‖ is of martingale type p, for p ∈ (1, 2] if and
only if there exists a constant Cp(E) > 0 such that for any E-valued discrete martingale {Mk}nk=1
the following inequality holds
E‖Mn‖p ≤ Cp(E)
n∑
k=0
E‖Mk −Mk−1‖p,(A.1)
with M−1 = 0 as usual.
Remark A.2. Any separable Hilbert space is of martingale type 2 with
E‖Mn‖2 =
n∑
k=0
E‖Mk −Mk−1‖2.
If E and F are isomorphic Banach spaces, then E is of martingale type p if and only if F is of
martingale type p.
The following definition of 2-smooth Banach spaces in terms of asymptoticity of the modulus of
smoothness of the norm can be found in [28] and [29].
Definition A.3. A Banach space E is p-smooth if there exists an equivalent norm defined by the
modulus of smoothness of (E, ‖ · ‖)
ρE(t) = sup{1
2
(‖x+ ty‖+ ‖x− ty‖)− 1 : ‖x‖ = ‖y‖ = 1}
satisfying ρE(t) ≤ Ktp for all t > 0 and some K > 0.
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Remark A.4. A Banach space is of martingale type p if and only if it is p-smooth, see [28]. Hence
all spaces Lq(µ), for q ∈ [p,∞) and q > 1 with an arbitrary positive measure µ are of martingale
type p. Note that any closed subspaces of martingale type p spaces are of martingale type p. So the
Sobolev spaces W k,q, for q ∈ [p,∞) and k > 0 are of martingale type p.
The following Lemma can be found in [37].
Lemma A.5. A Banach space E is p-smooth, 1 < p ≤ 2, if and only if the Fre´chet derivative of
the norm function x 7→ ‖x‖p is globally (p − 1)-Ho¨lder continuous on E.
Lemma A.6. If a real separable Banach space E satisfies Assumption (4.1), then E is of martingale
type p, for all p ∈ (1, 2].
Proof of Lemma A.6. see [29] It is sufficient to consider the case p = 2, see [29]. Let E be a Banach
space with norm ‖ · ‖. We assume that q > 2 and that the function
ψ : E ∋ x 7→ ‖x‖q ∈ R
is of C2-class and satisfies the standard assumptions, i.e.
‖ψ′(x)‖ ≤ C1‖x‖q−1, ‖ψ′′(x)‖ ≤ C2‖x‖q−2, x ∈ E.
We consider a function
φ : E ∋ x 7→ ‖x‖q ∈ R.
We claim that φ is of C1 class and of C2 class on E \ {0}, and φ′ is globally Lipschitz continuous
on E.
To see this, observe first by chain rule that for any x ∈ E \ {0},
φ′(x) =
2
q
[
ψ(x)
] 2
q
−1
ψ′(x).
Thus,
‖φ′(x)‖ ≤ C(‖x‖q) 2q−1‖x‖q−1 = C‖x‖.
In particular, limx→0 ‖φ′(x)‖ → 0 and thus φ is differentiable at 0 and d0φ = 0.
Applying the chain rule again, we have for x ∈ E \ {0}
φ′′(x) =
2
q
(
2
q
− 1)[ψ(x)] 2q−2ψ′(x)⊗ ψ′(x) + 2
q
[
ψ(x)
] 2
q
−1
ψ′′(x)
As above, using the assumptions of the derivatives of ψ we infer that there exists C > 0 such that
‖φ′′(x)‖ ≤ C, x ∈ E \ {0}.
For any x, y ∈ E \ {0}, by applying the mean value Theorem, see e.g. [8], we have
‖φ′(x)− φ′(y)‖ = ‖φ′′(θ)(x− y)‖ ≤ C‖x− y‖,
where the point θ lies on the same line segment between x and y. Hence the first derivative φ′
is globally Lipschitz continuous. By applying Lemma A.5, we infer that the Banach space E is
2-smooth and hence it is of martingale type 2. 
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