[1] A model representing the global average ionosphere and thermosphere (GAIT) is developed as a tool to explore the response of the coupled system to changes in the input solar irradiance between 3 and 360 nm. The GAIT model self-consistently solves the coupled continuity, momentum, and energy equations for the three major neutral species, N 2 , O 2 , and O, as well as minor neutral constituents important to the global energy budget. In the ionosphere the model includes five different ion species and two excited states of O + . The GAIT model also includes an approximate treatment of photoelectrons, in order to calculate secondary ionization and thermal electron volume heating rates. After examining the sensitivity of the GAIT model to uncertainties in key reaction rates and inputs, we consider its response to four different extreme ultraviolet irradiance models. With three of the irradiance models we reproduce the expected variation in exospheric temperature to within 2%; however, the dynamic range of the fourth is deemed to be too small. We conclude with an analysis of the model's wavelength-dependent sensitivity to input solar photons. 
Introduction
[2] In a series of papers spanning over 20 years, R. G. Roble and others pioneered the concept of a 1-D global mean model of the upper atmosphere. Their work culminated with the creation of coupled models representing the thermosphere/ionosphere , hereinafter referred to as R87] and mesosphere/thermosphere/ ionosphere [Roble, 1995, hereinafter referred to as R95] . These papers showed that a relatively simple 1-D model could be used to accurately represent the global average state of the upper atmosphere over the course of a typical solar cycle.
[3] A global average model obviously neglects horizontal structure and transport; instead, it represents a climatological view of the total system. An appreciation of the model's strengths and weaknesses is therefore crucial. Consider empirical models of the thermosphere and ionosphere; they are useless when it comes to predicting high-resolution variability due to space weather, but ideal for generating climatology at a given location. In the same manner, a global average model cannot answer questions involving horizontal or diurnal structure, but does provide a physically realistic picture of how an idealized atmosphere responds to solar input. Sophisticated 3-D models provide a more complete picture, but are much more complex, have exponentially greater computational requirements, and are more difficult to interpret.
[4] The ultimate goal of this work is to explore the global response of the thermosphere and ionosphere to irradiance inputs outside the range of the normal solar cycle. This will require extrapolations of the solar irradiance to previously unmeasured levels, a speculative proposition. In that light, a full 3-D general circulation models is not warranted, whereas a 1-D global average model is ideally suited to the task.
[5] Borrowing extensively from R87 and R95, we describe a new Global Average Ionosphere/Thermosphere (GAIT) model that represents the average state of the atmosphere, from the mesopause to upper thermospheric heights. In addition to the three major neutral species, N 2 , O 2 , and O, the model also solves for the concentrations of various minor neutral constituents; these include, He, N( [6] Given our eventual goal of exploring the upper atmosphere's response to irradiance inputs outside of the normal solar cycle, the GAIT model is built to be largely independent of a specific solar irradiance representation. For example, rather than using volume heating rates parameterized by the 10.7 cm radio flux (F10.7), we directly account for the photon flux between 3 and 360 nm. The GAIT model also includes an approximate treatment of photoelectrons, rather than relying on simple scale factors of secondary ionization or parameterizations of the thermal electron volume heating rate.
[7] In this paper we describe the GAIT model in detail and then validate our results against the earlier Roble et al. [1987] model, as well as the Mass Spectrometer Incoherent Scatter (MSIS-90) empirical model [Hedin, 1991] . We next examine the model's sensitivity to uncertainties in key reaction rates and inputs affecting the global energy budget. Leveraging the GAIT model's sensitivity to the input solar spectrum, we explore its response to four different extreme ultraviolet (EUV) irradiance models. We find that one of the irradiance models does not have sufficient dynamic range to reproduce the expected variation in the neutral gas temperature. We conclude with a discussion of the wavelength sensitivity of model results.
[8] A companion paper uses the GAIT model to examine the response of the coupled thermosphere and ionosphere to irradiance input outside of the normal solar cycle range. In one extreme, we reduce the input solar irradiance toward levels believed representative of the Maunder Minimum epoch (1640 -1710 A.D.) , and in the other we extrapolate to extremely high levels; the solar irradiance is increased by an amount equal to three times the normal cycle variation.
GAIT Model Description
[9] The GAIT model self-consistently solves the onedimensional neutral, ion, and electron energy equations, as well as the continuity and momentum equations for both neutral and ion species. The lower boundary is set to an altitude of 95 km, while the upper boundary is varied to capture the topside F region ionosphere, typically between 500 and 700 km. Beginning with arbitrary initial conditions, the coupled equations are integrated forward in time until the system reaches a steady state, in approximately 20 days of integration time.
[10] The model description given in this section focuses primarily on processes that have been updated or otherwise differ from the earlier models in R87 and R95. The first and most obvious distinction being the GAIT model is solved in Cartesian altitude coordinates, while the earlier models were solved in pressure coordinates. Transforming from altitude to pressure is simple, and we will, in fact, present most of the output in pressure coordinates in order to facilitate comparison with the earlier results.
Neutral Gas Energy Equation
[11] The familiar heat conduction equation is modified to approximate the effects of turbulent mixing [Johnson and Gottlieb, 1970; Gordiets et al., 1982] ,
where T and n identify the neutral gas temperature and density, G the adiabatic lapse rate ($10 K/km), K eddy the eddy diffusion coefficient, and z the altitude. C p and l (refer to the specific heat and thermal conductivity [Schunk and Nagy, 2000] , averaged for a multispecies gas. Q and L are the heating and cooling terms described further in sections 2.5 and 2.6.
[12] The temperature at the model's lower boundary is fixed at 177 K, on the basis of a global average obtained from the empirical MSIS-90 model. The model's lower boundary height was deliberately chosen to coincide with the global average mesopause height, since the MSIS-90 global average temperature changes less 1% over the course of the solar cycle at this altitude. At the upper boundary we assume @T n @z = 0.
[13] No standard formulation for the shape or magnitude of the eddy diffusion coefficient exists; it remains essentially a free parameter used to match model with observations in the mesosphere and lower thermosphere. We followed the parameterization of R87,
A maximum value of K max = 100 m 2 s À1 was selected in order to best match MSIS-90 global averages. The independent variable Z is a pressure coordinate defined in R87 as
where P is the pressure, and the reference pressure P o is 50 mPa.
Ion and Electron Energy Equations
[14] For the parallel ion and electron temperatures an equation similar to (1) applies, but because T i and T e are locked to T n at low altitudes, we can neglect the eddy diffusion term [Schunk and Nagy, 2000] . Calculation of the thermal conductivities for both the ion and electron equations are described in Rees and Roble [1975] and Schunk and Nagy [2000] . Thermal electrons are heated by collisions with photoelectrons, described further in section 2.8. Collisional heating and cooling rates for the ion and electron gases are given by Schunk [1988] , Schunk and Nagy [2000] , and Rees and Roble [1975] .
[15] At the lower boundary, both the electron and ion temperatures are set equal to the neutral temperature. A downward heat flux from field lines connecting to the plasmasphere and magnetosphere is required to obtain a reasonable electron temperature profile; R87 and R95 adopt a fixed heat flux boundary condition of 3 Â 10 9 eV cm À2 s
À1
for the electron gas. To better approximate variation during the solar cycle we have used the Titheridge [1998] empirical model to create global average electron temperature profiles, and from these profiles generated a simple linear relationship for the heat flux as a function of solar cycle. This parameterization results in a heat flux of 4.4 and 7.2 Â 10 9 eV cm À2 s À1 at solar minimum and maximum respectively. For the ions we use a free upper boundary condition,
Momentum and Continuity Equations
[16] The momentum equation for the neutral constituents follows from the development of Chapman and Cowling [1952] ; Colegrove et al. [1966] later included a term to approximate the effects of eddy diffusion. The resulting one-dimensional equation for component i of a multispecies gas, neglecting bulk motion, can be written as,
where n i , j i , and a i identify the concentration, flux, and thermal diffusion factor of species i respectively. The thermal diffusion factor is assumed to be zero for all species except helium, for which it is set to À0.4 [Colegrove et al., 1966] . H i is the scale height of species i, while H mix is the scale height of the mixture. The diffusion coefficient D i is given by
The mutual diffusion coefficient D ij is a function of temperature. When available, experimental results are used [Colegrove et al., 1966] ; otherwise we rely on the hard sphere approximation and estimates of the collision diameter given by Lettau [1951] . When applying (4) and (5) to minor neutral species, the sum j is over just the three major constituents.
[17] The flux, j i , specified by the momentum equation above is substituted into the continuity equation,
P i and L i are the constituent dependent production and loss terms, which include photodissociation, photoionization, and the applicable chemical reactions. The model's chemical scheme is primarily a subset of the one given in R95, where we have used only those reactions relevant to the constituents included in the GAIT model. A few additional reactions have also been included, primarily on the basis of the ionospheric scheme of Schunk [1988] ; updates have also been made to reaction rates when available. Tables 1 and 2 list those reactions and reaction rates that differ from the chemistry of R95. [19] Of the ions, O + ( 4 S) and N + are subject to transport, the rest are assumed to be in photochemical equilibrium. The ion momentum equation is similar to (4), with the diffusion coefficient, scale height, and neutral temperature replaced by equivalent plasma parameters [Schunk, 1988; Schunk and Nagy 2000] . Photochemical equilibrium is assumed as a lower boundary condition for all species. NO + , O 2 + , and N 2 + are coupled nonlinearly through dissociative recombination reactions with electrons; to facilitate a stable solution, the corresponding continuity equations are expanded in a Taylor's series using the method described by Schunk [1988] .
Solar Irradiance
[20] R87 relied on measurements from the Atmospheric Explorer (AE) satellites made during solar minimum and maximum to specify the solar irradiance Torr, 1980, 1985; Hinteregger et al., 1981] . Since that time, additional measurements and improved instrument calibration have resulted in new empirical solar irradiance models. R95 accounted for these updates by including an unpublished irradiance model developed by S. C. Solomon. The standard irradiance input for the GAIT model is based on the vacuum ultraviolet (VUV) model [Woods and Rottman, 2002] , and is described further in section 5. For convenience, we will refer to the ionizing wavelengths, 3 -105 nm, as the EUV, and everything longward of 105 nm as UV.
Neutral Gas Heating
[21] The global average heating rate, Q in equation (1), consists of a number of different processes: (1) excess energy available after photon dissociation, (2) heating from exothermic neutral-neutral chemical reactions, including recombination of atomic oxygen and quenching of excited species, (3) heating from exothermic ion-neutral chemical reactions, (4) collisions between thermal electrons, ions, and neutrals, and (5) Joule heating. All but one of these processes (Joule heating) begins with the absorption of solar photons.
[22] In the global average, the effective photoabsorption rate at altitude z, by species i, is given by the expression,
Here n i is the concentration and s i the absorption cross section of species i; I 1 identifies the solar flux at the top of the atmosphere and t the optical depth, which is calculated using the method of Smith and Smith [1972] . In the above expression, the outer integration is over the cosine of the solar zenith angle m, and the inner integration is over l, the incident wavelength. Equation (7) differs from the one used in R87 and R95. That earlier work assumed a ''plane atmosphere'' to simplify the expression; however, this assumption breaks down for latitudes higher than $70 degrees resulting in lower photoabsorption rates than those calculated with (7).
[23] Torr et al. [1979] parameterized the EUV wavelengths, from 5 to 105 nm, into 37 wavelength bins and provided effective absorption and ionization cross sections; these flux averaged cross sections were updated by Richards et al. [1994] to include the more recent measurements compiled by Fennelly and Torr [1992] . The GAIT model extends the coverage down to 3 nm using the Fennelly and Torr data.
[24] The model includes the effects of the strong H Lyman-alpha line (121.6 nm) using the cross sections parameterized by Nicolet [1985] . In the Schumann-Runge continuum (125 -175 nm), the photons are absorbed primarily by O 2 , resulting in dissociation into O( Nee and Lee [1997] and Lee and Nee [2000] .
[25] Calculation of the O 2 photodissociation rate in the Schumann-Runge bands (175 -195 nm) is complicated by a highly variable O 2 absorption cross section. Under these circumstances, averages made over the 1 -5 nm wide bins we typically use are no longer physically representative of the actual cross section, and the problem seemingly requires high-resolution integration over wavelength. A computationally efficient alternative is to transform the highly variable integrand into a smooth one using a cumulative distribution function, as described by . At these longer wavelengths the products of O 2 dissociation are all assumed to be in the ground state, O( 3 P).
[26] Longward of 195 nm, absorption by O 2 is negligible in the thermosphere, but photolysis of ozone in the Hartley (200-300 nm) and Huggins (300 -350 nm) bands contributes a small amount to the total neutral gas heating rate. Ozone photoabsorption cross sections and the quantum yield for excited state dissociation products are taken from Jet Propulsion Laboratory (JPL) [2003] .
[27] Roble and Emery [1983] found that the global average exosphere temperature they calculated was too small without the addition of a high-latitude heat source, to account for Joule heating and auroral particle input. On the basis of the results of R87 we represent quiet geomagnetic conditions using a fixed global Joule heating rate of 70 GW, and disregard the negligible direct particle heating. The heating rate is calculated using the following expression,
where s p is the Pedersen conductivity and E an imposed electric field that is assumed constant in height. To account for changes in s p , the applied electric field is updated at each integration step ensuring the integrated Joule heating rate remains constant.
Neutral Gas Cooling
[28] The loss term, L, in equation (1) is composed of three infrared radiative cooling mechanisms: (1) 63 mm cooling A08305 SMITHTRO AND SOJKA: GLOBAL AVERAGE THERMOSPHERE IONOSPHERE due to the fine structure of atomic oxygen, (2) 5.3 mm cooling from the fundamental band of nitric oxide, and (3) cooling due to the 15 mm band of carbon dioxide.
[29] Bates [1951] was the first to demonstrate the importance of infrared cooling at 63 mm, using a local thermodynamic equilibrium (LTE) expression and assuming an optically thin atmosphere. At low altitudes, however, the thermosphere is optically thick to 63 mm. A parameterization by Glenar et al. [1978] is used to approximate the necessary correction, giving nearly the same results as full radiative transfer calculations based on the algorithms of Craig and Gille [1969] and Kockarts and Peetermans [1970] .
[30] In R87, Roble et al. arbitrarily reduced the 63 mm cooling rate by a factor of 2 in order to approximate non-LTE effects suggested by the results of Grossmann and Offermann [1978] and Durrance and Thomas [1979] . However, more recent measurements by Grossmann and Vollmann [1997] and modeling work by Sharma et al. [1994] provided evidence for an LTE distribution through most of the thermosphere; therefore the GAIT model uses the LTE assumption. If we instead adopt the approach of R87, and divide the 63 mm cooling rate by a factor of 2, the resulting exospheric temperatures are 4% higher at solar minimum and 2% higher at maximum.
[31] Kockarts [1980] showed that the fundamental 5.3 mm NO emission is not in local thermodynamic equilibrium, and used detailed balance to derive an expression for the population of NO in the n = 1 vibrational level. Collisions between NO and O are the most important in exciting this state, and we adopt a value of 2.8 Â 10 -11 cm 3 s -1 [Duff and Sharma, 1997] for this rate coefficient.
[32] Cooling by CO 2 at 15 mm requires both a consideration of non-LTE effects as well as radiative transfer; in addition, closely spaced energy levels and differences between CO 2 isotopes makes it the most difficult of the three radiative processes to model. The parameterization of Fomichev et al. [1998] , which is used in the GAIT model, takes into account these processes. As was the case with NO, collisions involving O are the most important means of exciting this CO 2 vibrational state. There is significant uncertainty in the rate coefficient for these collisions; we use the rate suggested by Sharma and Wintersteiner [1990] and discuss the model's sensitivity to this rate further in section 4.1.
Minor Neutral Constituents
[33] The metastable states of atomic and molecular oxy-
, are assumed to be in photochemical equilibrium. These excited state species are produced primarily during the dissociation of O 2 and O 3 by ultraviolet radiation, and are included in order to obtain the correct heating efficiency [Mlynczak and Solomon, 1993] .
[34] Ozone is included in the model for its minor role in neutral gas heating. On the basis of the results of Allen et al.
[1984], we assume O 3 is in photochemical equilibrium. Photolysis cross sections and quantum yields for excited state products are taken from JPL [2003] .
[35] The carbon dioxide concentration is of great importance given its role in cooling the neutral gas. On the basis of the work of Trinks and Fricke [1978] , carbon dioxide is subject to vertical transport. CO 2 photoabsorption cross sections used in the GAIT model are taken from Yoshino et al. [1996] , Shemansky [1972] , and Nicolet [1985] . Because global empirical models for the CO 2 concentration do not exist, the lower boundary condition is specified using a fit to experimental data provided by Fomichev et al. [1998] , which corresponds to a mixing ratio of 360 ppm in the homosphere. For comparison, R95 specified 350 ppm as a global average boundary condition at 30 km. Although there is some uncertainty in the proper mixing ratio, the model results are relatively insensitive to it. Varying the homosphere mixing ratio from 300 to 400 ppm, results in a 3.5% change to the neutral exospheric temperature at solar minimum, and only 1% at solar maximum when cooling by NO compensates.
[36] In order to calculate the nitric oxide concentration, an important contributor to radiative cooling, we must also account for both ground state and metastable atomic nitrogen, N( 4 S) and N( 2 D). The concentrations of NO and N( 4 S) are modeled as minor species subject to transport, whereas photochemical equilibrium is assumed for N( 2 D). Photolysis of NO in the Schumann-Runge bands is included using the method of Minschwaner and Siskind [1993] . At the lower boundary we use the approach of R87; N( 4 S) is assumed to be in photochemical equilibrium, while for NO we allow a small downward flux. Other than to generate a physically satisfying low altitude profile for NO, the choice of downward flux is irrelevant; cooling by CO 2 dominates at the model's lower boundary, and the choice of flux does not affect higher altitudes where cooling by NO is important.
[37] Helium is included in the model as a passive tracer. Its vertical distribution is governed solely by diffusive transport, both eddy and molecular. The vertical profile is used to help tune the eddy diffusion coefficient through comparison with the MSIS-90 model. At high altitudes, He also contributes to the diffusion coefficient and thermal conductivity.
Photoelectrons
[38] Photoelectrons provide the primary heat source for thermal electrons, as well as an important source of secondary ionization to the neutrals. R87 and R95 relied on a parameterization by Swartz and Nisbet [1972] to specify the thermal electron heating rate as a function of the total photoionization rate, and assumed secondary ionization to be 30% of the primary EUV ionization rate. While reasonably accurate under normal solar conditions, both of these parameterizations are based on an assumed solar spectrum and therefore cannot reflect gross changes for extreme solar input or variability in the spectral weighting between various spectra.
[39] Rather than rely on parameterizations to account for photoelectrons, the GAIT model includes an approximate solution for the photoelectron flux based on the model of Richards and Torr [1983] . Their approach uses a local equilibrium approximation to calculate the photoelectron flux at each altitude. The treatment of cascading electrons is simplified by assuming only a limited set of energy losses available to each electron based on the average losses for that particular energy. Excitation and ionization cross sections are derived from the early parameterizations of Green and Stolarski [1972] and Jackman et al. [1977] ; Solomon et al. [1988] updated the coefficients to include more recent measurements.
[40] Using their local equilibrium approximation, Richards and Torr [1983] were able to show excellent agreement with a full transport model across all energies for altitudes below 250 km, and reasonable agreement with observations from the AE-E satellite. Above 300 km, transport effects become increasingly important and the approximation overestimates the photoelectron flux, especially at energies below 20 eV. For this reason, the GAIT model does not include photoelectron effects above a pressure coordinate of Z = 3 (300 -400 km). This approach causes a small discontinuity in some of the minor neutral and ion constituents and an inflection in the electron temperature profile, but neither significantly affects the overall solution.
[41] Richards and Torr [1983] cautioned that the photoelectron flux below 2 eV, which is responsible for most of thermal electron heating, may be too high at all altitudes because of transport effects. In fact, the electron heating rate calculated in the GAIT model is 40% higher than the Swartz and Nisbet [1972] parameterization at the peak heating altitude, although some of this difference could be attributed to updated cross sections. On the other hand, the ratios of photoelectron to primary ionization rates calculated by the GAIT model are remarkably similar to those given by Richards and Torr [1988] based on a full transport solution.
Model Validation
[42] The GAIT model was run using the inputs described previously for both solar minimum and maximum, assuming quiet geomagnetic conditions (Ap = 4). Per the arguments of R87, the applied electric field associated with Joule heating was set such that it resulted in 70 GW of global heat input. Other than changing the input solar irradiance, specified by the VUV model, all other input conditions remained fixed between the two runs. All of the profiles shown here (Figures 1 -4) are plotted using the pressure coordinate Z as the vertical axis in order to facilitate comparisons with R87 and R95. [43] Given the long time constants of the thermosphere, the GAIT modeled temperature and neutral gas concentrations are reasonably representative of the average conditions, since these parameters undergo relatively little diurnal variation. On the other hand, time constants in the ionosphere are shorter, and there is typically a strong diurnal variation in the electron density and plasma temperature. The concept of a globally averaged ionosphere is therefore not as intuitive. Because the solar input is ever-present, yet reduced by averaging, it is more appropriate to think of the ionosphere calculated by the GAIT model as representing midlatitude daytime conditions, subject to the underlying modeled thermosphere. Indeed, ion concentrations calculated by the GAIT model are very similar to midlatitude daytime results from other 3-D physical models, such as the TimeDependent Ionosphere Model [Schunk, 1988] .
Neutral, Ion, and Electron Gas Temperatures
[44] Figure 1 shows the calculated neutral, ion, and electron gas temperature profiles for both solar minimum (Figure 1, top) and maximum (Figure 1, bottom) . Also shown are the globally averaged neutral temperature profiles from the empirical MSIS-90 model.
[45] At solar minimum the GAIT model calculated an exospheric temperature of 728 K compared to an MSIS-90 value of 736 K. As Figure 1 demonstrates, the two solar minimum temperatures correlate extremely well over the entire profile. The solar minimum ion and electron temperature profiles are also very similar in both shape and magnitude to those of R87. At Z = 5 ($400 km) the electron temperature calculated by the GAIT model is 1920 K compared to approximately 1775 K calculated in R87, but this is to be expected given the differences in the electron heat flux boundary condition.
[46] The GAIT model calculated a solar maximum exospheric temperature of 1250 K versus an MSIS-90 value of 1253 K; however, as Figure 1 (bottom) shows, the two temperature profiles do not track as closely as in the solar minimum case. At a pressure of Z = À1.5 ($175 km) the MSIS-90 temperature is nearly 17% greater than the GAIT SMITHTRO AND SOJKA: GLOBAL AVERAGE THERMOSPHERE IONOSPHERE result. As we describe later, significant uncertainty remains in some of the important reaction rates, as well as the choice of EUV representation, all of which could contribute to this discrepancy.
[47] The calculated ion and electron temperature profiles at solar maximum are again similar to those of R87. A peak in the electron temperature at approximately 200 km corresponds to a maximum in photoelectron heating. The electron temperature at this local maximum is about 15% larger than the Roble et al. value, reflecting the fact that the photoelectron heating rate calculated internally by the GAIT model is about 40% higher than the one used in R87. Above this peak, the electron temperature decreases to come within roughly 200 K of the neutral temperature. This reflects increased collisional coupling between electrons, ions, and neutrals at these altitudes, which is greater at solar maximum than minimum because of the increased electron density. As was the case for solar minimum, the GAIT electron temperature is much higher than R87, 2024 K versus $1700 K, again because of the difference in the electron heat flux boundary condition. The solar maximum electron temperature profile shows a small inflection at Z = 3 coinciding with where the photoelectron calculation stops, while in the solar minimum case, the downward heat flux dominates, resulting in a smooth profile.
Major Neutral Constituents
[48] Global mean number densities for the three major neutral species are shown in Figure 2 , along with similar global means from the MSIS-90 model. Viewed on a log scale, the two models appear to agree remarkably well over the entire altitude range and at both solar minimum and maximum. At solar minimum the largest difference between the GAIT and MSIS-90 results are in O 2 , which differ by 16% at Z = 3.5. The maximum difference in the N 2 and O profiles at solar minimum are 9% and 5%. The close agreement between the atomic oxygen profiles is especially good considering that it uses a Neumann lower boundary condition rather than one specified by MSIS-90. The agreement between the GAIT and MSIS-90 models is not quite as good at solar maximum, which should be expected given the differences that exist in the neutral temperature profile (Figure 1 ). The largest variation between the two models is again found in the O 2 profile, which shows a 44% difference at Z = À3. The maximum differences in the N 2 and O profiles are 21% and 16% respectively, at roughly the same pressure.
Ionospheric Constituents
[49] Figure 3 shows the calculated global mean electron and ion density profiles for both solar minimum and maximum. It is important to reiterate that the timescales in the ionosphere are too short to justify the concept of a ''global mean,'' as opposed to the thermosphere where this makes physical sense. Instead, given the commensurate reduction of photon flux, the ion and electron density profiles computed by GAIT should be taken to represent daytime midlatitude conditions, subject to the underlying global average thermosphere.
[50] In Figure 3 , a discontinuity in the NO + and N 2 + concentrations at Z = 3 corresponds to where the photoelectron calculation stops, which reduces the effective ionization rate. A discontinuity also exists in the O 2 + profile, but it is too small to be visible. Transport smoothes out any discontinuities in the O + ( 4 S) and N + profiles. Fixed scale factors could be used to approximate secondary ionization above Z = 3, but the discontinuities are retained to both remind us of where the photoelectron calculation stops, as well as to indicate the magnitude of the effect they have on the total concentration. At solar minimum, eliminating the secondary ionization source decreases the N 2 + and NO + densities by 27% and 21% respectively, while O 2 + only decreases by 6%. The discontinuities at solar maximum are not visible in Figure 3 , however, the N 2 + , NO + , and O 2 + concentrations decrease by 21%, 5%, and 6% respectively.
[51] The results shown in Figure 3 are consistent with the previous global average results of R87 and R95. Some differences exist, particularly in the E region concentrations of NO + and O 2 + during solar maximum, where variability in solar soft X-rays and the impact of photoelectrons are important.
Minor Neutral Constituents
[52] Figure 4 shows the calculated global mean densities for the odd nitrogen family, N( ) with O 2 at higher altitudes. The second of these reactions is highly dependent on temperature; as a result, the shape of the NO profile shows distinct differences between solar minimum and maximum at roughly Z = À4 (115 km). These changes relate directly to the neutral temperature; even a small increase in the temperature at these altitudes, e.g., an additional 25 K caused by increasing the Joule heating rate to 100 GW, removes the dip at Z = À4.
Model Sensitivities
[53] We next examine the GAIT model's sensitivity to key heating and cooling processes by considering uncertainties in the reaction rates and inputs. The neutral gas exospheric temperature and total electron content (TEC) are chosen as scalar variables representative of the thermosphere and ionosphere respectively. The total electron content is approximated by integrating the electron density over the model's altitude range and then adding a topside contribution by assuming the electron density extends to infinity at the O + scale height. Table 3 lists the percentage change that occurs in both. The reference values, using the standard inputs described previously, are listed as case a.
CO 2 Cooling
[54] Radiative cooling at 15 mm by CO 2 constitutes roughly 60% of the total heat loss in the thermosphere, therefore changes to this process can have a dramatic effect on the global average solution. The bending vibration responsible for the 15 mm emission is excited primarily by collisions between CO 2 and O, but the reaction rate for this collision has a large uncertainty. Table 3 shows the change that occurs if we adopt the lower experimental value. At solar minimum the exospheric temperature increases by almost 12%; at solar maximum the percentage increase is less because cooling by NO is more effective.
NO Cooling
[55] Emission at 5.3 mm by NO is an important thermospheric cooling mechanism, especially for high solar activity. The principal loss for NO is the reaction NO + N( 4 S) ! N 2 + O; however, the temperature dependence of this reaction rate differs significantly in the literature [Wennberg et al., 1994] , which has a completely different temperature dependence than the JPL coefficient. Cases c and d in Table 3 examine the sensitivity of the GAIT model to these different reaction rates. In both examples, the changes lead to increased exospheric temperatures and TEC.
Joule Heating
[56] In R87, Roble et al. suggested that a global Joule heat input of 70 GW was consistent with geomagnetic quiet conditions, and that is the standard value used in the GAIT model. To gauge the importance of this term, we varied the total Joule heating between 40 and 100 GW. Cases e and f in Table 3 show that the resulting change in the exospheric temperature is less than 5%, the biggest difference being at solar minimum when Joule heating is a larger fraction of the total heat input.
Heat Flux Boundary Condition
[57] In section 3.1 we described how differences in the heat flux boundary condition resulted in larger electron temperatures than calculated by R87 or R95. Through collisions, this also increases the neutral gas temperature. To examine this effect, we substituted the same 3 Â 10 9 eV cm À2 s À1 heat flux used in R87 and R95 in place of our parameterized boundary condition. The sensitivity of the neutral gas exospheric temperature, shown in case g in Table 3 , to this boundary condition is small, varying less than 2%. The electron temperature is much more sensitive; at the upper boundary T e decreases 10% and 23% at solar minimum and maximum respectively.
Secondary Ionization by Photoelectrons
[58] Section 2.8 describes the approximate method used in the GAIT model to calculate secondary ionization by photoelectrons. R87 and R95 employed a fixed scale factor of 1.3 to approximate this effect. If this factor is adopted in the GAIT model, case h in Table 3 , the exospheric temperature decreases by less than 3%, while the solar maximum TEC decreases about 8%.
Photoelectron Heating of Thermal Electrons
[59] The approximate photoelectron calculation is also used to specify the thermal electron volume heating rate. As noted in section 2.8, the peak heating rate calculated by GAIT is roughly 40% higher than parameterized values used in R87 and R95, which results in higher electron temperatures. Case i in Table 3 shows that the impact of using the parameterized heating rate is only 5 to 6% at solar maximum and less at solar minimum, when lower electron densities decrease the coupling between T e and T n .
[60] Of all the examples considered in Table 3 , none changed the exospheric temperature by more than 13%, or the TEC by more than 23%. We therefore assert that the model is robust over the normal range of solar cycle variability, and the results determined primarily by changes in the solar irradiance. For this reason, we next examine more closely the choice of solar EUV irradiance model.
Model Response to EUV Representation

EUV Irradiance Models
[61] The results described so far have relied solely on the VUV irradiance model to represent the input solar flux [Woods and Rottman, 2002] . The VUV model specifies the solar irradiance at 1-nm resolution from 0 to 420 nm, although the GAIT model uses only those wavelengths between 3 and 360 nm. For wavelengths longward of 119 nm, the VUV reference spectrum and solar cycle variability are derived from measurements made by the Upper Atmosphere Research Satellite (UARS). At wavelengths less than 119 nm, the reference spectrum is based on a sounding rocket flight [Woods et al., 1998 ], while the solar [62] In order to specify the irradiance at different phases of the solar cycle, we adopt a solar activity proxy. A number of different proxies are in use today, including the 10.7 cm solar radio flux (F10.7), its 81-day centered average (hF10.7i), the Magnesium II core-to-wing ratio, and the composite Lyman-alpha index. The oldest proxies, F10.7 and hF10.7i, are still widely used, however Balan et al. [1994a Balan et al. [ , 1994b have argued that for high levels of solar activity the desired linear relationship between F10.7 and EUV irradiance breaks down. Richards et al. [1994] showed a similar breakdown, but found they could restore quasilinearity over a wide range of solar activity by adopting a new proxy, P, defined as the average of the F10.7 and hF10.7i values,
We also adopt the P index, assuming it is linear with respect to the solar irradiance over the entire solar cycle.
[63] The VUV solar minimum and maximum reference spectra correspond to two 27-day periods centered on the dates 1996/108 and 1992/032 respectively. To employ the VUV model, we calculated the average P value centered on these dates and performed a simple linear fit. For a given level of solar activity, the photon flux in each wavelength bin is then determined by multiplying the solar minimum value by a factor that depends on the associated P index, seen in Figure 5 . Figure 5 (top) shows the solar minimum (P = 70) photon flux, while Figure 5 (bottom) shows the multiplicative factor that must be applied to reach solar maximum (P = 230). This variability factor is simply the ratio of the solar maximum to minimum flux.
[64] As depicted in Figure 5 , the shortest EUV wavelengths, which originate primarily in the solar corona, have the highest variability. The longer UV wavelengths originate lower in the solar atmosphere and have correspondingly lower variability. Extensive satellite measurements of these longer wavelengths have also established the absolute scale to the point that two different UV irradiance models [Lean et al., 1997; Woods and Rottman, 2002] vary by less than 10% at all wavelengths (120-360 nm) over the course of the solar cycle, and in most cases by less than 5%. By contrast, models of the EUV irradiance differ significantly in both absolute scale and solar cycle variability [Lean et al., 2003] . To gauge the importance of these differences we will consider three other EUV irradiance representations.
[65] The widely used EUVAC model was developed by Richards et al. [1994] . The model's absolute scale is based on the F74113 reference spectrum [Torr et al., 1979] , and the solar cycle variation is specified by AE-E results. EUVAC doubles the F74113 photon fluxes below 25 nm in order to improve agreement between observed and modeled photoelectron spectra [Richards and Torr, 1984] . The model uses the P index as its solar activity proxy, and, as we have done with the VUV model, assumes a linear variation with P across the solar cycle.
[66] The Solar2000 (S2000) model is the most recent in a series of iterations by Tobiska et al. [2000] . S2000 incorporates measurements made by multiple satellite and rocket measurements, including the AE-E observations, to specify both the reference spectrum and solar variability. The model is updated regularly to include the latest measurements, and the work here uses version 2.21. The daily F10.7 and a composite Lyman-a index are used as the principal solar activity proxies.
[67] Whereas the previous three models are purely empirical, Warren et al. [2001] have used a different approach to create the NRLEUV model. Measurements of the EUV Figure 5 . Standard solar input is based on the VUV model of Woods and Rottman [2002] . (top) VUV solar minimum reference spectrum (P = 70) and (bottom) multiplicative factor that must be applied to each wavelength bin in order to obtain a solar maximum spectrum (P = 230). Figure 6 . A comparison of the integrated EUV energy flux (3-105 nm) as a function of solar activity, calculated using four different irradiance models. The solid line corresponds to the standard input, the VUV model [Woods and Rottman, 2002] , while the dotted lines with crosses, diamonds, and squares correspond to the Solar2000 version 2.21 [Tobiska et al., 2000] , NRLEUV [Warren et al., 2001] , and EUVAC [Richards et al., 1994 ] models, respectively. emission from specific solar structures (e.g., quiet Sun, active regions, network, and coronal holes) and the fractional solar disk coverage of these features is used to compute the EUV irradiance. The solar minimum irradiance, which establishes the absolute scale, is calculated by integrating the ''quiet Sun'' emission over the entire disk. At other times, the irradiance is adjusted by including the presence of additional features. A parameterized version uses F10.7, hF10.7i, and the Magnesium II core-to-wing ratio as proxies to solar activity.
[68] Just as described previously for the VUV model, we parameterized the output from these other irradiance models with the P index. To do this, we averaged two months of output from each model to create representative minimum (September 1986) and maximum (November 1989) spectra; linear interpolation is then performed using the average P index for both months, 70 and 221 respectively. The EUVAC model required no parameterization since it uses the P index intrinsically.
[69] Lean et al. [2003] conducted an extensive comparison between NRLEUV, EUVAC, and an earlier version of S2000 (v1.15). One of the main conclusions they reached was that the NRLEUV model predicted overall lower irradiances and a smaller solar cycle variability in the EUV than the other empirical models. A comparison of the integrated EUV energy flux predicted by each of the four irradiance models is given in Figure 6 . Since each irradiance model has been fit linearly between solar minimum and maximum, the energy flux varies linearly with P as well. As expected from the Lean et al. [2003] results, the NRLEUV model returns the lowest absolute energy flux, 2.12 mW/m 2 at solar minimum, as well as the lowest solar cycle variation, a factor of 1.97. The EUVAC model predicts the largest variation, a factor of 3.02, starting from 2.47 mW/m 2 at solar minimum. The total energy flux for the VUV and S2000 models are nearly identical, 3.02 and 3.04 mW/m 2 at solar minimum and 6.90 and 6.83 mW/m 2 at maximum, although we will see that spectral differences between the two are reflected in the results.
Solar Cycle Response
[70] Making use of the proxy, P, we examine the response of the thermosphere and ionosphere across a range of solar activity. The exospheric temperature and TEC are again chosen as scalar indicators for the overall state of the thermosphere and ionosphere respectively. Figure 7 shows the calculated global mean exospheric temperature ranging from solar minimum, P = 70, to solar maximum, P = 230, while Figure 8 details the TEC response. We assumed quiet geomagnetic conditions (Ap = 4), keeping the global Joule heating input fixed at 70 GW, and initially used only the VUV irradiance model for solar input.
[71] Figure 7 also includes MSIS-90 global average exospheric temperatures. The two models agree best at solar minimum and maximum, because these are the points used to tune the GAIT model. In between, the MSIS-90 . Modeled global mean exospheric temperatures as a function of the EUV energy flux (3 -105 nm), calculated using four different irradiance models. The circles, triangles, diamonds, and squares correspond to the VUV [Woods and Rottman, 2002] , Solar2000 version 2.21 [Tobiska et al., 2000] , NRLEUV [Warren et al., 2001] , and EUVAC [Richards et al., 1994 ] models respectively. Open symbols represent solar minimum conditions (P = 70), solid symbols solar maximum conditions (P = 230), and shaded symbols moderate solar conditions (P = 150). The solid line indicates a least squares fit to the results. temperatures are higher, the greatest difference being 45 K or 4.6% at P = 150. The exospheric temperatures calculated with the GAIT model show a remarkable linearity across a range of solar activity. Since the energy flux scales linearly with P (Figure 6 ), this implies that the neutral gas temperature responds linearly to the input energy over the normal solar cycle range. On the other hand, the MSIS-90 exospheric temperatures show a knee at roughly P = 150. Assuming the physical model is correct, and the thermosphere does respond linearly to the energy input, the MSIS-90 results imply the solar irradiance is not linear with P, in agreement with the work of Balan et al. [1994a Balan et al. [ , 1994b . This suggests that to better match the nonlinear MSIS-90 response we should adopt a nonlinear irradiance model.
[72] TEC depends, of course, on both the peak electron density (N m F 2 ) as well as the slab thickness. N m F 2 is found to increase nearly linearly over the course of the solar cycle. In pressure coordinates the slab thickness is approximately constant [Rishbeth and Edwards, 1989] , which means it too should increase roughly linearly in absolute height, given a linear increase in neutral temperature. Convolving these two components results in a nonlinear, approximately quadratic increase to TEC. The actual variation of TEC deviates from this description because of the effect of T e and T i . As shown in Figure 8 , the global mean electron content increases from 6.8 TEC units at solar minimum to 37.5 units at solar maximum (1 TEC unit = 10 16 electrons/m 2 ).
[73] To contrast the effect of different EUV models, the GAIT model was run for low, moderate, and high solar activity using each of the four irradiance representations as input, while keeping the other parameters fixed. The resulting exospheric temperatures are plotted in Figure 9 as a function of the integrated EUV energy flux (3 -105 nm). In Figure 9 , each of the four irradiance models are identified by a different symbol: VUV (circle), S2000 (triangle), NRLEUV (diamond), and EUVAC (square). Each symbol is also color coded according to the solar activity level: open (low, P = 70), shaded (moderate, P = 150), and solid (high, P = 230). The solid line represents a linear least squares fit to the results.
[74] The modeled exospheric temperature responds linearly to each of the four irradiance representations, although the slope varies slightly because of the spectral differences between them. For example, even though the VUV and S2000 models predict essentially the same total energy flux, the S2000 exospheric temperatures are 8% smaller at solar minimum and 12% smaller at maximum. Although for clarity they are not shown in Figure 9 , temperatures calculated using the early EUV representation of R87 also fall within 5% of the solid line. A similar figure (not shown) contrasting the TEC response to the four EUV models also produces a cluster around a best fit curve; although there is slightly more spread in the data.
[75] The NRLEUV results are particularly striking, and the impact of its smaller dynamic range is readily apparent. As Figures 6 and 9 illustrate, the total energy input predicted by NRLEUV for high solar activity (P = 230) is less than that predicted by the other three models for moderate activity (P = 150). The exospheric temperatures are correspondingly low; using NRLEUV the model returns an unphysical solar maximum temperature of 883 K, 30% lower than the MSIS-90 model.
[76] Another conclusion to be drawn from Figure 9 is that key reaction rates and inputs must be tuned to a specific irradiance representation. The GAIT model has been tuned to the VUV model; as a consequence none of the other irradiance models result in exospheric temperatures within 10% of MSIS-90. By simply adjusting some of the key parameters as listed in Table 3 , exospheric temperatures calculated using both the S2000 and EUVAC models can be easily brought within 2% of the empirical model at both solar minimum and maximum. However, we could find no combination of reasonable adjustments sufficient to bring the NRLEUV output into agreement. Even after modifying all of the reaction rates and inputs listed in Table 3 to give the highest temperatures, the NRLEUV solar maximum temperature only reached 1148 K, still 8% less than the MSIS-90 value. Furthermore, these changes increased the solar minimum temperature to 802 K, 9% larger than the empirical value. Barring significant changes to the accepted reaction rates or new nonlinear heat sources, the dynamic range of the NRLEUV model is apparently not large enough to support the observed solar cycle temperature variation.
Wavelength Sensitivity
[77] Roble [1987] performed a wavelength-dependent sensitivity study by systematically zeroing the photon flux in each of the model's EUV wavelength bins and computing the change induced in the exospheric temperature. The bins were rank ordered according to their relative importance, for both solar minimum and maximum. He found the order depended slightly on the solar cycle, although the top three bins remained the same. Per Figure 5 , the solar cycle variability factor is wavelengthdependent; hence the results of a sensitivity study involving irradiance will also be inherently a function of solar activity. Recognizing this, we conducted a study similar to Roble's, centered at average solar conditions, P = 150.
[78] Akin to the Roble [1987] work, we systematically zeroed the photon flux in 5-nm wide wavelength intervals. The output from each run was then compared to the unaltered reference run. Figure 10 details the relative fractional change of key parameters as a function of the EUV wavelength. The three panels in Figure 10 correspond to the changes in the neutral gas exospheric temperature, peak F region ionospheric electron density (N m F 2 ), and peak E region electron density (N m E).
[79] From Figure 10 (top), we see the largest temperature sensitivity occurs between 15 and 35 nm, particularly in two bands: 15 -20 nm and 30-35 nm. Employing 1-nm resolution, we find the single most important wavelength interval is 30-31 nm, which includes the strong He II line at 30.37 nm. This matches the earlier Roble [1987] results, which found the 30.37 nm line to provide the most important contribution at both solar minimum and maximum. Roble's [1987] top three contributors also included 85-90 nm and 15-20 nm, in that order. Although zeroing the 85-90 nm bin produces an approximately 5% change in temperature, it only ranks fifth in overall importance on the basis of the GAIT model results. The model used by Roble [1987] relied on parameterizations and scale factors to account for photoelectrons, which were not directly affected by eliminating the high-energy photons; this effectively increases the relative importance of long-wavelength photons. On the other hand, the GAIT model, which includes a self-consistent photoelectron calculation, responds more strongly to the flux of short-wavelength photons. Another important distinction between the GAIT and Roble [1987] results is the EUV model used to represent the irradiance. More recent measurements of the EUV have increased the flux of short-wavelength photons relative to the irradiance models available at the time of Roble's work. The GAIT model incorporates these new values, further increasing the importance of the short-wavelength bins.
[80] Another way to consider the wavelength-dependent temperature sensitivity is via the relative energy flux contained within each interval. The exospheric temperatures plotted in Figure 9 respond nearly linearly to the input EUV energy flux. On the basis of Figure 5 we find the largest contribution to the total EUV energy flux occurs between 15 and 35 nm. It is therefore not surprising that the largest temperature effect occurs in these same wavelength bins. If the fractional EUV energy content of each bin were superimposed upon the temperature sensitivity shown in Figure 10 (top), the two curves would be very similar. In fact, between 35 and 90 nm, the two curves are nearly identical. At longer and shorter wavelengths, the fractional energy content is greater than the relative temperature response; however, the trends are generally the same. For example, using the VUV model, the five largest EUV energy contributions come from bins in the range 15-35 nm and 85-90 nm, which correspond to the top five bins for temperature sensitivity, in the same order. The wavelength sensitivity of the exospheric temperature is therefore determined primarily by the energy content of the individual bins.
[81] Figure 10 (middle) displays the relative change observed in N m F 2 after zeroing the respective wavelength intervals. It is apparent from Figure 10 that the N m F 2 sensitivity is very similar to the neutral temperature response. Sorting the bins by their relative importance produces nearly the same order in both cases. Ionization at the F 2 peak implies energy deposition, so it is not surprising the two responses correlate well. While the relative importance of the bins is roughly the same, the fractional change is not. In nearly every case, the change is larger for N m F 2 than the temperature. For example, N m F 2 decreases by 40% when the 30 -35 nm bin is zeroed, whereas the exospheric temperature only decreases by 17%. At 85-90 nm, the decreases are 15% and 4% respectively. This highlights the fact that N m F 2 is determined not only by the incident photon flux, but also the underlying thermosphere, which itself is affected by the photon flux. This result underscores the coupled nature of the ionosphere and thermosphere, and is considered further in the companion paper.
[82] Figure 10 (bottom) depicts the change of N m E to the same sensitivity analysis. While the variation of temperature and N m F 2 correlated strongly to the input energy flux, N m E responds almost exclusively to the long-and short-wavelength wings of the EUV. The largest relative contribution comes from the 100-105 nm bin; zeroing the flux in this bin decreases N m E by 35%. If the analysis is performed using 1-nm wide bins, we find nearly all of this sensitivity is due to the range 102 -103 nm, which includes the H I line at 102.57 nm. The remainder of the contribution arises from photons between 3 and 10 nm. Only those photons not readily absorbed in the F region are available to penetrate to the E region, thus sensitivity to the wings of the EUV photons merely reflects the absorption cross sections for N 2 , O 2 , and O. In the case of the H I line at 102.57 nm, the N 2 and O cross sections are zero, allowing the photons to pass through the upper atmosphere. The O 2 cross section is also relatively small at this wavelength; however, the photon flux is large enough to make this the dominant contributor to N m E.
[83] In two wavelength bands, 15-20 nm and 30-35 nm, zeroing the photon flux actually increases N m E. While initially counterintuitive, recall these same two bands contribute the most to the exospheric temperature. By eliminating the flux in these bands, the neutral gas temperature drops and the atmosphere contracts. With less intervening atmosphere, more photons at other wavelengths penetrate to the lower E region. [84] Although not shown in Figure 10 , we also considered the wavelength sensitivity of N m F 1 . In some cases it was not possible to identify a local F 1 layer maximum in the electron density profile. For the purpose of this analysis we calculated N m F 1 on the basis of the electron density at the height where the sum of the molecular ions is a maximum. This approach identifies the correct value when a local maximum exists at the F 1 layer, and provides a representative number when it does not.
[85] The N m F 1 sensitivity results are not shown because they are nearly identical to those of the exospheric temperature. Across the range 3 -80 nm the relative change induced in N m F 1 is the same as that in the temperature, to within less than 1% and in most cases to within less than 0.5%. Between 80 and 100 nm, N m F 1 responds slightly less than the temperature to the removal of photons, but the relative changes are still within 4% of each other. All of this indicates the N m F 1 response is strongly linked to energy deposition and the resulting temperature, even more so than was the case for N m F 2 .
Conclusion
[86] We have described a new model representing the coupled global average ionosphere and thermosphere (GAIT). Our development effort focused on making the model independent of a specific solar irradiance representation, and therefore able to accurately respond to a wide range of irradiance inputs. Results from the GAIT model were compared to the empirical MSIS-90 model as well as earlier global average models and shown to be in reasonable agreement with both.
[87] Large uncertainties remain in several key reaction rates, which, in turn, directly influence the thermospheric energy balance. We examined the sensitivity of the GAIT model to these uncertainties and found that even the most significant resulted in less than a 13% change to the exospheric temperature. Given that the ''observed'' exospheric temperature varies by more than 70% over the course of the solar cycle, none of the known uncertainties drives the final result.
[88] In addition to the standard VUV irradiance model, we considered the sensitivity to three alternate EUV representations: the EUVAC, S2000, and NRLEUV models. Consistent with the results of Lean et al. [2003] , the total EUV energy flux predicted by each of the four models differed markedly. The NRLEUV model predicted the lowest total energy flux; it also had the smallest dynamic range. However, regardless of which irradiance model was used, the modeled exospheric temperature scaled linearly with the total EUV energy input. By varying just one or two of the uncertain parameters described in Table 3 , we were able to bring the VUV, EUVAC, and S2000 models to within 2% of the MSIS-90 results. However, no combination brought the NRLEUV temperatures within 9% of MSIS-90. We concluded that the dynamic range of the NRLEUV model is not large enough to support the observed variation in the neutral gas temperature.
[89] An analysis of wavelength sensitivity showed that the exospheric temperature, N m F 2 , and N m F 1 all responded similarly, driven primarily by the energy flux contained within each EUV band. In all three cases, removal of photons in the range 15-35 nm caused the most significant changes, precisely the range containing the greatest energy flux. Most important of all was the contribution from the He II line at 30.37 nm. Elimination of photons in the 30-35 nm bin caused a 17% decrease in N m F 1 and temperature, and a 40% decrease in N m F 2 . The sensitivity of N m F 1 and temperature were nearly identical at all wavelengths, while the N m F 2 response was generally larger. By contrast, the response of N m E reflected the requirement that photons must be able to penetrate to low enough altitudes to have an impact. Photons in the range 3 -10 nm and the H I line at 102.57 nm produced the strongest response in N m E, indicative of the low absorption cross sections at these wavelengths.
