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In this paper we give a new proof of Ramanujan’s continued
fraction involving the Gamma function, Entry 39 of Chapter 12
of Ramanujan’s second notebook, by using Watson’s form of the
Bauer–Muir transformation.
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1. Introduction
In Ramanujan’s notebooks [5], Chapter 12 is almost entirely devoted to continued fractions and
is one of the most fascinating chapters in the notebooks. Ramanujan’s published papers contain only
one continued fraction! However, Ramanujan submitted some continued fractions as problems to the
Journal of the Indian Mathematical Society, and his letters to G.H. Hardy contain some of his most beau-
tiful theorems on continued fractions. Nonetheless, the great majority of the results in Chapter 12 are
new. Perhaps the most exquisite theorems are the many continued fraction expansions for products
and quotients of gamma functions.
Two of the principal formulas involving gamma functions in Chapter 12 are Entries 39 and 40.
In 1935, G.N. Watson [7] proved Ramanujan’s continued fraction [2, Chap. 12, Entry 40]. After
that in 1961, V.N. Singh [6] proved Ramanujan’s continued fraction [2, Chap. 12, Entry 40] by using
Watson’s form of the Bauer–Muir transformation (Theorem 2.1).
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rem 3.1) by using Watson’s form of the Bauer–Muir transformation.
2. Watson’s form of the Bauer–Muir transformation
We now introduce Watson’s form of the Bauer–Muir transformation.
Theorem 2.1 (Bauer–Muir transformation). Let n be any positive integer, and let (xm), (ym), (zm), with 0 
m n, and (tm), with 1m n, be four arbitrary sequences. For 1m n, write
am = tm(xm−1 ym−1 − zm−1)/zm−1, (2.1)
bm = xm − ym−1tm/zm−1, (2.2)
cm = zm(xm−1 ym−1 − zm−1)/tm, (2.3)
dm = ym − xm−1zm/tm. (2.4)
Next let θn and φn be two variables connected by the relation
(θn + xn)(φn + yn) = zn. (2.5)



















is equal to z0 .
Proof. See [8]. 
3. Ramanujan’s continued fraction
We begin by proving a more general theorem and derive Ramanujan’s claim (Entry 39) as a corol-
lary of our theorem.
Theorem 3.1. Let P ′ =∏Γ ((3 + α ± β ± γ ± δ)/4) and Q ′ =∏Γ ((1 + α ± β ± γ ± δ)/4) where there















(2n − 1)2 − α2))/(16)3,
bn = {2n
6 + n4(5−∑α2)/4+ n2(−26+ (1+∑α2)2 − 2∑α4)/64− b0}
















with these products and sums ranging over the parameters α,β,γ , δ.
S. Jo / Journal of Number Theory 132 (2012) 2947–2954 2949Proof. We use Watson’s form of the Bauer–Muir transformation. We shall use a special case when
θn = φn = 0 so that by (2.5), xn yn = zn .
Now let am,bm, cm and dm in (2.6) be functions of a parameter α, suppose the sequences zm and
tm are chosen so that cm(α) = am(α + 2), and suppose that the sequences xm and ym are further
chosen so that dm(α) = bm(α + 2). Then if






+ · · · + an
bn
,






y0 − b0(α + 2)
2




Let us apply this transformation when f (α) is given by
am(α) = −
(∏(
(2m − 1)2 − α2))/4096, (3.3)
bm(α) = {2m
6 +m4(5−∑α2)/4+m2(−26+ (1+∑α2)2 − 2∑α4)/64− b0}
















where one of β,γ , δ is equal to ±(2n + 1). Then by (2.1), (2.3), and (3.3), we have
zmzm−1/t2m = cm(α)/am(α) =
(
(2m − 1)2 − (α + 2)2)/((2m − 1)2 − α2),
since cm(α) = am(α + 2). Thus,
zm = (2m + 1+ α)(2m − 1− α)K , (3.6)
where
K = −z0/(α + 1)2 (3.7)
and tm = −((2m − 1)2 − α2)K , say. With these values of zm and tm , if we take xm = (2m + 1+ α)Xm
and ym = (2m − 1− α)Ym , then (2.1) and (2.3) reduce in our case to
∏(
(2m − 1)2 − β2)= (Xm−1Ym−1 − K ) × 4096 (3.8)
and Eqs. (2.2) and (2.4) become
bm(α) = xm − ym−1tm/zm−1 = (2m + 1+ α)Xm + (2m − 1− α)Ym−1, (3.9)
dm = bm(α + 2) = ym − xm−1zm/tm = (2m − 1− α)Ym + (2m + 1+ α)Xm−1. (3.10)
Now put
Xm = am3 + bm2 + cm + d and Ym = Am3 + Bm2 + Cm + D.
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that, after some calculation,
a = 1
8
, b = 2− α
16
, c = α
2 − 2α + 3−∑β2
64
, d = b0




, B = α + 4
16
, C = α




2 + 2α + 3−∑β2
64
− b0




(1+ α ± β ± γ ± δ)
218(α + 1)2
and
z0 = −(α + 1)2K =
∏
(1+ α ± β ± γ ± δ)/218.
Since
x0 = (α + 1)X0 = (α + 1) b0




y0 = (−α − 1)Y0 = −(α + 1)
(










f (α) × f (α + 2) =
∏
(1+ α ± β ± γ ± δ)/218
by (3.2).
Hence,
f (α) f (α + 2)
f (α + 2) f (α + 4) =
∏(1+ α ± β ± γ ± δ
3+ α ± β ± γ ± δ
)
.
By iteration of this formula, we ﬁnd that, for each positive integer k,
f (α)
f (α + 4k) =
f (α)
f (α + 4)
f (α + 4)
f (α + 8) · · ·
f (α + 4k − 4)
f (α + 4k)
=
∏
(1+ α ± β ± γ ± δ)∏
(3+ α ± β ± γ ± δ)
∏
(5+ α ± β ± γ ± δ)∏
(7+ α ± β ± γ ± δ) · · ·
∏
(4k − 3+ α ± β ± γ ± δ)∏





(4i + 1+ α ± β ± γ ± δ)∏k−1∏
(4i + 3+ α ± β ± γ ± δ)i=0



















f (α) · k4
f (α + 4k) =
∏
Γ ((3+ α ± β ± γ ± δ)/4)∏










































+ · · · + an
bn
.
This completes the proof of Theorem 3.1. 
Corollary 3.2 (Entry 39). Let 	 and n denote arbitrary complex numbers. Suppose that x is complex with
Re x > 0 or that either n or 	 is an odd integer. Then
Γ ( 14 (x+ 	 + n + 1))Γ ( 14 (x− 	 + n + 1))Γ ( 14 (x+ 	 − n + 1))Γ ( 14 (x− 	 − n + 1))
Γ ( 14 (x+ 	 + n + 3))Γ ( 14 (x− 	 + n + 3))Γ ( 14 (x+ 	 − n + 3))Γ ( 14 (x− 	 − n + 3))
= 8










x2 − 1 + · · · .
Proof. If either n or 	 is an integer, then the continued fraction terminates, and the identity follows
from Theorem 3.1. We now evaluate the right hand side of (3.1). Let K (am(δ)/bm(δ)) denote the
continued fraction in Theorem 3.1 after the substitution of x+ δ, 	,n for α,β,γ , respectively. Then

























(2m − 1)2 − (x+ δ)2)((2m − 1)2 − 	2)((2m − 1)2 − n2)((2m − 1)2 − δ2),
bm(δ) =
{
2m6 +m4(5− (x+ δ)2 − 	2 − n2 − δ2)/4+m2(−26+ (1+ (x+ δ)2 + 	2 + n2 + δ2)2
− 2((x+ δ)4 + 	4 + n4 + δ4))/64− b0(δ)}/(4m2 − 1),
b0(δ) = {2(1− (x+ δ)








= −((2m − 1)





































+ · · ·
)
= −1−(x2 − 	2 − n2 + 1)/64 +
−2(12 − 	2)(12 − n2)/4096
−(x2 − 	2 − n2 + 1+ 8)/64 + · · ·
+ −((2m − 1)
2 − 	2)((2m − 1)2 − n2)/4096
−(x2 − 	2 − n2 + 1+ 8m2)/64 + · · ·
= 32
(x2 − 	2 − n2 + 1)/2 +
−(12 − 	2)(12 − n2)
x2 − 	2 − n2 + 1+ 8 + · · ·
+ −((2m − 1)
2 − 	2)((2m − 1)2 − n2)
x2 − 	2 − n2 + 1+ 8m2 + · · · ,
where we used (3.12) in the ﬁrst step.
By [4, p. 84, Eq. (2.4.3)],
32
(x2 − 	2 − n2 + 1)/2 +
−(12 − 	2)(12 − n2)
x2 − 	2 − n2 + 1+ 8 + · · · +
−((2m − 1)2 − 	2)((2m − 1)2 − n2)















+ · · · .
(x − 	 + n − 1)/2 x − 1 x − 1




















x2 − 1 + · · · .
To evaluate the left hand side of (3.1) let P ′(δ), Q ′(δ) denote P ′, Q ′ , respectively, in Theorem 3.1
























Γ ((1+ x± 	 ± n)/4) ·∏Γ ((1+ x+ 2δ ± 	 ± n)/4)∏
Γ ((3+ x± 	 ± n)/4) ·∏Γ ((3+ x+ 2δ ± 	 ± n)/4)
)
.
From [1, Chap 1, 1.18(10), p. 47], we have Γ (z + α)/Γ (z + β) = zα−β [1+ 1/2z−1(α − β)(α + β −
1) + O (z−2)].
If z = δ/2,α = (1+ x± 	 ± n)/4, β = (3+ x± 	 ± n)/4, then
Γ ((1+ x+ 2δ ± 	 ± n)/4)
Γ ((3+ x+ 2δ ± 	 ± n)/4) = (δ/2)
(1+x±	±n)/4−(3+x±	±n)/4[1+ O (δ−1)].
Therefore
Γ ((1+ x+ 2δ ± 	 ± n)/4)




Γ ((1+ x+ 2δ ± 	 ± n)/4)∏
Γ ((3+ x+ 2δ ± 	 ± n)/4) ∼ 4/δ
2,








= 4 · lim
δ→∞
(∏
Γ ((1+ x± 	 ± n)/4)∏






4 (x+ 	 + n + 1))Γ ( 14 (x− 	 + n + 1))Γ ( 14 (x+ 	 − n + 1))Γ ( 14 (x− 	 − n + 1))
Γ ( 14 (x+ 	 + n + 3))Γ ( 14 (x− 	 + n + 3))Γ ( 14 (x+ 	 − n + 3))Γ ( 14 (x− 	 − n + 3))
.
Since




if either n or 	 is an integer, then
2954 S. Jo / Journal of Number Theory 132 (2012) 2947–2954Γ ( 14 (x+ 	 + n + 1))Γ ( 14 (x− 	 + n + 1))Γ ( 14 (x+ 	 − n + 1))Γ ( 14 (x− 	 − n + 1))
Γ ( 14 (x+ 	 + n + 3))Γ ( 14 (x− 	 + n + 3))Γ ( 14 (x+ 	 − n + 3))Γ ( 14 (x− 	 − n + 3))
= 8










x2 − 1 + · · ·
by using the results in (i) and (ii).
By an argument of Jacobsen [3], we can extend the domains of convergence for 	,n, x to the case
when 	, n are arbitrary complex numbers and x is complex with Re x > 0. This completes the proof
of Corollary 3.2. 
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