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This experimental study explores whether feedback in the form of standards helps stu-
dents in giving more accurate performance estimates not only on current tasks but also
on new, similar tasks andwhether performance level influences the effect of standards.
We provided 122 first‐year psychology students with seven texts that contained key
terms. After reading each text, participants recalled the correct definitions of the key
terms and estimated the quality of their recall. Half of the participants subsequently
received standards and again estimated their own performance. Results showed that
providing standards led to better calibration accuracy, both on current tasks and on
new, similar tasks, when standards were not available yet. Furthermore, with or with-
out standards, high performers calibrated better than low performers. However, results
showed that especially low performers' calibration accuracy benefitted from receiving
standards.
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To study effectively, students must make adequate decisions about
what they already understand and what they need to restudy. This
requires accurate calibration: being able to estimate the level of one's
own performance (Alexander, 2013; Dunlosky & Thiede, 2013;
Lichtenstein, Fischhoff, & Phillips, 1982). Inaccurate calibration is
linked to poor academic performance (Bol, Hacker, O'Shea, & Allen,
2005; De Bruin, Kok, Lobbestael, & De Grip, 2017; Dunlosky &
Rawson, 2012; Nietfeld, Cao, & Osborne, 2006). When students inac-
curately estimate their performance, they may fail to change strategies
or prematurely end studying because they wrongly think they already
mastered the material (Bol et al., 2005; Dunlosky & Rawson, 2012;
Nietfeld et al., 2006; Rawson & Dunlosky, 2007).- - - - - - - - - - - - - - - - - - - - - - - - - -
Creative Commons Attribution Li
y Published by John Wiley & SonsResearch has shown that calibration accuracy can be improved by
providing students with extra cues. For example, feedback in the form
of performance standards (i.e., the correct answer)makes students' esti-
mates of their performance more accurately (Dunlosky, Hartwig,
Rawson, & Lipko, 2011; Dunlosky & Thiede, 2013; Lipko et al., 2009).
Because students regularly use self‐testing with feedback as a strategy
tomonitor their learning progress (Hartwig &Dunlosky, 2012; Karpicke,
Butler, & Roediger, 2009; Kornell & Bjork, 2007), the beneficial effect of
standards seems to have a lot of promise for educational practice.
However, it remains yet unclear whether all students benefit
equally from receiving standards. Although it has been argued before
that performance level may influence the benefit of standards (e.g.,
Stone, 2000; Zimmerman, 2002), only a few studies investigating the
effect of standards on calibration accuracy have included performance- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
cense, which permits use, distribution and reproduction in any medium, provided
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2 NEDERHAND ET AL.level as a factor. The first aim of our study was therefore to investigate
whether the effect of performance standards on calibration accuracy
will be different for high and low performers. Furthermore, it has been
argued that standards received in the past may also improve perfor-
mance estimates on future tasks (Koriat, 1997; Zimmerman, 2000).
However, empirical evidence for this assumption is scarce. Hence,
our second aim was to investigate whether providing performance
standards will improve calibration accuracy not only on the current
task but also on subsequent, similar tasks when standards are not
available anymore.1.1 | Improving calibration accuracy by providing
performance standards
Students experience difficulties in estimating their own performance
because they often use unreliable and false cues to estimate, such as
the quantity of information they recalled rather than the quality (Baker
& Dunlosky, 2006). By comparing their own performance to standards
(i.e., does the provided answer match or mismatch with the correct
answer?), students generate a much more valid cue of the quality of
their performance (Koriat, 1997; Thiede, Griffin, Wiley, & Anderson,
2010), which, in turn, will result in more realistic performance
estimates.
In a key study, Rawson and Dunlosky (2007) demonstrated the
effect of standards on calibration accuracy. They provided psychology
students with six texts that contained four key words with definitions.
Students were given time to study each text and to learn the defini-
tions. Afterwards, students were asked to recall the definitions and
to estimate how well their recalled definition matched the actual def-
inition. Half of the students received a performance standard (i.e., the
correct definition) while estimating their performance, whereas the
other half of the students did not. The results showed that students
who received performance standards while estimating performance
calibrated better than students who did not receive any standards
(Rawson & Dunlosky, 2007). This finding has been replicated several
times (Dunlosky et al., 2011; Dunlosky & Thiede, 2013; Lipko et al.,
2009; Van Loon & Roebers, 2017) and clearly shows that providing
a standard improves calibration accuracy.1.2 | Competence to use standards
Although providing standards improves calibration accuracy, standards
do not remedy all miscalibration. Rawson and Dunlosky (2007) also
found that students are still limited in their competence to use stan-
dards: They often assign more credit to their answers than appropriate
(Dunlosky et al., 2011; Lipko et al., 2009; Rawson & Dunlosky, 2007;
Thiede et al., 2010). In these cases, students seem to generate incor-
rect cues from the standard because they overestimate the number
of critical elements present in their recalled definition.
Rawson and Dunlosky (2007) did not investigate whether students
differ in their competence to use standards. However, in previous
studies on calibration accuracy, it was found that performance levelplays an important role (Bol et al., 2005; Ehrlinger, Johnson, Banner,
Dunning, & Kruger, 2008; Kruger & Dunning, 1999). In general, high
performers (often defined as those belonging to the upper quartile)
are better calibrated than low performers (those belonging to the bot-
tom quartile). It has been argued that low performers use less valid
cues to estimate their performance than high performers (Gutierrez
de Blume, Wells, Davis, & Parker, 2017).
So how does performance level relate to the effect of standards on
calibration accuracy? On the one hand, low performers may benefit
more from receiving standards because these standards provide them
with more valid cues (Thiede et al., 2010), and low performers have
more room for improvement (Bol et al., 2005; Ehrlinger et al., 2008;
Kruger & Dunning, 1999). On the other hand, low performers may
benefit less from standards than high performers because they are
more likely to generate incorrect cues due to their limited
competence.
In our study, we thus aim to clarify the role of performance level by
investigating whether or not providing performance standards will
improve calibration accuracy similarly for both high and low
performers.1.3 | Learning to calibrate accurately
Imagine students reading three definitions they later have to recall.
For the first two definitions, the students are asked to estimate the
quality of their recalled definitions while receiving standards. On the
basis of the previous research (e.g., Rawson & Dunlosky, 2007), we
can assume that receiving the standards will improve these students'
calibration accuracy. However, what will happen if on the third defini-
tion, the students do not receive a standard anymore. Will they still
give a more accurate estimate than if they had not received any stan-
dards on the previous two definitions? In other words, can providing
standards make students learn how to give more accurate estimates
on similar tasks?
As previously mentioned, Koriat (1997) argued that the quality of
calibration depends on the cues that are used. When students are
comparing their own answer to a standard, the standard serves as a
cue about the quality of their performance (did it match or mismatch
the desired answer?). However, the process of comparing own answer
with a standard may also provide students with a cue about the quality
of their estimate of performance (did their initial performance estimate
match the outcome as scored with the standard present?). In turn, stu-
dents could use both this performance cue and the calibration accu-
racy cue to make better judgements on new, subsequent texts. For
example, if students recognize that they have overestimated their
own performance, they could become more careful and conservative
when estimating their performance on new definitions. It could there-
fore be argued that providing students with standards will not only
improve their calibration accuracy on the current task, due to a valid
cue about the quality of their performance, but also improve their cal-
ibration on a similar subsequent task without a standard present, due
to a valid cue about the quality of their estimate.
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are, however, some studies that investigated the issue with other
types of feedback. For example, when students had to estimate how
well they had performed on an exam, their calibration accuracy
improved if they were encouraged to attend to the outcome feedback
they had received on previous exams (Hacker, Bol, Horgan, & Rakow,
2000; Labuhn, Zimmerman, & Hasselhorn, 2010; Miller & Geraci,
2011; Nietfeld et al., 2006). So, it seems that reminding students of
their previous performance led to better calibration accuracy on sub-
sequent tasks (Lichtenstein & Fischhoff, 1977). Hence, the second
aim of our study was to investigate whether the effect of standards
on calibration accuracy can also be found on a new task that is similar
in structure, but different in content, when standards are not present
anymore.
1.4 | Present study
The present study aimed to answer two research questions:
1. Do students from different performance levels benefit equally
from receiving performance standards to improve their calibration
accuracy?
2. Does providing performance standards also improve calibration
accuracy on subsequent, similar tasks, when standards are not
present anymore?
Additional to our main research questions, we also investigated
whether we could replicate the basic finding that providing standards
while estimating performance will benefit calibration accuracy.
We investigated our research questions by using the method and
materials from the key study by Rawson and Dunlosky (2007) with
some minor adaptations. We hypothesized that we would replicate
the positive effect of standards on calibration accuracy, found by
Rawson and Dunlosky (2007) and explored whether low performers
and high performers benefitted equally from receiving standards.
Finally, we explored whether students receiving performance stan-
dards indeed improved their calibration accuracy on subsequent tasks
when standards were not yet available. Based on theory (Koriat,
1997), we expected that providing standards would indeed improve
calibration on subsequent tasks. Because low and high performing stu-
dents may not benefit equally, we also included performance level in
this analysis.1The choice of splitting performance level into different groups was inspired by prior research
on calibration accuracy, in which performance‐level differences are typically operationalized
by divided students into different groups, mostly by median split (e.g., Bol et al., 2005; Hacker
et al., 2000) or by using quartiles (Kruger & Dunning, 1999). In our case, we decided against a
median split because there would have been too much overlap between high and low per-
formers—the two groups that were of most interest to use. Quartiles, however, would have
required us to test a substantial larger number of participants (note that we already tested
twice as many participants as the original study by Rawson & Dunlosky, 2007) although we
were not interested in specific differences between the second and third quartile. Hence,
to prevent too much information loss due to overlap between the performance‐level groups,
while focusing on our main question, we decided to use three performance level groups.2 | METHOD
2.1 | Participants and design
The participants in this study consisted of 126 first‐year psychology
students from a Dutch university. Four students experienced technical
difficulties while participating in the experiment, and we therefore
excluded their answers from our data file, resulting in 122 participants.
The participants had a mean age of 19.82 (SD = 3.50), with 84.4%females and 15.6% males. Students received course credit for their
participation and provided informed consent for their participation.
Furthermore, our Institutional Research Committee of the Institute
of Psychology provided approval for this experiment.
The experiment conformed to a 2 Standards (Yes vs. No) × 3
Performance level (Low vs. Medium vs. High) design. Students were
randomly assigned to the conditions, with 62 students in the stan-
dards group and 60 students in the no‐standards group. Within each
experimental group, we defined three performance level groups based
on students' overall performance (i.e., how many definitions were cor-
rectly recalled by each student). In both the standard and no‐standard
group, we defined students as low performing when they scored
below the 33th percentile, medium performing when they scored
between the 33th and 66th percentile, and high performing when they
scored above the 66th percentile.1 Table 1 displays the performance
accuracy of the percentile groups.2.2 | Materials
Computers presented all materials and recorded the responses by the
students, using the online software Qualtrics.2.3 | Texts
Students had to read the same texts as those used by Rawson and
Dunlosky (2007). The texts used in our experiment had been trans-
lated into Dutch by De Bruin et al. (2017), and the translated texts
ranged between 273 and 303 words. The subjects of the texts were
taken from textbooks of undergraduate courses, such as communica-
tion and family studies. Each of the six critical texts that were pre-
sented to our students contained subjects that had not been part of
their curriculum yet. Each text contained four key terms in capital let-
ters that were followed by a definition students needed to learn and
recall (e.g., “EMBLEMS are gestures that represent words or ideas”).
See Appendix A for a sample text.2.4 | Recall test
The recall test required students to write down the definitions of the
key terms from the text they had just learned. Because each text
contained four key terms, students had to recall four corresponding
definitions. Students were presented with one key term at a time
TABLE 1 Test performance scores
Standards
No Yes Total
Performance level N M (SE) 95% CI N M (SE) 95% CI N M (SE) 95% CI
Low 24 .44 (.02) [.39, .48] 24 .51 (.02) [.47, .55] 48 .47 (.01) [.44, .50]
Medium 17 .61 (.01) [.59, .63] 21 .69 (.01) [.67, .70] 38 .65 (.01) [.63, .67]
High 19 .78 (.02) [.75, .81] 17 .83 (.01) [.80, .86] 36 .80 (.01) [.78, .83]
Total 60 .59 (.02) [.55, .64] 62 .66 (.02) [.62, .69] 122 .63 (.01) [.60, .65]
Note. This table displays test performance scores of low, medium, and high performers in both the no‐standard group and the standard group. Low per-
formers perform least well in both standard groups. Furthermore, high performers perform best in both standard groups. There are no test performance
differences between the no‐standard and standard group.
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this key term. The definitions recalled by the students were scored by
the first author with a scoring grid used in previous studies (e.g.,
Dunlosky, Rawson, & Middleton, 2005; Rawson & Dunlosky, 2007).
Definitions were awarded with full (1 point), partial (0.5 point), or no
credit (0 point). A second rater independently scored a random selec-
tion (9.84%) of the entire data set. A sufficient degree of agreement
was found between the two raters, with an intraclass correlation for
single measures of .83, with a 95% confidence interval from .79 to
.87. Consequently, the scoring of the first rater was used as measure
of actual obtained credit per definition.2.5 | Performance standards
The standard group received a performance standard in the form of a
correct definition of each key term (cf. Rawson & Dunlosky, 2007).
Such a standard was presented together with the definition provided
by the student, so students could compare their own definition to
the correct definition.2.6 | Performance estimates
2.6.1 | Global prediction
Only because we aimed to follow the procedure of Rawson and
Dunlosky (2007) as closely as possible, we included a global prediction
measure in our study. Right after reading a text, students were pre-
sented with the following question: “How well will you be able to
complete a test over this material?” Students rated their answer on a
scale from 0 (definitely will not be able) to 10 (definitely will be able).2For archival purposes, we also performed the response category analysis. The graphical
depiction of the results is added to Appendix B, showing an identical pattern as in Rawson
and Dunlosky (2007).2.6.2 | Postdiction without standard present
For each recalled definition, all students estimated the credit they
would thought they would obtain on a three‐point scale, ranging from
no credit (0 point), partial credit (0.5 point), to full credit (1 point). For
each text, the average of the four estimates was taken as a measure of
postdiction without standard present.2.6.3 | Postdiction with standard present
Students in the standard group also had to provide a second estimate
but this time in the presence of a performance standard. Students
used the same three‐point rating scale, and for each text, the average
of the four estimates was taken as a measure of postdiction with stan-
dard present.2.7 | Calibration accuracy
To investigate their hypotheses on the effect of standards on calibra-
tion accuracy, Rawson and Dunlosky (2007) made a qualitative distinc-
tion between different recall responses. They divided the students'
responses into five categories: omission error (no response); commis-
sion error (students provided a completely incorrect response); par-
tially correct (a response that can be rewarded with some, but not
all, credit); partial plus commission (although a student provided some
correct information, he or she also reported incorrect information);
and correct (fully correct response). Subsequently, Rawson and
Dunlosky compared the standard and no‐standard condition on their
average performance estimate within each response category. How-
ever, in our study, we wanted to use a more general estimate of cali-
bration accuracy (cf. Labuhn et al., 2010; Nietfeld et al., 2006).2
Therefore, we defined calibration accuracy as the quantitative differ-
ence between performance estimate and actual obtained credit. Cali-
bration accuracy is optimal when performance estimates are similar
to actual obtained credit. So, the closer the calibration accuracy score
is to zero, the better. Operationalizing calibration accuracy this way
enabled us to compare our conditions not only on accuracy but also
on direction of miscalibration (bias), to explore whether students
overestimated or underestimated themselves. The different calibration
accuracy scores are explained below.
FIGURE 1 A graphical display of the experimental procedure
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Although the quality of predictions was not of central interest in our
study, we explored whether students' predictions improved after
receiving standards. Global prediction accuracy was calculated as the
absolute difference between the global prediction of each text and
the average obtained credit for each text (i.e., mean obtained credit
of the four recalled definitions, multiplied by 10 to get the same 10‐
point scale). As a measure of direction, we also calculated a bias score,
as the non‐absolute difference between global predictions and aver-
age obtained credit.
2.7.2 | Calibration accuracy without standards
present
For each text, calibration accuracy without standards present was cal-
culated as the absolute difference between postdictions without stan-
dards present and actual obtained credit, averaged over the four
definitions. We also calculated bias scores, by calculating the
(non‐absolute) difference between post‐dictions with standards
present and actual obtained credit (cf. Dunlosky & Thiede, 2013;
Schraw, 2009).
2.7.3 | Calibration accuracy with standards present
Calibration accuracy with standards present could only be calculated
for the standard group. We did so by calculating the absolute differ-
ence between postdictions with standards present and actual
obtained credit, averaged over the four definitions. Again, bias scores
were calculated by taking the (non‐absolute difference) between
postdictions without standards present and actual obtained credit
(cf. Dunlosky & Thiede, 2013; Schraw, 2009).
2.8 | Procedure
With the exception of receiving standards or not, the procedure for
the two experimental groups was the same and is depicted in
Figure 1. All students sat behind a computer and were tested individ-
ually. They were informed that they had to read several texts (one
practice text, six critical text) and had to memorize the key definitions
in each text. The critical texts were presented in random order. First,
students were instructed to read the practice text (about different
measurement scales: nominal, ordinal, interval, and ratio) and made a
practice test (i.e., recalling the definitions and providing performance
estimates) to get comfortable with the materials and procedure. When
students thought they were ready, they could continue with the criti-
cal texts. After each text, students could click “continue” when they
thought they were done studying. Immediately after doing so, they
were asked to make a global prediction and then continued with the
recall test. The four key terms were presented one‐by‐one in a ran-
dom order, and students were asked to recall their definition. After
recalling a definition, students had to provide a postdiction without
standard present before they could continue to the next key term.When students in the no‐standard group had recalled the four defini-
tions and provided their estimates, they continued with reading the
next text. Students in the standard group, however, first received per-
formance standards of the four key terms, to compare with their
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for each definition. Students in the standard group then also contin-
ued with the next text. After following this procedure for all six texts,
students finished the experiment. On average, the experiment took
about an hour.
Our procedure differs in two ways from that of Rawson and
Dunlosky (2007). First, students in our standard group also provided
postdictions when standards were not available yet. Note that in the
study of Rawson and Dunlosky, the aim was to investigate whether
providing standards while estimating performance would improve cal-
ibration accuracy. Therefore, Rawson and Dunlosky compared post‐
dictions without standards present of the no‐standard group with
the postdictions with standards present of the standard‐group. In
our study, we also aimed to investigate the effect of standards on cal-
ibration accuracy on subsequent, similar tasks. Therefore, we included
the postdictions without standards present in the standard group. A
second difference between our procedure and that of Rawson and
Dunlosky is that in their study, students had to complete a final test,
in which the definitions students had learned and recalled during the
experiment again had to be recalled. To answer our research questions
however, there was no need for such an extra test because we
focused on the possible learning effect of how well students were able
to estimate their performance instead of direct improvements of (final)
test performance.3 | RESULTS
In all our analyses, a significance level of .05 was used. It is important
to note that ideally, scores on calibration accuracy are zero—there
should be no mismatch between estimated performance and actual
performance. So, the lower the scores on calibration, the better the
calibration accuracy is.3.1 | Calibration accuracy with versus without
standards present
We first examined whether we could replicate the positive impact of
providing standards on calibration accuracy while estimating perfor-
mance (cf. Rawson & Dunlosky, 2007) and whether students' perfor-
mance level influenced this effect. To do so, we compared the mean
calibration accuracy with standards of the standards group to the cal-
ibration accuracy without standards of the no‐standard group over all
six critical texts (see also Figure 1). We ran a two‐way analysis of var-
iance (ANOVA), with standards (Yes vs. No) and performance level
(Low vs. Medium vs. High) as independent variables, and calibration
accuracy on the six critical texts as the dependent variable. Our anal-
ysis showed that students who received standards while estimating
their performance were better calibrated (M = .19, SD = .08) than stu-
dents who did not receive standards while estimating their perfor-
mance (M = .28, SD = .09), F (116) = 44.96, p < .001, η2 = .221,
replicating the findings of Rawson and Dunlosky (2007).Second, we explored whether low and high performers would
benefit equally from receiving standards. We found a nonsignificant
interaction effect between standards and performance level,
F (116) = 1.13, p = .325, η2 = .011, indicating that low, medium,
and high performers benefitted equally from receiving standards.
Results did show a main effect of performance level however. Cali-
bration accuracy of high, medium, and low performers differed sig-
nificantly, F (116) = 19.73, p < .001, η2 = .195. Follow‐up pairwise
comparisons showed that medium performers (M = .23, SD = .08)
calibrated better than low performers (M = .28, SD = .10), p = .003
and that high performers (M = .18, SD = .07) calibrated better than
both low and medium performers, p < .001 and p = .002,a respec-
tively. So, no matter whether students received standards or not,
the calibration accuracy of high performers was the highest,
followed by the medium performers, and the calibration accuracy
of low performers was the worst.
When analyzing bias scores, results showed a main effect of stan-
dard group F (116) = 10.67, p = .001, η2 = .084. Students in the stan-
dard group showed less bias than students in the control group
(M = .06, SD = .11 and M = .13, SD = .16, respectively). Furthermore,
results showed a main effect of performance level F (116) = 21.51,
p < .001, η2 = .271. Low performers showed the most bias (M = .17,
SD = .14), followed by medium performers (M = .08, SD = .12) and high
performers, showed a negligible bias (M < .01, SD = .10). There was no
significant interaction between standards and performance level
F (116) = 1.37, p = .259, η2 = .023.3.2 | Effect of standards on calibration accuracy on
subsequent tasks
To investigate whether providing standards improved calibration accu-
racy on subsequent tasks when standards were not available anymore,
we ran a two‐way ANOVA, with standards (Yes vs. No) and perfor-
mance level (Low vs. Medium vs. High) as independent variables and
calibration accuracy without standards present on five critical texts
as the dependent variable (see Table 2 for descriptives). Note that
on the first text, students in the standard group had not received
any standards yet before providing their postdiction without standards
present. We therefore excluded the calibration score of the first criti-
cal text from our analysis.
Our results showed a main effect of providing standards, F (116) =
7.17, p = .008, η2 = .043. Students in the standard group calibrated
more accurately on subsequent tasks without standards present than
students in the no‐standard group (see also Figure 2). Our results also
showed a main effect of performance level, F (116) = 20.56, p < .001,
η2 = .195. Follow‐up t tests showed that medium performers cali-
brated better on subsequent tasks than low performers
t(80.95) = 2.51, p = .014, d = .53 and that high performers calibrated
better than medium performers t(72) = 4.17, p < .001, d = .97, meaning
that they also calibrated better than low performers by transitive
property. Figure 2 shows that low performers seem to have benefitted
the most from receiving standards, followed by medium performers,
TABLE 2 Calibration accuracy without standard present
Standards
No Yes Total
Performance level N M (SE) 95% CI N M (SE) 95% CI N M (SE) 95% CI
Low 24 .34 (.02) [.30, .38] 24 .27 (.02) [.24, .31] 48 .31 (.01) [.28, .33]
Medium 17 .28 (.01) [.25, .31] 21 .25 (.01) [.21, .28] 38 .26 (.01) [.24, .28]
High 19 .20 (.02) [.16, .24] 17 .19 (.02) [.15, .22] 36 .19 (.01) [.17, .22]
Total 60 .28 (.01) [.25, .31] 62 .24 (.01) [.22, .26] 122 .26 (.01) [.24, .28]
Note. This table displays scores of calibration accuracy without standards present. Students scoring below the 33th percentile belong to the group of low
performers. Medium performers are students who scored between the 33th and 66th percentile. Finally, students scoring above the 66th percentile belong
to the last group: high performers. Calibration accuracy scores without standards present are shown from Text 2 till Text 6.
FIGURE 2 This graph displays the effects of standards and
performance level on calibration accuracy without standards present
(i.e., calibration accuracy on subsequent tasks) ranging from 0 to 1
(note that the lower the score, the better the match between
estimated performance and actual performance)
FIGURE 3 This graph displays the effects of standards and
performance level on the bias scores (from −1 to +1) of calibration
accuracy without standards present (i.e., calibration accuracy on
subsequent tasks). Note that the closer to zero, the better the match
between estimated performance and actual performance
NEDERHAND ET AL. 7whereas high performers do not appear to benefit much. However,
the interaction effect between performance level and standards was
not statistically significant, F (116) = 1.27, p = .285, η2 = .015.
Figure 3 shows the bias scores of all performance level groups.
Results showed a main effect of standard group F (116) = 6.35,
p = .013, η2 = .052. Students in the standard group (M = .05, SD = .14)
showed less bias than students in the control group (M = .12, SD = .18).
Results also showed a main effect of performance level
F (116) = 20.21, p < .001, η2 = .258 following a similar pattern as with
calibration accuracy with standards present. Low performers were
biased the most (M = .18, SD = .16), followed by medium performers
(M = .07, SD = .14), and finally, high performers showed the least bias
(M = −.02, SD = .13).
Again, when looking at Figure 3, there appears to be an interaction.
Both low and medium performers seem to decrease in overconfidencewhen receiving standards, whereas high performers do not seem to
change in bias scores. However, again the interaction between stan-
dards and performance level was not significant, F (116) = 1.41,
p = .248, η2 = .024.
To further explore the effect of standards on calibration accuracy
on new tasks, we looked at the improvement of calibration accuracy
over texts. Figure 4 shows that in the standard condition, calibration
accuracy seems to improve linearly, whereas in the no‐standard condi-
tion, calibration accuracy seems to remain more or less equal. To test
this interaction pattern, we used a mixed‐design ANOVA, with text
(Text 1 until 6) and standards (Yes vs. No) as independent variables
and calibration accuracy without standards present as the dependent
variable. The within‐subject contrast showed, however, no significant
linear interaction effect between text and standards, F (116) = 3.27,
p = .073, η2 = .025.
FIGURE 4 This graph displays the effect of standards on the
calibration accuracy without standards present (ranging from 0 to 1)
over texts (note that the closer the score is to zero, the better the
match between estimated performance and actual performance)
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predictions
Finally, although the measure of global predictions was not central to
our hypotheses, we still analyzed the effect of standards on students'
global prediction accuracy for archival purposes. We ran a two‐way
ANOVA, with standards (Yes vs. No) and performance level (Low vs.
Medium vs. High) as independent variables and global prediction
accuracy on five critical texts as the dependent variable. We excluded
the prediction of the first critical text from our analysis, because stu-
dents in the standard group had not yet received any standards at that
time yet.
Our results did not show main effects of standards, F (116) =
0.139, p = .710, ηp
2 = .001, nor of performance level, F (116) = 1.12,
p = .328, ηp
2 = .019. We did find a significant interaction effect how-
ever, F (116) = 5.55, p = .005, ηp
2 = .087. Follow‐up t tests showed
that low performers in the standard group predicted their global
performance better (M = .20, SD = .07) than low performers in the
no‐standard group (M = .27, SD = .10), t(46) = 2.51, p = .016,
d = .72. Interestingly, however, medium performers receiving stan-
dards predicted their own performance worse (M = .24, SD = .08) than
medium performers who did not receive standards (M = .18, SD = .05),
t(36) = −2.69, p = .011, d = .90. Prediction accuracy of high performers
who received standards (M = .23, SD = .14) did not differ from predic-
tion accuracy of high performers in the no‐standards group (M = .21,
SD = .06), t(34) = −0.61, p = .545, d = 0.20.
We also examined the prediction bias scores of our intervention
groups by using an ANOVA with prediction bias scores as dependent
variable and performance level and standards as independent vari-
able. Results showed that standards significantly influence students'bias scores, F (116) = 15.59, p = < .001. Students receiving standard
were more underconfident (M = −.08, SD = .18) than students not
receiving standards (M = .03, SD = .19). This means that, by receiving
standards, students seem to lower their performance estimates. Con-
sequently, when looking at prediction bias scores for low performers,
we see that low performers in the no‐standard group showed over-
confidence (M = .16, SD = .19), whereas students in the standard
group lowered their overconfidence and showed negligible bias
(M = .05, SD = .12). However, when students show negligible bias
already, as is the case for medium performers (M = .01, SD = .13),
lowering their judgements after receiving standards leads to
underconfidence (M = −.16, SD = .14). Consequently, we think that
standards made medium performers too cautious, causing
underconfidence and worse calibration accuracy, as seen in the pre-
vious paragraph. Again, as with our prior tests on calibration accu-
racy, high performers were not affected by the standards. Although
descriptives showed that high performers became somewhat more
underconfident when receiving standards (M = −.17, SD = .18) than
without standards (M = −.13, SD = .12), this difference did not reach
statistical significance, t(34) = .73, p = .468.4 | DISCUSSION
In this study, we investigated whether students can learn to calibrate
better by receiving standards. We hypothesized that providing stan-
dards while students made a performance estimate would improve
their calibration accuracy (cf. Rawson & Dunlosky, 2007). We also
explored whether high performers would benefit more from receiving
standards than low performers. Furthermore, we investigated whether
providing standards could improve calibration accuracy on similar, sub-
sequent tasks when these standards were not immediately available,
and we explored whether this was the case for both high and low
performing students.4.1 | Calibration accuracy with standards present
We investigated whether providing students with standards would
enhance calibration accuracy as Rawson and Dunlosky (2007) found.
Our results indeed show that the calibration accuracy of students
who receive standards while estimating performance is better than
the calibration accuracy of students who do not receive such stan-
dards. Our results thus support the positive effect of standards on cal-
ibration, as shown in previous studies (Dunlosky et al., 2011; Dunlosky
& Thiede, 2013; Lipko et al., 2009; Rawson & Dunlosky, 2007) and are
in line with findings of Koriat (1997) that students experience difficul-
ties to estimate their own performance when standards (i.e., valid
cues) are unavailable.
Additional to discussing the absence of standard hypothesis,
Rawson and Dunlosky (2007) stated that students are limited in their
competence to use standards. They did not, however, specify whether
some students may be more limited than others. In our study, we
explored whether performance level would influence the effect of
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receiving standards because they understand these standards less well
than high performers. On the other hand, low performers have more
room for improvement as shown by their poor calibration (e.g.,
Ehrlinger et al., 2008; Kruger & Dunning, 1999). These low performers
could therefore especially benefit from receiving standards (i.e., more
valid cues) when estimating their performance. Our results show that
both high and low performers improve their calibration accuracy after
receiving standards—refuting the hypothesis that low performers are
less able to adequately use standards. These are promising findings
because it means that providing students with a standard will help
them become better calibrated, regardless of their initial performance
level.4.2 | Performance standards and calibration
accuracy on subsequent tasks
Knowing that students calibrate better when a standard is present is a
first important step. However, until now, it has been unclear whether
standards also help students to better calibrate on similar tasks with-
out receiving standards. Although theory (Koriat, 1997; Zimmerman,
2000) and previous studies gave rise to such an assumption (Hacker
et al., 2000; Nietfeld et al., 2006), this effect had not been investigated
before in a controlled laboratory experiment.
Our results show that providing students with standards can
indeed improve calibration accuracy on new, subsequent tasks when
a standard is not available. Students that have read a text, and made
an estimate of their recall performance based on a standard, seem to
learn from this experience. On the recall task from the next text,
these students also provide a more accurate performance estimate,
even though this text is about a different topic than the previous
one, and the students have not (yet) received any standard when
estimating their performance. A possible explanation for this finding
can be found in the cue utilization model of Koriat (1997). Providing
students with standards and asking them to give a performance esti-
mate allows them to compare this estimate with their original perfor-
mance estimate, given without a standard. This gives the students
extra help in the form of a valid cue about the quality of their original
estimate. This cue can, in turn, help them improve their calibration
accuracy on subsequent tasks (Koriat, 1997; Zimmerman, 2000). This
study therefore is one of the first to show that the beneficial effect
of standards on calibration accuracy also transfers to subsequent
similar tasks.
Interestingly, the interaction between performance level and stan-
dards did not reach statistical significance. Our results thus conflict
with the hypothesis that low performers would benefit less from per-
formance feedback than high performers (Hacker et al., 2000; Nietfeld
et al., 2006) and run counter to the “Matthew effect” that high per-
formers would actually benefit the most compared with low per-
formers (Merton, 1968; Otto & Kistner, 2017). In fact, when looking
at Figures 2 and 3, low performers even seem to show the strongest
improvement in their calibration accuracy and a decreased bias.However, this interaction pattern was not statistically significant, so
further research with even a more powerful design is needed to deter-
mine whether this conclusion is warranted or not. In sum, our results
look promising, by showing that students—including those in need of
an intervention to improve their calibration accuracy—do actually ben-
efit from receiving standards.4.3 | Limitations and future directions
Although our experiment provides valuable insights in the role of
performance level and standards on calibration accuracy, it also
had some limitations. As Nelson and Narens (1990) discussed, there
are many types of judgements students can make when estimating
their performance, and studies focusing on the match between esti-
mated performance and actual performance use different types of
judgements. For example, some researchers focus on Judgements
of Learning or predictions, before completing a task (e.g., Foster,
Was, Dunlosky, & Isaacson, 2017), whereas others focus on
postdictions, after completing a task (e.g., Nietfeld et al., 2006). It
is important to stress that interventions aimed at improving
postdictions (i.e., estimates after completing a task) cannot always
be generalized to other types of judgements, such as predictions
(i.e., estimates before completing a task) and vice versa. For example,
although previous studies found that postdictions can be improved,
a recent study by Foster et al. (2017) showed that even after 13
exams, students were unable to predict their next exam grade.
Indeed, our results show that although standards improve
postdiction accuracy, the effects are different when correcting pre-
diction accuracy—medium and high performers started
underestimating themselves when receiving standards. This result is
also shown in a study by De Bruin et al. (2017): whereas low per-
formers benefitted from extra feedback, high performers became
more underconfident. In addition, such findings underscore the
importance of including performance level as a variable when study-
ing interventions to improve calibration accuracy: high and low per-
formers may not always benefit the same way.
Our study also shows that even simple forms of standards can
already help to enhance calibration accuracy. It must be noted, how-
ever, that the standards used are a limited form of feedback. For
example, students do not see how they should have scored their
answer. Especially, low performers might benefit from such extra guid-
ance as they struggle the most with estimating their performance. A
suggestion for future research would therefore be to use more
extended types of feedback that not only let students compare their
own answer to the correct answer but also show them how they
should have scored their own definitions. A type of standard that
could offer this extra guidance could be the idea‐unit standards used
by Dunlosky et al. (2011). In such an idea‐unit standard, all elements
of the standard that have to be present to receive full credit are spe-
cifically defined.
Furthermore, although low performers appear to benefit at least as
much as high performers from receiving standards when postdicting
10 NEDERHAND ET AL.their performance, they do not become calibrated equally well. Our
results show that overall, high performers remain significantly better
calibrated than low performers when receiving standards (i.e., low per-
formers make more mistakes comparing their own answer to the cor-
rect answer). It is possible that high performers were better at judging
whether their own recalled definitions matched the standards or not,
because they were more able to identify the critical elements that
should have been present to receive credit. Future research could
investigate whether providing students with extra guidance how to
use standards—such as when providing full definition standards with
idea units (i.e., all critical elements a definition consists of are specified,
Dunlosky et al., 2011)—diminishes the difference in calibration accu-
racy between low and high performers (i.e., mistakes due to misunder-
standing are minimalized).
Another direction for future research regards the number of esti-
mates that are made by the students. In the current study, students
in the standard group provided an extra estimate compared with stu-
dents in the no‐standard group. It is possible that making such an addi-
tional estimate would have impacted their calibration accuracy. To the
knowledge of the authors, however, no studies have shown that esti-
mating performance without receiving feedback leads to enhanced
calibration accuracy (Bol et al., 2005; Foster et al., 2017; Lipko,
Dunlosky, & Merriman, 2009). Hence, although we encourage future
research on this topic, we deem it unlikely that the number of judge-
ments provided by our students could explain our findings.
A final remark is that good monitoring alone is not sufficient to
improve performance. Students should also use the monitoring to
control their learning by, for example, rereading or selecting better
learning strategies (Butler & Winne, 1995; Fernandez & Jamet,
2017; Koriat, 2012; Metcalfe, 2009; Nelson & Narens, 1990;
Tuysuzoglu & Greene, 2015). If students use better control strategies,
this should help them to gain more content knowledge, which will
eventually be reflected in better task performance. Interestingly, the
data of our study already seem to indicate that providing standards
leads to better performance. Note that there were no a priori perfor-
mance differences on the first critical text (after the practice text)
between students in the standard group (M = .59, SD = .24) and no‐
standard group (M = .58, SD = .26), t(120) = −0.12, p = .905. However,
we made a comparison of average task performance on the five fol-
lowing critical texts between students that did not receive standards
versus students who did receive standards. To do so, we ran an
ANOVA with calibration without standards present on the five texts
as dependent variable and standards as independent variable. Results
show a main effect of standards on task performance, F (116) = 24.16,
p < .001, ηp
2 = .172. So, it seems that only after receiving standards on
Text 1, students in the standard group started to perform better.
Future research could complement our findings by investigating in
more detail if, and how, standards can influence subsequent study
behavior. When doing so, it may be informative to take cognitive load
into account as well, as research suggests that this could interfere
with monitoring and improvement of performance (Raaijmakers,
Baars, Paas, Van Merriënboer, & Van Gog, 2018; Van Gog, Kester, &
Paas, 2011).4.4 | Conclusion
Our study is the one of the first to investigate the role of performance
level when students receive standards to improve their calibration
accuracy on textual recall tasks. We have shown that providing stan-
dards improves calibration accuracy for all performance levels—
although low performers show more miscalibration than high per-
formers, both when receiving and not receiving standards. Further-
more, it is the first study to show that providing standards can also
improve calibration accuracy on subsequent tasks. This is a promising
finding that has implications for both theory and educational practice.
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EXAMPLE TEXTGestures
Scholars who have studied body language extensively have devised a
widely used system to classify the function of gestures that people use
when speaking publicly. EMBLEMS are gestures that stand for words
or ideas. You occasionally use them in public speaking, as when you
hold up your hand to cut off applause. Emblems vary from culture to
culture. The sign that stands for “a‐ok” in this country refers to money
in Japan, and it is an obscene gesture in some Latin American coun-
tries. ILLUSTRATORS are gestures that simply illustrate or add empha-
sis to your words. For example, speakers often pound on a podium to
accent words or phrases. In addition, you can illustrate spatial relation-
ships by pointing or by extending your hands to indicate width or
height. Adaptors are a different group of gestures used to satisfy
physical or psychological needs. SELF‐ADAPTORS are those in whichyou touch yourself in order to release stress. If you fidget with your
hair, scratch your face, or tap your leg during a speech, you are
adapting to stress by using a self‐adaptor. You use object‐adaptors
when you play with your keys, twirl a ring, jingle change in your
pocket, or tap pencils and note cards. Finally, ALTER‐ADAPTORS are
gestures you use in relation to the audience to protect yourself. For
instance, if you fold your arms across your chest during intense
questioning, you may be subconsciously protecting yourself against
the perceived psychological threat of the questioner. Whereas
emblems and illustrators can be effective additions to a speech, adap-
tors indicate anxiety and appear as nervous mannerisms and should
therefore be eliminated from public speaking habits.APPENDIX B
AVERAGE POSTDICTIONS PER RECALL
RESPONSE CATEGORY (CF. RAWSON &
DUNLOSKY, 2007)
