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LONG TIME BEHAVIOUR OF 1/2 HO¨LDER DIFFUSION
POPULATION PROCESSES
By Bastien Marmet∗
University of Neuchatel
Abstract: In this paper we investigate the long time behavior of a
family of diffusion processes with Ho¨lder continuous diffusion terms
on a compact set, these process arise naturally in random approxima-
tions of an ODE. We will prove that these processes hit the boundary
in finite time, prove the existence of a quasi-stationnay distribution
and finally give some large number and Friedlin-Wentzell type esti-
mates.
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1. Introduction.
In the past 20 years the issue of the long-term survival of interacting pop-
ulations has received an ever increasing attention in the field of populations
biology. This lead to the introduction of the concepts of persistence and
permanence for both deterministic models and stochastic models. In deter-
ministic models, such as differential equations, persistence is often equated
with the existence of an attractor bounded away from the extinction states,
permanence also called uniform persistence requires that attractor to be
global. For the past 30 years there has been an extensive literature on meth-
ods for verifying permanence and or persistence. These models provided
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great insight in the behavior of population models but remained rigid. In
order to refine these models and allow for some ”roughness” and/or influence
of unpredictable outer events, randomness has been added to these models,
leading to models with much more varied behavior and, one might hope,
more realistic ones too. However, stochastic models such as stochastic dif-
ferential equations introduced new difficulties in the notions of persistence
and permanence. The requirement that trajectories stay bounded away from
the extinction states is too strong as population trajectories in stochastic
models can and often will wander arbitrarily close to the extinction states.
These models are then said to be stochastically persistent if there is a posi-
tive probability to remain away from extinction, see [13] for a review on the
subject.
Again these models where there is a positive probability to remain away
from extinction give great insight but do not allow to study the whole variety
of possible behaviors. When studying finite population stochastic models,
the underlying theory of Markov processes shows that extinction in finite
time happens almost surely. Yet, in the real world, with large sized pools of
population, we don’t observe that inevitable extinction. This finite extinction
time may then be very large and the system may remain in some sort of
”metastable state” bounded away from extinction for a long time. These
mathematical models have been corroborated by biologists who remarked
that some interacting populations, while doomed to ultimately settle on an
”extinction state” with some of the species going extinct, seem to settle in
some some kind of population equilibrium.
In [4], Faure and Schreiber studied this problem for randomly perturbed
discrete time dynamical systems, showing that, under the appropriate as-
sumptions about the random perturbations and that there exists a positive
attractor (i.e. an attractor which is bounded away from extinction states)
for the unperturbed system, when they exist, quasi-stationary distributions
concentrate on the positive attractors of the unperturbed system and that,
the expected time to extinction for systems starting according to this quasi-
stationary distribution grows exponentially with the system size. In [8] their
approach was extended to a class of discrete time Markov process, that, up
to a renormalization of time, can be seen as random perturbations of an
ordinary differential equation.
The aim of this paper is to obtain similar results as those of [8] for the
long time behavior of some diffusion processes and their quasi-stationnary
distributions.
In Section 2 we will introduce our setting and give some examples of systems
that fall into it. Then, in Section 3, we will show that our stochastic dynamic
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get almost surely absorbed by the extinction states in finite time, then,
under the hypothesis that the deterministic mean dynamic admits an interior
attractor, we will give a speed at which the extinction time grows with the
size of the system and prove that, when the system size goes to infinity, the
limit set of the quasi-stationary distributions of the processes for the weak*
convergence consists of invariant measures for the deterministic dynamic.
Finally, in Section 4 we will prove some Freidlin-Wentzell type results of our
SDE, namely a weak law of large number and a large deviations principle.
2. Setting.
In [8], we studied a class of discrete time Markov process, that, up to a
renormalization of time, can be seen as random perturbations of an ordinary
differential equation. A simple yet rich model of such a Markov process is a
(XNk ) the random walk on ∆N = ∆ ∩ (1/NZ)d defined by:
P
[
XNk+1 = X
N
k +
1
N
(ej − ei)
∣∣Xnk = x
]
= pi,j(x)
where (ei)i=1···d is the canonical base of Rd and ∆ is the simplex in Rd.
This type of model often occurs in population games. In this setting N
represents the size of the population. Each individual plays a pure strategy
i andXN represents then the vector of proportion of players of each strategy.
The jump XNk+1 = X
N
k +
1
N (ej − ei) means that an individual switches his
strategy from i to j at time k. Typically the coefficients pi,j(x) will take
the form pi,j(x) = xixjλi,j(x) with λi,j(x) > 0. This makes sense for models
based on strategy switching from imitations or models arising from ecology.
Depending on the coefficients pi,j this models shows interesting behavior,
in particular the chain will ultimately rest in one of the extinction states, that
is the vertices of the simplex. In [8], results on the long time and/or large pop-
ulation behavior of this model were proved by comparing its behavior with
that of the mean-field ordinary differential equation which can be obtained
by taking the first order term in the expansion in N of E[f(XNk+1)|Xk = x].
Indeed
E[f(XNk+1)|Xk = x] = E[f(XNk+1)− f(x)|XNk = x] + f(x)
=
∑
i,j
(
f(x+
ej − ei
N
)− f(x)
)
pi,j(x) + f(x)
TakingGi(x) =
∑
j (pj,i(x)− pi,j(x)) and a(x) such that ai,j(x) = − (pj,i(x) + pi,j(x))
and ai,i(x) =
∑
j (pj,i(x) + pi,j(x)) we obtain
E[f(XNk+1)|XNk = x] = f(x)+
1
N
< ∇f(x), G(x) > + 1
2N2
Tr(D2f(x)a)+o
(
1
N2
)
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If we only take into account the first term in the expansion we obtain an
Euler scheme for approximating the ODE x˙ = G(x). If we now take into
account the second order term we recognize the infinitesimal generator of a
stochastic differential equation of the following form.
dX
(N)
t = G(X
(N)
t )dt+
1√
N
γ(X
(N)
t )dBt
where a = γγ∗ and ◦ denote by ◦ the component by component product in
R
d.
(x1, x2, · · · xd) ◦ (y1, y2, · · · yd) = (x1y1, x2y2, · · · , xdyd)
.
Typically the coefficients pi,j(x) take the form pi,j(x) = xixjλi,j(x). In
that case we would obtain a SDE of the form
(1) dX
(N)
t = X
(N)
t F (X
(N)
t )dt+
1√
N
√
X
(N)
t ◦ σ(X(N)t )dBt
This is the type of SDE we will be studying here.
In [14], Schreiber, Bena¨ım and Atchade´ gave criteria for the persistence
of a class of SDE on the d-dimensional simplex of the following form
dXt = Xt ◦ F (Xt)dt+Xt ◦ σ(Xt)dBt
The main difference between their model and (1) is the lack of the Lipschitz
property of the diffusion term. This seemingly small difference will lead to a
whole different behavior. We will prove that our model will be absorbed in
finite time by the boundary, whereas Schreiber, Bena¨ım and Atchade´ model
remains in the relative interior of the simplex for all times.
2.1. Notations and standing hypotheses. We denote by ∆ the d-dimensional
simplex.
∆ = {x ∈ Rd ; ∀i = 1 · · · d xi > 0 &
d∑
i=1
xi = 1}
We let ∆˚ denote the relative interior of ∆.
We consider a family of Markov processes (XNt )t∈R+ on a probability
space (Ω,F ,P) taking values in ∆ defined by
(2) dX
(N)
t = X
(N)
t F (X
(N)
t )dt+
1√
N
√
X
(N)
t ◦ σ(X(N)t )dBt
Throughout this chapter, these hypotheses will always be assumed to hold
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Standing Hypothesis 2.1 :
(i) F : ∆→ Rd is a L-Lipschitz vector field
(ii) ∀x ∈ ∆
d∑
i=1
xiFi(x) = 0
(iii) σ is a continuously derivable application from ∆ to Md,l(R)
(iv) ∀x ∈ ∆ and ∀j ∈ {1, · · · , l}
d∑
i=1
√
xiσi,j(x) = 0
(v) For all i ∈ {1 · · · d} and all x ∈ ∆, we have (σσ∗)ii(x) > ε
Proposition 2.2 :
For all N > 1 the SDE (2) admits a weakly unique weak solution.
This proposition is a consequence of Theorem 4.22 in [6]
Unless specified otherwise, the topology considered will be the topology
induced by the classical Rd metric topology on ∆. If A is a subset of a metric
space (E, d), we will denote by N ε(A) its ε-neighborhood
N ε(A) = {x ∈ E ; d(x,A) < ε}.
We denote by FNt the σ-algebra generated by {XNs , s 6 t}. For A ∈ F we
let Px[A] = P[A|X0 = x].
From the assumptions on the drift and diffusion terms and the fact that
they vanish on the boundary we get that XNt ∈ ∆ a.s. We will compare the
solutions of the SDE with those of the ODE
x˙t = xtF (xt)
Definition 2.3:
We denote by L(N) the infinitesimal generator of the diffusion X(N). , that is,
the operator defined by
∀f ∈ D(L) Lf(x) = 〈x ◦ F (x);∇f〉+ 1
2N
Tr(D2f(x)Σ(x))
where Σ(x) =
√
(x) ◦ σ(x)(σ(x) ◦ √x)∗
Remark :
The factor
1√
N
in the diffusion term doesn’t impact the qualitative be-
havior of the SDE such as its absorption by the border or the existence of
quasi-stationary distributions. Thus, when only interested in qualitative be-
havior, most of the time we will assume N = 1 and simply write Xt instead
of X
(1)
t and L instead of L
(1) to simplify notations.
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3. Border absorption in finite time.
When studying SDE of the form
dXt = Xt ◦ F (Xt)dt+Xt ◦ σ(Xt)dBt
with F and σ Lipschitz, a simple exponential martingale argument or the
use of the strong uniqueness property show that, whenever X0 ∈ ∆˚, Xt ∈ ∆˚
almost surely for all t. Such a behavior is no more true when the diffusion
term is no more Lipschitz, in fact we get that
Theorem 3.1 :
Let τ = inf{t > 0 ; Xt ∈ ∂∆}.
Then Px[τ <∞] = 1
Proof :
Let Vi(x) = −xilog(xi) and let U iδ = {x ∈ ∆ ; xi < δ}
We have
LV (x) = (−log(xi)− 1)xiFi(x)− 1
2
1
xi
xi
∑
j
σ2ij(x)
= Vi(x)Fi(x)− xiFi(x)− 1
2
(σσ∗)2ii(x)
Thus, if x ∈ U iδ we get
LV (x) 6 ‖F‖(−δ log(δ) + δ)− 1
2
∑
j
σ2ij(x)
As (σσ∗)ii > ε we get, for δ small enough and 0 < α < ε2 , that
LV (x) 6 −α
Hence, if x0 ∈ U iδ, and τi,δ = Inf{t > 0 ; Xt 6∈ U iδ}
V (Xt∧τi,δ ) = V (x0)+
∫ t∧τi,δ
0
LV (Xs)ds+Mt∧τi,δ 6 V (x0)−αt∧τi,δ+Mt∧τi,δ
where Mt is a local martingale.
Then
0 6 E[V (Xt∧τi,δ )] 6 V (x0)− αE[t ∧ τi,δ]
which, in turn, gives
E[t ∧ τi,δ] 6 V (x0)
α
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In particular we have P[τi,δ <∞] > 0.
Let us now decompose τi,δ whether the chain exits in the direction of ∂∆
or in the direction of the interior, we define
τ1i,δ = Inf{t > 0 ; Xt 6∈ U iδ & Xt ∈ ∂∆}
τ2i,δ = Inf{t > 0 ; Xt 6∈ U iδ & Xt 6∈ ∂∆}
We naturally get τi,δ = τ
1
i,δ ∧ τ2i,δ.
Then
E[V (Xτi,δ )] 6 V (x0) < −δlog(δ)
−δlog(δ)P[τi,δ = τ2i,δ] + E[1lτi,δ=τ1i,δV (Xτi,δ )] < −δlog(δ)
Thus P[τi,δ = τ
2
i,δ] < 1, i.e. P[τi,δ = τ
1
i,δ] > 0
Define Uδ = ∪iU iδ the former argument gives us that, for x ∈ Uδ we have
Px[τi <∞] > 0.
If we show that, for all x ∈ δ, Px[∃t > 0,Xt ∈ Uδ] > 0 we would then
obtain, via the Markov property, that, for all x ∈ δ, Px[τ <∞] > 0.
To do that we will make use of the Lemma 5.7.4 in [7] on the domain
∆ \ Uδ/2.
Lemma 3.2 :
Let D be an open subset of Rd and consider a stochastic differential equation
on D with drift term b and diffusion term s such that
(i) b and s don’t depend on t
(ii) b and s are continuous and satisfy the linear growth condition on D
‖b(x)‖2 + ‖s(x)‖2 6 K2(1 + ‖x‖2)
(iii) The SDE admits a weak solution for every starting point in D and this
solution is unique in the sense of probability law
(iv) for some 1 6 i 6 d we have
min
x∈D
(ss∗)ii(x) > 0
Then, for all x ∈ D,
Ex[τD] <∞
where τD = Inf{t > 0 ; Xt 6∈ D}
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In our case b = xF (x) and s =
√
xσ(x). On D = ∆ \ Uδ these functions
verify Assumptions (i), (ii), and (iii) and on ∆ \ Uδ we have
(ss∗)ij(x) =
√
xi
√
xj
∑
k
σikσjk > δε
2
Hence we can apply Lemma 3.2.
We finally get that, for all x ∈ ∆, Px[τ <∞] > 0. The only step remaining
is proving that, in fact
∀x ∈ ∆ Px[τ <∞] = 1
We know that
∀x ∈ Uδ Px[τ <∞] > δlog(δ) − V (x)
δlog(δ)
Then, if x ∈ Uδ/2 ⊂ Uδ we get
Px[τ <∞] > δlog(δ) − δ/2log(δ/2)
δlog(δ
> c > 0
where c is a positive constant.
Thus, for x ∈ ∆˚
Px[τ <∞] = Ex[1lτ<∞]
= Ex[E[1lτ<∞|FτUδ/2 ] > c
Hence, for all t > 0
Ex[1lτ<∞|Ft] > c
As t goes to infinity, Ex[1lτ<∞|Ft] goes to E[1lτ<∞|X0 = x] a.s. .
Thus E[1lτ<∞|X0 = x] > c > 0 a.s. , i.e. E[1lτ<∞|X0 = x] = 1 a.s.
Finally we get that, for all x ∈ ∆˚, Px[τ <∞] = 1.

4. Quasi-stationary Distributions.
Definition 4.1:
Let τN = Inf{t > 0 ; X(N)t ∈ ∂∆}. A probability measure µN on the
relative interior of the simplex ∆˚ is said to be a quasi-stationary distribution
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for the process X(N), thereafter referred as QSD, if and only if, for every
Borel set A ⊂ ∆˚ and every t > 0,
Pµ[X
(N)
t ∈ A|τN > t] = µ(A).
We remark that, in this case, µ is a fixed point for the conditional evolution
ν 7→ Pν[X(N)t ∈ |τN > t]
For more information on QSD see e.g. [9],[11] and [1].
4.1. Existence.
First we will give a result about the regularity of the process, namely that
the process is strongly Feller, this property will be needed later for the proof
of the existence of a QSD.
Theorem 4.2 :
The process X(N), up to the time τN where it exits ∆˚, is a strongly Feller
process. That is, for all measurable function f from ∆˚ to R and all t > 0
Ex[f(X
(N)
t )1lt<τN ]
is a continuous function of x over ∆˚. We may remark that, if f ∂∆ = 0 then
Ex[f(X
(N)
t )] = Ex[f(X
(N)
t )1lt<τN ] + Ex[f(X
(N)
t )1lt>τN ] = Ex[f(X
(N)
t )1lt<τN ]
Thus Ex[f(X
(N)
t )] is also a continuous function of x
This result is a consequence of a theorem announced by Girsanov in [5]
about the regularity of multidimensional diffusion process, he never proved
said theorem due to his untimely death, a proof of this result and of another
Girsanov theorem about the strong Feller property of limits of compatible
strong Feller process (result which could also be used here to prove the
strong Feller property) can be found in [10].
Theorem 4.3 :
For all N there exists a QSD µN for the process X(N).
Proof : The factor N is not altering the long time behavior of the system,
thus we only have to prove the existence of a QSD for the process Xt = X
(1)
t .
dXt = Xt ◦ F (Xt)dt+
√
Xt ◦ σ(Xt)dBt
We will prove the existence of a quasi-stationary distribution by making
use of Lemma 2.9 in [1] rewritten in our setting.
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Lemma 4.4 ( Lemma 2.9 in [1]) :
Let µ be a probability measure on ∆˚ such that, for all continuous function f
Eµ[f(Xα)|τ > α] = βµf
Then β > 1 and there exists a QSD ν whose exponential rate of survival is
θ = − log(β)α > 0.
Let ∆ε = {x ∈ ∆ ; d(x, ∂∆) > ε}, τε = inf{t > 0 ; Xt 6∈ ∆ε} and
Xε be the process Xt killed when it exits ∆
ε, that is the process defined by
Xεt = Xt for t ∈ [0, τε] and Xεt = ∂ for t > τε, where ∂ is a cemetery state. As
∆ε is a compact set, we know, from Proposition 2.10 in [1], that Xε admits
a QSD µε with associated parameter θ(ε). The measures µε are probability
measures with support in the compact set ∆, thus, up to a sub-sequence,
they converge, in the weak* limit sense, as ε goes to zero, to a measure µ.
Let α > 0 We have e−αθ(ε) = Pµε [τ ε > α]
Pµ[τ > α] = Pµ[τ > α]− Pµε [τ > α] + Pµε [τ > α]− Pµε [τ ε > α] + Pµε [τ ε > α]
= Pµε [τ > α , τ
ε < α] + Pµ[Xα ∈ ∆˚]− Pµε [Xα ∈ ∆˚] + Pµε [τ ε > α]
Due to the ellipticity of Xt on the set ∆
ε/2 we know that (for the definition
of ellipticity and related properties we refer to [7] Chapter 5 Section 7)
P[ there exists an open interval I such that ∀t ∈ I Xt ∈ ∂∆ε]
Thus the exit time of ∆˚ε is equal to the exit time of ∆ε.
Then the function Px[τ
ε > α] on ∆ is continuous in x by virtue of the
strong Feller property (see Schilling and Wang Theorem 3.4 [12] and Dynkin
book [3]). From that we can also deduce the continuity of the function Px[τ >
α , τ ε < α]
Furthermore, the sets {τ > α , τ ε < α} are a decreasing family of sets
with void intersection. Thus, (Px[τ > α , τ
ε < α])ε>0 is a decreasing family
of continuous functions that verify for all x ∈ ∆ lim
ε→0
Px[τ > α , τ
ε < α] = 0.
As Px[τ > α , τ
ε < α] = 0 when x ∈ ∂∆ and ∆ is a compact set, we get,
using Dini Theorem, that Px[τ > α , τ
ε < α] goes uniformly to 0 as ε goes to
0. Hence, there exists g(ε) such that lim
ε→0
g(ε) = 0 and Px[τ > α , τ
ε < α] 6
g(ε), hence 0 6
∫
Px[τ > α , τ
ε < α]µε(dx) 6 g(ε). By the Feller property
we also get that lim
ε→0
Pµ[Xα ∈ ∆˚]− Pµε [Xα ∈ ∆˚] = 0.
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We know that, starting from the QSD µε, the absorption time τ ε has an
exponential distribution. Hence, it has no atoms and
Pµε [τ
ε
> α] = Pµε [τ
ε > α] = e−αθ(ε)
Finally we obtain that
lim
ε→0
e−αθ(ε) = Pµ[τ > α]
We still must prove that there exists an α such that Pµ[τ > α] > 0.
Let V ⊂ ∆˚ε and let t ∈ R. By the QSD property we have:
eαθ(ε)µε(V ) = Pµε [X
ε
α ∈ V ]
=
∫
∆ε
Px[X
ε
α ∈ V ]µε(dx)
>
∫
V
Px[X
ε
α ∈ V ]µε(dx)
> inf
x∈V
Px[X
ε
α ∈ V ]µε(V ).
As the diffusion Xεt is uniformly elliptic on ∆
ε the QSD µε give a positive
weight on all set of positive Lebesgue measure. Thus there exists a set V ⊂
∆ε such that µε(V ) > 0 for all ε
Hence
eαθ(ε) > inf
x∈V
Px[X
ε
α ∈ V ].
The left hand term goes to Pµ[τ > α] as ε goes to 0. From the Feller
property we get that x 7→ Px[Xεα ∈ V ] is a continous function.
Here the functions Px[X
ε
α ∈ V ] converge monotonously to Px[Xα ∈ V ] as
ε goes to 0. The Dini theorem implies then that the convergence is uniform
and thus that
lim
ε→0
inf
x∈V
Px[X
ε
α ∈ V ] = inf
x∈V
Px[Xα ∈ V ]
From that we obtain that
Pµ[τ > α] > inf
x∈V
Px[Xα ∈ V ].
And the second term is clearly positive due to the ellipticity of the process
X on ∆˚.
From now on we will take α such that Pµ[τ > α] = β > 0. Let f be a
continuous function from ∆ to R and let
I =
∣∣∣∣
∫
Ex[f(Xα)|τ > α]− βf(x)µ(dx)
∣∣∣∣
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We will show that I = 0
I =
∣∣∣∣
∫
Ex[f(Xα)|τ > α]− βf(x)µ(dx)
∣∣∣∣
6
∣∣∣∣
∫
Ex[f(Xα)|τ > α]µ(dx) −
∫
Ex[f(Xα)|τ > α]µε(dx)
∣∣∣∣
+
∣∣∣∣
∫
Ex[f(Xα)|τ > α]− Ex[f(Xα)|τε > α]µε(dx)
∣∣∣∣
+
∣∣∣∣
∫
Ex[f(Xα)|τε > α]− e−αθ(ε)f(x)µε(dx)
∣∣∣∣
+
∣∣∣∣e−αθ(ε)
∫
f(x)µε(dx)− β
∫
f(x)µ(dx)
∣∣∣∣
We will define
I1 =
∣∣∣∣
∫
Ex[f(Xα)|τ > α]µ(dx)−
∫
Ex[f(Xα)|τ > α]µε(dx)
∣∣∣∣
I2 =
∣∣∣∣
∫
Ex[f(Xα)|τ > α]− Ex[f(Xα)|τε > α]µε(dx)
∣∣∣∣
I3 =
∣∣∣∣
∫
Ex[f(Xα)|τε > α]− e−αθ(ε)f(x)µε(dx)
∣∣∣∣
I4 =
∣∣∣∣
∫
e−αθ(ε)f(x)µε(dx)−
∫
βf(x)µ(dx)
∣∣∣∣
From the QSD property of µε we get that I3 = 0. As µ
ε ⇀ µ, we get that
lim
ε→0
I4 = 0 and, as our process is strongly Feller, we also get lim
ε→0
I1 = 0.
Only I2 remains to be controlled.
For that we will first see what happens should f equals 1lA with A ⊂ ∆˚ a
Borel set.
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In that case we get
I2 =
∣∣∣∣
∫
Ex[f(Xα)|τ > α]− Ex[f(Xα)|τε > α]µε(dx)
∣∣∣∣
=
∣∣∣∣
∫
Px[Xα ∈ A|τ > α]− Px[Xα ∈ A|τε > α]µε(dx)
∣∣∣∣
=
∣∣∣∣
∫
Px[Xα ∈ A]
Px[τ > α]
− Px[Xα ∈ A , τ
ε > α]
Px[τ ε > α]
µε(dx)
∣∣∣∣
=
∣∣∣∣
∫
Px[Xα ∈ A , τ ε > α]
(
1
Px[τ > α]
− 1
Px[τ ε > α]
)
+ Px[Xα ∈ A , τ ε < α]µε(dx)
∣∣∣∣
=
∣∣∣∣
∫
Px[Xα ∈ A , τ ε > α]
(
Px[τ
ε > α]− Px[τ > α]
Px[τ > α]Px[τ ε > α]
)
+ Px[Xα ∈ A , τ ε < α]µε(dx)
∣∣∣∣
6
∣∣∣∣
∫
Px[τ > α , τ
ε < α]
Px[τ > α]Px[τ ε > α]
+ Px[τ > α , τ
ε < α]µε(dx)
∣∣∣∣
However, the sets {τ > α , τ ε < α} are a decreasing family of sets
with void intersection, thus lim
δ→0
Px[τ > α , τ
ε < α] = 0 and, by monotonous
convergence, we also get lim
δ→0
∫
Px[τ > α , τ
ε < α]µ(dx) = 0. Thus, if f =
1lA, we get lim
δ→0
I2 = 0. The same conclusion will hold for a linear combination
of such functions. Finally, when f is only supposed continuous, for all γ > 0
we may take gγ a simple function such that ‖f − gγ‖∞ < γ and obtain that
lim sup
ε→0
I2 < γ
Finally we obtain that I = 0, that is Eµ[f(Xα)|τ > α] = β
∫
f(x)µ(dx).
Lemma 2.9 in [1] allows us to conclude that β < 1 and that there exists a
QSD for the process Xt.

It might comes as a surprise that the dynamic induced by x˙ = x ◦ F (x)
doesn’t impact on the existence of a QSD: whether there exists an interior
attractor for the dynamical system x˙ = x ◦ F (x)(that is the system is per-
manent) or the dynamic x˙ = x ◦ F (x) goes quickly to the border, there still
exists a QSD. In some simple case we might even compute it.
Example 1:
We study here the one-dimensionnal SDE
dXt = Xt(1−Xt)dt+
√
Xt(1−Xt)dBt
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The deterministic dynamic x˙ = x(1− x) has a very simple behavior: For all
x 6= 0, the solution of the ODE ϕt(x) with initial condition converges to 1
as t goes to infinity. Let us look for a QSD for the process Xt. For that we
look for a probability measure µ such that
(3) µL = λµ
with λ > 0, and L the infinitesimal generator associated with the semi-group
Ptf = E[f(Xt)1lτ>t] To simplify the problem we will only search among
probability measure of the form µ(dx) = g(x)dx with g of class C2.
In that case (3) can be rewritten as L∗g = λg where L∗ is the adjoint of
the operator L. This leads to the ODE
1
2
((x(1 − x)g(x))′′ − ((x(1 − x)g(x))′ = λg
Defining h(x) = ((x(1 − x)g(x)) we obtain
h′′(x)
2
− h′(x) = λh(x)
(x(1 − x)
Such an ODE is easily solved and the solution takes the form
(
h′(x)
h(x)
)
= C expλ
∫ x
x0
( 1
2
1
u(1−u)
1 0
)
du = C expλ
(
x−x0
2 log
(
x
1−x
)
− log
(
x0
1−x0
)
x− x0 0
)
where C is a 1×2 constant vector. We skip the tedious calculations and give
the graph of the function h
which in turn gives us the graph of g
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4.2. Absorption time.
We recall a classical result about QSD and absorption time, see e.g. [9]
Proposition 4.5 :
Suppose that µN is a QSD for this process X
(N)
t . Then there exists a positive
real number θ(µN ) such that
P
N
µ [τN > t] = e
−θ(µN )t
A set A ⊂ ∆ is called an attractor for the flow {ϕt} if
(i) A is compact and invariant, i.e. for every t ∈ R ϕt(A) = A.
(ii) There exists a neighborhood U of A, called a fundamental neighbor-
hood, such that
lim
t→∞
d(ϕt(x), A) = 0
uniformly in x in U .
Let
DN (T ) = max
06t6T
‖X(N)t − ϕt(X(N)0 )‖
be the variable measuring the distance between the trajectories t 7→ X(N)t
and t 7→ ϕt(X(N)0 ). We have the following estimate on DN (T ).
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Proposition 4.6 :
∀δ > 0 P[DN (T ) > δ] 6 T‖σ‖∞
Nδ
In particular, we get
DN (T )
P−→
N→∞
0
Proof : We have
DN (t) = sup
06s6t
‖
∫ s
0
b(X(N)u )− b(xu)du+
1√
N
∫ s
0
Σ(X(N)u )dBu‖
6 L
∫ t
0
DN (s)ds + sup
06s6t
‖ 1√
N
∫ s
0
Σ(X(N)u )dBu‖
We denote ZNt = sup06s6t ‖ 1√N
∫ s
0 Σ(X
(N)
u )dBu‖.
By the Gronwall Lemma we get DN (T ) 6 e
LTZNT .
Let Y Nt be defined by dY
N
t =
√
εΣ(X
(N)
t )dBt.
Then
d‖Y Nt ‖2 = 2
1√
N
< Y Nt , dY
N
t > +
ε
2
Tr(2Id d < Y Nt >)
= 2ε < Y Nt ,Σ(X
(N)
t ) > dBt + εTr(X
(N)
t ◦ΣΣ∗(X(N)t ))dt
Thus E[‖Y Nt ‖2|Fs] = ‖Y Ns ‖2 + ε
∫ t
s Tr(X
(N)
t ◦ΣΣ∗(X(N)t ))dt 6 ‖Y Ns ‖2
Y Nt is then a sub-martingale. Using a theorem of Doob we get, for δ > 0
P[ sup
06t6T
‖Y Nt ‖2 > δ] 6
E[‖Y NT ‖]
δ
6
T‖Σ‖∞
δN
Hence the announced result.

Theorem 4.7 :
Starting from µN , the law of the absorption time and its expectation are
given by Proposition 4.5. If we further assume that the flow {ϕt} admits an
attractor A ⊂ ∆˚, then, the following estimate holds :
0 6 1− eθN 6 O
(
1
N
)
where θN = θ(µ
N ).
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Thus, there exists a constant C > 0 such that
EµN [τ ] > CN
Proof :
Let V ⊂ ∆˚ such that µN (V ) > 0 for all N , and let t ∈ R. By the QSD
property we have:
etθNµN (V ) = PµN [X
(N)
t ∈ V ]
=
∫
∆
Px[X
(N)
t ∈ V ]µN (dx)
>
∫
V
Px[X
(N)
t ∈ V ]µN (dx)
> inf
x∈V
Px[X
(N)
t ∈ V ]µN (V ).
Thus
etθN > inf
x∈V
Px[X
(N)
t ∈ V ].
Let U ⊂ ∆˚ be a compact fundamental neighborhood of the attractor A.
We know that d(ϕt(x), A) converges uniformly to 0 over U . Hence
∀ε > 0 ∃T (ε) > 0 ∀t > T (ε) ∀x ∈ U d(ϕt(x), A) < ε.
Let α = d(A,U c), ε < α, T = T (ε) and δ < α− ε.
For all x ∈ U
Px[X
N
T ∈ U c] 6 Px[d(XNT , A) > α]
6 Px[d(X
N
T , ϕT (x)) > α− ε]
6 Px [DN (T ) > α− ε]
6
CTeLT
δ2N
for N large enough (see Theorem 4.6)
We need to show that µN (U) > 0. However µN (U) = 0 implies that
∀t > 0 PNµ [X(N)t ∈ U |τ > t] = 0
Which, due to the property 2.1(v) of the diffusion term is clearly absurd.
Then
eTθN > inf
x∈U
Px[X
N
t ∈ U ]
> 1−max
x∈U
Px[X
N
t ∈ U c]
> 1− CTe
LT
δ2N
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Therefore
1− eTθN 6 1−
(
1− CTe
LT
δ2N
) 1
T
In conclusion we have
0 6 1− eθN 6 O
(
1
N
)

4.3. Convergence of the QSD to an invariant measure.
A probability measure µ on ∆ is called an invariant measure for the flow
{ϕt} if, for all t ∈ R and all Borel set A ∈ B(∆), µ(ϕ−1t (A)) = µ(A).
Theorem 4.8 :
The set of limit points of {µN} for the weak* topology is a subset of the set
of invariant measures for the flow {ϕt}.
Remark In [8], we needed the existence of an attractor to ensure the
convergence of the QSD to invariant measures. This was linked to a renor-
malization of time for the process XNk and the subsequent need to ensure
that e−NθN converges to zero. Here we don’t have to make such a rescaling,
thus the existence of an attractor is not needed to ensure the convergence
of the QSD to invariant measures.
Proof :
Let f be a Lipschitz function from ∆ to R with constant L. We suppose
that the sequence µN weakly converges to a measure µ. Let t > 0. We want
to prove that
lim
N→∞
∫
f(x)µN (dx)−
∫
f(ϕt(x))µ
N (dx) = 0
The QSD property gives us that, for all k∫
f(x)µN (dx) =
∫
Ex
[
f(XNT )
∣∣∣∣τN > T
]
µN (dx)
Let
I =
∣∣∣∣
∫
f(x)µN (dx) −
∫
f(ϕt(x))µ
N (dx)
∣∣∣∣
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Then, for all k,
I =
∣∣∣∣
∫
f(x)µN (dx)−
∫
f(ϕt(x))µ
N (dx)
∣∣∣∣
=
∣∣∣∣
∫
Ex
[
f(XNT )
∣∣∣∣τN > T
]
µN (dx)−
∫
f(ϕt(x))µ
N (dx)
∣∣∣∣
=
∣∣∣∣
∫
Ex
[
f(XNT )− f(ϕt(x))
∣∣∣∣τN > T
]
µN (dx)
∣∣∣∣
In particular, for T = t.
I =
∣∣∣∣
∫
Ex
[
f(XNt )− f(ϕt(x))
∣∣∣∣τN > t
]
µN (dx)
∣∣∣∣
By Proposition 4.6, we know that, for N large enough, we have
Px[DN (t) > δ] 6
CteLt
δ2N
.
Thus
Ex[DN (t)] =
∫ +∞
0
Px[DN (t) > δ]dδ 6
∫ +∞
0
Min
(
1,
CteLt
δ2N
)
dδ =
KteLt
N
with K a constant.
Hence
I =
∣∣∣∣
∫
Ex
[
f(XNt )− f(ϕt(x))
∣∣∣∣τN > t
]
µN (dx)
∣∣∣∣
6
∣∣∣∣∣
∫
Ex
[
f(XNt )− f(ϕt(x))
]
Px [τN > t]
µN (dx)
∣∣∣∣∣
6
∣∣∣∣∣
∫
Ex
[
L|XNt − ϕt(x)|
]
Px [τN > t]
µN (dx)
∣∣∣∣∣
6
∣∣∣∣
∫
Ex [L(DN (t)]
Px [τN > t]
µN (dx)
∣∣∣∣
6
∣∣∣∣LKteLtN eθN t
∣∣∣∣ −→N→+∞ 0

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Definition 4.9:
For K compact subset of ∆˚ we denote
βδ,K(N) = sup
x∈K
Px[X
(N)
1 ∈ ∆ \N δ(ϕ1(x))]
Proposition 4.10 :
If the flow {ϕt} admits an attractor A ⊂ ∆˚, then, for all K compact subset
of ∆˚ and neighborhood of A, there exists δ > 0 such that e−θN > 1−βδ,K(N).
Moreover, if there exists UK an open neighborhood of ∂∆ with
lim
N→∞
βδ,K(N)
infx∈UK Px[X
(N)
1 ∈ ∂∆]
= 0
Then, for all limiting measure µ, we have µ(UK,T ) = 0.
Proof :
As our system evolve in a compact space we know, see e.g. Conley [2] I
7.2, that there exists a Lyapunov function g for the attractor A, i.e. A =
g−1(0) and, for x in the basin of attraction of A, t 7→ g(ϕt(x)) is strictly
decreasing. Thus there exists U an open neighborhood of A such that U ⊂
B(A) ∩K where B(A) is the basin of attraction of A and ϕ1(U) ⊂ U . Let
δ < d(ϕ1(U), U
c). Then N δ(ϕ1(U)) ⊂ U .
Thus
e−θNµN (U) =
∫
∆
Px[X
(N)
1 ∈ U ]µN (dx)
>
∫
U
inf
x∈U
Px[X
(N)
1 ∈ U ]µN (dx)
> µN (U)
(
1− sup
x∈U
Px[X
(N)
1 ∈ U c]
)
> µN (U)
(
1− sup
x∈U
Px[X
(N)
1 ∈ N δ(ϕ1(U))c]
)
> µN (U) (1− βδ,K(N))
We finally get e−θN > 1− βδ,K(N)
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From this, as µN (∆˚) = 1, we obtain
1− βδ,K(N) 6 e−θNµN (∆˚)
6
∫
∆˚
(
1− Px[X(N)1 ∈ ∂∆]
)
µN (dx)
6 µN (∆ \ UK) + µN (UK)
(
1− inf
x∈UK
Px[X
(N)
1 ∈ ∂∆]
)
Hence
µN (UK) 6
βδ,K(N)
infx∈UK Px[X
(N)
1 ∈ ∂∆]
UK being an open set, the weak convergence of the measures µ
N gives us
the desired result.

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