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CANCELATION FREE FORMULA FOR THE ANTIPODE OF
LINEARIZED HOPF MONOID
CAROLINA BENEDETTI AND NANTEL BERGERON
Abstract. Many combinatorial Hopf algebras H in the literature are the functorial
image of a linearized Hopf monoid H. That is, H = K(H) or H = K(H). Unlike the
functor K, the functor K applied to H may not preserve the antipode of H. In this
case, one needs to consider the larger Hopf monoid L×H to getH = K(H) = K(L×H)
and study the antipode in L ×H. One of the main results in this paper provides a
cancelation free and multiplicity free formula for the antipode of L × H. From this
formula we obtain a new antipode formula for H . We also explore the case when H is
commutative and cocommutative. In this situation we get new antipode formulas that
despite of not being cancelation free, can be used to obtain one for K(H) in some cases.
We recover as well many of the well-known cancelation free formulas in the literature.
One of our formulas for computing the antipode in H involves acyclic orientations of
hypergraphs as the central tool. In this vein, we obtain polynomials analogous to the
chromatic polynomial of a graph, and also identities parallel to Stanley’s (-1)-color
theorem. One of our examples introduces a chromatic polynomial for permutations
which counts increasing sequences of the permutation satisfying a pattern. We also
study the statistic obtained after evaluating such polynomial at −1. Finally, we sketch
q deformations and geometric interpretations of our results. This last part will appear
in a sequel paper in joint work with J. Machacek.
Introduction
Computing antipode formulas in various graded Hopf algebras is a classical yet diffi-
cult problem to solve. Recently, numerous results in this direction have been provided
for various families of Hopf algebras [13, 8, 9, 1, 11, 6]. A motivation to find such for-
mulas lies in their potential geometric interpretation (see for example [1]), or in their
use to derive information regarding combinatorial invariants of the discrete objects in
play. One example of this is the Hopf algebra of graphs G (see, for instance [13]). In [13]
the authors derive the antipode formula and use it to obtain the celebrated Stanley’s
(−1)-color theorem: the chromatic polynomial of a graph evaluated at −1 is, up to a
sign, the number of acyclic orientations of the graph. On the geometric side, a remark-
able result in[1] shows that such antipode is encoded in the f -vector of the graphical
zonotope corresponding to the given graph.
The general principle is that antipode formulas provide interesting identities for the
combinatorial invariants. One of the key results in the theory of Combinatorial Hopf
algebras (CHAs) gives us a canonical way of constructing combinatorial invariants with
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values in the space QSym of quasisymmetric functions (see [2]). Letting H =
⊕
n≥0Hn
be a CHA with character ζ : H → k we have a unique Hopf morphism
Ψ : H → QSym
such that ζ = φ1 ◦ Ψ where φ1
(
f(x1, x2, . . .)
)
= f(1, 0, 0, . . .). Moreover, there is a
Hopf morphism φt : QSym→ k[t] given by φt(Ma) =
(
t
ℓ(a)
)
, where Ma is the monomial
quasisymmetric function indexed by an integer composition a = (a1, a2, . . . , aℓ) and
ℓ(α) = ℓ is the length of the composition. This Hopf morphism has the property that
φt
(
f(x1, x2, . . .)
)∣∣∣
t=1
= φ1(f) .
In particular
φt ◦Ψ
∣∣∣
t=1
=
(
φt
∣∣
t=1
)
◦Ψ = φ1 ◦Ψ = ζ.
In the case when H = G one can define the character
ζ(G) =
{
1 if G is discrete graph,
0 otherwise.
which gives us, as shown in [2, Example 4.5] that χG(t) = φt ◦ Ψ(G) is the chromatic
polynomial of G. Stanley’s (−1)-theorem can be obtained pointing out that the antipode
of k[t] is given by S
(
p(t)
)
= p(−t). Hence
χG(−1) = S ◦ φt ◦Ψ(G)
∣∣∣
t=1
= φt ◦Ψ ◦ S(G)
∣∣∣
t=1
= ζ ◦ S(G)
Using the fact that the discrete graph has coefficient (−1)na(G) in S(G) (see [1, 8, 13]),
where n is the number of vertices of G and a(G) counts the acyclic orientations in it,
we see that χG(−1) = ζ ◦ S(G) = (−1)
na(G).
Here, we present a general framework that allows us to derive new formulas for the
antipode of many of the graded Hopf algebras in the literature. To achieve this, we lift
the structure of graded Hopf algebra to a Hopf monoid in Joyal’s category of species.
Combinatorial objets which compose and decompose often give rise to Hopf monoids.
These objects are the subject of [4, Part II]. The few basic notions and examples needed
for our purposes are reviewed in Section 1, including the Hopf monoids of linear orders
L, the notion of linearized Hopf monoid and the Hadamard product.
The first goal of this paper is to construct a cancelation free and multiplicity free
formula for the antipode of the Hadamard product L×H where H is a linearized Hopf
monoid. This surprising result will be done in Section 2. One interesting fact is that
even if at the level of Hopf monoids the formula is cancelation free, many cancelations
may occur when applying K(L×H). Yet this gives us new formulas for antipodes and
potentially new identities. We discuss this in Section 4.2.
Our next task, in Section 3, is to consider the antipode formula for commutative and
cocommutative linearized Hopf monoid H. This case is especially interesting as many of
the Hopf monoids in combinatorics fall into this class. One consequence of our analysis
is that the most interesting case to consider is the Hopf monoid of hypergraphs HG as
defined in Section 1.5. The Hopf monoid HG contains all the information to compute
antipodes for any other commutative and cocommutative linearized Hopf monoid H.
This is an interesting fact and we will show completely the relationship. We give two
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antipode formulas forH. One derived in Section 3.3 from our work in Section 2 and one
in Section 3.4 related to orientations of hypergraphs. Applications of this computations
are presented in Section 4.1. In Section 4.3 we derive combinatorial identities using our
antipode formulas. In particular we introduce a chromatic polynomial for total orders
(permutations) and show an analogous to Stanley’s (−1)-theorem.
In future work, with J. Machacek, we will show a geometric interpretation for the
antipode of HG as encoded by a hypergraphical nestohedron. This will done in the
spirit of the work in [1]. We will also investigate q-deformations of Hopf structures
studied here, leading to a Shareshian-Wach generalization of chromatic quasisymmetric
functions. A preview of this work is given in Section 5.
1. Hopf monoids
We review basic notions on Hopf monoids and illustrate definitions with three classical
examples. We encourage the reader to see [4] for a deeper study on this topic. We define
the notion of linearized Hopf monoid as given in [4, 14].
1.1. Species and Hopf monoids. A vector species H is a collection of vector spaces
H[I], one for each finite set I, equivariant with respect to bijections I ∼= J . A morphism
of species f : H → Q is a collection of linear maps fI : H[I] → Q[I] which commute
with bijections.
A set composition of a finite set I is a finite sequence (A1, . . . , Ak) of disjoint subsets
of I whose union is I. In this situation, we write (A1, . . . , Ak) |= I.
A Hopf monoid consists of a vector species H equipped with two collections µ and ∆
of linear maps
H[A1]⊗H[A2]
µA1,A2−−−−→ H[I] and H[I]
∆A1,A2−−−−→ H[A1]⊗H[A2]
subject to a number of axioms, of which the main ones follow.
Associativity. For each set composition (A1, A2, A3) |= I, the diagrams
H[A1]⊗H[A2]⊗H[A3]
id⊗µA1,A2 //
µA1,A2⊗id

H[A1]⊗H[A2 ∪ A3]
µA1,A2∪A3

H[A1 ∪A2]⊗H[A3] µA1∪A2,A3
// H[I]
(1)
H[I]
∆A1∪A2,A3 //
∆A1,A2∪A3

H[A1 ∪A2]⊗H[A3]
∆A1,A2⊗id

H[A1]⊗H[A2 ∪ A3]
id⊗∆A1,A2
// H[A1]⊗H[A2]⊗H[A3]
(2)
commute.
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Compatibility. Fix two set compositions (A1, A2) and (B1, B2) of I, and consider the
resulting pairwise intersections:
P := A1 ∩B1, Q := A1 ∩ B2, R := A2 ∩B1, T := A2 ∩ B2,
as illustrated below.
(3)
✬
✫
✩
✪
A1
A2
✬
✫
✩
✪
B1 B2
✬
✫
✩
✪
P Q
R T
For any such pair of set compositions, the diagram
(4)
H[P ]⊗H[Q]⊗H[R]⊗H[T ]
∼= // H[P ]⊗H[R]⊗H[Q]⊗H[T ]
µP,R⊗µQ,T

H[A1]⊗H[A2] µA1,A2
//
∆P,Q⊗∆R,T
OO
H[I]
∆B1,B2
// H[B1]⊗H[B2]
must commute. The top arrow stands for the map that interchanges the middle factors.
In addition, the Hopf monoid H is connected if H[∅] = k and the maps
H[I]⊗H[∅]
µI,∅ //
H[I]
∆I,∅
oo and H[∅]⊗H[I]
µ∅,I //
H[I]
∆∅,I
oo
are the canonical identifications.
The collection µ is the product and the collection ∆ is the coproduct of the Hopf
monoid H. For any Hopf monoid H the existence of the antipode map S : H → H is
guaranteed and it can be computed using Takeuchi’s formula as follows. For any finite
set I
(5) SI =
|I|∑
k=1
∑
(A1,...,Ak)|=I
(−1)kµA1,...,Ak∆A1,...,Ak =
∑
A|=I
(−1)ℓ(A)µA∆A .
Here, for k = 1, we have µA1 = ∆A1 = 1I the identity map on H[I], and for k > 1,
µA1,...,Ak = µA1,I\A1(1A1 ⊗ µA2,...,Ak) and ∆A1,...,Ak = (1A1 ⊗∆A2,...,Ak)∆A1,I\A1.
A Hopf monoid is (co)commutative if the left (right) diagram below commutes for all
set compositions (A1, A2) |= I.
(6)
H[A1]⊗H[A2]
τA1,A2 //
µA1,A2 %%❏
❏❏
❏❏
❏❏
❏❏
H[A2]⊗H[A1]
µA2,A1yytt
tt
tt
tt
t
H[I]
H[A1]⊗H[A2]
τA1,A2 // H[A2]⊗H[A1]
H[I]
∆A1,A2
ee❏❏❏❏❏❏❏❏❏ ∆A2,A1
99ttttttttt
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The arrow τA1,A2 stands for the map that interchanges the factors.
A morphism of Hopf monoids f : H → Q is a morphism of species that commutes
with µ and ∆.
1.2. The Hopf monoid of linear orders L. For any finite set I let l[I] be the set of
all linear orders on I. For instance, if I = {a, b, c},
l[I] = {abc, bac, acb, bca, cab, cba}.
The vector species L is such that L[I] := kl[I] is the vector space with basis l[I].
Let (A1, A2) |= I. Given linear orders α1, α2 on A1, A2, respectively, their concatena-
tion α1 · α2 is a linear order on I. This is the linear order given by α1 followed by α2.
Given a linear order α on I and P ⊆ I, the restriction α|P is the ordering in P given
by the order α. These operations give rise to maps
(7)
l[A1]× l[A2]→ l[I] l[I]→ l[A1]× l[A2]
(α1, α2)→ α1 · α2 α→ (α|A1, α|A2).
Extending by linearity, we obtain linear maps
µA1,A2 : L[A1]⊗ L[A2]→ L[I] and ∆A1,A2 : L[I]→ L[A1]⊗ L[A2]
which turn L into a cocommutative but not commutative Hopf monoid.
1.3. The Hopf monoid of set partitions Π. A partition of a finite set I is a collection
X of disjoint nonempty subsets whose union is I. The subsets are the blocks of X .
Given a partition X of I and P ⊆ I, the restriction X|P is the partition of P whose
blocks are the nonempty intersections of the blocks of X with P . Given (A1, A2) |= I.
and partitions Xi of Ai, i = 1, 2, the union X1 ∪X2 is the partition of I whose blocks
are the blocks of X1 and the blocks of X2.
Let π[I] denote the set of partitions of I and Π[I] = kπ[I] the vector space with basis
π[I]. A Hopf monoid structure on Π is defined and studied in [4, 6, 3, 10]. Among its
various linear bases, we are interested in the power-sum basis on which the operations
are as follows. The product
µA1,A2 : Π[A1]⊗Π[A2]→ Π[I]
is given by
(8) µA1,A2(X1 ⊗X2) = X1 ∪X2.
for Xi ∈ π[Ai] and extended linearly. The coproduct
∆A1,A2 : Π[I]→ Π[A1]⊗Π[A2]
is given by
(9) ∆A1,A2(X) =
{
X|A1 ⊗X|A2 if A1 is the union of some blocks of X ,
0 otherwise,
for X ∈ π[I] and extended linearly. These operations turn the species Π into a Hopf
monoid that is both commutative and cocommutative.
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1.4. The Hopf monoid of simple graphs G. A (simple) graph g on a finite set I is
a collection E of subsets of I of size 2. The elements of I are the vertices of g. There
is an edge between two vertices i, j if {i, j} ∈ E.
Given a graph g on I and P ⊆ I, the restriction g|P is the graph on the vertex set P
whose edges are the edges of g between elements of P . Let (A1, A2) |= I. Given graphs
gi of Ai, i = 1, 2, their union is the graph g1 ∪ g2 of I whose edges are those of g1 and
those of g2.
Let g[I] denote the set of graphs on I and G[I] = kg[I] the vector space with basis
g[I]. A Hopf monoid structure on G is defined from
(10)
g[A1]× g[A2]→ g[I] g[I]→ g[A1]× g[A2]
(g1, g2)→ g1 ∪ g2 g → (g|A1, g|A2).
Extending by linearity, we obtain linear maps
µA1,A2 : G[A1]⊗G[A2]→ G[I] and ∆A1,A2 : G[I]→ G[A1]⊗G[A2]
These operations turn the species G into a Hopf monoid that is both commutative and
cocommutative.
1.5. The Hopf monoid of simple hypergraphs HG. Let 2I denote the collection
of subsets of I. Let HG[I] = khg[I] be the space spanned by the basis hg[I] where
hg[I] =
{
h ⊆ 2I : U ∈ h implies |U | ≥ 2
}
An element h ∈ hg[I] is a hypergraph on I. For (P, T ) |= I and h, k ∈ hg[I], the
multiplication is given by µP,T (h, k) = h ∪ k and the comultiplication is given by
∆P,T (h) = h|P ⊗ h|T where h|P = {U ∈ h : U ∩ P = U}. Extending these defini-
tion linearly we have that HG is commutative and cocommutative Hopf monoid.
1.6. The Hadamard product. Given two species H and Q, their Hadamard product
is the species H×Q defined by
(H×Q)[I] = H[I]⊗Q[I].
If H and Q are Hopf monoids, then so is H × Q, with the following operations. Let
(A1, A2) |= I. The product is
(H×Q)[A1]⊗ (H×Q)[A2] //❴❴❴❴❴❴❴❴❴❴ (H×Q)[I]
H[A1]⊗Q[A1]⊗H[A2]⊗Q[A2]
∼=

H[A1]⊗H[A2]⊗Q[A1]⊗Q[A2]
µHA1,A2
⊗µQA1,A2
// H[I]⊗Q[I]
The coproduct is defined similarly. If H and Q are (co)commutative, then so is H×Q.
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1.7. Linearized Hopf monoids. A set species h is a collection of sets h[I], one for
each finite set I, equivariant with respect to bijections I ∼= J . We say that h is a basis
for a Hopf monoid H if for every finite set I we have that H[I] = kh[I], the vector space
with basis h[I]. We say that the monoid H is linearized in the basis h if the product
and coproduct maps have the following properties. The product
µA1,A2 : H[A1]⊗H[A2]→ H[I]
is the linearization of a map
(11) µA1,A2 : h[A1]⊗ h[A2]→ h[I]
and the coproduct
∆A1,A2 : H[I]→ H[A1]⊗H[A2]
is the linearization of a map
(12) ∆A1,A2 : h[I]→ (h[A1]⊗ h[A2]) ∪ {0} .
From now on, we will use capital letters for vector species and lower case for set species.
The Hopf monoids L, Π, G and HG are linearized in the bases l, π, g and hg
respectively. As remarked in [14], many of the Hopf monoids in the literature are
linearized in some basis. On the other hand, the Hopf monoid L⋆ is not linearized in l∗,
where L⋆ denotes the Hopf monoid dual to L (see [4]).
1.8. Functors K and K. As describe in [4], there are some interesting functors from
the category of species to the category of graded vector spaces. Let [n] := {1, 2, . . . , n}
and assume throughout that char(k) = 0. Given a species H, the symmetric group Sn
acts on H[n] by relabelling. Define the functors K and K by
K(H) =
⊕
n≥0
H[n] K(H) =
⊕
n≥0
H[n]Sn
where
H[n]Sn = H[n]
/
〈x−H[σ](x) | σ ∈ Sn; x ∈ H[n]〉
denotes the quotient space of equivalence classes under the Sn action. When H is a
Hopf monoid, we can build a product and coproduct on K(H) and K(H) from those of
H together with certain canonical transformations. For example, one has that
K(L) = k[x]
is the polynomial algebra on one generator, while K(L) is the Hopf algebra introduced
by Patras and Reutenauer in [15]. In this case, the antipode map S : L → L is such
that for α = a1 · · · an ∈ [n]
S[n](α) = (−1)
nan · · · a1.
However, the antipode of the graded Hopf algebra K[L] is not given by the formula above
(see Section 4.2). On the other hand, in the Hopf algebra K[L] ∼= k[t], the antipode is
given by S(tn) = (−1)ntn and is functorial image of the map above. This is not accident:
the functor K may not preserve the antipode but the functor K always does.
A very interesting relation between the functorsK and K is given in [4, Theorem 15.13]
as follows
(13) K(L×H) ∼= K(H).
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where H is an arbitrary Hopf monoid. In this paper we aim to make use of this relation
to study the antipode problem for some Hopf algebras.
2. Antipode for linearized Hopf Monoid L×H
In this section we show a multiplicity free and cancelation free formula for the antipode
of Hopf monoids of the form L×H whereH is linearized in some basis. Thus, by (13), we
obtain an antipode formula for K(H) as well. However, in K(H) this antipode formula
may not be cancellation free.
2.1. Antipode Formula for L×H. Let H be a Hopf monoid linearized in the basis
h. We intend to resolve the cancelations in the Takeuchi formula for L×H. For a fixed
finite set I let (α, x) ∈ (l×h)[I], that is, α is a linear ordering on I and x is an element
of h[I]. From (5) we have
(14) SI(α, x) =
∑
A|=I
(−1)ℓ(A)µA∆A(α, x) =
∑
A|=I
∆A(x) 6=0
(−1)ℓ(A)(αA, xA),
summing over all A = (A1, . . . , Ak) |= I, where αA denotes the element in l[I] given
αA = α|A1 · α|A2 · · ·αα|Ak
and if ∆A(x) 6= 0, then
xA = µA∆A(x) ∈ h[I].
Each composition A gives rise to single elements αA and xA since L andH are linearized
in the basis l and h, respectively. We can thus rewrite equation (14) as
(15) SI(α, x) =
∑
(β,y)∈(l×h)[I]

 ∑
A|=I
(αA,xA)=(β,y)
(−1)ℓ(A)

 (β, y).
Let
Cβ,yα,x =
{
A |= I : (αA, xA) = (β, y)
}
The following theorem provides us a multiplicity-free and cancellation-free formula
for the antipode of L×H. Using the above notation we have
Theorem 2.1. Let H be a linearized Hopf monoid in the basis h. For (α, x) ∈ (l×h)[I]
we obtain
(16) SI(α, x) =
∑
(β,y)∈(l×h)[I]
cβ,yα,x (β, y),
where
cβ,yα,x =
∑
A∈Cβ,yα,x
(−1)ℓ(A) = ±1 or 0.
The proof of this theorem will be given in Section 2.4. We make use of the refinement
order on set compositions to show that the set Cβ,yα,x has a unique minimum. We will use
this fact along with other properties to construct sign reversing involutions on Cβ,yα,x and
the result will follow once we understand the fixed points of such involutions.
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2.2. Minimal element of Cβ,yα,x. Given A = (A1, . . . , Ak) and B = (B1, . . . , Bℓ) set
compositions on a set I, we say that A refines B, and we write A ≤ B, if the parts of
B are union of consecutive parts of A. For example
A =
(
{1, 4}, {2}, {5, 7}, {3}, {9}, {6, 8}
)
≤
(
{1, 4}, {2, 3, 5, 7}, {6, 8, 9}
)
= B
but A does not refine
(
{1, 4, 5, 7}, {2}, {3}, {9}, {6, 8}
)
. Denote by (PI ,≤) the poset
of set compositions of I, ordered by refinement. In what follows we will write
(14, 2, 57, 3, 9, 68) instead of
(
{1, 4}, {2}, {5, 7}, {3}, {9}, {6, 8}
)
. Consider the order ≤
restricted to the set Cβ,yα,x.
Lemma 2.2. If Cβ,yα,x 6= ∅, then there is a unique minimal element in (C
β,y
α,x,≤).
Proof. Suppose that A = (A1, . . . , Ak) and B = (B1, . . . , Bℓ) are minimal in ∈ C
β,y
α,x and
A 6= B. We have that αA = αB = β and xA = xB = y. Since αA = β then the parts
of A appear consecutively in β and the same is true for the parts of B. For example if
α = abcdef and β = bcfade, then for A = (bc, f, ad, e) and B = (bc, f, a, de) we have
αA = αB = β.
Let 1 ≤ i ≤ k be the smallest index such that Ai 6= Bi, and assume without loss of gen-
erality that |Ai| > |Bi|. If i = k then B refines A and this is a contradiction. Hence we
assume that i < k and we now build a composition C that refines A such that C ∈ Cβ,yα,x,
which will contradict again the minimality of A. Since αA = αB our choice of i implies
that Bi ⊂ Ai. Let U = Ai \Bi. We claim that for C = (A1, . . . , Ai−1, Bi, U, Ai+1, ..., Ak)
(a) C < A
(b) αC = αA = β
(c) xC = xA = y
The items (a) and (b) are straightforward. Now we proceed to show (c) by showing that
(17) xA = µP,T∆P,TµA∆A(x) = µC∆C(x).
Let P = B1 ∪ · · · ∪Bi and T = Bi+1 ∪ · · · ∪ Bℓ. We claim that
(18) xB = µP,T∆P,T (xB).
To see this, we use associativity of µ to write µB = µP,T (µB1,...,Bi ⊗ µBi+1,...,Bℓ). Also,
the compatibility relation (4) with Q = R = ∅ gives
∆P,TµP,T = 1P ⊗ 1T .
Hence equation (18) follows from
µP,T∆P,T (xB) = µP,T∆P,TµP,T (µB1,...,Bi ⊗ µBi+1,...,Bℓ)∆B(x)
= µP,T (µB1,...,Bi ⊗ µBi+1,...,Bℓ)∆B(x) = µB∆B(x) = xB.
Using again (18) and the fact that xA = xB we show the first equality in (17):
(19) xA = µP,T∆P,T (xA) = µP,T∆P,TµA∆A(x).
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Now let P ′ = A1 ∪ · · · ∪ Ai−1, Q
′ = ∅, R′ = Bi and T
′ = T in the compatibility
relation (4):
∆P,TµA = ∆P ′∪R′,T ′µP ′,R′∪T ′(µA1,...,Ai−1 ⊗ µAi,...,Ak)
= (µP ′,R′ ⊗ 1T ′)(1P ′ ⊗∆R′,T ′)(µA1,...,Ai−1 ⊗ µAi,...,Ak)
= (µP ′,R′ ⊗ 1T ′)(µA1,...,Ai−1 ⊗ 1R′ ⊗ 1T ′)(1A1 ⊗ · · · ⊗ 1Ai−1 ⊗∆R′,T ′µAi,...,Ak)
We now expand ∆R′,T ′µAi,...,Ak using similar manipulations. Let T
′′ = Ai+1 ∪ · · · ∪ Ak,
∆R′,T ′µAi,...,Ak = ∆Bi,U∪T ′′µBi∪U,T ′′(1Ai ⊗ µAi+1,...,Ak)
= (1Bi ⊗ µU,T ′′)(∆Bi,U ⊗ 1T ′′)(1Ai ⊗ µAi+1,...,Ak)
= (1Bi ⊗ µU,T ′′)(1Bi ⊗ 1U ⊗ µAi+1,...,Ak)(∆Bi,U ⊗ 1Ai+1 ⊗ · · · ⊗ 1Ak)
= (1Bi ⊗ µU,Ai+1,...,Ak)(∆Bi,U ⊗ 1Ai+1 ⊗ · · · ⊗ 1Ak)
Remark that since R′ = Bi,
µC = µP,T (µA1,...,Ai−1,Bi ⊗ 1T ′)(1A1 ⊗ · · · ⊗ 1Ai−1 ⊗ 1Bi ⊗ µU,Ai+1,...,Ak)
= µP,T (µP ′,R′ ⊗ 1T ′)(µA1,...,Ai−1 ⊗ 1R′ ⊗ 1T ′)(1A1 ⊗ · · · ⊗ 1Ai−1 ⊗ 1Bi ⊗ µU,Ai+1,...,Ak)
and
∆C = (1A1 ⊗ · · · ⊗ 1Ai−1 ⊗∆Bi,U ⊗ 1Ai+1 ⊗ · · · ⊗ 1Ak)∆A.
Making use of the expressions given above for ∆P,TµA, and comparing with µC∆C we
get
xA = µP,T (∆P,TµA)∆A(x) = µC∆C(x) = xC .
We conclude that the composition C satisfies (a), (b) and (c) contradicting the choice
of A, hence we must have a unique minimal element in (Cβ,yα,x,≤). 
For the rest of this section, let α, β, x and y be fixed and let Λ = (Λ1,Λ2, . . . ,Λm) be
the minimum of Cβ,yα,x 6= ∅. For any A ∈ C
β,y
α,x let [Λ, A] denote the interval
{
B |= I : Λ ≤
B ≤ A
}
⊆ PI . A priori, this interval does not need to be contained in C
β,y
α,x, but the
following lemma shows that this is indeed the case.
Lemma 2.3. If Cβ,yα,x 6= ∅, then for any A ∈ C
β,y
α,x we have that [Λ, A] ⊆ C
β,y
α,x.
Proof. Let A = (A1, A2, . . . , Ak). From Lemma 2.2 we know that Λ ≤ A. We proceed
by induction on r = ℓ(Λ) − ℓ(A). If r = 0, then we have that A = Λ and the result
follows. Suppose the result holds for r > 0 and let A be such that r + 1 = ℓ(Λ)− ℓ(A).
Let B ∈ PI such that Λ ≤ B < A with ℓ(B)− ℓ(A) = 1. Hence there is a unique i such
that A = (B1, . . . , Bi ∪Bi+1, Bi+2, . . . , Bk+1). We aim to show that B ∈ C
β,y
α,x, and then
by induction hypothesis [Λ, B] ⊆ Cβ,yα,x.
Since Λ ≤ B, there is a unique j such that
B1 ∪ . . . ∪Bi = Λ1 ∪ · · · ∪ Λj .
Let P = Λ1 ∪ · · · ∪ Λj and Q = Λj+1 ∪ · · · ∪ Λm. Arguing as in equations (18) and (19)
we have that
y = µΛ∆Λ(x) = µP,Q(µΛ1,...,Λj ⊗ µΛj+1,...,Λm)∆Λ(x)
= µP,Q∆P,QµP,Q(µΛ1,...,Λj ⊗ µΛj+1,...,Λm)∆Λ(x) = µP,Q∆P,Q(y)
= µP,Q∆P,QµA∆A(x) = µB∆B(x) = xB
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The same argument shows that β = µP,Q∆P,QµA∆A(α) = µB∆B(α) = αB. Hence
B ∈ Cβ,yα,x. We can now appeal to the induction hypothesis and conclude that for each
such B the interval [Λ, B] ⊆ Cβ,yα,x and thus the claim follows. Moreover, we conclude
that Cβ,yα,x is a lower ideal of the subposet [Λ, (I)] = {B |= I : Λ ≤ B}. 
Lemma 2.4. For Cβ,yα,x 6= ∅, the minimal elements of [Λ, (I)] \ C
β,y
α,x are all of the form
(Λ1, . . . ,Λi−1,Λi ∪ Λi+1 ∪ · · · ∪ Λj,Λj+1, . . . ,Λm)
for some 1 ≤ i < j ≤ m.
Proof. For Cβ,yα,x 6= ∅, let B ∈ [Λ, (I)] be minimal such that B /∈ C
β,y
α,x. That is αB 6= β or
xB 6= y. Let us first consider the case when αB 6= β. If αB 6= β we must have at least
one part of B that contains Λi∪Λi+1 where the largest entry of α|Λi, say a, is such that
a >α b, where b is the smallest entry of α|Λi+1. Hence,
Λ < B ≤ (Λ1, . . . ,Λi−1,Λi ∪ Λi+1,Λi+2, . . . ,Λm),
hence B = (Λ1, . . . ,Λi−1,Λi∪Λi+1,Λi+2, . . . ,Λm). Thus the claim follows when αB 6= β.
We now consider the case xB 6= y. Assume that B = (B1, ..., Bk) has at least two parts
that are union of consecutive parts of Λ. Each part Bs of B is of the form Λas∪· · ·∪Λbs ,
where 1 ≤ as ≤ bs ≤ m. For each 1 ≤ s ≤ k consider the composition
C(s) = (Λ1, . . . ,Λas−1, Bs,Λbs+1, . . . ,Λm).
It follows that C(s) refines B (strictly) as there are at least two parts in B that are union
of consecutive parts of Λ. Hence C(s) ∈ C
β,y
α,x by the minimality of B, and thus xC(s) = y
for all 1 ≤ s ≤ k. Hence,
x|Λ1 ⊗ . . .⊗ x|Λas−1 ⊗ x|Bs ⊗ x|Λbs+1 ⊗ . . .⊗ x|Λm
= ∆C(s)(xC(s)) = ∆C(s)(y)
= x|Λ1 ⊗ . . .⊗ x|Λas−1 ⊗ (x|Λas · · ·x|Λbs )⊗ x|Λbs+1 ⊗ . . .⊗ x|Λm
which gives us
x|Bs = x|Λas · · ·x|Λbs
for all 1 ≤ s ≤ k. But this implies that
xB = x|B1 · · ·x|Bk = (xΛa1 · · ·xΛb1 ) · · · (xΛak · · ·xΛbk ) = xΛ = y,
a contradiction. Hence there is no more than one part of B that is not a single part of
Λ. 
2.3. First Sign Reversing Involution on cβ,yα,x. Throughout this section, let α, β, x
and y be fixed. If Cβ,yα,x 6= ∅, then we know that the subposet (C
β,y
α,x,≤) is a lower ideal
with a unique minimum Λ = (Λ1,Λ2, . . . ,Λm). We define a signed reversing involution
on the set Cβ,yα,x that will cancel most of the terms in
(20) cβ,yα,x =
∑
A∈Cβ,yα,x
(−1)ℓ(A).
Using lemma 2.4 we define an oriented graph Gβ,yα,x on the vertex set [m] as follows.
We have an (oriented) edge (a, b) ∈ Gβ,yα,x, or simply ab, for each minimal element of
[Λ, (I)]\Cβ,yα,x. More precisely, ab is an edge in G
β,y
α,x if the following holds:
12 CAROLINA BENEDETTI AND NANTEL BERGERON
(1) 1 ≤ a < b ≤ m
(2) For Bab = (Λ1, . . . ,Λa−1,Λa ∪ Λa+1 · · · ∪ Λb,Λb+1, . . . ,Λm) we have αBab 6= β or
xBab 6= y.
(3) For any a < r < b, we have αBar = β = αBrb and xBar = y = xBrb .
Condition (2), in particular guarantees that no element A ∈ Cβ,yα,x induces an edge in
Gβ,yα,x. Condition (3) allows us to conclude that the graph G is non-nested : for any pair
of edges (a, b), (c, d) ∈ G such that a ≤ c ≤ b, it follows a < c ≤ b < d
Example 2.5. Consider the Hopf monoid of graphs G as in Section 1.4. G is linearized
in the basis g. Let I = {a, b, c, d, e, f, g, h}; x, y ∈ g[I] be the graphs
x =
a b c
d
e
h g
f
y =
a b c
d
e
h g
f
and α, β be the orders α = abcdefgh and β = abdefghc. The minimum element of Cβ,yα,x
is Λ = (a, bde, f, g, h, c) (notice that indeed xΛ = y and αΛ = β). Since Λ has 6 parts,
the graph Gβ,yα,x is build on the set [6]. We have
Gβ,yα,x = • • • • • •
1 2 3 4 5 6
In particular, notice that 12 is not an edge as the element B = (Λ1 ∪ Λ2,Λ3, . . . ,Λ6) =
(abde, f, g, h, c) ∈ Cβ,yα,x. The solid edges (i, j) are drawn when the condition xBij 6= y
holds, the dotted edge (5, 6) indicates that αB56 = abdefgch 6= β. We now identify
the set compositions in the interval [Λ, (I)] with the set compositions of the interval
[(1, 2, . . . , m), (12 · · ·m)]. We can represent Cβ,yα,x as the following poset
1,2,3,4,5,6
12,3,4,5,6 1,23,4,5,6 1,2,34,5,6 1,2,3,45,6 1,2,3,4,56
123,4,5,6 12,34,5,6 12,3,45,6 1,234,5,61,23,45,6 1,2,345,6
123,45,6
where the set compositions in red are the minimal compositions in [Λ, (I)]\Cβ,yα,x, from
Lemma 2.4.
Remark 2.6. As in the example above, for now on we will identify the set compositions
in the interval [Λ, (I)] with the set compositions of the interval [(1, 2, . . . , m), (12 · · ·m)].
An element A ∈ Cβ,yα,x is viewed as a set composition A |= [m].
For any set composition B define its sign to be sgn(B) := (−1)ℓ(B), where ℓ(B) is the
length of B. We now define a sign reversing involution ϕ : Cβ,yα,x → C
β,y
α,x, making use of
auxiliary maps ϕi for each 1 ≤ i < m, as follows. Let A = (A1, . . . , Ak) ∈ C
β,y
α,x and let j
be such that i ∈ Aj .
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i-Merge: if Aj = {i} and (i, r) is not an edge of G
β,y
α,x for any r ∈ Aj+1, define
ϕi(A) = (A1, . . . , Aj−1, {i} ∪Aj+1, Aj+2, . . . , Ak).
i-Split: if |Aj | > 1 and i = min(Aj) and
(
j = 1 or Aj−1 6= {i− 1} or (i− 1, i) ∈ G
β,y
α,x
)
,
then
ϕi(A) = (A1, . . . , Aj−1, {i}, Aj \ {i}, Aj+1, . . . , Ak).
i-Fix: If we do not have an i-merge or an i-split, then
ϕi(A) = A.
Then the map ϕ is defined as
(21) ϕ(A) :=


A if ϕi(A) = A for all 1 ≤ i < m,
ϕi0(A) for i0 = min
{
i : ϕi(A) 6= A
}
, otherwise.
Lemma 2.7. ϕ : Cβ,yα,x → C
β,y
α,x is an involution.
Proof. Let A ∈ Cβ,yα,x. If ϕ(A) = A the claim follows. Assume then that ϕ(A) = A
′ 6= A.
Let i0 = min
{
i : ϕi(A) 6= A
}
, and thus A′ = ϕi0(A). We first assume that A
′ is obtained
from A with an i0-split, then A
′ < A and thus by lemma 2.3, A′ ∈ Cβ,yα,x. Moreover,
applying an i0-split to A guarantees that an (i0 − 1)-merge can not be applied to A
′.
The minimality of i0 guarantees that ϕi(A
′) = A′ for all i < i0 and ϕ(A
′) = ϕi0(A
′) = A
is obtained from A′ by an i0-merge as desired.
Now assume that A′ is obtained by an i0-merge. This implies that no part of A
′
contains (the vertices of) any edge of Gβ,yα,x. Hence, A
′ ∈ Cβ,yα,x by lemma 2.4. Again, the
minimality of i0 guarantees that ϕi(A
′) = A′ for all i < i0 and ϕ(A
′) = ϕi0(A
′) = A is
obtained from A′ by an i0-split. Finally, notice that in either case, sgn(ϕ(A)) 6= sgn(A)
whenever ϕ(A) 6= A. 
2.4. Proof of Theorem 2.1. Lemma 2.7 tells us that every element A in the poset
Cβ,yα,x is either a fixed point, or is paired with a unique element B ∈ C
β,y
α,x such that B is
a covering of A or A covers it. Thus, equation (20) can be rewritten as:
(22) cβ,yα,x =
∑
A∈C
β,y
α,x
ϕ(A)=A
(−1)ℓ(A).
This depends only on the structure of the graph Gβ,yα,x, which as remarked earlier, is
non-nested. In this section we let G := Gβ,yα,x be a non-nesting graph on the vertices
{1, 2, . . . , m} and put C(G) := Cβ,yα,x, c(G) := c
β,y
α,x. Our next task is to describe the fixed
points of ϕ : C(G)→ C(G) in order to resolve equation (22). To this end, we now prove
some auxiliary lemmas that show how c(G) is affected by certain properties that the
graph G may have.
Definition 2.8. Let G be as above. We say that G is disconnected if there exists
a vertex 1 ≤ r < m such that there is no arc (a, b) ∈ G with a ∈ {1, . . . , r} and
b ∈ {r + 1, . . . , m}.
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Lemma 2.9. If G is disconnected, then c(G) = 0.
Proof. Let r be as in Definition 2.8. We construct a different sign reversing involution
ψr : C(G)→ C(G) with no fixed points, this will imply the claim. Let A = (A1, . . . , Ak) ∈
C(G) and let r ∈ Aj. If r + 1 ∈ Aj let
ψr(Aj) := (A1, . . . , Aj−1, {min(Aj), . . . , r}, {r + 1, . . . ,max(Aj)}, Aj+1, . . . , Ak).
Thus by Lemma 2.3, ψr(Aj) ∈ C(G) since ψr(Aj) refines A. If r + 1 /∈ Aj then r + 1 =
minAj+1. In this case let
ψr(A) = (A1, . . . , Aj−1, Aj ∪ Aj+1, Aj+2, . . . , Ak)
Since G is disconnected at r we see that ψr(Aj) ∈ C(G), as desired. It is not difficult to
check that in either case, ψr(ψr(Aj)). This completes the proof. 
Lemma 2.10. If (i, i+ 1) ∈ G for some 1 ≤ i < m, then
c(G) = c
(
G|{1,...,i}
)
· c
(
G|{i+1,...,m}
)
Proof. Let (i, i+1) ∈ G for some 1 ≤ i < m, then there is no other edge (a, b) ∈ G with
a ≤ i < b since G is non-nested. Thus we can think of G as formed by the subgraphs
G′ = G|{1,...,i} and G
′′ = G|{i+1,...,m} together with the edge (i, i+1) that connects G
′ and
G′′. Moreover, notice that in this case the set C(G) can be thought of as C(G′)×C(G′′)
since for any A ∈ C(G), i and i+ 1 must be separated in A. Hence
c(G) =
∑
A∈C(G)
(−1)ℓ(A) =
∑
(A′,A′′)∈C(G′)×C(G′′)
(−1)ℓ(A
′)+ℓ(A′′) = c
(
G|{1,...,i}
)
· c
(
G|{i+1,...,m}
)
as desired. 
From Lemma 2.9 and Lemma 2.10, we can assume from now on that G is non-nested,
connected and with no short edges, i.e., edges of the form (i, i+ 1). In particular, such
G must contain an edge (1, ℓ) ∈ G with 2 < ℓ ≤ m. Moreover, if ℓ = m it follows that
G = {(1, m)} and the only fixed point of ϕ is the set composition A = ({1}, {2, . . . , m}).
Now, assume that 2 < ℓ < m. Since G is connected, there must be an edge (a, b) ∈ G
such that 1 < a ≤ ℓ < b ≤ m. Consider the set of edges
{
(a1, b1), . . . , (an, bn)
}
⊆ G
such that
1 < a1 < a2 < . . . < an ≤ ℓ < b1 < b2 . . . < bn ≤ m.
Lemma 2.11. With
{
(a1, b1), . . . , (an, bn)
}
as above, we have that the fixed points of ϕ
depend only on (a1, b1).
Proof. Assume that n > 1 and that A = (A1, . . . , Ak) ∈ C(G) is a fixed point of
ϕ. We have that A1 = {1}, otherwise we could perform a 1-split on A. Similarly,
A2 = {2, . . . , r} and thus ℓ ≤ r, otherwise we could perform a 1-merge on A. Also,
ℓ ≤ r < b1 as the edge (a1, b1) can not be contained in A2. Moreover, |A2| > 2 and
{r+1, . . . , m} has at least two elements. Thus A3 = {r+1, ...} is nonempty. If |A3| > 1,
then we can perform a r+1-split which contradicts the choice of A. Hence, A3 = {r+1}.
Let c = r + 1 and A4 = {c+ 1, . . . , r
′}. If there is no edge (c, d) ∈ G, then we would be
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allowed to do a c-merge on A, contradicting its choice. Thus such an edge (c, d) exists.
Since G is non-nested, we have 1 < a1 ≤ ℓ < c ≤ b1 < bn < d ≤ m. That is
(23) G =
• • • • • • • • •
1 ··· a1 ··· an ··· ℓ ··· c ··· b1 ··· bn ··· d ··· m
Hence,
(24) A =
(
{1}, {2, . . . , c− 1}, {c}, {c+ 1, . . . , r′}, . . .
)
where r′ ≥ d. Thus, the fixed point A does not depend on the edges (a2, b2), . . . , (an, bn),
and the claim follows. 
The proof of Lemma 2.11 gives us a necessary condition on the fixed points of ϕ.
Lemma 2.12. Let G be connected with no small edges. If A ∈ C(G) is a fixed point of
ϕ, then
A = ({1}, {2, . . . , x2 − 1}, {x2}, {x2 + 1, . . . , x4 − 1}, . . . , {x2k}, {x2k + 1, . . . , m})
when ℓ(A) is even, and
A = ({1}, {2, . . . , x2−1}, {x2}, {x2+1, . . . , x4−1}, . . . , {x2k}, {x2k+1, . . . , m−1}, {m})
when ℓ(A) is odd. In each case G contains, respectively, edges of the form{
(x0, y0), (x1, y1), . . . , (x2k, y2k)
}
with x0 = 1 and y2k = m, or,{
(x0, y0), (x1, y1), . . . , (x2k, y2k), (x2k+1, y2k+1)
}
with x0 = 1 and y2k+1 = m
such that
(i) for 0 ≤ i ≤ k − 1 we have x2i < x2i+1 ≤ y2i < x2i+2 ≤ y2i+1 < y2i+2,
(ii) there is no edge (x, y) ∈ G such that x2i < x < x2i+1.
Proof. The case where G has only one edge was considered prior to Lemma 2.11. In
this case, the unique fixed point is A = ({1}, {2, . . . , m}).
If G has more than one edge, Lemma 2.11 tells us that the fixed points of ϕ depend
only on edges of the form (1, ℓ), (a1, b1) and the possible (c, d) as in equation (23). If there
is no such edge (c, d), then G =
{
(1, ℓ), (a1, b1), . . . , (an, bn)
}
, where 1 < aj ≤ ℓ < bj ≤ m
and bn = m. For n > 1, we have seen in the proof of Lemma 2.11 that if there is no arc
(c, d) ∈ G with 1 < a1 < an ≤ ℓ < c ≤ b1 < bn < d ≤ m, then there is no fixed point of
ϕ. If n = 1, then G =
{
(1, ℓ), (a,m)
}
for 1 < a ≤ ℓ < m. Our analysis shows that in
this case there is a unique fixed point A = ({1}, {2, . . . , m− 1}, {m}). Here ℓ(A) = 3 is
odd, k = 0 and again all the conditions of the lemma are satisfied.
Assume now that G has an edge (c, d) as in equation (23). Since for j > 1, the edges
(aj , bj) do not play a role in our analysis of the fixed point of ϕ, we can omit them.
Let (a, b) = (a1, b1) and consider the set of arcs
{
(c1, d1), . . . , (cn, dn)
}
⊆ G such that
ℓ < cj ≤ b < dj ≤ m. We now have
(25) G =
• • • • • • • • •
1 < a ≤ ℓ < c1<···<cn ≤ b < d1<···<dn ≤ m
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For each 1 ≤ j < n− 1, a potential fixed point according to Equation (24) would need
to be of the form
(26) A = ({1}, {2, . . . , cj − 1}, {cj}, {cj + 1, . . . , r}, {r + 1, . . .}, . . .)
where dj ≤ r < dj+1. The second inequality comes from the fact that we are not allowed
to have cj+1 and dj+1 in the same part. Hence if A is a fixed point it must have the
form described in Equation (26) and we must have{
(x0, y0), (x1, y1), (x2, y2), . . .
}
=
{
(1, ℓ), (a, b), (cj, dj) . . .
}
⊆ G,
where 1 < a ≤ ℓ < cj ≤ b < dj and there is no edge (x, y) ∈ G such that 1 < x < a. The
remaining structure of the fixed point in Equation (26) depends only on the structure of
the smaller graph G|{cj ,...,m}. The result then follows by induction on the size of G. 
Now that we have a better understanding of the possible structure of the fixed points
of ϕ, it may appear that there are many possibilities. It turns out that there could be
at most two fixed points of different parity.
Proof of Theorem 2.1. Let A be a fixed point of ϕ. Assume first that ℓ(A) is even.
Lemma 2.12 gives that we must have edges
{
(x0, y0), (x1, y1), . . . , (x2k, y2k)
}
⊆ G satis-
fying the conditions (i), (ii). If k = 0, then G = {(1, m)} and there is a unique fixed
point A = ({1}, {2, . . . , m}). Now assume that k > 0, in which case y2k = m and the
edge (x2k, y2k) is determined. With i = k − 1 in condition (i) of Lemma 2.12 we have
(27) G =
• • • • • • • • •
1 ··· ··· x2k−2<x2k−1≤y2k−2< x2k ≤y2k−1< y2k=m
,
and condition (ii) on the edges (x2k−2, y2k−2), (x2k−1, y2k−1) must also satisfy the
condition (ii) of Lemma 2.12. Thus these edges (x2k−1, y2k−1) and (x2k−2, y2k−2)
are uniquely determined and are such that they bound the vertex x2k on the
right and on the left, respectively, i.e. y2k−2 < x2k ≤ y2k−1. In this way,{
(x2k−2, y2k−2), (x2k−1, y2k−1), (x2k, y2k)
}
are uniquely determined. Now we can repeat
the process with i = k− 2, k− 3, . . . , 0 in conditions (ii) and (iii) of Lemma 2.12 to suc-
cessively determine the edges
{
(x0, y0), (x1, y1), . . . , (x2k, y2k)
}
⊆ G, and the partition
A is given as in Lemma 2.12.
The case when the fixed point A has odd length is very similar. The condition (i)
of Lemma 2.12 gives y2k+1 = m and hence determines the edge (x2k+1, y2k+1) . Then
condition (iii) of Lemma 2.12 with i = k− 1 determines uniquely (if it exists) (x2k, y2k)
as the rightmost edge of G such that y2k < y2k+1. Once x2k is determined we continue
the process as above with i = k − 2, k − 3, . . . , 0 to determine uniquely, if possible, all
the other edges. Again, if at any time in the process we fail, then there is no fixed point
with ℓ(A) odd. If we do not fail, there is a unique fixed point with ℓ(A) odd.
In conclusion, there are four possibilities. We could have no fixed point and in this
case c(G) = 0; we could have exactly one fix point of odd length and c(G) = −1; we
could have exactly one fixed point of even length and c(G) = 1; or we have exactly two
fixed points of different parity each and c(G) = 0 in that case. In all cases Theorem 2.1
follows. 
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Remark 2.13. Once a non nesting graph G is given, the value of c(G) is very efficient to
compute. Lemma 2.9 gives us that c(G) = 0 if G is disconnected. Then we decompose G
according to Lemma 2.10 into components G′ with no short edges. For each component,
we follow the (efficient) procedure in the proof of Theorem 2.1 to determine if there is
and even and/or an odd fixed point. This gives us quickly the value of c(G′) for each
component G′.
3. Antipode for commutative linearized Hopf monoid H
In this section we show new formulas for commutative and cocommutative linearized
Hopf monoid H. The interest of such a formulas is from the fact that it gives a formula
for the Hopf algebra K(H). We also aim to introduce a geometrical interpretation
related to our antipode formula in terms of certain faces of a polytope in the spirit of
the work of Aguiar-Ardila [1]. To achieve this, first we give a formula for the antipode
in term of orientations in hypergraphs as in Section 3.4. The second part will be done
jointly with J. Machacek in a sequel paper and is previewed in Section 5.1
3.1. Takeuchi’s Formula for H. Let H be a Hopf monoid linearized in the basis h.
Again, we intend to resolve the cancelation in the Takeuchi formula for H. For a fixed
finite set I let x ∈ h[I]. From (5) we have
(28) SI(x) =
∑
A|=I
(−1)ℓ(A)µA∆A(x) =
∑
A|=I
∆A(x) 6=0
(−1)ℓ(A)xA,
where for (A1, . . . , Ak) |= I and ∆A(x) 6= 0 we write xA = µA∆A(x) ∈ h[I]. These are
unique elements since H is linearized in the basis h. We can thus rewrite equation (28)
as follows
(29) SI(x) =
∑
y∈h[I]

∑
A|=I
xA=y
(−1)ℓ(A)

 y.
Let
Cyx =
{
A |= I : xA = y
}
So far we have not considered any commutative property of H. In general we have
no control on the set Cyx, but when H is commutative and cocommutative, our next
theorem is a new formula for the antipode of H. The result and its proof is very similar
to analogous results in [8, 9]. In order to state it, we need some more notation. Given
x, y ∈ h[I] such that Cyx 6= ∅, choose a fixed minimal element Λ = (Λ1,Λ2, . . . ,Λm) in C
y
x
under refinement. We will see in Lemma 3.3 that Λ is unique up to permutation of its
parts and that ∆Λ(x) = xΛ1⊗· · ·⊗xΛm . Cocommutativity and associativity guarantees
that for P = Λi ⊆ I the element xP defined from ∆P,I\P (x) = xP ⊗ xI\P will be such
that xP = xΛi . Recall that a hypergraph G on a vertex set V is a collection E of subsets
of V . The elements of E are called hyperedges and the hypergraph G is simple if every
e ∈ E appears only once. We now define a simple hypergraph Gyx on the vertex set [m]
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such that U ⊆ [m] is a hyperedge of Gyx if and only if
(30)
∏
i∈U
xΛi 6= x∪i∈UΛi and ∀(P ⊂ U)
∏
i∈P
xΛi = x∪i∈PΛi
Up to reordering of the vertices {1, 2, . . . , m}, commutativity, cocommutativity and
Lemma 3.3 will guarantee that Gyx does not depend on our choice of Λ.
Theorem 3.1. Under the conditions above
(31) SI(x) =
∑
y∈h[I]
a(Gyx)y,
where a(Gyx) is a signed sum of acyclic orientations of the hypergraph G
y
x to be defined
in Section 3.4
Remark 3.2. If Gyx is a graph, that is, any hyperedge U ∈ G
y
x is such that |U | = 2,
then every acyclic orientation will have the same sign, as seen in Example 4.2. Hence
the theorem above gives a cancelation free formula for the antipode as shown in [13]. In
general it will not be cancelation free but it is the best generalization, to our knowledge,
for hypergraphs and to a large class of Hopf monoids and Hopf algebras.
3.2. Structure of Cyx and its hypergraph G
y
x. Before we prove Theorem 3.1 we need
to establish some properties of Cyx =
{
A |= I : xA = y
}
. This will allow us to determine
the coefficient of y in S(x) given by
(32) cyx =
∑
A∈Cyx
(−1)ℓ(A)
Lemma 3.3. If A and Λ in Cyx are two minimal set compositions under refinement,
then A is a permutation of the parts of Λ. Conversely, any set composition obtained by
a permutation of the parts of Λ belongs to Cyx and is minimal.
Proof. Given any B = (B1, B2, . . . , Bk) ∈ C
y
x and any permutation σ : [k] → [k], we
have that σ(B) := (Bσ(1), . . . , Bσ(k)) ∈ C
y
x . Indeed, this follow from commutativity and
cocommutativity since xσ(B) = xB = y. Now if Λ = (Λ1, . . . ,Λm) ∈ C
y
x is a minimal set
composition under refinement, then σ(Λ) is in Cyx for any permutation σ : [m] → [m].
Furthermore σ(Λ) must be minimal under refinement for if B < σ(Λ) such that B ∈ Cyx ,
then we can find a permutation τ such that τ(B) < Λ and τ(B) ∈ Cyx . This would
contradict the minimality of Λ. This shows the conversely part of the lemma.
Now consider A = (A1, . . . , Aℓ) ∈ C
y
x another minimal set composition under refine-
ment. Assume that A 6= σ(Λ) for any σ. We claim that, there is a rearrangement of the
parts of Λ and A such that ∅ 6= U1 = A1 ∩ Λ1 6= Λ1. If not, then for all i, j such that
Ai∩Λj 6= ∅ we would have Ai∩Λj = Λj and this would implies that a permutation of Λ
is a refinement of A, a contradiction. We can further rearrange the parts of Λ such that
Ui = A1 ∩Λi 6= ∅ for 1 ≤ i ≤ r and A1 ∩Λi = ∅ for r < i ≤ m. As in Equation (18), for
T = A2 ∪ · · · ∪ Aℓ we have
(33) y = xA = µA1,T∆A1,T (xA).
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Let Vi = Λi \ Ui = Λi ∩ T for 1 ≤ i ≤ r. As in the proof of Lemma 2.2, we claim that
the set composition
C = (U1, V1, . . . , Ur, Vr,Λr+1 . . . ,Λm) < Λ,
(we remove any occurrence of ∅ parts), and C belong to Cyx. The refinement is strict
since U1 6= Λ1 and this contradicts the minimality of Λ, hence no such A may exists.
To show our last claim, we apply Equation (33) to xΛ = y = xA. Let Λi··m =
Λi ∪ Λi+1 ∪ · · · ∪ Λm, Ui··r = A1 ∩ Λi··m and Ti··m = T ∩ Λi··m we have
(34) y = µA1,T∆A1,T (xΛ) = µA1,T∆A1,TµΛ1,Λ2··m(1Λ1 ⊗ µ(Λ2,...,Λm))∆Λ(x).
We now apply the Relation (4), associativity and commutativity to obtain
µA1,T∆A1,TµΛ1,Λ2··m =
= µA1,T (µU1,U2··r ⊗ µV1,T2··m)(1U1 ⊗ τV1,U2··r ⊗ 1T2··m)(∆U1,V1 ⊗∆U2··r ,T2··m)
= µU1,V1,U2··r ,T2··m(∆U1,V1 ⊗∆U2··r ,T2··m)
= µΛ1,Λ2··m
(
µU1,V1∆U1,V1 ⊗ µU2··r,T2··m∆U2··r ,T2··m
)
.
Putting this back in Equation (34) we get
y = µΛ1,Λ2··m
(
µU1,V1∆U1,V1 ⊗ µU2··r,T2··m∆U2··r ,T2··m
)
(1Λ1 ⊗ µ(Λ2,...,Λm))∆Λ(x)
= µΛ1,Λ2··m
(
µU1,V1∆U1,V1 ⊗ µU2··r,T2··m∆U2··r ,T2··mµ(Λ2,...,Λm)
)
∆Λ(x).
If r = 1, then U2··r = ∅ and µU2··r,T2··m = ∆U2··r ,T2··m = 1T2··m . In this case we get
y = µΛ1,Λ2··m
(
µU1,V1∆U1,V1 ⊗ µ(Λ2,...,Λm)
)
∆Λ(x)
= µΛ1,Λ2··m(µU1,V1 ⊗ µ(Λ2,...,Λm))(∆U1,V1 ⊗ 1Λ2 ⊗ · · · ⊗ 1Λm)∆Λ(x)
= µC∆C(x) = xC
If r > 1, then we repeat the process above with µUi··r,Ti··m∆Ui··r ,Ti··mµ(Λi,...,Λm) for 2 ≤
i ≤ r and we obtain y = xC in all cases. This shows that C ∈ C
y
x contradicting the
minimality of Λ. 
We now consider the analogue to Lemma 2.3 and Lemma 2.4 for H.
Lemma 3.4. If Cyx 6= ∅, then for any A ∈ C
y
x and Λ ∈ C
y
x minimal, we have that
[Λ, A] ⊆ Cyx.
If [Λ, A] = ∅, then the Lemma is trivially true. If Λ ≤ A, then the proof of the above
lemma is exactly as in Lemma 2.3. This shows that Cyx is a lower ideal in the order⋃
σ∈Sm
[σΛ, (I)]. The next lemma shows us how Cyx is cut out of
⋃
σ∈Sm
[σΛ, (I)]
Lemma 3.5. The minimal elements of
(⋃
σ∈Sm
[σΛ, (I)]
)
\ Cyx are all the permutations
of set compositions of the form
(
⋃
i∈U
Λi,Λv1 ,Λv2, . . . ,Λvr)
for some U ∈ {1, 2, . . . , m}, where r = m− |U | and {v1, . . . , vr} = I \ U .
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The proof of this lemma is a direct adaptation of the proof of Lemma 2.4. It is
clear that the upper ideal
(⋃
σ∈Sm
[σΛ, (I)]
)
\ Cyx is invariant under permutations. Let
B ∈
(⋃
σ∈Sm
[σΛ, (I)]
)
\Cyx be minimal. If B has more than two parts that are not single
parts of Λ, then let σ ∈ Sm be such that σΛ < B and proceed as in the second part of
the proof on Lemma 2.4 to reach a contradiction.
We now define the hypergraph Gyx associated with C
y
x . For fixed x and y, Lemma 3.5
gives us a set of subsets U ⊆ I defining Cyx.
Gyx = {U ⊆ I : U minimal,
∏
i∈U
xΛi 6= x
⋃
i∈U Λi
}
In general, Gyx is a special hypergraph where all edges have cardinality at least 2 and if
U ∈ Gyx then for all U ⊂ V ⊆ I, we have V 6∈ G
y
x. this second property follows from the
minimality of the element of
(⋃
σ∈Sm
[σΛ, (I)]
)
\ Cyx . The hypergraph G
y
x is as defined
in Equation (30).
Example 3.6. Let HG be as in Section 1.5. Consider I = {a, b, c, d, e} and pick
x =
{
{b, c}, {a, b, e}, {a, d, e}, {b, c, e}
}
and y =
{
{b, c}
}
in hg[I]. We can represent x
and y as follows:
x =
a b c
d
e
y =
a b c
d
e
Up to permutation, the minimum refinement of Cyx is Λ = (a, bc, d, e). Since Λ has 4
parts, the hypergraph Gyx is build on the set {1, 2, 3, 4}. We have that xbcxe 6= xbce and
xaxdxe 6= xade. Those are the only minimal coarsening of parts of Λ that yield such
inequalities. Hence Gyx =
{
{1, 3, 4}, {2, 4}
}
. We represent this as follows:
Gyx =
1
2
3
4
We now identify the set compositions in
⋃
σ∈Sm
[σΛ, (I)] with the set compositions
in
⋃
σ∈Sm
[(σ(1), . . . , σ(m)), (12 · · ·m)]. There are 4! minimal elements with four
parts. There are 30 compositions with 3 parts, namely all the permutation of
(12, 3, 4), (13, 2, 4), (14, 2, 3), (23, 1, 4), (34, 1, 2). We have removed here all the permuta-
tions of (24, 1, 3). With 2 parts we have all the permutations of (123, 4), (12, 34), (14, 23)
for a total of 6. We have removed the permutations of (134, 2) and all the coarsenings
of permutations of (24, 1, 3). Here
cyx = 24− 30 + 6 = 0
The identification between
⋃
σ∈Sm
[σΛ, (I)] with
⋃
σ∈Sm
[(σ(1), . . . , σ(m)), (12 · · ·m)]
shows that computing cyx is equivalent to computing the coefficient of ǫ, the hypergraph
on [m] with no edges, in the antipode of Gyx in the Hopf monoid of hypergraphs. This
implies the following theorem:
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Theorem 3.7. Given a commutative and cocommutative linearized Hopf monoid H, let
x, y ∈ h[I]. We have1
cyx = c
ǫ
x/y
where ǫ is the hypergraph on [m] with no edges and x/y = Gyx is the hypergraph given
in (30).
3.3. A different formula for cyx. This Section is not needed for the proof of The-
orem 3.1. We only present it as an application of Section 2. Using Remark 2.13 we
now give a more efficient formula to compute cyx. For this we decompose the order
Cyx into disjoint suborders, one for each permutation of Sm. As before we identify C
y
x
with a lower ideal of
⋃
σ∈Sm
[σ, (12 · · ·m)]. Given A = (A1, A2, . . . , Aℓ) ∈ C
y
x , we ob-
tain a unique refinement σ(A) < A by ordering increasingly each of the Ai and then
splitting them into singletons. For example if A = ({2, 5, 7}, {1}, {3, 4, 9}, {6, 8}), then
σ(A) = (2, 5, 7, 1, 3, 4, 9, 6, 8). Let
Cyx,τ =
{
A ∈ Cyx : σ(A) = τ
}
.
With these definitions in mind we state the following proposition.
Proposition 3.8. For any x, y ∈ h[I] such that Cyx 6= ∅, let Λ = (Λ1, . . . ,Λm) ∈ C
y
x be
a fixed minimal element. We have that
cyx =
∑
τ∈Sm
c(Gτ,ǫ12···m,x/y)
where ǫ is the hypergraph on {1, 2, . . . , m} with no edges and x/y = Gyx is the hypergraph
given in Equation (30).
Proof. From the definition above, it is clear that Cyx =
⊎
τ∈Sm
Cyx,τ . For a fixed τ , we
have that A ∈ Cyx,τ if and only if
τ = (12 · · ·m)|A and G
y
x
∣∣
A
= ǫ.
This gives ∑
A∈Cyx,τ
(−1)ℓ(A) = c(Gτ,ǫ12···m,x/y)
where c(Gτ,ǫ12···m,x/y) is the coefficient of (τ, ǫ) in the expansion of S(12 · · ·m, x/y) for the
Hopf monoid L×HG with HG as defined in Scetion 1.5. 
Theorem 2.1 gives us that c(Gτ,ǫ12···m,x/y) is 0 or ±1. Proposition 3.8 gives us an
interesting new way to compute antipode, as a sum over permutations instead of a sum
of set compositions.
Example 3.9. We compute the coefficient of the hypergraph ǫ in the antipode S(x)
of the hypergraph x =
{
{1, 2, 4}, {2, 3, 4}
}
∈ HG[4]. Let τ = 1243 and recall the
construction of the graphG = Gτ,ǫ1234,x/ǫ as in Example 2.5. This is a graph on the ordered
vertex set 1243 such that there is an arc (i, i+1) for each descent τ(i) > τ(i+1). Also,
we draw an arc (i, j) for each hyperedge U ∈ G where i = minτ (U) and j = maxτ (U)
1The reader should be aware of the abuse of notation here: on one hand cyx is an antipode coefficient
in the Hopf monoid H, on the other hand cǫx/y is an antipode coefficient in the Hopf monoid HG.
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are the minimum and maximum values of U according to the order τ . Then we erase
all drawn arcs that contain a nested arc. With τ as above, we have the arc (4, 3) from
the descent of τ and the arcs (1, 4) and (2, 3) for the hyperedges {1, 2, 4} and {2, 3, 4}
respectively. Then we erase the arc (2, 3) since it contains the nested arc (4, 3). The
resulting graph is
G = G1243,ǫ1234,x/ǫ = • • • •
1 2 4 3
where the dotted arcs correspond to the removed edges. Then we get
c(G) = c(G|124) · c(G|3) = (1) · (−1)
where the first equality comes from Lemma 2.10 and the second equality follows by
Lemma 2.12 since the only fixed point adding up to c(G|124) is the composition (1, 24),
which contributes to 1; similarly, the only fixed point adding up to c(G|3) is the compo-
sition (3) which contributes to (−1). For most τ in this example, we get a disconnected
graph and Lemma 2.9 gives us c(Gτ,ǫ1234,x/ǫ) = 0 in those cases. For example,
G1342,ǫ1234,x/ǫ = • • • •
1 3 4 2
Removing the dotted arcs produce a disconnected graph, hence the result is zero.
The only τ that will contribute non-trivially are 1243, 2341, 3124, 4321 with sign
−1,−1,−1, 1 respectively. Hence the coefficient of ǫ in S(x) is −1 − 1− 1 + 1 = −2.
3.4. cyx as a signed sum of acyclic orientations of simple hypergraphs. We
now turn to Theorem 3.1 to get an antipode formula for cyx as a signed sum of acyclic
orientations of the hypergraph Gyx. If G
y
x is a graph, then we will recover the formula of
Humpert-Martin [13]. If Gyx is a more general hypergraph, then the antipode formula
may still have cancelation. In fact much more cancelation than in Section 3.3, but our
aim is to understand this formula geometrically in sequel work (see Section 5.1). Recall
that Gyx is a hypergraph on the vertex set [m] as defined in Equation (30). The ordering
of the vertex set depends on a fixed choice of minimal element in Cyx .
Definition 3.10 (Orientation). Given a hypergraph G an orientation (a, b) of a hyper-
edge U ∈ G is a choice of two nonempty subsets a, b of U such that U = a ∪ b and
a∩b = ∅. We can think of the orientation of a hyperegde U as current or flow on U from
a single vertex of a to the vertices in b in which case we say that a is the head of the
orientation a→ b of U . If |U | = n, then there are a total of 2n−2 possible orientations.
An orientation of G is an orientation of all its hyperedges. Given an orientation O on
G, we say that (a, b) ∈ O if it is the orientation of a hyperedge U in G.
Definition 3.11 (Acyclic orientation). Let G be a hypergraph on the vertex set V .
Given an orientation O of G, we construct an oriented graph G/O as follow. We let
V/O be the finest equivalence class of elements of V defined by the heads of O. That
is the equivalence defined by the transitive closure of the relation a ∼ a′ if a, a′ ∈ a for
some head a of O. The oriented edge ([a], [b]) belongs to G/O for equivalence classes
[a], [b] ∈ V/O if and only if there is an oriented hyperedge (a, b) of O such that a ∈ a
and b ∈ b. An orientation O of G is acyclic if the oriented graph G/O has no cycles.
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Example 3.12. Let G =
{
{1, 2, 4}, {2, 3, 4}
}
be a hypergraph on the vertex set
V = {1, 2, 3, 4}. There are (23 − 2)(23 − 2) = 36 possible orientations of G. The
orientations O =
{
({4}, {1, 2}), ({2, 4}, {3})
}
is not acyclic. To see this, the set
V/O = {{1}, {2, 4}, {3}} and the oriented graph G/O contain the 1-cycle ([4], [2]).
Similarly the orientation O′ =
{
({4}, {1, 2}), ({2, 3}, {4})
}
is not acyclic. The equiva-
lence set V/O′ = {{1}, {2, 3}, {4}} and the oriented graph G/O′ contains the 2-cycle
([4], [2]); ([2], [4]). The list of all 20 possible acyclic orientation is
{({4},{1,2}),({4},{2,3})}; {({4},{1,2}),({3},{2,4})}; {({4},{1,2}),({3,4},{2})}; {({2},{1,4}),({3},{2,4})};
{({2},{1,4}),({2},{3,4})}; {({2},{1,4}),({2,3},{4})}; {({1},{2,4}),({4},{2,3})}; {({1},{2,4}),({3},{2,4})};
{({1},{2,4}),({2},{3,4})}; {({1},{2,4}),({2,3},{4})}; {({1},{2,4}),({2,4},{3})}; {({1},{2,4}),({3,4},{2})};
{({1,2},{4}),({3},{2,4})}; {({1,2},{4}),({2},{3,4})}; {({1,2},{4}),({2,3},{4})}; {({1,4},{2}),({4},{2,3})};
{({1,4},{2}),({3},{2,4})}; {({1,4},{2}),({3,4},{2})}; {({2,4},{1}),({3},{2,4})}; {({2,4},{1}),({2,4},{3})}.
Our next lemma will show that for every set composition A ∈ Cyx there is a unique
acyclic orientation of Gyx. Conversely for any acyclic orientation there is a least one
A = (A1, A2, . . . , Aℓ) ∈ C
y
x that gives that orientation. If we denote by O
y
x the set of
acyclic orientations of Gyx, then we construct bellow a surjective map Ω: C
y
x → O
y
x. For
any 1 ≤ i ≤ ℓ, let Ai,ℓ = Ai ∪ Ai+1 ∪ · · · ∪ Aℓ and let G/Oi,ℓ be the restriction of G/O
to the set Ai,ℓ.
Lemma 3.13. Let x, y ∈ h[I] and consider the hypergraph Gyx on V = [m]. There is a
surjective map Ω: Cyx → O
y
x. More precisely,
(a) For any A = (A1, A2, . . . , Aℓ) ∈ C
y
x there is a unique Ω(A) ∈ O
y
x such that for
any U ∈ Gyx the orientation of U is given by (U ∩Ai, U \ Ai) where i = min{j :
Aj ∩ U 6= ∅}. Furthermore V/Ω(A) is a refinement of {A1, A2, . . . , Aℓ}.
(b) For any O ∈ Oyx, there is a unique AO = (A1, A2, . . . , Aℓ) ∈ C
y
x such that
{A1, A2, . . . , Aℓ} = V/O and Ai is the unique source of the restriction G/Oi,ℓ
such that min(Ai) is maximal among the sources of G/Oi,ℓ. We have that
Ω(AO) = O.
Proof. For part (a), let A = (A1, A2, . . . , Aℓ) ∈ C
y
x . From Theorem 3.7, we have that A
must break every hyperedge of Gyx. In particular, for any part Ai of A and U ∈ G
y
x,
we always have Ai ∩ U 6= U . Hence (U ∩ Ai, U \ Ai) for i = min{j : Aj ∩ U 6= ∅}
defines a proper orientation of each edge of Gyx. That is, we have an orientation O of
Gyx. Remark that by construction, each head a of O is completely included within a
part Ai for a unique part 1 ≤ i ≤ ℓ. This implies that V/O refines {A1, . . . , Aℓ} and
it allows us to define a function f : V/O → {1, 2, . . . , ℓ} where f([a]) = i if and only
if [a] ⊆ Ai. By construction of O, we have that for any ([a], [b]) ∈ G
y
x/O the function
values f([a]) < f([b]). This implies that Gyx/O has no cycle. Hence O is acyclic.
For part (b), let O be an acyclic orientation on Gyx. It is clear that the set composition
AO is well defined (for example see [8] for G/O). We need to show that part (a) applied
to AO gives back O. We have that {A1, . . . , Aℓ} = V/O. Hence for any (a, b) ∈ O we
must have a ⊆ Ai for some unique 1 ≤ i ≤ ℓ. We claim that
Aj ∩ b 6= ∅ =⇒ j > i
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If not, then there would be j < i such that Aj ∩ b 6= ∅. This means there is an edge
from Ai to Aj in G/Oj,ℓ, which contradicts the fact that Aj is a source of G/Oj,ℓ, hence
j must be such that j > i. 
Theorem 3.14. For any x, y ∈ h[I] such that Cyx 6= ∅ we have
cyx =
∑
O∈Oyx
(−1)ℓ(AO)
Proof. Our proof will be similar to the one appearing in [9]. First we use the the
surjective map Ω from Lemma 3.13 to decompose the formula (32)
cyx =
∑
B∈Cyx
(−1)ℓ(B) =
∑
O∈Oyx

 ∑
B∈C
y
x
Ω(B)=O
(−1)ℓ(B)


For any fixed orientation O, we thus have to show∑
B∈C
y
x
Ω(B)=O
(−1)ℓ(B) = (−1)ℓ(AO)
Let Cyx,O = {B ∈ C
y
x : Ω(B) = O}. As in [8, 9], we construct a signed reversing involution
ϕ : Cyx,O → C
y
x,O such that
(A) ϕ(AO) = AO is the only fixed point,
(B) for B 6= AO, we have ℓ(ϕ(B)) = ℓ(B)± 1.
If B 6= AO, then we have from Lemma 3.13 that each part of AO is included in a part
of A. Let AO = (A1, A2, . . . , Aℓ) and B = (B1, B2, . . . , Bk), we define
fB : {A1, A2, . . . , Aℓ} → {B1, B2, . . . , Bk}
as the function such that Ai ⊆ f(Ai). Since B 6= AO, we have that fB 6= Id. Find the
smallest i such that f−1B (Bi) 6= {Ai}. Let G/Oi,ℓ be the restriction of G/O to the set
Ai,ℓ. All the elements in f
−1
B (Bi) are sources in the graph G/Oi,ℓ. By Lemma 3.13 (b),
we have that min(Ai) is the largest among the sources of G/Oi,ℓ. Since f
−1
B (Bi) 6= {Ai},
there must be a source Ar ∈ f
−1
B (i) such that min(Ar) < min(Ai). Let X ∈ f
−1
B (Bi) be
such that min(X) < min(Ar) for all Ar ∈ f
−1
B (Bi). We then find the smallest j ≥ i such
that Ar ∈ f
−1
B (Bj) is a source of G/Oi,ℓ and min(Ar) > min(X). Such j exists since
G/Oi,ℓ contain one source, namely Ai, such that min(Ai) > min(X). We let
U =
{
Z ∈ f−1B (Bj) :
∃Y a source of G/Oi,ℓ, a path from Y to X
and min(Y ) ≤ min(X)
}
If U = ∅, then j > i since X 6∈ U . In this case we remark that our choice of j
implies that for all Ar ∈ f
−1
B (Bj), the element Ar is connected to a source Y where
min(Y ) ≤ min(X). Hence, there is no edge (Y,X) in G/Oi,ℓ where Y ∈ f
−1
B (Bj−1) and
X ∈ f−1B (Bj). If U = ∅, then we define
(35) ϕ(B) = B′ = (B1, . . . , Bj−2, Bj−1 ∪Bj , Bj+1, . . . , Bk).
ANTIPODE FOR LINEARIZED HOPF MONOID 25
It is clear that ϕ(B) = B′ ∈ Cyx,O with ℓ(B
′) = ℓ(B)− 1. Moreover
f−1B′ (B
′
r) =


f−1B (Br) if r < j − 1,
f−1B (Bj−1) ∪ f
−1
B (Bj) if r = j − 1,
f−1B (Br+1) if r > j − 1.
Repeating the procedure above for B′ we will obtain i′, X ′, j′, U ′ in such a way that
i′ = i, X ′ = X , j′ = j − 1 and U ′ = f−1B (Bj−1) 6= ∅. Now we consider the case when
U 6= ∅. Reversing what we did, let U c = f−1B (Bj) \U . All the Z ∈ U are connected to a
source Y of G/Oi,ℓ with value min(Y ) ≤ min(X). There is no edges of G/Oi,ℓ between
U and U c. Hence
(36) ϕ(B) = B′ = (B1, . . . , Bj−1,
⋃
Z∈U
Z,
⋃
Z′∈Uc
Z ′, Bj+1, . . . , Bk).
Remark that now ℓ(B′) = ℓ(B) + 1. Moreover
f−1B′ (Br) =


f−1B (Br) if r < j − 1,
U if r = j,
U c if r = j + 1,
f−1B (Br−1) if r > j + 1.
and for this B′ we will obtain i′, X ′, j′, U ′ in such a way that i′ = i, X ′ = X , j′ = j + 1
and U ′ = ∅. The map ϕ is thus the desired involution. 
Example 3.15. Let us revisit the example 3.9 in the Hopf monoid of hypergraphs. Let
x =
{
{1, 2, 4}, {2, 3, 4}
}
be a hypergraph on the vertices {1, 2, 3, 4}. A full computation
of the antipode gives us
S(
2 1
3 4
) = −
2 1
3 4
+ 2
2 1
3 4
+ 2
2 1
3 4
− 2
2 1
3 4
The coefficient −2 in front of the empty hypergraph ǫ was computed in Example 3.9
using 4! permutations. Here we will do so using Theorem 3.1 and the 20 acyclic orienta-
tions of Example 3.12. Lemma 3.13 (b) tells us that each of those orientations is paired
with each of the following 20 set compositions (respectively)
(4,3,2,1); (3,4,2,1); (34,2,1); (3,2,4,1);
(2,4,3,1); (23,4,1); (1,4,3,2); (3,1,4,2);
(1,2,4,3); (1,23,4); (1,24,3); (1,34,2);
(3,12,4); (12,4,3); (123,4); (14,3,2);
(3,14,2); (134,2); (3,24,1); (24,3,1).
There are 9 even length set compositions in this list and 11 odd length. The coefficient
is indeed 9 − 11 = −2. For the coefficient of x in S(x), we remark that x/x is a single
point with no edges. There is a unique orientation of x/x and it is represented by a set
composition with a single part. Thus the coefficient is −1. For y =
{
{1, 2, 4}
}
, x/y is
a graph on two vertices, say u and v, with a single edge between them and thus it has
two acyclic orientations, which correspond to the set compositions (u, v), (v, u). Hence
the coefficient is 2. The same argument applies for y′ =
{
{2, 3, 4}
}
.
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4. Some applications with Hopf algebras
In this section, we will consider some examples of antipodes corresponding to some
combinatorial Hopf algebras. We recover results from [13, 1, 6, 8, 7], and derive some
new formulas.
4.1. Antipode in the commutative case H = K(H). We now consider some com-
mutative and cocommutative Hopf monoid H and look at the antipode of H = K(H).
Example 4.1. Consider the Hopf monoid Π in Section 1.3 and the basis π. Given
a set partition X ∈ π[I] and any set composition A |= I we have that XA = X if a
permutation of X refines A, and XA = 0 otherwise. This means that the only term
in S(X) is X and its coefficient is cXX . A minimal Λ in C
X
X is X with some ordering
of its parts. The hypergraph GXX has m = |X| vertices and no hyperedges. If we use
Theorem 3.14, there is a unique orientation of GXX and its sign is (−1)
m.
If instead we use Proposition 3.8, we sum over the permutations τ of m where Gτ,ǫ12···m,ǫ
has only short edges (i, i + 1) for each descent τ(i) > τ(i + 1) of τ . This graph is
disconnected unless τ = (m,m− 1, . . . , 2, 1) for which c(Gτ,ǫ12···m,ǫ) = (−1)
m.
The Hopf algebra K(Π) is the space of symmetric functions Sym and the basis
K(X) = ptype(X) is the power sum basis where type(X) = (|X1|, |X2|, . . . , |Xm|) written
in decreasing order. This gives the well known antipode formula S(pλ) = (−1)
ℓ(λ)pλ.
Example 4.2. Consider the Hopf monoid G from Section 1.4 with basis g. Given a
graph x ∈ g[I] and A |= I we have that xA = y is a subgraph of x. In fact, y is a flat
of x. A minimal element Λ in Cyx is given by any ordering of the equivalence relation
I/y where a, b ∈ I are equivalent whenever there is a path in y connecting them. The
hypergraph Gyx is the simple graph x/y, obtained by contracting x along the edges of
y. It is a graph on the vertex set V = I/y and edges {[a], [b]} whenever [a] 6= [b] and
there is an edge {a′, b′} in x such that a′ ∈ [a] and b′ ∈ [b]. Since Gyx has no hyperedges
U such that |U | > 2, all orientations O of Gyx are such that V/O = V , since the head of
each edge has cardinality 1. Hence in Theorem 3.14 we have that ℓ(AO) = |V | = |I/y|
for each O. No cancelation occurs and we recover the formula of [13, 8].
Example 4.3. We can extend the previous example to a Hopf monoid SC of abstract
simplicial complexes. A simplicial complex on a set I is a collection x ∈ 2I such that
V ∈ x =⇒ U ∈ x, ∀U ⊆ V, |U | > 1.
In this way, simplicial complexes extend the notion of graphs and it is a subfamily of
hypergraphs. Now let sc[I] be the linear span of all simplicial complexes on I. The
product and coproduct of HG, as defined in 1.5, restricts well to SC. Hence, SC is a
monoid of abstract simplicial complexes with basis sc.
Given a x ∈ sc[I] and any set composition A |= I we have that xA = y is a simplicial
subcomplex of x. A minimal element Λ in Cyx is given by any ordering of the equivalence
relation I/y where a, b ∈ I are equivalent whenever there is a path in y connecting
them. The hypergraph Gyx is the simple graph given by the 1-skeleton of x/y, where
x/y is obtained by contracting x along the all hyperedeges of y. It is a graph on the
vertex set V = I/y and edges {[a], [b]} whenever [a] 6= [b] and there is an edge {a′, b′}
in x such that a′ ∈ [a] and b′ ∈ [b]. Since Gyx is a simple graph, all orientations O of G
y
x
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are such that V/O = V . Hence Theorem 3.14 gives ℓ(AO) = |V | = |I/y| for each O.
No cancelation occurs and we recover the formula of [7].
Remark 4.4. As seen in Examples 4.2 and 4.3. the antipode formula in the Hopf
monoid SC is a lifting of the antipode in G. Thus, it is natural to ask if such a lifting
can be done to find an antipode formula in HG. This case, however, is more intricate as
lots of cancelation occur in Theorem 3.14. Many of these cancelations will be resolved
in future work (see Section 5.1).
Example 4.5. (suggested to us by J. Machacek) Let us consider the family of hyper-
graph forests. Given a hypergraph h on I, we say that (a0, a1, . . . , aℓ) is a path of h if
{ai, ai+1} ⊂ Ui ∈ h for each 0 ≤ i < ℓ. We say that a path (a0, a1, . . . , aℓ) is proper if all
the hyperedges Ui are distinct. A proper cycle in h is a proper path (a0, a1, . . . , aℓ) such
that a0 = aℓ. A hypergraph f is a hyperforest if it does not contain proper cycles. Let
hf [I] be the set of hyperforest on I. It is not hard to check that the operations of HG
restrict properly in the subset of hyperforests. Hence we have HF the hopf submonoid
of hyperforests of HG with basis hf .
Given a x ∈ hf [I] and any set composition A |= I we have that fA = h is a subforest
of f . A minimal element Λ in Chf is given by any ordering of the equivalence relation
I/h where a, b ∈ I are equivalent whenever there is a path in h connecting them.
The hypergraph Ghf is the hyperforest given by f/h, the contraction of f along all the
hyperedeges of h. Any two vertices of Ghf that are connected, will be so via a unique
proper path. Since it is a hyperforest, any orientation of Ghf is acyclic and will contribute
to the computation of the coefficient in Theorem 3.14.
Proposition 4.6. Let k = |Ghf | and ℓ be the number of connected component of G
h
f :
chf =
{
(−1)ℓ(−2)k if ∀U ∈ Ghf we have |U | is even,
0 otherwise.
Proof. This result would follow easily from our understanding of the antipode in Sec-
tion 5.1. But to be self contained, we give here a different proof based on a signed
reversing involution on acyclic orientation of Ghf . As in Theorem 3.14 let O
h
f denote the
set of acyclic orientation of Ghf . As we remarked above, for a hyperforest, this are all
the orientations of Ghf .
Recall from Section 3.4 that Ghf is thought of as a hypergraph (here a hyperforest)
on V = [m]. We now define a signed reversing involution Φ: Ohf → O
h
f . Given an
orientation O of Ghf , if possible, find the largest element z ∈ V such that for some
(a, b) ∈ O we have z = max(a ∪ b) and
(37) (z ∈ a, |a| > 1) or (z ∈ b, |b| > 1).
Then choose (a, b) ∈ O such that a ∪ b is lexicographically maximal among the
hyperedges that satisfy (37). We then define Φ(O) = O′ where O′ is obtained from O
after replacing (a, b) by (a \ {z}, b ∪ {z}) if z ∈ a, or (a ∪ {z}, b \ {z}) otherwise. It is
clear that Φ is an involution that toggles the maximal element of the orientation of a
hyperegde between the two situations in (37). If no such z exists, then define Φ(O) = O.
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We now show that Φ reverses sign, except in its fixed points. First recall from
Lemma 3.13 that ℓ(AO) = |V/O|. Assume Φ(O) = O
′ 6= O and let z and (a, b) be
as above. In the situation where z ∈ a, we now have (a \ {z}, b ∪ {z}) ∈ O′ and the
rest of the orientations are the same as in O. Since there exists a unique proper path
between any two equivalent vertices in the equivalent classes [a]O containing z in V/O,
this class will break in exactly two classes [a \ {z}]O′ and [{z}]O′ in V/O
′. All the other
classes of V/O and V/O′ remain the same. Hence (−1)ℓ(AO) = −(−1)ℓ(AO′ ) and Φ is
signed reversing in this case. The argument in the other case is similar.
The involution Φ reduces the identity in Theorem 3.14 and we obtain
chf =
∑
O∈Oh
f
Φ(O)=O
(−1)ℓ(AO).
To finish the proof, we need to describe now the fixed points of Φ. If there is no z
satisfying equation (37), then for all (a, b) ∈ O and z = max(a ∪ b) we have
(38) a = {z} or b = {z},
and the orientations O that satisfy (38) are the fixed points of Φ. If |Ghf | = 0, that is
Ghf has m = ℓ vertices and no hyperedges, then c
h
f = (−1)
ℓ as desired. If |Ghf | > 0,
then let U ∈ Ghf be any fixed hyperedge. For instance, pick U to be lexicographically
maximal in Ghf and let z = max(U). In any orientation of G
h
f fixed by Φ we can toggle
the orientation of U between the two situations in (38) and still get a fixed point of Φ.
That is, we can pair all the fixed point of Φ as (O,O′) where O 6= O′ and they differ
only by the orientation of U = c∪ {z} with (c, {z}) ∈ O and ({z}, c) ∈ O′. Using again
the fact that there is at most a unique proper path between any vertices in Ghf , the
elements of c are in a single equivalence class in V/O and in distinct equivalent classes
in V/O′. Hence |V/O′| = |V/O|+ |U | − 2. we now have
chf =
∑
O∈Oh
f
Φ(O)=O
(−1)ℓ(AO) =
∑
(O,O′)
(−1)ℓ(AO)(1 + (−1)|U |).
Let us denote by Gh∪Uf the hyperforest obtained by contracting the hyperedge U in G
h
f .
There is a clear correspondence between the orientation O of Ghf and the orientation
O′′ of Gh∪Uf together with an orientation of U . This is true only for hyperforest as there
is a unique proper path between any two vertices. We thus have
chf =
∑
(O,O′)
(−1)ℓ(AO)(1 + (−1)|U |) = −(1 + (−1)|U |)
∑
O′′∈Oh∪U
f
Φ(O′′)=O′′
(−1)ℓ(AO′′ ).
The negative sign in the second equality comes from the fact that in contracting U
joint together the class [z]O and [c]O. We now have that c
h
f = −(1 + (−1)
|U |)ch∪Uf . The
proposition follows by induction. If |U | is odd, then we get zero. If |U | is even, then we
get a contribution of −2 for that edge and the induction end with an empty hypergraph
with the same number of connected component as Ghf . 
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4.2. Antipode of K(L×H) ∼= K(H) for linearized H. As we noticed in Section 1.8
we have that K(L×H) ∼= K(H) for any Hopf monoid H. Given (α, x) ∈ (L×H)[n]Sn ,
the isomorphism is explicitly given by the map (α, x) 7→ H[α−1](x) where α−1 : [n]→ [n]
is the unique bijection such that α−1(α) = 12 · · ·n and H[α−1](x) ∈ H[n] is the image of
x under the bijection H[α−1] : H[n]→ H[n] obtain via the functor H. Since K preserves
antipode, in the case where H is linearized, Theorem 2.1 gives us the following formula.
For x ∈ H[n]
(39) S(x) =
∑
(β,y)∈(l×h)[n]
cβ,y12···n,xH[β
−1](y) =
∑
z∈h[n]
( ∑
β∈l[n]
c
β,H[β](z)
12···n,x
)
z .
Here we have identified the linear order β ∈ l[n] and the bijection β = (β−1)−1 : [n]→ [n]
in the notationH[β](z). From Theorem 2.1 we have that the c
β,H[β](z)
12···n,x are±1, but further
cancelation may occur in Equation (39). It is not the best formula in most cases but it
is definitely a big improvement on Takeuchi’s formula.
Example 4.7. Consider the Hopf monoid Π from Section 1.3. As seen in [6], The Hopf
algebra K(Π) is the space of symmetric functions in non-commutative variables. Our
formula (39) is cancelation free in this case as all the non-zero terms have the same sign
(see Corollary 4.9 of [6] for more details).
Example 4.8. Consider now the Hopf monoid L in Section 1.2. The Hopf algebra
PR = K(L) was introduced by Patras-Reutenauer [15] and is also studied under the
name RΠ in [4]. The antipode formula (39) for PR gives us that for α ∈ l[n]:
(40) S(α) =
∑
γ∈l[n]
( ∑
β∈l[n]
cβ,β◦γǫ,α
)
γ
where ǫ = 12 . . . n is the identity permutation. In this example, β = (β1, . . . , βn) ∈ l[n]
can be encoding three different objects depending on the context. It is first the total
order β1 < β2 < . . . < βn on the points 1, 2, . . . , n.In (40), when we write β ◦ γ, we con-
sider β as the permutation defined by β(i) = βi. Hence β◦γ = (β(γ1), β(γ2), . . . , β(γn)).
Bellow we will consider β and β◦γ as encoding the set composition ({β1}, . . . , {βn}) and
({β(γ1)}, . . . , {β(γn)}). These conventions should be clear from the context. We now
need a complete description of cβ,β◦γǫ,α in order to understand (40). The set C
β,β◦γ
ǫ,α 6= ∅ if
and only if the minimal element Λ of Cβ,β◦γǫ,α exists and it is the finest set composition
such that
(1) β ≤ Λ and β is increasing with respect to ǫ within each part of Λ,
(2) β ◦ γ ≤ Λ and β ◦ γ is increasing with respect to α within each part of Λ.
These conditions follow from the proof of Lemma 2.2 in the case of L × L. Let A =
β ∨ (β ◦ γ) be the finest set composition such that β ≤ A and β ◦ γ ≤ A. We must have
that A ≤ Λ. Now, if β is not increasing with respect to ǫ within each part of A, then
it would not be true for Λ either. Similarly if β ◦ γ is not increasing with respect to α
within each part of A, then it would not be true for Λ. Hence we have that Cβ,β◦γǫ,α 6= ∅
if and only if Λ = β ∨ (β ◦ γ) is such that β is increasing with respect to ǫ within each
part of Λ and β ◦ γ is increasing with respect to α within each part of Λ.
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For instance, if α = (5, 2, 1, 3, 4), β = (2, 1, 3, 5, 4) and β ◦ γ = (2, 5, 1, 3, 4), then we
see that Λ = β∨(β◦γ) = (2, 135, 4). The elements 1, 3, 5 of β are increasing with respect
to ǫ = (1, 2, 3, 4, 5) within the part 135 of Λ. In β ◦ γ these elements are in the order
5, 1, 3 which is increasing with respect to α. Hence in this little example Cβ,β◦γǫ,α 6= ∅ and
Λ = (2, 135, 4) is the minimum. If we take a different γ′ so that β ◦ γ′ = (2, 5, 3, 1, 4),
now Λ = β ∨ (β ◦γ′) = (2, 135, 4) but the element 5, 3, 1 are not in increasing order with
respect to α, hence Cβ,β◦γ
′
ǫ,α = ∅.
Now we remark that the number of parts of Λ = β ∨ (β ◦ γ) depend only on γ and
not β. This follows from the simple fact that
β ∨ (β ◦ γ) = β ◦
(
ǫ ∨ γ
)
.
Hence ℓ
(
β ∨ (β ◦ γ)
)
= ℓ
(
ǫ∨ γ
)
= m and if Cβ,β◦γǫ,α 6= ∅, then the graph G
β,β◦γ
ǫ,α is a graph
on the vertex set [m] with an edge (i, i + 1) if and only if maxǫ(Λi) >ǫ minǫ(Λi+1) or
maxα(Λi) >α minα(Λi+1), using the order ǫ and α respectively. We remark that G
β,β◦γ
ǫ,α
contains only short edges. Hence cβ,β◦γǫ,α = (−1)
m if (i, i+ 1) ∈ Gβ,β◦γǫ,α for all 1 ≤ i < m,
otherwise the graph is disconnected and cβ,β◦γǫ,α = 0. We summarize our discussion in the
following theorem.
Theorem 4.9. Given α ∈ l[n], in the Hopf algebra PR we have
S(α) =
∑
γ∈l[n]
(−1)mdα,γ γ
where m = ℓ
(
ǫ ∨ γ
)
and dα,γ is the number of β ∈ l[n] such that for Λ = β ∨ (β ◦ γ) we
have
(i) β is increasing with respect to ǫ within each part of Λ,
(ii) β ◦ γ is increasing with respect to α within each part of Λ, and
(iii) maxǫ(Λi) >ǫ minǫ(Λi+1) or maxα(Λi) >α minα(Λi+1) for all 1 ≤ i < m.
To our knowledge this theorem is new and it is a cancelation free formula.
Example 4.10. For the monoid G with basis g in Section 1.4 the formula (39) is not
cancelation free. However we can find another basis g that linearize G such that the
formula (39) is cancelation free. More specifically for x ∈ g[I] a connected graph let
x =
∑
Φ∈π[I]
(−1)|Φ|−1
(
|Φ)− 1
)
! xΦ,
where π[I] is the set of set partitions of I and for Φ = {A1, A2, . . . , Aℓ} we define
xΦ = x|A1x|A2 · · ·x|Aℓ . The product xΦ is well defined since G is commutative.
When x is connected, we have that
x = x+ (terms with more than 2 connected component).
This is not true if x is not connected. We leave to the reader the exercise of showing
that when x is connected, we have
∆A1,A2(x) = 0
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for any non-trivial decomposition (A1, A2) |= I.
1 That is to say x is primitive.
If x ∈ g[I] is not connected, then it decompose uniquely into connected component
x = x1x2 . . . xm where xi is a connected subgraph on vertices Ii ⊆ I. Here {I1, . . . , Im}
is a set partition of I. For such x, let us define x = x1x2 . . . xm. now we get that
x = x+ (terms with more than m+ 1 connected components).
Hence the set {x : x ∈ l[I]} form a basis of G[I]. In this basis, the multiplication is the
same as before but the comultiplication is now
∆A1,A2(x) =
{
x|A1 ⊗ x|A2 if A1 is the union of some of the parts of {I1, . . . , Im},
0 otherwise.
With this in hand, we now have a different basis g that linearized G with a different
comultiplication behavior. With a reasonable amount of work similar to Example 4.8
and 4.7, the reader will find that formula (39) is also cancelation free in this case.
4.3. Using Antipodes to derive new identities. As we have seen in the introduc-
tion, any multiplicative morphism ζ : H → k gives rise to a combinatorial invariant
χ = φt ◦ Ψ on H . For x ∈ Hn, the polynomials χx(t) encode combinatorial informa-
tion about x which depends on our choice of ζ . Also, the combinatorial reciprocity
χx(−1) = (ζ ◦ S)(x) is easily verified.
Example 4.11. For H = K(G) and for x ∈ g[n], let ζ(x) = 1 if x is discrete, zero
otherwise. In this case χx(t) is the chromatic polynomial of the graph x. Stanley’s
(−1)-color theorem follows as ±χx(−1) is the number of acyclic orientation of x.
The following example suggest a new venue to explore combinatorial identities using
permutations.
Example 4.12. Consider the Hopf algebra PR = K(L) as studied in example 4.8 and
let ζ(x) = 1 if x = ǫ, and zero otherwise. We have that ζ is indeed multiplicative.
Since PR is cocommutative then Ψ: PR→ QSym will in fact be a symmetric function
(see [2] for details). Here for α ∈ l[n] we have
Ψ(α) =
∑
a|=n
ca(α)Ma,
where a = (a1, . . . , aℓ) |= n is an integer composition of n, and ca(α) is the number of
ways to decompose α into increasing subsequences of type a. More precisely
ca(α) =
∣∣{A |= [n] : for 1 ≤ i ≤ ℓ, |Ai| = ai and α|Ai is increasing}∣∣.
These numbers are studied in various place in mathematics and computer science. In
particular Robinson-Schensted-Knuth(RSK) insertion shows that the coarsest possible
a for which ca(α) 6= 0 is a permutation of the shapes obtain via RSK (see [17]).
1one needs to show and use the identity
min(n,m)∑
k=0
(−1)n+m−k−1(n+m− k − 1)!k!
(
n
k
)(
m
k
)
= 0
32 CAROLINA BENEDETTI AND NANTEL BERGERON
The chromatic polynomial χα(t) is then
χα(t) =
∑
a|=n
ca(α)
(
t
ℓ(a)
)
.
This polynomials, when evaluated at t = m count the number of ways to color the
entries of the permutation α with at most m distinct colors such that α restricted to a
single color is increasing. Using Theorem 4.9 we get the identity
(41)
∑
a|=n
(−1)ℓ(α)ca(α) = χα(−1) = ζ ◦ S(α) = (−1)
ndα,ǫ.
For any β ∈ l[n] and γ = ǫ in Theorem 4.9, we have Λ = β and the conditions (i) and
(ii) are automatically satisfied. Hence
dα,ǫ =
∣∣{β ∈ l[n] : βi > βi+1 or α−1(βi) > α−1(βi+1)}∣∣.
The identity in Equation (41) relate combinatorial invariants for permutation that looks
a priory unrelated. We summarize this in the following theorem
Theorem 4.13. For α ∈ l[n], the chromatic polynomial χα(t) counts the number of
ways to color increasing sequences of α with at most t distinct colors. We have the
identity
χα(−1) = (−1)
ndα,ǫ,
where dα,ǫ is the number of α-decreasing order.
Remark 4.14. Given α ∈ l[n], one can associate a partial order Pα where αi ≺ αj if
i < j and αi > αj . As in [16] we can construct the incomparable graph Gα associated
to Pα. The symmetric function Ψ(α) above is in fact the Stanley chromatic symmetric
function of the Graph Gα. A famous conjecture of Stanley [16] states that Ψ(α) is
e-positive if Pα is (3 + 1)-avoiding. In the language of permutations this is equivalent
to say that α is 4123 and 2341 avoiding [5]. From the Hopf structure, one can see that
it is natural to describe e positivity in term of avoiding sequences. What is surprising
here is the fact that there should be finitely many and very simple patterns to avoid.
We also point out that here dα,ǫ also count the number of acyclic orientations of Gα.
The Hopf algebra PR is free and generated by total orders that do not have any
global ascent. The free generators are {1, 21, 321, 231, 312, . . .}. In the example above,
we choose ζ to be 1 on the generator 1 and zero for all other generators. One can
construct different ζ ’s by choosing any subset of generators. This would lead to different
coloring schemes and new identities with permutations.
Example 4.15. Let us consider the case where ζ21 : PR→ k is defined to be 1 on the
(free) generator 21 and zero on the other. That is ζ(x) = 1 if x = 2143 . . . (2n)(2n− 1),
zero otherwise. This defines a symmetric functions Ψ21 : PR→ QSym. Here for α ∈ l[n]
we have
Ψ21(α) =
∑
a|=n
c′a(α)Ma,
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where a = (2a1, . . . , 2aℓ) |= n is an integer composition of n with even parts, and ca(α)
is the number of ways to decompose α into 21∗-subsequences of type a. More precisely
c′a(α) =
∣∣{A |= [n] : for 1 ≤ i ≤ ℓ, |Ai| = 2ai and st(α|Ai) = 2143 . . . (2ai)(2ai − 1)}∣∣.
These numbers are new and strange but seem to have interesting properties to study.
The chromatic polynomial χ21α (t) is then
χ21α (t) =
∑
a|=n
c′a(α)
(
t
ℓ(a)
)
.
This polynomials, when evaluated at t = m counts the number of ways to colors the
entries of α with at most m distinct colors such that α restricted to a single color is a
21∗-sequence. Using Theorem 4.9 we get the identity
(42)
∑
a|=n
(−1)ℓ(α)c′a(α) = (−1)
n/2dα,2143...(2n)(2n−1).
Remark 4.16. The symmetric function Ψ21(α) above is very different from the Stanley
chromatic symmetric function for graphs. However, we believe that using the Hopf
structure, one can get some natural positivity using pattern avoidance.
Conjecture 4.17. There is a finite set of permutations A such that for α ∈ l[n]
(−1)n/2Ψ21(α)(−h1,−h2, . . .)
is h-positive for any α that is A-avoiding. So far, our computer evidence suggests that
A = ∅.
5. Future Work
We now give a preview of our sequel work with J. Machacek. Here we are interested
in the Hopf monoid of hypergraphs as defined in Section 1.5
5.1. Hypergraphical Nestohedron and antipode. Similar to the construction of
graphical zonotope, in this section we informally introduce a polytope associated to a
hypergraph, the Hypergraphical Nestohedron. Certain faces on the boundary of this
polytope will naturally be labelled by acyclic orientation of the hypergraph. The an-
tipode is then understood as the signed sum of these special faces.
Definition 5.1 (Hypergraphical Nestohedron). Given a hypergraph G on the vertex
set V = [n]. the Hypergraphical Nestohedron PG associated to G is the polytope in
R
n = R{e1, e2, . . . , en} defined by the Minkowsk sum
PG =
∑
U∈G
∆U ,
where ∆U is the simplex given by the convex hull of the points {ei : i ∈ U}.
The acyclic orientations of G actually label certain exterior faces of PG. Hence the
coefficient of the discrete hypergraph in S(G) is the homology of the complex labelled
by the acyclic orientations of G. The other coefficients of S(G) are also encoded in PG.
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For example, consider the hypergraph G =
1
3
2 . We have PG =∆123 +∆23 where
∆123 =
1
3
2
1
3
2
1
3
2
13 2
12
3
1
23
123 ∆23 = 3
2
3
2
23
Here we have drawn the orientation of each edge on the boundary of its corresponding
simplex. The interior of the simplex is labeled by the full set and corresponds to
contraction of the edges. We then label the faces of the sum PG as follow. For each face
of PG, we consider how it is obtained in the sum and this gives us an orientation of a
contraction of G. We then contract further any cycle of this orientation and obtain2 an
acyclic orientation of a contraction of G:
PG =
1
3
2
1
3
2
1
3
2
1
3
2
13 2
12
3
1
23
1
23
123
For example
1
3
2
+ 3
2
=
1
3
2
7→
1
23 is in the face
1
23 . The reader can check
that all points in this face will get the same labeling regardless on how it is obtained.
The antipode for G contains 3 terms.
S(G) = −
1
3
2 + 2
(
1
3
2
)
− 2
(
1
3
2
)
The coefficient of the discrete graph is the sum of the six acyclic orientations that
corresponding to the three faces on the left and the three faces on the right. We call
these exterior faces as no contraction occurs. The total homology is 2 in this case. The
coefficient +2 in S(G) corresponds to the two horizontal faces in the picture (only {2, 3}
is contracted). Finally the coefficient −1 corresponds the interior face of the polytope
({1, 2, 3} is contracted).
In our coming work with Machacek, we will formalize this and show how the hyper-
graphical nestohedron contains all the information of the antipode for hypergraphs.
5.2. Generalization of Shareshian-Wachs quasisymmetric function. For a com-
mutative and cocommutative linearized Hopf monoidH, the projection map L×H→ H
is a morphism of Hopf monoid. The functor K give us a Hopf morphism K(H) =
K(L×H)→ K(H). In [12], M. Guay-Paquet defines a q-deformation of the comultica-
tion of L×G where G is as in Section 1.4. Let us denote by (L×G)q this new monoid
2it is not obvious that this is well defined, this is the main part of our future work
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structure. At q = 1 it is clear from [12] that we obtain the usual structure on L ×G.
Also, the map ζ defined by ζ(g) = 1 if g is discrete graph, 0 otherwise, is multiplicative
on K(H), K(H) and K(L×G)q. It commutes with the morphism K(H)→ K(H) above,
hence at q = 1 the invariant defined on both K(H) and K(H) are the same invariant
(the chromatic polynomial) but it is q-deformed on K(L × G)q. We will exploit this
similarity to define Shareshian-Wachs q-deformation of other combinatorial invariants.
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