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a b s t r a c t
A superconvergence result is established for the stationary Navier–Stokes equations by
a stabilized finite volume method and L2-projection on a coarse mesh. Like other results
in the family of L2-projection methods, the superconvergence presented in this paper is
based on some regularity assumption for the Navier–Stokes problem and is applicable to
the stabilized finite volume method with quasi-uniform partitions.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The superconvergence for numerical solutions has become an attractive area in scientific computation. The existing
approximation accuracy can be improved by applying certain post-processing techniques which are easy to implement.
In the literature, there are a lot of techniques in the content of superconvergence [1–11]. One exception in techniques of
superconvergence is the L2-projection method proposed and analyzed by Wang [12] for the standard Galerkin method.
The relaxation on the mesh uniformity is the key difference between the L2-projection method and all other methods in
superconvergence.
The L2-projection method has been extended by Wang and Ye to the Stokes equations [13] and the Navier–Stokes
equations [14]. Li and He [15] have derived a general superconvergence result for discontinuous Galerkin finite element
approximations of the stationary Navier–Stokes equations by Wang’s technique. A general superconvergence result has
been established for the stabilized finite element approximations for the stationary Stokes equations by Li et al. [16]. Ye [17]
has derived a general superconvergence result for nonconforming finite element approximations of the Stokes problem.
Recently, Chou, Cui, and Ye have extended this work to the finite volume method. They have studied the superconvergence
results for finite volume approximations of the second order elliptic problem [18] and the Stokes equations [19].
The finite volume method is intuitive, because it is directly based on local conservation of mass, momentum, or energy
over volumes (control volumes or co-volumes). It lies somewhere between the finite element and the finite difference
methods and has the flexibility similar to that of the finite element method for handling complicated geometries. The finite
volume method is also referred to as the control volume method, the co-volume method, or the generalized difference
method [20–23]. Its theoretical analysis is much more complex than that of the finite element method. However, due to its
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natural association and simplicity, the finite volume methods are widely used in computational fluid mechanics and other
applications.
In the analysis and practice of employing finite elementmethods in solving theNavier–Stokes equations, the inf–sup con-
dition has played an important role because it ensures stability and accuracy of the underlying numerical schemes. But, due
to computational convenience and efficiency in practice, some mixed finite element pairs which do not satisfy the inf–sup
condition are also popular. Thus, much attention has been paid to the study of the stabilized method for the Navier–Stokes
problem. Recent studies have focused on stabilization of the lowest equal-order finite element pair P1 − P1 (linear func-
tions) or Q1 − Q1 (bilinear functions) using the projection of the pressure onto the piecewise constant space [24–26].
This stabilization technique is free of stabilization parameters and does not require any calculation of high-order deriva-
tives or edge-based data structures. Therefore, this method is gaining more and more popularity in computational fluid
dynamics.
The main work of this paper is to establish a superconvergence result for the stabilized finite volume method
approximations of the Navier–Stokes problem by using an L2-projection method proposed and analyzed by Wang [12].
Our superconvergence result will be based on some regularity assumption for the Navier–Stokes problem and is applicable
to stabilize the finite volume method with quasi-uniform partitions. The article is organized as follows. In the next section,
we introduce notation and functional setting of the Navier–Stokes equations. Then, in the third section, a stabilized finite
volume method is given. The last section is devoted to present the superconvergence results of the stabilized finite volume
method for the stationary Navier–Stokes equations.
2. Preliminaries
Let Ω be a bounded, convex and open subset of R2 with a Lipschitz continuous boundary ∂Ω . We shall introduce the
following Hilbert spaces:
X = H10 (Ω)2, Y = L2(Ω)2, M = L20(Ω) =

q ∈ L2(Ω) :
∫
Ω
q dx = 0

.
The spaces L2(Ω)m,m = 1, 2, or 4, are equipped with the L2-scalar product (·, ·) and L2-norm ‖ · ‖L2 or ‖ · ‖0. The space
X is endowed with the usual scalar product (∇u,∇v) and the norm ‖∇u‖0. Standard definitions are used for the Sobolev
spacesWm,p(Ω), with the norm ‖ · ‖m,p and the seminorm | · |m,p, m, p ≥ 0. We will write Hm(Ω) forWm,2(Ω) and ‖ · ‖m
for ‖ · ‖m,2.
We consider the stationary Navier–Stokes problem in R2
−ν1u+ (u · ∇)u+∇p = f inΩ,
div u = 0 inΩ,
u = 0 on ∂Ω,
(1)
where u = (u1(x1, x2), u2(x1, x2)) represents the velocity vector, p = p(x1, x2) the pressure, f = (f1(x1, x2), f2(x1, x2)) the
prescribed body force and ν > 0 the viscosity. Moreover, we need a further assumption onΩ provided in [27].
(A) Assume thatΩ is smooth so that the unique solution (v, q) ∈ X ×M of the steady Stokes problem
−1v +∇q = g inΩ,
div v = 0 inΩ,
v = 0 on ∂Ω,
for any prescribed g ∈ Y exists and satisfies
‖v‖2 + ‖q‖1 ≤ C‖g‖0, (2)
where C > 0 is a generic constant depending on Ω . Subsequently, C (with or without a subscript) will denote a generic
positive constant depending at most on the dataΩ, ν and f .
We remark that the validity of assumption (A) is known (see [28]) if Ω is a two-dimensional convex polygon. The
following inequalities will be used [29]
‖∇v‖20,4 ≤ C1‖v‖1‖v‖2, ∀v ∈ X ∩ H2(Ω)2, (3)
‖v‖20,4 ≤ C1‖v‖0‖v‖1, ‖v‖0 ≤ C2|v|1, ∀v ∈ X . (4)
Using integration by parts, the weak formulation of the stationary Navier–Stokes equations yields: find (u, p) ∈ X × M
such that for all (v, q) ∈ X ×M ,
B((u, p); (v, q))+ b(u; u, v) = (f , v), (5)
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where bilinear forms a(·, ·) and d(·, ·), generalized bilinear form B((·, ·); (·, ·)) and the trilinear form b(·; ·, ·) are defined as
follows:
a(u, v) = ν(∇u,∇v), d(v, q) = (q, divv), ∀u, v ∈ X, ∀q ∈ M,
B((u, p); (v, q)) = a(u, v)− d(v, p)+ d(u, q), ∀(u, p), (v, q) ∈ X ×M,
b(u; v,w) = ((u · ∇)v,w)+ 1
2
((divu)v,w)
= 1
2
b1(u; v,w)− 12b1(u;w, v), ∀u, v, w ∈ X .
Here b1(u; v,w) = ((u · ∇)v,w). For fixed u, note that b(u; v,w) is the skew-symmetric part of b1(u; v,w).
The trilinear form b(·; ·, ·) satisfies [25]:
b(u; v,w) = −b(u;w, v),
|b(u; v,w)| ≤ C3‖u‖1‖v‖1‖w‖1, ∀u, v, w ∈ X, (6)
and
|b(u; v,w)| + |b(v; u, w)| + |b(w; u, v)| ≤ C3‖u‖1‖v‖2‖w‖0, ∀u ∈ X, v ∈ X ∩ H2(Ω)2, w ∈ Y . (7)
Moreover, the generalized bilinear form satisfies the continuity property and inf–sup condition [25,26]
|B((u, p); (v, q))| ≤ C(‖u‖1 + ‖p‖0)(‖v‖1 + ‖q‖0), ∀(u, p), (v, q) ∈ X ×M,
sup
(v,q)∈(X,M)
|B((u, p); (v, q))|
‖v‖1 + ‖q‖0 ≥ β1(‖u‖1 + ‖p‖0), ∀(u, p) ∈ X ×M,
where β1 > 0 depends only onΩ and ν.
The following existence and uniqueness of solution of (5) are classical results [30].
Theorem 2.1. If ν > 0 and f ∈ Y satisfy the following uniqueness condition:
1− ν−2C2C3‖f ‖0 > 0,
then the solution pair (u, p) of problem (5) is unique.
Furthermore, we have the following regularity result [31].
Theorem 2.2. Assume that (A) holds and f ∈ Y . Then the solution pair (u, p) ∈ (H2(Ω)2 ∩ X) × (H1(Ω) ∩ M) of
problem (5) satisfies
ν‖u‖2 + ‖p‖1 ≤ C‖f ‖0.
3. Stabilized finite volume method
Let Kh be a regular triangulation ofΩ . Denote K˜h be the dual partition of Kh. The dual mesh can be found in [23].
Consider the finite dimensional spaces
Xh =

v ∈ X ∩ C0(Ω)2 : v|K ∈ P1(K)2,∀K ∈ Kh

,
Mh =

q ∈ M ∩ C0(Ω) : q|K ∈ P1(K),∀K ∈ Kh

,
where P1(K) is the set of all polynomials on K of degree less than 1. Define X˜h associated with dual partition K˜h as
X˜h =

v˜ ∈ L2(Ω)2 : v˜|K˜ ∈ P0(K˜),∀K˜ ∈ K˜h; v˜|∂K˜ = 0

.
Note that the lowest equal-order pair Xh ×Mh does not satisfy the discrete inf–sup condition
sup
vh∈Xh
d(vh, qh)
‖vh‖1 ≥ β2‖qh‖0, ∀qh ∈ Mh,
where the constant β2 > 0 is independent of h. In order to fulfill this condition, a stabilized bilinear term is used [32]:
Bh((uh, ph); (v, q)) = a(uh, v)− d(v, ph)+ d(uh, q)+ Gh(ph, q),
where Gh(ph, q) can be defined by
Gh(ph, q) = (ph −Πhph, q−Πhq),
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andΠh is an L2-projection operator, which is defined by
(p, qh) = (Πhp, qh) ∀p ∈ L2(Ω), qh ∈ Wh.
Here Wh ⊂ L2(Ω) denotes the piecewise constant space associated with the triangulation Kh. The following properties of
the projection operatorΠh can be proved [33]:
‖Πhp‖0 ≤ C4‖p‖0 ∀p ∈ L2(Ω), (8)
‖p−Πhp‖0 ≤ C5h‖p‖1 ∀p ∈ H1(Ω). (9)
The correspondingdiscrete variational formulation of (5) for theNavier–Stokes equations is recast: find (uh, ph) ∈ Xh×Mh
such that
Bh((uh, ph); (v, q))+ b(uh; uh, v) = (f , v) ∀(v, q) ∈ Xh ×Mh. (10)
Note that the dimensions of Xh and X˜h are the same. Moreover, there exists an invertible linear mapping Γh : Xh → X˜h
such that for
vh(x) =
N−
j=1
vh(Pj)ξj(x), x ∈ Ω, vh ∈ Xh,
we have
Γhvh(x) =
N−
j=1
vh(Pj)χj(x), x ∈ Ω, vh ∈ Xh,
where {ξj} is the basis for the finite element space Xh and {χj} denotes the basis for the finite volume space X˜h that are the
characteristic functions associated with the dual partition K˜h:
χj(x) =

1 if x ∈ K˜j ∈ K˜h,
0 otherwise.
The mapping Γh satisfies the following properties.
Lemma 3.1 ([23]). Let K ∈ Kh. If vh ∈ Xh and 1 ≤ r ≤ ∞, then∫
K
(vh − Γhvh)dx = 0, ‖vh − Γhvh‖0,r,K ≤ C6hK‖vh‖1,r,K , ‖Γhvh‖0 ≤ C7‖vh‖0,
where hK is the diameter of the element K .
Furthermore, the stabilized finite volumemethod for the Navier–Stokes problem (1) is: find (uh, ph) ∈ Xh×Mh such that
Ch((uh, ph); (v, q))+ b(uh; uh,Γhv) = (f ,Γhv) ∀(v, q) ∈ Xh ×Mh, (11)
where we defined the general bilinear form Ch((·, ·); (·, ·)) [30]:
Ch((uh, ph); (v, q)) = A(uh,Γhv)+ D(Γhv, ph)+ d(uh, q)+ Gh(ph, q).
Here
A(uh,Γhv) = −ν
N−
j=1
v(Pj) ·
∫
∂K˜j
∂uh
∂nj
ds,
D(Γhv, ph) = −
N−
j=1
v(Pj) ·
∫
∂K˜j
phnjds, (f ,Γhv) =
N−
j=1
v(Pj) ·
∫
K˜j
f dx,
where nj is the unit normal outward to ∂K˜j. The trilinear form b(·; ·, ·) on Xh × Xh × X˜h of the finite volume method is
b(uh; v,Γhw) =

(uh · ∇)v + 12 (divuh)v,Γhw

.
The following lemma establishes a relationship between the finite element and finite volume methods.
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Lemma 3.2 ([32,34]). For any uh ∈ Xh,
A(uh,Γhv) = a(uh, v), ∀v ∈ Xh.
Then,
A(uh,Γhv) = A(v,Γhuh), |A(uh,Γhv)| ≤ C8‖uh‖1‖v‖1, |A(v,Γhv)| ≥ C9‖v‖21.
Furthermore, the bilinear form D(·, ·) satisfies
D(Γhv, q) = −d(v, q) ∀(v, q) ∈ Xh ×Mh.
Theorem 3.1 ([30]). Assume that f ∈ Y . Let (u, p) ∈ (H2(Ω)2 ∩ X)× (H1(Ω) ∩M) and (uh, ph) ∈ Xh ×Mh be the solutions
of (5) and (11), respectively. Then, it holds
‖u− uh‖1 + ‖p− ph‖0 ≤ Ch(‖u‖2 + ‖p‖1 + ‖f ‖0).
Furthermore, if f ∈ H1(Ω)2, then
‖u− uh‖0 ≤ Ch2(‖u‖2 + ‖p‖1 + ‖f ‖1).
4. Superconvergence analysis
L2-Projection is a post-processing technique introduced by Wang [12] for standard Galerkin methods. The basic idea is
to project the approximate solution to another finite dimensional space on a different, but coarser mesh. The difference in
the two mesh sizes can be used to achieve a superconvergence after the post-processing procedure.
Now, we introduce another two partitions Kρi withmesh sizes ρi, where h ≪ ρi(i = 1, 2). Assume that ρi and h have the
following relationship:
ρi = hσi ,
with σi ∈ (0, 1). The parameter σi will play an important role later in achieving a superconvergence for the stabilized finite
volumeapproximation (uh, ph). LetUρ1 andVρ2 be any two finite dimensional spaces,which consist of piecewise polynomials
of degree s and t , respectively, associated with the partition Kρ1 and Kρ2 .
Subsequently, define Qρ1 and Rρ2 to be the L
2-projectors from L2(Ω) onto the spaces Uρ1 and Vρ2 , respectively. Roughly
speaking, the post-processing of the stabilized finite volume approximation (uh, ph) is simply given by their L2-projections:
post-processed (uh, ph) = (Qρ1uh, Rρ2ph).
The error estimates for Qρ1u− Qρ1uh and Rρ2p− Rρ2ph are given as follows.
Lemma 4.1. Assume that Uρ1 ⊂ Y and f ∈ H1(Ω)2. Then there is a constant C independent of h and ρ1 such that
‖Qρ1u− Qρ1uh‖0 ≤ Ch2(‖u‖2 + ‖p‖1 + ‖f ‖1).
Proof. The definitions of ‖ · ‖0 and Qρ1 give
‖Qρ1u− Qρ1uh‖0 = sup
φ∈Y ,‖φ‖0=1
|(Qρ1u− Qρ1uh, φ)|,
and
(Qρ1u− Qρ1uh, φ) = (u− uh,Qρ1φ).
It follows that
‖Qρ1u− Qρ1uh‖0 = sup
φ∈Y ,‖φ‖0=1
|(u− uh,Qρ1φ)|.
Multiplying (1) by (Γhv, q) ∈ X˜h × Mh and integrating it over the dual elements K˜ and the primary elements K ,
respectively, we obtain
A(u,Γhv)+ D(Γhv, p)+ d(u, q)+ b(u; u,Γhv) = (f ,Γhv). (12)
Subtracting (11) from (12), we obtain
Ch((u− uh, p− ph); (v, q))+ b(u− uh; u,Γhv)+ b(u; u− uh,Γhv)
− b(u− uh; u− uh,Γhv)− Gh(p, q) = 0. (13)
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Consider the following dual problem:
a(u− uh, w)− d(w, p− ph)+ d(u− uh, λ)+ b(u− uh; u, w)+ b(u; u− uh, w) = (Qρ1φ, u− uh). (14)
Because of the convexity of the domainΩ , this problem satisfies
‖w‖2 + ‖λ‖1 ≤ C‖Qρ1φ‖0. (15)
Let (wh, λh) ∈ Xh ×Mh be the usual continuous piecewise linear interplant of (w, λ), which satisfies
‖w − wh‖0 + h(‖w − wh‖1 + ‖λ− λh‖0) ≤ Ch2(‖w‖2 + ‖λ‖1). (16)
Taking (v, q) = (wh, λh) in (13) and subtracting (13) from (14), we have
(Qρ1φ, u− uh) = a(u− uh, w − wh)− d(w − wh, p− ph)+ d(u− uh, λ− λh)− G(p− ph, λh)
+G(p, λh)+ a(u− uh, wh)− A(u− uh,Γhwh)− d(wh, p− ph)− D(Γhwh, p− ph)
+ b(u− uh; u, w − Γhwh)+ b(u; u− uh, w − Γhwh)+ b(u− uh; u− uh,Γhwh)
= a(u− uh, w − wh)− d(w − wh, p− ph)+ d(u− uh, λ− λh)
−G(p− ph, λh)+ G(p, λh)+ b(u− uh; u− uh,Γhwh)
+ b(u− uh; u, w − Γhwh)+ b(u; u− uh, w − Γhwh)+ (f − (u · ∇)u, wh − Γhwh). (17)
Combining (15), (16) and Theorem 3.1 gives
|a(u− uh, w − wh)+ d(u− uh, λ− λh)− d(w − wh, p− ph)|
≤ C(‖u− uh‖1 + ‖p− ph‖0)(‖w − wh‖1 + ‖λ− λh‖0)
≤ Ch2(‖u‖2 + ‖p‖1 + ‖f ‖0)(‖w‖2 + ‖λ‖1)
≤ Ch2(‖u‖2 + ‖p‖1 + ‖f ‖0)‖Qρ1φ‖0. (18)
By (8) and (9), it suffices to show that
|Gh(p− ph, λh)− Gh(p, λh)| ≤ C(‖p− ph‖0 + ‖p−Πhp‖0)‖λh −Πhλh‖0
≤ Ch(‖u‖2 + ‖p‖1 + ‖f ‖0)(‖λh − λ‖0 + ‖λ−Πhλ‖0 + ‖Πhλ−Πhλh‖0)
≤ Ch2(‖u‖2 + ‖p‖1 + ‖f ‖0)‖Qρ1φ‖0. (19)
Applying (4), (6) and (7) gives
|b(u; u− uh, w − Γhwh)+ b(u− uh; u, w − Γhwh)| ≤ C‖u‖2‖u− uh‖1(‖wh − Γhwh‖0 + ‖w − wh‖0)
≤ Ch2(‖u‖2 + ‖p‖1 + ‖f ‖0)‖Qρ1φ‖0, (20)
and
|b(u− uh; u− uh,Γhwh)| = |b(u− uh; u− uh,Γhwh − wh)+ b(u− uh; u− uh, wh)|
≤ C(‖u− uh‖0,4‖u− uh‖1‖Γhwh − wh‖0,4 + ‖u− uh‖21‖wh‖1)
≤ Ch2(‖u‖2 + ‖p‖1 + ‖f ‖0)‖Qρ1φ‖0. (21)
Furthermore, from Lemma 3.1 and the definition ofΠh, we deduce
|(f − (u · ∇)u, wh − Γhwh)| = |(f −Πhf − (u · ∇)u+Πh(u · ∇)u, wh − Γhwh)|
≤ Ch2(‖f ‖1 + ‖∇((u · ∇)u)‖0)‖wh‖1
≤ Ch2(‖f ‖1 + ‖u‖1/20 ‖u‖3/22 + ‖u‖21,4)‖Qρ1φ‖0, (22)
which, together with (18)–(21), implies the validity of the desired result. 
Lemma 4.2. Assume that Vρ2 ⊂ H1(Ω) and f ∈ H1(Ω)2. Then there is a constant C independent of h and ρ2 such that
‖Rρ2u− Rρ2uh‖0 ≤ Ch2−σ2(‖u‖2 + ‖p‖1 + ‖f ‖1).
Proof. From the definitions of ‖ · ‖ and Rρ2 , we have
‖Rρ2p− Rρ2ph‖0 = sup
φ∈Y ,‖φ‖0=1
|(Rρ2p− Rρ2ph, φ)|,
and
(Rρ2p− Rρ2ph, φ) = (p− ph, Rρ2φ).
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It follows that
‖Rρ2p− Rρ2ph‖0 = sup
φ∈Y ,‖φ‖0=1
|(p− ph, Rρ2φ)|.
Consider the following dual problem:
a(u− uh, ω)− d(ω, p− ph)+ d(u− uh, ξ)+ b(u− uh; u, ω)+ b(u; u− uh, ω) = (Rρ2φ, p− ph). (23)
Because of the convexity of the domainΩ , this problem satisfies the regularity property [30]
‖ω‖2 + ‖ξ‖1 ≤ C‖Rρ2φ‖1. (24)
Let (ωh, ξh) ∈ Xh ×Mh be the usual continuous piecewise linear interplant of (ω, ξ), which satisfies
‖ω − ωh‖0 + h(‖ω − ωh‖1 + ‖ξ − ξh‖0) ≤ Ch2(‖ω‖2 + ‖ξ‖1). (25)
Taking (v, q) = (ωh, ξh) in (13) and subtracting (13) from (23), we have
(Rρ2φ, p− ph) = a(u− uh, ω − ωh)− d(ω − ωh, p− ph)+ d(u− uh, ξ − ξh)− G(p− ph, ξh)+ G(p, ξh)
+ a(u− uh, ωh)− A(u− uh,Γhωh)− d(ωh, p− ph)− D(Γhωh, p− ph)
+ b(u− uh; u, ω − Γhωh)+ b(u; u− uh, ω − Γhωh)+ b(u− uh; u− uh,Γhωh)
= a(u− uh, ω − ωh)− d(ω − ωh, p− ph)+ d(u− uh, ξ − ξh)
−G(p− ph, ξh)+ G(p, ξh)+ b(u− uh; u− uh,Γhωh)
+ b(u− uh; u, ω − Γhωh)+ b(u; u− uh, ω − Γhωh)+ (f − (u · ∇)u, ωh − Γhωh). (26)
Using the Lemmas 3.1 and 3.2 and Theorem 3.1, Schwarz inequality and inverse inequality, we get
‖Rρ2u− Rρ2uh‖0 ≤ Ch2−σ2(‖u‖2 + ‖p‖1 + ‖f ‖1). 
We are now in a position to estimate u− Qρ1uh and p− Rρ2ph.
Theorem 4.1. Under the assumptions of Lemma 4.1, if ρ1, σ1 and h satisfy ρ1 = O(hσ1) with σ1 = 2s+1 , then
‖u− Qρ1uh‖0 ≤ Ch2(‖u‖s+1 + ‖p‖1 + ‖f ‖1),
and
‖∇ρ1(u− Qρ1uh)‖0 ≤ Ch
2s
1+s (‖u‖s+1 + ‖p‖1 + ‖f ‖1),
where ∇ρ1 is defined elementwise over the partition Tρ1 .
Proof. By the definition of Qρ1 , we obtain
‖u− Qρ1uh‖0 ≤ ‖u− Qρ1u‖0 + ‖Qρ1u− Qρ1uh‖0
≤ C(ρs+11 ‖u‖s+1 + h2(‖u‖2 + ‖p‖1 + ‖f ‖1))
≤ C(hσ1(s+1)‖u‖s+1 + h2(‖u‖2 + ‖p‖1 + ‖f ‖1)). (27)
The above error estimate can be optimized by choosing σ1 = 2s+1 . Moreover, we obtain the L2 estimate of u− Qρ1uh.
Note that
‖∇ρ1(u− Qρ1u)‖0 ≤ Cρs1‖u‖s+1 = Chσ1s‖u‖s+1.
By the inverse inequality and Lemma 4.1, we have
‖∇ρ1(u− Qρ1uh)‖0 ≤ ‖∇ρ1(u− Qρ1u)‖0 + ‖∇ρ1(Qρ1u− Qρ1uh)‖0
≤ C(hσ1s‖u‖s+1 + h2−σ1(‖u‖2 + ‖p‖1 + ‖f ‖1)).
We optimize the above estimate by choosing σ1 such that σ1s = 2− σ1. Furthermore, we get the following estimate
‖∇ρ1(u− Qρ1uh)‖0 ≤ Ch
2s
s+1 (‖u‖s+1 + ‖u‖2 + ‖p‖1 + ‖f ‖1). (28)
Combining (27) and (28), we finish the proof of the theorem. 
A similar result can be derived for the pressure component.
Theorem 4.2. Under the assumptions of Lemma 4.2, if ρ2, σ2 and h satisfy ρ2 = O(hσ2) with σ2 = 2t+2 , then
‖p− Rρ2ph‖0 ≤ Ch
2(t+1)
t+2 (‖u‖2 + ‖p‖t+1 + ‖f ‖1).
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Proof. By the definition of Rρ2 , we have
‖p− Rρ2ph‖0 ≤ ‖p− Rρ2p‖0 + ‖Rρ2p− Rρ2ph‖0
≤ C(ρt+12 ‖p‖t+1 + h2−σ2(‖u‖2 + ‖p‖1 + ‖f ‖1))
≤ C(hσ2(t+1)‖p‖t+1 + h2−σ2(‖u‖2 + ‖p‖1 + ‖f ‖1)). (29)
The above error estimate can be optimized by choosing σ2 such that σ2(t+1) = 2−σ2, i.e., σ2 = 2t+2 . Combining the choice
of σ2 and (29), we finish the proof of the theorem. 
Corollary 4.3. Assume that Uρ1 ⊂ Y , Vρ2 ⊂ H1(Ω) and f ∈ H1(Ω)2. If σ1 = σ2 = 23 , then we obtain
‖u− Qρ1uh‖0 ≤ Ch2(‖u‖3 + ‖p‖1 + ‖f ‖1),
‖∇ρ1(u− Qρ1uh)‖0 ≤ Ch
4
3 (‖u‖3 + ‖p‖1 + ‖f ‖1),
and
‖p− Rρ2ph‖0 ≤ Ch
4
3 (‖u‖2 + ‖p‖2 + ‖f ‖1).
Besides, if σ1 = 23 , σ2 = 12 , then we obtain
‖u− Qρ1uh‖0 ≤ Ch2(‖u‖3 + ‖p‖1 + ‖f ‖1),
‖∇ρ1(u− Qρ1uh)‖0 ≤ Ch
4
3 (‖u‖3 + ‖p‖1 + ‖f ‖1),
and
‖p− Rρ2ph‖0 ≤ Ch
3
2 (‖u‖2 + ‖p‖3 + ‖f ‖1).
Therefore, we see no improvement for the velocity error in L2-norm. But the superconvergence results for the pressure and
the gradient of the velocity are obtained.
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