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Abstract—We investigate the problem of maximizing network
capacity sustained by IEEE 802.11 DCF in multi-hop wireless
networks. By explicitly incorporating two key system parameters
– carrier sense threshold and transmit power – into our analysis,
we derive an analytical relation between network capacity and
the level of spatial reuse characterized by physical carrier sense.
In homogeneous networks where each system parameter is set to
the same value for all the nodes, network capacity depends only
on the ratio of the transmit power to the carrier sense threshold.
In this case, we find an approximate optimal carrier sense range
which maximizes network capacity at a given node density. The
obtained optimal carrier sense range is smaller than that for
covering the entire interference range of the receiver, which is
in sharp contrast to what has been considered to be optimal in
previous studies. Only when the node density goes to infinity,
the optimal carrier sense range converges to that for exactly
covering the entire interference range, thereby eliminating all
the hidden nodes. For heterogeneous networks where each system
parameter is independently set by each node, we show that the
problem of maximizing the network capacity corresponds to a
noncooperative game, which is completely different from that in
a homogeneous network. Any distributed algorithm in which a
node only tunes its own parameters without coordinating with
other nodes will fail to maximize the network capacity. In order
to properly design a distributed algorithm for tuning system
parameters, each node not only considers its own throughput as
profit, but also needs to introduce a penalty as price.
I. INTRODUCTION
Multi-hop wireless networks, e.g., wireless mesh networks,
have emerged as a promising, cost-effective technology for
next-generation wireless networking [1]. Their main advantage
is the capability of building networks without a pre-installed
infrastructure. No central entity coordinates the radio channel
among nodes. Instead, a distributed access mechanism is de-
ployed at each node to arbitrate access to radio channels. Here,
we consider multi-hop wireless networks that operate under
IEEE 802.11 Distributed Coordination Function (DCF) [2].
A critical performance metric in multi-hop wireless net-
works is network capacity, i.e., the average data bits that
can be transported simultaneously in the network. This metric
heavily depends on the level of spatial reuse. In order to
exploit spatial reuse, IEEE 802.11 DCF has employed two
types of carrier sense: mandatory physical carrier sense that
monitors the signal strength of the channel, and optional
virtual carrier sense that uses the Request-To-Send/Clear-To-
Send (RTS/CTS) handshake to reserve the medium prior to
transmission. In this paper, we mainly focus on physical
carrier sense and will discuss the effect of RTS/CTS as an
extension. For physical carrier sense, before each transmission,
a sender listens to the channel and determines whether or
not the channel is busy by comparing the received signal
strength with the carrier sense threshold. If the signal strength
is below the carrier sense threshold, the sender considers
the channel to be idle and starts its transmission. Otherwise,
the sender considers the channel to be busy and engages in
the binary exponential back-off operation. Since the received
signal strength is proportional to the transmit power used by
other senders, both the carrier sense threshold and the transmit
power are major control knobs for physical carrier sense.
There have been a number of studies that focus on the
impact of physical carrier sense on network capacity (we
will give a detailed summary of existing work in Section II.)
Most research efforts, however, have concentrated either on the
relation between physical carrier sense and Shannon capacity
(instead of IEEE 802.11 throughput) [3]–[5] or on the deriva-
tion of a simple condition for eliminating all the hidden nodes
(without considering sufficient detail of how IEEE 802.11
DCF operates) [6], [7]. What has not been fully investigated is
the relation between physical carrier sense and IEEE 802.11
throughput. Hereafter, network capacity denotes IEEE 802.11
saturation throughput [8].
In this paper, we are interested in seeking solutions to
the following fundamental questions: What is the analytical
relation between network capacity and system parameters such
as the carrier sense threshold and the transmit power? Is
eliminating all the hidden nodes really optimal? If not, what
is the optimal condition for maximizing network capacity? As
in the case of using Shannon capacity [3]–[5] to characterize
network capacity, can we still quantify network capacity as a
function of the ratio of the carrier sense threshold to the trans-
mit power? Furthermore, is there any advantage of deploying
heterogeneous networks (where the system parameters can
be adjusted independently by each node) over homogeneous
networks (where system parameters are set to the same values
for all nodes)? We aim to answer the above questions in an
analytical framework. Specifically, our contributions are as
follows.
• By explicitly incorporating the carrier sense threshold
and the transmit power into our analysis, we establish
an analytical relationship between network capacity of a
multi-hop wireless network and the level of spatial reuse
characterized by physical carrier sense. Although there
have been considerable research efforts on modeling the
performance of IEEE 802.11 DCF, both in single-cell and
multi-hop networks [8]–[11], none of them have explicitly
incorporated the carrier sense threshold and the transmit
power in their models.
• In the case of homogeneous networks, network capacity
depends only on the ratio of the transmit power to the
carrier sense threshold. By using the notion of the carrier
sense range, we derive an approximate optimal carrier
sense range for maximizing network capacity at a given
node density. We identify that the optimal carrier sense
range is smaller than the value for exactly covering the
entire interference range of the receiver, which implies
that the hidden nodes will not be totally eliminated. This
result is in sharp contrast to what has been observed to
be optimal in [6], [7].
• In the case of heterogeneous networks, the carrier sense
threshold and the transmit power should be considered in-
dependently in order to determine network capacity. The
problem of maximizing network capacity in a distributed
manner corresponds to a noncooperative game [12], and
any distributed algorithm in which every node tunes its
own parameters without coordinating with other nodes
will fail to maximize network capacity. Consequently,
each node needs to consider not only its own throughput
as profit, but also a certain form of penalty as price.
The remainder of the paper is organized as follows. In
Section II, we give a detailed summary of related work and
highlight the difference between prior work and ours. In
Section III, we give a brief overview of IEEE 802.11 DCF,
and introduce the propagation and interference models. Then,
by focusing on physical carrier sense, we characterize the
activities of a node governed by IEEE 802.11 DCF in multi-
hop wireless networks. In Section IV, we present a throughput
analysis and derive an analytical relationship between network
capacity and system parameters. Based on the relationship, we
find the optimal carrier sense range, which maximizes network
capacity. Then, we discuss several related issues such as the
effect of RTS/CTS on network capacity and multiple data
rates. We present simulation results in Section V, and conclude
the paper in Section VI with a list of research avenues for
future work.
II. RELATED WORK
We categorize related work into the following three cases.
Performance analysis of IEEE 802.11 DCF: There have
been considerable studies on the performance of IEEE 802.11
DCF both in single-cell scenarios [8]–[10] and multi-hop
networks [11]. In [8], Bianchi modeled the behavior of
the binary back-off counter at one tagged node as a two-
dimensional Markov chain, and derived a fixed-point model
for IEEE 802.11 DCF. Calı` et al. [9] derived a throughput
bound by approximating IEEE 802.11 DCF with a p-persistent
model. Kumar et al. [10] generalized the fixed-point analysis
of Bianchi’s model. Recently, Medepalli and Tobagi [11]
extended Bianchi’s work, and provided an analytical model
that captures several important performance metrics such as
throughput, delay, and fairness. In all of these previous studies,
the impact of the carrier sense threshold and the transmit
power has not been fully investigated.
Studies on physical carrier sense for improving the level
of spatial reuse: Recently, a number of studies have been
carried out to study how IEEE 802.11 physical carrier sense
affects spatial reuse [6], [7]. Given a predetermined transmis-
sion rate, Zhu et al. [6] derived simple conditions for the
carrier sense threshold in order to cover the entire interference
range. Zhu et al. also proposed in [7] a dynamic algorithm for
adjusting the carrier sense threshold. There have been also a
number of studies on the relationship between physical carrier
sense and Shannon capacity [3]–[5]. Yang and Vaidya [4] are
perhaps the first to address the impact of physical carrier sense
on Shannon capacity of wireless ad hoc networks while taking
into account the MAC layer overhead. Zhai and Fang [5]
investigated the impact of physical carrier sense in multi-rate
and multi-hop scenarios. Kim et al. [3] showed that with a
scheduling-based MAC, spatial reuse only depends on the ratio
of the transmit power to the carrier sense threshold. None of
these studies have fully investigated the relationship between
physical carrier sense and network capacity sustained by IEEE
802.11 DCF.
Transmit power control: The issue of transmit power
control has been extensively studied in the context of topology
maintenance [13]–[15], where the main objective was to
preserve network connectivity while mitigating MAC-level
interference and reducing power consumption. Use of transmit
power control for maximizing capacity has been considered
in [16], in which Monks et al. proposed a power control
protocol called PCMA, in which the receiver advertises its
interference margin that it can tolerate on an out-of-band
channel and the transmitter selects its power in order not to
disrupt any ongoing transmissions. All these protocols did not
consider the effect of the carrier sense threshold on network
capacity although it is a major determinant for spatial reuse.
III. NETWORK MODEL
In this section, we start with a brief description of IEEE
802.11 DCF and then proceed to introduce the models used
in our analysis.
A. Wireless Channel Model and Related Notions
Consider a multi-hop wireless network consisting of a set1
of N nodes, indexed from 1 to N . For a given node i ∈ N ,
let r(i) ∈ N denote the corresponding receiver of node i. Let
Pi denote the transmit power of node i, g the antenna gain,
and θ the path loss exponent (which typically ranges between
1With a slight abuse of notation, the same symbol will hereafter be used
for both a set and its cardinality unless ambiguity matters.
2 and 4), then the received power Pr(i) = gPi/dθi,r(i), where
di,j denotes the distance between node i and node j. As a
necessary condition for the receiver r(i) to correctly decode
the symbols, Pr(i) should be larger than or equal to the receive
threshold of r(i), denoted by γr(i), i.e.,
Pr(i) ≥ γr(i). (1)
By (1), the transmission range dT (i, r(i)), which is the maxi-
mum of di,r(i) satisfying (1), can be obtained as dT (i, r(i)) =(
gPi
γr(i)
) 1
θ
. In addition to (1), the received power Pr(i) should
be large enough so that the interference from other nodes does
not prevent the receiver from correctly decoding the symbols.
This condition can be usually expressed with the signal to
noise interference ratio (SINR) as follows.
SINR =
Pr(i)
Nr(i) +
∑
j 6=i Pj/d
θ
j,r(i)
≥ βr(i),
where Nr(i) is the ambient noise and βr(i) is called the SINR
threshold of the receiver r(i).
Now the interference set of receiver r(i), denoted by Ir(i),
is defined as the set of nodes whose simultaneous transmission
with node i will cause collision at r(i). With negligible noise
Nr(i), Ir(i) can be expressed as
Ir(i) = {j |
Pr(i)
gPj/dθj,r(i)
< βr(i)} = {j | dj,r(i) < dI(i, j)},
where dI(i, j) :=
(Pjβi
Pi
) 1
θ di,r(i) is the interference range.
With (1) and the notion of Ir(i), we assume that a transmis-
sion between node i and the corresponding receiver r(i) is
successful if r(i) is inside the transmission range of i and no
node in Ir(i) is simultaneously transmitting, i.e.,
di,r(i) < dT (i, r(i)) and dj,r(i) ≥ dI(i, j), (2)
for every node j 6= i that is simultaneously transmitting. Note
that the condition (2) corresponds to the protocol model [17].
Let xi denote the carrier sense threshold of node i. If the
sensed signal level at node i is larger (smaller) than xi, the
channel will be considered busy (idle) by node i. For a given
node i, let Ci denote the carrier sense set of node i, which is
defined as
Ci = {j | gPj/dθi,j ≥ xi} = {j | di,j ≤ dC(i, j)}, (3)
where dC(i, j) := (gPj/xi)
1
θ is the carrier sense range.
Hence, node i will be silenced if any node in Ci is transmitting.
In a similar manner, let Li denote the silence set of node i,
which is defined as
Li = {j | gPi/dθi,j ≥ xj} = {j | di,j ≤ dL(i, j)}, (4)
where dL(i, j) := (gPi/xj)
1
θ is the silenced range. Thus,
every node j ∈ Li will be silenced when node i transmits.
Note that Ci = Li in a homogeneous network, but generally
Ci 6= Li in a heterogeneous network. Finally, let Hi denote
the set of hidden nodes of node i, i.e., Hi = Ir(i) \ Li. No
node in Hi can detect the transmission of node i. Moreover,
if any nodes in Hi transmit during the transmission of node i,
the transmission of node i will fail. This is the well known
hidden node problem.
B. Characterization of IEEE 802.11 Multi-hop Wireless Net-
works
We focus on the behavior of an individual node and charac-
terize its per-node throughput. In order to derive the throughput
of a given node i, we need to find an explicit relationship
among the following three variables: the attempt probability
that node i transmits in any virtual slot2, the conditional col-
lision probability of node i given that a transmission attempt
is made, and the virtual slot time of node i.
Derivation of attempt probability: The attempt probabil-
ity for the case of single-cell networks has been derived in [8].
Specifically, the attempt probability τi that node i transmits in
a randomly chosen virtual slot can be expressed as follows.
τi =
2(1− 2qi)
(1 − 2qi)(CWm + 1) + qiCWm(1 − (2qi)n) , (5)
where qi is the conditional collision probability given that a
transmission attempt is made, m = log2
(
CWM
CWm
)
with CWm
and CWM being the minimum and the maximum contention
window sizes, respectively. We claim that the same expression
can be directly applied to multi-hop wireless networks (except
that the conditional collision probability and the virtual slot
have to be re-derived). This is because Bianchi derived the
parameter also from the perspective of an individual sender
and the only key assumption made in (5) is that, for each
transmission attempt, each frame incurs collision with a con-
stant and independent probability. This assumption still holds
in multi-hop wireless networks as long as the back-off timer
of each node is statistically independent of others. The latter
holds true when the minimum contention window CWm and
the number of nodes are large [8].
Derivation of virtual slot time: The expressions for the
conditional collision probability and the virtual slot will be
different from those in [8]. We first derive the virtual slot
time. Let vi denote the expected virtual slot time. In order
to characterize vi, we need to model the channel behavior
from the viewpoint of node i. By considering the channel
status together with the node activities, we have a total of
four channel states seen by node i.
• Successful transmission by node i: If node i receives
an ACK frame within an interval of SIFS after the data
frame is transmitted, it determines that the transmission
is successful. Note that node i cannot detect whether or
not transmissions by other nodes are successful, because
a frame is determined to be successfully received if and
only if the sender receives the corresponding ACK frame.
• Collision incurred by node i: If node i does not receive
an ACK within an interval of SIFS after the data frame
is transmitted, it determines that a collision occurs.
2We follow Bianchi’s notion and define a virtual slot as the interval between
the occurrences of two specific events. It may be much longer than the physical
slot size σ.
• Idle channel: If the received signal strength falls below
the carrier sense threshold xi, the channel is considered
to be idle. The reason why node i does not attempt to
transmit in this state is because its back-off timer has not
expired.
• Busy channel: If the received signal strength exceeds the
carrier sense threshold xi when node i is in its back-off
stage, the channel is considered to be busy. This busy
channel results from transmissions of other nodes. Note
that we do not distinguish whether this transmission is
successful or not.
Let the average duration of each state be denoted by tS , tC ,
tI , and tB . Then, tS = TH + TP + TACK + SIFS +DIFS
where TH , TP , and TACK are, respectively, the time required
to transmit the header, the payload, and the acknowledgement.
Similarly, tC = TH + TP + SIFS +DIFS, tI = σ, where
σ is the physical slot time, and tB is approximated by tB =
(tS + tc)/2.
Node i makes a transmission attempt with probability τi,
and each attempt is successful with probability 1 − qi. Thus,
the probability of successful transmission is τi(1− qi). Also,
the probability of collision is τiqi. The channel is idle when
no node in Ci ∪ {i} transmits. Thus, the probability of idle
channel is (1−τi)
∏
j∈Ci
(1−τj). Finally, the channel is busy
when node i is in the back-off stage and at least one node in
Ci transmits. Hence, the probability of busy channel is (1 −
τi)(1−
∏
j∈Ci
(1− τj)). By gathering everything together, the
virtual slot time vi can be expressed as
vi = τi(1− qi)tS + τiqitC + (1 − τi)
∏
j∈Ci
(1− τj)tI
+(1− τi)
(
1−
∏
j∈Ci
(1− τj)
)
tB. (6)
Derivation of conditional collision probability: What is
left to be derived is the conditional collision probability qi. The
transmission of node i will result in collision if (i) at least one
node in Ir(i) transmits simultaneously at the beginning of the
transmission of node i, or (ii) at least one node in Hi transmits
during the transmission of node i. Let the vulnerable period,
denoted by V , be defined as the time interval during which
the transmission between node i and node r(i) will fail if any
node in Hi attempts to transmit. Then, V = TH + TP , where
TH and TP are, respectively, the time required to transmit the
header and the payload. By the elementary renewal theorem,
the expected number of transmission attempt in duration of
V is τiV/vi. Now, the conditional collision probability qi can
then be expressed as
qi = 1−
∏
j∈Ir(i)
(1 − τj)
∏
k∈Hi
(1− τk)
τkV
vk . (7)
Derivation of per-node throughput: Let Ti denote the
throughput of node i. Then, Ti can be expressed as
Ti =
Lτi(1− qi)
vi
,
=
Lτi
∏
j∈Ir(i)
(1− τj)
∏
k∈Hi
(1− τk)
τkV
vk
vi
, (8)
where L is the payload size. Compared to the single-cell model
in [8], the throughput model (8) is much more complicated
in that the variables τi and vi are included in the exponent.
by a careful observation of (8), we can identify a trade-
off between the level of spatial reuse and the hidden node
problem as follows: as the carrier sense threshold/transmit
power is increased/decreased to allow more spatial reuse, the
attempt probability τi will be increased and the virtual slot
time vi will be decreased, both of which will increase Ti.
Meanwhile, the hidden node problem becomes more severe,
and the collision probability qi will be increased, which in turn
decrease Ti. Consequently, there exists a trade-off between the
level of spatial reuse and the hidden node problem. It is of
critical importance to quantify this trade-off in order to find
the optimal operating condition. Finally, network capacity TS
is
TS =
N∑
i=i
Ti. (9)
IV. THROUGHPUT ANALYSIS
In this section, we derive optimal operating condition of the
carrier sense threshold and the transmit power for maximizing
network capacity.
A. Analysis in Homogeneous Networks
Interdependence among Variables and Differentiation of the
Node Throughput: Under the assumption of a homogeneous
network, we omit the node index i and use x and P to denote
the carrier sense threshold and the transmit power, respectively.
Furthermore, since Ci = Li by (3) and (4), let X := (gP/x) 1θ
(= dC(i, j) = dL(i, j)). From (6), (7), and (8), it can be easily
shown that Ti depends only on X . Thus, Ti is fully determined
by P/x without considering x and P independently. In order
to find the optimal value of X for maximizing TS in (9), we
differentiate TS with respect to X:
dTS
dX
=
N∑
i=i
dTi
dX
. (10)
It turns out that it is not so simple to calculate the total
derivative of TS with respect to X in (10) due to the compli-
cated interdependence among τi, qi, vi, and Ti. We tackle the
problem by making use of the chain rule [18].
The first step to carrying out the operation is to specify
the interdependence among τi, qi, vi, and Ti. After a careful
replacements
X
τi’s
vi’s
qi
Ti
Fig. 1. Interdependence among variables of node i on its throughput in a
homogeneous network.
observation on (5), (6), (7), and (8), we can describe the inter-
dependence as in Fig. 1.3 From Fig. 1, let τi =: fi(X), vi =:
gi(X, τi, {τj}j∈Ci), qi =: hi(X, {τj}j∈Ir(i) , {vk}k∈Hi), and
Ti =: F (τi, vi, qi). The differentiation of Ti with respect to X
can be expressed as
dTi
dX
=
∂Ti
∂τi
dτi
dX
+
∂Ti
∂vi
dvi
dX
+
∂Ti
∂qi
dqi
dX
=
∂F
∂τi
dfi
dX
+
∂F
∂vi

 ∂gi
∂X
+
∂gi
∂τi
dfi
dX
+
∑
j∈Ci
∂gi
∂τj
dfj
dX


+
∂F
∂qi
[
∂hi
∂X
+
∑
j∈Ir(i)
∂hi
∂τj
dfj
dX
+
∑
k∈Hi
∂hi
∂vk
×
(
∂gk
∂X
+
∂gk
∂τk
dfk
dX
+
∑
l∈Ck
∂gk
∂τl
dfl
dX
)]
. (11)
We have explicit formulas for hi and F from (7) and (8),
respectively. Thus, we can obtain all the terms related to
hi and F in (11). However, explicit expressions for fi and
gi are still lacking. Consequently, we still have difficulty in
deriving an explicit expression for dTi
dX
in (11). It should be
noted that the difficulty does not come from the specific choice
of interdependence among many alternatives, but results from
the intrinsic nature of the problem we are dealing with. As
a matter of fact, for a given value of X, (5), (6), and (7)
represent a nonlinear system for τi’s, qi, and vi’s, which is
extremely difficult to solve in an analytical manner. Even
in the single-cell scenario where two unknowns τi and qi
constitutes a nonlinear system, only a numerical solution
based on fixed point analysis is available in general [8].
In order to resolve this problem, we impose an additional
assumption on the attempt probability τi. Let CWi and CWi
denote the contention window size used by node i and its
average, respectively. Instead of faithfully characterizing the
exponential back-off scenario in which CWi is a function
of X, we assume that CWi is independent of X. Then, the
attempt probability τi is given as τi = 2/(CWi+1). With this
3It should be noted that the diagram in Fig. 1 is not the unique way to
describing the interdependence. In order to differentiate Ti with respect to
X, we need to choose one specific way of describing the interdependence
among many possible alternatives. Dependencies that do not appear explicitly
in Fig. 1 are assumed implicit. The interested reader is referred to [18] for
further detail.
assumption, (11) can be simplified as
dTi
dX
=
∂F
∂vi
∂gi
∂X
+
∂F
∂qi
[
∂hi
∂X
+
∑
k∈Hi
∂hi
∂vk
∂gk
∂X
]
, (12)
where vi = gi(X), qi = hi(X, vi, {vj}j∈Hi), Ti = F (vi, qi).
Now we are ready to derive an explicit relationship between
network capacity and system parameters.
Optimal Condition for a Homogeneous Network with a
Symmetric Topology: Consider a homogeneous network with
a symmetric topology, in which di = d, dI(i, j) = dI , and
τi = τ for all i, j ∈ N . Proposition 1 gives an approximate
solution for the optimal carrier sense range, denoted by X∗,
which maximizes network capacity.
Proposition 1 For a homogeneous network with a symmetric
topology, let X∗ = argmaxX TS . Also, let ρ denote the node
density of the interference set Ir(i), defined as ρ = Ir(i)/(πd2I).
If ρ 6= 0,
X∗ ≃
√
(D +Qρ)2 +R2ρ − (Qρ +Rρ) ,
where D = d+ dI , Qρ = Cρ/Bρ, Rρ = Bρ/(2KAρ), and
Aρ = ρ
[
(π − 2α)κ2 + 1
2
√
4κ2 − 1
]
,
Bρ = 2 log
(
1
1− τ
)
(1− τ)pid2Iρ
[
πdI(tB − tI)(1 − τ)ρ
+dτ(tS − tC)Aρ(1− τ)
τV
vI
d2Aρ
]
,
Cρ = −BρdI + vI ,
vI = τ [(1− (1/κ)) tS + (1/κ)tB] + (1− τ)tB
−(1− τ)pid2Iρ+1(tB − tI),
K = τV log
(
1
1−τ
)
, κ = dI/d = β
1
θ , α = arccos( 12κ ). If
ρ = 0, TS is constant for all feasible x ≤ D.
Proof: In a homogeneous network with a symmetric
topology, Ti’s are the same for ∀i ∈ N . Thus, from (10),
it is sufficient to find X∗ such that X∗ = argmaxX Ti.
Let ρ denote the node density of the interference set Ir(i),
defined as ρ = Ir(i)/(πd2I). Then, Ir(i) = πd2Iρ = πβ
2
θ
i d
2ρ.
Under the assumption of a homogeneous network with a
symmetric topology, together with the fact that Ir(i) and τ
are independent of X, (12) becomes
dTi
dX
=
Ti
v2i
[
τV log(1 − τ)
(
∂Hi
∂X
vi −Hi ∂vi
∂X
)
− vi ∂vi
∂X
]
.
Here, the number of hidden nodes Hi is given as
Hi(X) =
{
ρ
[−φX2 + dX sinφ+ ψd2I] , if X ≤ D;
0, otherwise.
where φ = min
[
π, arccos
(
X2+d2−d2I
2dX
)]
, ψ = min
[
π, π −
arccos
(
d2+d2I−X
2
2ddI
)]
, and D = d + dI . Since there exists a
constant ǫ such that Ti, vi ≥ ǫ > 0 in the feasible region of
X , in order to know whether Ti is increasing or decreasing,
it is sufficient to consider
f(X) = −K
(
∂Hi
∂X
vi −Hi ∂vi
∂X
)
− vi ∂vi
∂X
,
where K = −τV log(1− τ). If ρ = 0, f(X) = 0 and Ti will
be constant with respect to X . Thus, any feasible value X can
be regarded as X∗. When ρ 6= 0, we consider the following
two sub-cases.
(i) When X > D:
We have Hi = 0 and ∂Hi∂X = 0. Also, it is straightforward
to verify that ∂vi
∂X
≥ 0 from (6). Thus, f(X) = −vi ∂vi∂X ≤ 0
and Ti is a non-increasing function of X .
(ii) When X ≤ D:
In order to get an explicit expression for X∗, we introduce
the following approximations for Hi and vi.
Hi(X) ≃
{
Aρ(X −D)2, if X ≤ D;
0, otherwise,
where Aρ = Hi|R=dI/d2 = ρ
[
(π − 2α)κ2 + 12
√
4κ2 − 1],
α = arccos( 12κ ), κ = dI/d. Also,
vi(X) ≃ BρX + Cρ,
where
Bρ =
dvi
dX
∣∣∣∣
X=dI
= −τ(tS − tC) dqi
dX
∣∣∣∣
X=dI
+ 2πdI
×(tB − tI) log
(
1
1− τ
)
ρ(1− τ)pid2Iρ+1,
and Cρ = −BρdI + vi|X=dI . By further introducing
dqi
dX
∣∣∣
X=dI
≃ −2d log
(
1
1− τ
)
Aρ(1− τ)Ir(i)+
τV Hi|X=dI
vi|X=dI ,
we have
Bρ ≃ 2 log
(
1
1− τ
)
(1− τ)pid2Iρ
[
πdI(tB − tI)(1 − τ)ρ
+dτ(tS − tC)Aρ(1− τ)
τV
vI
d2Aρ
]
,
and Cρ = −BρdI + vI , where
vI = vi|X=dI ≃ τi
[(
1− 1
κ
)
tS +
1
κ
tB
]
+ (1− τ)tB
−(tB − tI)(1 − τ)pid
2
Iρ+1.
Now, with omitting the subscript ρ for simplicity,
f(X) ≃ −ABKX2 − (2ACK +B2)X −BC
+AKD(BD + 2C).
The discriminant of f(X) is ∆ = 4A2(BD+C)2K2+B4 >
0. Thus, f(X) = 0 has two distinct real roots, denoted by
X∗,1 and X∗,2 (X∗,1 > X∗,2). Then,
X∗,1, X∗,2 =
±√∆− (2ACK +B2)
2ABK
.
Since df
dXi
∣∣∣
X=X∗,1
< 0 and df
dXi
∣∣∣
X=X∗,2
> 0, the maximum
of Ti is attained at X∗,1. From (i) and (ii), X∗ = X∗,1 when
ρ 6= 0 .
Corollary 1 gives how X∗ in Proposition 1 changes with
respect to the node density ρ.
Corollary 1 For a homogeneous network with a symmetric
topology, there exists ρ such that X∗ is an increasing function
of the node density ρ if ρ ≥ ρ. Furthermore,
lim
ρ↑∞
X∗ = D (= d + dI).
Proof: Let f(ρ) := D +Qρ and g(ρ) := Rρ. Then,
∂X∗
∂ρ
= −
[
1− f√
f2 + g2
]
df
dρ
−
[
1− g√
f2 + g2
]
dg
dρ
.
From Proposition 1, we have 1/f = Θ
(
ρ(1− τ)Kρ),
df
dρ
= Θ
(
ρ(1− τ)Kρ), g = Θ ((1− τ)Kρ), and dg
dρ
=
Θ
(
(1− τ)Kρ), where K is a constant. Thus,[
1− f√
f2 + g2
]
df
dρ
= Θ
(
ρ(1− τ)Kρ) , (13)
[
1− g√
f2 + g2
]
dg
dρ
= Θ
(
(1− τ)Kρ) , (14)
From (13) and (14), together with the fact that df
dρ
> 0 and
dg
dρ
< 0, there exists ρ such that ∂X
∗
∂ρ
> 0 for ρ ≥ ρ.
Furthermore, it is straightforward from Proposition 1 that
limρ↑∞X
∗ = D because limρ↑∞Qρ = ∞ and limρ↑∞Rρ =
0.
Figure 2 depicts, in a qualitative manner, the relationship
between X∗ and ρ when ρ ≥ ρ in Corollary 1. When the
node density is not so high, X∗ will be X∗1 , which is smaller
than d+dI . As ρ increases, X∗ will get close to d+dI as X∗2 .
It should be noted that X = d+dI corresponds to the case of
exactly covering the entire interference range, thus eliminating
all the hidden nodes. Also, note that X∗ can become negative
for small values of ρ from Proposition 1. In practice, the carrier
sense threshold should be smaller than the receive threshold,
which implies that X should be at least larger than d. The
practical meaning of X∗ smaller than d in Proposition 1 is
that there is virtually no interfering neighbor nodes and we can
reduce the carrier sense range to the minimum feasible value,
without much concern about the interference or the hidden
node problem. Figure 3 shows the normalized optimal carrier
sense range, i.e., (X∗−d)/dI as a function of the node density
ρ and the average contention window size CW when d = 100
m and κ = 3. Note that only non-negative values of (X∗ −
d)/dI are shown in Fig. 3 by plotting max((X∗ − d)/dI , 0).
For a fixed value of CW , we can identify from Fig. 3 that
(X∗ − d)/dI increases (except when ρ ≃ 0) and converges
to one as ρ increases. For a given value of ρ, (X∗ − d)/dI
decreases as CW increases. This behavior is due to the fact
that the attempt probability τ decreases with CW . As a result,
Ti
XX∗1 X
∗
2 d + dI
as ρ increases
Fig. 2. The optimal carrier sense range X∗ as a function of the node
density ρ.
the effective node density also decreases. Figure 3 shows that
(X∗ − d)/dI becomes negative for large values of W , which
implies that there are no nearby interfering nodes.
Optimal Condition for a Homogeneous Network with a
Random Topology: Now we consider a homogeneous network
with a random topology in Proposition 2.
Proposition 2 In a homogeneous network with a random
topology, let X∗i = argmaxX Ti and ρi = Ir(i)/(πd2I) for
node i. If ρi 6= 0, X∗i ≃
√
(D +Qρ)2 +R2ρ − (Qρ +Rρ) ,
where all the constants are the same as those in Proposition 1,
except di instead of d. If ρi = 0, Ti is constant for all feasible
Xi ≤ D.
Proof: For tractability, assume that vk ≃ vi for k ∈ Hi
(which holds true if ρi ≃ ρj for j ∈ Ci.) Then, the rest of the
proof will follow the same line of Proposition 1.
By Proposition 2, we know that X∗i ’s are different among
nodes because di’s and ρi’s are different. Thus, no single value
of X can maximize the throughput of every node at the same
time. However, if information on di’s and ρi’s is available, we
can still have an approximation of X∗ = arg maxX
∑
i∈N Ti
as X∗ ≃ 1
N
∑
i∈N X
∗
i from Proposition 2.
B. Heterogeneous network
We consider a heterogeneous network where each system
parameter can be arbitrarily adjusted for each node. we deal
with the carrier sense threshold xi and the transmit power
Pi. In a heterogeneous network, xi’s and Pi’s should be
considered as independent parameters in order to properly
describe Ti. The problem of maximizing network capacity can
be formulated as follows.
max
x,P
[
TS =
∑
i∈N
Ti(x,P)
]
, (15)
where x = (x1, · · · , xN ) and P = (P1, · · · , PN ). Since
the search space in (15) contains that of a homogeneous
network (which has a restriction of x1 = · · · = xN and
P1 = · · · = PN ), it is obvious that network capacity of a
heterogeneous network can be at least not smaller than that of
a homogeneous network. A critical issue in practice is how to
design an algorithm for tuning x and P in a distributed manner.
We show that any distributed algorithm that maximizes the
throughput of each node without coordinating with other nodes
will fail to maximize the overall network capacity. Intuitively,
the throughput of each node will increase as its carrier sense
threshold/transmit power increases given that those of other
nodes are fixed. Hence, it is the best policy for each node
to increase its carrier sense threshold and transmit power
as much as possible, without consideration of other nodes.
Proposition 3 validates this intuition.
Proposition 3 Any distributed algorithm that maximizes the
throughput of each node by tuning its own carrier sense
threshold and transmit power without coordination with other
nodes will fail to maximize network capacity.
Proof: If node i increases xi with x−i and P fixed, then
vi will be decreased because Ci is reduced in (6), with qi
unchanged. Thus, Ti will be increased. In a similar manner,
if node i increases Pi with x and P−i fixed, then qi will be
decreased because Hi is reduced in (7), with vi unchanged.
Thus, Ti will be increased. Accordingly,
∂Ti
∂xi
≥ 0 and ∂Ti
∂Pi
≥ 0, (16)
where
x−i = (x1, · · · , xi−1, xi+1, · · · , xN ),
P−i = (P1, · · · , Pi−1, Pi+1, · · · , PN ).
Any distributed algorithm in which every node maximizes its
own throughput without coordinating with other nodes can be
formulated as
max
xi,Pi
Ti(x,P), for i ∈ N. (17)
From (16), the optimal solution of (17) is (xi, Pi) = (xi, P i)
where xi and P i are maximum feasible values of xi and
Pi. Thus, y = ((x1, P 1), · · · , (xN , PN )) is the unique Nash
equilibrium of (17).
From Proposition 3, if every node works in a selfish manner,
the operating point will converge to the trivial equilibrium
which is obviously not optimal from the system viewpoint.
This phenomenon results from the fact that Ti not only
depends on xi and Pi, but also depends on x−i and P−i.
Although Proposition 3 is intuitive, its implication on the
design of a distributed algorithm is quite significant: The prob-
lem of maximizing network capacity in a distributed manner
corresponds to a noncooperative game [12]. Consequently,
each node i needs not only to consider its own throughput
Ti (as profit), but also to introduce a certain penalty Gi (as
price) from neighbor nodes by information exchange. That is,
Problem (17) should be modified as
max
xi,Pi
[Ti(x,P)−Gi(xi, Pi)] , for i ∈ N, (18)
where Gi is a pricing function of node i, which is non-
decreasing and convex in xi and Pi. A simple example of Gi
is a linear function of xi and Pi, i.e., Gi(xi, Pi) = mixi+liPi
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Fig. 3. Optimal carrier sense range as a function of node density and average contention window.
TABLE I
PARAMETERS USED IN NS-2 SIMULATIONS.
Propagation Two-ray Antenna height 1.5 m
Fixed CW 32 slots RTS/CTS Disabled
Data rate 11 Mb/s Thermal noise -102 dBm
SINR thresh 10 dB Rx thresh -64.37 dBm
for some constants mi and li. It will be our future work to
design an appropriate pricing function Gi for improving the
network performance.
C. Discussion on Remaining Issues
Now we point out several important issues which are worthy
of further investigation. First, we have not considered data rate
adjustment according to the signal quality (such as the auto-
rate function available in most IEEE 802.11 a/b/g chipsets).
There are 4 data rates (1, 2, 5.5, 11 Mb/s) available in
802.11b and 8 data rates (6, 9, 12, 18, 24, 36, 48, 54 Mb/s)
available in 802.11a/g. Usually the higher the SINR value is,
the higher the data rate will become, For a given value of
SINR, one may then choose the highest possible data rate
(which allows correct decoding for that given SINR value)
in order to maximize system throughput. Since a higher data
rate can be sustained with a larger SINR threshold, the data
rate sustained is a function of the carrier sense threshold
and the transmit power. This issue has been studied in [3]
without consideration of IEEE 802.11 DCF specifics. It will
be interesting to investigate the impact of multiple data rates
on network capacity sustained by IEEE 802.11 DCF. Second,
the effect of the RTS/CTS handshake mechanism has not
been considered in our analysis. We believe that the RTS/CTS
mechanism has a minimal impact on our derivation, and likely
it will only reduce the duration of collision state tC . The
change in tC has little effect on our derivation because tC
is constant with respect to the carrier sense threshold and the
transmit power. A more thorough investigation is underway to
validate our intuition.
V. SIMULATION STUDY
In this section, we carry out a simulation study to validate
the derived relationship between network capacity and system
parameters. The simulation study is carried out in ns-2 version
2.30. In particular, we have modified ns-2 such that i) the in-
terference at a receiver is the aggregate from all the concurrent
transmissions, and ii) each node uses physical carrier sense to
determine whether the channel is idle or not. Note that, due
to the page limit, we only include a small set of simulation
results which we believe are most representative. In particular,
the model presented in Section III-B has been validated in the
simulation study, and the results given in Proposition 1 and
Proposition 2 have been also corroborated by the simulation
study.
We adopt a symmetric circular topology, in which there are
two concentric circles with a radius of 150 m and 200 m. N
senders and N receivers are evenly located, respectively, on
the outer and inner circle. The corresponding receiver to each
sender is on the same diameter, and thus d is 50 m. Also, dI is
given as 158.1 m. The parameter values used in the simulation
study are listed in Table I. By virtue of the symmetric topology,
it is sufficient to consider the average node throughput instead
of network capacity.
Simulations are performed for N = 10, 12, 14, 16 in Fig. 4.
The maximum point in each curve is marked with a circle.
The dotted vertical lines in Fig. 4, which are −12.2 dB and
17.2 dBm in Fig. 4 (a) and (b), denote the points that corre-
spond to the case of X = d+dI (= 208.1 m). Here, several ob-
servation can be made. First, Fig. 4 (a) shows how the average
node throughput changes with respect to CSth/RXth given the
transmit power of 10 dBm. The optimal values of CSth/RXth
are (−9,−11,−11,−12) dB for N = (10, 12, 14, 16), which
correspond to X∗ = (144.5, 181.9, 181.9, 204.1) m. Note that
the granularity of x-axis is 1 dB and 1 dBm for Fig. 4 (a)
and Fig. 4 (b), respectively. Second, Fig. 4 (b) gives the
relation between the average node throughput and the transmit
power given the value of CSth/RXth = −5 dB. The opti-
mal values of the transmit power are (15, 16, 16, 17) dBm
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Fig. 4. Average node throughput as a function of carrier sense threshold and transmit power.
for N = (10, 12, 14, 16), which correspond to X∗ =
(162.1, 181.9, 181.9, 204.1) m. Thus, Corollary 1 is validated
from Fig. 4.
VI. CONCLUSION AND FUTURE WORK
In this paper, we have investigated the issue of maximizing
network capacity sustained by IEEE 802.11 DCF in multi-
hop wireless networks. We explicitly incorporated the carrier
sense threshold and the transmit power into the analysis. In
a homogeneous network, we found that the optimal carrier
sense range is smaller than the value for exactly covering
the entire interference range. In a heterogeneous network,
the problem of maximizing the network capacity corresponds
to a noncooperative game, and a pricing function should
be considered for tuning the carrier sense threshold and the
transmit power.
We have identified several future research avenues. First, we
will extend our model to incorporate the effects of multiple
data rates and the RTS/CTS handshake mechanism. We will
also devise, based on the insight shed from the analysis,
an efficient distributed algorithm for tuning the carrier sense
threshold and the transmit power. One key step to designing
such distributed algorithms is to properly define the pricing
function in (18). Since there have been extensive studies on
power control in the context of topology maintenance, we
may leverage existing power control algorithms to develop a
framework of joint control of transmit power and carrier sense
threshold.
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