Elliptic problems with sharp-edged interfaces, thin-layered interfaces and interfaces that intersect with geometric boundary, are notoriously challenging to existing numerical methods, particularly when the solution is highly oscillatory. This work generalizes the matched interface and boundary (MIB) method previously designed for solving elliptic problems with curved interfaces to the aforementioned problems. We classify these problems into five distinct topological relations involving the interfaces and the Cartesian mesh lines. Flexible strategies are developed to systematically extends the computational domains near the interface so that the standard central finite difference scheme can be applied without the loss of accuracy. Fictitious values on the extended domains are determined by enforcing the physical jump conditions on the interface according to the local topology of the irregular point. The concepts of primary and secondary fictitious values are introduced to deal with sharp-edged interfaces. For corner singularity or tip singularity, an appropriate polynomial is multiplied to the solution to remove the singularity. Extensive numerical experiments confirm the designed second order convergence of the proposed method.
Introduction
Since the pioneer work of Peskin [50] in 1977, much attention has been paid to the numerical solution of elliptic equations with discontinuous coefficients and singular sources on regular Cartesian grids [7, 8, 11, 15, 18, 20, [30] [31] [32] 55, 58] . Simple Cartesian grids are preferred in these studies since the complicated procedure of generating unstructured grid could be bypassed, and well developed fast algebraic solvers could be utilized. The importance of elliptic interface problems has been well recognized in a variety of disciplines, such as fluid dynamics [16, 19, 29, 47] , electromagnetics [23, 24] and material science [26] . However, to construct highly efficient methods for these problems is a difficult task due to the low global regularity of the solution. Traditional numerical methods that are constructed with the assumption of smooth solutions cannot perform at designed accuracy, and might even diverge. For this class of problems, apart from Peskin's immersed boundary method (IBM) [21, 33, [50] [51] [52] , a number of other elegant methods have been proposed. Among them, the immersed interface method (IIM), proposed by LeVeque and Li [35] is a second order sharp interface scheme. The IIM has been made robust and efficient over the past decade [1, 14, 36, 37, 54] . The ghost fluid method (GFM) [17] was proposed as a relatively simple and easy to use approach. For irregular interfaces, it is nature to construct a solution in the finite element method formulation [2, 9, 38] , in particular, using the discontinuous Galerkin technique [22] . A relevant, while quite distinct approach is the integral equation method for complex geometry [44, 45] . Aforementioned methods have found much success in scientific and engineering applications [6] [7] [8] 15, 18, 20, [25] [26] [27] [28] 30, 32, 34, 39, 41, 40, 42, 53, 54, [57] [58] [59] . A possible further direction in the field could be the development of higher order interface methods [20, 60, 61] which are particularly desirable for problems involving both material interfaces and high frequency oscillations, such as the interaction of turbulence and shock, and high frequency wave propagation in inhomogeneous media [5] .
One of the most challenging problems in the field is the solution of elliptic equations with sharp-edged coefficients, i.e., non-smooth interfaces. Numerical solutions to this class of problems have widespread applications in science and engineering, such as electromagnetic wave scattering and propagation [12, 48, 49] , wave-guides analysis [46] , plasma-surface interaction [43] , friction modeling [56] and turbulent-flow [4] . To the best of our knowledge, none of the aforementioned methods proposed for elliptic interface problems have been directly applied to the treatment of sharp-edged interfaces. Essentially, as the gradient near the tips of sharp-edged interface is not well defined, some earlier interface methods might not work. Most existing results on this class of problems are obtained by using finite element methods [46, 49] . However, finite element methods might exhibit a reduced convergence rate when used for the analysis of geometries containing sharp edges [25, 49] . Consequently, dramatic local mesh refinement is required in the vicinity of sharp edges [13] , and leads to severe increase in computational time and memory requirement. In particular, local mesh refinement does not work if the solution is highly oscillatory due to the so-called pollution effect [3] , which is a common situation in dealing with electromagnetic wave scattering and propagation. Hou and Liu proposed a finite element formulation [25] for solving elliptic equations with sharp-edged interfaces. Remarkably, these authors have achieved about 0.8th order convergence with non-body-fitting grids.
The objective of the present work is to extend the matched interface and boundary (MIB) method previously designed for solving elliptic problems with curved interfaces to problems with sharp-edged interfaces, thin-layered interfaces and interfaces that intersect with the geometric boundary. The MIB was proposed by Zhao and Wei [60] as a systematic higher-order method for electromagnetic wave propagation and scattering in dielectric media. Recently, it has been generalized for solving elliptic equations with curved interfaces by Zhou et al. [61] . The MIB approach makes use of fictitious domains so that the standard high order central finite difference (FD) method can be applied across the interface without the loss of accuracy. The fictitious values on fictitious domains are determined from enforcing the interface jump conditions at the exact position of the interface. One feature of the MIB is that it disassociates between the discretization of the elliptic equation and the enforcement of interface jump conditions. Another feature is to make repeated use of the lowest order jump conditions to determine the fictitious values on extended domains. Since only lowest order interface jump conditions are repeatedly used in the MIB method, arbitrarily high order convergence can be achieved in principle. For straight interfaces, MIB schemes of up to 16th order have been constructed [60, 61] . For lightly curved interfaces, up to 6th order schemes have been demonstrated [61] . Most recently, we have proposed an interpolation formulation of the MIB method without the explicit use of fictitious values [62] . We have shown that our interpolation formulation is equivalent to our earlier fictitious domain formulation. Fourth order convergence is obtained for arbitrarily curved interfaces. In the present work, we further generalize the MIB method to allow the presence of sharp-edged interfaces, thin-layered interfaces and interfaces that intersect with the domain boundary. For these problems, flexible strategies that have not been ever considered before are required. We introduce the concepts of primary and secondary fictitious values to overcome the difficulty of sharp-edged interfaces. The essence is to replace unavailable auxiliary points by secondary fictitious points to resolve primary fictitious values when there are geometric difficulties. The topological relations between the interfaces and the Cartesian mesh lines are classified into five distinct types. For each topology, appropriate secondary fictitious values, auxiliary points and jump conditions will be selected. In this work, the classification procedure and the solution scheme are made systematic and automatic. The generalized MIB method is designed to have 2nd order accuracy even if the interface is Lipschitz continuous while not C 1 . It captures sharp kinks at the interface without a priori knowledge of these kinks. The problem becomes more difficult as the interface edge is getting sharper. For an acute angle that is larger than the critical value 2 tan À1 ð 1 3 Þ, the present method can handle with the designed 2nd order convergence. However, edges with their acute angles smaller than the critical value can also be treated to the 2nd order accuracy if the mesh lines that bisect edges are not vertical or horizontal, which is true in most problems. For the problems with smooth (say C 1 ) interfaces, the present method can easily achieve 2nd order convergence since required auxiliary points can always be found by refining the mesh.
It is well known that Galerkin formulations can directly solve problems with weak solution [10, 25] . Whereas, collocation formulations cannot directly handle this class of problems. Nevertheless, a standard technique is to multiply the solution with an appropriate polynomial factor [49] to remove the singularity. A new equation can be derived and solved. Then, it is matter of algebraic operation to resolve the original solution. This approach is incorporated in the present method to deal with problems with weak solutions.
The rest of this paper is organized as follows. In Section 2, we introduce the generalized MIB method that is able to treat sharp-edged interfaces, thin-layered interfaces and interfaces that intersect with geometric boundary. The critical angle of the sharp edge is analyzed. Both on-interface and off-interface schemes are proposed to handled five different topological relations. In Section 3, the proposed MIB method is validated for a wide variety of problems, ranging from those with critical small angles, edge tip on a grid point, highly oscillatory solution, multiple edges, multiply connected interfaces, a missile geometry, thin-layered coatings and a weak solution. This paper ends with a conclusion.
Theory and algorithm
In this section, we briefly describe the mathematical problem. Irregular points that are on the interface are treated differently from those off the interface. A pseudo-code is provided for the present method. We analyze the critical acute angle that can be treated by the proposed method.
Basic problem
Consider an open bounded domain X Ì R 2 . Let C be the interface which divides X into disjoint open subdomains, X + and
Assume that the boundary oX and interface C are Lipschitz continuous and there is a piecewise smooth level-set function / on X, which C = {/ = 0}, X À = {/ < 0} and X + = {/ > 0}. We seek solutions of the 2D elliptic equation with variable diffusion coefficient b(x, y) away from the interface C given by ðbðx; yÞuðx; yÞ x Þ x þ ðbðx; yÞuðx; yÞ y Þ y ¼ qðx; yÞ; x 2 X n C:
Consider a case where the interface intersects the jth mesh line at a point which is between (i, j) and (i + 1,j). A direct calculation of u xx at (i, j) using the second-order central difference scheme involves grid points u iÀ1,j ,u i,j and u i+1,j and will lead to the reduction in the convergence order. A solution to this problem is to replace u i+1,j at the irregular point (i + 1,j) by a fictitious value f i+1,j , which is a smooth extension of function values from the left hand side of the interface. A jump condition is required to uniquely determine f i+1,j . For the same reason, (i + 1,j) is also an irregular point and f i,j+1 is a fictitious value required for the central finite difference scheme at (i + 1,j). For elliptic equation (1), the solution might admit a prescribed jump at an interface point. Moreover, the gradient along the normal direction can also be prescribed. Therefore, two jump conditions can be given
where normal vectorñ ¼ ðcos h; sin hÞ can be defined a.e. on C and points from X À to X + , while 0 6 h < 2p is the angle between positive x-direction and the vectorñ. We assume that both [u] and [bu n ] are C 1 continuous along the Lipschitz continuous interface C. When considering the interface which is not always aligned with the x-or y-mesh line, one more interface condition can be attained by differentiating Eq. (2) along the tangential direction of the interface,s ¼ ðÀ sin h; cos hÞ. Hence for a point (x 0 , y 0 ) on the interface, we have three jump conditions,
To enforce these jump conditions, we must compute u
For a given interface geometry, it can be very difficult to compute some of these four partial derivatives. One way to avoid this difficulty is to use only two of three jump conditions Eqs. (4)-(6). Therefore we can eliminate one of four partial derivatives, u 
where
For given local environment, only one of these four combinations is needed to determine two fictitious values. We choose an appropriate combination such that its involved partial derivatives can be conveniently computed.
To restore the order of convergence of the discretization at irregular points, we need to treat (bu x ) x and (bu y ) y to the designed order of convergence near the interface. Since these two terms are considered separately, we only need to illustrate how to locally recover the second order accuracy of the standard 3-point central FD scheme for (bu x ) x . The treatment of (bu y ) y can be carried out similarly. We classify irregular points as off-interface ones and on-interface ones. Different schemes are required to deal with these cases.
Off-interface scheme
Off-interface scheme considers the situation that a pair of adjacent irregular points are separated by the interface and neither of them stays on the interface. As shown in Fig. 1 , the intersection of the interface C and the x mesh line is (x 0 , y 0 ). We discuss the interface schemes at irregular point (i, j) 2 X + and irregular point (i + 1,j) 2 X À . At each irregular point, we need to construct a primary fictitious value. A primary fictitious value is a value that will be used in the standard finite difference discretization. While a secondary fictitious value is one that helps resolving a primary fictitious value. However, the secondary fictitious value can also be a primary fictitious value for the discretization of other irregular points. The concept of secondary fictitious values is essential for overcoming the geometric difficulties created by sharp-edged interfaces.
Off-interface scheme 1
Off-interface scheme 1 is the standard MIB scheme for the situation that the curvature of the interface is small and there is no sharp edge. In this situation, two primary fictitious values can be solved together without the use of secondary fictitious values. Define auxiliary point as the point that is next to the irregular point and stays on the mesh line that connects two irregular points and crosses the interface. Therefore, there are two auxiliary points for each pair of off-interface irregular points. When curvature is relatively small or there is no sharp edge, both auxiliary points belong to a 'proper' region. A proper region refers to a neighborhood where inside each subdomain, X + or X À , at least one auxiliary point can be found next to each irregular point. This situation is shown in Fig. 1 . To discretize (bu x ) x by standard second order FD central scheme at irregular point (i, j), primary fictitious value f i+1,j is needed. Similarly, primary fictitious value f i,j is needed for the discretization at irregular point (i + 1,j). Since both auxiliary points belong to the 'proper' region, standard MIB scheme can be used to solve for these two primary fictitious values without use of a secondary fictitious value. We consider jump conditions at the intersection between the interface and the jth mesh line. In this particular case, it is convenient to use jump conditions (8) since they involve u , respectively. u þ x is computed from u iÀ1,j , u i,j and f i+1,j . Similarly, u À x is computed from f i,j , u i+1,j and u i+2,j . These expressions are explicitly given as follows:
where w n,m denote finite difference (FD) weights. The first subscript n represents either interpolation n = 0 or first order derivative n = 1 at interface point (x 0 , y 0 ), while their second subscript is for the node index.
To approximate u À y , we need three u values in the y-direction. These values are located at intersection points between the dash line and jth, (j + 1)th and (j + 2)th mesh line, see Fig. 1 . Unfortunately, these values are unavailable and have to be approximated from interpolation schemes along the x-direction. This means six more auxiliary points are involved. In practice, one of these two can be easily found. In the situation shown in Fig Â ½f i;j ; u iþ1;j ; u iþ2;j ; u i;jþ1 ; u iþ1;jþ1 ; u iþ2;jþ1 ; u iÀ1;jþ2 ; u i;jþ2 ; u iþ1;jþ2
Substituting Eqs. (11) and (12) into jump condition Eq. (8), we have ½u ¼ ðw 0;iÀ1 ; w 0;i ; w 0;iþ1 Þ Á ðu iÀ1;j ; u i;j ; f iþ1;j Þ T À ðw 0;i ; w 0;iþ1 ; w 0;iþ2 Þ Á ðf i;j ; u iþ1;j ; u iþ2;j Þ T ; ð13Þ Â ½f i;j ;u iþ1;j ;u iþ2;j ;u i;jþ1 ;u iþ1;jþ1 ;u iþ2;jþ1 ;u iÀ1;jþ2 ;u i;jþ2 ;u iþ1;jþ2
Solving for f i,j and f i+1,j from Eqs. (13) and (14), then the representation of these fictitious values in terms of function values and the physical jumps can be written as
13 Þ are the expansion coefficients of two fictitious values with respect to 10 function values and 3 jumps which are also given by the vector
T [61] . With these two expansions of f i,j and f i+1,j , one could discretize (bu x ) x at irregular points (i, j) and (i + 1,j) as if at a regular point:
To find the fictitious values at a pair of irregular points (i, j) and (i + 1,j), auxiliary points (i À 1, j) and (i, j) must be on the same of side of the interface and auxiliary points (i + 2,j) and (i + 1,j) must also be on the same side of the interface. However, when the interface has a large curvature or a sharp corner, or one of the auxiliary points is out of computational domain, these conditions can no longer be satisfied. The other two offinterface schemes are presented below to deal with these situations.
Off-interface scheme 2
Off-interface scheme 2 is designed for sharp-edged interfaces. It is very common in this situation that one cannot locate one auxiliary point for each irregular point inside a subdomain. For example, as depicted in Fig. 2 , irregular point (i, j) has no auxiliary point associated with it inside the same subdomain. This 'improper' region cannot be eliminated by refining the mesh. The same situation will occur if the mesh is doubled in both the x-direction and the y direction. This difficulty is not resolvable by the previous MIB scheme because the auxiliary points in the 'improper' region leads to inconsistence between the number of unknowns and the number of jump conditions. In this case, we introduce the secondary fictitious values, f iÀ1,j and f i+2,j , to replace the role of the auxiliary points in the 'improper' region. Therefore the number of unknowns can be reduced, and the resulting unknowns can be solved by Off-interface scheme 2(a) or 2(b).
T , where F i,j = f i,j and F i+1,j = f i+1,j are primary fictitious values at irregular points (i, j) and (i + 1,j). If (i À 1, j) and (i, j) belong to the same subdomain, F iÀ1,j represents function value u iÀ1,j . Otherwise, F iÀ1,j is the secondary fictitious value f iÀ1,j at point (i À 1, j). Similarly, F i+2,j = u i+2,j if (i + 1,j) and (i + 2,j) belong to the same subdomain. Otherwise, F i+2,j is the secondary fictitious value f i+2,j at point (i + 2,j). The expansion (15) could be rewritten as
e U ¼ ½u i;j ; u iþ1;j ; u i;jþ1 ; u iþ1;jþ1 ; u iþ2;jþ1 ; u iÀ1;jþ2 ; u i;jþ2 ; u iþ1;jþ2 ; ½u; ½bu n ; ½u s T :
If two of F, F m and F l , are function values or secondary fictitious values that have already been expressed in terms of function values, while the other two components of F, F i and F j , are the fictitious values whose expansions are to be determined, Eq. (18) can be rewritten as
with i, j, l, m 2 {1, 2, 3, 4}. Therefore,
gives the expression of F i and F j . With obtained primary fictitious values, (bu x ) x can be discretized at point (i, j) and (i + 1,j) as Eq. (17). Notice that the expansion of fictitious value f i,j is not unique. For example, as shown in Fig. 2(a) , points (i, j + 1), (i + 1,j) and (i À 1, j) are all in X À and f i,j should have three expansions by considering three different pairs of points, (i, j) and (i, j + 1), (i, j) and (i + 1,j), and (i, j) and (i À 1, j). Each expansion can be generated by the jump condition at the intersection point of the interface and the grid line segment between a pair of points. These three expansions should be stored separately if they are all available. In the present work, different expansions of a fictitious value are labeled by directions, {x+, xÀ, y+, yÀ}. Here x+ means the expansion is generated by the jump condition involving points (i, j) and (i + 1,j), xÀ involving (i, j) and (i À 1, j), y+ involving (i, j) and (i, j + 1) and yÀ involving (i, j) and (i, j À 1). When the primary fictitious value is needed for the standard five point FD scheme, the expansion generated by the nearest pair of points should be used. For example, the five point FD scheme at point (i, j + 1) should select the expansion of f i,j from y+ direction, while the five point FD scheme of point (i + 1,j) should choose the expansion of f i,j from x+ direction. If this cannot be done, the expansion from y+ direction can be carried out instead. A simple rule is to always select the expansion generated by the nearest pair of points to achieve the best accuracy.
Off-interface scheme 2(b).
If only one of F component, F i (i 2 {1, 2, 3, 4}), is the fictitious value whose expansion is to be determined and the other three are function values or have expansions in term of function values, then the jump condition of u(x, y) is enough for the determination of F i :
Rearranging the above equation, we have
T . Solving for F i from the above equation, we have
Eq. (27) On-interface scheme 1 is the standard MIB scheme for the situation that one of primary irregular points is on interface. Two primary fictitious values along the x-and y-directions are solved together. Therefore two pairs of irregular points on x-and y-directions are involved at the same time. That is, there are a total of three irregular points, one on interface, one in the x-direction and the other in the y-direction. On-interface scheme 1 requires two auxiliary points and two off-interface irregular points all belong to the same subdomain. Fig. 3 shows a typical situation that can be resolved by On-interface scheme 1. Note that when [u] 6 ¼ 0 the function value on the interface is not well defined. From the computational point of view the interface itself can be regarded either as part of the interior or as part of the exterior. Here we regard u(i, j) = u + (i, j) if a grid point (i, j) is on the interface. Two primary fictitious values are required in order to formulate the difference scheme for (bu x ) x + (bu y ) y at point (i, j). As indicated in Fig. 3 , if points (i À 2, j), (i À 1, j), (i, j À 1) and (i, j À 2) belong to subdomain X À , the approximations for all derivatives, u (28) and (29), and solving for f i,jÀ1 and f iÀ1,j , the expansions of f i,jÀ1 and f iÀ1,j in terms of real unknowns and jump conditions at point (i, j) can be obtained [61] . Then the difference scheme of the Poisson equation at point (i, j) can be written in X + :
In some situation, auxiliary points (i À 2, j) and (i, 
Substituting Eqs. (33) and (34) into Eqs. (28) and (29), and solving for f i+1,j and f i,j+1 , the expansions of the primary fictitious unknowns can be obtained and the difference scheme of the Poisson equation at point (i, j) can therefore be written in X À :
One of two conditions must be satisfied in this scheme: points (i À 2, j) and (i, j À 2) 2 X À , or points (i + 2,j) and (i, j + 2) 2 X + . In a situation that meets none of these two conditions, On-interface scheme 2 is needed.
On-interface scheme 2
As mentioned above, the On-interface scheme 1 requires that two auxiliary points and two irregular points all belong to the same subdomain. However, for concave or multiply connected geometry, this requirement is hardly satisfied. On-interface scheme 2 can handle a situation that has two irregular points while without auxiliary points on the same subdomain. The present scheme utilizes formulas in the x-direction and in the y-direction separately to resolve secondary fictitious values first. Then the primary fictitious values are solved. The situation is illustrated in Fig. 4 , where auxiliary point (i, j À 2) 2 X À while (i + 2,j) 2 X + . The secondary fictitious values f i+1,j and f i,jÀ1 can be obtained. However, since the fictitious values f i,j+1 and f iÀ1,j are not available, the Poisson equation at point (i, j) can neither be solved in X + by Eq. (32) nor in X À by Eq. (35) . Therefore, the secondary fictitious values f i+1,j and f i,jÀ1 are used to solve primary fictitious values f i,j+1 and f iÀ1,j .
First, in order to obtain the secondary fictitious values f i+1,j and f i,jÀ1 , Eq. (28) and (29) and solving for f i+1,j and f i,jÀ1 , the representation of secondary fictitious values in terms of real values can be written as
where C i+1 , C jÀ1 are the expansion coefficient vectors, and U ¼ ðu i;j ; u iÀ1;j ; u i;jÀ1 ; u iþ1;j ; u i;jþ1 ; ½u; ½u s ; ½bu n Þ T :
Second, the primary fictitious value f i,j+1 and f iÀ1,j are to be obtained. To consider a more general situation, let
T . If two secondary fictitious value, F l and F m in vector F, can be obtained from Eq. (36) . In this particular case, F l = f i+1,j and F m = f i,jÀ1 .
then the other two values, F p and F q , can be solved by the following procedure. In this particular case, 
Substituting Eq. (39) into Eqs. (28) and (29), the following equations can be obtained:
where Combining Eqs. (38) and (40), the expansions of F p and F q can be easily obtained:
Now all four primary fictitious values around (i, j) are available. Either Eq. (32) or Eq. (35) can be used as the difference scheme at point (i, j).
On-interface scheme 3
Both On-interface schemes 1 and 2 require two off-interface irregular points on the same subdomain. When three out of four surrounding points around on-interface irregular points belong to the same subdomain and one surrounding point is left alone in the other subdomain, On-interface scheme 3 is needed. The situation is illustrated in Fig. 5(a) .
To discretize the Poisson equation at point (i, j) in X + , the primary fictitious value f i+1,j is required. At point (i, j), u Substituting Eq. (44) into Eq. (7), then solving for f i+1,j , the expansion of f i+1,j is obtained as
Á ðu iþ2;j ; u iÀ1;j ; u i;j ; u iþ1;j ; u i;jÀ1 ; u i;jþ1 ; ½u; ½u s ; ½bu n Þ T :
ð45Þ
The difference scheme of the Poisson equation at point (i, j) can be given in X + as Eq. (32). For the situation in Fig. 5(b), points (i À 1, j), (i, j À 1 
Substituting Eq. (44) into Eq. (8), then solving for f iÀ1,j , the expansion of f iÀ1,j is obtained as
Á u iÀ2;j ;u iÀ1;j ;u i;j ;u iþ1;j ;u i;jÀ1 ;u i;jþ1 ;½u;½u s ;½bu n À Á T :
The difference scheme of the Poisson equation at point (i, j) can be given in X À as Eq. (35). Similarly, for the situation in Fig. 5(c) , u 
The expansion of f i,j+1 can therefore be obtained by using Eqs. (9) and (48) 
; u i;jÀ1 ; u i;j ; u i;jþ1 ; u iÀ1;j ; u iþ1;j ; ½u; ½u s ; ½bu n Þ T :
The difference scheme of the Poisson equation at point (i, j) can be given in X + as Eq. (32). For the situation in Fig. 5(d) , u 
The expansion of f i,jÀ1 can therefore be obtained by using Eqs. (10) and (50)
Á ðu i;jÀ2 ; u i;j ; u i;jþ1 ; u iÀ1;j ; u iþ1;j ; u i;jÀ1 ; ½u; ½u s ; ½bu n Þ T :
The difference scheme of the Poisson equation at point (i, j) can be given in X À as Eq. (35).
In practice, if not all of three points are on the same side of the interface, secondary fictitious values can be used instead. For example, in Fig. 5(a) , if u i,j+1 2 X À , while the secondary fictitious value f i,j+1 is already resolved, Eq. (45) can still be used for the primary fictitious value f i+1,j by replacing u i,j+1 with the secondary fictitious value f i,j+1 . 
A pseudo
* determine n, the number of unknowns, after introducing secondary fictitious values among F i,j ,F i+1,j ,F iÀ1,j and F i+2,j * If (n == 0) then AE all surrounding points are real unknowns or have primary fictitious value now, call standard five-point FD scheme * If (n == 1) then AE call Off-interface scheme 2(b); * elseif (n == 2) then AE call Off-interface scheme 2(a); * else AE pause If (any other surrounding points are in X À ), similar procedure is applied. If ((i, j) 2 C) then -If (all surrounding points are real unknowns or have primary fictitious value now), call the standard five-point FD scheme. -If (three surrounding points are on the same side or have secondary fictitious value on the same side), then * call On-interface scheme 3 -else pause If ((i, j) is an irregular point and (i, j) 2 X À ), use primary fictitious values and call the standard five-point FD scheme.
The critical value of the acute angle
The standard MIB method can always handle a C 1 irregular interface even if it has large curvature, since enough auxiliary points can always be found by refining mesh. When the interface is Lipschitz continuous but not C 1 , refining mesh usually cannot provide required points around a kink. The present generalized MIB method overcomes the difficulty by using secondary fictitious values to substitute the function of unavailable auxiliary points. Fig. 6(a) shows the smallest acute angle that the generalized MIB can handle when a vertical or horizontal line bisects the angle. The number 1, 2, 3 labels the sequence of the fictitious values that were resolved. The fictitious values at points labeled 1 were found with On-interface scheme 1. Then the fictitious values at points labeled 2 were found by using points labeled 1 with On-interface scheme 3. Finally the fictitious values at points labeled 3 were found by using secondary fictitious values at points labeled 1 and 2 with Off-interface scheme 3. If the angle is smaller than this one, the fictitious values at (i À 1, j + 2) and (i + 1,j + 2) cannot be founded, and the fictitious value at (i, j + 2) is also not available. Therefore, 2 tan À1 ð 1 3 Þ is the critical value of the smallest angle that the present MIB can handle with 2nd order accuracy. Any angle that is larger than the critical value can always be treated with the designed 2nd order accuracy.
In most cases, the mesh line that bisects the angle is not vertical or horizontal. Fig. 6(b) shows a situation in which the angle is smaller than the critical value and it can still be handled by the MIB. The fictitious values at points labeled 1 were found with On-interface scheme 1 and Off-interface scheme 1. Then the fictitious values at points labeled 2 were found with On-interface scheme 3. Finally the fictitious values at points labeled 3 were found by using secondary fictitious values at points labeled 1 and 2 with Off-interface scheme 3. However if the angle is very small such that (i À 1, j + 3) and (i, j + 3) are both in X À , the present MIB method will not be able to capture the shape of the corner. In the case of Fig. 6 , the present method has 2nd order accuracy if and only if the third horizontal mesh line above the tip contains at least two points inside the acute angle.
Numerical studies
In this section, we examine the performance of the proposed MIB scheme for solving the Poisson equation with sharp-edged interfaces, thin-layered interfaces and interfaces that intersect with the geometric boundary. We consider six different interface geometries coupled with various boundary conditions and solution behaviors. In the first test case, we examine capability of the present MIB method in treating the critical sharp edge. We also test the present scheme for grid points exactly at the tip of the sharp edge, for which the interface jump conditions are not unique due to undefined derivatives. The second case is designed to test the present method for handling multiple sharp edges and oscillatory solutions. Case 3 is a missile geometry. Case 4 has multiply connected domains. In Case 5, the level set function is not piecewise linear. In Case 6, we consider a thin-layered interface geometry. Finally, we demonstrate the proposed method with a problem having weak solution. In all the cases, numerical results are compared to analytical ones. The standard L 1 norm error measurement is employed in this section.
Case 1
We consider the 2D Poisson equation 
with piecewise continuous coefficients
As shown in Figs. 7 and 8, interfaces with both obtuse and acute angles are considered. Level-set functions / of the interfaces are given as:
Numerical results are presented in Table 1 . Second order convergence is observed in all the three cases.
As the derivative at the tip of the sharp edge is undefined, it is interesting to examine the performance of the present method for treating irregular points 'on the tip'. To this end, we place the tip on a grid point during the mesh refinement and computer the error rate. Since the jump condition involves the derivative on the interface, we need to compute derivatives at the tip if it is on a grid point. As shown in Fig. 8 , the derivative at the tip of the sharp edge can be computed as asymptotic limits from either the left edge or the right edge shifting toward the tip. These limits are not equal, and leads to two flux jump conditions. We need using only one of these flux jump conditions. An interesting question is what happens to the solution if different flux jump conditions are used. Our numerical test is based on the interface geometry of Case 1(c). We modify the solution from u À (x, y) = sin(px)sin(py) to u À (x, y) = cos(px)sin(py) to avoid zero at x = 0. The errors computed by using two flux jump conditions are presented in Table 2 . It is seen that the errors in two computations are both of second order, and differ very little. A further error comparison is conducted at the tip point (0, 0.1) using a 20 · 20 mesh. The solution error from using the left flux jump condition is 1.02845419680633 · 10 À2 and that from using the right flux jump condition is 1.02845419680637 · 10 À2 . Similar behavior is found in other examples. Therefore, we conclude that the proposed MIB method works well for grid points at the tip of sharp edges.
Case 2
In this case, we test the presented method with a more complicated geometry. As shown in Fig. 9 , the levelset function / of a pentagon star is given as:
, R ¼ 6 7 and i = 1, 2, 3, 4, 5. The discontinuous coefficients are given by
Four different solutions are designed with variable amount of oscillations: Case 2(c)
In each case, the jumps in u and u n along the interface can be evaluated from the solution. Table 3 gives the numerical results of the second order MIB method for this difficult problem. These results are also illustrated in Fig. 10 . Obviously, Case 2(d) is a very challenging numerical example. It consists of three difficulties, i.e., material interface, sharp edge and oscillatory solution. Similar problems described by the Helmholtz equation has much impact to computational electromagnetics. We also discuss the following two cases with the same geometries but with homogeneous source terms (i.e., q(x, y) = 0 in Eq. (52)). We set b " 1. 
The numerical errors of the homogeneous cases are listed in Table 4 . The numerical solutions of the homogeneous cases are also illustrated in Fig. 10 . Comparing the computed solutions in Cases 2(a)-(d) to those in Case 2(e)-(f), there is no significant difference between homogeneous cases and non-homogeneous cases. The accuracy of the computed solutions strongly depend on the natural of the solution itself. The solutions that vary rapidly with respect to spatial coordinates are more difficult to capture than those that vary slowly. Therefore, Cases 2(d) and 2(f) have relatively larger errors than others. However, it can be seen that all the above cases have achieved second order convergence. The convergence is not quite uniform because the relative location of tips with respect to mesh lines varies as the grid is refined.
Case 3
Here we solve the Poisson equation for a missile geometry. The geometric parameters is given in Fig. 11 . In the present computation, the missile is rotated 60°counterclockwise. All the parameters but the angular ones Table 3 Numerical efficiency tests of the pentagon star interface (Case 2(a)-(d)) Fig. 12(a) shows the missile interface on a 20 · 20 mesh. The coordinate of center C, which is labeled in Fig. 11 , is (À0.4, À0.4). In this case, the exact solution is given by: 
with discontinuous coefficients
Numerical results in Table 5 verify the convergence of the proposed method. 
Case 4
Here we solve the Poisson equation on a piece of twisted chess board, see Fig. 13 . The level set function / of the interface is given as
The discontinuous coefficients are given by
Two different solutions are designed.
In this case, there are several irregular points near the domain boundary whose primary fictitious values cannot be solved by interface scheme because the auxiliary points of the irregular points on the boundary are not available. As shown in 20 · 20 mesh in Fig. 13 , the primary fictitious value at (1.0, 0.6) of point Table 5 Numerical accuracy tests of the missile interface case (Case 3) (0.9, 0.6) cannot be determined by the interface scheme mentioned before. Under Dirichlet boundary condition, we could discretize (bu x ) x at (0.9, 0.6) by using a one-sided finite difference scheme, which involves three points (0.7, 0.6), (0.8, 0.6) and (0.9, 0.6). Other boundary conditions will not be discussed in the present paper. Numerical results in Table 6 verify the convergence of the proposed method and numerical solution of Cases 4(a) and 4(b) are shown in Fig. 14 .
Case 5
In this example, we considered a problem with multiply connected curved edges, see Fig. 15 . The level set function /(x, y) is given by
In this case, the interface C is consist of six pieces of smooth curves. The exact solution is given by:
Numerical results are presented in Table 7 . Second order convergence is achieved.
Case 6
We consider a thin-layered interface problem which is important to evaluating thin-layered coatings, see Fig. 16 . In this case, the whole domain is divided into three subdomains, thin layer X + , outside domain X Table 6 Numerical accuracy tests of the chess board interface case (Cases 4(a) and 4(b)) method directly. However, when we consider the practice problems, the material within X À i is usually perfect conductor, therefore we have u(x, y) " 0 within X À i . In this case, the scheme for Type II irregular points can be significantly simplified by letting all the u The level set function / 0 (x, y) of C 0 is given by
The level set function / i (x, y) of C i is given by
The exact solution is given by: 
Numerical results in Table 8 verify the convergence of the proposed method.
Case 7
It is interesting to discuss a weak-solution problem whose solution has unbounded first order derivative on sharp edge [10] . Consider a domain
with reentrant corner (see Fig. 17 ). The solution on the domain X + = XnX À vanishes. The solution in X À is a harmonic function u(x, y) = Im(z 2/3 ), solving the boundary-value problem
The solution is C 2 ðXÞ \ C 0 ðX À Þ. Finite element (Galerkin) formulations can handle this problem directly [10, 25] . However, this problem cannot be directly solved by collocation formulations. A standard technique is to introduce an algebraic factor. Let us define a function
where w(z) satisfies Dw = 0 with appropriate boundary condition. When w(z) has been obtained from solving the harmonic equation, it is simply an algebraic operation to resolve the solution u 
Both the imaginary and real parts of function w(z) are harmonic function, therefore they can be easily solved by the present MIB method. The errors of both the imaginary and real parts of function w(z) are given in Table 9 . Numerical results of Im(w) and Re(w) verify the convergence of the proposed method. The numerical solution of u(x, y) obtained by Eq. (82) is shown in Fig. 17 . We next test accuracy and convergence on a sharp-edge case that has large contrast ratios of diffusion coefficients. The solution is v = Re(w(z)) in X À and v = 0 in X + , where X À and X + are defined above. Here, v(x, y) satisfies $ AE (b + $v) = 0 in X + and $ AE (b À $v) = 0 in X À . We fixed the diffusion coefficient b À to be 1. The Table 9 Numerical accuracy tests of the imaginary and real parts of wðzÞ ¼ z numerical errors for b + = 1 have been given in columns 4 and 5 in Table 9 . Table 10 shows the numerical errors for b + = 10,000 and b + = 0.001, respectively. We found that the present method is not entirely robust with respect to large contrast ratios of diffusion coefficients. In the case b + ) b À , the numerical solution converges faster than 2nd order. While in the case b + ( b À , the numerical solution converges slower than 2nd order. This behavior will be explored further in our future work.
Conclusion
A wide variety of scientific and engineering problems involve sharp-edged material interfaces, and their governing equations are of elliptic type. These problems call for new efficient methods that do not depend on massive local mesh refinement, which does not work for highly oscillatory waves due to the pollution effect [3] . The present work provides a solution to this class of problems on the Cartesian grid by extending the marched interface and boundary (MIB) method [60, 61] previously designed for straight or curved interfaces. The concept of secondary fictitious values is introduced to deal with difficult topology where primary fictitious values cannot be solved directly. The present MIB method is extensively validated by problems with sharpedged interfaces, as well as problems with a combination of sharp edges and oscillatory solutions, which pose a severe challenge to most existing numerical methods. The designed second order convergence has been confirmed for all the test problems, which has significantly improved the previous best result, 0.8th order, reported by Hou and Liu [25] using a finite element formulation for similar problems.
The main ideas of the present MIB method are follows. First, simple Cartesian grids are used even if the problem is defined on an irregular domain and/or with sharp-edged interfaces. Second, the standard (higherorder) central finite difference (FD) schemes are utilized so that the condition number of the discretization matrix is relatively low, and efficient linear algebraic equation solvers can be used. Third, primary fictitious values are created on the irregular points near the interface to facilitate the use of the central FD schemes. Secondary fictitious values are introduced to resolved primary ones. Fourth, the fictitious values are determined by using physical jump conditions whose proper enforcement warrants the convergence of the FD discretization. Fifth, physical jump conditions are enforced ''on the interface'' to ensure an efficient restoration of accuracy. Sixth, the lowest order jump conditions are used to avoid the possible involvement of cross derivatives in the higher-order jump conditions and higher dimensional polynomials. Finally, to achieve higher-order convergence, the lowest order jump conditions are implemented repeatedly. The application of the present sharp-edged interface method is under our consideration to electromagnetic and acoustic wave scattering, fluid dynamics and aerodynamics.
