Abstract. In 1996 Ivkovič and Lloyd [A fundamental restriction on fully dynamic maintenance of bin packing, Inform. Process. Lett., 59 (1996), pp. 229-232] gave the lower bound 4 3 on the asymptotic worst-case ratio for so-called fully dynamic bin packing algorithms, where the number of repackable items in each step is restricted by a constant. In this paper we improve this result to about 1.3871. We present our proof for a semionline case of the classical bin packing, but it works for fully dynamic bin packing as well. We prove the lower bound by analyzing and solving a specific optimization problem. The bound can be expressed exactly using the Lambert W function.
1. Introduction. The classical one-dimensional bin packing problem is among the most frequently studied combinatorial optimization problems. In its traditional definition a list L = {x 1 , x 2 , . . . , x n } of elements (also called items) with sizes in the interval (0, 1] and an infinite list of unit capacity bins are given. Each element x i from the list L has to be assigned to a unique bin such that the sum of the sizes of the elements in a bin does not exceed the bin capacity. The size of an element will also be denoted by x i . The bin packing problem consists of packing the items to the bins in such a way that as few bins as possible are used.
It is well known that finding an optimal packing is NP-hard [8] . Consequently, a large number of papers have been published which look for polynomial time algorithms that find feasible solutions with an acceptable approximation quality.
For measuring the efficiency of algorithms there are two general methods: the investigation of the worst-case behavior or-assuming some probability distribution of the elements-a probabilistic analysis. In this paper we will concentrate on the asymptotic worst-case ratio of an algorithm. For a given list L, denote by A(L) and OPT (L) the number of bins used by algorithm A and the number of bins used in an optimal packing, respectively. Then the asymptotic worst-case ratio (AWR) of algorithm A is
If an algorithm has an AWR of R A , we also say that it is R A -competitive.
In recent decades many different types of algorithms have been proposed and also several variants of the classical problem have been introduced and studied. Since the terminology used for classifying algorithms or problems is not unique, we start the paper with a proposal for a new classification based on a different view of the problem. To this end, we distinguish two contributors: the scheduler, who provides information on the problem data, and the loader, who packs the items. The actual problem then depends on how the scheduler gives the data and which strategies the loader uses for packing.
We suppose that the scheduler reveals information about the items at subsequent discrete time steps. The information consists of messages that certain elements (with respective sizes) arrive and/or that certain elements can be deleted. The total number of such time steps is at most n because information about several items can be given in the same step. If the element x i appears in step j to be added to the list, then we say that its arrival time a i is j. In some step k, the scheduler may also inform about the fact that the item x i can be deleted. We say that the deletion time d i of x i is k. From this time the item may be deleted from the bin into which it was packed earlier.
Of course, a i < d i , for 1 ≤ i ≤ n. By setting d i = ∞ we indicate that no deletion time for item x i has been given.
At every time step the loader decides on its actions for packing the items. If some elements are packed and some others are deleted, we assume that first the deletion operations are performed.
In short, the scheduler decides on how the problem data is given, and the loader finds a feasible packing of all items depending on arrival and deletion times. Special strategies now lead to different variants of bin packing.
If a i = 1 and d i = ∞ for every i, 1 ≤ i ≤ n, then the loader immediately receives complete knowledge about the list. In this case the scheduler produces an offline problem and the loader applies an offline algorithm.
If a i = i and d i = ∞ and the loader packs the items one by one in each step without knowing anything about subsequent elements (neither the sizes nor the number of the elements), and the packed items may not be repacked anymore during the algorithm, then we speak about an online problem and an online algorithm.
In the case of semionline (SOL) algorithms the scheduler specifies the problem online as above, but the loader is allowed to apply at least one of the following operations: a repacking of some items, a lookahead into the next several elements, or some kind of preordering. SOL algorithms allowing only a restricted number of elements to be repacked in each step are called c-repacking SOL algorithms.
If the scheduler also allows the deletion of elements, then we speak about a dynamic bin packing problem (DBP), and if the loader exploits this additional information for deleting items then his algorithm is a dynamic bin-packing algorithm. In this case A(L) is considered as the maximum number of used bins during the packing. An offline DBP basically would be a special type of scheduling problem. Therefore, in the context of bin packing, only online and SOL dynamic problems are investigated.
If, in the SOL case, only repacking is allowed for the loader, and the scheduler may specify some elements to be deleted, then Ivkovič and Lloyd in [12] use the terms fully dynamic bin packing problem (FDBP) and fully dynamic bin packing algorithm. The c-repacking FDBP can be defined similarly to the definition of c-repacking SOL problems.
For offline bin packing algorithms the best results were achieved in [5] and [13] , where the authors proved that for any ε > 0, there are algorithms which can solve the bin packing problem in linear time, while their AWR is 1 + ε. Recently, the best online algorithm was given by Seiden in [15] and its AWR is 1.58889. The best-known lower bound 1.5401 is due to van Vliet [16] .
SOL algorithms were investigated in [9] , [10] , and [6] . The first and the second references use different types of lookaheads, and the last one allows repacking. Gambosi, Postiglione, and Talamo [7] also analyzed certain SOL algorithms. In their algorithms repacking was allowed in a special way: those elements which were "large enough" were repacked one by one, while the "small" elements were moved together in a bundle between the bins. In this sense these algorithms can repack even O(n) elements in one step. They analyzed two algorithms. The faster one has linear time and is 3 2 -competitive, and the other one runs in O(n log n) time and is 4 3 -competitive. Recently, except for trivial results, no good lower bound has been found for the efficiency of SOL algorithms.
Various dynamic approximation algorithms were investigated in [3] . Ivkovič and Lloyd constructed an approximation algorithm to solve the FDBP (see [12] ). Similar to the technique used in [7] , they also repacked the small elements using a "bundle technique." The competitive ratio of their algorithm is 5 4 and requires Θ(log n) time per step; i.e., its running time is Θ(n log n). Investigating the lower bounds, they proved that there is no FDBP algorithm with deletions and where only a constant number of elements may be repacked with a better competitive ratio than 4 3 [11] (i.e., for the c-repacking FDBP for any c). Using a similar construction in the proof, we can apply this bound to SOL algorithms as well. This fact was also mentioned by Csirik and Woeginger in [4] .
In this paper we improve the lower bound to 1.3871 for the c-repacking SOL algorithms, but it follows from the construction that this lower bound is also valid for c-repacking fully dynamic bin packing algorithms. This last fact is coming from the following observation. While we try to construct lower bounds either for the c-repacking SOL problem or the c-repacking FDBP, we realize that the two constructions differ slightly from each other: to allow some deletions will not spoil the c-repacking SOL lower-bound construction for the c-repacking FDBP case.
During our analysis we will use different instruments: LP techniques will be combined with results from linear algebra, and finally we will solve a nonlinear optimization problem. 
Construction of the linear program. For
In our analysis size(B) denotes the total size of items in bin B. We present the lower bound as a solution of a linear programming problem.
Proof. Consider an arbitrary c-repacking algorithm A that has to pack list L 0 first. It is clear that the above-defined a is a very small number, and the total size of the repackable items in n 2yj
(j = 1, . . . , k) steps is less than ε k , which is the smallest among ε 1 , . . . , ε k . We want to give a lower bound on A (L 0 ). Denote by z i n the cumulative size of the items that have been packed in y i -type bins (i = 1, . . . , k). Bin B is called a y i -type bin if size(B) ∈ (y i+1 , y i ]. It is easy to see that the total number of y i -type bins is at least zin yi . The cumulative size of the items that have not been packed in any y i -type bin is N a − n k j=1 z j . So we get that
Because of the definition of N we have N a ≥ n 2 − ε − a. This means that
In the following we investigate the behavior of the optimal algorithm on L 0 . In the optimal packing each bin B is loaded such that size(B) > 1 − a. So we get
From (1) and (2) it follows that
Proof. Consider now the packing of the concatenated list L 0 L i (1 ≤ i ≤ k) for fixed i. Let B be a bin which contains an element from L i . Because the size of the big item is x i + ε i , the total size of the small elements in the bin is at most y i − ε i . This can also happen in such a way that, after L 0 has been packed, the bin contains more items, but during the processing of L i , some of them have been repacked to other bins. Since the list L i has exactly n 2yi elements, at most c n 2yi elements could have been repacked. The size of each small item is a, so from the definition of a and ε i we get that A can repack small items with at most ε i cumulative size. So we can say that after packing L 0 size(B) ≤ y i must hold for B. From this it follows that the cumulative size of the small items packed together with an item from L i is
Other small items from L 0 can be packed in y j -type bins, where j = 1, . . . , i − 1. The total size of the remaining elements of L 0 is N a − n k j=1 z j . So we can estimate the number of bins used by A in the following way:
where S i is the total number of bins which contain only items from L 0 in an optimal packing. A bin containing an L i -element will be denoted by B i . We obtain for the cumulative size small(B i ) of the small elements in B i that
From (5) and (6)
Combining (4) and (7) we get that
Theorem 3. The solution of the following linear programming problem is a lower bound for any SOL c-repacking algorithm:
Proof. The definition of z j (j = 1, . . . , k) obviously implies that k j=1 z j < 1 2 . The statement of the theorem then follows from Lemmas 1 and 2.
3. Solution of the linear program. To simplify our model we introduce a new variable z, which is the sum of all z j 's, i.e., z = k j=1 z j . Using this substitution and some reordering, we can rewrite (9) in the following form:
Instead of (10) we first solve a linear system of equations related to our problem. The number of equations is k + 2. The variables of the system are z, z 1 , . . . , z k , b, while y 1 , . . . , y k are some fixed parameters, satisfying the conditions of Theorem 3.
Lemma 4. The system (11) has a unique solution. Proof. Let M be the matrix of (11) . Then
. . . . . .
Denote by det(M ) the determinant of M . We prove that det(M ) < 0, and so from Cramer's rule the statement of the lemma follows. Let us expand det(M ) using the last column of M . So we obtain
where M i is a (k + 1) × (k + 1) matrix, which is obtained from M by deleting its last column and ith row. Expand det(M i ) by its last row. So
where M ij is a k × k matrix, which is obtained from M i by deleting its last row and jth column. Now we investigate how M ij looks: . . .
Case A. Suppose that j = i and j = i + 1 and consider only the ith and (i + 1)th columns of M ij . The two columns are the following:
It is easy to see that these columns are not independent, so we obtain that det(M ij ) = 0 if j = i and j = i + 1.
Case B. If j = i, then M ii is a lower triangular matrix of the form . . .
From this we get that det(M 11 ) = 2
k y k , and that for
is also a lower triangular matrix:
It is easy to see that det(M i(i+1) ) = −2 k if i = 1 and det(M 12 ) = 2 k . Using these results, we get from (14) that
So from (13) we obtain
Since y i−1 > y i (i = 2, . . . , k) and 1 2 ≥ y 1 we get
> k, and so det(M ) < 0.
Lemma 5. The solution of system (11) satisfies the conditions of the linear program (10) and
Proof. By substituting the right-hand side of (11) into M , we obtain the matrix
Using again Cramer's rule,
By a similar analysis we can prove that the other conditions of (10) also hold. As an example we present only the inequality
where
The validity of the other inequalities can be shown easily. Lemma 6. The solution of system (11) is an optimal solution of the linear program (10).
Proof. Consider the solution vector v of (11). Because of Lemma 5 it is a feasible solution of (10) . Let v be a basis solution. The objective function contains only b, which has a positive coefficient, satisfying the optimum criterion. So we get the statement of the lemma.
4. Getting the lower bound. In this section we deal with the optimal choice of the variables y 1 , y 2 , . . . , y k . To choose them in an optimal way, we have to solve the following nonlinear optimization problem:
It does not seem to be easy to solve (15) analytically for arbitrary fixed k, but it can be done numerically by global optimization tools. Details can be found in [1] . In this paper we analyze (15) for the case when k → ∞.
Lemma 7. The optimal solution of (15) converges to the maximum of the function
Proof. We distinguish two cases. Case 1. In this case we assume that y 2 ≤ , y k ≤ y 2 , 4 ≥ 2 + y k , and applying the inequality between the arithmetic and geometric means for the numbers (15), we obtain the upper approximation (see [14] ) Using that lim k→∞ (k − 1)
, we obtain that Here we used the fact that, if we compute the maximum of f(x) in the given interval, then we can construct a series of values y 1 , y 2 , . . . , y k which gives an optimal solution for (15) . The construction sets y 1 to Proof. The proof is straightforward by taking the derivative of f(x) and investigating the function analytically.
5.
Conclusions. In this paper we discussed improved lower bounds for the crepacking version of the classical online bin packing problem. Note, however, that these bounds are valid for c-repacking fully dynamic bin packing algorithms as well. Namely, when deletions are allowed, our construction can be applied in the following way. We first give the list L 0 , then insert L 1 , and after deleting this, we insert L 2 , etc. By examining the list L 0 and the L 0 L 1 , L 0 L 2 , . . . , L 0 L k configurations, we obtain the same lower bound with similar arguments as above.
