Received May 31, 1988; revised September 16, 1988 Let us say that a subspace M of a Banach space X is absolutely proximinal if it is proximinal and, for each XE X, I,xII can be expressed as a function of d(x, M), the distance from x to M, and d(0, PM(x)), the distance from the origin to the best approximant set. Then this functional dependence must be given by a suitable norm on R*. This defines a naturally occurring class of subspaces which includes all LP-summands, all M-ideals, all subspaces with the 1 i-ball property, and all absolute subspaces. This paper initiates the study of this class of subspaces. We also obtain some numerical estimates for the inner radius of a set of best approximants.
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INTRODUCTION
In what follows, (X, 1). ,I) denotes a Banach space over the field K (R or C). Given a closed subspace M of X, the set of best approximants in M to a vector x E X is denoted by P,u(x) , that is, PM(x)= {mEM:Ilx-mll= Ilx+MII}.
Recall that M is said to be proximinal if P,V(x) is nonempty for all .YE X. One has easily that P,u(x) is a convex, closed, and bounded set and that We are interested in those proximinal subspaces M with the property that the norm of each vector .TE X depends only on the distances d(0, P,w(,~)) and IIx + MI . More concretely, a proximinal subspace M of X will be called absolutely proximinal if there is a real valued function .f( r, s) defined for r. s >, 0 such that l,.rll =/'(&I P'WM(.~))? 4-& W) for all .V E X. + If necessary we emphasize the function J by saying that M is f-proximinal. Our first task, in Section 1, is to find a characterization of those functions f which can appear in * We ignore the trivial cases M= { 0) and M= X. It turns out that .I' must correspond to a lattice norm on R*-with, of course,f(O, l)=f(l,O)= 1. The special case when f is the L-norm on R2 (i.e., L(a, h)= la1 + lhl) has already been studied. It was shown in [ 11, is equivalent to the 1 i-ball property, which was first defined in [23] .
The 1 f-ball property is in turn a generalization of the notions of the M-ideal and the L-summand, which have been studied by a number of authors [2, 161. Let us recall that, given a norm 1. I on R', a 1. I-summand in X is a complemented subspace M with projection P which satisfies llxll = I( IIPxll, 11-r -P.xll)I for all .YE X. A I 'i-ideal is a subspace M whose polar MO is a I . I *-summand in X*. Here I .I * is the dual norm of I .I, defined by I(r, s)l* =max{ Isa+rhl :I(a, h)l = 1). For the M-norm on R' (i.e., M(a, h) = maxi l al, Ihl} ), we obtain M-summands and M-ideals. An M-ideal is said to be proper if it is not an M-summand: a typical example is cg c I,. For the L-norm on R', it turns out that every L-ideal is already an L-summand. (See, for example, [ 16, Theorem 6.161.) A comprehensive study of I .I-summands, 1 .I-ideals, and their natural generalizations was undertaken in [ 193 and [20] . The most general subspaces considered in [20] are the so-called absolute subspaces, and it was proved there that they are absolutely proximinal. Absolute subspaces are not considered until quite late in this paper, so we postpone their definition for the time being. Instead, let us just summarize the relationships which exist between these classes of subspaces:
(i) Every M-ideal is an absolute subspace and has the I i-ball property.
(ii) Every L-summand is an absolute subspace and has the I t-ball property.
(iii) Every absolute subspace is absolutely proximinal.
(iv) Every subspace with the 1 i-ball property is absolutely proximinal.
It has long been known that M-ideals are proximinal and that the best approximation mapping P, is well-behaved in a certain sense [ 14, i.e., P(x) is always a singleton, their approximation theoretic behaviour is less interesting.) Later [23, Sect. I] it was shown that the good approximation theoretic behaviour of M-ideals is shared by subspaces with only the 1 f-ball property.
In this paper, we show that these properties are also shared by absolutely proximinal subspaces. In Section 2 we establish the basic properties of absolutely proximinal subspaces, including the fact that their best approximation operator is Lipschitz continuous, and other results stated in the abstract.
In Section 3 we show that absolutely proximinal subspaces of complex Banach spaces are far more numerous than previously thought. More precisely, we show that every complex Banach space has the 1 f-ball property (without being an M-ideal or an L-summand) in some superspace.
In Section 4 we introduce a related but very weak property which we find useful for studying the existence of interior points in PM(x) . Specifically, we obtain some estimates for the inner radius of the set of best approximants.
We also show that a Banach space which is absolutely proximinal in its second dual must already have the I f-ball property in its second dual.
Part of this work was done while the fourth author was visiting the University of Granada. He is grateful to the Department of Mathematical Analysis for its hospitality and support during that period.
1. f-PROXIMINAL, 1 .I-PROXIMINAI., AND U-PROXIMINAL SUBSPACF~
Here we determine which functions f can appear in the definition of f-proximinality and show that absolutely proximinal subspaces form a subclass of the previously studied U-proximinal subspaces.
LEMMA 1.1. Let M he a nontrivial proximinal subspace of A', and let rl, r2, ., r t be nonnegative real numbers with r, < rz and s < t. Then there are x , , x2, J' in X such that
;jx, + MI1 = 'lx2 + M(I = s, d(0, P,,(x,))=r,, 40, P,,,(.r2)) = r2, I
.V] II < I!.r, II.
Proqf: Let x0 E X be such that JJxg + M/I = s, choose m,, E P,(x,), and write x = x0 -m,. Also lix m E M with llrnll = 1 and define
for all E. 2 0.
It can be easily verified that cp, $ are nonnegative, continuous, unbounded convex functions satisfying ~(0) = Ii/(O) = 0. Moreover cp(i) = 0 if and only ifi.m~P~(x),ifandonlyif~(i.)=O.Soifwewrite~.,=max{i.~O:cp(~)=0} = max{i.>,O:$(i) =0}, then cp and $ are strictly increasing functions for i. 2 i.,. Thus we can find i.,, i,, p > i.,, satisfying
Finally we takey=x-pm, x,=x-i,m, x2=x-l,m. 1 LEMMA 1.2. Let M he an absolutely proximinal subspace of X. Then there is a unique function/such that M is f-proximinal. Moreover f is strictI) increasing and continuous in rhe first cariable.
Proof For r, s3 0 we can use Lemma 1.1 to find an XE X such that d(0, P,&x)) = r and Ix + MI1 = s. Thenf(r, s) is uniquely determined by the equation
In the notation of Lemma 1.1 we have so r ++f(r, s) is a strictly increasing function. In view of the first part of the same lemma, the range of this function is an interval, i.e., has no discontinuities. 1
It is clear that M is an f-proximinal subspace of X if and only if M is an /-proximinal subspace of M+ Kx for all x in X. In particular, f-proximinality of M is preserved when we replace X by a closed subspace of X containing M. Also, f-proximinality is obviously preserved when we pass to the real restriction of a complex space. Our next goal is to prove that f-proximinality is also preserved under the formation of quotient spaces. LEMMA 1.3. Let M be an absolulely proximinal subspace qf X and N a closed subspace of M. Let Q: X + X/N denote the quotient mapping. Then, .for any x in X, PpCw,(Q(x)) is the closure (in X/N) of'Q(P,(.r)).
Proof: We have easily lIQ(.r) + Q(M)/1 = (lx + Mjl, so Q(P,(x)) c Ppc,,(Q(x)) for all XE X. Since P ocM,(Q(x)) is closed, it only remains to prove that every element of this set is in the closure of Q(P,w(x)). After translation we can suppose that the given element is zero. So we assume that OEP Q,M,(Q(.x)), that is. (I?c+ MIJ = 11.~ + Nil, and we must find elements in N arbitrarily close to PJx). Let (nk) be a sequence in N such that 11~ -nk 1, -+ 11~ + MI;. Then f(d(0, P,w(x -nk)), Iix + MI1 ) + 11.~ + Mll, where f is the function given by Lemma 1.2. Choose m in PM(x) and note that 11,~ + MI1 = I x -mll =.f(d(O, P,,(x -m)), 11.~ + MII ) =1'(0, IIx + MII 1.
According to Lemma 1.2. the function r w.J'(r, IIs + MI1 ) (defined for r 2 0) has a continuous inverse. So we obtain d(0, P,(x -nk)) 4 0, that is, d(n,, P,,(x)) + 0, as required. 1 Remark 1.4. The assertion of the above lemma is no longer true if we assume M to be only a proximinal subspace of X, as the following example shows. Let X = I,, and let x E I, be given by 2x, = ,Y* = 1 and .K, = 0 for n 2 3. It is not difficult to verify that Ilx+ MI( = 11x+ NII = 1, and so OE PpC,+,,(Q(x)), whereas d(0, Q(P,(x))) = 1. Thus the best approximation mapping onto an absolutely proximinal subspace behaves particularly well under quotients. Note also that the assertion of the above lemma is clearly true when M and N are both proximinal subspaces. The point is that N need not be proximinal in Lemma 1.3. where we have used Lemma 1.2 for the second equality and the rest is obvious. We have already noted that 11.x + MI1 = lie(x) + Q(M)ll. An application of Lemma 1.3 then yields d(0, Q( P,W(x))) = d(0, PoC,,,,(Q(x))). Thus we have, for all x E X, IIQ(x)ll =.0&A I' Q,,t,,(Q(-u))), IIQ(-u) + Q(WII 1,
The way is now prepared for the determination of those functions f for which there is a nontrivial f-proximinal subspace. By absolute norm we mean a norm (r, (ii) f is the restriction to the positive quadrant of some absolute norm I .I, for which (0, 1) is un extreme point of the unit huff of (R*, I . I ).
ProoJ (i) * (ii) Without loss of generality, we may suppose that the scalars are real. Passing to a quotient space, Proposition 1.5 allows us to assume that M is one-dimensional. Choose XE M with ilxll = 1 and ye X with d(y, M) = 1. Then P,+,(y) must be an interval of the form [i, ~1 x = {rx:i. 6~ <cc}. Translating y parallel to M, we may suppose that this interval is symmetric about the origin; i.e., that -i. =p =n* for some n* 2 0. For any (r, j?) E R*, we have and d(0, P,,.,(ax + by)) = 4 --x9 C -IPI n*, IBI n*l x1 = (14 -IPI n*)+. Lau [ 151 showed that every Li-proximinal subspace is actually proximinal and that the metric projection P: X + H(M) is continuous (and so, by [21] , admits a continuous selection). The same is therefore true for absolutely proximinal subspaces. Later we give a direct proof of a stronger result: namely, the metric projection onto an absolutely proximinal subspace is Lipschitz continuous. This was already known for subspaces with the 1 i-ball property [23] . Combining this with some results from [ 151 and [ 183, we see that not every C'-proximinal subspace is absolutely proximinal.
PRINCIPAL PROPERTIES OF ABSOLUTELY PROXIMINAL SUBSPACES
Let us recall the following concepts, from [ 1 ] and [ 191, which are useful in our discussion of absolutely proximinal subspaces. The numerical range ideas underlying the following definitions can be found, for example, in [4] and [S] .
Let u be a fixed norm-one element in the Banach space X. We denote by D(X, U) (or simply D(U)) the state space of U; that is,
Then D(U) is a nonempty, convex, and \\I*-compact subset of X*. For x E X we write
which is a compact convex subset of K. One could refer to V(u, x) as the numerical range of x with respect to U. We also write M"(x) = max(re i: ;.E V(z4, .Y)}; it is well known [8, Chap. V] 
that
Finally, if M is a nonzero subspace of X we define a seminorm p,,, on X by
Since V(lu, x) = iV(u, x) whenever ]A] = 1, it is easily verified that P,~ is a seminorm. Note that p,,(m) = IlmlJ for all me it4 and that pM(x)< ll.xll on X.
Given an absolute norm 1. ( on R*, we define two indices n = n( 1. ( ) and n* =n*(l.l) as follows:
n=limlu,~)l-l 210 2.
n*=max{r:](r, I)] = 1).
It turns out that n*(l.I)=n(l.I*). We say that 1.1 is of type 1 if (1,O) is not a smooth point of the unit ball of (R*, ) .I), of type 2 if (1,O) is both an extreme point and a smooth point of the unit ball, and of type co if (1,O) is not an extreme point of the unit ball. Similarly we define the cotype of I .I according to the behaviour of (0, 1). The analogy with the L', L", and L" unit balls should be clear. Notethatn>Oiff).(hastypel,n*>Oiff(.(hascotypeoc,andn+n*dl always. Proposition 1.6 asserts that a nontrivial 1. I-proximinal subspace exists if and only if the cotype of ) .( is not cc.
The following lemma follows from the above definitions via some calculations with norm derivatives. Using the BishopPhelps Theorem [S, Sect. 163 we obtain a u in the unit sphere of M and ge D(M, u) such that IIg -f II < (6 -c)/k, where k=sup{(Jyl! :.YE P,+,(x)}. Then, for all y in PM(x) we have as required. 1
The following is our fundamental result about absolutely proximinal subspaces. Its technical nature is forgiven in view of its consequences. Prooj: First suppose that 04 P,w(~~), and choose E with 0 -CC < d(0, P,Js)). Let U, g be given by Lemma 2.2. By Lemma 2.1 we have M"(x) 3 E + n I/x + MII, whence P,,,(X) > E + n (1.~ + Mll. Now letting E + d(0, P,Jx)), we obtain max{ p.,,(x), n II-Y + MII } 2 40, P.+,(x)) + n 1,x + MII.
This inequality is clear when OE P,,(x).
For the reverse inequality, let us fix a norm-one element u in 144. Using the fact that M"(y) < llyll for all y E P,,,(x), Lemma 2.1 yields M"(x) < llyll + n (Ix + MI1 for all )' E P,M(~), whence A renorming process in the direction opposite to that of Proposition 2.7 is restricted to type 1 absolute norms, in view of Corollary 2.5. Under this restriction, we show below that such a renorming process is always possible. It was proved in [19, Lemma 1.101 that, given an absolute norm 1. (, there is a unique absolute norm I . I ' which satisfies I(r, .~)I = [(r + ns, s)l l for all r, s 3 0. It is easy to see that there is a unique absolute norm I . I for which I(r + n*s, s)l = I(r, s)l whenever r, s 2 0. We note that the unit ball of (R', I . I + ) is closer to the unit ball of (R', M), whereas the unit ball of (R*, I .I -) is closer to the unit ball of (R2, L). Then ~~~~~~~ is an equivalent norm on X and M is a 1. I-proximinal subspace qf (X Ill . Ill 1.
The proof of this is quite similar to that of Corollary 2.6. Propositions 2.7 and 2.8 show that the class of absolutely proximinal subspaces is essentially the same as the class of subspaces with the 1 i-ball property. We note here that the class of U-proximinal subspaces is strictly larger. For example, let X be a uniformly convex space and M an uncomplemented subspace. Then M is U-proximinal [ 15, Proposition 4.31 and Chebyshev in X. According to [ 18, Corollary 21, its metric projection cannot be Lipschitz continuous. Theorem 2.4 then shows that A4 is not absolutely proximinal. This argument remains valid under any renorming of X which preserves the norm on M and the (singleton) sets of best approximants.
By taking into account the existence of uncomplemented subspaces satisfying the 1 f-ball property we have that, in view of Corollary 2.5 and Proposition 2.8, every I . (-proximinal subspace is complemented if and only if the absolute norm I . I is not of type 1.
If we apply consecutively the renorming processes in Corollary 2.6 and Proposition 2.8 we obtain the following result which includes both results as particular cases. Finally, by Proposition 2.10 the mapping x H (x + N, x + M) is an isometric linear imbedding of X into Y x X/M which sends u to (u + N, 0). The conclusion now follows from the fact that upper semicontinuity of duality mappings is preserved when we pass to subspaces. 1
Observe that the full strength of absolute proximinality was not used in the previous proof, but only in the conclusion of Lemma 2.10. This property is studied in greater detail in Section 4. THEOREM 2.12. A subspace C$ a Banach space is an absolute/~ proximinal subspace (f and only if its polar is absolutely proximinal in the dual space. More precisely, M is ) . I-proximinal in X lf and only $ MO is I . I * --proximinal in X*.
ProojI (a)
Let M be a 1. I-proximinal subspace of X. If the norm I .I is not of type 1, Corollary 2.5 tells us that M is a ) . I-summand. Then MO is a 1.1 *-summand and so by [20, Theorem 2.11 must be a 1 .I* -proximinal subspace of X*. Now assume that 1. I is of typ 1. An application of Corollary 2.6 tells us that M satisfies the 1 t-ball property when X is renormed by I:IxII = max{ p+,(x), n Iix + MII 1.
We have easily II(m = llrnll for all m E M and (11.~ + Mill = n (lx + M!I for all XE X. It is not difficult to check that if we now apply Proposition 2.8 to the Il.l'+ M"ll )I * .
We must prove that this inequality is in fact an equality. We clearly have ( -G= ) This part of the Theorem is more difficult and is broken into several steps. First note that, by Proposition 1.5, we need to consider only the case dim(MO)= 1, for if MO is a 1.1*--proximinal subspace of X* we apply the above result on quotients and find that MO/Y0 is a I .I* -proximinal subspace of X*/Y0 z Y*, for any closed subspace Y of X containing M. We apply this with Y= M + Kx for arbitrary XE X and we are in the onedimensional case which we suppose to be solved. So we obtain that M is a I .I-proximinal subspace of M + KX for all x E X, and this is just what we need.
If I.1 *-= I.1 + * is not of type 1, then MO is a I I -*-summand in X, and I.1 + is not of cotype a. From [ 193 it follows that M is a 1. I +-summand in X, and by [20, Theorem 2.11 it must be 1. I ' -proximinal. But 1. i + = 1 .I = 1.1, because n* + n = n*( I .I . ) = 0, and thus M is I .I-proximinal.
So we assume that 1. I * is of type 1 and that M" is one-dimensional. Thus MO = Kg for some ge X* with \\gl: = 1. An application of Corollary 2.6 shows that MO Now it is a matter of using straightforward calculations to verify that the closed unit ball for the norm (I~.111 is w*-closed. Then I!1 ./I) is the dual norm of an equivalent norm on X which we denote also by 11 .lll. By [24, Theorem 31 M satisfies the 1 t-ball property in (X, 111. III). Now we apply Proposition 2.8 to obtain yet another norm 1: . Ilo on X, such that M is a I . I-proximinal subspace of (X, I . II O). The proof concludes by showing that 11. II = I(. II o. To this end we use the defining formula for II . lIo, that is, >I + .
As in the proof of the "only if" part of the Theorem, we can dualize to obtain II/ llo = I(40, P.&f I), Ilf + M"l: )I * = Ilf II for all fe X*. In this section, we show that such examples are most abundan:. In fact every complex Banach space has the I i-ball property in some superspace, in a nontrivial way. We present the results in a manner which is independent of the scalar field, since this result is also of some interest for real Banach spaces.
For sets A and B in some Banach space, we write A 2 B to mean that the two sets have the same closure and the same interior. Given r>O, let us say that a set SC K is r-balanceable if there is another set Tc K with S + T 2 (i E K : [iI < r}. This property is not very interesting if K = R. LEMMA 3.1. Let M = Ku he u one-dimensionul subspace of X with the 1 ~-hall property.
Assztme llull = 1, und u,rire P,$,(.u) = K(x) U, where
We abbreviate V(u, X) by writing V(X). By Lemma 2.1 we have M"(.r) = inf{M"(lv): is II/l(-halanceahke.
(ii) There exist a Banach space X containing Y, an element e E X tvith d(e, Y) = 1 such that Y has the 1 i-hall property in X, and P,(e) = K.
Proof:
Given any f E Y* with II/'11 = 1, we can find a set S, c K with f(K) -S, = B(0, 1). Let X be the vector space Y@ Ke, and define The reverse inequality follows easily from the triangle inequality, so the proof is complete. Let us say that a subset S of a Banach space has constant width w if S -S rr. B(0, H,). Clearly every ball has constant width, but there are asymmetric examples, the most famous of which is the Reuleaux triangle. This is the intersection, in the euclidean plane, of three balls of radius M', whose vertices form an equilateral triangle of side length II*. COROLLARY 3.3 . Let X be any Banach space, M any closed subspace whose dimension o1;er the reals is at least two, and 1.1 an absolute norm of type 1 and not of'cotype cc. Then there is a Banach space Y containing X and a point eE Y, such that X is 1 .I-proximinal in Y and Px(c) is not symmetric and its linear span equals M.
Proof Choose subspaces E and F of M such that A4 = E@ F and F has dimension one/two, depending on whether the scalars are complex/real. Let S be a Reuleaux triangle, of width i, in F. Then K = f B, + S certainly has the property that f(K) is balanceable, for all f E X*. Theorem 3.2 establishes the result in the case 1 .I = L, and the general statement then follows from Theorem 2.9. [ It is natural to ask which subsets of C are balanceable. Clearly every set of constant width is balanceable, and it might be conjectured that the converse is true. The following example shows this is not so. EXAMPLE 3.4. Let a square be given in C. Determine four points X, , . . . . xq inside the square and r > 0, such that for each i, two adjacent vertices of the square he on the boundary of B(x,, r) and the arc joining them subtends an angle of n/4. Put S= n:=, B(.r,, r), and let T be the body obtained from S by a rotation of n/4. It is easily checked that S+ T is a ball of radius r. Being symmetric, S does not have constant width.
INTERIOR Por~rs 0~ P(s)
In this section, we define a new property of subspaces, much weaker than 1 .I-proximinality, and use it to establish some estimates for the radii of balls contained in P,M(.~). This generalizes somewhat similar estimates obtained by Harmand [12] for the special case of M-ideals.
Given an absolute norm 1.1, let us say that M has the 1. I-property if, for all x E X, 11.~1' = I(p,Js), n(.u, M))I.
This property is quite weak. One can easily check that every Banach space has the M-property in its bidual, and so the M-property does not even imply proximinality.
Nevertheless, it is a useful property for US to consider, as the remainder of this section shows. For Banach spaces which are absolute subspaces in their biduals, much more is known [6] . There are many Banach spaces which are M-ideals in their own biduals. For example, every subspace of the space of compact operators K(I,, I,), for 1 < p < q < a, has this property [ 13, Example 3.3(a) (ii) If d(x, M) < Ilx)l and p,Jx) <n* Il.rll we obtain the contradiction llxll = I(P,~x). 4x3 M))I < I(n* IId, Il.~11 )I = II4l.
(iii) Put Y = M8K.r.
(We assume that x4 M, as otherwise PM(x) is obviously nonempty.) Since v( Y, M) < n*, we can find y E Y with p,Jy) < n* ,13:11. Clearly .r 6 M, so x E M@ KY. By (ii), 0 E P,M( .v), whence P,(.r ) z 0. 1 We denote by r,(S) the inner radius of a set S, i.e., the supremum of those real numbers r for which S contains some ball of radius r. It is notationally convenient to adopt the convention that r,(0) = 0. We use these ideas to make some remarks about proper semi-M-ideals. It is now high time for us to define semi-ideals and absolute subspaces. Recall that M is said to be a semi-l .J-summand of X if there is a mapping 7c from X onto M satisfying the identities n(i.x+ n(y)) = in ( If in addition X is n-dimensional (n < co ) then 0 -C v( X, M) 6 1 -2/n, and these estimates are the best possible.
Proof
It is well known [17, Theorem 1.23 that P,+,(x) -P,+,(x) z B(0, 2d(x, M)). The first statement then follows from Corollary 4.6. It is a well-known consequence of Helly's Theorem that, in any n-dimensional normed space, any set of constant width LV contains a ball of radius w/(n + 1). Thus ri(Picl(x)) >2d(x, M)/n. Propriety forces r,(P,(x)) < I.
The renorming process of Harmand shows that r, (P,+,(x)) can be arbitrarily close to 1. (Of course equality holds precisely when M is an M-summand in X.) In the other direction, the classical example X= I,(n) and M= {(x,, . . . . ,x,,):xl + ... +x,=0}
shows that r,(P,w(.u))=2jn is possible, when x = (l/n)( 1, 1, . . . . 1). 1
We finish with a couple of results about absolute subspaces. For further information about absolute subspaces we refer to [6] and [20] . The last equality follows from [20, Theorem 2.11. It is clear that P,w(,~) is a ball, so an application of [20, Corollary 2.21 shows that M is a semi-l . i-summand. a
Our last result is an easy consequence of Corollary 4.6(i) and the arguments used above. COROLLARY 4.9. i'j' M is un 1. I-subspace of X, with ,u(X, M) = v(X, M), rhen .for all x E X, iI:e hate 2n*r,( P,Jx)) = (n* + n -v(X, M)) diam P,u(.~).
In this regard, it is pretty obvious that if M is a proximinal subspace of codimension one in X, then diam PJx)/d(x, M) and r,(P,Jx))/d (x, M) are both independent of XE X\M. If M is a 1 .I-subspace, of any codimension, then diam P,,,(x)/d(x, M) = 2n* for all .Y # M [20, Theorem 2.11, but r,( P,,(x))/d(x, M) may vary with x. Finally, the example R( I, 1, 0) c l, (3) shows that the 1 f-ball property is not sufficient to guarantee that diam P,,(x)/d(x, M) is constant.
