Agricultural protection in rich countries, which had depressed Australian farm incomes via its impact on Australia's terms of trade, has diminished over the past two decades. So too has agricultural export taxation in poor countries, which has had the opposite impact on those terms of trade. Meanwhile, however, import protection for developing country farmers has been steadily growing. To what extent are Australian farmers and rural regions still adversely affected by farm and non-farm price-and trade-distortive policies abroad? This paper draws on new estimates of the current extent of those domestic and foreign distortions: first, to model their net impact on Australia's terms of trade (using the World Bank's Linkage model of the global economy); and second, to model the effects of that terms of trade impact on output and real incomes in rural versus urban and other regions and households within Australia as of 2004 (using Monash's multi-regional TERM model of the Australian economy).
Introduction
Throughout the post-World War II period, Australian farmers have been discriminated against by policies at home and abroad. At home, Australia's manufacturing protection policies far more than offset the country's agricultural support policies, so the farm sector and farm household incomes were smaller than they would have been without those policies; but domestic reforms in the past three decades have virtually removed that part of the discrimination (Anderson et al. 2007) . Abroad, the Australian farm sector was an indirect beneficiary, through improved terms of trade, of anti-agricultural policies of developing countries such as export taxes, but had been harmed by pro-agricultural policies in other high-income countries (Tyers and Anderson 1992) . Over the past quarter-century the former have greatly diminished, and even the latter have diminished somewhat in their trade impact. Nonetheless, those reforms have brought the world only about half way towards free merchandise trade, in terms of the effect of policies on global economic welfare (Valenzuela et al. 2009 ).
What would be the impact of removing those remaining distortions in world markets for goods on farm versus non-farm incomes and on rural versus other areas in Australia? To answer this question, the present paper draws on new estimates of the current extent of those domestic and foreign distortions first to model their net impact on Australia's terms of trade (using a model of the global economy), and second to model the effects of that terms of trade impact on rural vs urban and other regions and households within Australia as of 2004 (using a multi-regional model of the Australian economy).
The Australian case is different from that of other high-income countries in at least two respects. First, agriculture has never been assisted more than non-agricultural sectors in Australia, in contrast to virtually all other Organization for Economic Cooperation and Development (OECD) countries. In that sense, it is much more like a primary product-exporting developing country. And second, since the mid-1970s Australian exports of minerals and energy raw materials have been indirectly assisted by quotas on petroleum production (agreed to by members of OPEC, the Organization of the Petroleum Exporting Countries). Hence, sectoral policies abroad hurt Australian farmers and rural areas not only relative to urban areas but also relative to (mainly remote) areas specializing in mining. OPEC's policy of output restraint is not (yet) subject to negotiation at the World Trade Organization (WTO), so has to be accepted as is rather than be treated as a policy amenable to reform. Agricultural policies, on the other hand, are an integral part of the WTO's current round of multilateral trade negotiations and so in principle are subject to reform. Hence, information on their effects is valuable in that it can be used to generate support for policy reform.
Past studies have provided information on the effects of agricultural and trade policies on the farm sector and overall economy nationally (e.g., Anderson and Martin 2006), but to our knowledge there have been no studies prior to the present one that have shown their effects regionally. Yet the degree of price distortion varies hugely between products and hence can be expected to affect regions differentially according to their commodity specializations.
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The paper is organized as follows. We begin by describing the two-stage modeling approach used to estimate first the net impact on Australia's terms of trade of distortions to agricultural and other goods markets abroad as of 2004 and then the regional and net farm vs nonfarm income consequences of those terms of trade effects. We then discuss model results. They reveal that the removal of world agricultural and other goods trade distortions would have a positive impact on rural regions, a negative impact on mining-intensive regions, and mixed for urban regions. While the growth of agricultural protection in rich countries has reversed a little recently, developing countries as a group have transitioned from effectively taxing their farmers to assisting them relative to their manufacturers, particularly via food import restrictions (Anderson 2009) . If this trend continues, Australian farmers and rural regions will have even more reason to press for an ambitious reform outcome from the agricultural part of the multilateral trade negotiations under the WTO.
Modeling approach
To get a sense of just how much agricultural and trade policies abroad are impacting on farmers and others in Australia, a two-stage modeling procedure is needed. For the first stage, we use a global model to estimate the net impact on Australia's terms of trade of distortions to agricultural and other goods markets abroad in 2004 (known as the Linkage Model, described in van der Mensbrugghe 2005). For the second stage, a national model with regional details (known as the TERM (The Enormous Regional Model), described in Horridge et al. 2005 ) is used to estimate the regional consequences of the terms of trade effects of those discriminatory policies. Since Australia had virtually no farm or industrial sector distortions of its own by 2004, there is no need to also simulate own-country reform.
The global (Linkage) model
Global results, based on the comparative static version of the Linkage model, use a modified version of the latest pre-release of the Version 7 database of the Global Trade Analysis Project (Narayanan and Walmsley 2008) . That database is modified in the sense that the distortions to developing country agriculture are replaced with ones from the World Bank's new estimates of distortions to agricultural incentives  expressed as an alternative set of price distortions for using in CGE models by Valenzuela and Anderson 2008) . These simulated global results (see Anderson et al. 2010b ) are transmitted to the Australian national model via changes in the vectors of import prices and export demands. The latter are implemented as vertical shifts in the export demand curves (that is, of the willingness to pay for Australian exports -see below).
The Australian (TERM) model
The national results use the Australian TERM model, which is a 'bottom-up' CGE model with features that enable it to deal with the detailed behavior of producers, consumers and government economic agents in many regions of the country. We simulate the impacts of the removal of current distortions to world markets on Australia by dividing the national economy into 59 regions (Statistical Divisions) and 27 industrial sectors. We also define three superregions of urban, rural and mining localities, based on the ratio of the sectoral value-added share for each region to the national share of sectoral value added (see Appendix Tables A1 and A2 for the regional and sectoral classifications and the regions' relative sectoral value-added shares). The 13 urban regions comprise just over 73 per cent of the population and 71 per cent of national Gross Domestic Product (GDP), and the 13 mining regions comprise 9 per cent of the nation's population and 13 per cent of GDP. Thus, the 33 rural regions account for the residual 18 per cent of the population and 16 per cent of GDP.
The data structure in TERM allows the model to capture explicitly the behavior of industries, households, investors, exporters and the government all at the regional level. The model's theoretical structure is based on that of the well-known CGE model, ORANI (Dixon et al. 1982) . Producers in each regional industry are assumed to maximize profits subject to a production technology that allows substitution between primary factors (labor, capital and land) and between geographical sources of supply for intermediate inputs. A representative household in each region purchases goods to obtain the optimal bundle in accordance with its preferences and its disposable income. Investors seek to maximize their rate of return. In the short-run, this desire is expressed as a positive relationship between regional industry investment and rates of return, but in the medium-to long-run assumed here it is expressed as the endogenous physical capital supply to each regional industry at exogenous rates of return.
Commodity demands by foreigners are modeled via export demand functions that capture the responsiveness of foreigners to changes in Australian supply prices. Economic agents decide on the geographical source of their purchases according to relative prices and a nested structure of substitution possibilities. The first choice facing the purchaser of a unit of a particular commodity is whether to buy one that has been imported from overseas or one that has been produced in Australia. If an Australian product is purchased, a second decision is made as to the particular region the commodity originates from. It is assumed that Australian-made brands are considerably more substitutable than is an Australian brand with a foreign brand. The national data include regional margins for transportation and retailing, with the possibility of substitution of the margins sources based on their relative prices.
Simulation design
Terms of trade results are available, for a wide range of countries, from the World Bank's LINKAGE model under a long-run scenario in which world agricultural and other goods market distortions as of 2004 are removed (van der Mensbrugghe et al. 2010) . The first three columns of Table 1 report comparable results for Australia. To use the TERM model to assess the implications of that set of price impacts at Australia's national border for various sectors and regions of its economy, we translate into TERM shocks the two sets of LINKAGE outputs: movements in foreign currency prices for Australian imports, and vertical movements in foreign demand schedules for Australian exports.
For movements in foreign currency import prices, the communication of results between the two models is relatively straightforward. We translate movements in foreign currency import prices classified by LINKAGE commodity into movements in foreign currency import prices classified by TERM commodity via equation (1) Notice that in equation (1) the exogenous percentage movements in the foreign currency price of commodity c (p ðTermÞÃ ðc;2Þr ) are assumed to be identical across all regions, a feature of our shocks that assists in the interpretation of regional results.
Translating LINKAGE results for foreign currency export prices into TERM shocks is more complicated. As Horridge and Zhai (2006) argue, the appropriate things to communicate to the national model are the willingnessto-pay shifts implicit in the price and quantity movements produced by the global model. Horridge and Zhai show that these can be calculated via the formula: 
TERM model closure
Removal of distortions in global goods markets will have immediate impacts on rates of return, regional wage relativities and output prices. Our aim is to investigate the economic consequences of removing trade distortions after all market adjustments to these immediate policy-induced relative price changes have taken effect. That is, our concern is long-run. Hence, we use a standard long-run closure of TERM, which defines a long-run solution year with the following characteristics.
Investors in each industry in each region have had sufficient time to adjust regional industry capital stocks in response to the policy change. Thus, changes in demand for capital are manifest as changes in capital supply, not as changes in rental rates. We implement this by allowing capital to be in elastic supply to each regional industry at exogenous rates of return.
Most Australian regional jurisdictions enforce strict land clearance and native vegetation management regimes. We therefore do not allow the policy change to affect the long-run supply of agricultural land. Agricultural land supplies are thus exogenous, and land rental rates endogenously equate land supply and demand.
We assume that long-run employment is determined by demographic, policy and sociological factors that are independent of removal of global goods market distortions. For that reason, we adopt the conventional long-run labour market closure of exogenous aggregate national employment and allow the national real wage to be determined endogenously. As Dixon and Rimmer (2002, p. 76) argue, this is consistent with long-run exogeneity of the natural rate of unemployment, a familiar macro-economic modelling assumption. The nation's population also is treated as exogenous.
Since our focus is long-run, we allow labour to move between regions in response to regional wage differentials. However, we recognise that household locational preferences constrain labour movements even in the long-run. We model this by allowing regional employment to be endogenous, but sticky. Stickiness in regional labour supply is achieved by allowing the gap between the regional wage and the national wage to be weakly positively related to the movement in regional employment. In terms of our model results, this closure has the effect of ensuring that long-run regional labour market pressures mostly manifest as movements in regional employment, with only limited movement in relative regional wage rates.
We assume that the desired rate of capital accumulation in each regional industry in the long-run solution year is independent of the policy shock.
2 We implement this via exogenous determination of regional industry investment/ capital ratios. With movements in long-run regional industry capital stocks largely determined by the first closure assumption above, this effectively links long-run movements in regional industry investment to movements in regional industry capital stocks. National investment is determined as the sum of regional industry investments.
We assume that removal of global trade distortions will have no effect on Australian preferences for current versus future consumption in the long-run solution year. That is, we assume that the rate of national savings out of national income will be unaffected by the policy shock. This is implemented by assuming that national (public plus private) consumption is a fixed proportion of gross national disposable income. Subject to this national constraint, we assume regional private consumption is a fixed proportion of regional income.
We assume that long-run regional public consumption spending will follow movements in the long-run regional distribution of economic activity. Regions in which long-run population, employment and consumption are rising (falling) receive a rising (falling) share of national public consumption spending. We model this via exogenous determination of region-specific ratios of real public consumption spending to real private consumption spending.
Results

Effects of distortions on incomes of Australian farmers and rural areas
To understand the impacts through the terms of trade effects on Australia of the rest of the world's farm and trade policies, we begin with the macroeconomic effects before turning to the sectoral and regional results. The macro impacts are decomposed into two effects: those attributable to changes in the prices for Australian exports (column 1 of Table 2 ) and those attributable to changes in the prices Australia pays for its imports (column 2). Column 3 reports the sum of those two effects. Removal of distortions in global goods markets has a favourable effect on Australia's terms of trade: they improve by 1.8 per cent, made up of a 2.3 per cent improvement in export prices and offset by a 0.5 per cent change in import prices (Table 2 , row 8). The increasing demand for agricultural exports lifts rental rates on agricultural land, by almost one-quarter (24 per cent, row 14). Together with the increase in the terms of trade, this encourages expansion of the long-run national capital stock (row 3). With the capital stock higher, so too is real GDP (row 1). The positive movements in real GDP and the terms of trade account for the 0.5 per cent increase in real consumption (row 4). Approximately 0.35 per cent age points of the total outcome for real consumption is attributable to the positive terms of trade outcome, with the remaining 0.15 percentage points due to the increase in real GDP. The strong positive movement in the terms of trade allows the real GNE outcome to exceed the real GDP outcome. This accounts for the movement towards deficit in the real balance of trade, which is expressed as a contraction in the aggregate volume of exports and an expansion in aggregate import volume (rows 6 and 7, column 3). The mechanism that achieves this is real appreciation, amounting to 2.4 per cent (row 9 of Table 2 ).
The real appreciation of the exchange rate means tradable sectors whose prices do not rise much could be under pressure to contract. Figure 1 expand (with dairying and rice benefiting most), but other manufacturing output shrinks by more than 1 per cent, and mining output shrinks by almost 2 per cent. The TERM model has only one household, so it is not possible to say much about the effect on incomes of different groups within Australia. But a crude way of identifying how farmers are affected is to look at the change in agricultural GDP deflated by the consumer price index. The bias towards agriculture in the improvement in Australia's terms of trade ensures that agriculture's CPI-deflated value-added increases by 17.5 per cent, while non-agricultural CPI-deflated value added falls by 0.1 per cent (within which food processing rises by 6.5 per cent, mining and other manufacturing fall by 2.3 and 0.9 per cent, respectively, and services rise by 0.1 per cent).
The regional consequences of these sectoral changes can be seen in Figure 2 . Our modelling assumes all regions within Australia experience the same commodity-specific percentage changes in export and import prices from removal of world agricultural and other trade distortions. As a result, regional differences in the industrial composition of local economic activity determine much of the dispersion in regional economic impacts. That is, regional income effects are strongly positive for rural regions, slightly negative for mining-intensive regions (the less-agricultural regions of Western Australia and South Australia, the Northern Territory, and Mackay and Fitzroy in Queensland), and mixed for urban regions (Figure 2 ). The rural results somewhat correlate with the regions most adversely affected by drought recently (see Horridge et al. 2005) and by Dutch-disease effects The 'share effect' shows how much of the real regional GDP result is due to fast-(slow-)growing industries being over-(under-)represented in a region (the residual being due to regional industries experiencing rates of growth that differ from the national average). Source: Authors' TERM Model results.
flowing from the mining boom (Horridge and Wittwer 2008) , which means cuts to distortions in global goods markets could help offset such economic outcomes across Australian regions.
The urban results depend among other things on the extent to which an urban centre is specialized in servicing more the agricultural and food sector (as in Adelaide and Melbourne) rather than the mining sector (as in Perth and Darwin, which is where many miners live when they are not working on remote mine sites).
It is clear from Figure 2 that the income gains to rural areas are by no means uniform. Indeed, there is a wide variation, ranging from less than 0.1 per cent in Far North Queensland (where mining also occurs -see Appendix Table A1 ) to more than 4 per cent in the agriculturally lush Western Districts of Victoria. Again this reflects the regional differences in the industrial composition of local economic activity, given the wide range of output changes shown in Figure 2 .
To look more deeply into such regional results, Adams et al. (2000) decompose the differences between regional and national GDP outcomes into individual contributions attributable to regional industry output movements. Specifically, they demonstrate that an industry makes a positive contribution to a region's relative growth rate if (i) it is a fast (slow-)growing industry, and it is over-(under-)represented in the region, and (ii) it grows more in the region than it does in the nation as a whole. They call the first of these the share effect and the second the activity effect.
As outlined in our earlier discussion of simulation design, in applying the LINKAGE model results to the bottom-up regional model TERM, we had no basis for assuming otherwise than that the sizes of commodity-specific movements in import prices and export demand schedules across regions are identical. Hence, for example, every region experiences a 9.9 per cent increase in foreign willingness to pay for sheep exports (row 1 of Appendix Table A2 ). While TERM is a bottom-up regional model, since we do not allow for commodity-specific export and import price shocks to differ across regions, we might expect that the 'share effect' will play an important role in explaining differences in regional GDP outcomes. This is shown in Figure 2 to be the case here, as the distribution of regional GDP outcomes is largely due to the share effect (its contribution being indicated by the star in each region's vertical bar). In Figure 2 , we also see that regions with large positive share effects tend to experience large positive activity effects.
3 This reflects the stimulus to local firms producing intermediate inputs and consumption goods that is provided by a region possessing an above-average concentration of industries that do well from global trade reform. 3 In Figure 2 , the activity effect is the difference between the share effect, and regional real GDP less the national GDP outcome.
The bottom line
The key net effects of the changes reported above are that real net rural incomes in Australia would be 1.2 per cent higher, and real returns to agricultural land in particular would be 24 per cent higher, in the absence of price distortions resulting from agricultural and trade policies in the rest of the world. 4 Clearly those policies abroad are hurting Australia's rural households, adding to the adverse impact of drought over recent years (Horridge et al. 2005; Horridge and Wittwer 2008) , but to varying extents depending on the product specialization of various regions and households. The upturn in international food prices in 2007-2008 brought a welcomed reprieve, which Australian farmers and trade negotiators hoped would help revive the agricultural part of the multilateral trade negotiations under WTO's Doha Development Agenda. The above results vindicate the continuing push by Australia's rural communities for multilateral agricultural trade liberalization and give additional reason for doing so to those regions most adversely affected by policies abroad.
We have not been able to provide estimates of the impact of those distortionary policies on household income distribution within and between regions in Australia, and in particular on the change in the number of people in poverty in each region. This is clearly an area for further research. Methodologies and computational capabilities for doing that have advanced rapidly in recent years (see, for example, Bourguignon et al. 2008) , and their application to select developing countries has begun (Hertel and Winters 2006; and Anderson et al. 2010a ). To undertake this task for Australia will require the addition of a multi-household structure to our multi-regional model, ideally with full inter-regional and inter-household accounting of post-tax primary factor flows and transfer payments. commodity i via a CES aggregation of domestic commodity i and a composite of imported commodity i. Second, the composite import is assembled from alternative foreign sources via a CES aggregation function.
Following the approach outlined in Dixon and Rimmer (2002, pp. 222-225) , we derive the Australia-specific export demand elasticities implicit in LINKAGE as follows. On the assumption that only the price of the Australian good is varying, from the familiar form for the linearized costminimizing demand equations implicit in the economic problem represented in the bottom nest in Figure A1 , we know that demand for the Australian good is given by: 
where S i,Aust is Australia's share in world trade in i.
From the top nest, we know that demand for the imported good is given by:
On the assumption that only the price of the Australian good is varying (3) simplifies to:
i ðS i;Aust p i;Aust À S i;Imp S i;Aust p i;Aust Þ ð 4Þ which simplifies to:
Figure A1 LINKAGE Model's commodity sourcing structure. Source: Authors' derivation based on van der Mensbrugghe (2005). 
Finally, we assume that demand for x i is sensitive to its own price. We represent this with the following constant elasticity demand schedule
Assuming that only the price of the Australian good is varying, this simplifies to:
Substituting (7) and (4) into (2) yields. 
In equation (8), p i,Aust is the purchaser's price in the foreign country of Australian good i. Movements in this price can be divided into two parts: movements in the f.o.b price of Australian good i, and movements in transaction charges and taxes related to getting the good from Australia to the user in the foreign country. In the absence of changes in such charges and taxes, p i,Aust depends only on p fob i;Aust , the percentage change in the f.o.b price of Aus- 
