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We present an accurate investigation of the algebraic conditions that the symbols of a non-
singular, univariate, binary, non-stationary subdivision scheme should fulfill in order to
reproduce spaces of exponential polynomials. A subdivision scheme is said to possess the
property of reproducing exponential polynomials if, for any initial data uniformly sampled
from some exponential polynomial function, the scheme yields the same function in the
limit. The importance of this property is due to the fact that several curves obtained
by combinations of exponential polynomials (such as conic sections, spirals or special
trigonometric and hyperbolic functions) are considered of interest in geometric modeling.
Since the space of exponential polynomials trivially includes standard polynomials, this
work extends the theory on polynomial reproduction to the non-stationary context. A
significant application of the derived algebraic conditions on the subdivision symbols is
the construction of new non-stationary subdivision schemes with specific reproduction
properties.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Non-stationary subdivision schemes are efficient iterative algorithms to construct special classes of curves ranging
from polynomials and trigonometric curves to conic sections or spirals. The aim of this paper is to establish the algebraic
conditions that fully identify the reproduction properties of a given non-singular, univariate, binary, non-stationary
subdivision scheme.
Following the notation in [1], we denote by {a(k), k ≥ 0} the sequence of finite sets of real coefficients identifying, for
each k, the k-level mask of a non-stationary subdivision scheme, and we define by
a(k)(z) =
−
j∈Z
a(k)j z
j, k ≥ 0, z ∈ C \ {0}, (1)
the Laurent polynomial whose coefficients are exactly the entries of a(k). The polynomial in (1) is commonly known as the
k-level symbol of the non-stationary subdivision scheme associated with a(k).
Hereinafter, we will denote through {Sa(k) , k ≥ 0} the sequence of linear subdivision operators based on the masks
{a(k), k ≥ 0}, identifying the non-stationary subdivision scheme
f(k+1) := Sa(k) f(k), (Sa(k) f(k))i :=
−
j∈Z
a(k)i−2j f
(k)
j , k ≥ 0, (2)
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starting from any initial ‘‘data’’ sequence f(0) ≡ f := {fi ∈ R, i ∈ Z}. Note that, whenever the recursive relation in (2)
relies on the same mask at each level of refinement, namely a(k) = a for all k ≥ 0, then the subdivision scheme is said to be
stationary.
In the non-stationary case, one could even start the subdivision process with a mask at level m ≥ 0, so getting a family
of subdivision schemes based on the masks {a(m+k), k ≥ 0}, m ≥ 0.
Attaching the data f (k)i generated at the kth step to the parameter values t
(k)
i with
t(k)i < t
(k)
i+1, and t
(k)
i+1 − t(k)i = 2−k, k ≥ 0,
we see that the subdivision process generates denser and denser sequences of data so that a notion of convergence can be
established by taking into account the piecewise linear function F (k) that interpolates the data, namely
F (k)(t(k)i ) = f (k)i , F (k)|[t(k)i ,t(k)i+1] ∈ Π1, i ∈ Z, k ≥ 0,
whereΠ1 is the space of linear polynomials. If the sequence {F (k), k ≥ 0} converges, then we denote its limit by
gmf := limk→∞ Sa(m+k)Sa(m+k−1) · · · Sa(m) f
(0) = lim
k→∞ F
(k), m ≥ 0,
and say that gmf is the limit function of the non-stationary subdivision scheme (2) when starting with the mask at level m,
for the data f (while we simply use gf in the stationary case).
If for allm ≥ 0 the non-stationary subdivision scheme is convergent, and gmf ≡ 0 if and only if f ≡ 0, then the subdivision
scheme is termed non-singular. In the forthcoming discussion we restrict ourselves to non-singular schemes only.
Since most of the properties of a subdivision scheme (e.g. its convergence, its smoothness or its support size) do not
depend on the choice of the parameter values t(k)i , these are usually set as
t(k)i :=
i
2k
, i ∈ Z, k ≥ 0. (3)
Following [2,3] we refer to the choice in (3) as to the ‘‘standard’’ parametrization. As it will be better clarified later, with
respect to the subdivision capability of reproducing specific classes of functions, the standard parametrization is not always
the optimal one. Indeed, for example the choice
t(k)i :=
i+ p
2k
, i ∈ Z, p ∈ R, k ≥ 0, (4)
with p suitably set, turns out to be a better selection. The parameter setting in (4) corresponds to the general formula
t(k)i = t(0)0 − p+ i+p2k proposed in [2], where we select the free parameter t(0)0 = p, such that the data f (k)2k is attached to the
integers in the limit. Note also that, when p = 0 the parametrization in (4) is called ‘‘primal’’, while in the case p = − 12
‘‘dual’’. For a complete discussion concerning the choice of parametrization in the analysis of polynomial reproduction for
stationary subdivision schemes, we refer the reader to the papers [2,3]. In passing, we recall the following definition since
it lays the foundations of our results in the non-stationary situation.
Definition 1. A convergent, stationary subdivision scheme Sa is generating polynomials up to degree dG if for any polynomial
π of degree d ≤ dG there exists some initial data q(0) such that gq(0) = S∞a q(0) = π . Moreover, q(0) is sampled from a
polynomial of the same degree and with the same leading coefficient. Additionally, a convergent subdivision scheme Sa is
reproducing polynomials up to degree dR if for any polynomialπ of degree d ≤ dR and for the initial dataπ(0) = {π(t(0)i ), i ∈
Z} it holds gπ(0) = S∞a π(0) = π .
We also recall that a convergent subdivision scheme that reproduces polynomials of degree dR has approximation order
dR + 1 (see [4] for the proof of this result). This fact motivates the systematic investigation of polynomial reproduction, as
emphasized in [2,3].
In this context, the first purpose of this paper is to deal with the extension of the concepts of polynomial generation and
polynomial reproduction to the non-stationary setting, leading to the concepts of exponential polynomial generation and
exponential polynomial reproduction. In a few words, a subdivision scheme is said to possess the property of reproducing
exponential polynomials if, for any initial data uniformly sampled from some exponential polynomial function, the scheme
yields the same function in the limit. This is a very desirable property of a non-stationary subdivision scheme for its
possible use in geometric modeling [5]. The second purpose of this paper is to show that, as in the stationary case discussed
in [2], the choice of the correct parametrization is crucial in the non-stationary setting as well. Our analysis brings to
algebraic conditions, involving a parametrization of the form (4), that the symbols of a non-singular, binary, non-stationary
subdivision scheme should fulfill in order to reproduce specific spaces of exponential polynomials.
To illustrate the application of the simple but very general algebraic conditions derived, we construct novel subdivision
symbols defining new non-stationary subdivision schemes with specific reproduction properties.
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The outline of the paper is the following. In Section 2 we start by defining the space of exponential polynomials and
we characterize some of its special instances that could be of interest in applications. Then, in Section 3, we provide new
theoretical results concerning the algebraic conditions that the symbols of a non-singular, univariate, binary, non-stationary
subdivision scheme should fulfill in order to reproduce functions from a given space of exponential polynomials. Finally, in
Section 4, novel subdivision schemes are introduced to show how the illustrated conditions can be easily applied to work
out non-stationary refinement rules with desired reproduction properties.
2. Space of exponential polynomials
Definition 2 (Space of Exponential Polynomials). Let T ∈ Z+,γ = (γ0, γ1, . . . , γT )with γT ≠ 0 a finite set of real or imaginary
numbers and let Dn be the nth order differentiation operator. The space of exponential polynomials VT ,γ is
VT ,γ :=

f : R→ C, f ∈ CT (R) :
T−
j=0
γjDj f = 0

. (5)
A characterization of the space VT ,γ is provided by the following:
Lemma 1. (See e.g. [6]) Let γ (z) =∑Tj=0 γjz j and denote by {θℓ, τℓ}ℓ=1,...,N the set of (distinct) zeros with multiplicity of γ (z)
satisfying
γ (r)(θℓ) = 0, r = 0, . . . , τℓ − 1, ℓ = 1, . . . ,N.
It holds
T =
N−
ℓ=1
τℓ, VT ,γ := span{xreθℓ x, r = 0, . . . , τℓ − 1, ℓ = 1, . . . ,N}.
2.1. Characterization of special VT ,γ spaces
In this section we illustrate some classical examples of function spaces defined as in (5). In all the considered cases we
assume n ∈ N and we denote by t a non-negative real or pure imaginary constant, namely
t ∈ {0, s, is |s > 0}.
Example 2.1. Let N = 3 and θ1 = 0, θ2 = t, θ3 = −t with multiplicities τ1 = n+ 1, τ2 = τ3 = 1, respectively. It follows
that {θℓ, τℓ}ℓ=1,2,3 identifies the set of zeros withmultiplicities of the polynomial equation γ1(z) = zn+3− t2zn+1 = 0. Since
the associated differential equation is
Dn+3f (z)− t2Dn+1f (z) = 0,
we have
Vn+3,γ1 = {1, x, . . . , xn, etx, e−tx}.
The importance of this function space lies in the fact that it coincides with the following spaces:
• polynomials linear combination of {1, x, . . . , xn, xn+1, xn+2}, whenever t = 0;
• mixed polynomial–trigonometric functions linear combination of {1, x, . . . , xn, cos(sx), sin(sx)}, whenever t = is, s > 0;
• mixed polynomial–hyperbolic functions linear combination of {1, x, . . . , xn, cosh(sx), sinh(sx)}, whenever t = s > 0.
Example 2.2. We continue by introducing another interesting example of function space VT ,γ . Let N = 2n + 1 and
θℓ, ℓ = 1, . . . , 2n + 1 the set of values θ1 = 0, θ2j = jt, θ2j+1 = −jt, j = 1, . . . , n, with multiplicities τ1 =
2, τℓ = 1, ℓ = 2, . . . , 2n + 1, respectively. They identify the set of zeros with multiplicities of the polynomial equation
γ2(z) =∑2n+2h=0 γ2,h zh = z2∏nj=1(z2 − j2t2) = 0. Since the associated differential equation is
2n+2−
h=0
γ2,h Dhf (z) = 0,
we have
V2n+2,γ2 = {1, x, etx, e−tx, . . . , entx, e−ntx},
which reduces to the space of
• polynomials linear combination of {1, x, . . . , x2n, x2n+1}, whenever t = 0;
• mixed linear polynomial–higher order trigonometric functions linear combination of
{1, x, cos(sx), sin(sx), . . . , cos(nsx), sin(nsx)}, whenever t = is, s > 0;
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• mixed linear polynomial–higher order hyperbolic functions linear combination of
{1, x, cosh(sx), sinh(sx), . . . , cosh(nsx), sinh(nsx)}, whenever t = s > 0.
Example 2.3. We conclude with the illustration of a last important function space of the form (5). Let N = 3, θ1 = 0, θ2 =
t, θ3 = −t with multiplicities τ1 = 2, τ2 = τ3 = n, respectively. As {θℓ, τℓ}ℓ=1,2,3 identifies the set of zeros with
multiplicities of the polynomial equation γ3(z) = z2(z2 − t2)n = 0, associated with the differential equation
n−
j=0
(−1)j

n
j

t2jD2n−2j+2f (z) = 0,
thus
V2n+2,γ3 = {1, x, etx, e−tx, xetx, xe−tx, . . . , xn−1etx, xn−1e−tx}.
This becomes the space of
• polynomials linear combination of {1, x, . . . , x2n, x2n+1}, whenever t = 0;
• mixed linear polynomial–monomial times trigonometric functions linear combination of
{1, x, cos(sx), sin(sx), . . . , xn−1 cos(sx), xn−1 sin(sx)}, whenever t = is, s > 0;
• mixed linear polynomial–monomial times hyperbolic functions linear combination of
{1, x, cosh(sx), sinh(sx), . . . , xn−1 cosh(sx), xn−1 sinh(sx)}, whenever t = s > 0.
For practical purposes all the function spaces in the three examples can be used to reproduce conic sections. Furthermore,
the function space in Example 2.2 has the additional advantage of reproducing trigonometric curves of higher order (such
as the cardioid, the astroid, . . .) while that in Example 2.3 has the interesting capability of reproducing spirals.
3. Exponential reproducing subdivision schemes
As it happens for polynomials that can be generated via stationary subdivision schemes, functions in the spaces VT ,γ can
also be generated via a subdivision process, but at the cost of considering non-stationary subdivision schemes. An important
example of such non-stationary subdivision schemes is defined by the following sequence of symbols
B(k)n (z) = 2
N∏
ℓ=1
e θℓ2k+1 z + 1
e
θℓ
2k+1 + 1
τℓ , θℓ ∈ C, τℓ ∈ N, k ≥ 0. (6)
As shown in [5,7], the subdivision scheme with symbols in (6) generates limit functions belonging to the subclass of
Cn−1 degree-n L-splines (with n + 1 = T = ∑Nℓ=1 τℓ) whose pieces are exponentials of the space VT ,γ where γ (z) =∏N
ℓ=1(z− θℓ)τℓ . These functions, called exponential B-splines, are investigated in several papers (see, for instance [5,7,8] and
references therein).
For later use, we note that the symbols in (6) for z(k)ℓ := e
−θℓ
2k+1 , ℓ = 1, . . . ,N satisfy the conditions
B(k)n (−z(k)ℓ ) = 0 and
dr B(k)n (−z(k)ℓ )
dzr
= 0, r = 1, . . . , τℓ − 1.
Notice that, when N = 1, θ1 = 0 and τ1 = n + 1, then B(k)n (z) in (6) does not depend on k and becomes the stationary
symbol of a degree-n (polynomial) B-spline
Bn(z) = (1+ z)
n+1
2n
.
We now continue with some definitions generalizing [3, Definition 1.1, Definition 4.4.] and then we extend [2, Theorem
4.3] to the binary non-stationary situation. Note thatwhatwe get is also an extension of [9, Theorem4.1], since the latter one
is limited to the context of primal subdivision schemes only, and, of course, an extension of [10, Theorem 2.3] which deals
with the interpolatory case only.We alsomention that an algebraic investigation of the symbols of interpolatory subdivision
schemes generating exponential polynomials appears in [11] too.
We remind the reader that, within this section, the space VT ,γ is the one in Definition 2.
Definition 3 (E-Generation). Let {a(k)(z), k ≥ 0} be a sequence of subdivision symbols. The subdivision scheme associated
with the sequence of symbols {a(k)(z), k ≥ 0} is said to be VT ,γ -generating (for short E-Generating) if it is convergent and for
f ∈ VT ,γ there exists an initial sequence f(0) uniformly sampled from f˜ ∈ VT ,γ , such that
lim
k→∞ Sa(m+k)Sa(m+k−1) · · · Sa(m) f
(0) = f ∀m ≥ 0.
Note that the property of E-Generation is independent of the starting level of refinementm.
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In the recent paper [8], the authors proved a crucial result concerning E-Generation under some additional mild
assumptions on the subdivision symbols.
Proposition 1 ([8] Theorem 1). Any non-singular, non-stationary subdivision scheme associated with symbols {a(k)(z), k ≥ 0}
that do not have pairs of opposite roots, is said to be generating a function in VT ,γ (for γ (z) such that γ (r)(θℓ) = 0, r =
0, . . . , τℓ − 1, ℓ = 1, . . . ,N and T =∑Nℓ=1 τℓ) if and only if
dr a(k)(−z(k)ℓ )
dzr
= 0, r = 0, . . . , τℓ − 1, for z(k)ℓ := e
−θℓ
2k+1 , ℓ = 1, . . . ,N.
Remark 1. As pointed out in [8], Proposition 1 states the important fact that a non-singular, non-stationary subdivision
scheme generates exponential polynomials if and only if its symbols {a(k)(z), k ≥ 0} are divisible by the symbols of
exponential B-splines {B(k)n (z), k ≥ 0} in (6). Moreover, exponential B-splines turn out to be the shortest functions satisfying
these conditions.
Next we investigate the E-Reproducing capability of a non-stationary subdivision scheme.
Definition 4 (E-Reproduction). Let {a(k)(z), k ≥ 0} be a sequence of subdivision symbols. The subdivision scheme associated
with the symbols {a(k)(z), k ≥ 0} is said to be VT ,γ -reproducing (for short E-Reproducing) if it is convergent and for f ∈ VT ,γ
and for an initial sequence f(0) uniformly sampled from f , it holds
lim
k→∞ Sa(m+k)Sa(m+k−1) · · · Sa(m) f
(0) = f ∀m ≥ 0.
Note that the property of E-Reproduction is independent of the starting level of refinementm.
Definition 5 (Step-wise E-Reproduction). Let {a(k)(z), k ≥ 0} be a sequence of subdivision symbols. The subdivision scheme
associated with the symbols {a(k)(z), k ≥ 0} is said to be step-wise VT ,γ -reproducing if for f ∈ VT ,γ and for the sequences
f(k) := {f (t(k)i ), i ∈ Z}, k ≥ 0, it holds
f(k+1) = Sa(k) f(k) or, equivalently, f (t(k+1)i ) =
−
j∈Z
a(k)i−2j f (t
(k)
j ), i ∈ Z. (7)
The next Proposition generalizes [3, Corollary 4.5] to the non-stationary situation. This is actually already considered in [9],
though in the context of ‘‘primal’’ subdivision schemes only and with the implied hypothesis of considering non-singular
subdivision schemes. Although such a result is actually independent of the parametrization, for the sake of clarity it is here
recalled emphasizing the crucial assumption of dealing with non-singular schemes.
Proposition 2. A non-singular, non-stationary subdivision scheme based on the symbols {a(k)(z), k ≥ 0} which is step-wise
VT ,γ -reproducing is also VT ,γ -reproducing and vice versa.
Proof. Let F (k) be the piecewise linear function interpolating f(k) := {f (k)i , i ∈ Z}, i.e., F (k)(t(k)i ) = f (k)i , i ∈ Z. For any f ∈ VT ,γ
let the initial sequence be f(0) := {f (t(0)i ), i ∈ Z}. If the subdivision scheme {a(k)(z), k ≥ 0} is step-wise VT ,γ -reproducing,
then
F (k)(t(k)i ) = f (k)i = f (t(k)i ),
so that {F (k), k ≥ 0} is a sequence of piecewise linear functions approximating f over a uniform grid of width 2−k and thus
it clearly converges to f as k goes to∞.
Vice versa, let us assume that the non-stationary subdivision scheme based on the symbols {a(k)(z), k ≥ 0} is VT ,γ -
reproducing. On one hand, applying the subdivision scheme to the data f(k) := {f (t(k)i ), i ∈ Z}we obtain
lim
m→∞ Sa(k+m) · · · Sa(k+1)Sa(k) f
(k) = f .
On the other hand, for the sequence g(k+1) := {f (t(k+1)i ), i ∈ Z}we also have
lim
m→∞ Sa(k+m) · · · Sa(k+1)g
(k+1) = f .
Therefore, by the linearity of each Sa(k) , k ≥ 0 it follows
lim
m→∞ Sa(k+m) · · · Sa(k+1)(g
(k+1) − Sa(k) f(k)) = 0,
which means that g(k+1) = Sa(k) f(k) due to the assumption of non-singularity. This is nothing but the step-wise VT ,γ -
reproducing property at step k. 
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We continue with a technical lemma that will be later used to prove the main result of this paper.
Lemma 2. Let {a(k)(z), k ≥ 0} be such that for r = 0, . . . , τℓ − 1
(z(k)ℓ )
p

i+ p
2
r =−
j∈Z
a(k)2j (i− j+ p)r (z(k)ℓ )2j, (8)
(z(k)ℓ )
p

i+ 1
2
+ p
2
r
=
−
j∈Z
a(k)2j+1(i− j+ p)r (z(k)ℓ )2j+1. (9)
Then, for r = 0, . . . , τℓ − 1−
j∈Z
a(k)2j (2j)
r (z(k)ℓ )
2j = (p)r(z(k)ℓ )p,
−
j∈Z
a(k)2j (2j+ 1)r (z(k)ℓ )2j = (p+ 1)r(z(k)ℓ )p, (10)
and −
j∈Z
a(k)2j+1(2j)
r (z(k)ℓ )
2j+1 = (p− 1)r(z(k)ℓ )p,
−
j∈Z
a(k)2j+1(2j+ 1)r (z(k)ℓ )2j+1 = (p)r(z(k)ℓ )p. (11)
Proof. Expanding (i+ p2 )r and (i− j+ p)r in (8) we arrive at
(z(k)ℓ )
p
p
2
s =−
j∈Z
a(k)2j (p− j)s (z(k)ℓ )2j, s = 0, . . . , r, (12)
while expanding (i+ 12 + p2 )r and (i− j+ p)r in (9) at
(z(k)ℓ )
p

p
2
+ 1
2
s
=
−
j∈Z
a(k)2j+1(p− j)s (z(k)ℓ )2j+1, s = 0, . . . , r. (13)
Next, after substituting p˜ := p2 in (12), we expand (2p˜− j)s and obtain
(z(k)ℓ )
2p˜p˜s =
s−
r¯=0

s
r¯

(2p˜)s−r¯

−1
2
r¯ −
j∈Z
a(k)2j (2j)
r¯ (z(k)ℓ )
2j,
s = 0, . . . , r,
r = 0, . . . , τℓ − 1.
Now, since the above equality is possible if and only if
−1
2
r¯ −
j∈Z
a(k)2j (2j)
r¯ (z(k)ℓ )
2j = (−p˜)r¯(z(k)ℓ )2p˜,
we arrive at the first condition in (10) i.e.,
(z(k)ℓ )
p(p)r =
−
j∈Z
a(k)2j (2j)
r(z(k)ℓ )
2j, r = 0, . . . , τℓ − 1.
Next, expanding (2j + 1)r and using the just proven first condition in (10) we obtain the second condition in (10) for
r = 0, . . . , τℓ − 1:−
j∈Z
a(k)2j (2j+ 1)r (z(k)ℓ )2j =
r−
r¯=0

r
r¯
−
j∈Z
a(k)2j (2j)
r¯ (z(k)ℓ )
2j = (z(k)ℓ )p(p+ 1)r .
To prove the second part of the Lemma, with the substitution p˜ := p2 we write (13) as
(z(k)ℓ )
2p˜

p˜+ 1
2
s
=
−
j∈Z
a(k)2j+1(2p˜− j)s (z(k)ℓ )2j+1, s = 0, . . . , r.
Then, the expansion of (2p˜− j)s gives
(z(k)ℓ )
2p˜

p˜+ 1
2
s
=
s−
r¯=0

s
r¯

(2p˜)s−r¯

−1
2
r¯ −
j∈Z
a(k)2j+1(2j)
r¯ (z(k)ℓ )
2j+1,
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and therefore, since the above equality is possible if and only if
−1
2
r¯ −
j∈Z
a(k)2j+1(2j)
r¯(z(k)ℓ )
2j+1 =

−p˜+ 1
2
r¯
(z(k)ℓ )
2p˜,
we get
(z(k)ℓ )
2p˜(2p˜− 1)r¯ =
−
j∈Z
a(k)2j+1(2j)
r¯ (z(k)ℓ )
2j+1, r¯ = 0, . . . , s, s = 0, . . . , τℓ − 1,
which coincides with the first condition in (11):
(z(k)ℓ )
p(p− 1)r =
−
j∈Z
a(k)2j+1(2j)
r (z(k)ℓ )
2j+1, r = 0, . . . , τℓ − 1.
Last, expanding (2j + 1)r and using the just proven first condition in (11), we obtain the second condition in (11) for
r = 0, . . . , τℓ − 1−
j∈Z
a(k)2j+1(2j+ 1)r (z(k)ℓ )2j+1 =
r−
r¯=0

r
r¯
−
j∈Z
a(k)2j+1(2j)
r¯ (z(k)ℓ )
2j+1 = (p)r(z(k)ℓ )p. 
We are now in a position to state the central result of this paper, which is an extension of [2, Theorem 4.3] to the binary, non-
stationary context and also an extension of [10, Theorem 2.3] since it goes beyond interpolation and primal parametrization.
Theorem 1. Let z(k)ℓ := e
−θℓ
2k+1 , ℓ = 1, . . . ,N. A non-singular, non-stationary subdivision scheme associated with the symbols
{a(k)(z), k ≥ 0} reproduces VT ,γ (for γ (z) such that γ (r)(θℓ) = 0, r = 0, . . . , τℓ− 1, ℓ = 1, . . . ,N and T =∑Nℓ=1 τℓ) if and
only if for each k ≥ 0 the following conditions are satisfied:
a(k)(z(k)ℓ ) = 2 (z(k)ℓ )p,
dr a(k)(z(k)ℓ )
dzr
= 2(z(k)ℓ )p−r
r−1∏
q=0
(p− q), ℓ = 1, . . . ,N,r = 1, . . . , τℓ − 1, (14)
a(k)(−z(k)ℓ ) = 0,
dr a(k)(−z(k)ℓ )
dzr
= 0, ℓ = 1, . . . ,N,r = 1, . . . , τℓ − 1. (15)
Proof. Let us consider the function f (x) = xr eθℓ x, r ∈ {0, . . . , τℓ − 1}with θℓ a root of multiplicity τℓ of γ (z). It obviously
holds that f ∈ VT ,γ . Let {a(k)(z), k ≥ 0} be an E-Reproducing non-stationary subdivision scheme. Then, from (7) it holds
(splitting the even and odd elements)
2i+ p
2k+1
r
eθℓ
2i+p
2k+1 =
−
j∈Z
a(k)2j

i− j+ p
2k
r
eθℓ
i−j+p
2k ,
2i+ 1+ p
2k+1
r
eθℓ
2i+1+p
2k+1 =
−
j∈Z
a(k)2j+1

i− j+ p
2k
r
eθℓ
i−j+p
2k ,
or, equivalently
i+ p
2
r = eθℓ p2k+1  
(z(k)
ℓ
)−p
−
j∈Z
a(k)2j (i− j+ p)r (z(k)ℓ )2j, (16)

i+ 1
2
+ p
2
r
= eθℓ p2k+1  
(z(k)
ℓ
)−p
−
j∈Z
a(k)2j+1(i− j+ p)r (z(k)ℓ )2j+1. (17)
Taking (16)–(17) for r = 0 and summing them up, we obtain−
j∈Z
a(k)j (z
(k)
ℓ )
j =
−
j∈Z
a(k)2j (z
(k)
ℓ )
2j +
−
j∈Z
a(k)2j+1(z
(k)
ℓ )
2j+1 = 2 (z(k)ℓ )p,
as well as−
j∈Z
a(k)j (−z(k)ℓ )j =
−
j∈Z
a(k)2j (−z(k)ℓ )2j +
−
j∈Z
a(k)2j+1(−z(k)ℓ )2j+1 = 0,
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which are (14)–(15) for r = 0. To prove (14)–(15) for the remaining values of r we proceed in the following way. For
r ∈ {1, . . . , τℓ − 1}, taking the rth derivative of
a(k)(z) =
−
j∈Z
a(k)2j z
2j +
−
j∈Z
a(k)2j+1z
2j+1,
after multiplication by zr we have
zr
dr a(k)(z)
dzr
=
−
j∈Z
a(k)2j

r−1∏
q=0
(2j− q)

z2j +
−
j∈Z
a(k)2j+1

r−1∏
q=0
(2j+ 1− q)

z2j+1.
Therefore, using for several times Lemma 2 and the fact that for polynomial coefficients {pr,s, dr,s}s=0,...,r satisfying
r−
s=0
pr,s(2j)s :=
r−1∏
q=0
(2j− q) and
r−
s=0
dr,s(2j)s :=
r−1∏
q=0
(2j+ 1− q),
it obviously holds
r−
s=0
pr,s(p)s =
r−1∏
q=0
(p− q) and
r−
s=0
dr,s(p− 1)s =
r−1∏
q=0
(p− q),
we obtain
(z(k)ℓ )
r d
r a(k)(z(k)ℓ )
dzr
=
−
j∈Z
a(k)2j [2j− (r − 1)]

r−2∏
q=0
(2j− q)

(z(k)ℓ )
2j
+
−
j∈Z
a(k)2j+1[2j+ 1− (r − 1)]

r−2∏
q=0
(2j+ 1− q)

(z(k)ℓ )
2j+1
=
r−1
s=0
pr−1,s
−
j∈Z
a(k)2j (2j)
s+1(z(k)ℓ )
2j +
r−1
s=0
dr−1,s
−
j∈Z
a(k)2j+1(2j)
s+1(z(k)ℓ )
2j+1
− (r − 1)
r−1
s=0
pr−1,s
−
j∈Z
a(k)2j (2j)
s(z(k)ℓ )
2j + [1− (r − 1)]
r−1
s=0
dr−1,s
−
j∈Z
a(k)2j+1(2j)
s(z(k)ℓ )
2j+1
= (z(k)ℓ )p

p
r−1
s=0
pr−1,s(p)s + (p− 1)
r−1
s=0
dr−1,s(p− 1)s − (r − 1)
×
r−1
s=0
pr−1,s(p)s + [1− (r − 1)]
r−1
s=0
dr−1,s(p− 1)s

= (z(k)ℓ )p[p− (r − 1)]

r−1
s=0
pr−1,s(p)s +
r−1
s=0
dr−1,s(p− 1)s

= 2(z(k)ℓ )p
r−1∏
q=0
(p− q). (18)
Hence,
dr a(k)(z(k)ℓ )
dzr
= 2(z(k)ℓ )p−r
r−1∏
q=0
(p− q).
Differently, by replacing z(k)ℓ with−z(k)ℓ in (18), we obtain
−z(k)ℓ
r dr a(k)(−z(k)ℓ )
dzr
= (z(k)ℓ )p

p
r−1
s=0
pr−1,s(p)s − (p− 1)
r−1
s=0
dr−1,s(p− 1)s − (r − 1)
×
r−1
s=0
pr−1,s(p)s − [1− (r − 1)]
r−1
s=0
dr−1,s(p− 1)s

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= (z(k)ℓ )p[p− (r − 1)]

r−1
s=0
pr−1,s(p)s −
r−1
s=0
dr−1,s(p− 1)s

= 0,
which concludes the proof of the necessary part of the claim.
To prove the converse direction similar arguments can be used. 
Note that the conditions in Theorem 1 are only sufficient for exponential polynomial reproduction if the assumption of
non-singularity is not taken into account. For example, if we consider the non-stationary schemewith symbols {a(k)(z), k ≥
0}where
a(k)(z) =


1
2
+ 2−k−2

(1+ z2)+

1
2
− 2−k−2

(z + z−1) for k even,
1
2
(1+ z2)+ 1
2
(z + z−1) for k odd,
which is singular because it yields f = 0 as limit function for any initial data f = {..., α,−α, α,−α, ...}, α ∈ R, we can
see that it is convergent and reproduces constant functions even if it does not satisfy conditions (15) for the reproduction
of constants (i.e. a(k)(−1) ≠ 0 when k is even).
It is worth remarking that the assumption of non-singularity is also needed in [9, Proposition 4.1, Theorem 4.1] although
in that paper it has not been highlighted by the authors.
Remark 2. An important consequence of the previous Theorem is that it allows us to identify, whenever it exists, the correct
parametrization for a given non-stationary subdivision scheme. In fact p has to satisfy
a(k)(z(k)ℓ ) = 2(z(k)ℓ )p, ℓ = 1, . . . ,N. (19)
On the other hand, in case for some ℓ˜ it is z(k)
ℓ˜
= 1 and τℓ > 1 for all ℓ = 1, . . . ,N , by fixing r = 1 we get the following
conditions to be satisfied by p:
p = 1
2
da(k)(1)
dz
and p = 1
2(z(k)ℓ )p−1
da(k)(z(k)ℓ )
dz
, ℓ = 1, . . . ,N, ℓ ≠ ℓ˜. (20)
We continue with some applications of Theorem 1.
Definition 6 (Symmetric Schemes). A k-level subdivision mask a(k) is called odd symmetric if a(k)−i = a(k)i , i ∈ Z and
even symmetric if a(k)−i = a(k)i−1, i ∈ Z. In terms of k-level symbol these conditions read as a(k)(z) = a(k)(z−1) and
a(k)(z)z = a(k)(z−1), respectively.
From Theorem 1 the following result follows straightforwardly (see also [3]).
Corollary 1. If a non-singular, non-stationary subdivision schemewith symbols {a(k)(z), k ≥ 0} satisfies conditions (14)–(15) for
the root z(k)1 = 1 (namely reproduces constants) and it is odd (respectively, even) symmetric, then it reproduces functions from
the space of exponential polynomials VT ,γ with respect to the primal (respectively, dual) parametrization.
We further observe that Theorem 1 applies to interpolatory symbols with the parametrization choice p = 0 and thus, in
this special case, it gives back the results in [9, Theorem 4.1] and in [10, Theorem 2.3].
Corollary 2. An interpolatory scheme reproduces functions from the space of exponential polynomials VT ,γ with respect to the
primal parametrization p = 0. Moreover, exponential polynomial generation of VT ,γ implies exponential polynomial reproduction
for the same space VT ,γ .
Proof. Since interpolatory symbols satisfy the relation a(k)(z)+ a(k)(−z) = 2, by taking the first derivative on both sides of
this relation it turns out that
d
dz
a(k)(z)− d
dz
a(k)(−z) = 0. (21)
Hence by evaluating (21) at an arbitrary z(k)ℓ := e−
θℓ
2k+1 , it follows that ddz a
(k)(z(k)ℓ ) = ddz a(k)(−z(k)ℓ ). Taking into account
conditions (14)–(15) this holds true only in the case p = 0.
Moreover, if the interpolatory subdivision scheme is VT ,γ -generating it is VT ,γ -reproducing as well. 
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We close this section by showing that a shift of zs in all the symbols {a(k)(z), k ≥ 0} of an E-Reproducing subdivision
scheme based on the parametrization p, yields the replacement p → p+ s in conditions (14)–(15), that is an E-Reproducing
subdivision scheme based on the parametrization p+ s. See [2, Corollary 5.1] for the analogous result in the stationary case.
Proposition 3. If Sa(k) , k ≥ 0 is a non-singular subdivision scheme with symbols {a(k)(z), k ≥ 0} that reproduces a function
space VT ,γ (for γ (z) such that γ (r)(θℓ) = 0, r = 0, . . . , τℓ − 1, ℓ = 1, . . . ,N and T = ∑Nℓ=1 τℓ), then so does the scheme
Sb(k) , k ≥ 0 with symbols b(k)(z) = a(k)(z)zs, k ≥ 0 for any s ∈ Z.
Proof. According to the Leibnitz rule, the rth derivative of the symbol b(k)(z) is
dr b(k)(z)
dzr
=
r−
i=0
 r
i
 dia(k)(z)
dz i
r−i−1∏
j=0
(s− j)zs−r+i. (22)
For z = −z(k)ℓ and ℓ = 1, . . . ,N , each addend of the sum in (22) vanishes because d
ia(k)(−z(k)
ℓ
)
dzi
= 0 for i = 0, . . . , τℓ−1, ℓ =
1, . . . ,N by assumption, and so
drb(k)(−z(k)ℓ )
dzr
= 0, r = 0, . . . , τℓ − 1, ℓ = 1, . . . ,N,
which are conditions (15). To complete the proof, we show by induction that
drb(k)(z(k)ℓ )
dzr
= 2(z(k)ℓ )p+s−r
r−1∏
i=0
(p+ s− i), r = 0, . . . , τℓ − 1, (23)
where p is the parametric shift of Sa(k) . For r = 0 this holds because b(k)(z(k)ℓ ) = a(k)(z(k)ℓ )(z(k)ℓ )s = 2(z(k)ℓ )p+s. Now let
0 < r ≤ τℓ − 1. Since when z = z(k)ℓ the conditions in (14) can be rewritten in a recursive way as
di+1 a(k)(z(k)ℓ )
dz i+1
= (p− i)
z(k)ℓ
di a(k)(z(k)ℓ )
dz i
, ℓ = 1, . . . ,N,
exploiting the fact that

r+1
i

=  ri +  ri−1 , we find that
dr+1b(k)(z(k)ℓ )
dzr+1
=
r+1−
i=0

r + 1
i

dia(k)(z(k)ℓ )
dz i
r−i∏
j=0
(s− j)

z(k)ℓ
s−(r+1)+i
=
r+1−
i=0
 r
i
 dia(k)(z(k)ℓ )
dz i
r−i∏
j=0
(s− j)(z(k)ℓ )s−(r+1)+i +
r+1−
i=0

r
i− 1

dia(k)(z(k)ℓ )
dz i
r−i∏
j=0
(s− j)(z(k)ℓ )s−(r+1)+i
=
r−
i=0
 r
i
 dia(k)(z(k)ℓ )
dz i
r−i∏
j=0
(s− j)(z(k)ℓ )s−(r+1)+i +
r−
i=0
 r
i
 di+1a(k)(z(k)ℓ )
dz i+1
r−i−1∏
j=0
(s− j)(z(k)ℓ )s−(r+1)+i+1
=
r−
i=0
 r
i
 dia(k)(z(k)ℓ )
dz i
r−i∏
j=0
(s− j)(z(k)ℓ )s−(r+1)−i
+
r−
i=0
 r
i
 dia(k)(z(k)ℓ )
dz i
(p− i)
z(k)ℓ
r−i−1∏
j=0
(s− j)(z(k)ℓ )s−(r+1)−i+1
=
r−
i=0
 r
i
 dia(k)(z(k)ℓ )
dz i
(z(k)ℓ )
s−(r+1)−i
r−i−1∏
j=0
(s− j)((s− r + i)+ (p− i))
= (p+ s− r)
z(k)ℓ
drb(k)(z(k)ℓ )
dzr
.
Hence, if Eq. (23) is true for r , then it is also true for r + 1, so concluding the proof. 
4. Application examples
In this section we present some examples of novel primal and dual E-Reproducing non-stationary subdivision schemes
obtained by the application of Theorem 1, which is also exploited to compute the correct parametrization to be associated
with these schemes.
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We start by considering two non-stationary subdivision schemes reproducing the space VT ,γ = {1, x, etx, e−tx} that are
primal and dual respectively. The exponential polynomial space VT ,γ = {1, x, etx, e−tx} is associated with the polynomial
γ (z) = z2(z2 − t2) having zeros θ1 = 0, θ2 = t, θ3 = −t with multiplicities τ1 = 2, τ2 = 1, τ3 = 1. Therefore, any
non-stationary subdivision scheme reproducing the space VT ,γ must contain the exponential B-spline factor
f (k)(z) := (z + 1)
2
2
z2 + 2v(k)z + 1
2(v(k) + 1) ,
where
v(k) := 1
2
(e
t
2k+1 + e −t2k+1 ). (24)
From (24) we easily see how the non-stationary parameters must be updated. In fact we have
v(k) =

1+ v(k−1)
2
, k ≥ 0 with v(−1) > −1, (25)
(see [12,13] for the proof of this result).
In light of the previous, we construct a scheme reproducing {1, x, etx, e−tx} by taking
a(k)1 (z) = z−4 f (k)(z) (α(k)z4 + β(k)z3 + (1− 2α(k) − 2β(k))z2 + β(k)z + α(k)), (26)
and by using Theorem 1 to set α(k), β(k). In other words we set the free parameters in order to fulfill conditions (14)–(15)
for z(k)1 = 1, z(k)2 = et/2k+1 , z(k)3 = e−t/2k+1(t ∈ {0, s, is | s > 0}), that is
a(k)1 (−z(k)ℓ ) = 0, a(k)1 (z(k)ℓ ) = 2(z(k)ℓ )p, ℓ = 1, 2, 3,
as well as the conditions
d
dz
a(k)1 (−z(k)1 ) = 0,
d
dz
a(k)1 (z
(k)
1 ) = 2p (z(k)1 )p−1.
To this purpose, we also need to identify the correct parametrization which turns out to be p = 0 meaning that the scheme
in (26) with
α(k) = (2+

2(v(k) + 1))(2− v(k)2(v(k) + 1))
8v(k)(v(k) − 1)2(v(k) + 1)(v(k) + 3+ 22(v(k) + 1)) ,
β(k) = (v
(k) + 1)(v(k) − 2)− 22(v(k) + 1)
2v(k)

2(v(k) + 1)(v(k) + 3+ 22(v(k) + 1)) , (27)
is primal.
Exploiting [14, Theorem 8] we are also able to prove that the non-stationary subdivision scheme (26)–(27) is of class C2.
In fact it is asymptotically equivalent to the stationary C2 scheme with symbol
(z + 1)4
23

− 5
64
z4 − 3
16
z3 + 49
32
z2 − 3
16
z − 5
64

= (z + 1)
2
22
(z + 1)

− 5
128
z5 − 17
128
z4 + 43
64
z3 + 43
64
z2 − 17
128
z − 5
128

,
and condition (3.1) in [14, Theorem 8] is satisfied withm = 2.
In a similar way a dual scheme reproducing VT ,γ = {1, x, etx, e−tx} can be derived.
This is given by the k-level symbol
a(k)2 (z) = z−4
(z + 1)3
4
z2 + 2v(k)z + 1
2(v(k) + 1)
× −(v
(k) + 2+2(v(k) + 1))z2 + 2((v(k))2 + (v(k) + 1)(2+2(v(k) + 1)))z − (v(k) + 2+2(v(k) + 1))
2v(k)(v(k) + 1+2(v(k) + 1)) , (28)
satisfying the conditions in Theorem 1
a(k)2 (−z(k)ℓ ) = 0, a(k)2 (z(k)ℓ ) = 2(z(k)ℓ )p, ℓ = 1, 2, 3,
and
d
dz
a(k)2 (−z(k)1 ) = 0,
d
dz
a(k)2 (z
(k)
1 ) = 2p (z(k)1 )p−1,
with respect to the dual parametrization p = − 12 .
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Since the non-stationary subdivision scheme (28) is asymptotically equivalent to the stationary C2 scheme with symbol
(z + 1)5
24

−5
8
z2 + 9
4
z − 5
8

= (z + 1)
2
22
(z + 1)

− 5
32
z4 + 1
4
z3 + 13
16
z2 + 1
4
z − 5
32

,
and, again, condition (3.1) in [14, Theorem 8] is satisfied withm = 2, then it is C2 as well.
We continue with a last example of a non-stationary approximating scheme {a(k)3 (z), k ≥ 0} able to reproduce the
exponential polynomial function space VT ,γ˜ = {1, x, etx, e−tx, xetx, xe−tx} identified by γ˜ (z) = z2(z2 − t2)2 with roots
θ1 = 0, θ2 = t, θ3 = −t andmultiplicity τ1 = 2, τ2 = 2, τ3 = 2, respectively. Again, since any non-stationary subdivision
scheme generating VT ,γ˜ must contain the factor
g(k)(z) := (z + 1)
2
2
(z2 + 2v(k)z + 1)2
4(v(k) + 1)2 ,
with v(k) as in (24), the requested scheme will be of the form
a(k)3 (z) = z−6 g(k)(z)

δ(k)z5 + ϵ(k)z4 +

1
2
− δ(k) − ϵ(k)

z3 +

1
2
− δ(k) − ϵ(k)

z2 + ϵ(k)z + δ(k)

, (29)
and we need to check that, for
z(k)1 = 1, z(k)2 = et/2
k+1
, z(k)3 = e−t/2
k+1
, t ∈ {0, s, is | s > 0},
conditions
a(k)3 (−z(k)ℓ ) = 0, a(k)3 (z(k)ℓ ) = 2(z(k)ℓ )p, ℓ = 1, 2, 3,
hold true and
d
dz
a(k)3 (−z(k)ℓ ) = 0,
d
dz
a(k)3 (z
(k)
ℓ ) = 2p (z(k)ℓ )p−1, ℓ = 1, 2, 3.
This is the case for a(k)3 (z) in (29) with
δ(k) = 2((v
(k))2 + 5v(k) + 2)2(v(k) + 1)+ 8(v(k))2 + 17v(k) + 6
16(v(k))3((v(k) + 3)2(v(k) + 1)+ 4(v(k) + 1)) ,
ϵ(k) = − (8(v
(k))3 + 38(v(k))2 + 26v(k) + 4)2(v(k) + 1)+ 32(v(k))3 + 70(v(k))2 + 41v(k) + 6
16(v(k))3((v(k) + 3)2(v(k) + 1)+ 4(v(k) + 1)) ,
(30)
with respect to the dual parametrization p = − 12 .
As concerns the regularity of the non-stationary subdivision scheme (29)–(30) we can prove it is C3. In fact, besides being
asymptotically equivalent to the C3 stationary scheme with symbol
(z + 1)7
26

63
128
z4 − 91
32
z3 + 365
64
z2 − 91
32
z + 63
128

= (z + 1)
3
23
(z + 1)

63
1024
z7 − 175
1024
z6 − 173
1024
z5 + 797
1024
z4 + 797
1024
z3 − 173
1024
z2 − 175
1024
z + 63
1024

,
condition (3.1) in [14, Theorem 8] holds withm = 3.
We conclude by mentioning how v(−1) is selected when applying the previous non-stationary subdivision schemes to
reproduce exponential polynomials. Since we consider initial points that are equally spaced samples of a function F ∈ VT ,γ ,
according to (24) we choose
v(−1) := 1
2
(eθ˜σ + e−θ˜σ ) where θ˜ =
0 if F is purely polynomial
1 if F is hyperbolic
i if F is trigonometric,
or, equivalently
v(−1) =
1 if F is purely polynomial
cosh(σ ) if F is hyperbolic
cos(σ ) if F is trigonometric,
(31)
where σ is a positive number given by the spacing of the uniformly sampled points (see [12,13]).
Application examples of the proposed schemes to data uniformly sampled from curves of interest in geometricmodeling are
given in Fig. 1-3. Fig. 1 shows that all the three E-Reproducing schemes can exactly represent conic sections if starting from
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Fig. 1. Reproduction of conic sections by the subdivision algorithmswith k-level symbols (26)–(30). The dashed line is the polyline connecting the starting
points uniformly sampled from the conic section with constant spacing. The starting parameter v(−1) is chosen equal to cos(2π/7), 12 , 1, cosh(3/5) for the
circle, ellipse, parabola and hyperbola, respectively. The solid black line is the refined polyline after 6 steps of the algorithm.
Fig. 2. Reproduction of 2D spirals by the subdivision algorithm with k-level symbol (29)–(30). The dashed line is the polyline connecting the starting
points uniformly sampled from the archimedean spiral (left) and the circle involute (right) with constant spacing. In both cases the starting parameter is
v(−1) = − 12 . The solid black line is the refined polyline after 6 steps of the algorithm.
Fig. 3. Reproduction of 3D spirals by applying one of the proposed subdivision algorithms (left) and by means of the subdivision scheme with k-level
symbol (29)–(30) (right). The dashed line is the polyline connecting the starting points uniformly sampled from the helix (left) and the conical spiral (right)
with constant spacing. In both cases the starting parameter is v(−1) = cos( 45π). The solid black line is the refined polyline after 6 steps of the algorithm.
points uniformly sampled with constant spacing σ > 0, choosing v(−1) as in (31) and updating it by the recurrence formula
(25). Differently, Fig. 2 focuses on a reproduction capability that characterizes the last presented non-stationary scheme. It
consists in the exact reproduction of 2D spirals, such as the archimedean spiral and the circle involute, which are the curves
employed in most gear-tooth profiles. Last, in Fig. 3 we extend the reproduction of spirals to the 3D case, by considering the
helix and the conical spiral. While the helix can be reconstructed by all the three E-Reproducing schemes, the conical spiral
can be obtained only by the scheme with symbol (29)–(30).
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