THE ASYMPTOTIC DISTRIBUTION OF EIGENVALUES OF THE LAPLACE OPERATOR IN AN UNBOUNDED DOMAIN
HIDEO TAMURA § l Introduction.
This paper is devoted to the study of the asymptotic distribution of eigenvalues of the Laplace operator with zero boundary conditions in a quasi-bounded domain contained in Euclidean space R 2 . Let us consider the following eigenvalue problem: where (1.2) Ω = {(x ί9 x 2 ) I -oo < χ 1 < oo, 0 < x 2 < q(xj} , and q(x) is a smooth positive function defined on (-00,00) satisfying lim q(x) = 0.
I a?I-00
It has been shown in [1] that the problem (1.1) has an infinite sequence of discrete eigenvalues approaching to 00. We denote by N(h) the number of eigenvalues less than h of the problem (1.1). We are concerned with the asymptotic behavior of N(h) as h-> 00.
The asymptotic distribution of eigenvalues of the Laplace operator with zero boundary conditions in a quasi-bounded domain has been studied by Clark [1] , Hewgill [4] , and Glazman and Skacek [2] . It seems to the author that any true asymptotic formula for N(h) even in the case of such a simple domain as (1.2) has not been known.
We shall study the problem (1.1) under the formulation as an eigenvalue problem of a differential operator with operator-valued coefficients. On the other hand, Kostjuchenko and Levitan [5] studied the eigenvalue problem for the operator -(d 2 
/dt 2 ) + Q(t) under the assumption that Q(t) is
a semi-bounded self-ad joint operator for each fixed teR 1 with the common domain of definition @(Q(t)) = % and other restrictions. Our method is different from that in [5] in some ways. DEFINITION 1.1. We denote by Kim) (0 < m < 1) the set of smooth functions qix) defined on R 1 satisfying the following conditions: There exist positive constants C 19 C 2 and C independent of x and y such that (i) d(l + \x\)~m < q{x) < C 2 (l + |a?|)-~, (ii) for \x-y\< 1, \q(x) -q(y)\ < Cq{x) \x -y\, (iϋ) = \Q U) (x)\ < Cq(x) ij = Now we shall state our main theorem which will be proved in §4. Throughout this paper, we confine ourselves to such a simple problem as (1.1), but some generalizations will be discussed without proofs in §7. Finally we note that in this paper we use one and the same symbol C in order to denote positive constants which may differ from each other. When we specify the dependence of such a constant on a parameter, say m, we denote it by C(m) or C m . § 
Now consider the following eigenvalue problem in L\Ω)\ (1.1) Hu = -(A + -^-)w = ta , w e Hl(Ω) .
Here the operator if is a positive self-ad joint operator associated with the symmetric bilinear form
, v) = f (J-ttJ_
By using the operators U and V, we shall transform the above problem (1.1) into the problem in L\G). Let U and V be the operators defined by (2.1) and (2.2) respectively. Then, we have where for each fixed teR\P(t) and Q(t) are regarded as operators acting on X with the domain of definition S(P(0) = 0(Q(*)) = #ί(0,1).
Here we remark that the coefficients of the operator P(t) are uniformly bounded. By using (2.4) and (2.5), the symmetric bilinear form a(u,v) is transformed into a bilinear form
induces a unique positive self-adjoint operator T in the sense of Friedrichs. T has the following expression: 
We denote by {#/}"» i and {uj}J =1 eigenvalues of the problem (2.8) and the normalized eigenfunctions corresponding to {μj}J=ι respectively. .(P*(0 -P*(s)) and A(t)-\A(t) -A(s)) can be extended to bounded operators in X and satisfy 
Proof. It is known that there exists a constant C independent of k such that λ k > Ck 
Proof. By virture of Lemma 2.3, we see that there exists a constant C independent of j such that μ s > Cvj. Hence, by combining this fact with Lemma 2.4, we get our assertion.
Q.E.D. § 3 Propositions.
In this section, we shall state fundamental propositions which will be used later.
Let us fix some notations. 
family of operators belonging to B 2 (Y) such that K(x) is continuous under the norm ||| | Ho
poo with respect to x and that \\\K(x)\\\ldx < +oo. Let {fj(x}J=ι be a
We note that {tj(x) = (ίji(aj))Γ»i}"»i forms a complete orthonormal system in L\-oo, oo β 2 ), where i 2 denotes the usual Hubert space consisting of all complex-valued square summable series. By the above definitions of k jί (x) and tji(x) 9 we have f;
where we have used the fact that {tjix)}^ forms a complete orthonormal system in L The norm in Jf_ r is defined by
\\ V \\ r
It has been shown in [3] that the space Jf r is characterized as follows:
Let B(a,β) be the Banach space of all bounded operators from J^a to ^f 7^ with the usual operator norm ||| IH^,^. When B belongs to B(a,a), in particuler, we write ||| | ll« instead of ||| ||| (βfβ) .
The following proposition is well-known. PROPOSITION where a constant C(a,β,γ) is independent of B. Proof. We shall give the proof only for A(t)~1 /2 P(t). Since C 0~( 0,1) is dense in Jf r under the norm || || r , it is sufficient to show that for any u e C?(0,1),
(Interpolation theorem) ([6]). Let B be a bounded operator belonging to B(a,0) Π B(β,0) (a<β). Then, B is the bounded operator belonging to B(γ,
Let u e Cj°(0,1 We note that P*(ί) it a bounded operator from ^1 /2 _ r = £TJ(0,1) Π ff-^O, 1) to jf_ r = if~2 r (0,1) with the operator norm independent of t. Hence, we have In this section, our main theorem stated in § 1 will be proved by a series of lemmas.
Let teR 1 be fixed. Then, we consider the following differential equation for given /eL 2 (-oo, oo; X) and any h > 0:
The solution u(x) is given by 
J -oo
We often write RfKh) and Kf\x fe) instead of R t (h) and ^(a? fe) respectively. We remark that by the regularity theorem for elliptic operators, the eigenf unction Uj(x) belongs to C°°(-oo, oo X) (the set of smooth functions with values in X). Hence, the equality (4.10) is well-defined for all x. By this fact, we can put x = t in (4.10). Then, we have where we have set dj(t,ε) = aj(t,t,e) and 6/ί,e) = b j>p (t,t,ε) . By taking the scalar products in X of both sides of (4.11) and the summation with respect to j, and integrating over (-00,00), we have
112 This is our basic equality in proving the main theorem. From now on, we fix n (integer) such that (4.13) n > 1/2 + l/2m -1 .
Let {aj(t 9 £)}"•! be eigenvalues of the operator E(t,ξ). Then, we have The proofs of the above lemmas will be given in this section after the proof of Theorem 1. These lemmas will be proved in the following two sections. 
^ ^i/2+i/2m-2(n+D (0 < m < 1) .
< δh}-2{n+λ)
log h (m = 1) .
Furthermore, by using Lemmas 4.1 and 4.2, we have
Now we are in a position to apply the Tauberian theorem due to Keldysh (see [5] ) to (4.14). Then, we have We shall give only an outline. As was remarked in § 2, coefficients of P(t) are uniformly bounded. Hence, for any sufficiently small ε > 0, there exists R(ε) such that for \t\ > R(ε) and ue@(Al /2 ), \dξ/ belongs to B 2 (X) and satisfies the following estimate:
The proof of this lemma will be given at the end of this section 
Σ (f 2 + h + aj(t,ξ))-2(n+1) dξ) .

3=1 J I
(Schwarz' inequality) 
log h (m=: 1).)
We have used the inequality \t -s\~2 a \<pt,e(s) 2 -l\ds < C(ε).)
By combining (5.2) and (5.4), we get the proof since a is arbitrary. In order to prove Lemma 5. Proof. We shall make induction on a. It is clear that (5.5) and (5.6) hold when a= 0. Assuming that (5.5) and (5.6) are valid for a <k, we shall prove (5.5) when a = k + 1. For the sake of simplity, we set (ζ2 + h + Eityξ))' 1 = F(t,ξ). then, a direct calculation yields 
We note that for v(s) e Cj°(-oo, oo X) (the set of all X-valued smooth functions with compact support) and p > 1,
The relation (6.3) is easily obtained with the aid of the vector-valued Fourier transform. The integral (6.4) is valid also for p = 0. In this case, the integration must be taken in the weak sense. But we don't use this fact below. By virtue of (6.3), we can rewrite e jtP (t,ε) (p > 1) as follows:
ej, P (t,ε) = (μj + h)-' n -^ Γ F?Kt -s; h)(P(s) -P(t))φ t ,£s)Uj(s)ds .
J -oo
The following lemma plays an important role in the proof of Lemma 4.4. LEMMA 
Let K ( t p) (t -s h) and F ( t p) (t -s h) be operators defined by (4.5) and (6.4) respectively. Then, K?\t -s h)A(t), K?\t -s h)A(t) 1/2 and F { t p) (t -s; h)A(t) 1/2
can be extended to bounded operators in X (t ^ s) and satisfy the following estimates:
where constants C(p,a) and C(p,β) are independent of t, s and h, and a and β are some constants satisfying 0 < a < 2 and 0 < β < 1 respectively.
Proof. We shall give the proof only for (6.5) with p = 0, because (6.5) with general p, (6.6), (6.60 and (6.7) can be proved in the same manner. Let ^ be a fixed number such that 0 < 3 < 1/8. Then, we shall establish the following two assertions: 
It is easy to see that for w e S>(A(ty +i ), 
= [F(t,ξ)A(t)][A(tyψ(t)A(t) 2S ][(ξ
The operators II X (t, ξ) and II 3 (t, ξ) can be extended to bounded operators in X and satisfy the estimates HII^ (ί, f)||| 0 < C and |||II 3 (ί, f)||| 0 < C(ξ 2 + l)~δ respectively. Hence, in order to prove (6.20) , it is sufficient to show that II 2 (ί) can be extended to a bounded operator in X and that |||Π 2 (O||| 0 < C. But this fact readily follows from Lemma 3. 
Γ \\\K^(t -s; h)H 2 (t,s,ε)\\\lds .
J -oo
Furthermore, it follows from (2.14) in Lemma 2.2 that
On the other hand, with the aid of the Parseval equality we have Combining the results of the cases 2-1 and 2-2, the proof is completed.
Q.E.D. A method similar to those given in the proofs of Lemmas 6.2 and 6.3 can be applied also to d jtP (t,ε) and fj, v (t,ε) .
Thus the proof of Lemma 4.4 is completed.
Generalizations.
The method developed in the preceding sections can be applied to more general problems. 
