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1. INTRODUCTION 
Consider an n-dimensional system of ordinary differential equations of the form 
4 = f&J - %% , 
2<i<n, (1) 
xi = xi-1 - ct!ixi ,
where 0 < 01~ for i = l,..., n. A system of this type provides a simple model for 
positive or negative feedback in biochemical control circuits [6, 7, 9, 11, 19, 21, 
23, 241. For example, the variables xi, 1 < i < n - 1, could represent the 
concentrations of a sequence of enzymes and x, , the concentration of their 
substrate. For positive (or inductive) feedback, an increase in x, causes an 
increase in the rate of production of x1 . For negative (or inhibitive) feedback, 
an increase in x, causes a decrease in the rate of production of x1 . 
Since chemical concentrations are nonnegative, it is reasonable (see Proposi- 
tion 2.1) to restrict our attention to the positive orthant X in R”. Also we will 
deal only with the positive feedback system because of its monotonicity proper- 
ties. Thus we assume f is a Cr functions in a neighborhood of X satisfying the 
following conditions for x, > 0: 
(Al) f(x,) > 0 if x, # 0; 
(A2) f(xn) is bounded; and 
(A3) f ‘(xn) > 0. 
Assumption (Al) means that the presence of x, causes the production of .Q . 
Assumption (A2) prevents the concentrations from becoming arbitrarily large 
as functions of time. Assumption (A3) makes the feedback inductive. Also we 
want a condition on the type of critical points of (1). So let 4 denote the product 
of the 01’s, i.e., # = c+as ... LX,. 
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Define a function g for x,, > 0 by 
The zeroes of g determine the critical points of (1). We will make one of the 
following two assumptions: 
(A4) g has K zeroes all simple, i.e., if g(c) = 0 then g’(c) # 0. 
(D4) g has K zeroes c, , c, ,..., clc such that g(x,) # 0 for x, # ci , i = l,..., K. 
Assumption (A4) assures that the critical points are nondegenerate (see Theorem 
4.1) and will be referred to as the “nondegenerate” case. Assumption (D4) 
allows the possibility of K isolated degenerate critical points. A critical point is 
called degenerate if it has a zero eigenvalue. Assumption (D4) will be referred 
to as the “degenerate” case although (D4) does not include all possible degenerate 
situations. Assumptions (Al) through (A4) are satisfied by the Griffith 3-dimen- 
sional model [7] wheref(x,) = xsm/(l + xam) and by the Othmer-Tyson model 
[18, 241 where f(xJ = (1 + x,m)/(K+ xmm), K > 1. 
For (1) with assumptions (Al), (A2), (A3), and (A4) or (D4), we show that X 
is invariant for the positive time solution flow and that positive half-orbits in .x?’ 
are bounded. The critical points are situated on a half-line through the origin. 
In the nondegenerate case, the critical points alternate between asymptotically 
stable and unstable. Each unstable point has two orbits leaving it in opposite 
directions and each of these orbits is asymptotic to the adjacent stable critical 
point. For us, asymptotic refers only to positive time behavior and often will be 
written positively asymptotic for emphasis. In the degenerate case, there may be 
several adjacent unstable critical points. Additional information is obtained 
concerning the domains of attraction of the critical points. In particular, in 
dimensions 2 and 3 the stable manifolds of the unstable critical points separate H 
into regions of attraction. Thus the orbit of each point in X is asymptotic to 
some critical point. 
Section 2 deals with notation and background. Section 3 establishes ome basic 
results and properties for (1). Sections 4, 5, and 6 discuss the critical points, 
their domains of attraction and their stable and unstable manifolds. Section 7 
handles the 2-dimensional case, n = 2. Section 8 deals with a special situation 
in the 3-dimensional case and contains crucial topological arguments. Section 9 
and 10 finish the general 3-dimensional situation for the nondegenerate and 
degenerate cases. 
2. BACKGROUND AND BASIC RESULTS 
Let x or w denote a point in R” and xi or vi will denote its ith component. If S 
is a subset of R”, let Int S, Bd S’, and Cl S denote its topological interior, 
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boundary, and closure, respectively. If S, , S, C R”, define S,\S, to be the set 
of points in S, that are not in S, . Let 0 denote the origin in R”. The positive 
orthant is given by H, i.e., 
Let G be a Cl function from R” to R”. In vector form an autonomous system 
of ordinary differential equations is denoted 
f = G(x), (2) 
where “.” represents differentiation with respect to time t E R. G is called a 
vector field. The unique solution to (2) at time t with initial condition x will be 
written x t. The solution curve will be referred to as the orbit of flow of X. 
When discussing the components of a solution curve, the functional notation .~(t) 
is often more convenient than x . t. We will assume solutions exist for all t > 0. 
If 2’ is a subset of R then define x . T E (Jtsr x . t. Likewise, if S C R” and 
TCR, S.T= Uaccs x . T. S is invariant if S . t C S for all t E R and S is 
positively invariant if S * t C S for all t > 0. Define the w-limit set of S, w(S), by 
w(S) Fe n Cl(S ’ [t, co)). 
t>o 
A compact set A C R” is called an attractor if A has a closed neighborhood 
NC R” such that w(N) = A. A bounded set S C Rn is an attracting region if S 
is positively invariant and has a closed neighborhood N such that w(N) C S. 
Thus an attracting region contains an attractor. An attracting region which is 
rectangular will be called an attracting box. The domain of attraction of an 
attracting region S, dom S, is defined by 
dom S .= (X E R”: W(X) C S). 
Note that the intersection of two attracting regions is an attracting region and the 
domain of attraction is an open set. If a critical point % of (2) is an attracting 
region then V is an attractor and @? is called an asymptotically stable critical point. 
From (2) we get a system of equations on R” x R” given by 
a! = G(x), d = DG(x)w, (3) 
where (x, v) E R” x R” and DG(x) is the derivative matrix of G at X. The 
vector space x x Rn is called the tangent space to R” at x, denoted TJP, and the 
solution flow to (3) is called the tangent flow. The second equation of (3) is 
referred to as the linearized equations of (2) and a solution will be written v . t 
or v(t). The following result can be found in [8, p. 2551; 
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PROPOSITION 2.1. Suppose x(t) is a nonconstant periodic solution to (2). If 
the trace of DG(x(t)) is negative for all t E R then the periodic orbit has at least 
one characteristic root with norm less than 1. Thus there is a k 3 2 and a k- 
dimensional Cl manifold of solutions positively asymptotic to the periodic orbit, 
i.e., a k-dimensional stable manifold. 
The theory of differential inequalities is important for our analysis of (1). 
Ifx,yER”thenx <y(x <y)ifandonlyifxi < yi(xi <yJfori = 1,2,...,n. 
If G is a Cl vector field on a domain 9 C R” and z(t) is Cl function from an 
interval (a, b) into 9, then z(t) satisfies the differential inequality % < G(x) if 
2(t) < G@(t)) for all t E (a, b). The theory of differential inequalities goes back 
to Kamke 1131 and is nicely presented in Coppel [2. pp. 27 ff.], where Theorem 
2.2 can be found. 
THEOREM 2.2. Let G be a Cl vector Jield on a neighborhood of the closure of a 
domain 9 C Rn and let 9 be positively invariant under the solutionflow oft = G(x). 
Suppose that aGJax, >, 0 on 9 for all i and j, i # j. Let x(t), y(t), and z(t) be Cl 
from [0, co) into 9. lf x(t) sa z t ‘sfi es x = G(x). y(t) satis$es G(y) < j, x(t) satis$es 
f < G(z), and if z(0) < x(0) < y(O), then for all t E [O, 00) 
z(t) < x(t) < r(t). 
In particular, ;f y(t) satisJies y = G(y) and x(0) < y(O), then x(t) < y(t) for all 
t E [O, co). 
Given x E Rn, the positive (negative) co71e of x is the set of all points y E Rn 
such that x < y (y < x). The cone of x is the union of the positive and negative 
cones of x. Two distinct points x # y are said to be related if x < y or y < x, 
i.e., y is in the closure of the cone of x and, likewise, x is in the closure of the cone 
of y. With the assumptions of Theorem 2.2, the last sentence of the theorem 
asserts that being related is invariant under the positive-time flow of % = G(x). 
In fact we need the stronger conclusion of Theorem 2.2 for the following 
important lemma. 
LEMMA 2.3. Suppose G satisfies the hypotheses of Theorem 2.2. Let x(t) 
denote the solution to x = G(x) with x(0) = p E 9. If 9 < G(p) then for each i, 
1 < i < n, the function xi(t) is nondecreasing for t > 0. If G(p) < 0 then for each 
i, 1 < i < n, the function xi(t) is nonincreasing for t > 0. In either case, if the 
positive orbit of p is bounded then w(p) is one critical point. 
Proof. Suppose 0 < G(p). Define z(t) = p for t > 0. We have for t >, 0 
s(t) = 0 < G(p) = G(z(t)). 
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Hence Theorem 2.2 implies that for all t > 0 
p = z(t) < x(t) = p . t. (4) 
Fixing t > 0 in (4) and appealing to the last assertion of Theorem 2.2, we get 
that for all s 3 0 
p . s < (p . t) . s. 
But (p . t) * s = p * (t + s). Hence the components of the positive orbit of p 
are nondecreasing functions of time. 
If G(p) ,< ~9 then define y(t) = p for t > 0. Thus for t 2 0 
G(y(t)) = G(P) 6 0 = P(t). 
Theorem 2.2 gives that for all t 3 0 
p - t = x(t) <y(t) = p. 
As above, it follows that the components of the positive orbit of p are non- 
increasing functions of time. 
In either case, if the positive orbit of p is bounded, each component function 
converges at t -+ co. Thus the positive orbit of p is asymptotic to one critical 
point. 
If either of the properties in Lemma 2.3 hold, the orbit of p is said to be 
monotone. This monotonicity will be used to find attracting regions in 
Section 5. 
Finally, we state a classical matrix theory result. An 12 x n matrix A is positive 
if all its entries are positive. This next result is due to Perron and can be found 
in Gantmacher [3, p. 531. 
THEOREM 2.4. A positive matrix A always has a positive eigenvalue ,u (called 
the principal eigenvalue of A) that is a simple root of the characteristic equation 
and exceeds the mod&i of all other eigenvalues of A. To p there corresponds an 
e$genvector (called the principal eigenvector of A) with positive components. 
3. BMIC RESULTS FOR (1) 
In this section we establish some basic properties of (1) and apply several 
results in the last section to (1). 
PROPOSITION 3.1. If (1) satisjes (Al) then Int &’ is positively invariant. 
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Proof. Take x E Int 2’. Using variation of parameters we get the following 
equations in the components of x: 
xl(t) = xl(O) exp(-+I + J’ exp(--ordt - 4)f (44> 4 
0 
Xi(t) = Xi(O) eXp(-ait) + it exp(-++(t - S)) XiBl(S) dS, 
(5) 
2<i<n. 
Assume that the positive orbit of x leaves Int X. Then there is a first time t* > 0 
such that the orbit of x(t) meets Bd 2’. Thus at least one component of I, 
say xk(t*), is zero; and xj(t) > 0 for allj and t, 0 < t < t*. From (5) it follows 
that +(t*) > 0 since sr exp(--cu,(t* - s)) xk-i(s) ds > 0 for k > 1 and 
jr exp(--g(t* - s)) f &(s)) ds > 0 for k = 1. This contradiction implies that 
x(t) E Int X for all t > 0. 
COROLLARY 3.2. If (1) satisfies (Al) then & is positively i~~uriant. In fact, 
(.%?\19) . t C Int Z for all t > 0; and, if f (0) # 0, then .8? * t C Int #for all t >O. 
Proof. The first statement follows from Proposition 3.1 using continuity of 
solutions in initial conditions. 
For the second statement take x EG?\~. Then some component xd f 0. Since 
zipi > 0 i # 1 and f(xn(t)) > 0 for all t 2 0, from (5) we have xi(t) > 0 
for all t > 0. But then (5) implies that xi+i(t) > 0 for all t > 0. Continue in 
this way to show all components of x(t) are positive for t > 0. If f(0) # 0, 
start this procedure by showing x1(t) > 0 for t > 0. 
PROPOSITION 3.3. If (1) satisfies (A2) then positiwe orbits of points in .W are 
bounded. 
Proof. Let M be the bound for f. Take XE.~. From (5) it follows that for t 20 
x,(t) d XI(O) + WV%). 
Recursively define 
MO Es2 M and Mi s Xi(O) + (~i-~/Ori) for 1 <i <n. 
Then (5) implies that Mi is a bound for xi(t), t > 0. This completes the proof. 
The vector field of (1) will be denoted by F(x) and the Jacobian matrix of 
F at x is 
DF(x) = 
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In component form, the linearized equations of (1) are written 
il, = f’(agf)) 2.1, ~- alwl , 
2<i<n. 
aj = wj-1 - OLiZ'i , (7) 
Notice from (6) the trace of DF(x) is negative so at each critical point %? of (1) 
DF(%) has at least one eigenvalue with negative real part. Thus +Z has at least a 
l-dimensional stable manifold. And Proposition 2.1 implies that each non- 
constant periodic orbit of (1) has at least a 2-dimensional stable manifold. 
With the (A3) assumption the off-diagonal terms of DF(x) are nonnegative 
for all x E X. Hence Theorem 2.2 applies with 9? = Int &‘; and so the positive- 
time flow of (1) preserves inequalities in Int X. We are forced to choose 9 = 
Int .x? instead of a neighborhood of &“ because the biochemical examples may 
not satisfy f’(x,) 2 0 ‘f 1 X, < 0. But this causes no problem because Corollary 
3.2 implies that all orbits, except possibly 0, starting on Bd.# immediately 
enter Int X. 
Henceforth, we tact@ assume (Al), (A2), and (A3) and restrict our attention 
to the flow of (1) in X. 
4. CRITICAL POINTS 
Finding the critical points of (1) can be reduced to solving for the non- 
negative zeroes of g(x,) = f(xJ - axn . Note that g(x,J + - co as x, + 00 
since f(xJ is bounded. Since f(0) > 0, we have g(0) > 0 and equality holds if 
and only iff(0) = 0. Assuming (A4) or (D4), we arrange the nonnegative zeroes 
of g in increasing order c, < c, < “’ < ck . Make the following recursive 
definition: 
Note that & = 1. The critical points of (1) are multiples of the point @ = 
(A , q$ , . . . . A) E R”, i.e., they can be ordered gi < %a < ... < VI,, where 
Vii = c@, 1 < i < k. Hence these critical points lie along the half-line 9 = 
Cc@: c > O}. And V?l is the origin if and only if f(0) = 0. The sign of g deter- 
mines which way the vector field F is pointing along the half-line 9. For c > 0, 
since aAi = & , we have 
F(d) = (f(c) - +c, c& - o~&~,...,cqL - %,c+,) = (g(c), o,..., 0). 
If g(c) > 0 then F(d) > 0; and, if g(c) < 0 then F(d) < 0. This will be 
useful for finding attracting regions in Section 5. 
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The function g carries some additional information about the critical points. 
Since g’(X,) = f’(xn) - +, it is easy to compute 
det DF(%‘J = (- l)“+g’(c,), 1 <i<k. (8) 
THEOREM 4.1. If (1) satisfies (A4) then each critical point S?Zi , 1 < i < k, is 
nondegenerate. In fact, if g’(c,) > 0 then Vi has at least a l-dimensional unstable 
manifold. 
Proof. Since g’(cJ # 0, (8) asserts that DF(gJ has no zero eigenvalue. If 
g’(cJ > 0 then it is clear from (8) that DF(%‘J has a positive real eigenvalue and 
hence at least a l-dimensional unstable manifold. 
Next we use the Perron theorem to say more about the stability of the critical 
points. Consider the linearized equations (7) at a critical point Vi . Notice that (7) 
is a special case of (1) where the nonlinear term in (1) is replaced by the linear 
term f ‘(ci) v, . If f ‘(ci) # 0 then f’( c, v, > 0 when vu, > 0. Thus (7) satisfies .) 
(Al). The matrix exp(tDF(VJ) is the fundamental matrix of (7) with the 
identity as initial condition. So Corollary 3.2 gives that, for nonzero ZI > 8 
and for t > 0, 
0 < exp(tDF(%J)v. (9) 
Hence exp(tDF(GYi)) is a positive matrix. Theorem 2.4 now gives the following 
lemma: 
LEMMA 4.2. If f ‘(ci) # 0 then exp(tDF(Vi)) is a positive matrix for each 
t > 0. And exp(DF(%YJ) has a unique positive eigenvalue TV with maximum modulus 
and a corresponding positive eigezvector. 
THEOREM 4.3. Let %?i be a criticalpoint of (1). Then one of thefollowing is true: 
(a) all eigenvalues of DF(V,) have negative real parts. 
(b) there is a unique nonnegative eigenvalue of DF(Vi) having maximal real 
part and the corresponding eigenvector lies in the positive cone. 
Proof. If f ‘(ci) = 0 then DF(Vi) 1 1s ower triangular with all negative eigen- 
values; so (a) holds. If f’(cJ # 0 then Lemma 4.2 gives (a) or (b). If p > 1 then 
(b) hold. If ,u = 1 then (b) holds and the remaining n - 1 eigenvalues of DF(gi) 
have negative real parts. If p < 1 then (a) is true. 
In the next section we show that if g’(cJ < 0 then (a) is true, Hence, in the 
nondegenerate case, the sign of g’(cJ distinguishes between the asymptotic 
stability and instability of the critical point %?:i . 
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5. ATTRACTING Boxes AND DOMAINS OF ATTRACTION 
First we determine the asymptotic behavior of boxes with diagonals along the 
half-line 9 and with faces parallel to the coordinate planes. For 0 < y1 < r2 < co 
define the box, 
We use Lemma 2.3 to study the orbits of the two corner points of these boxes, 
on 9. Unless stated otherwise, the results in the rest of this paper assume that (1) 
satisfies either (A4) or (D4). 
LEMMA 5.1. Let c > 0. If g(c) < 0 then the positive orbit of the point c@ 
is monotone and asymptotic to the largest critical point less than ~0. If g(c) > 0 
then the positive orbit of c@ is monotone and asymptotic to the smallest critical 
point greater than co. 
Proof. If g(c) < 0 then F(c@) < 0. Also c@ E Int S?. Thus Lemma 2.3 
asserts that the positive orbit of c@ is monotone and w(c@) is a critical point less 
than c#. Let gi denote the largest critical point less than c@. Since the flow 
of (1) preserves inequalities, we have %‘i < (co) . t for all t > 0. Hence 
w(c@) = %?j .
The second assertion follows similarly from Lemma 2.3. 
We argue that Lemma 5.1 gives the asymptotic behavior of all points on 9, 
although 9 is not invariant. If c@ is between critical points then its orbit is 
asymptotic to the larger or smaller critical point depending on the sign of g(c). 
If c@ is greater than the largest critical point gk , then g(c) < 0; so the orbit 
of c@ is asymptotic to 97, . If 0 < c@ < g1 then g(c) > 0 because g(0) > 0. 
In this case, if c # 0 then it follows directly from Lemma 5.1 that the orbit 
of c@ is asymptotic to V, . If c = 0, Corollary 3.2 implies that 0 . t E Int 2 
for all t > 0. Fix a t > 0; there is some c’ > 0 so that c’@ < 0 . t < @i and 
g(c’) > 0. Thus the orbit of 8 is asymptotic to Vi since the orbit of c’@ is. 
LEMMA 5.2. Consider the critical point Vi . If Vi = 0 the-n B(0, ck) is an 
attracting box with X C dom B(0, cJ. If %< # 0 but g(c) > 0 for Ci-1 < c < ci . 
(cfml = 0 if i = l), then B(ci , ck) is an attracting box with Int B(c+, , co) C 
dom B(ci , ck). 
PYOO~. LetE4,=B.IfzEB(0,c,)thenB,(z<%‘k.ThusB<z.t<~:, 
for t > 0; so B(0, ck) is positively invariant. For c’ > clc, g(c’) < 0 since 
g(x,) - - 00 as X, + co. Lemma 5.1 asserts that the orbit of c’@ is monotone 
and asymptotic to gk . Hence w(B(0, c’)) C B(0, c*), and so B(0, cJ is an 
attracting box with S’ C dom B(0, cg). 
If %‘i # 8 and g(c) > 0 for ci-i < c < ci , then the orbit of c@ is monotone 
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and asymptotic to ‘Zi by Lemma 5. I. For c’ > ck , the orbit of c’@ is monotone and 
asymptotic to V, . Thus w(B(c, c’)) C B( ci , ck), So B(ci , ck) is an attracting box 
with Int B(ciel , co) C dom B(ci , ck). 
Remark. In Lemma 5.2 if i = 1 and g1 # 0 then B(0, co) = GV? C dom 
B(c, , CJ by Corollary 3.2. 
LEMMA 5.3. Consider the critical point Vi and let c~+~ = CO if i = k. If 
g(c) < 0 for ci < c < ci+l then B(0, ci) is an attracting box with Int B(0, c~+~) C 
dom B(0, ci). 
Proof. Clearly B(0, ci) is positively invariant. For c, ci < c < c~+~ , Lemma 
5.1 gives that the orbit of c@ is monotone and asymptotic to Vi . Thus u(B(0, c)) C 
B(0, cJ, and so B(0, ci) is an attracting box with Int B(0, ci+r) C dom B(0, ci). 
THEOREM 5.4. Consider Vi < %, . Let ci-1 = 0 if i = 1 and c~+~ = 00 if 
j = k. If g(c) > 0 for cidI < c < ci (this condition is not needed if Vi = 0) and 
g(c)<Oforcj<c<Cj+~, then B(Q) cJ is an attracting box with Int B(c,-I , 
cj+*) C dom B(ci , cJ. In particular, if SF?~ = %‘j then Vi is an asymptotically 
stable critical point. 
Proof. From Lemma 5.2, we have that B(ci , ck) is an attracting box with 
Int B(c+ , co) C dom B(ci , ck). From Lemma 5.3, we have B(0, q) is an 
attracting box with Int B(0, c,+r) C dom B(0, q). Thus B(c, , ci) = B(c, , c,J n 
B(0, c,) is an attracting box with Int B(ci-1 , q+J C dom B(Q) q). If PZ8 = %‘j 
then ?Y$ = B(c, , cj) is an attractor and, hence, asymptotically stable. Note that 
if %‘i = Vj = 0 then 19 is an attractor in JP although 0 may not be an attractor 
in R”. 
COROLLARY 5.5. Suppose ‘;9i is nondegenerate. Then %?$ is asymptotically stable 
if and only ifg’(ci) < 0. 
Proof. Sufficiency follows from Theorem 5.4 and necessity, from Theorem 
4.1. 
COROLLARY 5.6. Suppose (1) satisJes (A4). If g(0) > 0 then B(c, , c,J is an 
attracting box with S’ C dom B(c, , ck) and the number of criticalpoints k must be 
odd. If g(0) = 0 then VI is the origin; and 
(a) if g’(0) < 0 then B(0, clc) is an attracting box with H C dom B(0, clc) 
and k is odd, or 
(b) if g’(0) > 0 then B(c 2 , CJ is an attracting box with &‘\6 C dom B(c, , 
c,J and the number of critical points in B(c2 , c,J is odd. 
Corollary 5.6 reduces the study of the asymptotic behavior in the non- 
degenerate case to studying asymptotic behavior in an attracting box which 
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FIGURE 1 
contains an odd number of critical points. Hence we may assume that 6’ < 5, 
and that the odd subscripted critical points are asymptotically stable and the 
even subscripted critical points are unstable. If Vi is stable then each point 
in Int B(c,-i , ci+r) is asymptotic to %Yi . These boxes are situated along the line 
.Y and separated from one another by the unstable critical points. Also B(c, , ck) 
is an attracting box with 2 C dom B(c, , c~). Figure 1 illustrates this when 
n = 2 and K = 5. The arrows in Fig. 1 denote the direction of the vector field 
along S?. The degenerate case is more complicated because there may be several 
adjacent unstable critical points 
6. STABLE AND UNSTABLE MANIFOLDS OF CRITICAL POINTS 
Let Vi be a critical point of (1). From Theorem 4.3 we know that all eigenvalues 
of DF(%J have negative real parts (we call such a 5?Yi strongly stable) or there is a 
nonnegative eigenvalue p of DF(G?J exceeding the real part of all other eigenvalues _ 
and having an eigenvector lying in the positive cone at Vi . In the latter case 
either TV > 0 and we call ‘??i strongly unstable, or p = 0 and we call %Zi neutral. 
If p > 0 there is a unique l-dimensional unstable manifold tangent to the 
principal eigendirection at VZ?~ . This unstable manifold is composed to two orbits 
leaving Vi . One orbit lies in B(ci , ci+J and is positively asymptotic to gi+r; and 
the other orbit lies in B(ciPl , ci) and is positively asymptotic to gi-i . Hence 
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g(c) > 0 for ci < c < cy+r and g(c) < 0 for c,-r < c < ci . If p = 0 then all 
other eigenvalues of DF(gJ have negative real parts. Thus there is a l-dimen- 
sional center manifold (not necessarily unique) tangent to the principal eigen- 
direction at Vi . This manifold is composed of two orbits, one in B(c, , ci+r) and 
the other in B(c,-, , z , c.) and the direction of motion for each orbit is determined 
by the sign of g between ci and ci+r and between ci-r and ci . For example, if 
g(c) < 0 for ci < c < ci+r , then the orbit in B(ci , ci+J leaves V,+r and is 
positively asymptotic to %‘i . Hence, in case (b) of Theorem 4.3, the sign of g 
near ci determines the motion of orbits in the principal eigendirection at Vi . 
If Vi is strongly unstable or neutral, then Vi has a stable manifold because 
the trace of DF(VJ is negative. Let 171, denote the unique stable manifold 
corresponding to the set of all eigenvalues of DF(%?J with negative real parts. 
Mi in a C1 manifold immersed in Int &’ and tangent at f&i to the eigenspace 
+Zi x EC” C R” x R” determined by all eigenvalues of DF(Vi) with negative 
real parts. All orbits in Mi are positively asumptotic to %‘i . 
THEOREM 6.1. Let Vi be a critical point of (1). Then ?Zi is asymptotically stable 
or unstable. %Y?~ is unstable if and only if either g(c) < 0 for ciel < c < ci or g(c) > 0 
for ci < c < ci+l . Assumec,-, =O;fi= landci+,=~ifi=k. 
Proof. We need consider only a neutral point of %??i . %‘i has a l-dimensional 
center manifold and an (n - 1)-dimensional stable manifold Mi . Following 
from the equivalency extension of Palis and Takens [20], the flow in a neighbor- 
hood of +Zi s equivalent (two flows are equivalent if there is a homeomorphism 
taking orbits onto orbits) to the product flow on the Cartesian product of the 
center manifold and the stable manifold. The orbits on Mi are asymptotic to $Yi; 
and the Aow on the center manifold is determined by g near ci . Thus, if g(c) > 0 
for Ci-r < c < Ci and g(c) < 0 for Ci < c < Ci+r , then the flow on the center 
manifold must be positively asymptotic to Vi . Hence Vi is asymptotically stable. 
If either g(c) < 0 for ci-i < c < ci or g(c) > 0 for ci < c < ci+r then at least 
one orbit on the center manifold of Vi is positively asymptotic to another critical 
point. Thus Vi is unstable. 
Next we say more about how M, lies in Int X. 
LEMMA 6.2. Let ei be an unstable critical point of (1). Then the vector space 
Ei” determined by all eigenvalues of DF(%‘i) with negative real parts contains no 
related points. In particular, if v # 0 E Rn and either 6’ < v OY v < 9, then 
v # Et”. 
Proof. Suppose there is a v f 0 such that 0 < v and v E EiS. Lemma 4.2 
states that the fundamental matrix exp(tDF(gi)) is positive for t > 0. Hence, 
for t > 0, 
0 < exp(tDF(%?i))v. 
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But Ei* is invariant under exp(tDF(VJ), so Eis intersects the positive and negative 
cones at Qi . Thus Mi intersects both Int B(ci-i , ci) and Int B(ci , ci+J. From 
Theorem 6.1 we know that either g(c) < 0 for ci-i < c < ci or g(c) > 0 for 
ci < c < cifl . So either Int B(c,-~ , ci) or Int B(ci , ci+i) consists of points 
none of whose orbits are positively asymptotic to Vi . This contradiction and the 
fact that Eis is a linear space completes the proof. 
The following theorem should be true without any restriction on the co- 
dimension of Mi but the prove given here requires the restriction. 
THEOREM 6.3. Let %i be an unstable criticalpoint with an (tz - I)-dimensional 
stable manifold Mi . Then Mi contains no related points. 
Proof. The subsequent argument uses Lemma 6.2 to obtain the result locally 
at Wi and the result for all points of Mi follows from the fact that being related 
is invariant under the positive-time flow of (1). 
Lemma 6.2 implies that the normal vector to Mi at Vi can be chosen to lie in 
the positive cone at gj. Using basic stable manifold theory [12, 18, 221, it 
follows that a small neighborhood of 9Zi in Mi , call it My, is diffeomorphic 
to an (n - I)-disk. Also My is positively invariant. Using the continuity of 
the tangent space to Mi and shrinking Mi lo’ if necessary, we assume that the 
lo’ normal vector at each point of Mi has all positive components. Appealing to 
the implicit function theorem and shrinking Mioc again, we assume that My is 
the graph of a Ci function h of the first n - 1 coordinates with domain a convex 
set Kin Rn-l. The normal vector at each point of M,!oc can be written (-Vh(x), 1) 
where x E K and Vh(x) denotes the gradient of h at x. Since this normal vector 
is positive, for all x E K we have 
Vh(x) < e. (10) 
Suppose My contains two related points, i.e., there are points w, y E K such 
that (y, h(y)) < (w, h(w)) and (w, h(w)) # (y, h(y)). The mean value theorem 
for functions of n - 1 variables asserts that 
n-1 
NW) - h(Y) = C (Wi - Yf) W PI/ax, 
i=l 
(11) 
for some p E K. The left-hand side of (11) . is nonnegative and the right-hand side 
of (11) is nonpositive by (10). But both sides of (11) cannot be zero. This con- 
tradiction implies that Mp contains no related points. 
For any two points of Mi there is a large time such that after that time the 
orbits of both points are in Mjoc. If the two points were related, they would 
produce two related points in My. But this is impossible. Hence the theorem 
is proved. 
As a consequence of Theorem 6.2 we know that each line perpendicular to a 
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coordinate hyperplane may intersect Mi at most once. Hence there is a “1 - 1” 
projection of ML into each coordinate hyperplane and so Mi can be considered 
the graph of a function of any group of n - 1 variables. 
COROLLARY 6.4. If Vi is a neutral point then Mi contains no related points. 
7. THE TWO-DIMENSIONAL CASE 
In this section we assume that (1) is a 2-dimensional system, i.e., n = 2. 
From the PoincarbBendixson theorem [8, p. 1511, we know that an orbit in A@ 
is asymptotic to a critical point or a periodic orbit. The following result eliminates 
the latter. 
LEMMA 7.1. .W contains no nonconstant periodic solutions of (1). 
Proof. From Corollary 3.2 we need consider only Int A?. Suppose p is a 
point on a nonconstant periodic orbit in Int .%Y of minimal period 7. Since the 
orbit is a Cl curve, either the horizontal line or the vertical line through p 
intersects the periodic orbit at another point 4. Without loss of generality assume 
p Q 4. Since inequalities are preserved by the flow, for all t > 0 
There is an s, 0 < s < 7, such that q = p . s. Thus q = p . s < q * s and for 
alit > 0 
q * t < q . (s + Q. 
In particular, for each positive integer j 
q-(b) Gq.((i+ 1)s). 
Hence the sequence of points q . (js), j = 1,2,3,..., is nondecreasing and con- 
verges to a point of period s as j + 00. This contradiction implies that there are 
no constant periodic orbits in Int &‘. 
Notice that this result follows from the Bendixson criterion [15, p. 2271 
since the trace of DF(x) is constant on 2. But the proof given here works for 
any 2-dimensional system where inequalities are preserved. 
Theorem 6.1, Lemma 7.1, and the PoincarbBendixson theorem now give; 
THEOREM 7.2. The orbit of each point in X is positively asymptotic to some 
critical point. If VZj is an unstable critical point, its stable manifold Mi is l-dimen- 
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sional. Each Mi separates @ into regions of orbits positivei”? asymptotic to F-I , 
Vi , ok ~i+l depending 011 the sign of g. 
8. A SPECIAL CASE IN THREE DIMENSIONS 
In this section we handle the case n := 3 where (1) has k critical points 
satisfying (A4) or (D4). %?r will be assumed asymptotically stable and so g(c) < 0 
for cr < c < c, . Thus ga is unstable and either g(c) < 0 for cz < c < ca or 
g(c) > 0 for c, < c < ca . The latter will occur in the nondegenerate case. Here 
we prove that the orbit of each point in X is positively asymptotic to %‘r or to 
an invariant set in B(c, , ck). If k = 3 then orbits in B(c, , cZ) are asymptotic to 
??a or %‘a depending on the sign of g; and so for the three critical point case we 
have that each orbit is asymptotic to a critical point. Some of the topological 
arguments in this section are reminiscent of those we gave in [21] when analyzing 
the Griffith model. 
First we show that each unstable critical point @?i has a 2-dimensional stable 
manifold Mi .An eigenvalue h of DF(%?J is a root of the polynomial: 
A3 + (011 + oL2 + Ci,j) h” + (C$(Yz + al@,j + C$Olj)h + Cfl+a3 - f ‘(ci) = 0. (12) 
According to the Routh-Hurwitz criterion [14, p. 151, the number of roots of (12) 
with positive real parts is equal to the number of sign changes in the following 
sequence : 
X (~1@+@+j - f ‘(ci)). ala@a3 - f’(Cj)). (13) 
Each term in (13) is positive except possibly c~,a~ti,~ - f’(ci). If ??( is degenerate 
then CY~OL~O~~ - f ‘(ci) = 0; so (12) has no roots with positive real parts. Hence the 
principal eigenvalue of a degenerate critical point is zero and Mi is 2-dimensional 
If gi is nondegenerate then (13) has at most one sign change; so an unstable, 
nondegenerate Vi has a 2-dimensional stable manifold. We have proved: 
LEMMA 8.1. Let n = 3 and %Ci be an unstable critical point of (1). Then the 
stable manifold of ,%?i has codimension one. And thus the principal eigenvalue of a 
degenerate critical point is zero. 
An analogous result is true if n = 4 but Tyson and Othmer [24] have an 
example with n = 5 where an unstable critical point has a 3-dimensional 
unstable manifold. 
Theorem 5.4 asserts that B(c, , ck) is an attracting box. We divide B(c, , ck) 
into eight subboxes by planes parallel to the coordinate planes and containing 
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FIGURE 2 
F2 * a, 2 c ) and B(c, , cd are two such boxes and the other six are defined as 
follows (see Fig. 2): 
Box(l)=(x:c$ <x <C#I c$ <x,<c#J c+ <x cc+) ll\ 1.. 21,121 22~23’. 3.. k3* 
BOX(~) = {x: c $ < 21\1\ kl>l2\ 2.. 22923--. 3Lk37 x <ct$ cq5 <x -cc4 ccj -cc <cd} 
Box(~)={x:cc# <x Cc+ c+ <X Cc+ cd <X Cc+} 21~11 kl> 12'. 2122,131 3'. 239 
BOX(~) = (x: c + < 2 1 \ % d ck$l > c2’#2 d x2 < Ck#2 > 43 d x3 d c2+3}* 
Box(S) = {x: c C#J < x < c $ c 4 < x2 < %+2, $+3 < x3 d c2$3>~ 111 1.. 219 22.. 
Box(6) = {Cc: c $ < X < c 4 11'. 1..21~22\ 21 k29231 c $I < x < c $4 c 4 < x3 < c&}. 
In order to study the motion of orbits through these boxes, we need to establish 
some inequalities for the vector field F on the faces and interior of these boxes. 
First we find the direction of F on the planes parallel to the coordinate planes 
and containing V, . If x1 = c2+r then F,(x) = f(x3) - ~~rc~+r = f(+) - $c2; 
so we have 
F,(X) > 0 if xs > c2+3 and X, = c24r , 
F&C) < 0 if x3 < c2+s and x1 = c29r . 
If x2 = c2+2 then F2(x) = X, - a2c2+, = X, - c2#r; so 
F,(X) > 0 if x1 > c2& and x2 = c2+s, 
F,(X) < 0 if x1 < c2+l and xs = c2& . 
If xs = c243 then F3(x) = x2 - CQZ~C$~ = x2 - ~~4~; so 
F3(x) > 0 if x2 > c&2 and x3 = cs& , 
F3(x) < 0 if xa < c2+2 and xs = c&s . 
505/3fJ/‘-7 
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Similar computations for inside the boxes give 
(17) 
F,(X) > 0 if xa < c&a and xi 3 c&i , 
F&x) < 0 if x2 > ca& and x1 < c&i . 
F&x) > 0 if xa < c&s and x2 > c242 ,
F&x) < 0 if xs > c2& and x2 < c2+2 . 
(19) 
From Theorem 5.4, we have Int B(c, , c2) C dom %‘r . And clearly B(ca , ck) 
is positively invariant. Now we can discuss the orbits of boundary points of 
these two boxes. 
LEMMA 8.2. B(cl , c2)\W2 C dom(%‘J. 
Proof. It follows from (14), (15), and (16) that the vector field points into 
Int B(cr , c2) on the open faces of B(c, , 2 c ). Also e2 is the only invariant set on 
the edges of aB(c, , ca). Thus, by continuity, the orbit of each point on M(c, , c2) 
except g2 enters Int B(c, , c2) and so is asymptotic to Vi . 
LEMMA 8.3. (B(c2 , ck)\(V2 u VJ) . t C Int B(c2 , cJ for all t > 0. 
Proof. Check the vector field on aB(ca , c,,J and argue as in Lemma 8.2. 
LEMMA 8.4. A E B(c, , c2) U B(c, , ck) is an attracting regim. 
Proof. From Lemmas 8.2 and 8.3, the vector field on aA\(%r u q2 u %& is 
pointing into A and A is positively invariant. Recall that M, denotes the stable 
manifold of V, . Theorem 6.3 gives that (M,\g2) n Int B(c, , cp) belongs to the 
interior of (JL1 Box(i). And the unstable or center manifold N of C, belongs 
to the interior of A. N is unstable or center depending on the principal eigenvalue 
of exp(DF(V2)). g2 is an isolated invariant set. Appealing to the theory of 
isolated invariant sets [l, 171 and to the Palis-Takens result [20] concerning the 
flow behavior near a critical point, we can choose a neighborhood of %Y2 such that 
each orbit in that neighborhood is either positively asymptotic to Ve or exits that 
neighborhood near N and hence in Int A. Now, using the compactness of A, 
we can find a closed neighborhood of -4 whose w-limit set is a subset of A. Thus 
A is an attracting region. 
In BOX(~), i = 1, 2 ,..., 6, certain component functions are Lyapunov functions. 
It follows from (17) that the x,-component function is increasing along orbits in 
Box(l). When an orbit exits Box(l), it must hit the open faces 3c, = c2& or xj = 
c&a or the edges belonging to A. Hence an orbit in Box(l) enters either A or 
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BOX(~). Equation (19) implies that the x,-component function is decreasing 
in Box,(2). And it follows that an orbit in BOX(~) enters A or BOX(~). In Box(3), 
(18) gives that the x,-component is increasing and orbits enter either A or Box(4): 
In BOX(~), the x,-component is decreasing and orbits enter either A or Box(S). 
In’ Box(S), the q-component is increasing and orbits enter either A or BOX(~). 
In BOX(~), the x,-component is decreasing and orbits enter either A or Box(l): 
Thus an orbit in B(c, , ck) either is asymptotic to an invariant set in A or spirals 
around the line 6e passing through the six numbered boxes in increasing 
numerical order modulo six. If there is a closed invariant set not contained in A 
then its orbits must spiral and it can be depicted as a cycle of six boxes. This 
spiraling, behavior becomes much more complicated in higher dimensions; 
Even for n = 4, there are two intersecting cycles; and so the invariant set 
possibilities are increased. Such behavior has been observed in the negative 
feedback problem [6, 9, 11, 231 and other biochemical network problems 
r4, 5, IO]. 
The natural way to approach the unique cycle in 3-dimensions is to take a 
section for the flow and study the return map. As our section we choose the face 
shared by Box(l) and BOX(~), i.e., 
~“{x:X1=C2~l,ccj <x <c$b cf$ <x <c$.}. 12.. 2.. 229 23.. 3--. k3 
Let B denote the plane x1 = c& . IntT Y denotes the interior of Y with 
respect to B. M2 intersects B transversely. This is true because Lemma 6.2 
implies transversality at V, and Theorem 6.3 implies that M, intersects the line 
{x: x1 = c2y& , x3 = c2fj3) only at V2 . Off this line F is transverse to B by (14). 
Thus M, intersects B in a lidimensional Cl manifold [18]. Let .M denote the 
connected component of M, n Intg Y with V2 C CIA. Then &’ is a Ci arc 
v&h V2 as an end point, see Figure 3. In Figure 3 the directed curves represent 
the motion of points under the return map. 
x2 = 
x3 
FIGURE 3 
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LEMMA 8.5. Each point of Y\&’ related to some point of 4’ belongs to dom A. 
If th point is above ~8 then its orbit is asymptotic to an invariant set in B(c, , ct). 
If the point is below ,&? then it belon,gs to dom ul; . 
Proof. Take w E .9’\,&’ and suppose w < u for some u E JRY. The point w is 
not in M2 because w is related to u and no two points of M, are related. Since 
u . t -+ ??a as t - co and w . t < u . t, we have 
lim sup w3(t) < c& . 
t-+sl (20) 
Hence the orbit of w is not asymptotic to an invariant set in B(c2, ck)\V2 . The 
orbit of w may repeatedly return to Y as t increases but ultimately it must cross 
the line .~a = ca& into Int B(c, , ca) or enter a small neighborhood of V, . 
In either case the orbit is asymptotic to Vi . The Palis-Takens result implies 
that an orbit near 27s but below J! leaves the neighborhood of V, in Int B(c, , c2) 
and so is asymptotic to 5Ci . 
A similar argument shows that points above &’ are asymptotic to an invariant 
set in B(c, , cp). 
We now show that ~2’ extends across Inttl Y separating into two open sets. 
Note that, since J is a manifold, if ~‘2 were to terminate in Intg 9’ then d 
would not contain its left end point, see Figure 3. 
THEOREM 8.6. &’ is a closed subset of Intd 9’. In fact, &l must have a limit 
point of the edge x2 = c& or the edge x3 = c&, . 
Proof. From the preceding remark the only possibility we must eliminate 
is a point z 4 M which is an end point of d in Intg 9, see Fig. 4. Such a x 
is not asymptotic to +Zs . Also z may not belong to dom A because then it would 
FIGURE 4 
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be asymptotic to %?r or an invariant set in Int B(cs , cJ\%‘s . But this would force 
the orbits of points in & near z into A\gs , which is impossible (Theorem 6.3). 
Thus the orbit of z must return to 9. 
Suppose, for contradiction, that z is not a periodic point. Lemma 8.5 implies 
that the orbit of x returns to the closed upper left quadrant of 9, in Fig. 4 the 
region bounded by the dotted lines. By continuity and Theorem 6.3, there is a 
point u E & which returns to Y in the open upper left quadrant. The orbit of Y 
is asymptotic to %‘s; so the x,x,-plane projection of this orbit must cross itself 
at some point p (see Fig. 5, where the primed notation denotes the x,x,-plane 
projection of the corresponding unprimed point). The orbit projection cannot 
cross the line xi = cs$, in the negative x,-direction between c&i and %* because 
the vector field is pointing in the positive x,-direction along that segment. 
The two points of the orbit of u which project onto p are related. But this 
contradicts Theorem 6.3. Hence z is a periodic point. 
According to Proposition 2.1, for some K 3 2, there is a /z-dimensional Cl 
manifold of points in Int .%’ which are positively asymptotic to the orbit of z. 
This stable manifold meets Int9 9’ in at least a 1 -dimensional manifold. Lemma 
8.5 confines this manifold to the upper left quadrant in Fig. 4. But this confine- 
ment contradicts the smoothness of this stable manifold. Hence the arc 4 
cannot have an end point in Int, 9’ and so it must extend across Intg 9 to 
the edges x2 - ciq& or x3 -= c&a . 
THEOREM 8.7. Consider (1) with n = 3. Let G.fI be asymptotically stable and 
let A = B(c, , CJ u B(c2, ck). Then each point in .?P belongs to dam A. If the 
point is 011 M, then its orbit is positively asymptotic to g2 . Zf the point is below 
M2 then it belongs to dom VI . If the point is above M, then its orbit is positively 
asymptotic to an invariant set in B(c, , ck). 
IO0 JAMES F. SELGRADE 
Proof. Take p E .#. If the orbit of p is not asymptotic to %‘r or ?z’~ then it 
enters Int B(c, , c&. In Int B(c, , c,J the orbit of p belongs to dom A or spirals, 
repeatedly meeting Intg Y. But Theorem 8.6 gives that each point of Ints .Y’ 
is related to some point of &‘. The result now follows from Lemma 8.5. 
Theorem 8.7 is crucial to the induction arguments in the next two sections 
which prove the general 3-dimensional cases. 
9. THE THREE-DIMENSIONAL NONDEGENERATE CASE 
As mentioned after Corollary 5.6, the nondegenerate case can be reduced to 
that of an odd number of critical points, %‘1 < %‘a < ‘.. < %sk-r, where 
8 < Vi . The odd subscripted critical points are asymptotically stable and the 
even subscripted are unstable. Lemma 8.1 asserts that each unstable critical 
point has a 2-dimensional stable manifold. 
THEOREM 9.1. If (1) satisJes (A4) and tl = 3, them the orbit of each point in X’ 
is positively asymptotic to some critical point. In fact, for j = I,..., k - 1, the 
stable manifold M,, separates dom %‘+,fiom dom G?sj+1 . 
Proof. We induct on k, the number of stable critical points. For k = 1 the 
critical point is a global attractor. The case k = 2 is a consequence of Theorem 
8.7 because the orbit of each point in B(cs , ca) except %‘a is asymptotic to %?s 
since g(c) > 0 for cs < c < ca . 
As our induction hypothesis, we assume the result for the flow in an attracting 
box containing k - 1 stable critical points. This holds for k = 2 by virtue of 
Theorem 8.7. We now give the argument for k stable critical points. 
The box B(c, , cs& is an attracting box with .?P C dom B(c, , cqr+r). Theorem 
8.7 gives that the orbit of each point in X is positively asymptotic to an invariant 
set in B(c, , cs) u B(c, , cs&. M, consists precisely of those orbits asymptotic 
to Q, . If a point is below M, then it is in dom %‘i . If a point is above M, and not 
in dom V,,-, , then its orbit enters Int B(c, , ca&. But B(cs , cs& is an 
attracting box with Int B(c2 , cpk-r) C dom B(c3 , ~a,-,), and B(c, , cZlcJ 
contains k - 1 stable critical points. By induction we know that the stable 
manifolds of the unstable critical points in B(ca , cBlc-J separate B(cs , czB-r) 
into the domains of attraction of its stable critical points. Hence the proof is 
complete. 
10. THE THREE-DIMENSIONAL DFXXNERATE CASE 
Here we assume that (1) satisfies (D4) so any of the critical points may have a 
zero eigenvalue. However, Lemma 8.1 still gives that each unstable critical 
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point has a 2-dimensional stable manifold. First .we study the behavior when 
there are only two critical points. 
LEMMA 10.1 Let (1) satisfy (D4) and let n = 3. If (1) has exactly two critical 
points then the orbit of each point in .z? is positively asymptotic to one of these 
criticalpoints. Also, the stable manifold of the unstable criticulpoint is the boundary 
of the domain of attraction of the stable criticalpoint. 
Proof. Since g(0) > 0 and g(c) < 0 for c > c2 , B(cl , cJ is an attracting 
box with 2 C dom B(c, , cJ. For all c, c, < c < cz , either g(c) > 0 or 
L?(c) < 0. 
Assume the former. Then %?s is asymptotically stable with B(cl , c,)\%Z1 C 
dom ‘Zz and V1 is unstable. Hence each orbit in .% is asymptotic to a critical point. 
The stable manifold n/r, of %?I is transverse to the line Y and meets B(c, , ca) 
only at %I , by Theorem 6.3. Analyzing the local behavior at ‘?Z1 , we see that the 
orbit of a point above Ml leaves a neighborhood of %‘1 in B(c, , c.J and hence is 
asymptotic to Vz . And the orbit of a point below MI remains below MI and is 
asymptotic to %I . Using the fact that being related is positively invariant, we 
conclude that this local behavior is global. 
If g(c) < 0 for c, < c < c2 then the preceding argument with the roles of 
%I and %s interchanged gives the desired result. 
THEOREM 10.2. If (1) satisfies (D4) and n = 3 then the orbit of eachpoint in X 
is positively asymptotic to a critical point. In addition, the stable manifald of un 
unstable critical point %‘i separates .z? into regions ar orbits positively asymptotic 
to VimI , gi , M ~i+l depending on the sign of g. 
Proof. We induct on the number of critical points k. For k = 1, the critical 
point is a global attractor; and Lemma 10.1 handles the case k = 2. We assume 
the result for a positively invariant box containing k - 1 critical points, which 
is clear for 2 critical points from Lemma 10.1. 
Suppose (1) has k critical points. Assume that GY1 is asymptotically stable. 
Then g(c) < 0 for c, < c < c, so Vs is unstable. Theorem 8.7 applies to this 
situation giving that M, separates orbits asymptotic to %‘1 from orbits asymptotic 
to an invariant set in B(cz, c&. But B(cz , ck) is a positively invariant box with 
k - 1 critical points. Now using the induction hypothesis, we have the 
result. 
If ‘Z1 is not asymptotically stable then %?1 in unstable and g(c) > 0 for c, < c < 
cg . It follows that B(c, , ck) is an attracting box with B(c, , ck)\%Y1 C dom B(c, , ck). 
The induction hypothesis implies the desired behavior in B(c, , ck). And Ml 
separates orbits a*ymptotic to %‘1 from orbits asymptotic to critical points in 
4~ > ck) as MI did in the proof of Lemma 10.1. Thus, the proof is complete. 
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11. CONCLUDING REMARKS 
An obvious question to ask is whether the results of the last two sections 
remain valid if KZ = 4. If the stable manifolds of unstable critical points still 
have codimension one, they could separate SC?. However, for n = 3, the flow 
through the six boxes, Box(i) i = l,..., 6, is analyzed by taking one 2-face of 
a box as a cross section. For 11 = 4, the spiralling of orbits around L? is more 
involved, with 14 instead of 6 boxes and two intersecting cycles of orbits. Here 
two adjoining 3-faces could be used as a cross section but the return map has yet 
to be analyzed. However, it appears that the conclusions of sections 9 and 10 
will hold. For n > 4, the Tyson-Othmer example [24] indicates that the question 
of asymptotic behavior is much more complicated. 
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