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Most of the gust load alleviation systems (GLAS) of currently-operational aircraft are of
feedback-only control architecture based on inertial measurements. In few other aircraft,
aerodynamic measurements from air data sensors are additionally included, or presently
considered for inclusion, as they usually result in improving the performance of the GLAS. In
both sensor types, the control systemhas very little time to react; and therefore, the performance
of the GLAS would be further enhanced if the turbulence or gust could be measured at some
distance ahead of the aircraft. Doppler LIDAR (LIght Detection And Ranging) sensors could
enable such preview of the turbulence or gust, at a short range (typically between 30 and 200
meters) ahead of the aircraft. In this paper, the availability of a vertical wind profile ahead of
the aircraft is assumed, and the paper focuses on the design of a load alleviation controller that
exploits this information. The proposed methodology of designing this controller is based on
the application of theH∞ optimal control techniques to a discrete-time preview control problem.
Minimizing theH∞ normof the transfer function fromwind input to loads output, directly leads
to the design of an effective load alleviation function. The preview-control formulation enables
the design algorithm to synthesize a combined preview-capable feedforward and feedback load
alleviation function. For a practical reason, the developed methodology is applied in the course
of this paper to a flexible sailplane model (DLR’s Discus-2c), although it is intended to be
applied to larger airplanes (e.g. transport airplanes and business jets).
I. Nomenclature
Some of the standard symbols used in flight mechanics are also used in control theory. In order to avoid any
confusion, a bold font is used when the symbol is for control theory, while a regular font is used when the symbol is for
flight mechanics. Distinction between the two will also be made throughout the paper if ambiguity might arise. The
symbols for flight mechanics are according to the ISO Standard 1151 (see [1, 2]).
Flight Mechanics and Structural Dynamics:
CG = center of gravity of the aircraft
g = Earth’s gravity
I.. = moments and products of inertia of the aircraft with respect to the body axis system (. = x, y or z)
L,M, N = components of the resultant moment about the CG in the body axis system
m = aircraft mass
p, q, r = components of the aircraft angular velocity vector in the body axis system
u, v,w = components of the velocity vector of the aircraft relative to the air in the body axis system
uK, vK,wK = components of the velocity vector of the aircraft relative to the Earth in the body axis system
uW , vW ,wW = components of the velocity vector of the wind relative to the Earth in the body axis system
V∞ = true airspeed
X,Y, Z = components of the resultant force vector in the body axis system
xyz = body axis system (fixed in the aircraft, with the origin, the CG)
x, y, z = inertial displacements
α, αK = angle of attack and kinematic angle of attack, respectively
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Φ,Θ,Ψ = 3-2-1 Euler angels (bank, inclination and azimuth angles, respectively)
dE = total elastic deformation
mi , Qi = generalized mass and force, respectively
ζi , ωi = modal damping and natural frequency, respectively
ηi = generalized coordinate associated with the ith vibration mode
φi = vibration mode shape (eigenfunction)
Control:
d = disturbance input
dp = previewed disturbance input available for the control action
H∞, ‖.‖∞ = infinity norm
h = preview time (continuous-time) or preview length (discrete-time)
Tzw = closed-loop transfer matrix from the exogenous input to the regulated output
u = control input
w = exogenous input
x = system states
y = measured output
z = regulated output
γ = H∞ performance value
ξ = augmented state vector
II. Introduction
Turbulence and gusts are causing variations of the aerodynamic forces and moments that are applied to the aircraftstructure. In addition to causing dynamic structural loads that the structure should be designed to support, these
variations of forces and moments also cause passenger discomfort and anxiety. Active load alleviation of turbulence
and gusts is not a new topic: the investigations made on the Lockheed C-5A to solve its fatigue issues leading to the
development of the Active Lift Distribution Control System (ALDCS) dates back forty years [3]. Over the last decades,
many GLAS had been implemented on numerous airplanes, such as: Lockheed C-5A, Lockheed L-1011-500, Boeing
B-1, Airbus A320, Airbus A330/A340, Airbus A380 and Airbus A350. The GLAS of these airplanes were mainly of
feedback-only control architecture based on inertial measurements (i.e., accelerometers), see [4].
In some other airplanes (e.g., Northrop Grumman B-2 and Boeing 787), aerodynamic measurements (i.e., static
air data sensors) were additionally included to estimate the gust component of the airplane angle of attack [4]. The
feedforward control problem then becomes a question of applying the right control action at the right time, whereas the
angle of attack measurements are taken ahead of the wing (e.g. at the aircraft nose) in an attempt to compensate for
the time delays in the control loop. DLR’s research activities in this direction led to the Open-Loop Gust Alleviation
(OLGA) [5–7] and the Load Alleviation and Ride Smoothing (LARS) [8–10] systems. The limiting factors are in this
case the finite number of independent actuators (e.g., direct-lift control (DLC) flaps and ailerons) and their bandwidth.
For instance, the DLC flaps of the DLR former test aircraft ATTAS (modified VFW-614) were having an authority on
the vertical load factor of around ±0.3 g, which is indeed less than what is needed in case of large amplitude gusts.
The numerous successes of active control technologies for gust alleviation logically ended up reaching the maximum
technology readiness level (TRL) of 9 for some of these systems. Consequently, the orientation of DLR’s research
activities on gust alleviation moved from the design of gust alleviation systems that are based on classical sensors (such
as in the OLGA or the LARS systems) to the investigation of the potential performance enhancement that would result
from the use of more advanced/futuristic sensors. The previous work that had been performed in these directions,
especially during the AWIATOR project, led in particular to the GCS [11] and the GLA [12–14] systems, and to also
consider the use of Doppler LIDAR sensors for determination of wind ahead of the aircraft for load alleviation purposes
[11–20].
By pitching the aircraft up or down, angle of attack variations can be commanded, leading to effective variations
in terms of loads much larger than with control surfaces on the wing. Optimally, combining wing control surface
deflections and pitching actions therefore permits to improve the load alleviation performance, compared to what can be
achieved with wing control surface deflections only. It is also crucial to understand that this increase in achievable
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load performance depends on the lead-time for the disturbance (here turbulence or gusts), i.e. how long in advance the
turbulence or gusts are determined. When additionally considering the effects related to the aircraft flexibility (change
of shape of the aerodynamic surfaces plus inertial accelerations) and to the unsteady aerodynamics behavior, the design
of an optimal load alleviation controller is even less straightforward than in the rigid-aircraft steady aerodynamics case.
The methodology proposed in this paper provides a good compromise between performance and tuning flexibility.
As in the previously mentioned work, the feedforward load alleviation function designed with the methodology
presented afterwards is based on the observation that with more anticipation of the near future loads, a higher load
alleviation performance can be achieved. This is realized by gathering information on the wind field ahead of the
aircraft, which in the current concept is based on a Doppler LIDAR sensor and a rather extensive processing of the
obtained measurements. The current work benefits from what had been achieved in the previously mentioned work and
projects, but focuses mainly on improving the controller design step. To do so, the problem of previewing the turbulence
or gusts is formulated in a mathematical way that could be used by the already available control synthesis techniques.
III. Considered Application and Models Used
In this section, the flexible aircraft will be introduced, then a general aeroelastic model of it will be presented, and
finally the model used for this work will be described.
A. The DLR Discus-2c Sailplane
Although this work is primarily intended to be applied on large transport aircraft (Part 25 of the FAA airworthiness
standards or the EASA certification specifications), an aeroelastic model of a sailplane is used in this work for reasons
related to the model availability and intellectual property. The relative simplicity of this model, compared to models
extracted from coupled CFD/CSM tools, makes it also easier to test new ideas and methodologies on this model than
with most CFD/CSM-derived models. The aircraft used for the simulation is the high-performance single-seat DLR’s
Discus-2c sailplane shown in Fig. 1, and has the general mass and geometry characteristics given in Table. 1.
A flight test measurement system is installed to the aircraft and consists of (among others) a 5-hole probe nose
boom, GPS, INS, 46 strain gauge sensors and 15 three-axis accelerometers at different aircraft locations indicated in
Fig. 2. In this work, only the symmetric motion and loads are considered. The considered locations and loads for the
control synthesis will be given later with more details in the results section.
Fig. 1 DLR’s Discus-2c Sailplane in Flight
B. The Discus-2c Aeroelastic Simulation Model
A nonlinear flexible model of this aircraft has been developed based on ground tests, flight test data, and system
identification techniques. The main characteristics of this model are provided later on, but the readers can find many
more details in [21, 22] and in the references therein. This model provides load outputs for the shear force as well as
the torsional and bending moments at seven different load stations: six per wing and one for the horizontal tail. The
overall structure of the model follows a modal approach, where the nonlinear rigid-body motion is complemented by a
series of flexible modes (second-order linear structure, but the corresponding aerodynamic terms can principally include
nonlinearities).
The equations of the rigid-body dynamics are expressed in the body axis system in Eq. (1). The rotational kinematic
equations are expressed based on Euler angles in Eq. (2), whereas the translational kinematic equations are expressed in
a geodetic frame (flat and fixed Earth assumption) in Eq. (3), see [23] for more details. The relationship between the
components of the inertial, wind and aerodynamic velocity vectors is given by Eq. (4), whereas the definition of the
corresponding flow and path angles will be given later when needed.
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Table 1 DLR’s Discus-2c Geometry and Mass Characteristics
Parameter Value
Chord, m 0.685
Span, m 18
Wing area, m2 11.39
m (with pilot 1 or 2), kg 451 or 422
Ixx , kg.m2 3190
Iyy , kg.m2 870
Izz , kg.m2 3900
Ixy = Iyz = Ixz 0
m ( ÛuK + qwK − rvK ) + mg sinΘ = X
m (ÛvK + ruK − pwK ) − mg cosΘ sinΦ = Y
m ( ÛwK + pvK − quK ) − mg cosΘ cosΦ = Z
Ixx Ûp − Ixy ( Ûq − pr) − Ixz ( Ûr + pq) − Iyz
(
q2 − r2) + (Izz − Iyy ) qr = L
Iyy Ûq − Ixy ( Ûp + qr) − Iyz ( Ûr − pq) + Ixz
(
p2 − r2) + (Ixx − Izz) pr = M
Izz Ûr − Ixz ( Ûp − qr) − Iyz ( Ûq + pr) − Ixy
(
p2 − q2) + (Iyy − Ixx ) pq = N
(1)
ÛΦ = p + q (sinΦ tanΘ) + r (cosΦ tanΘ)
ÛΘ = q cosΦ − r sinΦ
ÛΨ = q (sinΦ secΘ) + r (cosΦ secΘ)
(2)
Ûx = uK (cosΘ cosΨ) + vK (sinΦ sinΘ cosΨ − cosΦ sinΨ) + wK (cosΦ sinΘ cosΨ + sinΦ sinΨ)
Ûy = uK (cosΘ sinΨ) + vK (sinΦ sinΘ sinΨ + cosΦ cosΨ) + wK (cosΦ sinΘ sinΨ − sinΦ cosΨ)
Ûz = −uK sinΘ + vK (sinΦ cosΘ) + wK (cosΦ cosΘ)
(3)
u = uK − uW
v = vK − vW
w = wK − wW
(4)
Fig. 2 DLR’s Discus-2c Load Stations and Distribution of Measurement Sensors (red circles: accelerometers)
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The total elastic displacement of a structure can be expressed in terms of modal expansion using n free-vibration
modes as in Eq. (5), whereas the n generalized coordinates associated with the respective n free-vibration modes are
governed by the n equations given by Eq. (6).
dE (x, y, z, t) =
n∑
i=1
φi (x, y, z) ηi (t) (5)
Üηi + 2ζiωi Ûηi + ω2i ηi =
Qi
mi
, i = 1, 2, · · · , n (6)
By using the mean axis system (one at which the relative translational and angular momenta about the center of
mass resulting from elastic deformation of a structure undergoing free vibration diminish), the equations of motion of
the rigid body and the structural vibrations become uncoupled (except for the external forces and moments and the
generalized forces), see [24]. Hence, an aeroelastic model is constituted of Eqs. (1-3 , 6). These equations are 12+n in
number, have 12+2 n states, and are nonlinear coupled differential equations of first and second order.
To complete the aeroelastic model, expressions for the external forces and moments (aerodynamic model) and the
generalized forces are needed. The aerodynamic model used in this work is expressed as partial derivatives of the
motion variables, control surface inputs, and the flexible degrees of freedom of the aircraft. For the example aircraft
used for the simulation in this work, these derivatives had been obtained by system identification from flight tests (see
[21, 22] for further details).
C. The Discus-2c Control Design Model
The model described in the previous section is trimmed for a steady flight and linearized at this trimmed flight
condition (see [25] for the comparison between this linear model and the nonlinear one of the example airplane
considered in this work). The resulting linear model is then expressed as a continuous linear state-space. During or after
the linearization, some states (i.e. modes) can be removed in order to obtain a smaller simplified model that is better
suited for control synthesis purposes.
In this work, the model used for the control synthesis consists only of the short-period mode, the first and second
wing bending modes (see Table. 2), the first-order transfer functions of the elevator and symmetric aileron actuator
dynamics, in addition to the dynamics of any included filters or weighting functions as will be shown later.
Table 2 DLR’s Discus-2c Modal Characteristics (in vacuum)
Mode
Parameter 1 2
Description 1st wing vertical bending 2nd wing vertical bending
Generalized mass, kg.cm2 20 10.35
Frequency, rad/s 16.02 48.59
Damping ratio 0 0
IV. Proposed Control Design Methodology
The primary objective of the gust load alleviation controller is to minimize the impact of turbulence and gusts on the
dynamic loads experienced by the structure. A secondary objective is that the load factor at the pilot location (and
possibly at other locations) shall be reduced. In other words, the impact of the disturbance on the loads and load factor
should be minimized: this is a disturbance rejection problem. In the following, we propose minimizing this impact in
the sense of H∞ norm.
A. The H∞ Optimal Control
As already mentioned, the problem of ride qualities enhancement and structural loads alleviation of an aircraft
when encountering turbulence or gusts is by nature a disturbance rejection problem, which can be well expressed as
an H∞ control design problem. In this type of problems, a controller, that stabilizes the closed-loop transfer function
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from the so-called exogenous input to the regulated output while minimizing its gain, is synthesized. For multi-input
multi-output (MIMO) systems, the transfer functions become transfer matrices. In this case, a relevant measure of the
gain is a matrix norm. Two of the most widely-used norms are the H2 and H∞ norms. As the gust input is neither fixed
nor has a fixed power spectrum, the H∞ norm (peak gain of the closed-loop transfer function across all frequencies and
all input directions) is better suited here. The following subsection gives a very short introduction to the H∞ optimal
control problem, to allow easier understanding of the following sections.
The concept of H∞ control has been introduced in the late 1970’s and early 1980’s. The standard H∞ control
problem is illustrated in Fig. 3, where P is the generalized plant (the plant plus all weighting functions) and K is the
controller to be synthesized. w, z, u and y (in bold to be differentiated from the symbols used in the aeroelastic model)
are the exogenous input, regulated output, control input, and measured output vectors, respectively. The generalized
plant P can be expressed in state-space form as in Eqs. (7) , where x (in bold) is the system state vector. The matrices
A, B1, B2, C1, C2, D11, D12, D21 and D22 are of appropriate dimensions. This figure basically consists of a lower linear
fractional transformation (LFT), with the generalized plant’s measured outputs being fed back to its control inputs
through the controller K . The objective of the H∞ control design is to find the controller K that stabilizes P and ensures
that the infinity norm of the closed-loop transfer matrix from the exogenous input to the regulated output, ‖Tzw ‖∞, is less
than a positive H∞ performance value γ (i.e., ‖Tzw ‖∞<γ). The term H∞ itself is derived from the corresponding Hardy
space (see [26, 27]), and can also be seen as a particular case of the L2-induced norm in case of linear dynamic systems.
Ûx (t) = Ax (t) + B1w (t) + B2u (t)
z (t) = C1x (t) + D11w (t) + D12u (t)
y (t) = C2x (t) + D21w (t) + D22u (t)
(7)
P
K
w z
yu
Fig. 3 Standard Form for Control Synthesis
Controllers which are synthesized with H∞ techniques are often considered as “robust controllers” due to the
interpretation of the H∞-norm as a robustness margin (interpretation resulting from the “small-gain theorem” in the
case of linear time-invariant (LTI) systems, see [26–28]). The basic idea of this theorem for the interconnection of
Fig. 3 can be expressed as follows: Let γ = ‖Tzw = Fl(P,K)‖∞, where Fl is the lower LFT. Then the output z can be fed
back to the input w through any system ∆ such that ‖∆‖∞ < γ, without destabilizing the closed-loop Fu(Fl(P,K),∆),
where Fu is the upper LFT. As a consequence, if the input w and the output z are chosen such that closing the loop
from z to w can be interpreted physically as taking a meaningful set of uncertainties into account, then minimizing the
H∞-norm from w to z leads to increasing the robustness of the closed-loop.
It is however crucial to understand that the H∞ techniques can also be used as a mean to “shape” some particular
transfer function for the closed loop. In such cases, feeding the regulated output z back to the exogenous input w through
an uncertainty block ∆ often does not correspond to anything meaningful for the considered application. In other words,
if neither unmodeled dynamics nor parametric uncertainties are expected between z and w, then the interpretation of the
H∞ norm ‖Tzw = Fl(P,K)‖∞ as a robustness measure is not useful. H∞ techniques can be used to increase robustness,
but the sole fact that H∞ techniques have been used does necessarily mean that the obtained closed-loop is robust
(i.e., the achieved performance and the performance channel definition must be analyzed to be able to conclude on
robustness). In this paper, the H∞ techniques are only used to specify the desired load alleviation behavior (i.e. to shape
the gust/turbulence rejection), with and without preview of the disturbance. The solutions obtained were found to be
quite robust, but exhaustive robustness analysis as well as adding specific criterion to explicitly ensure robustness during
the control synthesis are let for further work.
Traditionally, two main approaches [29, 30] have been widely used to synthesize H∞ controllers. Both are
algorithmically quite efficient, even though their O(N4) complexity (N being the number of states of the control
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design plant) tend to strongly limit the size of the problems they can be applied to. These methods have the following
disadvantages:
1) They provide no way to impose a certain required structure of the controller
2) They require the expression of all design requirements in terms of a single MIMO transfer function
3) The order of the synthesized controller is the same as that of the weighted plant P. This often causes issues with
their practical implementation, and the controller must be simplified or reduced a posteriori, which is often far
from being trivial.
As a response to the need to tackle these disadvantages, various other methods were investigated; for instance, the
approach in [31]. This approach has two advantages over the classical full-order synthesis algorithms:
1) It allows the synthesis of controllers for models with multi performance channels
2) It can synthesize controllers with all kinds of structures and orders, as long as they remain linear
This also means that if the designer correctly specified the structure of the desired controller, then the implementation
of the obtained controller in a real-time embedded system should be straightforward (i.e., no controller reduction is
required). However, this approach has the disadvantage of solving a non-convex problem based on local optimization
techniques and multiple random restarts (see [32]); which in turn, increases the computation time and there is a priori no
guarantee of reaching the global optimum. In practice, the advantages of this method often make up for its disadvantages.
B. Preview Control
By measuring the disturbance ahead of the plant with enough lead time, new information and degrees of freedom
become available for the controller; hence, a performance enhancement can be achieved. This type of control strategies
has been used for various systems, see for instance [33–37] and the references therein, under the name “preview control”.
In the present paper, it is assumed (with no further discussion) that a sensor system is able to measure the vertical
wind ahead of the aircraft; therefore, the vertical wind over a small time horizon in the future is known. The interested
reader is referred to [16, 17, 38] and the references therein for further information on the sensor technologies that could
provide this capability. This paper focuses rather on the question of the optimal exploitation of the previewed disturbance,
and does not tackle the question of how to obtain this information in practice. This preview control approach proposed
here can be seen as a direct extension of [17–20] in which the controllers were sub-optimally manually tuned based on
the designer’s understanding of flight mechanics and aeroelasticity.
Note also that in practice for the considered application, the sensor is measuring the wind at the current time,
but at a location that the aircraft has not reached yet. Even if (in the considered configuration) the measured wind
is not expected to change significantly during the time the aircraft needs to reach the measurement location, it could
theoretically change; and the correct physical interpretation is that it is a remote measurement, and not a glimpse into
the future. Based on the remote wind information gathered ahead of the aircraft at the present time and in the past and
based on the aircraft motion, a “best guess” on the future encountered gust/turbulence is made and used to anticipate
and alleviate the resulting structural loads.
Preview control problems can typically be represented by the block diagram of Fig. 4. Note that the control problem
of Fig. 4 is causal because instead of considering that the controller knows the disturbance in advance (which would not
lead to a causal system), we consider (without loss of generality) that the disturbance measured at the current time will
affect the system P after a time delay h. The system P can be expressed in state-space form as in Eq. (8), where w is as
before the exogenous input (chosen in this work to be the previewed disturbance input, dp).
P
K
delay e­hs
dp d
w z
yu
Fig. 4 Feedforward-Feedback Preview Control Architecture
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Ûx (t) = A˜x (t) + B˜1d (t) + B˜2u (t)
z (t) = C˜1x (t) + D˜11d (t) + D˜12u (t)
y (t) = C˜2x (t) + D˜21d (t) + D˜22u (t)
(8)
In the literature, two different main approaches to account for the delay term are followed. The first is in the
continuous-time domain and based on the work of [34, 35], whereas the second is in the discrete-time domain and based
on the work of [37]. In the course of this work, a discrete-time formulation, strongly inspired by the one used in [37],
is used. In the discrete-time approach of [37], the problem had been formulated as a full information state-feedback
control problem and solved using state augmentation technique. Since in our case, the model dynamics are of flexible
aircraft (i.e. include flexible degrees of freedom that cannot be measured), an output-feedback formulation is made and
used in the following.
The system (Eqs. (8)) is converted to the discrete-time domain as in Eqs. (9). The previewed information is simply
modeled in the discrete-time formulation as a chain of unit delays that augments the open-loop state-space representation
of the plant P by h states, where h is now a nonnegative constant called the preview length (= the preview time divided
by the sampling time). The physical interpretation of this chain of unit delays can be seen in Fig. 5, where the values of
d (k), d (k + 1), · · · , d (k + h) are available for control.
Ûx (k + 1) = Ax (k) + B1d (k) + B2u (k)
z (k) = C1x (k) + D11d (k) + D12u (k)
y (k) = C2x (k) + D21d (k) + D22u (k)
(9)
Disturbance
preview length, h
d(k)d(k+h)
dp(k)
CG
dp(k­h)
Fig. 5 The Previewed Disturbance Input ahead of the Aircraft and its Sampling
The following state-space representation of this chain of unit delays has been chosen. By defining the state
vector xd = [d (k) d (k + 1) · · · d (k + h)]T =
[
dp (k − h) dp (k − h + 1) · · · dp (k)
]T , then xd is related to dp by the
state-space of Eq. (10), where the corresponding matrices are defined in Eq. (11). In this output-feedback formulation,
the current value of dp is also used for control, which is different from the state-feedback formulation of [37].
xd (k + 1) = Adxd (k) + Bddp (k)
yd (k) = Cdxd (k) + Dddp (k)
(10)
Ad =
[
0h−1×1 Ih−1×h−1
0 01×h−1
]
, Bd =
[
0h−1×1
1
]
,Cd =
[
Ih×h
01×h
]
,Dd =
[
0h×1
1
]
(11)
In case of zero preview (i.e., h = 0), Eq. (10) simply reduces to the output equation Eq. (12), with no state equation.
yd (k) = dp (k) (12)
The model of Eq. (9) is named G(z) in the following. Its augmentation with the aforementioned chain of unit delays
is made as shown in Fig. 6. In this diagram, the previewed disturbance input dp and the performance channel input w
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are defined as two separate inputs, in order to keep this representation as general as possible. In the herein considered
pure disturbance rejection problem, dp will also be the input of the performance channel (i.e., the connection between
w and G(z) would then be removed and the performance channel is the transfer function from dp to z). In another
context or in a multi-channel problem, w could be another interesting physical input (e.g., another type of disturbance
which can neither be measured nor previewed, but also to be rejected by the closed loop), or various signals could be
previewed with different preview horizon for each. As a consequence, Fig. 6 should be understood as a generic sketch of
the different ways the original plant can be augmented for including preview signals, rather than the only augmentation
scheme considered here.
P
K(z)
u y
w z
G(z)z−1 z−1z−1 z−1dp
… … … … … … … … … … …
y
d
h unit delays
Fig. 6 Augmentation of the Discrete-Time H∞ Control Design Plant with the Previewed Disturbance
The equations corresponding to the augmented system of Fig. 6 (with w = dp) can be written using the augmented
state vector ξ ((k)) = [[xT (k) xT
d
(k)]T . By combining Eq. (9) and Eq. (10), the final augmented system can be
expressed as in Eq. (13), where the corresponding matrices are defined by Eq. (14). The system (Eqs. (13)) is in the
standard form of the H∞ optimal control given by Eqs. (7); hence, the characterization of solvability relies exclusively
on that of the H∞ optimal control theory. This allows for tackling the disadvantages of the continuous-time approach;
but on the other hand, this discrete-time approach has the following disadvantages:
1) The plant should be discretized (with the known accompanying problems and precautions of discretization)
2) The system order (and hence the controller order if the full-order method is used) becomes a function in the
preview length
Ûξ (k + 1) = Aξ (k) + B1dp (k) + B2u (k)
z (k) = C1ξ (k) + D11dp (k) + D12u (k)
y (k) = C2ξ (k) + D21dp (k) + D22u (k)
(13)
A =
[
A B1 0nx×h−1
0h×nx Ad
]
, B1 =
[
0nx×1
Bd
]
, B2 =
[
B2
0h×nu
]
C1 =
[
C1 D11 0nz×h−1
]
,D11 =
[
0nz×1
]
,D12 = D12
C2 =
[
C2 D21 0ny×h−1
0h+1×nx Cd
]
,D21 =
[
0ny×1
Dd
]
,D22 =
[
D22
0h+1×nu
] (14)
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V. Results
In this section, first the H∞ performance channel(s) will be normalized; followed by including additional weights to
express the desired performance, compared to the baseline performance (chosen here to be the open-loop). Second, the
results obtained for the Discus-2c sailplane model will be shown.
A. Normalization and Weighting Functions
The state-space model resulting from the linearization of the nonlinear aeroelastic model of the aircraft dynamics
cannot be directly used for the H∞ optimal control synthesis, as the regulated output channels are in general of different
weights and dimensions. A normalization process should be done first. In this work, a discrete-gust design criteria
of the Airworthiness Standards: Transport Category Airplanes (14 CFR 25.341 / CS-25.341) is followed for such a
normalization. According to this approach, a gust of 1-cos shape with different sufficient number of gust gradient
distances in the range 30 feet to 350 feet (9 m to 107 m) must be investigated to find the critical response for each load
quantity. Since this gust design criteria is for transport airplanes, but the model aircraft used for the simulation is a
sailplane, the gust gradient and the maximum design gust velocity of the criteria had been scaled down by the ratio of
the trim speed of DLR’s Discus-2c (160 km/hr at altitude of 1000 m) to that of a transport airplane (assumed Mach
0.5). After that, each regulated output channel is divided by its corresponding maximum absolute load resulting from
these gust loads. The advantage of this approach of normalization is that it relies on physical representative quantities;
hence, it results in a normalized state-space model of the aircraft dynamics that is independent of the form of the
state-space representation itself. In Fig. 7, the regulated output channels are shown for different gust gradient distances.
The resulting maximum and minimum structural loads (from which the corresponding maximum absolute values are
selected for the normalization) are shown in Fig. 8. The same procedure is applied for the structural loads and the load
factors at other different stations (but not shown in the graph).
After that, the weighting functions are to be selected, which depend on the selected regulated output channels.
The model used in this work has 7 regulated output channels: 1) one for the load factor at pilot location (npilotz ,
non-dimensional), 2) one for the shear force at wing station WR1 (SR1, in Newton), 3) one for the torsional moment at
wing stationWR1 (TR1, in Newton-meter), 4) one for the bending moment at wing stationWR1 (BR1, in Newton-meter),
5) one for the load factor at horizontal tail station HTR (nHTRz , non-dimensional), 6) one for the elevator control action,
and 7) one for the symmetric aileron control action. The weighting functions of the elevator and the symmetric aileron
control actions are selected to penalize the high-frequency dynamics (i.e., lead compensator or realizable high-pass
filter), considering the respective dynamics of each control surface actuator. All other weighting functions are selected
to be static gains. Afterwards, all the gains of the weighting functions are adjusted so that the feedback-only case has an
H∞ norm that is approximately 15 percent less than that of the open-loop system.
B. Full-Order and Fixed-Structure H∞ Optimal Control with Preview
In this subsection, the simulation results will be shown for both synthesis methods: full-order and Fixed-Structure
H∞ optimal control with preview. In Fig. 9, it can be seen that the H∞ performance value γ decreases monotonically
with increasing the preview length (or the preview time) until reaching a lowest value. After reaching this lowest value,
no more performance enhancement could be obtained even with increasing the preview length.
From Fig. 9, it can also be seen that almost the same performance can be obtained with the Fixed-Structure H∞
optimal control method, but with a significantly lower controller order (controller order = 2 and 6 are shown) than that
of the Full-Order one (controller order = 10 [aircraft, actuators and weighting functions states] + h+1 [preview]).
In Fig. 10, this enhancement in the H∞ performance value can be seen as a reduction in the maximum absolute
values of the time response of the different regulated outputs when encountering the gust.
The rigid-body states (wK and q), the flexible degrees of freedom (η1, η3, Ûη1, and Ûη3), the kinematic angle of attack
αK = arcsin wKV∞ , the angle of attack α = arcsin
w
V∞ = arcsin
wK−wW
V∞ and the regulated outputs are shown in the time
domain in Fig. 11. In this figure, it can be seen that the controller strategy is to use the previewed gust to actuate, in
advance, the elevator and symmetric aileron, to enhance the performance. More specifically, the controller actuates the
two control surfaces to: 1) damp the structural motion together with affecting the rigid-body motion, which results in
alleviating the structural loads, and 2) to pitch and heave the aircraft together with affecting the structural motion, which
results in decreasing the load factors.
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VI. Conclusion
In this work, a new approach for control synthesis has been suggested to enhance the performance of the GLAS
of flexible aircraft. The approach relies on using new sensor technology of airborne Doppler LIDAR for determining
in advance the gust disturbances that the aircraft will encounter. This future information of gust disturbances is then
used in the control action, as what is known by preview control. The problem has been formulated in the course of this
work to be in the standard form of the H∞ optimal control synthesis. Two methods for synthesizing the H∞ optimal
controller had been applied: a full-order one and a fixed-structure one. The advantages and disadvantages of each of the
two synthesis methods had been discussed and shown through simulation on a flexible aircraft model. The simulation
results have shown that the suggested approach has effectively enhanced the performance of the GLAS; and that by
comparing the fixed-structure synthesis method to the full-order one, almost the same performance can be achieved, but
with the advantage of much lower controller order.
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