2 Frequency-dependent brightness enhancement, where a flickering light can appear twice as bright as an equiluminant constant light, has been reported to exist within the alpha (8 -12 Hz) band. Could oscillatory neural activity be driving this perceptual effect? Here, in two experiments, human subjects reported which of two flickering stimuli were brighter. Strikingly, 4 Hz stimuli were reported as brighter more than 80% of the time when compared to all other tested frequencies, even though all stimuli were equiluminant and of equal temporal length. Electroencephalography recordings showed that inter-trial phase coherence (ITC) of theta (4 Hz) was: 1) Significantly greater than alpha, contralateral to the flickering stimulus; 2) Enhanced by the presence of a second ipsilateral 4 Hz flickering stimulus; and 3) Uniquely lateralized, unlike the alpha band. Importantly, on trials with two identical stimuli (i.e. 4 Hz vs 4 Hz), the brightness discrimination judgment could be predicted by the hemispheric balance in the amount of 4 Hz ITC. We speculate that the theta rhythm plays a distinct information transfer role, where its ability to share information between hemispheres via entrainment promotes a better processing of visual information to inform a discrimination decision.
Frequency-dependent brightness enhancement, where a flickering light can appear twice as bright as an equiluminant constant light, has been reported to exist within the alpha (8) (9) (10) (11) (12) band. Could oscillatory neural activity be driving this perceptual effect? Here, in two experiments, human subjects reported which of two flickering stimuli were brighter. Strikingly, 4 Hz stimuli were reported as brighter more than 80% of the time when compared to all other tested frequencies, even though all stimuli were equiluminant and of equal temporal length. Electroencephalography recordings showed that inter-trial phase coherence (ITC) of theta (4 Hz) was: 1) Significantly greater than alpha, contralateral to the flickering stimulus; 2) Enhanced by the presence of a second ipsilateral 4 Hz flickering stimulus; and 3) Uniquely lateralized, unlike the alpha band. Importantly, on trials with two identical stimuli (i.e. 4 Hz vs 4 Hz), the brightness discrimination judgment could be predicted by the hemispheric balance in the amount of 4 Hz ITC. We speculate that the theta rhythm plays a distinct information transfer role, where its ability to share information between hemispheres via entrainment promotes a better processing of visual information to inform a discrimination decision.
INTRODUCTION
When asked to judge the brightness of a stimulus, decisions regard the objective amount of light entering the eye (luminance) but are ultimately based on our subjective experience of this luminance (brightness). Despite our usual impression that subjective experience maps to objective reality, there can often be an enlightening disconnect between the two. As Von Helmholtz 1 articulated, "…those cases in which external impressions evoke conceptions which are not in accordance with reality are particularly instructive for discovering the law of those means and processes by which normal perceptions originate". A particularly strong example of this disconnect is the reported Brücke effect, where a stimulus flickering around 10 Hz requires half the luminance of a constant stimulus for the two stimuli to appear at equal subjective brightness 2 . This frequency-dependent brightness enhancement 2 occurs over a range of slower frequencies (between 1 -17 Hz).
Echoing Von Helmholtz 1 , the Brücke effect presents a compelling case where we can investigate the "…processes by which normal perceptions originate". Here we probe the origins of brightness perception and tie the brightness-enhancement effect to changes in neural oscillations measured using electroencephalography (EEG). Bartley 2 found the greatest difference between luminance and brightness when stimuli flickered near 10 Hz, in the alpha frequency range.
Described as an inhibitory internal sampling rhythm [3] [4] [5] , alpha oscillations have been shown to impact a diverse array of visual percepts. For example, visual detection can be predicted by the prestimulus power and phase of endogenous alpha rhythms 6 , disrupted or reset alpha rhythms 7 , and entrained alpha rhythms [8] [9] [10] . A recent review of EEG studies 11 suggests that these alpha dependent changes to visual perception are largely phasic, where one phase of the oscillation (e.g., a peak) favours one outcome (e.g., detecting a target), and the opposite phase (e.g., a trough) favours the other outcome (e.g., failing to detect a target).
In 1966, Kohn and Salisbury 12 replicated the Brücke effect on brightness reports, but concluded there was no connection to their EEG measures. However, they used only 2 participants and 2 electrodes with an analysis of oscillatory content that included simply measures of power (amplitude) and not phase (timing) -limitations that likely precluded them from observing the effects we report here. Interestingly, while Kohn and Salisbury 12 discuss their findings as showing maximal brightness enhancement for ~10 Hz flickering stimuli, a closer examination of their results (p. 464; fig. 3 ) suggests that they saw the largest effects with stimuli flickering at a slower rate close to 5 Hz. Perhaps changes to oscillations in the theta rhythm (around 3-8 Hz) may instead be responsible for brightness enhancement.
Like the alpha band, theta phase and power, both pre-and post-stimulus, have proven to play a role in various visual percepts, from attentional search 13 , to contrast gain 14 , and even to subjective colour preference 15 . Further, and of particular relevance to the current study, recent work from Han & VanRullen 16, 17 shows that the phase of theta oscillations plays a role in the apparent brightness enhancement of a meaningful image as opposed to a random line image.
They suggest the appearance of the fully connected and interpretable line object as brighter than the random line image is due to theta oscillations carrying top-down signals from higher areas when making luminance judgments. This interpretation is supported by a study of contrast judgments, which were most difficult when masked by a frequency just faster than theta 18 .
According to the authors, and in line with the results of Han & VanRullen 16,17 , a mask "slightly faster than the perceptual cycle" governed by theta optimally disrupted judgments in this experiment 18 . Therefore, we designed the current study to answer two main questions: First, in replicating the Brücke effect by testing frequencies within the original reported range 2 of brightness enhancement (0 -17 Hz), would we find the largest effect for stimuli flickering in the theta (4-5 Hz) or alpha (9-10 Hz) range? Second, regardless of what frequency induced the largest brightness enhancement, would this be reflected in the phasic response of the EEG oscillations of that frequency? To answer these questions, we ran two experiments. First, we conducted a behavioural experiment designed to replicate the Brücke effect (one flickering stimulus compared to one constant stimulus and also extend it to two flickering stimuli, with all flickering stimuli appearing in the range of the originally reported enchancement 2 ). Second, we used the results of the first experiment to refine our frequency range to those providing the greatest brightness enhancement and examined phasic, oscillatory effects at the frequencies of the flickering stimuli by measuring their inter-trial phase coherence (ITC). In brief, in both experiments we found that a 4.4 Hz flickering stimulus elicited the greatest apparent brightness enhancement -chosen as brighter over the other frequency stimuli more than 80% of the time. In the EEG study, we found that this 4.4 Hz brightness enhancement was paired with the greatest amount of phase locking, measured with ITC.
RESULTS

Choice behaviour
Flicker at theta frequency produces the greatest behavioural brightness-enhancement effect In both Experiment 1 (E1) and Experiment 2 (E2) participants were asked to judge which of two stimuli on the screen was brighter (or darker, question counterbalanced across participants). We presented a range of frequencies equally spaced across the originally reported range of enhancement 2 in E1 (0, 4.4, 9.2, 13.3, 17.1 Hz) and a restricted subset in E2 (4.4, 9.2, 13.3 Hz) in all possible pairs ( Figure 1 ) and recorded the side and frequency of the stimulus participants selected as brighter on each trial. The results for E1 and E2 can be seen in Figure 2 Critically, when paired with a stimulus of any other frequency, 4.4 Hz stimuli were chosen as brighter more than 80% of the time. This was confirmed via a two-factor repeated-measures (RM) analysis of variance (ANOVA) comparing left versus right frequencies (E1: 5 frequencies x 5 frequencies; E2: 3 frequencies x 3 frequencies). In both experiments, we found a main effect for both Left Frequency (E1: F (0.41, 11.37) = 26.0; p = 3.1e-07; ε = .10; E2: F (0.65,14.26) = 59.5; p = 3.2e-11; ε = .32) and Right Frequency (E1: F (0.41, 11.37) = 30.3; p = 8.7e-09; ε = .10; E2: F (0.65,14.26) = 49.6; p = 4.4e-10; ε = .32) and no significant interaction (see Table 1 for E1 and E2 choice behaviour pairwise comparisons). The lack of an interaction indicates there was no systematic side of space bias. Less dramatically, in E1, 9.2 Hz stimuli were chosen as brighter significantly more than 13.3 and 17.1 Hz, and 0 Hz stimuli were chosen as brighter more than 17.1 Hz stimuli.
In E2, we noticed a similar trend for 9.2 Hz to be selected as brighter than 13 Hz, but this did not reach significance. In E1, the 0 and 9.2 Hz stimuli, and the 13.3 and 17.1 Hz stimuli were not selected at significantly different rates. Finally, in conducting these follow-ups in E1 we found a very small side of space bias that existed between 0 and 13.3 Hz, where only a 0 Hz stimulus on the right was chosen as brighter more often, while on the left, though 0 Hz was selected as brighter more often, this was not significant.
Neural oscillations
To test for phase-related effects that correlated with the observed brightness enhancement, in E2 we calculated the across-trial phase coherence, or ITC, in each of three frequency bands (4.0-5.0, 8.5-9.5, and 13.0-14.0; all units Hz) for the time window 1-2 s after the flickering stimuli first appeared on the screen (except for a baseline period, see next section). All statistically analyzed ITC values were extracted from occipital electrodes O1 and O2, though some of the reported effects also manifest dorsally along the midline (e.g., see topographies in Figure 3 ). We analyzed these ITC values to answer four specific questions: First, would the pattern of ITC follow the pattern of choice behaviour such that ITC contralateral to 4.4 Hz flickering stimuli is larger than ITC contralateral to the 9.2 or 13.3 Hz stimuli? Second, in an effort to further explore the question of how the brain processes two flickering stimuli at the same time, would ITC values for two stimuli of the same frequency be larger than ITC values contralateral to a differentfrequency stimuli pair? Third, would there be any evidence for intra-hemispheric effects such that the ITC ipsilateral to a flickering stimulus would be modulated by its frequency? Fourth, if we examine only trials with identical stimuli (4.4 vs 4.4 Hz, 9.2 vs 9.2 Hz and 13.3 vs 13.3 Hz) sorted by participant response, would there be frequency-specific ITC markers that predict which stimuli was perceived as brighter?
ITC contralateral to 4.4 Hz flickering stimuli is largest
We calculated ITC values in the three frequency bands of interest (referred to as test-frequency) across three different conditions: 1) baseline (before stimuli onset, ITC was averaged across hemispheres since no stimuli were on the screen), 2) while stimuli were on the screen but the test-frequency was not (ITC was averaged across hemispheres since the test-frequency was not on the screen), and 3) while stimuli were on the screen including the test-frequency (ITC was measured contralateral to the test-frequency). We ran a 2 factor 3 x 3 (Frequency x Condition) RMANOVA, with the results depicted in Figure 3A -B. Both main effects of Condition, (F (0.43, 9.40) = 58.6; p = 1.9e-08; ε = .21) and Frequency, (F (0.43, 9.40) = 15.1; p = 1.5e-04; ε = .21) were significant, as was their interaction, (F (0.85, 18.80) = 30.3; p = 1.9e-06; ε = .21). Follow up simple main effect RMANOVAs were carried out across Frequency at each level of Condition. There was no significant effect of Frequency in the baseline Condition (F (1.95, 42 .97) = 0.46; p = .63; ε = .98) indicating that prior to stimuli, there were no frequency-specific differences in ITC. For the condition where there were stimuli on the screen, but not the test-frequency, there was an effect of Frequency (F (1.95, 42.91) = 18.91; p = 9.7e-07; ε = .98) with frequency-specific increases for 9. Two same-frequency stimuli elicit larger ITC than two different-frequency stimuli In the critical condition described above, with stimuli on the screen within the test-frequency, the data collapses across trials in which the test-frequency appears with itself (e.g. 4.4 vs 4.4 Hz) and trials in which the test-frequency is paired with a different frequency (e.g. 4.4 vs 9.2 Hz). To explore the effects of having two of the same-frequency stimuli on the screen, a 2 factor 3 x 2 (Frequency x Stimulus Type) RMANOVA compared the ITC contralateral to the test-frequency when the stimuli were the same (Same-frequency) or different (Different-frequency). The results of this analysis are shown in Figure 3C -D. Both Stimulus Type, (F (0.34, 7.59) = 32.1; p = 1.1e-05; ε = .34), and Frequency, (F (0.69, 15.18) = 27.0; p = 1.5e-05; ε = .34) showed significant main effects, as did their interaction, (F (0.69, 15.18) = 11.0; p = 4.6e-04; ε = .34). For all levels of Frequency, the effect of Stimulus Type was significant (4 Hz: F (1, 22) = 41.29; p = 1.8e-06; 9 Hz: F (1, 22) = 13.03; p = .001; 13 Hz: F (1, 22) = 5.10; p = .03) with ITC showing larger values for Same-frequency than Different-frequency (4 Hz: ݀ ҧ (same -different) = 0.10; t (22) = 6.43; p = 1.83e-06; 9 Hz: ݀ ҧ (same -different) = 0.053; t (22) = 3.61; p = .002; 13 Hz: ݀ ҧ (same -different) = 0.028; t (22) = 2.26; p = .03). This shows that two lateralized stimuli do affect each other, and that two stimuli of the same-frequency will promote more phase locking, despite being presented in opposite visual hemi-fields.
Ipsilateral increases to ITC seen only for 4.4 Hz stimuli
Again, we further narrowed our ITC analysis and examined only the "different-frequency" trials from the second ITC analysis. To explore how the whole brain response might be implicated, we compared the electrode responses ipsilateral versus contralateral to the test-frequency and ran a 3 ݀ ҧ (4.4 -13.3 Hz) = 0.044; t (22) = 3.15; p = .012). This analysis confirms the finding that 4.4 Hz stimuli induce more phase locking than 9.2 and 13.3 Hz stimuli in contralateral electrodes and further suggests that a 4.4 Hz stimuli is capable of inducing ipsilateral phase locking. To now, these results suggest that there are two possible mechanisms at play for brightness enhancement. While it appears definitive that theta-band ITC is correlated with brightness enhancement, it remains unclear whether this effect is driven more by contralateral phase locking, or more by the ability for the phase locking to be shared across hemispheres and thus to also be represented in the ipsilateral electrode.
Brightness discrimination behaviour predicted by frequency specific ITC changes
For this analysis, we ask, when the stimuli presented are identical and the bias to choose one target over the other is entirely internal, is this bias reflected in our measures of brain activity?
Thus for this fourth and final test of ITC we examined exclusively the "same-frequency" trials but sorted the trials by the choice response such that we averaged across electrodes that were contralateral or ipsilateral to the stimuli selected as brighter. For this specific analysis, since we didn't know at what time internal biases might be generated, we expanded our ITC window, and calculated over the range of possible response times (100-3212 ms).
We tested whether the brightness enhancement induced by theta-band phase locking was due more to local processing, (e.g. electrodes contralateral to the "brighter" stimulus show more ITC) or due more to global processing (e.g. electrodes ipsilateral to the "brighter" stimulus show more ITC). This was most concisely represented as a contralateral-to-brighter minus ipsilateral-tobrighter ITC difference. Moreover, we included all same-frequency trials to also test whether there were any hemispheric ITC effects in the other frequency bands (e.g. 9.2 and 13.3 Hz) that were predictive of choice behaviour (see Figure 4A ).
We ran a one-factor, RMANOVA on the contralateral-ipsilateral to brighter ITC difference and found a significant main effect of Frequency, (F (1.60, 35.27) = 7.4; p = .004; ε = .80). Multiple comparisons showed that this effect was driven by significant differences between both 4.4 and 9.2 Hz (݀ ҧ (4.4 -9.2 Hz) = -0.045; t (22) = -2.81; p = .027) and 4.4 and 13.3 Hz (݀ ҧ (4.4 -13.3 Hz) = -0.047; t (22) = -3.21; p = .011). In addition to these post-hoc comparisons, we separately analyzed the direction of this difference by using one sample t-tests to compare each frequency specific effect against zero (error bars in Figure 4A ). Interestingly, the 4.4 Hz effect is significantly negative (t (22) = -2.20; p = .039) while the 9.2 Hz and 13.3 Hz are numerically positive, with the 13.3 Hz effect achieving significance (t (22) = 2.13; p = .045). This pattern suggests that in the theta band, it is the global sharing of information across hemispheres that is most important to perceiving a stimuli as brighter (ipsi > contra) while in the alpha band (9-13 Hz) it is the local response that is most important to perceiving a stimuli as brighter (contra > ipsi).
DISCUSSION
This study was motivated by the pronounced dissociation between luminance and brightness judgments induced by flickering stimuli [19] [20] [21] [22] [23] [24] [25] . Here we aimed to answer two questions: 1) Would we find the largest brightness enhancement for stimuli flickering in the theta (4-5 Hz) or alpha We were able to confirm that this ITC effect was not due to a general increase in 4.4 Hz band ITC (e.g. during baseline) nor was it due to a task (but not frequency) related increase in 4.4 Hz band ITC (though, this increase did occur for 9.2 and 13.3 Hz stimuli, a point we return to later).
Further, we showed that two same-frequency stimuli induced more phase locking than two different-frequency stimuli (especially for two 4.4 Hz stimuli) and that 4.4 Hz stimuli are more successful at inducing both contralateral and ipsilateral phase locking (Figure 3 ). This ability for a 4.4 Hz signal to propagate across hemispheres may be a key factor in brightness enhancement.
This hypothesis was directly tested by examining the ITC response on same-frequency trials (e.g. visual stimulation in both hemi-fields was identical) in electrodes contralateral to stimuli chosen as brighter versus those ipsilateral to stimuli chosen as brighter. Here, for 4.4 Hz stimuli the ipsilateral-to-brighter electrode showed more ITC while for 9.2 and 13.3 Hz stimuli the contralateral-to-brighter electrode showed more ITC (Figure 4 ).
An outstanding question arising from our results is why we did not see brightness enhancement (nor any neural correlate of it) in the alpha band. This is surprising not only because the original report found maximal enhancement around 10 Hz 2 , but it also seems to stand in contrast to the rich literature on the effects of alpha oscillations on perception (for a review, see [26] [27] ). First, whereas we used a fast-refresh LCD monitor to display our flickering stimuli, Bartley used a rotating disk to periodically block a constantly lit light bulb. This could have changed the (what he referred to as) "light-to-dark ratio" (LDR) -essentially the duty cycle of the flickering stimulus. On this point, however, Bartley did probe a variety of different LDRs and reported an ~10 Hz peak for all ratios. Second, it is not clear that Bartley tested anyone other than himself (other than one comment that the results from a 12-year-old "compared favourably with the author's"), and also, it is unclear how many trials contributed to the results. Finally, while we get a good deal of consistency across our participants, there are known individual differences in other naturally occurring brain rhythms (e.g. variability of alpha band 28 ) so it is possible that Bartley's report was idiosyncratic to him. It is also important to recall that the 1966 replication of the Brücke effect with limited EEG by Kohn and Salisbury 12 actually had some of the largest brightness enhancement in the 5 Hz, and not the 10 Hz, range.
Here we propose a speculative, but more intriguing reason for the discrepancy between previous reports of alpha-band brightness enhancement and the current report of theta-band brightness enhancement. As a caveat to this speculation, we do not assume causality in the relationships between specific oscillatory activity and associated perceptual phenomena. While we understand EEG represents a reading of systems or ensembles of neurons, it must only be interpreted as a reflection of the underlying processes, and we cannot yet speak to the neural basis of these processes (or suggest processes are categorically exclusive of other processes) beyond documenting phenomena associated with them. Further, we understand that many different frequencies of oscillations have been found to correlate with many different cognitive and perceptual functions, and the scale of these oscillatory frequencies may differ greatly between EEG findings and single cell recordings. That being said, we believe it may be the nature of the task, and the judgement required, that separates whether the phase and power of alpha or theta rhythms will have the greatest impact on performance. Effects of neural oscillations on perception fall into one of two clusters, either near 10 Hz (referred to as alpha) or near 7 Hz (referred to as theta) 11 . Alpha effects are related to sensory sampling, and theta effects with higher order "attentional" sampling 11 . Here we offer a refinement of that idea -if the nature of the task demands only the ability to report if a sensory event occurred, then it is likely to be governed by the alpha rhythm. However, if a task requires the identification of what a stimulus is, the behaviour will be most impacted by theta rhythms. For example, in detection tasks 6 or single item discrimination tasks 29 , success is based almost exclusively on whether or not you acquired the low-level, bottom-up visual information from the outside world. Thus, it makes sense that the sensory-sampling rhythm, alpha, is most relevant. Of note, the constant comparison stimuli in the original report of the Brücke effect 2 might therefore fall in this domain.
However, in higher-order tasks, like the discrimination task used in the current experiment, where it is necessary to store and/or compare information, we argue that the theta rhythm is most relevant. Under this framework, alpha oscillations are responsible for periodically extracting sensory information from the world while theta oscillations function as a transfer rhythm, or carrier wave 30 to share that information between brain areas either for additional processing or comparison. With the understanding of oscillations as cycles that alternate between periods of excitability and inhibition 31 , where the cycles can coordinate and synchronize neural activity within and between brain areas, alpha oscillations facilitate sensory information sampling within more local areas, and theta oscillations display a periodicity of excitation that provides longrange communication between brain areas. With respect to our task, and why 4.4 Hz therefore looks brighter, we believe that theta periodicity in the stimuli creates the most optimal information transfer by way of aligning the naturally-occurring endogenous theta rhythm and its long-range connections to a temporally strict and precise schedule. This precision allows for optimal information transfer resulting in a bias to see that stimulus as brighter when compared to a second target. In contrast, for stimuli oscillating close to the alpha rhythm (e.g. 9.2 or 13.3 Hz), while they may have an advantage in being detected, their periodicity interferes with the theta rhythm, putatively resetting its phase before optimal throughput has occurred. Thus, with a disrupted flow of information, these stimuli are not perceived as bright as their 4.4 Hz counterpart.
Our analysis of the same-frequency trials binned by behavioural response supports this framework. Specifically, if periodic stimuli presented in the alpha range optimize sensory sampling, then one would predict that brighter stimuli would be those that were the most successfully entrained at the site of response. Consistent with this idea, the 9.2 vs 9.2 Hz and 13.3 vs 13.3 Hz trials in E2 showed elevated stimulus related ITC (e.g. 9.2 Hz band and 13.3 Hz band) in electrodes contralateral to the stimulus chosen as brighter, even though the two stimuli were identical. Conversely, if periodic stimuli presented in the theta range optimize information transfer, then one would predict that brighter stimuli would be those that were most successfully entraining a whole brain response. The 4.4 vs 4.4 Hz trials showed elevated 4.4 Hz band ITC in electrodes ipsilateral to the stimulus selected as brighter. Importantly, this final finding does not take away from the general finding that theta-band entrainment leads to brightness enhancement (e.g. the pattern of behaviour on different-stimuli trials), but rather, suggests that the theta-band dominance in our brightness enhancement task may arise because of its ability to entrain optimal information flow across hemispheres.
This framework of complementary but distinct roles for alpha and theta oscillations can also account for theta's information sharing role in a variety of higher order processes, from attention 13 , to movement 32 and its planning 33 , and to memory 28 . Further, evidence exists for theta's facilitation of a brightness enhancement of meaningful stimuli, where no effect is seen for random line images, suggesting theta may also provide feedback from higher-order areas 16, 17 . In contrast, alpha as a sensory sampler could also in part explain why we see task-related phase locking in the alpha (9.2 and 13.3 Hz bands) range in E2 (and has been previously reported as a hallmark of good visual discrimination performance 34 ). That is, in a task where the arrival of visual information is predictable across trials, it makes sense for the brain to prepare to be maximally sensitive, and thus, phase lock the sensory sampling rhythms. Importantly, there is an alternative explanation for theta-band effects as simply reflecting alpha sampling when the task requires more than one object to be sampled (as in our task). In this model, there is no distinct role for theta rhythms. Rather, alpha oscillations only acquire a sample from one "object" at a time, so, with two objects it optimally samples each one at half of alpha, or close to our 4.4 Hz. From our study, it is impossible to disentangle whether our finding in 4.4 Hz is truly the result of an oscillation in the 4.4 Hz band, or instead follows a more recently proposed model of a halving of the alpha rhythm when two stimuli are present [35] [36] [37] . However, while this could be a possible account of our results, it doesn't appear to explain the variety of tasks listed above in which sensory sampling is required from only one 32 or more than two 13 locations, nor does it offer as intuitive an explanation for the finding that the electrodes ipsilateral to stimuli selected as brighter on 4. In that publication, Bartley also predicted that "the brain mechanism whose rhythmic activity determines the rate of cortical responses produces the Brücke effect" 2 . Impressively almost 80 years later, this appears to be true. While the entrainment of an alpha rhythm (9.2 Hz in this case) was the hypothesized source of the generation of a perception different from sensation, it now appears that it is the entrainment of the theta rhythm, our proposed information sharing rhythm, that provides this brightness enhancement. The consistency of phase angles, or the strength of phase-locking, in the theta rhythm goes hand in hand with brightness enhancement. Our study adds another percept to the list of behaviours correlated with theta activity, compounding the complexity of the discussion, and highlighting the work still needed for a complete understanding of this mysterious and pervasive rhythm. 128]. Stimuli that would "flicker" at a frequency of 0 Hz were presented as a grey circle that remained on the screen for the entire stimulus duration.
MATERIALS AND METHODS
Subjects
Tasks/Procedure
Each trial began with a small, white fixation cross centered in the middle of a black screen, presented for a randomly jittered amount of time between 750 ms and 1250 ms. This fixation cross would remain on the screen the entire trial, and participants were instructed to focus on it for the duration of the trial. Two flashing grey circles would then appear on the screen on either side of the fixation cross for a duration of 4000 ms. Participants were instructed to make a decision, denoted with a left or right shift key button press on a keyboard, about whether the right or left flashing circle looked brighter (or darker, depending on assigned counter-balanced condition). After a decision was made and the 4000 ms of flashing concluded (flashing would occur for the entire 4000 ms, regardless of a decision being made), there would be an inter trial interval of 500 ms, with only the fixation cross on the screen until the next trial would begin.
Had a participant failed to make a choice during the 4000 ms of flashing, a fixation cross would remain on the screen until a choice was made, followed by the 500 ms inter trial interval. E2 involved an identical procedure to E1, except for minor adjustments to the timing and a limiting of frequencies tested to optimize the parameters for high-quality EEG data. One of these adjustments involved adding more time to both the initial fixation period and the inter trial interval (ITI), allowing for a time-frequency decomposition that included at least 500 ms before stimulus presentation and the entire duration of flickering (considering a wavelet convolution with 3 Hz as the slowest frequency). The amount of time the flashing circle was on the screen (4000 ms) remained constant between E1 and E2. To allow for a number of trials sufficient for EEG analysis 40 , only 3 frequencies of stimuli were used in E2. These specific frequencies were chosen after reviewing the results of E1 and to specifically target frequencies within both the alpha and theta bands. The frequencies tested were 4.4, 9.2, and 13.3 Hz, with all frequency pairs presented, creating the 9 conditions. All other qualities about the stimuli were kept consistent with E1, including 2 experimental counterbalanced groups of brighter (n = 11) or darker judgments (n = 12). Also, as E2 incorporated EEG, extra time was taken to set up the cap on the participant, and clean up after the experiment. This made the experiment take approximately 2 hours, as opposed to 1.5 hours for E1.
Acquisition
A BrainVision 32-channel active-wet electrode EEG was used to record EEG data sampled at 1000 Hz in a dark, quiet cement room. An online anti-aliasing filter was used of 280 Hz, and data were recorded DC coupled with no high pass filter. Data were digitized with 24 bits, with a bit depth of 0.0487 uV. Two electro-oculogram (EOG) measures were collected by aligning a pair of bipolar electrodes above and below the left eye (vertical EOG) and on the outside of each eye (horizontal EOG), grounded with their own ground electrode between the eyebrows. The data was referenced to an electrode on the right mastoid at the time of collection (online), and then re-referenced to an average of the left and right mastoid channels during data processing (offline). Scalp electrode impedances were held below 10 KΩ, and all 32 channels were recorded (10-20 system). EEG and EOG data were recorded using BrainVision Recorder software on a second computer running Windows 7. All datasets generated from both E1 and E2 are available from the corresponding author upon reasonable request.
Pre-Processing
EEG data was processed using the EEGLAB toolbox 41 in Matlab. Offline, data were low-pass filtered at 30 Hz, and high-pass filtered at 0.1 Hz. Epochs were removed locked to stimulus presentation, from 1250 ms before stimulus presentation and 4560 ms after stimulus presentation. Visual inspection of a participant's epochs was used to look for any noisy channels involving abnormally large voltage changes or continuously noisy muscular artifact for a sustained amount of time (>10% of trials). Overall, 5 subjects' data required the removal of one channel, and another 2 subjects' data required the removal of two channels. No channels that were removed were part of the subset analysed. A manual epoch rejection was administered with the goal of removing any epochs that had unconventional artifacts, looking for anything that differed from a stereotypical blink, saccade or muscle artifact that could be easily removed with or 83%, remained and were usable for further analysis. Finally, all EEG data was spatially filtered with a surface Laplacian using the CSD toolbox 42, 43 in Matlab.
Behavioural Data Acquisition and Processing
For both experiments, for each trial, behavioural data recorded in MATLAB consisted of a reaction time and a response side. We removed trials with reaction times less than 100 ms or greater than 3 standard deviations above each participant's mean reaction time. For all participants in the darker condition, answers were inverted (i.e., a left choice became a right choice) so as to have all data in the form of the brighter condition for ease of analysis. The final, combined, EEG and behavioural data set aligned trials such that any trials removed during EEG were also removed from the trials for behavioural analysis and vice versa, and resulted in a final data set for each person with an average of 425 trials (Range = 294-521), or 79% (Range = 54-96%) of the original 540 trials.
Statistical Procedure
Where we report the results of RMANOVAs we applied the Greenhouse Geisser correction for sphericity and report the corresponding epsilon value and corrected degrees of freedom. Main effects and interactions were considered significant if corrected p-values were less than 0.05.
Significant two-factor interactions were followed up by running one-factor simple main effect RMANOVAs. Finally, significant simple main effect or main effect results were followed up by running all pairwise comparisons. These comparisons were considered significant if the Tukey-HSD corrected p-value was less than 0.05.
EEG Measures and Analyses
All statistical EEG analyses were completed only on the occipital electrodes of O1 (left) and O2 (right). All analyses were carried out with scripts written and developed in Matlab including the EEGLAB 41 toolbox.
ITC
Time frequency analyses involved transforming the original voltage data into frequency-specific information. We used the EEGLAB 41 These bands consisted of the closest frequency to the frequency of entrainment, and the closest frequency below and above it. For consistency and simplicity, we will refer to our ITC results as bands to acknowledge that the ITC information has been averaged over a range, or band, or frequencies. A 4.4 Hz band consists of an average of 4.0, 4.5, and 5.0 Hz ITC information, a 9.2 Hz band consists of an average of 8.5, 9.0, and 9.5 Hz ITC information, and a 13.3 Hz band consists of an average of 13.0, 13.5, and 14.0 Hz ITC information.
In general, for the first three results reported in the manuscript (see Figure 3) we averaged, tested, and reported ITC over a 1 s window from 1 -2 s after stimulus onset. This window was chosen since it approximately straddles the mean response time for the group (1419 ms) where we hypothesized maximum neural biases would be evident. One exception to this window was made in calculating the "baseline" ITC levels which were taken between 500 and 200 ms before stimuli onset. In our fourth analysis, we binned our data by the behavioural response that was made. Since this creates a new grouping of trials, it was necessary to run a new time frequency decomposition to extract ITC values specific to each response condition. We now included only trials with same-frequency stimuli, and for each same-frequency pair, we extracted ITC values for the electrode contralateral to what was chosen as brighter and the electrode contralateral to what was chosen as dimmer. As reported, the key metric was the difference between the ITC contralateral-to-brighter and the ITC ipsilateral-to-brighter. Since we did not want to miss any potential temporally-evolving differences that were predictive of behaviour, this ITC was averaged over a longer window, stretching from 100 ms (fastest possible reaction time) to 3213 ms (closest time point from time frequency decomposition to two standard deviations above the mean reaction time on same-stimuli trials). The timing of a single trial of E1 and E2, with stimuli dimensions. Initial fixation was a variable length, randomly jittered (between 750 and 1250 ms in E1, and between 1250 and 1750 ms in E2). Flashing stimuli, the entrainment and response portion, occurred for 4000 ms in both E1 and E2, followed by an inter-trial interval (ITI) of 500 ms for E1 or 560 ms for E2. Figure 2 : A E1 choice proportion of choosing the left stimulus frequency as brighter over the right stimulus frequency (as a subtraction) B E2 choice proportion of choosing the left stimulus frequency as brighter over the right stimulus frequency (as a subtraction). For A and B, white denotes 50% choice proportion, pink colours represents a greater choice proportion of the left stimulus frequency, and purple colours denotes a greater choice proportion of the right stimulus frequency. C E1 choice proportion of choosing the test-frequency (on x axis) over all frequencies, separated by the side the test-frequency appeared on (black = left, grey = right). D E2 choice proportion of choosing the test-frequency over all frequencies, separated by side of space, following the same conventions as plot B. For C and D, error bars represent the average of individual standard errors. : Brightness discrimination on same-frequency trials predicted by frequency-specific ITC changes. A Bar plot representing the difference in behaviour-binned ITC between the occipital electrode contralateral to the stimulus chosen as brighter and the occipital electrode ipsilateral to the stimulus chosen as brighter. A negative value denotes more ITC ipsilateral to stimuli judged as brighter and a positive value denotes more ITC contralateral to a stimuli judged as brighter. Error bars represent the standard error of the mean difference for each test-frequency. B The topoplot corresponding to differences depicted in A, showing the 4 Hz band ITC difference on the left, and the average of the 9 and 13 bands Hz ITC difference on the right.
Figure Legends
