Abstract. For the differential equation ∇ · (p(x)∇u) = 0, x ∈ R 2 , the problem of computing the coefficient function p from a knowledge of the solution function u is of interest in connection with the modelling of underground aquifer systems, wherein u represents the piezometric head values and p the 'transmissivity'. We present a new method, based on iteration and minimization, for the robust computation of p in the presence of noisy data for u.
Introduction
A confined inhomogeneous isotropic aquifer may be modelled mathematically by the partial differential equation
wherein u represents the piezometric head, p the transmissivity, R the recharge, and S the storativity of the aquifer (cf [5, p 214] ). It is commonly observed that aquifers tend to be 'thin' relative to their horizontal extent and thus one may assume that the transmissivity varies little with depth, so that the flow of ground water in these cases can be viewed as essentially two-dimensional, and we may take x above to be an ordered pair varying in some region of two-dimensional space, with smooth boundary . If the flow of water in the aquifer has reached a steady state and we assume for simplicity that R = 0 then we arrive at the equation
The aquifer identification problem involves estimating the transmissivity p throughout the region from a knowledge of the piezometric head u throughout the region, together with certain additional information about p on the boundary , to be discussed below. We note in passing that the assumption that the medium be isotropic, while generally not justifiable on physical grounds, is necessary here in that one cannot expect to find a matrix p from a knowledge of the single function u; one needs in this case additional data (for example boundary data of the type available from bore hole electrical resistance tomography measurements; see also [28, p 152] ).
This inverse problem contains an interesting mix of both practical and theoretical difficulties that one must overcome, and over the last 30 years or so, a sizeable literature has developed (see, for example, with no claim as to completeness [1-4, 6-26, 29-32, 34-45] 
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On the theoretical side, it is readily observed that, as u is deemed known, (2) is really a first order partial differential equation in the function p:
Standard theory shows that this equation has a unique solution provided that p is specified on a curve in that is transversal (i.e. nowhere parallel) to the vector field generated by ∇u. This curve can usually be taken to be a part of the boundary , in which case it is called the 'in-flow' or the 'out-flow' part of the boundary, depending on the direction of ∇u. An exception to this is the case in which a well is subjected to a 'pumping test' in which water is extracted and the flow at the extremities of the well is recorded; the boundary of the well then becomes a possible initial curve for p.
One theoretical difficulty that one must face is that if ∇u = 0 in some sub-region of , it is clear from the form of (3) that a unique p cannot exist, as any p satisfies the equation in this sub-region. This corresponds physically to a part of the aquifer in which the hydraulic gradient is zero, so there is no flow and one would not expect to be able to compute the transmissivity for such a region. As is typical in numerical matters one should in consequence expect numerical difficulties in computing the transmissivity in 'nearby situations', i.e. for sub-regions of the aquifer for which the values of ∇u(x) are small in some sense. Such difficulties have been noted in [44, p 1059] , and in [18, p 1402] where it is suggested that such regions be excluded from any model.
A more serious difficulty arises because the given function u appears in (3) only through its derivatives and thus, to find p, one must directly (or indirectly) perform numerical differentiation on the function u. This task is known to be ill-posed in the sense that small variations in the input data u can cause large changes in the computed values of ∇u. In the present situation this tendency is compounded because one must also contend with the fact that aquifer data usually come from well measurements, and it is generally not a practical possibility to sample u at more than a somewhat sparse collection of wells in a given region. It is thus to be expected that the data are typically scarce, and not particularly accurate. In addition, it is clear from the existence result quoted above that one needs some ancillary values for p, for example, on the in-flow (or out-flow) part of the boundary. As is noted in [10] , obtaining measurements of transmissivity values is less than routine and the exercise of determining the in-flow part of the boundary, besides being difficult in practice, is known to be yet another ill-posed problem [3, p 268] . It is for this reason that some authors [1, 3, 28] require that p be specified on the entire boundary of , rather than just on the in-flow part of . There is some evidence that such an over-specification has a smoothing effect on the computed solution [1] .
In summary, any algorithm for the solution of the aquifer transmissivity problem must of necessity be stable enough to contend with noisy, sparse u data and extremely sparse p boundary data. The algorithm that we introduce below shows promise in satisfying these conditions.
Numerical differentiation
One can see from the discussion above that a key pre-condition on any solution algorithm for the aquifer problem is that provision be made in the algorithm to effect any numerical differentiation in a stable fashion.
A new approach to numerical differentiation may be found in [27] ; here we use a functional optimization method to numerically differentiate functions of one variable. The basic idea is as follows: given a real-valued, smooth, positive function w defined on the closed interval [a, b], we consider the associated functional,
where for a given function q the function w q solves the boundary value problem
The functional H has a unique global minimum, Q = w /w; that is we have H (q) H (Q) = 0 for all q [27, proposition 2.5]. Furthermore, from [27, proposition 2.3], the gradient of the functional H at each q (with respect to variation in q) is readily computed via
so that, if q 0 is an initial approximation for the minimum then, for some α > 0,
is a better one, and so on. Once a suitable approximation,q, to the minimum Q is found, we obtain an approximation for w by numerically solving
as a first order system. Notice that as the only computation involved in the method is the solution of certain differential equation boundary value problems, one is (somewhat perversely) effecting differentiation by means of a series of integrations. This method is effective on noisy data and furthermore [27, theorem 4.1] indicates that the minimization is stable numerically, provided that for some < 1, and all x in [a, b],
As Q = w /w, (7) is really a restriction on the curvature of the function w in that w cannot 'bend' too much if the method is to work. It further says that one can allow w to bend more if the interval length, b−a, is reduced. Thus, provided that w is known at a sufficiently high number of data points with sufficient accuracy, it can always be numerically differentiated in stable fashion by the simple expedient of dividing the interval [a, b] into sufficiently small pieces. Conversely, if w is not known at enough data points so that one can reduce the destabilizing effects of too much curvature in the manner indicated above, then the method fails. The connection between curvature and stability is fundamental in that this is the point at which the ill-posed nature of the problem makes its presence apparent; it is thus crucially useful in a practical situation, to have an estimate like (7) available as an accurate, quantitative measure of this effect. In the present instance, this limitation should also not be particularly surprising in view of the fact that, without restrictions, one can draw arbitrarily many curves through a given discrete set of data points. The main restriction here is that the method selects, for the data points representing w, the 'function of best fit' that satisfies the optimally chosen Sturm-Liouville boundary value problem (6) . As the class of solutions of Sturm-Liouville boundary value problems is very large (including for example polynomials and many special functions) it should not be surprising that the fit is effective.
Returning to the present context, we observe that this process may be extended, with little change, to computing certain derivatives of functions of more that one variable. In particular, given a real-valued smooth positive function w defined in a region ⊂ R 2 with boundary , for functions q of two variables defined on we define the functional H by
where for a given function q the function w q is the solution of the Dirichlet boundary value problem
As above, the functional has a unique global minimum Q = w/w and at each q the gradient of H is given by ∇H (q) = w 2 − w 2 q . For rectangular regions the stability requirement analogous to (7) is given by
for some < 1 and all x ∈ .
A variational algorithm
We assume that the function u is known on ⊂ R 2 and assumed to be smooth and positive, and that the transmissivity p is known on the boundary of . We note in passing that the algorithm described below can be modified to cover the case in which the recharge term R is a non-trivial function of x, as well as the case in which the boundary data for p are replaced with boundary data for the flux, p∂u/∂n.
Observe that (2) can be transformed into a Schrödinger equation by means of a change of dependent variable: on setting w = p 
We use these equations to set up an iteration scheme for the computation of p as follows.
The basic idea is to use (11) to update q (by minimization, from a w formed from u and an initial guess for p) and then use (12) to update p. First, let p 0 be an initial estimation (e.g. set p 0 = 1) for the function p and set w 0 = p
where w q solves (9) with the boundary condition w q | = w 0 | , and compute q 0 by minimizing H 0 in the manner indicated above. This q 0 satisfies, approximately, (11) with w replaced with w 0 and q replaced by q 0 . Next, with (12) in mind, solve
The cycle may be repeated by setting w 1 = p 1 2 1 u, which is then used to define a new functional H 1 (q), and so on.
Some comments are in order. First, while this is patently an iterative algorithm, the most important step, the minimization of the functionals H n , is where the numerical differentiation of the function u is implicitly carried out. As discussed earlier, this is a stable way for accomplishing this task, and the computation of p inherits this stability. It is in this sense that the method is variational in nature.
While precise theorems on the convergence of this scheme are unavailable as yet, the following heuristic argument should provide the framework for such a study. As in the onedimensional theory in [27] , the convergence is dependent on the bounds on the derivatives (up to second order) of the functions u and p. In essence this implies that there must be restrictions on how much the surfaces representing u and p can 'bend' in any direction; in the following we shall (somewhat loosely) refer to these restrictions as 'curvature' bounds. The argument goes as follows: let ρ = p 1/2 ; then
Let L = − +q be the self-adjoint operator with homogeneous Dirichlet domain in L 2 ( ), and let g be a fixed smooth function defined on and satisfying g| = ρ| , so that ρ − g is in the domain of L; let C be the operator defined by
Provided q satisfies (10), the operator L −1 exists and is in fact bounded by area ( )/ π 2 . The boundedness of q, which is obtained by minimization from p 1/2 0 u in the iteration, requires that the derivatives u, ∇u be not too large relative to u. From the equation L(ρ − g) = g − qg and some re-arrangement, we obtain
where f 1 and f 2 are independent of ρ.
The iteration scheme described above may now be described by the equation
Any investigation of the convergence of this scheme is complicated by the fact that the operator L −1 in (16) depends on ρ 0 . None the less it is evident that there will be convergence problems unless the norm of L −1 C is less than 1. For this, one could require that the operator C be norm bounded in the sense that ||C(ρ)|| K||ρ||, with K suitably small, for an appropriate set of functions ρ. From (14) these conditions are satisfied whenever the derivatives p, ∇p are not too large relative to p 2 . Thus the method can be expected to be effective for surfaces p (and u) that might be described as 'gently undulating'. Most of the published numerical examples in the literature are of this form (see for example [1, 28, 41, 44] ).
We note finally, one criticism that could be raised is that, in the 'differentiation' step (the computing of q 0 ) second derivatives of the data appear in a problem that should inherently only require the production of first order derivatives (at least when viewed in its 'weak' form). In response, one should observe that the second derivatives (appearing latently in q 0 ) are immediately smoothed by the next step, when the Schrödinger equation is integrated.
Implementation and results
The implementation followed the basic strategy used for numerical differentiation in [27] . In particular, for the minimization step we used steepest descent with H 1 -gradients and employed the (slightly crude, but effective) method of exact line search used in [27] ; all two-dimensional integrals were computed as iterated one-dimensional integrals from a tenpoint Gauss quadrature formula. The various elliptic boundary value problems (four per iteration) were solved using the ELLPACK system (see [33] ) running on a Sun SPARC1000; specifically, we used the ELLPACK five-point star finite difference routine for discretization together with the LINPACK spd band linear equation solver. With this arrangement each iteration took about 0.25 s for a 10 × 10 mesh.
This code was tested on several sets of synthetic data for p. The first data set, p 1 (x, y), came from table 1b in [44] ; these data were obtained from an aquifer model created by hydrologists E Simpson and J Skrivan designed to be 'somewhat representative of values one might expect to encounter in the Tucson basin' (in Arizona). The results are illustrated in figures 1-4. Figure 1 shows the 'correct' transmissivity values that we seek to reconstruct. Figure 2 shows the reconstructed values using this algorithm and in the presence of approximately 10% 'noise error' that was artificially added to both the head values and the given boundary information for the transmissivity. The method typically gives useful values after only one iteration; the maximum relative error was 0.17 and this occurred at the boundary (it was much lower in the interior). Thus the effect of the noise in the computed p is only noticeable at the boundary where the values are fixed from the start. The fact that the interior noise has little effect on the computed p is a feature that we have seen repeated often; it is probably due to the fact that the method tends to damp out any effects that exceed the pre-assigned (by (10)) curvature limitations; noise, being essentially a high frequency (i.e. high curvature) overlay, is thus readily removed in this way. In real aquifer problems, boundary data can be difficult to acquire [10] . In figure 3 the transmissivity was computed with 10% noise as before, but using only one boundary value (the mid-point value) for the transmissivity on each side of the square (i.e. the transmissivity was assumed to take a constant value on each of the sides). While there was noticeable distortion at the boundary (the maximum relative error was 0.61), the algorithm produced more or less the correct basic shape in the interior after one iteration. Finally, figure 4 represents table 1a in [44] ; it is a graphic illustration of what can happen in the transmissivity computation if the noise in data is not taken care of properly.
The other data sets came from the function 
This example proved to be instructive on several fronts. First, the solution u has an isolated critical point at ( ) and it has been noted elsewhere [28] that algorithms can be sensitive to the presence of such points. We observed no such sensitivity here. Second, by varying the size of c we were able to exercise a fine degree of control on the curvature in the surfaces representing p and u. Some of the results are summarized in figures 5-7 and in table 1. From figure 5 one can see that, for c not too large, these functions qualify as 'gently undulating' as discussed in section 3. One can also see that, as with the first data set, the noise in the interior is effectively suppressed in the computed p after one iteration. In table 1 the error values represent the average relative error of the computed function p, taken over the node points of the computation grid, and we have listed both the average relative error for the first iteration and the smallest (over all iterations) of the average relative errors together with the iteration at which this occurred. Typically, as may be seen from figure 6, over the first few hundred or so iterations the error values rise and fall slowly in a fairly narrow range, with error values at the successive local minima rising monotonically; after this oscillation, the error values either converge or slowly become unstable, reflecting the underlying ill-posedness in the problem. The error value at convergence is invariably much worse than that after one iteration, so one would always stop the computation after a relatively small number of iterations. In any iterative method it is important to know when to stop; in the present situation, the need is even more critical as we cannot proceed to convergence if the negative effects of ill-posedness are to be minimized. One promising approach to the stopping question is illustrated in figure 7 .
Here, for the case illustrated in figure 6 we have, for each of the p-iterates, p n , computed the corresponding solution function, u n , and plotted the relative errors µ n defined by
where u is the (known) solution corresponding to the p that we seek. As can be seen, the variations in u-error and p-error track each other very closely and, most importantly, the iteration at which the absolute minimum relative error in u occurred lies within one iteration of the same absolute minimum for p.
As the heuristic argument of section 3 indicates, the accuracy of the method decreases steadily as c (and thus the curvature of p) increases; this was true across a variety of choices of the noise and the mesh size. It is likely that, provided sufficiently accurate data are available, greater accuracy can be attained by dividing the region into smaller sub-regions and performing the minimization part of each iteration separately on each subregion; by (10) this should increase the allowable curvature, and hence the accuracy.
It is also evident that the method is very effective in the presence of considerable noise. The data indicates that when noise is present it is quite acceptable, if not advantageous, to stop after the first iteration. We also observed that the tendency toward the computation eventually becoming unstable increased as the grid was refined, although typically this instability manifested itself only after hundreds (or in some cases, thousands) of iterations. Interestingly, as c (i.e. the curvature) increased, the algorithm was more likely to settle down to some stable (albeit not very useful) value.
In summary the method seems to provide a stable, effective approach to the computation of aquifer transmissivity from inadequate data.
