We construct a multiscale tight frame based on an arbitrary orthonormal basis for the L 2 space of an arbitrary sigma finite measure space. The approximation properties of the resulting multiscale are studied in the context of Besov approximation spaces, which are characterized both in terms of suitable K-functionals and the frame transforms. The only major condition required is the uniform boundedness of a summabilility operator. We give sufficient conditions for this to hold in the context of a very general class of metric measure spaces. The theory is illustrated using the approximation of characteristic functions of caps on a dumbell manifold, and applied to the problem of recognition of hand-written digits. Our methods outperforms comparable methods for semi-supervised learning.
Introduction
A typical problem in machine learning is to predict the values of a target function given a finite amount of information about the function, such as its values at certain number of points. For example, given a few digitized images of digits, one wishes to develop a model that will predict for any other image whether the corresponding digit is 0. Each image may be viewed as a point in a high dimensional space, and the target function is the characteristic function of the set of points corresponding to the digit 0. An important problem in this theory is to ensure performance guarantees on the model on unseen data. The data is typically noisy, and a great deal of literature is devoted to strategies for approximating the function in spite of this noise. In approximation theory, we consider noise reduction to be a separate statistical issue, and focus on analysing the intrinisic merits of different models and algorithms with respect to performance guarantees. To use a different language, we focus on analysing the bias term rather than the variance term. The issues involved are perhaps best illustrated in the context of approximation of periodic functions by trigonometric polynomials. Our discussion below is based on [28, 16, 33, 30] . The notation we use below is limited only to this discussion, and may be used in a somewhat different sense in the rest of the paper.
The starting point of this problem is 2N + 1 pieces of information about a 2π-periodic continuous function f : R → R, where N is a positive integer. The information may consist of either values of f at 2N + 1 given points on [−π, π) or Fourier coefficientŝ f (k) of the function of order up to N . The class H N of models which we are interested in consists of all trigonometric polynomials of order N . The performance guarantee by a trigonometric polynomial T of order N is measured in terms of the uniform norm, f − T ∞ = max x∈ [−π,π] |f (x) − T (x)|. The "dream" performance guarantee is given by the degree of best uniform approximation, which we will denote by E N (f ) := min
Unfortunately, the construction of the trigonometric polynomial of best approximation is nonlinear as well as difficult. We are not aware of any construction based on a given data. An instinctive approach to approximate f is to find a trigonometric polynomial of order N that interpolates the data: Lagrange interpolation if the values are given, or Fourier projection if the Fourier coefficients are given. However, the trigonometric polynomials I N obtained in this way satisfy only f − I N ∞ ≤ c(log N )E N (f ) at best. Here, and in the sequel, c will denote a generic constant, independent of f and N . The performance guarantee might, in fact, be very poor even if the optimal data is perturbed very slightly. For example, if the points at which interpolatory data is available has the form {θ }, where cos θ is a zero of an ultraspherical polynomial of degree N , then f − I N ∞ ≤ cN Q E N (f ) where Q depends upon the parameters involved in the definition of the ultraspherical polynomial. In view of the uniform boundedness principle of functional analysis, this means that the resulting procedures do not converge for every continuous target function f . There are two alternatives. Either one should allow trigonometric polynomials of higher order to interpolate, or forget about interpolation and focus only on obtaining good approximations. Since the first alternative implies an increase in the complexity of the model, the order of trigonometric polynomials in this context, the second alternative has been investigated far more thoroughly. Thus, for example, if the Fourier information is known, then one considers the operator
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where H is an even function which can be expressed as an indefinite integral of a function of bounded variation, H(t) = 1 if 0 ≤ |t| ≤ 1/2, and H(t) = 0 if |t| ≥ 1. Then it is known that f − σ N (f ) ∞ ≤ cE N/2 (f ) for every continuous, 2π-periodic function f . If the values of the function are known, one replacesf (k) above by an approximation using numerical integration. If the quadrature formulas are chosen carefully (but not otherwise), the resulting operators also yield the same performance guarantee. We point out two additional advantages of the operator of the form σ N . The first advantage is localization. If S > 1 is an integer, and H is S times continuously differentiable, then
Thus, in particular, if H is infinitely many times differentiable, then the kernel Φ N (H, t) decays to 0 faster than any polynomial if t = 0. This property has the following interesting consequence. Suppose that r < R are integers, and the target function is r times continuously differentiable on one interval I ⊂ [−π, π) and R times continuously differentiable on another interval J ⊂ [−π, π). In spite of the fact that V N (H, f ) is constructed using the global information in the form of Fourier coefficients, by choosing H to be smooth enough, ) on J. Moreover, one does not need an a priori knowledge of I, J, r, or R in the construction of the operator. In contrast, the Chebyshev alternation theorem implies that the trigonometric polynomial of best approximation cannot be localized in this sense.
In learning theory, one is often interested in finding the solution of a regularization problem, for example, among all the models M under consideration, choose the one 
Accordingly, in all the numerical experiments which we are familiar with, the operator σ N is highly stable under noise. We note that the construction of the operators σ N is universal, and does not require any optimization. The last infimum expression on the right hand side of the above inequality is known as the K-functional for the spaces L There is a very close connection between the K-functionals and the quantities E N (f ), given by the direct and converse theorems of approximation theory. In particular, the rate at which E N (f ) → 0 as N → ∞ determines the smoothness class to which f belongs. Necessarily, the smoothness class can also be characterized in the same way by the rate of convergence of f − σ N (H, f ) p or equivalently, by the behavior of the quantities σ 2 n+1 (H, f ) − σ 2 n (f ). These last quantities also have the frame properties.
There is a completely different perspective to look at this problem, which we mention for the sake of completeness, but will not elaborate upon in this paper. Rather than making trigonometric polynomials as the models of choice, one may wish to ask about the best performance guarantees for universal approximation of a given class of functions, such as the unit ball of W p r , given 2N + 1 pieces of information about an unknown target function in this class. This question leads to the idea of nonlinear widths. It is known that if the smoothness is measured in the same L p norm as the one used to measure the performance guarantee, then the class H N (and hence, the operator σ N ) yields asymptotically the best performance with this criterion as well. This fact holds also in multivariate settings. Clearly, the guarantee will be affected both by the class of target functions in question, and the norm in which the approximation is measured. The various "dimension-independent" bounds available in the literature are obtained by choosing a very different class of target functions.
In the context of classical trigonometric polynomial expansions, as well as other classical orthogonal expansions, the problem of constructing approximations localized in both the space and frequency domains, given the coefficients in such expansions, has been investigated a great deal in recent years [30, 31, 32] . A survey can be found in [29] , where the ideas have also been generalized to construct such approximations and multiscales based on arbitrary orthogonal systems on general sigma finite measure spaces. The purpose of this paper is to extend the entire paradigm described above to the context of approximation by such systems in metric measure spaces, in particular, low dimensional, unknown manifolds embedded in a high dimensional Euclidean space, called the ambient space.
The probem of approximation in this very general context arises in several such practical applications as document analysis [15] , face recognition [20] , semi-supervised learning [5, 36, 40] , nonlinear image denoising and segmentation [40] , processing of articulated images [17] , cataloguing of galaxies [18] , pattern analysis of brain potentials [23] , and the study of brain tumors [8] . Much recent research focuses on developing techniques to take advantage of the lower intrinsic dimensionality in order to learn functions on the data more efficiently than classical techniques developed for learning functions directly on the ambient space. Often, this lower dimensional structure is modeled as a smooth Riemannian manifold or a graph.
Some approaches are based on heat kernels methods [40] , on the eigenfunctions of a Laplacian operator naturally defined on the graph/manifold [4, 5, 22, 13, 34, 2, 27, 26] , on associated multiscale analyses [15, 24, 41, 14, 25] , and finally on harmonic functions on graphs [21, 45] . In particular, ideas from spectral graph theory [11] have recently been applied to function approximation and learning on manifolds and graphs. Analysis by decomposing a function in a series of the eigenfunctions of the graph Laplacian is a classical generalization of Fourier analysis, which has been successful in applications to problems in semi-supervised learning, data mining, and reinforcement learning [5, 13, 34, 27, 25] . The papers [15, 40] also discuss some of these and other applications. To the best of our knowledge, the recent construction of diffusion wavelets [15, 24] and other multiscale bases [41] on graphs and manifolds are the first attempts to develop tools for the multiscale analysis on these spaces.
The goal of the present paper is to develop novel approximation methods with strong guarantees regarding their asymptotic performance. Initially, we will develop this theory in the generality of arbitrary measure spaces as in [29] , based on an orthonormal basis {φ j } for the corresponding L 2 space and an increasing sequence of numbers {λ j } such that lim j→∞ λ j = ∞. As is customary in learning theory, and approximation theory in general, the guarantees on the approximation properties require an a priori assumption on the smoothness of the target function, measured in a manner appropriate for the application. Following [29] , we measure the smoothness by membership in certain Besov spaces defined using the degree of best possible approximation from spans of Π Λ = {φ j : λ j ≤ Λ} as Λ → ∞, and characterize these spaces in terms of a suitable K-functional, as in [42] . The frames are developed using a small variation of the ideas in [29] , and a characterization of the Besov spaces is obtained using the frame transform. Unlike classical multiscale analysis, our theory is applicable to the approximation of functions in the L p -closures of ∪ Λ≥0 Π Λ for every p with 1 ≤ p ≤ ∞. Of particular interest is the case p = ∞, where the Fourier projections of every function do not necessarily converge. We note that our approximation operators are universal; i.e., their construction does not depend upon any a priori assumptions on the target function, even though the guarantees are necessarily dependent on these assumptions. Further, there is no saturation for the approximation power of our operators: it is possible to obtain an arbitrarily fast rate of decrease for the degrees of approximation, if the target function is sufficiently smooth.
As in [42, 29] , our constructions assume the uniform boundedness of certain summability operators. In the context of a smooth manifold, when the functions φ j and the numbers λ j are eigenfunctions and eigenvalues of the Laplace-Beltrami operator, the uniform boundedness of these operators can be proved using the uniform boundnedness of the Bochner-Riesz means, proved by Sogge [39] . We prove the necessary bounds in the more general context of quasi-metric spaces and general orthogonal systems, assuming only the finite speed of wave propagation, and the assumption that the measures of balls as well as the Christoffel functions (on-diagonal bounds) based on the system {φ j } have a polynomial growth. Our proof is similar in spirit to that of Sogge, but the technical details are quite different. In particular, we use detailed bounds on simultaneous approximation by entire functions of finite exponential type rather than an asymptotics for Bessel functions.
Finally, we illustrate our theory using two examples: a dumbell manifold, and the problem of hand-written digit recognition. In the case of the dumbell manifold, we show that our techniques give a sharply localized approximation to the characteristic functions of certain caps, in contrast to ordinary Fourier projections. In the case of the digit recognition problem, we use our techinques for semi-supervised learning based on a standard data set called MNIST, consisting of 60,000 examples. We use a subset of 10,000 of these examples, out of which a very small percentage is used for training. Our approximation methods are used to obtain results which are substantially better than those of comparable methods in the literature available to us.
In Section 2, we define the frames in the context of general measure spaces. In Section 3, we will use the ideas in [42] and [29] to obtain a characterization of certain Besov spaces. These spaces are defined in this context in terms of the degrees of approximation of the target function. The characterizations are given in terms of the smoothness properties of the function, measured by a K-functional, as well as in terms of the frame transforms developed in Section 2. In Section 4, we restrict ourselves to the case of metric measure spaces, and obtain certain mild sufficient conditions on these to ensure that the operators required in the theory in Sections 2 and 3 are uniformly bounded. The numerical experiments are described in Section 5, and the proofs of the new results are given in Section 6.
We thank Jürgen Prestin, Amit Singer, and the two referees for pointing out a mistake in an earlier version, as well as making many other comments, leading to a substantial improvement of the paper.
Frames
Let (X, µ) be a sigma-finite measure space,
and Π ∞ := ∪ λ≥0 Π λ . An element of Π ∞ will be referred to as a diffusion polynomial. In most applications, the functions φ j will be the eigenfunctions of a Lapacian operator. We will define E λ,p (f ) := min
In this section, we describe a general construction of certain frame operators. This construction is similar to that in [29] , but is slightly different. In the sequel, c, c 1 , · · · will denote generic constants, whose value may depend upon the fixed parameters in the discussion, such as X, µ, p, the sequences {λ j }, {φ j } (but not the individual terms of these), and the smoothness parameters to be introduced later, but may be different at different occurrences, even within a single formula.
As usual, we define L
x, y ∈ X, and λ > 0. We define formally the summability kernel by
and the summability operator by
This operator is similar to the operators defined in [29] , except that the multiplying factors
The class of all multiplier masks for the system ({φ j }, {λ j }) will be denoted by
, and λ ≥ 0,
In order to define our frame operators, we now assume that h : [0, ∞) → R is a nonincreasing function such that h(t) = 1 if 0 ≤ t ≤ 1/2, and h(t) = 0 if t ≥ 1. We define the tight frame kernel by 9) and the tight frame operator by
We will need another frame operator, defined
The following theorem shows, in particular, that the operators τ * n provide a tight frame for L 2 . One may view (2.12) below as a Littlewood-Paley decomposition of f in any
with convergence in the sense of L
2
. Moreover,
In particular, (2.12) 
Even though the proof of Theorem 2.1 does not explicitly require any smoothness condition on h, the proof of the condition (2.6) typically requires that h have a certain number of derivatives with bounded variation. In Theorem 4.1 below, we will demonstrate how the smoothness of h determines the localization properties of the kernels σ λ (h), a fact verified already in a number of other cases ( [29] and references therein).
For any integer S ≥ 1, the space BV S 0 consists of compactly supported functions h : [0, ∞) → R which can be expressed in the form
is a compactly supported function having bounded variation on [0, ∞), and y + := max(y, 0). For functions h ∈ BV S 0 , the summability condition (2.6) can be reduced to the summability of the Bochner-Riesz means of order S. For λ > 0, S > 0, the Bochner-Riesz means are defined by
is an integer, we will say that the Riesz condition is satisfied with exponent S if
We will prove in Proposition 6.1 that the Riesz condition is satisfied with an exponent S if and only if (2.6) is satisfied for every h ∈ BV S 0 .
Besov spaces
In this section, we will give different characterizations for Besov spaces. There are many ways of defining Besov spaces for functions defined on subsets of a Euclidean space. Our definitions are motivated by the treatment in [16] , where these spaces are defined for real intervals and the periodic setting in terms of moduli of smoothness. Several characterizations of these spaces are given in [16] . Since it is not natural to define moduli of smoothness for functions defined on arbitrary metric spaces, we adopt the characterization of Besov spaces as "approximation spaces" as the definition of Besov spaces. For a sequence s = {s n } ∞ n=0 , and a, ρ > 0, we write
The sequence s is said to be in the space b ρ,a if s ρ,a < ∞. We define the Besov space B a p,ρ to be the class of all
. In order to relate the Besov spaces more explicitly with the smoothness of the function involved, we use the notion of a K-functional. First, we define the operator ∆ *
If ψ is not defined at 0, but is defined only on (0, ∞) instead, we will extend it to 0 by setting ψ(0) = 0. Thus, in particular, if r < 0,
for some r ∈ R (with the above convention), we will write
The following theorem describes the characterizations of Besov spaces in terms of the K-functionals and also in terms of the frame operators. 
The proof of this theorem has an interesting consequence that brings out the regularization properties of the kernels σ λ .
4 Bounded summability operators
In the case of a smooth manifold with a boundary, Sogge [39] has proved that the Riesz condition holds for all sufficiently large exponents. Our objective in this section is to extend Sogge's argument to the context of certain metric measure spaces.
In the remainder of this section, we find it convenient to write j = λ j . We would also like to define an adaptation of the operator σ λ and the kernels Φ λ . If H : R → R, we define formallyσ
and the corresponding kernel bỹ
. In this section, we assume that there is a quasi-metric d defined on X, such that the space X with the corresponding topology is sigma-compact, and the functions {φ j } are continuous. (A quasi-metric d is a function on X × X satisfying all the conditions of a metric, except that in place of the triangle inequality, one has an estimate of the form y) ) for all x, y, z ∈ X.) Also, the measure µ will be assumed to be a complete, regular, Borel measure with respect to this topology. In the sequel, for x ∈ X and r > 0, let B(x, r) := {y ∈ X : d(x, y) ≤ r}, and ∆(x, r) := X \ B(x, r). An important example, of course, is the case when X is a smooth manifold, µ is its volume element, d is the geodesic distance, −λ j 's and φ j 's are the eigenvalues and the corresponding eigenfunctions of the Laplace-Beltrami operator. Rather than repeating all these assumptions, we will refer to them collectively as the smooth manifold case.
We need two assumptions on the metric, the measure, the sequence {λ j }, and the system {φ j }. First, the numbers λ j and the system {φ k } are related by the following Christoffel function (or "on-diagonal") estimates: There exists a positive constant K, such that for every x ∈ X and r ≥ 1,
Next, the metric and the measure are related by the estimate: There exists a positive constant α such that for every x ∈ X and r > 0,
dx, φ j is the orthonormalized Chebyshev polynomial of degree j, then α = 1/2, K = 1. By redefining d(x, y) = | arccos x − arccos y|, we obtain α = K = 1. In the smooth manifold case, K = α. In the general case, we may define
to obtain another quasi-metric on X, which yields the same topology as d, but for which the parameter α = K. Thus, there is no loss of generality in assuming that
Next, we discuss the wave kernel. For
, we will write
In view of Schwarz inequality followed by Bessel inequality, we see that for any
and t ≥ 0. If f : X → R, we define supp(f ) to be the closure of the set {x ∈ X : f (x) = 0}. The finite speed of wave propagation means that W (t, f 1 , f 2 ) = 0 if t ≤ γdist(supp(f 1 ), supp(f 2 )) for some γ > 0. Again, by redefining the quasi-metric suitably, we may assume that γ = 1. In the sequel, we will make this assumption in this context. It has been proved that the property of finite speed of wave propagation holds in the smooth manifold case. In general, Sikora [37] has proved an equivalence between this property and the behavior of the corresponding heat kernel. Thus, finite speed of wave propagation does not hold for certain fractal domains considered by Grigor'yan [19] . However, we are not aware of the behavior of the wave kernel is this context. Accordingly, we find it convenient to assume this property in the sequel.
The following theorem states the desired localization estimate.
Theorem 4.1 Let (4.4), (4.3), and the finite speed of wave propagation hold. Let
where
We note that estimates analogous to (4.7) have been proved in a number of contexts; the survey [29] contains references to some recent works in this direction. The following theorem about the Riesz condition is a standard consequence of the localization theorem above.
Theorem 4.2 We assume the notations and conditions in Theorem 4.1. Then for every
In particular, every function in BV S 0 is also a multiplier mask for ({φ j }, {λ j }).
Since space-frequency localized wavelets are also constructed in [15] and [24] , we make some remarks comparing our constructions with those in [15, 24] . Our scaling spaces are the same as those in [15, 24] . While the starting point in [15, 24] is a compactly supported "heat kernel" with a exponentially decaying spectrum, the starting point of our paper is the set of eigenvalues and eigenfunctions of this kernel. These eigenfunctions are not localized in the space domain. The functions Φ λ (h, •, t) defined in (2.3) are bandlimited, and become more and more space localized as λ → ∞. Moreover, this localization may be controlled by choosing a sufficiently smooth function h. Such a control in localization is only partially achieved in [15] , due to a lack of a control parameter similar to λ, and in [24] , where localization is achieved only at the expense of the condition number of the bases obtained. We do not define orthogonal wavelet spaces, and do not need the expensive Gram-Schmidt procedure to orthogonalize a natural basis for these, which is needed explicitly in [15] and implicitly in [24] . Instead, here we have defined tight frames, and another set of frames so that their dual frames have similar space-frequency localization. These frames are easy to compute once the eigenvalues and eigenfunctions are given: the computation of these is in general through diagonalization of an integral (e.g. the heat kernel) or differential (e.g. the Laplacian) operator, and therefore is very expensive. The heat kernel needed in [15] is typically fast to construct thanks to its locality: this is the main computational tradeoff between the two constructions. A major difference between this paper and [15] is that we studied the approximation theory for our operators to the full extent as explained in the introduction in the trigonometric case.
Numerical examples
In this section, we illustrate and supplement the theory developed in the previous sections. In Subsection 5.1, we will review some results concerning eigenfunctions of a graph Laplacian. In Subsection 5.2, we describe our construction of the summability operators used in our numerical experiments. The results of the experiments in the case of the dumbell manifold are described in Subsection 5.3 and those for the case of recognition of handwritten digits are described in Subsection 5.4. The time complexity of our constructions is described in Subsection 5.5.
Eigenfunctions on graphs
Most of the typical applications of our theory involve the computation of the eigenvalues and eigenfunctions of a Laplacian operator defined on a finite graph. For example, if X is a smooth manifold, and the target function is known at finitely many points X on this manifold, then we may approximate the Laplace-Beltrami operator on X by a corresponding operator on a graph with X as vertices ( [22, 3, 38] and references therein). In this subsection, we review some of the facts regarding graph Laplacians and their eigenfunctions.
Let (X, W ) be a weighted undirected graph, where X is a finite set of vertices, and W is a symmetric |X| × |X| matrix with nonnegative entries, so that W (x, y) represents the weight of an edge between x and y if x = y, and W (x, x) > 0. The sum of the weights of all edges adjacent to any x is then positive, and defines a function D(x) on X by the formula D(x) = y∈X W (x, y). The graph Laplacian is then defined by
We recall a result in [38] . Let X be a uniform sample from a smooth, compact manifold X embedded in the Euclidean space R n for some integer n ≥ 1, and ∆ B be the Laplace-Beltrami operator of X. For > 0, we define the matrix W = W by
defining thereby a weighted graph structure on X. If f is any compactly supported, infinitely differentiable function on X, Singer [38] has shown that for every
Construction of the summability operators
A standard way to construct the function h which satisfies the conditions of Theorem 2.1 and has a given number of derivatives is the following. We recall that for S ≥ 1, the cardinal B-spline of order S is the function M S defined by (cf. [7, 
It is not difficult to verify that the function h S is nonincreasing on [0, ∞), is S − 1 times continuously differentiable on R, h (S)
S is a piecewise constant function, h S (x) = 1 if |x| < 1/2, and h S (x) = 0 if |x| > 1.
The operators σ λ (h S ) are closely related to the Bochner-Riesz means. Using the relationship [10, Formula 4.1.12]:
In the remainder of this section, we will write σ * J,S (f ) = σ λ J (h S , f ).
Dumbell manifold
We consider a dumbell-shaped manifold. We sample 8000 points on this manifold, and approximate the Laplace-Beltrami operator on this manifold as in (5.2), with = 0.025. We compute the lowest 800 eigenvalues and the corresponding eigenfunctions, some of which are shown in Figure 1 . In Figure 2 we represent two rows of the kernel associated with σ * 800, 12 . We now consider the characteristic function f of a "slanted cap" on the dumbell, as in Figure 3 . We approximate f by σ * 800,12 (f ). Since σ * 800,12 (P ) = P if P ∈ Π λ 800 /2 , we compare this approximation with the approximation by the band-limited projection P Π λ 800 /2 on the space Π λ 800 /2 . Since the spectral projection is the best approximator in L 2 , the global L 2 error cannot be smaller than that obtained by the summability kernel. Indeed, we have
However, since f is piecewise smooth and the operator σ * 800,12 is localized (cf. Theorem 4.1), we expect a larger number of points with smaller errors compared with the corresponding distribution of errors obtained by using the band-limited projection. This is verified by the histogram in Figure 3 .
Handwritten digit recognition
In this subsection, we describe our experiments concerning the recognition of hand-written digits, based on a data set called MNIST. This data set is standard in the machine learning community, and is publicly available, together with detailed information about the performance of several algorithms, at http://yann.lecun.com/exdb/mnist/. It consists of 60, 000 grayscale images of size 28×28 pixels, digitized from hand-written digits 0, . . . , 9. An additional set of 10, 000 digits is often used for testing any algorithm trained on the previous set (see Figure 4) . Each data point is appropriately labeled. In this supervised setting, an algorithm is trained on the training set and the corresponding labels, and predicts the labels of the test set. Its performance is measured in terms of number of correctly guessed labels. State-of-the-art algorithms achieve errors around 0.4%. These algorithms are often very much tuned to the specific data set in the sense that they take advantage of the knowledge that each data point is an image. Naturally, they use all the training set available, and often even enlarge it by adding more samples obtained by perturbing the samples in the given training set.
In the semi-supervised learning setting, an algorithm is allowed in the training phase to look at all the data points, both training and testing, but it can access only the labels of a small percentage of points (e.g. 1% -compared to about 85% in the supervised setting mentioned above). The goal is to predict the labels of all the other data points, as correctly as possible. This framework models situations when collecting data is relatively cheap, while labeling is an expensive process. It has been shown that, for this and many other data sets, one can use the large amount of unlabeled data to design learning and approximation procedures that perform better than procedures that do not use the unlabeled data. In this sense, one may expect that smaller amount of unlabeled data makes the learning problem harder. That this is indeed the case for the data set at hand is shown in [1] with [1] (Appendix A, Figure A.9 ), we will work with only 10, 000 data points, of which 9000 are from the training set and 1000 are from the test set (simply as a precaution, since the sets are supposed to be i.i.d.). At this point we remark, in passing, that one could work in a supervised learning framework, in which unseen points need to be classified. In this case one can start by observing that it is enough to extend the eigenfunctions used in approximating f to the new points. This can be done in at least two ways: by adding the new points to the graph, and updating the eigenfunctions (for example by feeding the existing eigenfunctions as "initial conditions" to the eigensolver), or by using the geometric harmonic extensions described in [12] .
We start by building a graph associated with the set of images, viewed as a subset of R
28×28
. We begin by projecting this set onto its top 50 principal components. This reduces the dimensionality and has a smoothing effect on the images and on the image ensemble. In the remainder of this subsection, we will denote this projection by X. The vertices of the graph are the points in X, and edges will connect very similar images. More precisely, we will use the construction of the self-tuning Laplacian [44] to define the weight matrix W as described in Section 5.1. For each point x i we consider the 9 nearest neighbors N (x i ), we let d i be the distance between x i and the 8-th nearest neighbor, and define
W ij = 0 otherwise. The result of this computation is a symmetric matrix W of size |X| × |X|, with at most 9|X| non-zero entries. Efficient computation of such entries is possible in O(|X| log |X|) operations by using all-nearest-neighbor searchers, see [43, 9] . Having defined the graph, we now define the target function. In this section, let for The target function is defined by
It is clear that the value of f (x) is the digit which x represents. Our goal is to approximate f using its values on a training setX, typically with |X| << |X|. We will use two different algorithms, one based on bandlimited projections and one based on σ-kernels. To test the performance of each algorithm, we proceed as follows. We select a random training setX of a certain fixed size. We split randomlyX further intoX t andX v , with |X v | = 0.05|X t |. We callX v the validation set, and will be used to optimize the parameters required by the algorithm. In order to measure the error in our approximation to f , we first construct approximationsχ i to each χ i , i = 0, 1, · · · , 9, by using the values of the χ i 's onX t only. We define the approximation to f bỹ
The error in approximation (or training error) on the validation set is naturally defined by E v = #{x ∈X v :f (x) = f (x)}. We repeat this procedure several times, for different random choices ofX, and record the average value of E v over the different runs. As our approximants, we will use linear combinations of the first J eigenfunctions of the graph Laplacian defined by (5.1), for increasing values of J. The optimal value of J for any algorithm will be the one that gives the minimal average validation error E v . The error in approximation (or the testing error) is then defined by
The objective of our experiments to be described in this section is to compare the least squared approximation to f in the subspace spanned by the first J eigenfunctions with the approximation given by the summability operators σ * J,S . For any test data set X, the restrictions of φ j toX are not orthonormalized any more in the sense of the inner product
However, we may consider the Gram matrix G defined by
The highest number of eigenfunctions we may consider is limited by the size of G for which G is positive definite. Assuming that G is positive definite, and L is a lower triangular matrix such that
, then the functionsφ = j L ,j φ j are orthonormalized with respect to the inner product defined above. It is easy to verify that
Thus, the least squared approximation to any χ i is given by
The approximation using the summability operator σ *
11) where H is the diagonal matrix with H
We test over several choices of J (ranging from 20 to 500), over different sizes of the training set (ranging from 1% to 30%), different values of S, and each of these tests is performed over 20 random choices of the training set, each such test being called a crossvalidation (CV) test. We summarize part of the results in Figure 5 and 6, and refer the reader to [1] for further details and experiments with the projection onto eigenfunctions. Mean test error and its std. dev., S=2, train set rel. size 0.01 Code for reproducing such results, as well as the pre-computed results, is available at www.math.duke.edu/˜mauro. In general we observe that the σ-kernel approximation outperforms the bandlimited approximation in terms of classification error, especially for small training sets, and the observed differences are significant (since they hold under cross-validation). Based on our trials for S = 2, · · · , 12, the use of the σ-kernel with different parameters S does not affect significantly the minimal error E T over all choices of J.
The test error initially decreases as a function of the number of eigenfunctions used, and then starts to increase. As more eigenfunctions are used, the problem of fitting a function to the given values becomes more and more ill-posed, in the sense that more and more functions with the given band can be fit, with a given error, to the training values. This can also be interpreted as a sampling issue, related to the quadrature formulas: higher eigenfunctions require higher sampling rate in order to determine their coefficients. The density of the training samples upper bounds the maximum frequency of the eigenfunctions whose coefficients can be determined. However, this transition does not happen abruptly, but continuously, and can be measured by looking at the condition number of the quadrature formulas (for example, as measured by the condition number of the Cholesky factors above), which degrades as the number of eigenfunctions increases. Finally, from a statistical perspective, this phenomenon can be interpreted as overfitting: it is natural to define the number of degrees of freedom of the model space to be J for the bandlimited projection and 
Computational considerations
Let N = |X|. It is convenient to break up the computational cost as follows:
(i) Construction of the graph and corresponding Laplacian. This operation requires finding the k-nearest neighbors (or the neighbors within a certain distance ) of any point in the set. A naive approach would require O(N 2 ) operations; algorithms based on deterministic or randomized multiscale partitions of the data are available [43, 9] , and their cost is O (N polylog(N ) ). Unfortunately, the constant is often large, being polynomial or even exponential in the dimension of the ambient space, depending on the algorithm chosen and the tradeoff between operation count and storage. The output of this can be regarded as a N × N sparse matrix W , whose (i, j)-entry is 1 if and only if x i is a nearest-neighbor of x j . Each entry is accessible in time O (1) . W may be weighted, for example by distance, and this operation is of order O(N ). Typically W is also symmetrized (another O (N log(N ) If x ∈ X, and f x,λ (y) = sgn Φ λ (h, x, y), y ∈ X, then part (c) with p = ∞ implies that
where the constant c is independent of λ and x. This implies (2.6).
2
Proof of Theorem 2.
, and λ ≥ 1. We note that
as λ → ∞. The first equation in (2.12) is now clear from the definitions. Since h(t) = 1 for t ∈ [0, 1/2] and h(t) = 0 for t ≥ 1, for any integer N ≥ 1,
This implies the second equation in (2.12). A straightforward computation using the Parseval identity leads to (2.13). Since h :
Also,
The first estimate in (2.14) follows from (6.2), (6.3), and (2.13).
In this proof only, let
. Therefore, g j,n g j,m = 0 only when |n − m| ≤ 2. Writing g j,0 = h(λ j ), we see that g j,0 g j,m = 0 only when m ≤ 1. In the following estimate, we write τ m (h, f ) := 0 if m < 0. Using Parseval identity, it follows that
Hence, using the first equation in (2.12) and Schwarz inequality, we conclude that
This proves the second estimate in (2.14).
, and λ > 0. It is easy to verify that (6.1) continues to hold. Since h(t) = 1 for t ∈ [0, 1/2], we see that σ λ (h, P ) = P for all P ∈ Π λ/2 . Consequently, Proposition 2.1(c) implies that for every P ∈ Π λ/2 ,
Therefore, taking into account the fact that σ λ (h, f ) ∈ Π λ , we obtain (2.15) by taking the infimum over We are now in a position to prove the parts (a) and (b) in Theorem 3.1. Proof of the parts (a), (b) in Theorem 3.
It follows from the first equation in (2.12) that for integer N ≥ 3, 
To prove the converse, we observe that
In order to prove the part (c) Theorem 3.1, we recall the following theorem ([16, Theorem 9.1, also Chapter 6.7]).
and
Thus, we need to prove (6.4) and (6.5). Since we find the estimates of independent interest, we prove them as separate theorems, Theorems 6.2 and 6.3 below. First, we prove a proposition describing the equivalence between the Riesz condition with exponent S and the inclusion BV 
Proof. Let the Riesz condition be satisfied with exponent S, h ∈ BV S 0 , and h(t) = 0 for t ≥ c(h), and f ∈ L
1
. Then
Recalling that h
has a compact support, we conclude using the Minkowski inequality that σ λ (h, f ) 1 ≤ c f 1 . In view of Proposition 2.1, we have proved that h ∈ M. The converse statement is obvious, since
Theorem 6.2 Let S ≥ 1 be an integer, the Riesz condition be satisfied with exponent S,
Proof. In this proof only, let
0 , and Proposition 6.1 implies that for integer m ≥ 3,
Now, let ν ≥ 0 be the largest integer such that 2 ν ≤ n. Then (2.12) implies that In view of (2.15) and (6.7), we have with λ = δ Together with (6.10), this yields (3.3).
2
We now turn to the proofs of the theorems in Section 4.
In the sequel, we find it convenient to abuse the notation and denote the Fourier transform of a function φ : R → R byφ. It will be clear from the context whether the Fourier transform or the coefficients in the orthogonal expansion are intended. Let V : R → R be chosen such that V is an even function,V is an infinitely differentiable function,V ( The following lemma summarizes some of the simple technical details needed in the proof. In view of (4.6), we may apply Fubini's theorem to conclude from (6.18) that (6.15) holds. This proves part (b).
In this proof only, we will write A(x, t) = {y ∈ X : t ≤ d(x, y) ≤ 2t}, and observe that in view of (4. 
2
The following lemma enables us to establish the fact that the operatorsσ L (H Y ) are well defined, as well as to obtain a useful estimate on the "tail part". In particular, the series ∞ j=0 H Y ( j /Λ)a j φ j (x)φ j (y) converges uniformly on X × X to a continuous and bounded function, and
