Abstract. Convolutional codes of any rate and any constraint length give rise to a sequence of quasi-cyclic codes. Conversely, any quasi-cyclic code may be convolutionally encoded. Among the quasicyclic codes are the quadratic residue codes, Reed-Solomon codes and optimal BCH codes. The constraint length K for the convolutional encoding of many of these codes (Golay, (48, 24) QR, etc.) turns out to be surprisingly small. Thus using the soft decoding techniques for convolutional decoding we now have a new maximum likelihood decoding algorithm for many block codes. Conversely an optimal quasi-cyclic code will yield a convolutional encoding with optimal local properties and therefore with good infinite convolutional coding properties.
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Introduction. This paper is divided into 3 sections. In the first section we establish a relation between quasi-cyclic codes and convolutional codes. Let io, il," ", in-1 be the first n information symbols of a rate 2 1 -convolutional code with constraint length K. If we stipulate that the next (K-1) information symbols coincide with the first (K-1) information symbols (i.e. i0," ", iK-2), then the resulting 2n output symbols form a quasi-cyclic code. Conversely a quasi-cyclic code is shown to be convolutionally encodable. Our main thrust here is to minimize the constraint length K. We end the section by observing that the preceding results apply to any rate kin convolutional (resp. quasi-cyclic) code.
In {} 2 we extend the notion of quasi-cyclic codes and obtain a modified convolutional encoding, allowing us to include a larger class of codes. It also allows us to obtain a small constraint length K. Among the codes in this category are the quadratic residue codes, the Reed-Solomon codes, optimal BCH codes and many extended cyclic codes. One obvious advantage of this is a tew maximum likelihood (soft and hard decision) decoding of these codes using convolutional decoding techniques. We illustrate the above by giving various examples, most notably a 4-stage convolutional encoding of the binary Golay (24, 12) code.
Finally in {} 3, we present tables of rate , 1 / 2 and 3 2 -block codes and their convolutional encoding.
One can use {} 6 in Chap. 16 of [4] as a starting reference to quasi-cyclic codes and references [3] and [6] to convolutional codes and their decoding.
1. From convolutional to quasi-cyclic codes and back. Let us consider a convolutional code (binary or nonbinary) of rate with constraint length K. The taps are described by the polynomials
where (po, q0) # (0, 0) and (pc-1, qr-1) # (0, 0). (See Fig. 1 .) Let n be an integer. We shall only consider input sequences of the form i-+x, ", i-1, i0, ix," ", in-x, where i_j in-., for 1 -<_/' -< K 1, i.e., sequences of length n + K 1, in which the first K 1 symbols are repeated at the end. The two output sequences depend on the input sequence in the following way:
This is a trellis code with the same initial and final encoder states taking on any possible value (as opposed to the all zero state)! This fact is used to great effect in decoding (see the end of this section). Turning back to our notations we see that in terms of polynomials, we have, writing a(x) =--i(x)p(x) (mod x" 1), b(x) =-i(x)q(x) (mod x" 1).
In vector notation, this comes down to (io, ix,'' ", i,,-x)(P Q) (ao, ax,'", an-l, bo, bl,'" ", bn-1), where P and Q are n n circulants with top row (po, pl, , p,-1, 0, , 0), respectively (q0, ql,""", qk-1, 0,""", 0). From the observations above it follows that the codewords from our convolutional code are the codewords in the linear code generated by the matrix G=(PIQ).
Codes of this form are called quasi-cyclic codes. The rank of this matrix is easily determined by the following theorem, well known from the theory of algebra. THEOREM 1.1. Let p (x) and q (x) be two polynomials of degree at most n 1 and P and Q the associated circulants. Then Proof. (1If(x)) is in the code iff there is a polynomial i(x) such that
Remark. From q(x)=-f(x)p(x)(modxn-1) and (1.1) it follows that b(x)=-f(x)a (x)(mod x 1). From a convolutional coding point of view one wants the encoding register to have few stages. In other words, the maximum degree of p(x) and q(x) should be small. So we now look at the reverse problem. Oiven a code C generated by (I IF) where F is a circulant associated with a polynomial f(x), find polynomials p(x)= i=o pix, q(x)= K-1 i=0 qix, (P0, q0) (0, 0), (PK-1, qK-1) (01.0) such that (P[ Q) generates the same code C (where P and Q are the circulants associated with p(x) and q(x)). For this we rephrase a theorem that can be found in J. J. Bussgang [2] .
-1 fix there exist THEOREM 1.5. For every integer n and polynomial f(x)=i=o
Proof. Look at the coefficients pi as variables. Since we want the coefficient of x in q(x)=-f(x)p(x)(mod x -1) to be zero for l>=K, we need a nontrivial solution of the
For K [(n + 1)/2] one has more unknowns than relations, which guarantees a nontrivial solution p(x). One computes q(x) from q(x)=-f(x)p(x)(mod x -1). The condition (p0, q0) (0, 0) can be met by repeatedly dividing p(x) and q(x) by x if necessary. If (PK'+I, qK '-l) (PK, qK) (0, 0) for some K' < K in this solution and (PK', qK') (0, 0), then we have to replace K by K'. I-1 One should realize however that the polynomials p(x) and q(x) obtained from THEOREM 1.6 . Let Ca and C2 be two quasi-cyclic codes of length 2n, generated by (1, fx(X)), respectively (1, f2(x)). Then C1 and C2 have the same weight enumerator if any of the following relations holds:
Proof. Let w(a(x),b(x)) denote the sum of the weights of the vectors (ao,''', a-l) and (bo,"'', b,,-1) associated with a(x) and b(x).
(ii) Since (1, fx)= fl(f2, 1) and (f2, 1)= f2(1, fl) the codes generated by (1, fl) and (fz, 1) are the same. So (ii) follows from the obvious equivalence of the codes generated by (1,/2) and (/2, 1).
(iii) Since (l, n)= 1, for each i(x) there exists a polynomial f(x) such that f(x )
i(x)(mod x" 1).
Moreover multiplying by mod n gives a permutation of the integers 0, 1,. , n-1.
So
By means of Theorems 1.5 and 1.6 one can try in individual cases to find code generators with small constraint length. In general we cannot say anything about the minimum value of K, but for certain classes of codes we can and shall do this (in 2). Table 1 (see 3) gives a list of code generators p(x) and q(x) (and f(x)) for n <-21.
The number d stands for the minimum distance" and K for the constraint length. Of course there is no reason to restrict ourself to (2n, n) quasi-cyclic codes. A rate kin convolutional encoder with input sequences (ix, , ik), where i.
(ij,-K+X," ", ij.-x, t'.o, i,," ", i,n-x), l<=j <-k, corresponds to a linear code (nm, km) code with constraint length K and generator matrix:
Pll P12
where Pii is a m m circulant.
In general it remains a problem to go beyond the existing bounds on the minimum distance of such a code. Tables 2 and 3 The way is open for simplified maximum likelihood decoding of many block codes.
2. Cyclic codes through convolution. In 1 we related convolutional codes to quasi-cyclic codes and demonstrated the inherent duality between them. A quasi-cyclic code may be encoded and consequently decoded convolutionally. In this section, we treat several families of cyclic codes and look for a quasi-cyclic structure. We first extend our concept of quasi-cyclic codes. (ii) If one adjoins an overall parity bit on P and/or Q the code will be of type A1. (iii) If one increases the dimension of a type A1 code by adjoining one row to its generator matrix we will call it a code of type A2.
We find that many important codes fit neatly into this "messy" characterization.
The results are as follows:
I. All extended quadratic residue codes are of type A2 (as well as A1). The binary Golay code is encodable by a convolutional encoder with constraint length 4. II. There exist a class of Reed-Solomon and optimal nonbinary BCH codes of type A0. The p(x), q(x), and K developed when used for pure convolutional coding guarantee optimality for K and the field used, K d/2 for rate 2 1 -.
III. Almost all good binary codes of small length, with various rates are seen to be of one of the types above. See Tables 1, 2 u(x)= Yi=0 UgX where u(x) is divisible by foe(x), can also be described in terms of Mattson-Solomon polynomials [5] g,,(z) Co where Tr i=o ci 0 and Co 6 GF (2). We now give a convolutional encoding of these two codes and follow with an immediate justification. i.e., a(x) pl(x n) + xp2(x ) +. + xn-lp,_l(X), where pi(x) has degree at most l-1.
Since the dimension of the RS code is kl we know that any kl coordinates are independent. So we may stipulate for any 1 =< -< k that pj(x) 0 for all 1 -</' k,/" i.
This accounts for (k-1)/zero coordinates. We may still stipulate (l-1) coordinates to be zero, and a constant. So there is exactly one codeword i--1 k k+l n-1 X +X pi, k+l(X n)+x Pi,k+2(X )+" "+X Pi, n(Xn). i=-2
