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Bayesian spline technique is adopted to analyse auto-regressive functional-
coefficent moving average model. Two cases are considered, one is Bayesian spline
with fixed knots, the other is Bayesian spline with free-knots. We derive all of the
fully conditional posterior distributions, and obtain the estimations of all of unknown
quantities by virtue of Gibbs sampler. In particular, we make use of the revesible
jump Markov chain Monte Carlo approach for Bayesian spline with free-knots. The
proposed methods are illustrated by simulations and real examples.













ARFMA N? Bayes BE 3/,  [
§1.1 M-rgp+Uv^5
~;+k%gb1~ZX^yd^5
%"Y<~pTwgp+UP9	r?~<d-1qhxF6XY\v)ob2|VdCr? Box d Jenkins(1979) )`euV!"G (ARMA)[1] ~"9Tnfy:U^yAi~tbo=Q"44~g^-{BnB:,XtDr)e~f"<("~6duV (TAR)[2][3] ~tuV (EXPAR)[4] ~dÆe (BL)[5][6] ~R4:>e_f-)e_6Q6p;><v:N*5YCBA1)D~6:_D,p4AÆ℄a%C6_YuV~ (FAR)[7][8] ~y-_YuV (AFAR)[9] ~NuV (AAR)[9] ~wtuV (SIAR) ~_YuV!"G
(FARMA)[10] ~yAV	~QyvDsv)DGvP9 ARMA ~'1vuV~}V9S39%"b1 Bayes %"+Ugp~vM1 "P
1971  Zellner[11] 9|`n&&uV~_k
1976 Box d Jenkins[1] 1 Bayes ^yuVp"G~3 n+U
1983 Monahan[12] en Bayes %"+Ugp~:g^y6 Bayes %":1y1:gpr?/%*R*Pgpr?1
Bayes ^y`CrEs6 Broemeling d Shaarawy[13]. Markov chain Monte Carlo" [14] )`Bayes %""9TB+U5
~-6gCDPgp5
9%C6Mecullochd Tsay [15] b1 Gibbs ^(&ynuV~DI













ARFMA N? Bayes BE 4U Chen [18][19] b1 Gibbs ^(%"+1&ynÆe~dduV~5
9N*5b14( Bayes 0+U)D~TB6;fgz%"a%C6Ibrahimd Land[20]m1 Jeffreys_S'e~3  Bayes+UDensionMallickd Smith[21]&ynm1 Bayes%"3 g8eHolmes dMallick[22] &ynBe0 BayesuVDimatteo 
Genovese d Kass[23] )`n4(0 Bayes 8egLindstrom[24] &ynm1N14(03  Bayes I
Chen d Ibrahim[25] )`nS'e~F_ Ehlers d Brooks[26] &ynb1 RJMCMC 6sGSuV~ [27] s&:> ARIMA ~3  Bayes +U
Unnikrishnan[28] <ngpÆ Bayes UN*Campbell[29] V<n duV~ Bayes U Vermaak,Andrieu,Doucet d Godsill[30]b1 RJMCMC &ynuVZX~UN* Wang d George[31],3y- Bayes V&ynS'e~+lUWang d Poon[32] <nwt~ Bayes I
d+lUN*39??lpY!0uV0%"f(2MN#zB7>I










gm(xt−m−d)εt−m, (1.2.1)%~ {εt} vGsB 0 %JB σ2 e3+<pg p  q RB~&hg d RB℄ g1(·), · · · , gq(·) vF&B_uiVQ














ARFMA N? Bayes BE 5$Jb1 Bayes %"+U ARFMA ~	[_GS4~ BayesSP(?0[O1'0_'5Y_|`n~A_2Z℄yD_+<znDigk+<Bnb1 Gibbs^(3 ^O|`nD;0k+<4:i~0(;dGy2MvFmI













ARFMA N? Bayes BE 6/2, ARFMA b+ Bayes 9E
§2.1 Bayes SG
§2.1.1 xj=uA	6!℄ {xt; t = 1, · · · , N}v N;Y ARFMA(p,q;d)~PIs_os9 xt = ε̂t = 0, t ≤ 0. V~A_N#5/rB











,%~ p′ =max(p, q + d),  {ε̂t} 4








gm(xt−m−d)ε̂t−m t = 1, · · · , N
9uiVw~ ARFMA(p,q;d)vNy t → +∞gεt − ε̂t → 0mddTeVV	5vg^avgp+U~M15%":~~_ gm(xt),m = 1, · · · , q,O1 j&'0_Y'5*g gm(xt) /rTN[p
gm(xt) = X
T
t βm, m = 1, · · · , q%~ Xt = (1, xt, · · · , xjt , (xt − γ1,m)j+ , · · · , (xt − γkm,m)j+)T , u+ = max(u, 0),
βm = (β0,m, · · · , βj,m, βj+1,m, · · · , βj+km,m)T vYml km ;(
γm = (γ1,m, · · · , γkm,m)T , }E
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;gyF_v)MUBn+UNO+1A1PDB λ  Poisson +<d7 [x(1), x(N)] V Dirichect(1, · · · , 1; 1) +<D,
1. D a = (a1, · · · , ap)T _sD a _+<v$?mlB 0, u%JdB σ2τIp(%~ Ip v
p &wGd τ BM) h$+< Np(0, σ2τIp), 











, m = 1, · · · , q
3. (Gy γm,m = 1, · · · , q _
km ;( x(1) < γ0,m < γ1,m < · · · < γkm,m < γkm+1,m < x(N) 7
(x(1), x(N))+-T km + 1;Æ7 (rl−1,m, rl,m) l = 1, 2, · · · , km + 1. ~;Æ7Zg;7N(sB rl−rl−1
x(N)−x(1)




(b − a)km ∆km,%~ ∆km = {a < x(1) < γ1,m < · · · < γkm,m < x(N) < b} Br_
4. D βm,m = 1, · · · , q d σ2 _









































(b) Vp~ σ2 9Q|V_+<
π(σ2|km) ∝ (σ2)−1,afy: v = 0, s = 0.
§2.1.2 X?6!4 Bayes ^6Digk+<B

































































, (2.1.1)%~ β = (βT1 , βT2 , · · · , βTq )T , γ = (γT1 , γT2 , · · · , γTq )T , k = (k1, k2, · · · , kq)T ,
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dGyBnb1 Gibbs ^(Kaigk (2.1.1)$[|`6D;0k+<
§2.2.1 i}I6!
1. D a 0k?D β, γ, σ2, k, D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ĝm(xp′+i−m−d), v gm(xp′+i−m−d) I
s gm(xt) = XTt βm.2Z
N#|`
a|β, γ, σ2, k;x ∼ Np(â, σ2Σa), (2.2.1)%~ â = (τ−1Ip + XTa Xa)−1XTa Ya,Σa = (τ−1Ip + XTa Xa)−1.
2. D βm,m = 1, · · · , q 0k?D a, γ, σ2, k, D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i−1
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((xp′+1−m−d − γi−j−1,m)j+ε̂p′+1−m, · · · , (xN−m−d − γi−j−1,m)j+ε̂N−m),










βm|a, γ, β−m, σ2, k;x ∼ Nj+1+km(β̂m, σ2Σβm), (2.2.2)%~
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−1V −1m + X
T
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−1,m = 1, · · · , q
3. D σ2 0k?D a, β, γ, k, D σ2 0kB














σ2|a, β, δ, k;x ∼ IG
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§2.2.2 N|y3M(; k d(Gy γ,A1Gibbs^( a, σ2 , βm,m = 1, · · · , qI
s-"6D0<_s6℄ a, β, σ2 _sB a(0), β(0), σ2(0).-0"℄"9nD a, β, σ2 	 i ;	$ a(i), β(i), σ2(i), $[Y2Z#[=z 	 i + 1 ;	$
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2.  m = 1, · · · , q, ^9D βm 	 i + 1 ;~z









ĝ(i)m (xt−m−d)ε̂t−m,q$k (2.2.2) ^9 β(i+1)m , 3 ĝ(i+1)m (xt) = XTt β(i+1)m , %~
Xt =
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3. ^9D σ2 	 i + 1 ;~z
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§2.3 u.tPa(_O2Z'bdÆYj)%"6s6Æt_sO+19 a(0) = (0, 0, · · · , 0)T , β(0)m = (0, 0, · · · , 0)T ,m = 1, · · · , q, σ2(0) =
1.0, O1&'0}'5Y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G9 km = 5,m = 1, · · · , q,(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