Passive acoustic monitoring, mitigation, animal density estimation, and comprehensive understanding of the impact of sound on marine animals all require accurate information on vocalization source level to be most effective. This study focused on examining the uncertainty related to passive sonar equation terms that ultimately contribute to the variability observed in estimated source levels of fin whale calls. Differences in hardware configuration, signal detection methods, sample size, location, and time were considered in interpreting the variability of estimated fin whale source levels. Data from Wake Island in the Pacific Ocean and off Portugal in the Atlantic Ocean provided the opportunity to generate large datasets of estimated source levels to better understand sources of uncertainty leading to the observed variability with and across years. Average seasonal source levels from the Wake Island dataset ranged from 175 to 188 dB re 1 lPa m, while the 2007-2008 seasonal average detected off Portugal was 189 dB re 1 lPa m. Owing to the large inherent variability within and across this and other studies that potentially masks true differences between populations, there is no evidence to conclude that the source level of 20-Hz fin whale calls are regionally or population specific.
I. INTRODUCTION
Accurate quantification of marine mammal call source levels is highly sought information because it is essential to determining (1) the range over which marine mammals can effectively communicate and be monitored with passive acoustic technology (McDonald and Fox, 1999) , (2) animal density from passive acoustic recordings in certain scenarios (e.g., K€ usel et al., 2011; Harris et al., 2018) , (3) assessing the potential impacts of sound exposure on marine mammals (Croll et al., 2001; Nowacek et al., 2007; Tyack, 2008) , and (4) call function, which is not fully understood in large whales (Charif et al., 2002) . Determining the intensity with which mysticete whales produce calls is a major challenge because their large size prohibits measurements in a controlled, captive setting. Consequently, in the absence of direct, empirical measurements, field efforts attempting to estimate source characteristics of large whale vocalizations have utilized a variety of hardware and recording methods ranging from animal-borne acoustic tags (Johnson et al., 2004 (Johnson et al., , 2006 Johnson et al., 2009) to a large scale Passive Ocean Acoustic Waveguide Remote Sensing (POAWRS) technique (Wang et al., 2016) .
Methods employing animal-borne acoustic tags have been largely unsuccessful in acquiring absolute call source levels due to tag placement on the animal. Tags are often attached to the animal behind the sound source, off the acoustic axis of sound production, and in some cases are shadowed by the body making direct and comparable measurements by the tag sensors impossible (Johnson et al., 2009 ). These obstacles prevent the accurate measurement of highly directional signals like echolocation and greatly complicate measurements of more omni-directional signals like low-frequency baleen whale calls. In limited cases, source parameters have been obtained from vocal recordings of animals in the near vicinity of the tagged animal, but uncertainty was introduced due to parameter estimates because of the unknown distance and orientation between the tagged and nearby vocal animal (Johnson et al., 2006) . Work by Goldbogen et al. (2014) has more recently demonstrated that high-resolution accelerometry measurements from Digital Acoustic Tags (DTAGs) deployed on a fin whale can distinguish between calls produced by the tagged whale from those produced by conspecifics; this is a current challenge when using tags on baleen whales. Coupling accelerometer measurements to sound pressure measurements on tagged animals will be vital in future tagging studies where identifying the calling animal is required.
Source level estimates of cetaceans from passive acoustic recordings of individual hydrophones, sparse arrays, or array systems all inherently include uncertainty and are generated through a process that relies on assumptions about (sometimes unknown) parameters within the passive sonar equation; hence, it is important to consider all elements of uncertainty, correct for them where possible, or explicitly state any assumptions made when presenting results. With explicitly stated assumptions and best effort in accounting for uncertainty, there is significant value in estimating source levels from the same species and populations with different methods, hardware systems, and under varying propagation conditions. If the estimated source levels are ultimately comparable between methodologies, systems, propagation environments, and assumptions for a single species or population, there is greater confidence in the measurements themselves and the applied products derived from the source levels.
The pulsed 20-Hz whale call of approximately 1 s duration was first attributed to fin whales (Balaenoptera physalus) in the western North Atlantic by Schevill et al. (1964) . The first estimated source level was reported shortly thereafter by Patterson and Hamilton (1964) as a maximum of 180 dB re 1 lPa at 1 m. Over the course of decades, estimated source levels were reported for fin whale 20-Hz calls with peak intensity within the 40-15 Hz band in the western North Atlantic (Watkins et al., 1987) , eastern North Pacific (Watkins, 1981; Charif et al., 2002; Weirathmueller et al., 2013) , Central/Equatorial Pacific Ocean (Northrop et al., 1968) , and Southern Ocean ( Sirović et al., 2007) . The estimated source level range presented by Northrop et al. (1968) include calls from Wake Island in the mid-1960s and is a direct geographical comparison to the calls analyzed in this study 50 years later. Table I summarizes estimated source levels of the 20-Hz fin whale call available in the literature for context in digesting the new data from Wake Island and the eastern North Atlantic Ocean populations and for discussing their regional comparability.
The historical summary of fin whale source level estimations in Table I conveys three significant messages. First, each study used different hardware and signal propagation methods in deriving their source level estimates. Second, the sample sizes upon which average source levels were calculated typically numbered in the tens to hundreds of calls. Third, there is a wide range of variability within single studies exceeding 40 dB in some cases. With innovation in recording hardware, sound propagation computing capabilities, and signal processing methods, we have not only been able to greatly increase the sample size of detected calls but also the range over which calls can be detected and subsequently localized (Wang et al., 2016) . The goals of this study were to (1) present estimated source levels and (2) understand the factors contributing to the source level estimate variability of the 20-Hz fin whale call from populations in Although the recording hardware was different for the two populations, the propagation and application of the signal processing methods used in calculating the estimated source levels were similar with regional modifications. Estimated source levels from this study are then discussed in comparison to other prior published values, methods, and assumptions to assess whether the fin whale 20-Hz call is produced with similar source levels worldwide. See Fig. 1 .
II. METHODS
Fin whale source levels were estimated from two different passive acoustic arrays: (1) CTBTO IMS hydrophones at Wake Island in the Pacific Ocean, and (2) OBS array off the coast of Portugal in the NE Atlantic Ocean. Only non-overlapping detections were used in the analyses from both datasets.
A. Source level estimates of fin whale calls from the Wake Island CTBTO station recordings Fin whale source levels were estimated over a seven-year period from 2007 to 2013 when fin whales recorded on the Wake Island CTBTO IMS hydrophones were seasonally present in tropical waters from November through March (Mizroch et al., 1984; Soule and Wilcock, 2013) . Harris et al. (2018) presented the estimated source level of 79 fin whale calls from this same northern array dataset that were manually selected and localized over the course of a three-month period from December 2007-February 2008. Harris et al. (2018) described the automatic detection, bearing estimation and localization (where possible) of all fin whale calls used in a pilot study estimating fin whale density and distribution using the Wake Island CTBTO IMS sparse array data. In the current study's methods relating to the CTBTO IMS recordings at Wake Island, automatic detection of fin whale calls, bearing estimation and localization, and source level estimation parallel those of Harris et al. (2018) and will only be summarized here.
The Wake Island station is composed of two threeelement triangular arrays with 2 km spacing between elements, with three hydrophones located to the north of the island and three to the south. This study used only data from the northern array where the average water depth was 1425 m (estimated from Amante and Eakins, 2009) and the hydrophones were suspended in the deep sound channel at depths of 731 m (H11N1), 721 m (H11N2), and 746 m (H11N3). Recordings were made continuously at a 250 Hz sampling rate and 24 bit analog-to-digital (A/D) resolution. All three hydrophone channels are digitized underwater at the first connection node using a common reference clock to ensure synchronized recordings. Each hydrophone was calibrated prior to initial deployment in January 2002 and re-calibrated while at-sea in 2011. All hydrophones had a flat (3 dB) frequency response from 8 to 100 Hz, and information from individual hydrophone response curves was applied to the data to obtain absolute values over the full frequency spectrum.
Six full annual migration cycles (November-March) were captured from 2007 to 2013 resulting in approximately 21 600 h of data. Automatic detection of fin whale calls was performed via a spectrogram correlation method applied in the Ishmael bioacoustic analysis software package (Mellinger, 2002) . Data were conditioned with a 10-30 Hz bandpass filter prior to crosscorrelating the spectrogram time series with a 23-13 Hz, 1-s downsweep synthetic call kernel. Characterization of the automatic detector was achieved by comparing the autodetector results with calls detected manually in a subset of the data. A systematic random subsampling scheme was designed, so that every 155th half-hour segment of data was analyzed manually for fin whale calls. Subsampling in this way ensures a representative sample of the data are analyzed and has been used in other passive acoustic studies (e.g., Marques et al., 2009) . With this scheme, a half-hour was analyzed approximately every three days, for a total of 680 analyzed 30-min data segments over the whole study period representing 1.5% of the dataset. This method of subsampling data ensured that a sufficiently large sample of data were manually analyzed (680 samples) and prevented the analyzed data segment from consistently falling on the same day of the week or same time of day, limiting potential bias introduced by consistent anthropogenic noise sources. The optimal detection threshold had a 0.1 false positive proportion and 0.56-0.6 false negative proportion over the 6-year time period. In each segment, calls were manually detected, and the results were compared to the automatic detector results to determine false positive and false negative rates. The detector output fed custom MATLAB (Mathworks, 2016) scripts to determine the root-mean-square (rms) received level and signal-to-noise ratio (SNR) of each detected call. The detector was most efficient at capturing calls with an SNR of 10 dB and higher.
Hyperbolic localization was used to locate fin whale calls and was calculated from the time difference of arrival (TDOA) of a received signal between hydrophone pairs in the three-element array. A simple cross-correlation was first performed to determine time delays; however, environmental heterogeneities caused dispersion in some of the waveforms traveling from distant ranges rendering the simple cross-correlation a nonviable option for many of the distant calls. If the traditional cross-correlation method failed to produce an acceptable bearing, defined when the three bearings resulting from the three pair combinations all produced bearings within 10 degrees of each other, a band energy analysis was performed. The band energy analysis was conducted on the 10-30 Hz band-pass filtered data and analyzed in 3 Hz bands with 1 Hz overlap, starting at 10 Hz. The peak energy was identified in each band. The first band with a peak of at least 5 dB SNR was selected, and the time index of the first peak in this frequency band for each sensor was used to calculate the time delays. If an acceptable bearing could not be harvested from the band energy analysis, the call was not included in further source level estimates. The median bearing of the cross-correlation or energy band analysis was selected between each pair of hydrophones (N1 and N2, N2 and N3, and N3 and N1). Bearings were rounded to the nearest integer to correspond with the resolution of the propagation model. Location information (range and bearing) and received level was then combined with seasonal propagation loss (Sec. II C) in back calculating the estimated source level using the passive sonar equation.
B. Source level estimates of fin whale calls from the Northeast Atlantic OBS array
The OBS array, deployed between 2007 and 2008, is fully described in Harris et al. (2013) . An automatic detector was used to detect fin whale 20-Hz calls using a matched filter run in SEISAN, a seismological software package (Ottem€ oller et al., 2011) . The matched filter detector used a template call from the OBS dataset with high SNR (specifically a call recorded by OBS10 on 7 January 2008). The vertical OBS channel was used to detect fin whale calls and the data were filtered between 16 and 27 Hz prior to running the detection algorithm. The resulting detections from one of the OBS instruments, OBS19, were processed using SEISAN algorithms to estimate horizontal ranges and relative azimuths to the detected signals following methods described in Harris et al. (2013) and Matias and Harris (2015) . Data between 1 December 2007 and 29 February 2008 were used in this study. Further, a smaller sample of manually verified fin whale calls were also analyzed separately. All data were filtered so that the minimum detection threshold was 0.7, the smallest coherency factor between the horizontal and the vertical seismometer channels was 0.1 (full details of the coherency factor are given in Matias and Harris, 2015) and the minimum SNR was 3.1. These filtering criteria were found to be effective at (a) removing false positives and (b) identifying and removing calls outside the critical range (an important feature of the ranging method; range cannot be estimated beyond the critical range, see Harris et al., 2013 for details). Following filtering using the criteria, the remaining number of detections was 34 321. A false positive analysis of 333 detections throughout the dataset estimated a mean false positive proportion of 0.15 (standard error ¼ 0.03).
The estimated ranges were then adjusted using a ray tracing model, with realistic water and sediment properties (P-wave velocity in the water column ¼ 1.500 km/s, water density ¼ 1.0 g/cm 3 , P-wave velocity in the sediment ¼ 1.700 km/s, S-wave velocity in the sediment ¼ 0.3 km/s, sediment density ¼ 1.4 g/cm 3 ). A factor of 0.5 was also used to adjust the amplitudes of the horizontal channels to counteract systematic bias observed in the range estimation methodology, thought to be due to the positioning of the OBS just above the seafloor and water column interface (Matias and Harris, 2015) . These values were selected based on work in Matias and Harris (2015) . The depth of OBS19 was 4287 m, with a corresponding critical range of 8038 m, assuming the water and sediment velocities above. Finally, calibration data about the orientation of OBS19 was used to convert the estimated relative azimuths to georeferenced absolute azimuths (L. Matias, personal communication) .
The propagation loss model used to estimate source levels from the rms received levels on the hydrophone channel was a site-and season-specific parabolic equation, with propagation loss estimated every 5 m (see Sec. II C for more detail). Using the passive sonar equation, source level was estimated using the received level and the propagation loss, SL ¼ RL þ TL. Although noise was not explicitly accounted for in the equation, only detections with an SNR greater than 10 dB were used in the SL estimates. Using calls with an SNR greater than 10 dB restricts any error caused by integrated noise to be less than 0.5 dB (Cato, 1998) .
Source levels were estimated for all automatic detections. In addition, source levels were estimated for a manually verified sample of 41 calls selected from OBS19 on 3 December 2007 between 0000 and 0100, and were likely produced by the same animal.
C. Propagation loss modeling
The propagation loss (PL) due to range-dependent propagation between a vocalizing whale and receiver using a 17-23 Hz band (1 Hz spacing) was modeled along 360 bearings at 1 resolution using the Peregrine parabolic equation model out to 20 km from H11N1 (Heaney and Campbell, 2016) and out to 7 km for the OBS array. The propagation loss was modeled using seasonal range-dependent oceanography. 1 It was assumed that the fin whale source was at a depth of 15 m, in keeping with results about fin whale calling behavior (Stimpert et al., 2015) . The bathymetry was taken from the global bathymetry database ETOPO1 (Amante and Eakins, 2009 ). Surface loss was negligible due to the low frequency of signals. Sea floor parameters of soft sand sediment were used representing a global average of deep ocean sediment. Details of the geoacoustics parameters in the open ocean (near Wake Island and the OBS array) are not well known but should not affect propagation in this environment due to direct path/sound channel propagation. For the CTBTO data from Wake Island, propagation loss was modeled between the fin whale source near the surface and the H11N1 hydrophone at 731 m depth. Modeling of the OBS19 data was done with the receiver placed on the seafloor.
In order to understand the propagation at the two sites, and shed light on sensitivity of the propagation loss, the PL from the Wake Island HA11N1 receiver was modelled over the November-March migration season. The PL vs depth in the upper panel of Fig. 2 was averaged (magnitude pressure squared) across the frequency band and azimuth. There was very little impact of the seasonal sound speed variability on the PL, consistent with the 20 Hz results of Miksis-Olds et al. (2015) . For the axial receiver, the propagation to a range of 4 km is direct path showing the Lloyd's mirror interference pattern in depth (the coherent interference created by the direct and surface bounce). At 4 km range, for depths less than 100 m there is an acoustic shadow as the downward refracting warm surface waters refracts the direct path energy below the receiver. From 5 km out in range, the bottom bounce arrival, with low enough grazing angles to reflect, is observed. The tapering of the bottom bounce PL with range is due again to the downward refracting axis to surface sound speed profile.
The lower panel of Fig. 2 shows the difference between the Parabolic Equation (PE) and spherical spreading [20*log 10 (r), where r is range in m] for the upper hundred meters of the water column. Note that range in this computation is slant range and not horizontal distance (as marked along the x axis). At short ranges, there is a 6 dB lower PL for the PE due to the constructive interference of the direct and surface bounce. The PE loss is much greater than spherical ($10 dB) in the acoustic shadow at 4500 m. Beyond 5 km, when the bottom bounce is present, there is less PL in the PE than in spherical. The location of the bottom bounce arrival in range is sensitive to the local sediment characteristics. For a hard sediment, there may be no acoustic shadow at 4500 m. The variability of the field with range beyond 12 km is due to local bathymetry effects.
Propagation for a receiver on the seafloor is considerably different. The same pair of plots are generated for the OBS19 seafloor receiver in the eastern Atlantic and are shown in Fig. 3 . The range extent of localizations for the OBS data set was $5 km, so this is the maximum propagation range for these plots. With the receiver on the seafloor, the sound that makes it from the ocean surface is propagating at much higher angles, and there are very few refractive effects with range. This leads to a direct-path/surface reflection Lloyd's mirror pattern for all depths and ranges. The PE/Spherical Spreading loss difference plot in the lower panel highlights this. For fin whale source depths near 15 m, there is a 6 dB reduction in PL due to the constructively adding direct and surface bounce. It is worth noting that for 20 Hz sound, the quarter wavelength distance is 19 m. For a dipole with quarter-wavelength spacing in the vertical, the dominant direction is horizontal. This is an argument for the whales transmitting at 15-20 m, rather than 10 m or less, or 30 to 40 m. For this receiver/source geometry, there is almost no sensitivity to sound speed profile or sediment parameters. There is only a small sensitivity to range (and ranging errors). The primary driver of the PL is the sensitivity to fin whale vocalization depth.
D. Investigating the effect of range and bearing on source level estimates
For both datasets in this study, regression analyses were used to investigate the source level estimates as a function of (a) horizontal range and (b) bearing. All data from the Wake Island dataset was combined into a single dataset and analyzed. Both the OBS automatically detected dataset and the manually selected dataset were analyzed separately. A simple linear regression was fitted to all datasets to investigate the effect of range on estimated source level in the statistical software, R vs 3.5.1 (R Core Team, 2018). Influential data points in each of the three datasets were removed after initial model fitting using Cook's Distance measures.
Generalized Additive Models (GAM, Wood, 2006 ) were used to model estimated source levels as a function of bearing for both the automatically detected datasets. GAMs using cyclical cubic regression splines were selected to allow a nonlinear, cyclical relationship between estimated source level and bearing; that is, the model accounted for the fact that 359 and 0 degrees are similar values of the predictor variable (bearing in this case). For all fitted models, main model assumptions were checked in R software using diagnostic plots and relevant hypothesis tests.
III. RESULTS
Estimates of fin whale 20-Hz call SL in this study addressed variability in SL related to detection range, propagation loss, detection method, thresholding of autodetections, location, year, and estimated bearing in relation to the receiver. Initial results from the multi-year Wake Island dataset indicated a strong relationship between estimated SL from autodetections and range (n ¼ 20 722), indicating a bias in correctly accounting for PL at greater ranges (Fig. 4) . The models did not meet many of the assumptions of linear regression but were designed to take a preliminary look at the pattern between estimated source levels and range, and all models reflected the broad trends seen in the plotted data. The linear regression analyses suggested that fin whale source levels at Wake Island significantly increased as a function of range (F 1,19892 Fig. 4) . When all source level estimates from Wake Island were plotted against range, the linear regression model predicted that source level increased by 3.95 dB/km. When the Wake Island source level estimates were restricted to ranges less than 6 km, the regression predicted an increase of 5.02 dB/ km (F 1,18639 ¼ 14 428, p < 0.001, R 2 ¼ 0.436, Fig. 6 ). Further analysis of the Wake Island dataset only included detections less than 6 km, which is consistent with the OBS dataset and ranges detected manually from Wake Island hydrophone data in Harris et al. (2018) .
To parallel the 79-call manual analysis for estimated fin whale SL from Wake Island in Harris et al. (2018) , a 41-call manual analysis was conducted for the OBS data to address potential differences in small sample size, manual analyses ( Fig. 5 , Table II ) and large sample size, automatic detection analyses (Fig. 6 , Table II) , which are becoming more available with advances in hardware, software, and signal processing methods. The regression model using the automatically detected calls in the OBS dataset predicted a significant but comparatively small increase in source level with range, with an increase of 0.15 dB/km (F 1,11194 ¼ 50, p < 0.001, R 2 ¼ 0.004, Fig. 6 ). The regression models for the manually detected OBS dataset predicted that source levels estimated using the PE model did not change significantly as a function of range (F 1,36 ¼ 0.001, p ¼ 0.97, R 2 ¼ 0.000 035, Fig. 5 ). Source levels estimated using spherical spreading were higher than the values estimated using the PE model, but also did not change significantly as a function of horizontal range (F 1,36 ¼ 0.699, p ¼ 0.41, R 2 ¼ 0.02). Given its more realistic inputs, the PE model was selected as the preferred method of estimating propagation loss in the source level calculations.
Acknowledging the inherent uncertainty and biases related to the propagation loss and autodetectors used in the analysis of the Wake Island data, the multi-year dataset provided the opportunity to explore variability in estimated source levels as a function of year and bearing. The average estimated SL across the six migration seasons did vary from year to year (Table II, Fig. 7 ), but the differences between and across all years was within the annual median absolute deviation (van der Schaar et al., 2014) ( Fig. 7) , indicating that the estimated source levels in the Wake Island region were relatively uniform over time.
Estimated SL as a function of bearing was not found to be uniform around the Wake Island H11N1 hydrophone in the Pacific Ocean (Fig. 8) . A non-uniform distribution was also observed around the OBS19 sensor in the Atlantic Ocean (Fig.  8) . GAMs (Wood, 2006) were fitted to both automatically detected datasets, with the Wake Island data truncated at 6 km. Both GAMs suggested that source level differed significantly as a function of bearing [Wake Island (WI) model: F 6,19493, ¼ 270, p < 0.001, Fig. 8 ; OBS model: F 6,11819, ¼ 97, p < 0.001, Fig. 8 ]. Both models explained less than 10% of the deviance (WI: 8%; OBS: 5%) suggesting that these models did not adequately capture the variability in the data, but as with the other regression analyses, the models capture the broad pattern observed in the plotted data (Fig. 8) .
IV. DISCUSSION
The estimated source levels of the 20-Hz fin whale call obtained in this work in two different oceans overlap with the distributions of all previously published work from the regions of the Southern, Pacific, and Atlantic Oceans (Table I) Northrop et al. (1968) and the current study also had almost identical overlap (assuming the differences in data processing were comparable) indicating that the source level of this particular fin whale call did not change drastically over the past 50 years. Given the large range of SL estimates within each study, up to approximately 40 dB in select cases, it is not surprising that global fin whale source level distributions appear rather uniform. However, given the large variabilities in datasets that vary in sample size from tens of samples to tens of thousands of samples in this work, a potentially more informative question to address is whether the mechanism driving the variability observed within a single study is the same mechanism driving variability across different studies. There is inherent variability in animal source levels that is difficult to adequately capture with only a small number of samples restricted to a small number of detection ranges. The sizeable sample of calls representing a large number of detection ranges with associated call bearings analyzed in the current study provided the opportunity to explore estimated source level variability at a statistical level that has not been possible in previous studies. Potential sources of variability fall into three general categories: behavior, propagation, and false positives in large automatically detected datasets. Often, it is not possible to tease apart the effects due to each. For example, individual source level variability within a single fin whale calling bout can be highly variable with source levels differing up to 5 dB (Watkins, 1981; Watkins et al., 1987; Weirathmueller et al., 2013 ; OBS manually verified data, this study). It is unknown whether the variation is due to amplitude modulation by the whale, slight changes in whale orientation impacting consistent directionality, changes in vertical or horizontal movement, uncertainty in the source localization, ephemeral heterogeneities in the water column, or uncertainty in the propagation loss. It is likely a combination of two or more factors.
Variability related solely to sound propagation effects within a single study include heterogeneities in the propagation medium and unaccounted movements of the hydrophone on moorings related to currents that impact the estimated distance between source and receiver. Small errors in the positions of the sensors can cause substantial systematic errors in the calculated arrival angles and ultimate source location, but error related to the movement of the CTBTO hydrophones was estimated to be low (Nichols and Bradley, 2017) . Whereas the earliest studies reporting estimated fin whale 20-Hz call source levels did not detail the signal FIG. 6. Estimated fin whale SLs from autodetected signals at Wake Island H11N1 (left, n ¼ 19 595) and OBS19 (right, n ¼ 11 826) plotted against range, with a linear regression line and associated 95% confidence intervals. The confidence intervals are narrow and not clearly visible compared to the data spread on each plot. Bottom histograms reflect the estimated SL distribution at each location. processing or propagation loss methods, comparison across more contemporary studies indicate differences in choice of propagation model, assumptions of model input parameters, and signal processing methods. Sirović et al. (2007) used a hybrid model with a homogeneous sound speed and range independent, flat bottom bathymetry in an upward refracting environment to model propagation loss, while other studies employing a spherical spreading model assumed direct path propagation without consideration for sound speed profile or bathymetry between the source and receiver. Charif et al. (2002) used a spherical spreading model and then applied an interference correction factor to account for Lloyd's Mirror Effect that reduced the maximum SL of each call by 6 dB. Alternatively, Wang et al. (2016) , Harris et al. (2018) , and this study used a range-dependent parabolic equation model to estimate propagation loss.
Acknowledging that different propagation loss models were employed across studies and may have contributed to variation in estimated source levels, a second source of propagation loss related variability stems from different assumptions in the input parameters of the propagation models. All studies modeled the vocalizing fin whale within the top 60 m of the water column, but the exact source depth differed. Environmental noise levels at the time of fin whale call detection were taken into account and detailed in the methods of Weirathmueller et al. (2013) and Harris et al. (2018) , but this passive sonar term was not explicitly addressed in the other studies of Table I . Propagation effects so close to the surface also have the potential to introduce significant levels of variation and uncertainty (Medwin, 2005) to any transmitted signal even if identical propagation loss models, modeled frequency, and input parameters are modeled over time at the same location; it is not surprising to observe a degree of variation across studies in different regions, using different models, and applying different input parameters.
The source and receiver depths, the sound speed profile, the seafloor depth, and source type affect acoustic propagation in the ocean. As illustrated in Figs. 2 and 3 , the approximation of propagation loss as spherical [20*log 10 (Range)] is poor. For axial receivers, there are acoustic shadow zones as well as regions of intensification due to bottom bounce energy. For a bottom mounted receiver, the spherical approximation is poor because of the coherent interference between the direct path and the surface reflection. The observation that the estimated source level of fin whales increases significantly with range (in Fig. 6) (more lossy) than in reality will reduce the modeled PL with range, requiring an increase in the estimated SL to match the data, as observed. The fall off of PL with range for shallow sources (15 m assumed for fin whales in this study) beyond a distance of 5 km is sensitive to the sound speed field in the upper 100 m, which could have mesoscale ocean structure or surface mixed layers. We have used climatology for the temperature and salinity fields that the sound speed profiles are generated from, and these do not include small scale variability like eddies and surface ducts. The final area of uncertainty in the propagation sensitivity is the source depth. The fall off of PL with range is sensitive to the source depth.
There is also a systematic bias introduced at longer ranges by the detection algorithm. For whales to be detected at longer ranges, in a fixed noise field, they must have positive signal excess. As the range increases and the propagation loss increases, only the loudest transmitted signals can be detected. This will lead to an increase in the median SL as a function of range. This certainly explains the lack of low level whale vocalizations beyond 5 km, but does not explain the observed dramatic rise in the maximum SL with range observed in the Wake Island dataset.
Subtleties of signal processing methods between estimated source level studies are an often overlooked source of bias and variation complicating direct comparisons. The signal duration and bandwidth over which received levels are calculated may or may not be detailed in the study description and have the potential to bias source level estimates. There is the possibility that estimated source levels in Charif et al. (2002) that used a 3-s rms window in received level calculations were biased low compared to methods that used either a 1-s window more aligned with the 20-Hz call length ( Sirović et al., 2007; Weirathmueller et al., 2013) or manual selection of the call bounds (Harris et al., 2018) . Any thresholding related to signal detection also has the potential to introduce bias to the estimated source level distribution. Wang et al. (2016) used a threshold of 10 dB SNR above which detected calls were included in further analysis. The estimated source levels presented in the current study did not have a threshold based on SNR applied for the Wake Island data, though a 10 dB SNR threshold was applied to the OBS dataset consistent with Wang et al. (2016) . It is unclear and unlikely that the other studies listed in Table I thresholded based on SNR due to small sample sizes. A last signal processing component to note is the use of broadband equivalent pulse-compression gains applied in Wang et al. (2016) , which resulted in a 6 dB difference between distributions means depending on whether the gains were applied. The mean estimated source level of the 20-Hz call was 6 dB less when beamforming gains were incorporated in the calculations compared to when no beamforming was applied.
Finally, as datasets become larger, and therefore more reliant on automated detection methods, the influence of false positive detections needs consideration. False positive rates can be estimated (as in this study), which are informative, but the potential bias and uncertainty in source level estimates caused by false detections can only be eliminated if those detections are removed from the dataset. False positives were not removed in the two automated datasets in this study; exploration of the effect of false detections on these datasets would be a natural extension to this work. However, it is unlikely that false positives are solely responsible for the systematic increase in estimated source level with range as observed in both automated datasets.
All potential sources of uncertainty and bias resulting from propagation model selection, model assumptions, input parameter assumptions, and signal processing differences contributed to a wide variability in the estimated source level distributions both within and across studies and contribute to explaining the greater than 40 dB differences within a single study. However, despite estimated source levels from different time periods, geographical locations, and fin whale populations, it appears that estimated fin whale source level of the 20-Hz call is relatively robust to analysis method, hardware configurations, and environments. At this point, it is not possible to conclusively determine whether fin whale source levels differ across regions, populations, or time periods due to large amount of variability. The work presented here introduces a new dimension to consider in association of interpreting fin whale source levels, namely, call bearings. Detected call bearings estimated over multiple years exhibited a pattern where calls detected along some bearings were consistently louder than those of others. This could be attributed to all the sources of variability, uncertainty, and bias already discussed. In particular, propagation loss differs as a function of direction and therefore estimated source level distributions may vary depending on direction, e.g., if propagation conditions are favorable in one direction, then more calls with lower source levels may be detected, compared to another direction with high propagation loss where only the loudest calls can be detected. This variability in the probability of detecting calls as a function of bearing has not been explicitly corrected for in this study but would be the next step in better understanding the observed patterns. However, an alternative explanation rooted in ecology might also be considered, and is related to behavior and cognition associated with communication.
Is it possible that fin whales are cognizant of their regional landscape to modify source level consistent with bathymetric features? Humans do this naturally when we increase our volume to communicate with someone around a corner and out of sight compared to communicating with someone the same distance away but in a direct line of sight. The Acoustic Adaptation Hypothesis (AAH) predicts that local habitat characteristics influence signal evolution through effects on signal transmission (Morton, 1975) . Consistent with the AAH is the concept that communication signals central to social behavior should be adapted to the local environment to enhance transmission and reception (Bradbury and Vehrencamp, 2011) . The relationship supporting the co-evolution of animal communication and the environment has been illustrated in acoustic communication of fish, birds, frogs, insects, and mammals (Boncoraglio and Saino, 2007; Ey and Fischer, 2009; Amorim et al., 2018) . Specific to amplitude is the Lombard Effect-the involuntary tendency of humans to increase vocal amplitude when speaking in loud noise to enhance the audibility of their transmission (Lombard, 1911) -which has been observed in humans, marine mammals, non-human primates, bats, and rodents (Hotchkin and Parks, 2013) . There is no named theory or effect to capture amplitude modification in response to the physical structure (bathymetry in this context), but the concept is captured in the sensory drive framework within the AAH theorizing that natural selection will favor signals, behaviors, and receptors that maximize detection and recognition (Endler, 1992) . It is unknown whether large whales possess the landscape awareness to modify call amplitude when signaling in different directions, but it is not unreasonable to conjecture that evolution has shaped vocal behavior in whales to cope with this aspect of their environment.
A. Implications for SL in density estimation
It is clear from the review of fin whale source level estimates in this study that estimates may vary due to differences in the methods used for estimation. Due to the multiple steps involved in source level estimation, it is not always easy to assess where bias and imprecision may be introduced. However, it is possible to investigate the impact that biased source level estimates could have on density estimation methods that rely on such inputs. Here, the pilot study analysis presented in Harris et al. (2018) was re-analyzed, except that the source level distribution was altered to reflect a 6 dB bias in either direction. The assumed source level distribution used in the original study had a geometric mean of 177.7 dB re 1 lPa m (standard deviation: 3.30, n ¼ 79). The original study estimated that an area of up to 973 km 2 was monitored, leading to an initial density estimate of 0.32 animals/1000 km 2 [coefficient of variation (CV): 0.52]. By increasing the assumed source level to 183.7 dB re 1 lPa m (with the same standard deviation), the estimated monitored area increased to 4575 km, 2 with an associated density estimate of 0.07 animals/ 1000 km 2 (CV: 0.52). Conversely, assuming a lower source level of 171.7 dB re 1 lPa m resulted in a reduced estimated monitored area of 236 km 2 and a density estimate of 1.3 animals/1000 km 2 (CV: 0.52). Therefore, it is clear that bias in source level estimation has the potential to alter density estimates, and associated monitored area sizes, by an order of magnitude when using density estimation methods that rely on source level inputs.
V. CONCLUSIONS
Direct source level measurements of large whale vocalizations are extremely difficult to make, yet accurate source level information is incredibly important in applications related to monitoring, passive acoustic density estimation, and effective communication. Recognizing the need and value of call source level for numerous applications, multiple studies have estimated the source level of the fin whale 20-Hz call over time and geographical region. This study provided a unique opportunity to assess estimates of fin whale source level within the context of previous work to evaluate regional specificity or global uniformity in population source levels, to measure source levels over time, to measure source level as a function of bearing in relation to the recorder, and to identify factors contributing to the source level estimate variability of the 20-Hz fin whale call from populations in the eastern Northeast Atlantic and tropical Pacific Oceans. Results indicate that variability related to back calculations of source level from received levels via the passive sonar equation stems largely from uncertainty in the propagation loss term with additional variability introduced by methods related to data collection and signal detection. Acknowledging these uncertainties, it appears that estimates of the 20-Hz fin whale call are relatively robust to hardware configuration, method of estimating propagation loss, sample size, detection method, time, and space; owing to the large inherent variability within and across this and other studies that potentially masks any true difference between populations, there is no evidence at this time to conclude that the source level of 20-Hz fin whale calls are regionally or population specific.
