Introduction
The popular method of lines for the approximation of some time-dependent partial differential equations has in the past years been thoroughly analysed in the case standard finite element methods were employed to realize the discretization in space. For the time-discretization, successful adaptive schemes have been developed that aim to keep the time-discretization error uniformly bounded. Together with quantitative error control, separately in both space and time, this leads to numerical schemes in which the space-discretization error usually is chosen to be dominant. We refer to [1, 2, 14, 15, 17] and also to the famous series of papers [8, 9, 10, 11, 12] of Eriksson and Johnson and [13] together with Larsson on the discontinuous Galerkin method for parabolic problems.
Recently, one also focusses on the use of mixed finite elements in the space discretization (Cf. [20, 23] ), and apart from a priori estimates there are also superconvergence results available. We believe that these superconvergence results can be successfully used in the construction of a posteriori error estimation of the spacediscretization error, which, in turn, gives qualitative information about how to direct an adaptive time-stepping procedure in order to keep the time-discretization error small compared to the space-discretization error. The better one succeeds in this, the better the space-discretization error can be estimated, and the better the magnitude of the next time step can be determined.
In this short note we present numerical examples of the use in adaptive timestepping of superconvergence-based a posteriori estimation of the mixed finite element space-discretization error. Moreover, we will consider an example with adaptivity in space based on the same error estimator as well. We will concentrate on one-dimensional problems only, but we note that the superconvergence results in [5] are in fact for two-dimensional Raviart-Thomas elements (Cf. [3, 4, 7, 6] ) and that the theory for adaptive time-stepping in [15] is for problems of arbitrary spacedimension. Therefore we believe that the same approach can be followed in the two-dimensional setting.
A model problem
To explain the main principles involved, we will concentrate on a simple diffusion equation as model problem to illustrate its mixed semi-discretization and its fully discrete time-adaptive scheme. Then we will concentrate on superconvergence and a posteriori error estimation, and develop a fully discrete and fully adaptive algorithm.
Mixed formulation of a diffusion equation
Let I be the unit interval and T > 0. Further, a is a continuously differentiable strictly positive function, and f ∈ L 2 arbitrary. Our model problem will be to solve u from
Note that we chose homogeneous Neumann boundary conditions; they allow the easiest superconvergence results. For unique solvability we will look for u with mean zero. The mixed formulation of (1) is
Testing p in H 
where a(q, v) = (a −1 q, v) and b(w, q) = (w, q x ), with the same initial condition as above.
Semi-discretization
The mixed finite element semi-discretization in space of (3-4) will be the following. Let ∆ h = {0 = x 0 , x 1 , . . . , x N +1 = 1} be a partitioning of I, and let h be the length of the longest subinterval. Denote by V = V (∆) the space of all continuous piecewise linear functions relative to the partitioning ∆ that are zero on the boundary and let W = W (∆) contain all the piecewise constants. Solve u h ∈ W/Ê and p h ∈ V from
As discrete initial condition we take the mixed elliptic projection u 0 h of u 0 (Cf. [5, 23] ).
All this leads in the standard way to a system of ordinary differential equations for the coefficients of the nodal basisfunctions v j , w j of the spaces V and W . Note that V has dimension N − 1 and W dimension N . Denoting the L 2 -orthogonal projection on W by P W define the coefficient vectors U , P and F by
F j w j and matrices A, B, C with entries
Then the vectors U and P are to be solved from (9) AP = −BU,
Adaptive time-stepping using Euler backward method
In the system of equations (9), P can be eliminated, resulting in
In [15] , a framework for adaptive time-stepping is given for the Euler backward method. However, their theory applies for symmetric and positive semi-definite system matrices. Our system matrix
is however only symmetric if C is a constant times identity, which corresponds to a uniform grid. We will therefore first derive some results in case the matrix C is not constant.
Lemma 2.1. Consider the system of ordinary differential equations
where K is symmetric positive definite and L symmetric positive semi-definite. Then the Euler backward iterates for (11) are the same as K − 1 2 applied to the Euler backward iterates of the system
of which the system matrix is symmetric positive definite.
ÈÖÓÓ . We will prove the lemma by induction. First, we define the Euler backward sequences as follows. Denoting the time steps by ∆ n we get
As induction hypothesis we take that K
Rewriting (14) as
Together with the initial conditions on both sequences, this completes the proof. Now, defining L := B T A −1 B and K := C, we see that the Euler backward discretization of (10) is of the form (13). We will now relate the results of [15] for the sequence V n to the sequence U n that solves our problem. We first state their mean theorem loosely, for the exact conditions and notations we refer to the original paper.
Theorem 2.2. [15]
Suppose that the time steps ∆ n are chosen such that for each pair of consecutive approximations in a fixed time domain,
for some positive tolerance δ. Then the error in the approximations is uniformly bounded by
Here, κ is a constant only depending on the quotients of lengths of consecutive time steps.
In our example, C is a diagonal matrix with the lengths of the intervals as diagonal entries, which means that
These inequalities, in combination with Theorem 2.2 and the relation V n = C 1 2 U n can be used to show that if the time steps ∆ n are chosen such that
An algorithm for the practical determination of the time-steps is the following. We assume that it is the U n that are calculated.
Algorithm 2.1: adaptive time-stepping (1) Assemble the matrices A, B, C and vectors F and V 0 .
(2) Choose a tolerance δ > 0 and a τ 0 > 0. (3) for n = 0 to M Find by trial and error the largest time-step ∆ n+1 := 2 k τ n such that the calculated U n+1 satisfies ψ n := U n+1 − U n ∞ < δ.
Exploiting superconvergence
In the method of lines one aims at a certain balance between the error in the semi-discretization and the additional error made in solving the semi-discretization numerically. Recall (7) and define respectively
So u h (t n ) is the exact solution of the semi-discretization at time t n andû h (t n ) its approximation according to the adaptive time-stepping scheme of the previous section. We can use the results from this section to conclude the second inequality in (22) while a simple calculation proves the first.
From [5, 16] we know that the exact solution u h of the semi-discretisation (5) exhibits superconvergence in the sense that for each t
only. This fact assures that the post-processed function Ô(u h )(t) ∈ V which interpolates u h at the averages of the jumps is a higher order approximation of u(t),
Having available a higher order approximation Ô(u h )(t) than the original approximation u h (t), the error in the latter can be estimated asymptotically exact as follows
If we make sure that we choose δ initially such that
for some parameter q that is 'small enough', then the total error at time t 1 will be dominated by the semi-discretization error and the estimation ε(û h (t 1 )) will probably still be good. Furthermore, observing that ε h will typically be variable (it estimates the absolute error, and the solution will vary), we propose to take also δ variable,
This can be done without extra restrictions on the theory in [15] , since each time t can be considered initial time for a diffusion problem with new initial condition. Following this approach we can aim to keep the time-discretization error relatively low, which will prevent that the quality of the space-error estimator ε(t) will be rapidly lost because of an interfering time-discretization error.
We note that in case the exact error in the elliptic projection of the initial condition is hard to evaluate, one might as well use the error estimator already at t = 0, although especially for relatively coarse meshes the exact error is to be preferred. This leads to the following new version of the algorithm (2.1).
Algorithm 2.2: improved adaptive time-stepping
(1) Assemble the matrices A, B, C and vectors F and U 0 .
(2) Choose the parameter q and an initial τ 0 .
Find by trial and error the largest time-step ∆ n+1 := 2 k τ 0 such,
In Section 3 we will present numerical experiments for this algorithm. First however we will comment on using the space-error estimator for a different goal.
Adaptivity in space
In the previous section we used a superconvergence-based a posteriori error estimator to regulate the adaptive time-stepping in such a way, that the quality of the space-error estimator was preserved during the time-stepping as much as possible. We will now consider how to use the same estimator to find good grids in space as well.
Consider the following local error indicators. Recall that error indicators, as opposed to error estimators are not theoretically justified, although heuristicly they make sense.
(28) ∀j ∈ {1, . . . , N} : ε j (w) :
Given some tolerance σ for the relative global space-discretization error, it is in many applications of interest to aim for a uniform distribution of this error over the intervals, which is, to aim for a partitioning into subintervals, such that
Indeed, if this criterion is satisfied, we have
Of course, the exact errors are in general not available, and neither is the exact solution u h (t) of the semi-discretization. Therefore, we replace them by the error indicators (28) and the fully discrete solutionû h (t n ) (even post-processed in the right-hand side) and aim for
In practice one might want to relax criterion (31) because it can be very hard to realize it for all the subintervals. However, in Section 3 we will perform an experiment based on this criterion.
Numerical experiments

Adaptive time stepping with uniform grids
First we consider a numerical experiment in which we use an equidistant partitioning of the unit interval. This avoids the complications that arise as a result of the system matrix in (10) In Figure 1 below the exact solution is given for t = 0 (left) and t = 0.002 (middle) and t = 0.01 (right). For t = 0 the function is actually equal to cos 5 (2Ôx). We took a grid consisting of 40 intervals. This gave a relative space error in the initial function of 0.095. The parameter q was taken q = 0.5. So, in each time step, the time-tolerance was set to be half the estimated space-error.
In Figure 2 above we see the relative total error against time (left, ranging from 0.055 to 0.095 initially) and the global efficiency index of the error estimator against time (right, ranging from 1.004 to 1.0085). Clearly, the results are excellent. The global efficiency index is very close to one, which means that both space and time-discretizations are performing very well. We noted that the lengths of the time-steps increased monotoneously.
We will now proceed to investigate the dependence on q of the relative error made in the time-discretization of the semi-discrete system. Our aim was to be able to keep it uniformly bounded as well as relatively small compared to the semi-discretization error.
Adaptive time-stepping with non-uniform grid
We will now continue to present a test for the algorithm for a non-uniform grid, which, as in the previous experiment, consisted of 40 elements. The exact solution was taken the same as in the previous experiment. To obtain an initial grid, we applied elliptic projection with superconvergence-based adaptivity, i.e., we solved equation (6) adaptively. This gave an initial non-uniform grid, which we kept constant during the time-stepping. In Figure 4 on the left-hand side, we see the approximation in the final time step, and the grid points are indicated by stars.
On the right-hand side, we again plotted for the values of q = 0.5, 1, 2, 4 the relative time-error, so the error made by adaptive time stepping with respect to the exact semi-discrete solution. The predicted behaviour is clearly visible in this right picture, although a bit less clear than in the uniform grid case of the previous section. Still, the time errors seem for each q uniformly bounded in the time-interval [0, 0.01] in which the solution changes the most rapidly. Also, the uniform bound seems to be linear in q.
Ê Ñ Ö 3.1. Comparing the graphs in Figure 4 with the graphs in Figure 3, we moreover see that they are between one and two times higher in magnitude, which was predicted by the factor hmax hmin in equation (20) . For this specific grid, this factor is equal to two. In Figure 5 below we show at the left-hand side the total relative error at each of the time-steps, which shows that for the values of q considered, the time-error is relatively small compared to the error due to semi-discretization. At the right-hand side we show the performance of the error-estimator, which is in the range of ninety to ninety-three percent.
Since the range in the left picture is 0.06 to 0.095, we see that for q = 4 the time-error is of the same magnitude as the relative space-error, while for q = 0.5 it is quite smaller. Ê Ñ Ö 3.2. It can be understood that the non-uniform grid is only initially better than the uniform grid (with respect to the total relative errors made). Indeed, for larger time the solution changes such that it needs a more uniform grid to be well-approximated. See Figure 1. 
Adaptive refinement during time-stepping
According to the previous two experiments, the ideal situation would be if adaptive grid refinement could be applied in order to follow changes in the shape of the solution. We implemented a very simple adaptive strategy which is based on halving an interval when the error in this interval becomes too large, and removing grid points in case the new solution would still satisfy a criterion based on uniform distribution of the error (Cf. (29)). Applying this strategy to our model problem gave the following results. Note that we did not calculate the relative time-discretization error because of the problem of how to obtain the exact solution (the number of grid points changed!)
On the left we see the relative total error. It jumps up due to the removal of grid points in the area where the solution was initially steep (but later not so steep anymore) and then jumps down again when grid points are added in the area where the initial solution was flat (but later not flat anymore). The effect on the error is good, and also the error estimator, of which we see the efficiency index in the right picture, behaves better than in the previous experiment. It seems that the spaceadaptive approach combines the good aspects of both the previous two experiments. corrections. Furthermore, the work was supported by grant no. 201/97/0217 of the Grant Agency of the Czech Republic and this support is gratefully acknowledged.
