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Modelización del campo geomagnético principal y su variación secular en 
el Atlántico Norte mediante el uso de datos de naturaleza heterogénea 
Resumen 
En esta tesis doctoral se presenta un estudio detallado del uso y utilidad de la 
técnica de modelización regional basada en el Análisis Armónico sobre un Casquete 
Esférico (SCHA). Dicha técnica, y sobre todo su posterior revisión (R-SCHA), fueron 
especialmente desarrolladas para modelar cortas longitudes de onda de los elementos 
geomagnéticos. Esto dejó, por tanto, una cuestión a resolver: el uso del R-SCHA para 
modelar largas longitudes de onda características del campo geomagnético principal y su 
variación secular. Para explorar por primera vez esta opción, se ha desarrollado diferentes 
estrategias que se plasman en el presente trabajo. 
La distribución espacial y temporal de los datos usados (datos escalares y 
vectoriales procedentes de observatorios, estaciones seculares, marinos y de satélite) ha 
permitido constreñir el área de estudio en la zona del Atlántico Norte, entre 1960 y 2000. 
Haciendo necesario el desarrollado, por primera vez, de la norma espaciotemporal del 
campo geomagnético en términos de la técnica R-SCHA, obteniendo longitudes de onda 
espacial y temporal más realistas. El modelo obtenido, NAGRM, es capaz de ajustar con 
alta precisión los datos usados, especialmente el campo principal y su variación secular 
proporcionados por las medias anuales y mensuales de los observatorios geomagnéticos. 
Hecho que resalta la bondad de NAGRM, al ser capaz de reproducir con precisión los datos 
geomagnéticos más fiables sobre la superficie terrestre. Además, el modelo regional 
muestra una adecuada descripción continua en altura para los diferentes elementos 
geomagnéticos. Con la intención de aumentar el valor y la utilidad de NAGRM, éste se 
constriñó en su periodo final mediante el reciente modelo global CHAOS-6 permitiendo 
una continuidad suave entre ambos modelos en el año 2000. 
Durante el proceso de modelización se han manifestado las ventajas de emplear 
datos marinos de cruce en grandes zonas oceánicas para épocas desprovistas de datos 
geomagnéticos de satélites. Por ese motivo, la ventana temporal seleccionada ha sido de 
1960 hasta 2000, época a partir de la cual ya se dispone de buena cobertura espacial 
gracias a los datos de satélites como el Ørsted, el CHAMP y los de la constelación Swarm. 
Para mostrar dichas ventajas, se ha generado un modelo regional de variación secular de 
la intensidad geomagnética de la zona del Atlántico Norte, NAGSVM-F. En este caso 
particular todos los datos empleados se localizan sobre la superficie terrestre, por lo que 
la técnica utilizada ha sido el SCHA. Para su aplicación se ha requerido desarrollar la norma 
del campo geomagnético en términos SCHA. 
Los modelos regionales obtenidos, NAGRM y NAGSVM-F, permiten también 
determinar sus incertidumbres gracias a la aplicación del método bootstrap. Cabe 
destacar que ambos modelos pueden ser usados para detectar los jerks geomagnéticos 
acontecidos en la ventana temporal 1960 - 2000. Dichos fenómenos se ven plasmados al 
sintetizar la variación secular alrededor de los años en que estos eventos se han 
producido. Todo lo mostrado en este trabajo constata que la técnica R-SCHA proporciona 
modelos regionales del campo geomagnético principal y su variación secular que se 
comportan comparablemente con los modelos globales. 
   
  
 
Geomagnetic main field and its secular variation modelling by using 
heterogeneous data for the North Atlantic 
Summary 
This thesis presents a detailed study of the regional modelling technique based on 
Spherical Cap Harmonic Analysis (SCHA). This technique, and especially its later revision 
(R-SCHA), were developed to model geomagnetic short wavelengths. Therefore, this fact 
leads to an issue yet to be resolved: the use of the R-SCHA to model characteristic long 
wavelengths of the main geomagnetic field and its secular variation. In order to explore 
this option, this study aims to introduce different strategies that have been developed.  
The spatial and temporal data distribution (scalar and vector data from 
observatories, repeat stations, and marine and satellite surveys) enables us to study the 
North Atlantic area between 1960 and 2000. Thus, it was necessary to develop a 
spatiotemporal norm of the geomagnetic field in terms of the R-SCHA technique, which 
provided more realistic spatial and temporal wavelengths. The developed model, 
NAGRM, is able to reproduce with high accuracy the data used, specially the main field 
and its secular variation provided by the observatory annual and monthly means. This fact 
highlights the efficiency of NAGRM, being able to reproduce accurately the most reliable 
geomagnetic data on the Earth's surface. In addition, the regional model also shows a 
suitable continuous description in height for the different geomagnetic components. In 
the interest of increasing the value of NAGRM, at the end of its period of validity it was 
constrained to the recent global model CHAOS-6. This gave a smooth continuity between 
both models. 
During the modelling process, the advantages of using marine crossover data in 
large oceanic zones when having poor geomagnetic satellite data distribution have been 
demonstrated. As a consequence, the time chosen is from 1960 to 2000. During these 
years a good spatial coverage was available thanks to satellite data provided by Ørsted, 
CHAMP and Swarm constellation. A secular variation regional model of the geomagnetic 
intensity for the North Atlantic area, NAGSVM-F, has been generated to show these 
advantages. In this particular case, the data come from the Earth surface and, therefore, 
the technique used was the SCHA. As for the NAGRM model, a spatiotemporal norm of 
the geomagnetic field in terms of SCHA was developed. 
The regional models NAGRM and NAGSVM-F use the bootstrap algorithm to 
predict uncertainty. It should be pointed out that both models can be used to detect 
geomagnetic jerks that occurred between 1960 and 2000 time interval. These phenomena 
are captured when the secular variation are synthesized around the time these events 
have occurred. This study shows that the R-SCHA technique provides regional models 






Modelització del camp geomagnètic principal i la seva variació secular a l’Atlàntic Nord 
mitjançant l’ús de dades de naturalesa heterogènia 
Resum 
En aquesta tesi doctoral es presenta un estudi detallat de l’ús i utilitat de la tècnica 
regional de modelització basada en l’Anàlisi Harmònica sobre un Casquet Esfèric (SCHA). 
L’esmentada tècnica i, sobretot, la seva revisió posterior (R-SCHA), es van desenvolupar  
especialment per a modelar les longituds d’ona curtes dels elements geomagnètics. 
Aquest fet deixava, doncs, una qüestió a resoldre: l’ús del R-SCHA per a modelar longituds 
d’ona llargues pròpies del camp geomagnètic principal i la seva variació secular. Amb la 
intenció d’explorar per primer cop aquesta opció s’han desenvolupat diverses estratègies 
que es plasmen en el present treball. 
La distribució espacial i temporal de les dades emprades (dades escalars i vectorials 
obtingudes a través d’observatoris, estacions seculars, i de campanyes marines i de 
satèl·lit) ha permès reduir la zona d’estudi a l’Atlàntic Nord, entre 1960 i 2000. Això ha fet 
imprescindible el desenvolupament per primer cop de la norma espaciotemporal del 
camp geomagnètic en termes de la tècnica R-SCHA, propiciant l’obtenció de longituds 
d’ona espacial i temporal més realistes. El model obtingut, anomenat NAGRM, és capaç 
d’ajustar amb gran precisió les dades emprades, especialment el camp principal i la seva 
variació secular proporcionats per les mitges anuals i mensuals dels observatoris 
geomagnètics. Un dels aspectes positius del NAGRM és la seva capacitat per a reproduir 
amb precisió les dades geomagnètiques més fiables sobre la superfície terrestre.  A més 
a més, el model regional mostra una adequada i continua descripció en altura pels 
diferents elements geomagnètics. Amb la finalitat d’augmentar el valor i la utilitat del 
NAGRM, aquest s’ha constret al final del seu període mitjançant el model global CHAOS-
6, fet que ha permès una continuïtat suau entre ambdós models per a l’any 2000. 
  Durant el procés de modelització s’han posat de manifest els avantatges d’emprar 
dades marines de creuament en grans zones oceàniques per a èpoques sense dades 
geomagnètiques de satèl·lit. Per aquest motiu el període temporal seleccionat ha estat 
del  1960 al 2000, època a partir de la qual es disposa d’una bona cobertura espacial 
gràcies a les dades de satèl·lits com l’Ørsted, el CHAMP  i els de la constel·lació Swarm. 
Per a mostrar els esmentats avantatges, s’ha generat un model regional de variació 
secular de la intensitat geomagnètica a la zona de l’Atlàntic Nord, que hem anomenat 
NAGSVM-F. En aquest cas particular totes les dades utilitzades estan localitzades sobre la 
superfície terrestre, per tant la tècnica utilitzada ha estat el SCHA. Per a la seva correcta 
aplicació, de la mateixa forma que pel model NAGRM, s’ha desenvolupat la norma del 
camp geomagnètic en termes del SCHA.   
Els models regionals obtinguts, NAGRM i NAGSVM-F, permeten determinar les seves 
incerteses gràcies a l’aplicació del mètode bootstrap. Altrament, ambdós models poden 
ser utilitzats per a detectar els jerks geomagnètics succeïts dintre de la finestra temporal 
de 1960 - 2000. Aquests fenòmens es veuen plasmats al sintetitzar la variació secular al 
voltant dels anys on s’han produït. En aquesta tesi es constata que, mitjançant l'ús de 
diferents sets de dades a diferents altures, la tècnica R-SCHA proporciona models 
regionals de camp geomagnètic principal i de la seva variació secular comparables amb 
els proporcionats pels models globals. 
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Motivación y objetivos 
  
   





En la actualidad, las características del campo geomagnético sobre la superficie 
terrestre vienen descritas por modelos físico-matemáticos. Para construir estos modelos, 
que pueden ser regionales o globales, es necesaria una buena cobertura espacial y 
temporal de medidas del campo previamente obtenidas mediante diferentes 
instrumentos geomagnéticos. Fue en la época de Gauss cuando se estableció un método 
matemático adecuado para la descripción del campo geomagnético a nivel global. Este 
método ha sido mejorado durante el siglo XX gracias a las nuevas técnicas de modelado 
geomagnético y a la capacidad creciente de analizar conjuntamente un volumen elevado 
de datos geomagnéticos, haciendo que la precisión de los modelos mejorase en las 
últimas décadas. Desde finales del siglo XX se observó un claro avance en la descripción 
global del campo geomagnético, propiciado por la aparición de datos satelitales. Éstos 
proporcionaron datos geomagnéticos con una excelente cobertura espacial, un 
prerrequisito importante para obtener una mayor precisión en los modelos. Ello es 
especialmente relevante en las zonas oceánicas, que ocupan el 71% del planeta Tierra, y 
en donde ha sido tradicionalmente más difícil obtener medidas por otros medios. 
El reto más significativo a la hora de aplicar técnicas de modelización a los datos 
geomagnéticos es la correcta división y separación del campo geomagnético en sus 
diferentes contribuciones que dependen de fuentes con orígenes diversos. En un modo 
simplificado (ver el Capítulo 2 para un mayor detalle sobre las fuentes del campo 
geomagnético) existen dos fuentes principales del campo geomagnético en función de 
donde éstas se localizan: fuentes internas y externas. La de mayor contribución es la 
interna que contempla el campo magnético generado por el núcleo externo de la Tierra: 
el Campo Principal que explica más del 90% del campo total en la superficie de la Tierra. 
Este campo y su variación temporal, la llamada Variación Secular (VS), serán el objeto de 
estudio en esta tesis doctoral.  
La información más importante y precisa que se dispone de la VS es la que se 
obtiene a partir de los valores de las medias anuales proporcionadas por los observatorios 
geomagnéticos distribuidos básicamente en las zonas continentales, y por tanto, dejando 
al descubierto grandes zonas oceánicas. Aunque existen medidas incompletas en los 60 y 
principios de los 70, y esporádicas en 1980, la cobertura espacial precisa y continua 
proporcionada por los satélites solo ha sido posible durante los últimos quince años, como 
se observa en la Figura 1.1. Hecho que limita la generación de modelos para ese amplio 
intervalo sin una cobertura adecuada de datos geomagnéticos.  
     Para solventar el vacío de datos de observatorios geomagnéticos en las cuencas 
marinas y la escasa cobertura temporal de datos de satélite esquematizados en la Figura 
1.1, en esta tesis se plantea el uso de datos marinos para cubrir dichas regiones oceánicas 
proporcionando así una mejor cobertura temporal en los años de escasez de datos 
satelitales, poniendo de manifiesto la importancia de la compilación de datos 
geomagnéticos. En nuestro caso usaremos pares de observaciones marinas que se sitúan 
en puntos de cruce de las trayectorias de buques oceanográficos, donde teóricamente, 
éstas solo deberán diferir en la variación temporal del elemento medido, en este caso la 
intensidad del campo geomagnético. La propuesta fue formulada por Verhoef y Williams 
(1993), y fue aplicada por estos autores para modelar la VS de la intensidad en una región 




(relativamente pequeña) rectangular del Atlántico Nororiental. Hasta el inicio de este 
trabajo no había constancia de que este procedimiento hubiera sido empleado para toda 
una cuenca oceánica o para todo el globo, ni que esos datos marinos se hubieran 
combinado con otros procedentes de otras plataformas y alturas para generar un modelo 
completo del vector campo geomagnético. 
 
Figura 1.1: Distribución temporal de las misiones satelitales (Fuente: Handbook of 
Geomathematics) 
 Sin embargo, son numerosos los problemas asociados a los datos marinos, como 
el hecho de que las medidas son tomadas mientras el barco está en movimiento, o la gran 
dificultad al corregir las contribuciones de los campos externos, o el conocimiento de la 
exacta ubicación geográfica de la medida tomada. Los datos usados se obtuvieron de la 
colección de Quesnel et al. (2009) para la generación de la segunda versión del Mapa 
Digital mundial de Anomalías Magnéticas (WDMAM) que supuso la recogida de más de 
2400 cruceros en un período de tiempo que abarca desde 1960 hasta 2003. Esta 
información ha sido cuidadosamente revisada perfil por perfil eliminando datos 
claramente desviados. Este nuevo conjunto de datos ofrece una oportunidad única para 
obtener nuevos y detallados patrones de la VS en los océanos.  
El primer objetivo de esta tesis doctoral es, por tanto, detallar la estructura del 
campo principal y su VS en el caso particular del Atlántico Norte. Para ello se hará uso de 
modelos regionales aprovechando la numerosa información geomagnética disponible de 
buques oceanográficos para mejorar la descripción del campo en los períodos donde los 
datos satelitales escasean. Se ha escogido esta cuenca oceánica por ser la que contiene 
una mayor densidad de datos marinos y una más amplia cobertura temporal. Para 
compensar la anteriormente mencionada mayor incertidumbre de los datos marinos, se 




incluirán datos de observatorios, de estaciones seculares y, a posteriori, datos de satélites 
disponibles en la época del análisis.  
De las diferentes técnicas de modelización regional se ha elegido la más adecuada 
teniendo en cuenta las características de los datos geomagnéticos que están involucrados 
en el proceso de la inversión geofísica. Ésta se basa en el análisis armónico en un casquete 
esférico (SCHA, que viene explicado en detalle en el Capítulo 3). Veremos cómo estos 
modelos regionales pueden proporcionar un mejor rendimiento que los modelos globales 
estándar en estas regiones. La técnica SCHA, introducida por Haines (1985) ha sido 
ampliamente empleada por numerosos autores (una lista de todos esos trabajos hasta 
hace aproximadamente una década se encuentra en Torta et al., 2006), lo que demuestra 
su utilidad. Aun así, esta técnica no resulta válida en casos donde se dispone de datos a 
diferentes alturas (Thébault et al., 2004). En dichos casos la revisión de la técnica 
desarrollada por Thébault et al. (2004, 2006a), llamada R-SCHA, resulta más adecuada 
para obtener un modelo regional más robusto. Esto nos lleva al segundo objetivo de la 
presente tesis, donde estaremos obligados a desarrollar el álgebra adecuada para definir 
la norma del campo geomagnético descrita por la técnica R-SCHA.  
Además de la implementación y desarrollo matemático necesarios para emplear el 
método R-SCHA, nos proponemos forzar dicha técnica mediante la utilización de todos los 
datos disponibles, y de diferentes naturalezas, con el fin de poner a prueba la bondad de 
la misma. La técnica R-SCHA ha sido empleada para modelar el campo litosférico de 
Francia (Thébault et al., 2006b), Alemania (Korte y Thébault, 2007), en la Meseta Tibetana 
(Qiu et al., 2017), y sobre toda la esfera superponiendo un denso conjunto de modelos 
regionales (Thébault, 2006; Vervelidou y Thébault, 2015; Thébault et al., 2016). Incluso se 
ha aplicado un caso particular de esta técnica para datos localizados en una misma altura 
llamado R-SCHA2D (Thébault, 2008). En cambio, no se tiene constancia alguna que la 
técnica general de 3D se haya aplicado alguna vez para modelar el campo principal y su 
variación secular. De modo que el otro objetivo de esta tesis es desarrollar la técnica de 
forma completa y evaluar si ésta es capaz de generar un modelo geomagnético completo.  
1.2. Objetivos 
De acuerdo con el apartado anterior, los principales objetivos de este trabajo son: 
 El estudio de las técnicas SCHA y R-SCHA, desarrollando las expresiones 
matemáticas correspondientes de las normas necesarias para regularizar la 
inversión geofísica. 
En el Capítulo 3 se proporciona un amplio resumen de ambas técnicas, además del 
detallado desarrollo matemático de las normas en el Anexo 1 (SCHA) y 2 (R-SCHA). 
 Estudio de la base de datos disponible para las épocas de los modelos a 
realizar. 
En el Capítulo 4 se detallan los datos empleados y el cuidadoso proceso de selección 
usado, con el fin de obtener la información adecuada para el desarrollo del trabajo y 
conocer las limitaciones asociadas de cada tipología de dato. 




 Aplicar y evaluar la técnica SCHA mediante la obtención de modelos 
geomagnéticos de intensidad entre las épocas de 1960 y 2000. 
En el Capítulo 5 se muestran los resultados obtenidos mediante la técnica SCHA, 
donde se comparan esos resultados con los obtenidos con otros modelos globales. 
 Aplicar y evaluar la técnica R-SCHA mediante el desarrollo de un modelo 
regional en altura del vector campo geomagnético entre las épocas de 1960 
y 2000. 
Una vez alcanzado el reto del modelo de intensidad magnética mediante datos 
marinos de cruce, extendemos el modelo para las componentes magnéticas, haciendo 
uso así de datos satelitales de alta calidad poniendo la técnica R-SCHA a prueba. Este 
proceso se detalla en el Capítulo 6 de este trabajo. 
 Desarrollo de aplicaciones. 
En el Capítulo 7 se detallan algunas de las aplicaciones directas desarrolladas, como 
son el análisis de las anomalías marinas o el estudio de los jerks geomagnéticos (o 





































El campo geomagnético.  
























El campo magnético terrestre se define como la suma de los campos magnéticos 
generados por las diferentes fuentes magnéticas internas y externas de la Tierra. Éstas se 
extienden desde el núcleo externo de la Tierra hasta la magnetopausa, límite de la 
magnetosfera donde el campo está confinado (véase Figura 2.1). El campo geomagnético 
interno, originado por las fuentes en el interior de la Tierra, aporta la mayor contribución. 
Las fuentes localizadas en la ionosfera y la magnetosfera conforman el llamado campo 
geomagnético externo. Finalmente, las variaciones temporales del campo externo dan 
lugar a corrientes eléctricas inducidas en la corteza y el manto terrestre, conformando el 
campo geomagnético inducido.  
De todas las contribuciones anteriormente citadas, el campo geomagnético interno 
es el dominante (que puede llegar a un 97-99% del total) presentando valores en la 
superficie terrestre entre 30.000 nT (siendo T, Tesla, la unidad de medida del campo 
magnético) cerca del ecuador y 60.000 nT en las proximidades de los polos (Mandea y 
Thébault, 2007). A continuación se realizará una breve introducción histórica sobre la 
evolución del conocimiento científico del campo geomagnético. Posteriormente se 
detallarán las diferentes contribuciones al campo geomagnético (interno y externo) así 
como los diferentes fenómenos magnéticos y eléctricos que tienen lugar en este complejo 
sistema con la intención de proporcionar una mejor comprensión de este fenómeno 
global.  
2.1. Introducción histórica 
La propiedad de imantación de algunas rocas ya se conocía en la antigüedad, 
aunque ésta estaba asociada a poderes esotéricos y mágicos. Fue Tales de Mileto (624-
546 BC), conocido filósofo de la Antigua Grecia, el que observó en detalle dicha propiedad 
de los imanes naturales, aunque no hay constancia escrita hasta que Aristóteles (384-332 
BC) anotó ese hecho. Tales pensaba que la piedra caliza tenía alma ya que podía mover 
otro cuerpo (formado de hierro). Observaciones similares fueron llevadas a cabo en la 
antigua China, aunque los registros escritos son más tardíos (entorno a finales del siglo 
tres después de Cristo). En ellos se hace referencia a los imanes de piedra caliza como 
“llamadores” o “atractores” del hierro. Allí fue donde se documentó por primera vez la 
disposición de los imanes de alinearse en la dirección Norte-Sur geográfica, introduciendo 
por primera vez el concepto de “declinación magnética”. Ello se antepone a la errónea 
creencia de que fue Cristóbal Colón el descubridor de la declinación durante su primer 
viaje a las Indias por el Atlántico en 1492. 
El primer trabajo científico dedicado a las observaciones y experimentos con 
imanes naturales, a fin de esclarecer el proceso natural del magnetismo, fue llevado a 
cabo por Petrus Peregrinus en 1269, en su llamada Epistola, aunque el manuscrito original 
no se publicó hasta 1558. Posteriormente al descubrimiento de la declinación, según el 
hallazgo de una carta en 1544, los científicos ingleses Georg Hartmam y Robert Norman 
fueron los primeros en reconocer que una aguja magnética (la brújula actual) no solo se 
desviaba horizontalmente en dirección Norte-Sur, sino que también buzaba en un plano 
vertical. Norman construyó un instrumento para medir este buzamiento encontrando un 
ángulo de 71° 50’ en Londres. A dicho ángulo respecto al plano horizontal se le dio el 
nombre de inclinación magnética. William Gilbert (1544-1603), científico de reconocido 
prestigio en la Europa del siglo XVI y considerado hoy en día uno de los padres de la física 




gracias a su publicación De Magnete (1600), estableció el hecho de que la fuerza 
magnética es una interacción a distancia. Con dicho libro, donde se describen y detallan 
numerosos experimentos magnéticos y eléctricos llevados a cabo con imanes esféricos, 
concluyó que la propia Tierra era un imán esférico con polos magnéticos situados en las 
posiciones de los polos geográficos. Durante ese período, en octubre de 1580, William 
Borough midió una declinación en Londres de 11.5° E, mientras que en junio de 1622 
Edmund Gunter obtuvo para la misma ciudad un valor de 5° 56’ E, indicando que la 
diferencia podía deberse a una variación temporal, descubriendo de ese modo la conocida 
como variación secular.  
La acumulación de datos de declinación e inclinación permitieron definir los 
primeros mapas de dichos elementos del campo geomagnético, como es el caso de 
Edmund Halley, que organizó una expedición para determinar la declinación en varios 
puntos del Atlántico, publicando en 1701 el primer mapa de curvas isogónicas del 
Atlántico. 
Las continuas medidas de declinación llevadas a cabo en Londres por George 
Graham durante los años 1722 y 1723 revelaron que ésta cambiaba incluso en un mismo 
día, descubriendo así los primeros indicios de las variaciones diurnas y las tormentas 
geomagnéticas. Siguiendo los mismos experimentos, Andreas Celcius y Olof Hjorter 
midieron la declinación en Uppsala (Suecia) entre 1740 y 1747, y no solo confirmaron los 
resultados de Graham sino que además observaron que a altas latitudes, como la de 
Suecia, las variaciones eran más acusadas.  
Declinación e inclinación magnética definen la dirección del campo geomagnético 
en los planos horizontal y vertical respectivamente, pero no se tenía aún conocimiento de 
la “fuerza” del magnetismo terrestre: la intensidad geomagnética. Ésta se determinó 
mucho más tarde que los elementos direccionales. Las primeras intensidades fueron 
medidas relativas, con una característica particular descubierta en 1798 cuando 
Alexander von Humboldt comprobó que éstas aumentaban a medida que se acercaban 
hacia el Sur partiendo del ecuador terrestre. No fue hasta 1832 cuando Carl Friedrich 
Gauss ideó un método para determinar la intensidad de manera absoluta (Gauss, 1833). 
La contribución más importante de Gauss al geomagnetismo fue el análisis armónico 
esférico (en inglés Spherical Harmonic Analysis, SHA) y sus aplicaciones al campo 
magnético terrestre. Gauss demostró que el campo geomagnético puede ser 
representado por armónicos esféricos, que su fuente está situada en el interior de la 
Tierra, y que el término dipolar es el dominante. Más adelante, en el capítulo siguiente, 
se mostrará la técnica del SHA con más detalle. 





Figura 2.1: Representación esquemática de las diferentes fuentes del magnetismo terrestre. (Fuente: 
ESA) 
A finales de la década de 1830, Humboldt y Gauss crearon la Unión Magnética 
(Göttingen Geomagnetism Union), esta fue la primera organización de geofísica 
internacional y contó con la colaboración de 50 observatorios. 
En la última parte del siglo XIX, determinados avances propiciaron una mejor la 
comprensión de los fenómenos eléctricos en la alta atmósfera, enfatizando la importancia 
de los campos magnéticos externos. Un resultado importante fue el desarrollado por 
Sabine, publicando “Contributions to Terrestial Magnetism” (1840-1877), donde 
distinguió entre la variación diurna de origen externo e interno, juntamente con el 
descubrimiento, en 1851, de la relación entre las tormentas magnéticas y el ciclo solar de 
11 años.    
No fue hasta 1850 que Delesse y Melloni realizaron las primeras mediciones de la 
magnetización en rocas, estos se dieron cuenta que algunas tenían una magnetización 
paralela al campo magnético terrestre. Folgerheither (1899) estudió la magnetización en 
ladrillos y piezas de cerámica apuntando que a partir del análisis de estos objetos, 
sabiendo el tiempo y lugar donde fueron cocidos (en hornos), se podrían obtener los 
cambios en la dirección que había experimentado el campo geomagnético terrestre. 
El primer descubrimiento de objetos con magnetización remanente anti-paralela 
fue realizado por David (1904) y Brunhes (1906), obteniendo así las primeras evidencias 
observacionales de que el campo geomagnético había estado invertido en el pasado. En 
otras localizaciones geográficas (como en Japón, Corea, China, Islandia, Escocia…) se 
encontraron rocas magnetizadas apoyando dicha teoría, aunque no se obtuvo una 
conclusión firme debido al disperso rango temporal entre diferentes muestras 
disponibles. Aunque sucedieron importantes avances después de la segunda guerra 
mundial, no fue hasta la década de los 60’s que se pudo demostrar la teoría, mostrando 
medidas de una inversión para una época determinada ampliamente distribuida por el 
globo terrestre (Alaska, California, Islandia y Hawái) (Cox et al., 1963, McDougall y Tarling, 
1963).     




Con la llegada de los ordenadores fue posible generar modelos del campo 
geomagnético mediante el uso de los datos disponibles. A consecuencia de la 
proliferación de diferentes modelos, fue necesario agrupar esfuerzos para generar el 
mejor modelo posible de la época. Así nació en 1965 el campo geomagnético de 
referencia internacional (IGRF, del inglés International Geomagnetic Reference Field) 
coordinado por la Asociación Internacional de Geomagnetismo y Aeronomía (IAGA, del 
inglés International Association of Geomagnetism and Aeronomy). Fue un modelo basado 
en los resultados de diferentes grupos de investigación a nivel mundial. El IGRF ha ido 
evolucionando en series de modelos cubriendo las épocas entre 1900 hasta el presente 
mediante intervalos temporales de 5 años, siendo la número 12 la última generación 
(Thébault et al., 2015a). 
El geomagnetismo continuó avanzando en el siglo XX, donde la teoría y observación 
electromagnéticas permitieron estudiar la interacción Sol-Tierra. Además de crear nuevos 
observatorios alrededor del mundo, se llevaron a cabo otro tipo de medidas, como las 
oceánicas mediante buques oceanográficos o levantamientos aéreos. Aunque la 
revolución llego mediante las misiones con satélites, obteniendo una cobertura espacial 
casi completa. La primera misión fue llevada a cabo por los soviéticos en 1958 mediante 
el Sputnik, al que siguió la serie OGO, y los Magsat, Ørsted, CHAMP, entre otros (véase la 
sub-sección 2.4.1 para un mayor detalle). 
Hoy en día el geomagnetismo es una ciencia extremadamente amplia (véase p.e. 
Herráiz et al., 2014), en la que encontramos subdisciplinas como las relacionadas con el 
estudio de los campos magnéticos internos, cubriendo en buena medida toda la 
investigación sobre el origen del campo magnético de la Tierra y de los planetas, e 
incluyendo asimismo los estudios y las aplicaciones de la inducción electromagnética, y 
del paleomagnetismo y el magnetismo de las rocas. Una segunda rama trata de la física, 
y hasta cierto punto, también de la química de la ionosfera, la termosfera y la atmósfera 
media; incluyendo lo que se conoce como la aeronomía, que no puede concebirse al 
margen de la existencia del campo magnético de la Tierra. Otras subdisciplinas versan 
sobre el geomagnetismo de origen externo y las fuentes que lo originan, es decir, de los 
fenómenos magnetosféricos, y del viento solar y el campo interplanetario, 
respectivamente. Finalmente, encontramos a los que se ocupan de los sistemas de 
adquisición de datos geomagnéticos y de su diseminación, de la programación de los 
levantamientos, de los índices geomagnéticos, y de los análisis de las observaciones 
geomagnéticas en su sentido más amplio. Es pues, en esta última subdisciplina en la que 
se puede adscribir esta tesis doctoral. 
2.2. Campo geomagnético de origen interno 
Gracias al estudio de las ondas sísmicas generadas por los terremotos se conoce en 
menor o mayor medida la estructura interna de la Tierra, permitiendo distinguir entre 
diferentes capas: la corteza, el manto y el núcleo (véase Figura 2.2). 





Figura 2.2 : Representación de la estructura interna de la Tierra. (Fuente: www. 
http://museum.sci.kyushu-u.ac.jp) 
Como se observa en la Figura 2.2, el núcleo externo está confinado 
aproximadamente entre los 2890 y 5150 km de profundidad, siendo ésta la única parte 
interior de la Tierra en estado líquido. Está compuesto principalmente por hierro líquido 
y otros elementos menos densos, como níquel, silicatos, oxígeno, carbono entre otros, 
siendo una zona de elevada conductividad. Este estado termo-mecánico de fluidos 
ionizados permite la aparición de una dínamo magnética auto-sostenida que se 
retroalimenta de las corrientes de convección producidas en el núcleo (Parkinson, 1983). 
El campo generado por esta dinamo recibe el nombre de campo principal. El núcleo 
interno está compuesto prácticamente de hierro sólido, donde las altas presiones y 
temperaturas provocan una distribución aleatoria de sus spins, de modo que éstos no 
albergan magnetismo por sí mismos (Mandea and Thébault, 2007). Todos los indicios 
apuntan a que parte del núcleo interno se ha ido solidificando y creciendo debido al 
enfriamiento térmico (Biggin et al, 2015).  
El campo principal, en la superficie se puede aproximar por un campo dipolar (es 
decir, tiene dos polos magnéticos, el Norte y el Sur) centrado en el eje de rotación 
terrestre pero desviado aproximadamente 11°. Aunque resulta una buena aproximación 
ésta no es exacta, existen términos no dipolares más débiles que representan el 20% del 
campo principal total (Olsen et al., 2000). Además, el campo principal no es estático sino 
que tiene una componente temporal con escalas que abarcan desde años o décadas a 
siglos. Estos cambios se conocen como variación secular (VS), la cual resulta clara con la 
observación de las series temporales de medias anuales de los observatorios 
geomagnéticos (ver Figura 2.3).  Cuando la VS se extiende a edades geológicas (millones 
de años) podemos encontrar uno de los comportamientos más interesantes del campo 
geomagnético: la capacidad de invertirse. Debido a los procesos dinámicos que ocurren 
en el núcleo externo, el campo geomagnético principal puede invertir su polaridad, 
ocurriendo en períodos de tiempo no regulares y con duraciones que pueden prolongarse 
desde milenios hasta pocos años (ver por ejemplo, Sagnotti et al., 2014). Después de una 




inversión, la polaridad invertida puede permanecer estable miles e incluso millones de 
años; aunque a veces el proceso es inestable y el campo geomagnético solo produce lo 
que se conoce como excursión geomagnética (para más información, ver p.e. Reversals, 
Theory de Encyclopedia of Geomagnetism and Paleomagnetism, Gubbins y Herrero-
Bervera, 2007). 
 
Figura 2.3 : Registro instrumental de los elementos magnéticos en el Observatorio del Ebro 
(EBR) 
Las principales características actuales (últimos siglos) de la variación secular son la 
disminución del dipolo magnético, una clara deriva hacia el Oeste del campo magnético 
(Figura 2.4) y un fortalecimiento del campo no dipolar. El campo en los últimos siglos ha 
disminuido considerablemente, entre un 8% y un 5% por siglo; esta característica parece 
ser cíclica e indica que nos estamos acercando a un campo mínimo. A la clara deriva hacia 
el Oeste del campo sobre la superficie terrestre en los últimos 400 años se le superpone 
la deriva hacia el Oeste del campo no dipolar. De ese modo, la variación del campo 
magnético se caracteriza por dos comportamientos bien diferenciados entre sí, un 
debilitamiento del campo dipolar y un fortalecimiento del campo no dipolar (Olson et al., 
2006). 





Figura 2.4 : Evolución del polo Norte geomagnético en los últimos 2000 años según 
diferentes modelos (rojo: Jackson et al., 2000, Olsen et al., 2000, e IGRF 2005; verde: Korte y 
Constable, 2005; negro: Merrill et al., 1998) (Fuente: Olson y Amit, 2006) 
Otra variación del campo principal son las sacudidas magnéticas o jerks, cambios 
bruscos en la pendiente de la variación o, análogamente, cambios abruptos en la segunda 
derivada temporal del campo geomagnético en la superficie de la Tierra. Durante el último 
siglo se han observado fenómenos de este tipo en 1904, 1913, 1925, 1969, 1978, 1991, 
1999, 2003, 2007, 2011 y 2014 (Alexandrescu et al., 1995; Mandea et al., 2000; Torta el 
al., 2015, entre otros). Los procesos físicos que causan los jerks y su duración temporal no 
se entienden adecuadamente, varios autores han explicado su origen usando diferentes 
procesos, tales como cambios súbitos en la frontera manto-núcleo (Holme y Whaler, 
2001). 
La explicación del origen del campo principal ha sido un problema no resuelto 
durante muchos años. Se han propuesto diversas explicaciones, como las que sugieren 
que es debido a una magnetización permanente, a la rotación de cargas eléctricas, o a la 
rotación de cuerpos masivos, entre otras. Indiscutiblemente, el campo magnético 
principal es de origen interno y se genera mediante corrientes eléctricas en el núcleo 
conductivo, con lo que el proceso de dínamo surge como el principal responsable. La 
dificultad de esta hipótesis reside en encontrar el mecanismo mediante el cual las 
corrientes se mantengan, ya que existe una disipación óhmica de la energía, 
contribuyendo al equilibrio térmico del núcleo. Para entender los procesos que propician 
dichos efectos, es imprescindible recurrir a la magnetohidrodinámica, la cual estudia la 
dinámica de fluidos en la que fuerzas electromagnéticas juegan un papel importante (ver 
por ejemplo el capítulo Magnetohydrodinamics de Encyclopedia of Geomagnetism and 
Paleomagnetism, Gubbins y Herrero-Bervera, 2007). Otra forma de entender el campo 
principal surge al dividir el potencial magnético en una parte paralela y otra perpendicular 
a las líneas de campo: el campo poloidal y el campo toroidal, respectivamente.  El campo 
poloidal es, pues, aquel que posee una componente radial, mientras que el toroidal se 
define en forma de anillo, es decir, sin una componente radial. El campo toroidal está 
confinado en el núcleo terrestre y por tanto solamente el campo radial puede ser medido 
 




desde la superficie de la Tierra. Aun así el campo toroidal contribuye de forma importante 
en la generación del campo magnético (véase por ejemplo Parkinson, 1983).  
 La litosfera terrestre (formada por la corteza y, en determinadas regiones, parte 
del manto superior) tiene asociado un campo magnético conocido como campo litosférico 
o cortical, cuyo rango de valores oscila entre -1000 nT y 1000 nT. También es referido 
como anomalías magnéticas, pues suponen una contribución adicional relativamente 
pequeña (a nivel local o regional) al campo principal. El origen de este campo radica en la 
magnetización remanente de las rocas corticales adquirida durante el proceso geológico 
de creación de las mismas, y en la magnetización inducida en dichas rocas por el campo 
geomagnético actual. La magnetización remanente se puede adquirir de diferentes 
formas, la más común en la naturaleza es debida al enfriamiento de la roca por debajo de 
la temperatura de Curie durante el proceso de formación de la misma, de modo que la 
magnetización es proporcional en intensidad y dirección al campo magnético en el 
momento del enfriamiento. Debido al carácter regenerador de la litosfera terrestre, 
podemos encontrar rocas magnetizadas desde casi el origen del planeta Tierra (3500 
millones de años, Yoshihara y Hamano, 2000; Usui et al., 2009, Biggin et al., 2015) hasta 
las más recientes en las dorsales oceánicas o erupciones volcánicas. 
La magnetización inducida es proporcional en intensidad y dirección al campo 
geomagnético ambiental, aunque también depende de los minerales magnéticos que la 
roca contenga. Es importante hacer notar que el campo inducido afecta con mayor 
importancia a grandes escalas (caracterizadas con una mayor longitud de onda), en 
cambio, la magnetización remanente tiene un papel más importante a escalas regionales 
y locales (longitudes de onda cortas). La magnetización puede presentar variaciones 
temporales, por ejemplo, en una escala local, debido a un volcán activo alterando las 
propiedades magnéticas de las rocas. En cambio, las variaciones temporales significativas 
de la magnetización inducida, en el caso de escalas globales, son consecuencia de la lenta 
variación del campo de origen nuclear. 
Por debajo de la isoterma de Curie (superficie a una profundidad de entre unos 
pocos cientos de metros hasta decenas de kilómetros - Encyclopedia of Geomagnetism 
and Paleomagnetism, 2007 - caracterizada por una igual temperatura de Curie), no existe 
ninguna fuente magnética hasta aproximadamente los 2890 km de profundidad, donde 
comienza el núcleo externo de la Tierra. 
2.3. Campo geomagnético de origen externo 
El campo externo es el campo magnético producido por sistemas de corrientes 
eléctricas en la ionosfera y la magnetosfera (ver Figura 2.5), ambas regiones 
caracterizadas por un alto contenido de partículas ionizadas en estado de plasma. La 
ionosfera es la región de la alta atmósfera débilmente ionizada por la radiación 
proveniente del Sol, donde circulan corrientes eléctricas debidas a los movimientos 
convectivos originados por el calentamiento solar de las masas de aire, y bajo la influencia 
de las fuerzas gravitatorias del propio Sol y de la Luna.  
La ionosfera se extiende entre alturas próximas al centenar de kilómetros hasta 
cuatro veces el radio terrestre en el plano ecuatorial. Mientras la magnetosfera es la 




región que envuelve la Tierra por encima de la ionosfera, la cual queda determinada por 
la interacción del campo magnético terrestre con el viento solar (también se define como 
la región en la que queda confinado el campo magnético terrestre). Asimismo se puede 
dividir en partes bien diferenciadas con densidades y temperaturas variables, véase la 
Figura 2.5. El viento solar interacciona primero con la magnetopausa, que contiene las 
corrientes que envuelven la capa exterior de la magnetosfera, desviando el plasma solar 
alrededor de la magnetosfera. En el interior de la magnetopausa se diferencia entre las 
corrientes del anillo, de la magnetocola y de los lóbulos. La corriente del anillo se origina 
en las líneas dipolares del campo, entre cuatro y seis radios terrestres, debido a los 
electrones e iones energéticos moviéndose por las líneas del campo magnético entre los 
dos hemisferios. La magnetocola se puede considerar como la elongación del campo 
magnético en dirección antisolar, ocupando el espacio de entre cinco y diez veces el radio 
terrestre. La gran región exterior de la magnetocola se llama lóbulo (ver Prölss, 2004).  
 
Figura 2.5: Representación esquemática de los diferentes sistemas de corrientes de la 
magnetosfera. (Fuente: University of Alberta) 
El plasma que envuelve la Tierra posee una compleja dinámica debido a la presión 
que el viento solar ejerce transfiriendo energía a zonas interiores de la magnetosfera. Las 
corrientes producidas por la interacción entre partículas cargadas y los campos eléctricos 
y magnéticos influyen en el campo geomagnético medido en la superficie terrestre. Con 
el fin de esquematizar dichos procesos y cómo estos afectan al campo magnético y a sus 
medidas, dividiremos las corrientes según la latitud a la que afectan. 
La luz solar ioniza una parte de la atmosfera neutra, esta densidad de iones 
depende de la hora del día, del mes del año, de la latitud y del número de manchas solares. 
La circulación de los iones produce corrientes eléctricas que afectan directamente a la 
medida del campo geomagnético en la superficie. La corriente más importante en 
latitudes medias es la variación diurna, producida por el calentamiento de la atmósfera 
debido a dicha radiación solar. Este sistema de corrientes ionosféricas se conoce como 
solar quiet o corriente Sq y genera una variación magnética diaria importante, con 
amplitudes que pueden llegar a ser superiores a 80 nT, aunque varían fuertemente según 
la componente y la distancia al foco de esas corrientes. Los observatorios magnéticos 




distribuidos por el planeta registran el efecto de estas corrientes en sus medidas diarias 
que se crean en ambos hemisferios en sentidos opuestos (véase la Figura 2.6). 
La geometría del campo geomagnético en el ecuador, conjuntamente con la 
incidencia casi perpendicular de la radiación solar, conllevan a un aumento de la 
conductividad, y por tanto, un incremento de la corriente ionosférica al encontrarse los 
dos sistemas, conocido como electrojet ecuatorial. Este jet produce un campo magnético 
que perturba la componente horizontal del campo geomagnético, pudiendo alcanzar 
campos del orden de 50 a 100 nT cerca del ecuador magnético durante el mediodía.    
 
Figura 2.6: Representación del sistema de corriente Sq. (Fuente: 
www.geomag.bgs.ac.uk) 
 
Otra fuente influyente en las latitudes medias y bajas es la corriente de anillo. Ésta 
puede ser visualizada como una corriente eléctrica toroidal que circula en dirección Oeste 
alrededor de la Tierra. Los electrones e iones provenientes de la ionosfera viajan hacia el 
este y el Oeste respectivamente, alterando el campo terrestre en cientos de nT. Este 
fenómeno ecuatorial (o de baja latitud) no presenta un comportamiento estacionario, 
sino que puede sufrir una inyección adicional de partículas provenientes de la 
magnetocola, por un aumento de corrientes eléctricas debido al viento solar. De modo 
que durante los períodos de tormentas magnéticas, cuando se da el fenómeno de 
recombinación magnética (se explica en detalle más adelante), la energía total de la 
corriente de anillo aumenta provocando una disminución del campo magnético en la 
superficie terrestre en zonas cercanas al ecuador. Dicha perturbación magnética puede 
durar desde unas horas hasta días, volviendo posteriormente a niveles normales. Esta fase 
de recuperación suele durar varios días (Daglis et al., 1999). 




En las altas latitudes también se producen corrientes ionosféricas intensas. En estas 
regiones existe una alineación aproximadamente perpendicular entre las líneas del campo 
magnético y las capas ionosféricas, creando corrientes que conectan las ionosféricas con 
las correspondientes de la magnetosfera. Además, la dirección de las líneas de campo 
magnético terrestre puede favorecer la conexión con el campo magnético interplanetario 
según la alineación de éste. Esta interacción se crea cuando el campo magnético 
interplanetario tiene dirección Sur, pudiéndose entonces conectarse con el campo 
magnético terrestre, que tiene dirección Norte. Dicha combinación se produce debido a 
que las líneas de campo terrestres se abren conectándose a las del viento solar, 
reconectándose de nuevo en la magnetocola, de modo que el plasma proveniente del Sol 
es transportado a la Tierra, véase Figura 2.7. 
Estas corrientes afectan a la ionosfera de la zona auroral, implicando un patrón de 
dos celdas de convección en la zona polar. Como consecuencia de que la conductividad 
en la ionosfera tiene un carácter tensorial, se generan tres tipos de corrientes: las 
corrientes alineadas (la energía del viento solar puede ser transportada hasta la ionosfera 
en forma corrientes eléctricas mediante una reconexión de líneas magnéticas entre la 
magnetosfera y la ionosfera, lo que se conoce como las corrientes alineadas), que son 
paralelas al campo magnético; las corrientes Pedersen, que son perpendiculares al campo 
magnético y paralelas al campo convectivo de la ionosfera; y finalmente, las corrientes 
Hall que fluyen perpendicularmente a los dos campos, véase Figura 2.8.  
Las partículas que se precipitan hacia la zona auroral crean una importante 
ionización en dicha zona, provocando una elevada conductividad y propiciando la 
formación de electrojets aurorales. Estas son las corrientes más destacadas de las altas 
latitudes, transportando flujos del mismo orden de magnitud que las corrientes del anillo, 
pero el electrojet auroral fluye a 100 kilómetros de la superficie terrestre, lo que lo 
 
Figura 2.7: Representación de la reconexión magnética. (Fuente: NASA) 
 




convierte en la perturbación magnética más importante de la misma. Dicha perturbación 
provoca campos típicos de entre 100 y 1000 nT, aunque durante grandes tormentas 
magnéticas se pueden originar campos de hasta 3000 nT. 
 
Figura 2.8: Representación del sistema de corrientes alineadas en las latitudes altas. 
(Fuente: www.windows2universe.org) 
Además de este complejo escenario descrito aquí, debe añadirse el hecho de que 
las variaciones temporales del campo geomagnético, independientemente de que sean 
de origen interno (variaciones del campo principal) o externo (corrientes eléctricas en la 
ionosfera y magnetosfera), inducen corrientes en el manto. 
2.4. Elementos del campo geomagnético 
El campo geomagnético B se puede expresar mediante las coordenadas 
cartesianas, siendo X la componente con sentido al Norte geográfico; Y, la de la dirección 
al Este geográfico; y Z, la componente Vertical con dirección hacia el centro de la Tierra. 
Observando la Figura 2.9 vemos que no es la única definición posible del vector campo, 
pues mediante dos ángulos (la declinación D y la inclinación I) y la intensidad total F, o 
bien a través de la componente horizontal H (la proyección del campo en el plano 
horizontal), la D y la Z, también es posible su completa determinación. A todas esas 
componentes, incluidas las angulares, se les conoce como elementos del campo 
geomagnético. 
 















Las relaciones existentes entre los diferentes elementos geomagnéticos son las 
siguientes: 
   2 2 2F X Y Z                                                           [2.1] 
 2 2H X Y                                               [2.2] 
Haciendo uso de reglas trigonométricas podemos relacionar las componentes 
cartesianas con el resto de elementos geomagnéticos: 
 cos cos cosX F D I H D    [2.3] 
 sin cos sinY F D I H D    [2.4] 
 sinZ F I   [2.5] 
Los elementos geomagnéticos obtenidos en la superficie terrestre, bien en 
observatorios, en estaciones seculares o en buques están generalmente referenciados a 
un sistema de coordenadas geodético, donde la superficie de la Tierra se aproxima a un 
geoide. Por el contrario, el sistema de referencia usado en los satélites se basa en las 
coordenadas geocéntricas, asumiendo en este caso una Tierra esférica. Las componentes 
geocéntricas del campo geomagnético se representan como 𝐵𝑟 = −𝑍, 𝐵𝜃 = −𝑋 y 𝐵𝜆 =
𝑌. Representando r la distancia radial, θ y λ la colatitud y longitud geocéntrica, 
respectivamente. 












2.4.1. Datos geomagnéticos 
Existe una amplia variedad de datos geomagnéticos, cada uno con una naturaleza 
concreta, ya sea por el lugar geográfico de la medición o los intervalos temporales de su 
adquisición, o por los elementos medidos o su precisión. Los diferentes matices que 
definen las mediciones de los datos deben ser escrutados y analizados por separado en 
cada caso. En este apartado explicaremos las características generales de los tipos datos 
que fueron utilizados para alimentar los modelos desarrollados, en concreto de los datos 
marinos, de observatorios, de estaciones seculares y de satélites. 
2.4.1.1. Datos marinos 
 Aunque originalmente obtenidos para la delineación de las anomalías magnéticas 
en los océanos, el conjunto de datos de intensidad del campo magnético adquiridos en 
buques oceanográficos se extiende en la actualidad a un período de más de 60 años, lo 
que resulta de gran utilidad a la hora de analizar también la variación secular.  Sobre todo 
sabiendo que en el pasado no se disponían de satélites, siendo los datos marinos por 
tanto, una importante fuente de información del magnetismo terrestre, haciendo vital 
una recopilación histórica de éstos. La segunda versión del Mapa Mundial Digital de 
Anomalías Magnéticas (WDMAM, del inglés World Digital Magnetic Anomaly Map, 
http://geomag.org/models/wdmam.html), supuso la compilación de 2411 trayectorias en 
un período de tiempo que abarca desde 1953 hasta 2003 (Quesnel et al., 2009). En la 
Figura 2.10, se observa que las zonas del Atlántico y el Pacifico Norte son las que cuentan 
con más medidas, mientras que en el Hemisferio Sur las cuencas oceánicas presentan 
aéreas más amplias sin datos. La principal ventaja de usar datos marinos de cruces reside 
en que la diferencia entre los datos refleja principalmente variaciones geomagnéticas 
puramente temporales. Sin embargo, hay numerosas imprecisiones que se derivan de la 
obtención de los datos marinos, como errores de posicionamiento del barco, errores 
 
Figura 2.10: Mapa mundial con las trazas de los sondeos geomagnéticos entre 1953 y 2003 
(Fuente: Quesnel et al., 2009) 




instrumentales y perturbaciones de los campos externos que no han sido completamente 
eliminadas. 
Los sistemas de navegación han evolucionado considerablemente desde la 
navegación celeste hasta la actualidad. Sobre todo en los años 90 del siglo pasado cuando 
fueron introducidos los Sistemas de Posicionamiento Global (GPS), pasando de errores 
superiores a un kilómetro a errores menores de centenas de metros, mejorando la 
precisión en la posición respecto a los primeros levantamientos marinos. A las dificultades 
de posicionamiento, se le añade el hecho que los magnetómetros suelen ser arrastrados 
por los buques a una cierta distancia (Figura 2.11). En ocasiones, no se dispone de la 
medida de esta distancia, que es del orden de un centenar de metros, con lo que no hay 
corrección posible. En la mayoría de los levantamientos geomagnéticos marinos se usan 
magnetómetros de precesión de protones (véase Figura 2.12), que proporcionan una 
precisión de hasta 0.1 nT, aunque el propio buque puede provocar una cierta 
contaminación, haciendo difícil la estimación del error de medida. 
 
Figura 2.11: Popa del B.I.O. Hespérides, arrastrando un magnetómetro (Fuente: 
Fotografía propia 2011) 
Otra fuente de error es la contribución de los campos magnéticos externos, estos 
pueden ser estimados durante el crucero con la ayuda de estaciones de referencia como 
observatorios magnéticos. Aun así, este método no posee la precisión adecuada ya que 
las estaciones de referencia no se encuentran lo suficientemente cerca del área medida, 
para que esos campos externos (más los inducidos en el interior de la Tierra) puedan 
considerarse uniformes.  




En Quesnel et al. (2009) se explica detalladamente qué técnicas se realizan para 
tener en cuenta las imprecisiones generadas por las diferentes fuentes de contaminación. 
El principal avance propuesto se basa en la corrección de los datos mediante la técnica de 
nivelado, donde ésta se aplica a los datos marinos de cruce una vez se les ha extraído el 
correspondiente valor de campo principal y de campo externo sintetizado por el modelo 
de campo geomagnético CM4 (Sabaka et al., 2004). 
 
Figura 2.12: Magnetómetro del Hespérides. (Fuente: Fotografía propia 2011) 
2.4.1.2. Datos de observatorios y estaciones seculares 
Se estima que existen alrededor de 195 observatorios repartidos por el mundo 
actualmente (http://www.bgs.ac.uk/iaga/vobs/home.html), aunque la distribución de 
estos no es homogénea, Figura 2.13. La relación de la localización y el progreso económico 
es clara, siendo Europa el continente con más observatorios por superficie y África de los 
que presenta un menor número.   
Es de gran importancia que los instrumentos que realizan las medidas magnéticas 
cumplan una serie de características. Estos deben ser completamente no-magnéticos para 
no modificar ni la amplitud ni la dirección del campo magnético terrestre, o si son 
magnéticos aplicar las correspondientes correcciones en las observaciones. Además, el 
entorno en donde el observatorio está ubicado debe contener poco ruido magnético, 
tanto el edificio donde están los instrumentos como el área adyacente. El procedimiento 
básico de medida en un observatorio consta del uso de un variómetro para medir la 
variación de las componentes del campo sobre un valor base, o línea de base, 
conjuntamente con medidas absolutas, las cuales se realizan de forma regular por un 
observador para establecer el valor de la línea de base. Hoy en día, en los observatorios, 




los instrumentos más comunes se basan en el efecto de precesión del protón y en 
sensores fluxgate. 
El magnetómetro de precesión de protones se usa para medir la inducción 
magnética B con, en general, una precisión de 0.1 nT mediante la frecuencia de precesión 
de los protones. El instrumento consta de un líquido enriquecido de protones envuelto 
por una bobina que proporciona un campo polarizado al líquido y además registra la señal 
inducida por la precesión de los protones. Esta señal es amplificada y medida por un 
dispositivo electrónico proporcionando la intensidad total del campo. Otro instrumento 
ampliamente usado es el fluxgate. Este instrumento mide la intensidad del campo 
magnético a lo largo del eje del sensor. El sensor consta de un material ferromagnético 
fácilmente saturable y de un suministro de corriente eléctrica que alimenta a una bobina 
situada alrededor del sensor. 
 
Figura 2.13: Distribución espacial de los observatorios geomagnéticos. (Fuente: 
http://www.geomag.bgs.ac.uk/education/earthmag.html) 
Los observatorios geomagnéticos son los encargados de obtener medidas de gran 
precisión durante largos períodos temporales, lo que nos proporciona una valiosa 
información sobre la variación del campo geomagnético, desde segundos hasta siglos. 
Estas medidas también registran el valor de la contribución cortical, conocida como 
anomalía cortical (en inglés, anomaly bias). Estas anomalías corticales contribuyen en la 
observación ya que dependiendo de la naturaleza geológica donde está asentado el 
observatorio puede alcanzar valores de hasta 1000 nT. Por tanto, son magnitudes a tener 
en cuenta si se usan datos de observatorio para modelar el campo principal y su variación 
temporal, ya que de lo contrario, pueden inducir a un error de hasta un 10% del campo 
principal (Langel y Hinze, 1998). Normalmente se usan dos métodos para determinar las 
anomalías corticales: a) el primero consiste en modelar dicha contribución como un 
parámetro más del modelo a determinar durante el proceso de inversión (Langel et al., 
1980). b) El segundo método se basa en calcular la anomalía magnética a partir de 
comparar las medidas geomagnéticas de los observatorios con los valores obtenidos 
mediante un modelo generado con datos de satélite, donde el valor de la anomalía 
magnética se supone cero, partiendo de la hipótesis que en dichos modelos los efectos 
debidos al campo cortical son mínimos. En el caso de modelarlos, el dato del observatorio 
contendría las siguientes contribuciones (Verbanac et al., 2007, 2015): 




 core crust e err   B B B B B   [2.6] 
donde Bcore representa el campo principal generado por el núcleo externo terrestre, Bcrust 
contabiliza el campo cortical inducido y remanente, Be representa el campo debido a 
contribuciones externas, mientras que en Berr se incluyen los errores (asumidos 
gaussianos) que pueda contener el dato aparte de otras contribuciones existentes. De 
modo que la anomalía magnética o anomaly bias del observatorio se define como: 
 crust δ B   [2.7] 
En este término ϵ se incluyen las influencias de los errores asociados al dato y las 
que se derivan del campo externo. 
A pesar de que las observaciones proporcionadas por los observatorios son de gran 
calidad, éstas presentan una distribución espacial pobre. Con la intención de mejorar la 
cobertura espacial en zonas continentales se emplean estaciones de repetición. Las 
estaciones de repetición (del inglés repeat stations) son sitios marcados 
permanentemente dónde se realizan observaciones precisas del campo magnético 
terrestre durante un período de unas cuantas horas, cada determinados años. En español 
también suelen llamarse estaciones seculares, pues precisamente se establecen para 
proporcionar información adicional sobre la variación secular en regiones desprovistas de 
observatorios magnéticos, aunque no excesivamente alejadas de uno (o varios) de ellos, 
para poder utilizarlo(s) para la eliminación de las variaciones de origen externo en las 
observaciones. En el proceso de obtención de los datos, se presta especial cuidado al 
posicionamiento exacto en cada medición, pues cualquier error de posición del 
instrumental contaminaría las observaciones. Normalmente es necesario tomar varias 
observaciones de mediciones absolutas, mayoritariamente fuera del período principal de 
actividad diurna. Otro factor a evitar es la realización de medidas cuando la probabilidad 
de actividad magnética es alta. Los instrumentos que se emplean normalmente son los 
mismos que los empleados para la realización de medidas absolutas en los observatorios, 
es decir un declinómetro-inclinómetro con sonda fluxgate para la observación de la 
declinación y la inclinación (DI-flux), mientras que para obtener la intensidad total del 
campo magnético se usa un magnetómetro de precesión de protones. 
La clave para obtener datos útiles es la precisión al realizar las correcciones de la 
variación transitoria del campo. Un método empleado se basa en la asunción de que las 
variaciones transitorias del campo magnético son idénticas para la estación de repetición 
como para un observatorio de referencia cercano. Este método no es estrictamente 
correcto, ya que asume que la variación secular es la misma en la estación de repetición 
que en el observatorio de referencia. Este error asociado dependerá de la distancia entre 
ambos emplazamientos y del gradiente de la variación secular, si el gradiente entre ambos 
varía uniformemente el error puede ser minimizado. Otra posibilidad es usar un 
variómetro dónde los valores que representan el campo se obtengan a partir de medias 
horarias.  
Los datos de estaciones seculares se han obtenido de la página web del British 




Geological Survey (http://www.geomag.bgs.ac.uk/data_service/data/surveydata.html), 
los cuales poseen información magnética, como la declinación, la inclinación, el campo 
horizontal, la componente Norte, Este, la Vertical y la intensidad total del campo. 
2.4.1.3. Datos de satélites. Índices geomagnéticos. 
Con la intención de mejorar la cobertura de datos geomagnéticos a mediados del 
siglo XX se empezaron a realizar medidas desde el espacio con ayuda de satélites. El 
primer lanzamiento se produjo en el 1958 con el satélite Sputnik, pero las medidas 
resultaron ser de baja resolución. No fue hasta la serie de satélites POGO, entre 1965 y 
1971, que no se obtuvo una cobertura global de medidas de intensidad magnética, aun 
así, la información de dichos satélites no era suficiente para generar modelos globales 
fiables, pues eran necesarias medidas vectoriales. Éstas no fueron obtenidas hasta 1979 
con el satélite Magsat. Posteriormente otros satélites proporcionaron valores del vector 
geomagnético, como el Ørsted en 1999. Esta tipología de datos geomagnéticos 
proporciona una de las fuentes principales para generar modelos geomagnéticos de alta 
calidad en la actualidad. 
Como en cualquier medida del campo geomagnético, los datos de satélite registran 
el valor total proveniente de las diferentes fuentes geomagnéticas. La contribución 
geomagnética externa es de especial interés en este tipo de datos debido a la altura a la 
que viajan los satélites (desde 200-300 km hasta unos 1500 km). Como hemos dicho, los 
primeros satélites en proporcionar datos útiles fueron los satélites de Estados Unidos, 
OGO (Orbiting Geophysical Observatory, Langel and Hinze, 1998). Los satélites OGO se 
dividían en dos grupos, tres de ellos se movían alrededor de la Tierra en orbitas muy 
excéntricas con la intención de estudiar la magnetosfera, mientras que otros tres fueron 
distribuidos en orbitas polares, de ahí el nombre POGO que significa Polar OGO. Los POGO 
proporcionaron medidas consecutivas desde octubre de 1965 hasta setiembre de 1967 
(OGO-2), de julio de 1967 hasta enero del 1969 (OGO-4) y de junio del 1969 hasta julio de 
1971 (OGO-6), con unas pocas semanas de periodo común entre OGO-2 y OGO-4 (Figura 
2.14). Los tres satélites tenían orbitas similares, con una altitud máxima de 1510 km (OGO-
2) y una mínima de 400 km (OGO-6). Este conjunto de satélites solo midió la intensidad 
total del campo usando un magnetómetro por bombeo óptico (o de efecto Zeeman) de 
vapor de rubidio. 
 
Figura 2.14: Distribución temporal de los datos geomagnéticos de POGO. (Fuente: 
Geomagnetic Observations and Models, IAGA) 
El siguiente satélite lanzado, también por los Estados Unidos, fue el Magsat (Langel 
et al., 1980), siendo el primero capaz de medir las componentes vectoriales, 
conjuntamente con la componente escalar. Este satélite estuvo operativo solo unos 
meses, desde octubre de 1979 hasta junio de 1980, con una altitud máxima de 550 km y 
mínima de 350 km. Ese satélite estaba equipado con un magnetómetro escalar y un 
magnetómetro fluxgate. 




El satélite danés Ørsted (Olsen et al., 2000), fue lanzado en febrero de 1999, con 
una altitud máxima de 850 km y llegando en 2013 a una altitud mínima de 650 km. Este 
satélite estaba equipado con un magnetómetro Overhauser de precesión de protones y 
un magnetómetro fluxgate.  
Meses más tarde de que fuera lanzado el Ørsted, fueron también puestos en órbita 
el CHAMP (Maus et al., 2007) y el SAC-C; estos tres satélites transportaban una 
instrumentación muy similar. El satélite alemán CHAMP (Challenging Mini-Satellite 
Playload) empezó a operar en julio del 2000 con una altitud inicial de 454 km, que 
disminuyo hasta 260 km en 2010. El satélite argentino SAC-C (Satélite de Aplicaciones 
Científico-C) contó con una altitud máxima de 700 km; éste solamente proporcionó 
medidas escalares del campo mediante un magnetómetro de Helio. 
Finalmente la última misión satelital, llevada a cabo por la Agencia Espacial Europea 
(ESA), puesta en órbita en noviembre de 2013 ha sido la misión Swarm (Olsen y 
Haagmans, 2006). Ésta consiste en tres satélites idénticos que miden con gran precisión 
las componentes vectoriales, mediante un magnetómetro fluxgate construido en 
Dinamarca, y el campo escalar mediante un magnetómetro escalar óptico de Helio 4 
construido en Francia. Dos de los satélites orbitan juntos a una altitud de 460 km, mientras 
que el tercero lo hace a 510 km; esta estudiada configuración implicará beneficios en la 
comprensión del campo geomagnético (Figura 2.15, distribución a priori, donde se 
intercambiaron las posiciones del C por el B). Los dos satélites inferiores (Swarm A y 
Swarm C) están separados sobre 1.4° en longitud y se espera que puedan alcanzar a una 
altitud inferior a 300 km, estas características favorecen la descripción del campo 
litosférico a pequeñas escalas. La información del satélite con la órbita superior (Swarm 
B) combinada con los otros dos proporciona una descripción espacio-temporal de la 
estructura a gran escala de las corrientes externas, aportando información sobre la 
separación de los campos externos e internos.  
 
Figura 2.15: Distribución de los tres satélite Swarm (izquierda) y evolución de la 
misión (derecha) (Fuente: Olsen et al., 2010a) 




En la Tabla 2.1 exponemos las características más significativas de los satélites 
mencionados (ha habido otros satélites que han proporcionado medidas magnéticas, 
pero los datos proporcionados por estos han sido, con diferencia, los más utilizados para 
la generación de modelos de las distintas contribuciones del campo). Como se ha 
comentado, los satélites describen orbitas elípticas alrededor de la Tierra con un punto 
más próximo (perigeo) y más alejado (apogeo). El ángulo entre el plano de la órbita y el 
ecuador terrestre se conoce como la inclinación de la órbita del satélite. 
Las fuentes de error en los datos de satélites se pueden dividir en dos grupos: a) en 
el primer grupo tenemos los errores inherentes a los sistemas de medidas (error 
instrumental) y al hecho ya comentado de la suma de diferentes contribuciones 
magnéticas, es decir, si nos interesa por ejemplo aislar el campo principal, las 
contribuciones externas, las inducidas por éstas, y el campo litosférico, pueden 
considerarse como “ruido” a eliminar. b) En el segundo grupo están los errores debidos a 
la precisión del cálculo del tiempo, de la posición geográfica del satélite, de la orientación 
del magnetómetro y a los campos inducidos por el propio satélite. Los errores de 
posicionamiento y la determinación temporal fueron los más importantes al principio de 
la era satelital, los cuales han ido disminuyendo de forma considerable gracias a los 
sistema GPS.  
Satélite Duración Inclinación (°) Altitud (km) Datos 
OGO-2 oct. 1965-set. 1967 87 1510-410 escalares 
OGO-4 jul. 1967-ene. 1969 86 910-410 escalares 
OGO-6 jun. 1969-jun. 1971 82 1100-400 escalares 
Magsat nov. 1979-may. 1980 97 550-325 escalares y 
vectoriales 
Ørsted feb. 1999-jun. 2013 97 850-650 escalares y 
vectoriales 
CHAMP jul. 200-set. 2010 87 450-260 escalares y 
vectoriales 
SAC-C ene. 2001-dec. 2004 97 705-698 escalares 
Swarm nov. 2013-hoy 87/88 510/460- escalares y 
vectoriales 
 
Para el caso que nos atañe, donde solo nos interesa el campo interno, escogeremos 
los datos cuando las condiciones de actividad geomagnética sean lo más tranquilas 
posibles, para evitar contaminaciones externas y de corrientes inducidas. Este método es 
ampliamente usado por la comunidad científica, con lo que existen una serie de índices 
de actividad geomagnética para facilitar la selección. Al realizar la selección también es 
importante tener en cuenta la región de estudio, ya que dependiendo de la latitud hay 
índices con información más relevante que otros. 
Un índice apropiado para seleccionar datos en latitudes medias es el índice Kp. Es 
un índice obtenido cada tres horas a partir del valor medio de las perturbaciones de las 
componentes horizontales del campo observadas en 13 observatorios, 11 situados en el 
hemisferio Norte y 2 en el hemisferio Sur. Los valores del índice Kp varían según una escala 
casi-logarítmica, donde 00 representa el mínimo de actividad magnética y 90 el máximo, 
con 28 valores intercalados: 00, 0+, 1-, 10, 1+, 2-, 20, 2+,…, 80, 8+, 9-, 90. El índice Ap 
proporciona una media diaria de la actividad geomagnética, éste es equivalente al índice 
Tabla 2.1: Principales características de los satélites mencionados 




Kp. Cada 3 horas el valor del índice Kp es convertido en una escala lineal llamada ap. El 
valor de Ap se obtiene de hacer la media de los ocho valores de la escala lineal comentada 
(ap). Tomando como valor mínimo el 0 (extremadamente tranquilo) y el máximo 400 
(extremadamente perturbado). 
Otro índice muy útil para latitudes bajas es el índice Dst, se expresa en nT ya que se 
obtiene de la media de los valores de la componente magnética horizontal en cuatro 
observatorios situados en latitudes bajas próximas al ecuador geomagnético. A esas 
latitudes las componentes horizontal y vertical están fuertemente perturbadas por la 
corriente del anillo (ver sección 2.3), de modo que el Dst resulta ser una medida horaria 
directa de dicha perturbación.  Olsen et al. (2000), como otros autores, usó ambos índices 
en la selección de datos de satélite, Kp≤1+ en el momento de la observación y Kp≤20 para 
el intervalo previo, mientras que el Dst absoluto máximo se fijó en 10 nT con una variación 
temporal máxima de 3 nT/h.  
Con la intención de minimizar el efecto de las corrientes ionosféricas en latitudes 
medias y bajas muchos autores, como Olsen et al. (2000) o Finlay et al. (2012), además de 
los criterios anteriores seleccionaron solamente los datos nocturnos (hora local 
nocturna), aunque no es la única opción, p. e. Olsen et al. (2002) fue más restrictivo 
imponiendo que la altura del Sol fuera inferior a 5° en el horizonte. 
Aún con los criterios de selección comentados más arriba, eso no es condición 
suficiente para obtener un conjunto de datos sin perturbaciones externas. Otra condición 
empleada por varios autores, como Maus et al. (2006), consiste en descartar los datos 
vectoriales en latitudes polares, definidas por los paralelos de ±65° de latitud 
geomagnética, asegurando así minimizar las contribuciones debidas a las corrientes 
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En este capítulo detallaremos la técnica matemática empleada para describir el 
campo geomagnético a partir de los datos disponibles. Primero se explicarán los 
fundamentos básicos del electromagnetismo para, posteriormente, introducir la técnica 
del análisis armónico esférico. Se detallarán los modelos globales más conocidos, y a 
continuación introduciremos las técnicas regionales de modelado y sus principales 
características, incidiendo en la técnica del análisis armónico en un casquete esférico, por 
ser la utilizada para nuestros propósitos. 
3.1. Expresión armónica del campo geomagnético en el espacio 
Para entender y modelar el campo geomagnético debemos partir de las leyes del 
electromagnetismo postuladas por Maxwell. Las ecuaciones de Maxwell para un fluido 
eléctricamente conductor en movimiento, de velocidad u, donde |u|<<c (siendo c la 
velocidad de la luz en el vacío), en presencia de un campo magnético B, un campo 
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 B J   [3.4] 
donde 𝜀0 es la permitividad eléctrica del vacío y 𝜇0 representa la permeabilidad magnética 
del vacío. Teniendo en cuenta un fluido en movimiento y eléctricamente conductor, la 
densidad de corriente se escribe de la siguiente forma: 
    J E u B   [3.5] 
donde 𝜎 representa la conductividad eléctrica del fluido. En una región libre de corrientes 
eléctricas y fuentes magnéticas, como es el caso de la región comprendida entre la 
superficie terrestre y los 50-60 km por encima de esta, la inducción magnética puede ser 
expresada como el gradiente de un campo potencial:  
 V B   [3.6] 
Por tanto, según la ecuación [3.2], el potencial verifica la ecuación de Laplace: 
 2 0V    [3.7] 
La ecuación de Laplace puede ser resuelta mediante separación de variables, usando 
diferentes sistemas de coordenadas, aunque en nuestro caso resulta más práctico 
trabajar en coordenadas esféricas debido a la forma cuasi esférica de la Tierra. Las 
coordenadas esféricas son (r,  , ), donde r es la distancia radial desde el centro de la 




Tierra,   simboliza la colatitud y  representa la longitud. El operador laplaciano en 
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  [3.8] 
Aplicando el método de separación de variables podemos representar el potencial según 
un producto de tres funciones independientes: 
      , , ( )V r F r G H      [3.9] 
Empleando las ecuaciones [3.8] y [3.9] obtenemos tres ecuaciones diferenciales para el 
potencial que pueden ser resueltas tras aplicar las condiciones de contorno adecuadas: 
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En el caso de la Tierra, las condiciones de contorno para la componente radial r especifican 
que el valor del potencial sea nulo cuando r tienda a infinito, y tenga un valor finito para 
r igual a 0. Por tanto, fijándonos en la ecuación [3.10], la función radial F(r) se puede 
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      [3.13] 
donde a representa el radio medio de la Tierra.  
La ecuación [3.11] referida a la colatitud geográfica es conocida como la ecuación 
de Legendre; esta ecuación tiene por solución las funciones asociadas de Legendre 𝑃𝑛
𝑚 
(véase Tabla 3.1). Los autovalores m y n(n+1) son constantes enteras, donde n representa 
el grado del polinomio y m el orden de la función, cumpliendo m≤n. Las condiciones de 
contorno para  , cuando 0 0, , implican regularidad: 
  0, , 0     0V r m      [3.14] 
 








  [3.15] 
Finalmente, las condiciones de contorno para la ecuación [3.12] implican continuidad en 
la coordenada longitudinal, es decir:  
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    , , , , 2V r V r        [3.16] 
 





  [3.17] 
La combinación de las funciones asociadas de Legendre y las soluciones en longitud (seno 
o coseno) nos proporcionan los armónicos de superficie o armónicos esféricos, que son 
funciones ortogonales y normalizadas en la esfera. 
Si tenemos en cuenta que el potencial puede ser expresado en términos internos y 
externos (como ya fue demostrado por Gauss), es decir: 
 i eV V V    [3.18] 
La solución de la ecuación de Laplace para el potencial geomagnético en términos de las 
ecuaciones [3.10] - [3.12] se expresa del siguiente modo (e.g., Langel 1987; Backus et al., 
1996): 
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   [3.20] 
donde {𝑔𝑛
𝑚, ℎ𝑛
𝑚} simbolizan los coeficientes de Gauss de grado entero n y orden entero 
m. Se desprende del potencial definido en [3.19] y [3.20] juntamente con las condiciones 
de contorno [3.16] y [3.17] que los términos ℎ𝑛
0  son 0.  
El potencial geomagnético no es un observable físico, pero sus derivadas parciales 





































1 0 cos  
1 1 sin  
2 0 21 2(cos 1)   
2 1 3sin cos   
2 2 23sin   
3 0 31 2(5cos 3cos )   
3 1 21 2sin (15cos 3)    
Tabla 3.1 : Funciones de Legendre para los primeros valores de n y m. 
Una forma útil de caracterizar el comportamiento espacial del campo 
geomagnético es usar el concepto de la energía del espectro geomagnético (del inglés 
spatial power spectra). La media del cuadrado del valor del campo geomagnético se 
puede definir con un número, o por partes, siempre y cuando el campo geomagnético 
pueda ser descompuesto. La energía del campo geomagnético en una superficie esférica 
de radio r (Lowes 1966, 1975) se escribe: 













         
     [3.24] 
La pendiente del espectro, usando el potencial interno dado por la ecuación [3.19], no 
presenta cambios hasta el grado 13-14, como se muestra en la Figura 3.1. El espectro que 
se dibuja en la figura muestra mediante puntos negros la combinación de dos modelos 
geomagnéticos (Olsen et al., 2009; Maus et al., 2008), el espectro teórico que describe el 
campo principal (línea azul), el del campo litosférico (línea magenta), y la suma de estos 
(línea roja) (Voorhies el al., 2002). 
 
Figura 3.1: Espectro del campo geomagnético en la superficie terrestre (Fuente: Olsen et al., 
2010a). 
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Los grados anteriores al codo, en la figura anterior, muestran que la contribución 
del campo principal domina en grandes escalas (λn, donde la longitud de onda es la 
distancia real que recorre una perturbación u onda en un determinado intervalo) mientras 
el campo litosférico domina en escalas más pequeñas. 
3.2. Dependencia temporal del campo geomagnético 
Con el fin de describir la evolución temporal del campo geomagnético existen 
múltiples opciones para representar los armónicos esféricos en función del tiempo. Esos 
mecanismos han ido evolucionando, pasando por ejemplo de una descripción mediante 
polinomios (ver Hulot et al., 2010, para un breve apunte sobre varios tipos de 
representaciones temporales) al uso de splines (de Boor, 1978; Bloxham y Jackson, 1992), 
ampliamente empleados en la actualidad. Una función spline está formada por trozos de 
polinomios conectados entre sí, como queda reflejado en la Figura 3.2. 
 
Figura 3.2: Representación de los splines, usando cubic splines, dentro de la ventana 
temporal entre 1960 y 2000, centrados en los años 1968, 1976, 1984 y 1992. 
En este trabajo se ha empleado splines penalizados, introducidos por Eilers y Marx 
(1996). La penalización usada se basa en la diferencia entre coeficientes adyacentes. Esta 
técnica emplea un número de coeficientes dependiente del número de nodos escogido, 
siendo el número de coeficientes de la base, que define el comportamiento en la ventana 
temporal del modelo, mucho menor que el de los datos empleados.  A modo de ejemplo 
se ha generado una función sinusoidal mediante 200 puntos aleatorios entre cero y uno, 
y se le ha introducido a ésta un ruido gaussiano aleatorio, véase Figura 3.3. En la figura 
podemos comprobar cómo realmente los splines penalizados (curva amarilla) se ajustan 
mejor al comportamiento medio de la distribución de datos generada.  
 En los splines usados para el modelo final, descrito en el Capítulo 6, se les 
introdujo una mejora respecto a los modelos desarrollados preliminarmente. La principal 
diferencia reside en la amplitud de los mismos en los límites del intervalo temporal, como 
se observa en la Figura 3.4. Como se desprende de la gráfica, entre el primer y segundo 
nodo y entre el penúltimo y último nodo esa amplitud de los splines cambia adaptándose 
para que el ajuste converja más suavemente en los límites del intervalo temporal.  






Figura 3.3: Representación de los splines penalizados (amarillo) frente a los splines sin 
penalizar (azul) ajustando valores perturbados (círculos negros) de una función sinusoidal 
(roja). 
De esa forma en lugar de tener coeficientes de Gauss estáticos {𝑔𝑛
𝑚, ℎ𝑛
𝑚} se pasa a 
tener coeficientes temporales {𝑔(𝑡)𝑛
𝑚, ℎ(𝑡)𝑛
𝑚}. Estos coeficientes se representan 
mediante la combinación lineal de todos los splines (N) que definen los nodos dentro de 
la ventana temporal escogida: 
 1 1 2 2( ) ( ) ( ) ... ( )
m
n N Ng t a S t a S t a S t     [3.25] 
De forma similar se define también  mnh t . Dependiendo del tiempo, t, los Si tendrán 
diferentes valores, siendo las variables ai las incógnitas a resolver, donde el número de 
éstas está estrechamente ligado a los nodos elegidos. En adelante, para simplificar las 
ecuaciones, se omitirá la notación temporal. 
 
Figura 3.4: Representación de los splines penalizados (a) frente a los splines penalizados con 
corrección del efecto de borde (b). 
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3.3. Diferencias respecto la media 
Otra importante aportación desarrollada por Haines (1993) fue el método de las 
diferencias respecto la media (main-field differences), mediante el cual, si asumimos una 
dependencia temporal en forma de splines, el vector magnético B en una posición r y un 
tiempo t, se puede expresar de la siguiente manera: 
 
   
   
0 0
0 0










B r t A r G t r
G t S t g








donde  , ,mnA r    representa la matriz de los parámetros armónicos en un casquete 
esférico (o en toda la esfera),  S t  representa el vector de splines, mng  es el vector de 
coeficientes a determinar, y 𝛿(𝑟) simboliza la anomalía magnética en la posición r debido 
al campo cortical. 
Esta técnica permite estimar la variación secular mediante las diferencias del 
campo en relación a una época fiduciaria en una misma ubicación. El método presenta 
dos claras ventajas a la hora de obtener la variación secular. La primera reside en que deja 
de ser necesaria la diferenciación numérica del campo principal, mientras que la segunda 
radica en la ausencia de contaminación introducida por el término de la anomalía 
magnética. Tomando diferencias respecto a la media de los datos de una misma posición, 
se reducen además errores computacionales: 
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 [3.27] 
Esta expresión es válida para las componentes geomagnéticas X, Y y Z, pero no para F, ya 
que ésta es combinación de las otras, y por tanto la matriz de parámetros se expresa de 
la siguiente forma: 
         0 0 0
0
1
, , · , , · , , · , ,m m m mFn Xn Yn ZnA r X A r Y A r Z A r
F
           [3.28] 
Y por tanto: 
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Así mismo, usando la media, podemos proporcionar información a la hora de modelar el 
campo principal. Por tanto el método permite la solución simultánea del campo principal 
y de la variación secular, donde ?̅? representa al primero y 𝐵 − ?̅? a la segunda. Con la 
solución para el campo principal, usando datos de satélites junto con los de observatorio, 
podemos resolver además el anomaly bias para cada observatorio analizado. 
3.4. Modelos de campo geomagnético a escala global. 
Las facilidades computacionales recientes han propiciado una gran variedad de 
modelos geomagnéticos a escala global. Como se indicó en el capítulo precedente, el más 
usado es el denominado IGRF. Este modelo es el resultado de la contribución de muchos 
grupos de investigación, proporcionando una versión actualizada del campo principal (no 
da información del campo cortical o externo) cada 5 años cubriendo el período entre 1900 
y la actualidad. La generación 12 de dichos modelos es la más reciente con un nuevo 
modelo para 2015 y de VS hasta el 2020 (Thébault et al., 2015a). Aunque se ha convertido 
en un estándar para numerosas aplicaciones (Thébault et al., 2015b), no es sin embargo 
el más preciso y completo, pues existen otros modelos capaces de reproducir las 
contribuciones de las diferentes fuentes geomagnéticas y, a diferencia del IGRF, de forma 
continua en el tiempo. A continuación se presentan las características principales de los 
más conocidos. 
Modelo C3FM (Continuous Covariant Constrained endpoints Field Model, Wardinski 
y Holme, 2006). Este modelo global presentó una descripción del campo principal y su 
variación secular para el período entre 1980 y 2000. En su construcción se emplearon 
medias mensuales y anuales de observatorios y datos provenientes de las estaciones 
seculares, siempre y cuando el intervalo temporal entre observaciones fuese inferior a 7 
años (en la zona europea se emplearon solamente observatorios debido a la buena 
cobertura espacial). Para evitar modelar la contribución de la anomalía cortical en los 
datos mensuales de observatorios, estimaron el valor de la variación secular según se 
detalla en Bloxham y Jackson (1992). Para estimar dicho valor, para un mes en particular, 
calcularon las diferencias del campo entre las medias mensuales de los seis meses 
posteriores y las medias mensuales de los seis meses anteriores. De forma similar se 
emplearon las diferencias de medias anuales de años consecutivos, eliminando así la 
contribución cortical ya que ésta no varía en el tiempo. El modelo fue desarrollado en 
armónicos esféricos hasta grado 15 expresando la parte temporal de los 225 coeficientes 
de Gauss mediante polinomios B-splines cúbicos (de Boor, 1978), con un total de 13 
splines en todo el intervalo temporal (véase la Tabla 3.2 con las características 
principales). La técnica aplicada fue la detallada en el apartado 3.6, i.e. usando el método 
de mínimos cuadrados con las matrices de covarianza y de regularización.  
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Modelo GRIMM (GFZ Reference Internal Magnetic Model, Lesur et al., 2008). 
Obtenido a partir de los datos vectoriales del satélite CHAMP y de medias horarias de 
observatorios entre 2001 y 2006.5. La selección de los datos vectoriales se dividió en dos 
subconjuntos. Para latitudes medias y bajas, entre ±55° de latitud magnética, se 
seleccionaron solamente las componentes X y Y según el sistema de referencia Solar 
Magnético, con la intención de disminuir la influencia de la corriente del anillo en los datos 
seleccionados. Solamente se usaron las observaciones en horas locales nocturnas, entre 
la 23:00 h y 05:00 h de hora local. Además se requirió que la norma del vector magnético 
de perturbación (VMD, Thomson y Lesur, 2007) fuera inferior a 20 nT y su derivada inferior 
a 100 nTd-1. Para latitudes altas (fuera del intervalo de ±55° latitud geomagnética) se 
usaron las tres componentes en el sistema de referencia cartesiano Norte, Este y Centro 
(NEC) obteniendo así una buena cobertura para dichas zonas. Se aplicó la misma condición 
del valor de VMD que en el caso anterior. El modelo describe, mediante armónicos 
esféricos, el campo principal y su VS (grados de n = 1 a 14), el campo litosférico (de n = 15 
a 60), el campo ionosférico (grado máximo 40), el campo toroidal (grado máximo 40) y 
campos externos, e inducidos por estos, a gran escala (solo hasta grado 1). Como en el 
modelo anterior, el campo principal fue desarrollado temporalmente en cubic splines de 
orden 5, y a partir del grado 15 hasta el 60 los coeficientes de Gauss se asumieron 
constantes en el tiempo (campo cortical). La variación temporal del campo ionosférico y 
toroidal se describió por un término constante y otro que variaba de forma anual, 
mientras que las variaciones temporales del campo externo se describieron según un 
polinomio lineal. Además, las anomalías de los observatorios (las llamadas biases) se 
calcularon como unas variables más.  
El modelo GRIMM-2 (Lesur et al., 2010) es una actualización del modelo anterior 
con datos hasta 2009.5. Sin embargo, este modelo es más simple ya que no modela ni el 
campo toroidal ni el ionosférico. 
Modelos CHAOS (Olsen et al., 2006, 2009, 2010b, 2014; Finlay et al., 2015, 2016). 
Es una familia de modelos globales cuya primer versión fue publicada por Olsen et al. 
(2006) y que actualmente ya se ha presentado la versión 6 (CHAOS-6, Finlay et al., 2016). 
Esta serie de modelos permite computar el campo principal y litosférico mediante datos 
de satélite para las épocas entre 1997 y 2016.  
La primera versión, CHAOS (Olsen et al., 2006) utilizó datos vectoriales y escalares 
de los satélites Ørsted y CHAMP, junto con datos escalares del SAC-C. Estos datos fueron 
filtrados siguiendo el criterio de baja actividad geomagnética, lo que implicó que el índice 
Dst no variara más de 2nTh-1. Para latitudes no polares (por debajo de 60° de latitud 
geomagnética) se usaron aquellos datos que cumplían un Kp≤20 (Capítulo 2), mientras que 
para latitudes polares requirieron que el campo eléctrico en la magnetopausa (Em, Kan 
and Lee, 1979) fuera menor que 0.8 mVm-1. Además se eligieron solamente aquellos datos 
en la región nocturna y se descartaron los datos vectoriales más allá de ±60° latitud 
geomagnética.  
La modelización fue desarrollada en dos partes bien diferenciadas: a) una 
expansión en armónicos esféricos que describe el campo geomagnético interno y externo, 
hasta grado n 50, y con dependencia temporal basada en B-splines cúbicos cada año, más 
cuatro extra en los extremos temporales (para evitar efectos de borde), lo que implicó un 




total de 10 splines para describir el campo principal (de grado 1 a 14). Para grados más 
elevados (entre 15 y 18, solapamiento entre campo principal y cortical) se supuso una 
variación temporal lineal, mientras que para los demás grados (19 a 50) se los 
consideraron constantes en tiempo. El número total de coeficientes de Gauss internos 
ascendió a 4752. El modelo también proporcionó valores de campo externo desarrollado 
hasta grado 2 (con un total de 3754 coeficientes externos). b) La otra parte consistió en el 
conjunto de ángulos de Euler necesario para rotar el vector magnético en el sistema de 
referencia del magnetómetro al correspondiente sistema de determinación de 
orientación, lo que hacen un total de 357 coeficientes. Esta parte de la modelización, la 
técnica de alineación, fue una de las aportaciones más notables del modelo. Esta consistía 
en calcular los ángulos de transformación (ángulos de Euler) entre el sistema de 
determinación de orientación (star imager) y el vector del magnetómetro, lo que requiere 
el conocimiento a priori del valor del campo geomagnético. Al modelar dichos ángulos 
conjuntamente con el modelo geomagnético se evitaron las inconsistencias que derivan 
de usar un modelo de referencia para calcular el campo en cada punto del espacio y 
tiempo determinado. 
El siguiente modelo de la familia CHAOS fue el CHAOS-2 (Olsen et al., 2009), válido 
entre 1997 y 2009. Los cambios respecto a su predecesor radican en la expansión máxima 
en armónicos esféricos del modelo: 60 (frente a 50 en el modelo anterior), y en la 
representación temporal, donde los splines fueron de orden 5, espaciados cada 6 meses. 
Los datos de los satélites fueron seleccionados en base al mismo criterio, ampliando la 
validez temporal. Además, se les añadieron datos de diferencias anuales de observatorios 
geomagnéticos mediante valores mensuales. 
La versión 3 (CHAOS-3, Olsen et al., 2010b) válida desde 1997 a 2010 fue el 
resultado de una corrección de las variaciones externas en los valores mensuales de los 
observatorios. En esta corrección se les restó el campo ionosférico, y el inducido por éste, 
que proporciona el modelo CM4 (este modelo se explica a continuación), además, se le 
extrajo el campo magnetosférico y el inducido obtenido con el modelo previo, el CHAOS-
2. Otra diferencia radica en la regularización del modelo. En este caso se introdujeron dos 
matrices de regularización (véase sección 3.6) usando la tercera y la segunda derivada 
temporal del campo magnético. 
El CHAOS-4 (Olsen et al., 2014) es válido para las épocas entre 1997 y 2013.5 y fue 
desarrollado hasta el grado 100 (frente a los 60 y 50 de las versiones anteriores), con el 
campo principal determinado hasta grado 20. Para una correcta descripción temporal del 
campo principal se usaron splines de orden 6 con puntos fijos cada seis meses. Este 
modelo surgió de la unión de dos modelos, uno describiendo el campo para armónicos de 
grado inferior (hasta grado 24), similar a los otros modelos anteriores, y otro usando 
grados más elevados (de 25 a 100) con la idea de describir con mayor detalle el campo 
litosférico. El primer modelo fue similar a versiones anteriores del CHAOS, con una 
expansión máxima de armónicos esféricos de 80 y una expansión temporal mediante 38 
splines para los primeros coeficientes espaciales hasta grado 20, mientras que del 21 al 
80 se consideró un desarrollo temporal estático. Las matrices de regularización fueron las 
mismas que para el CHAOS-3. Para el segundo modelo, los armónicos esféricos internos 
se desarrollaron hasta un grado 100, usando como observaciones los datos del CHAMP 
entre septiembre del 2008 y septiembre del 2010, cuando éste se encontraba en una 
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altura inferior a 300 km, siendo de especial interés para describir la estructura litosférica 
de pequeña escala. Se usó una descripción temporal cuadrática hasta grado 16 mientras 
que para los grados superiores se asumió estática. Para este modelo se usó como matriz 
de regularización la norma de la componente radial del campo.  
Una versión más reciente (CHAOS-5, Finlay et al., 2015) válido entre las épocas de 
1997 y 2014, es muy similar al modelo anterior (CHAOS-4), aunque incluye datos del 
satélite Swarm. En esta versión el campo principal se desarrolla hasta el grado 24 
conjuntamente a otro modelo describiendo el campo a partir de grado 25 hasta 90 
utilizando los datos de baja altitud del CHAMP. 
La última versión (CHAOS-6, Finlay et al., 2016) válido entre 1999 y 2016.5 es una 
extensión del anterior modelo, CHAOS-5. Los datos vectoriales disponibles de los 
observatorios han sido actualizados hasta marzo del 2016, mientras que los datos 
vectoriales y de intensidad del Swarm se han empleado hasta el 31 de marzo. El cambio 
más notable reside al emplear, como datos, diferencias del campo a lo largo de la 
trayectoria, tanto Norte-Sur (diferencias entre datos del mismo satélite separados 15 
segundos) como Este-Oeste (datos de los dos satélites con orbitas paralelas separados 
con una diferencia máxima de 50 segundos y una latitud semejante). Otra diferencia 
respecto a las versiones anteriores reside en que solo se ha usado datos vectoriales del 
CHAMP cuando la información sobre la orientación de las dos cámaras estaba disponible. 
Además se ha usado un parámetro relacionado con el campo magnético interplanetario 
en el proceso de selección de datos satelitales (requiriendo que fuera positivo para la 
componente vertical del campo), evitando así posibles perturbaciones debidas a 
subtormentas aurorales.    
Modelos POMME (Potsdam Magnetic Model of the Earth, Maus et al., 2005a). Es 
una familia de modelos globales que proporcionan el campo geomagnético principal, la 
variación secular y la aceleración.   
La primera versión, POMME 1.4 (Maus et al., 2005a), proporciona un modelo 
comprendido entre 1999 y 2003.  Este modelo emplea datos vectoriales de los satélites 
CHAMP y Ørsted solamente entre las 0:00 y las 6:00 hora local, además de medias anuales 
de observatorios. El modelo global POMME describe el campo principal hasta grado 15, 
la variación secular hasta grado 10 y la aceleración hasta grado 10. Además proporciona 
el campo magnetosférico (externo e inducido) y el campo de corriente de anillo hasta 
grado 2. Esta versión incluye como parámetros a modelar los ángulos entre la cámara y el 
vector del magnetómetro del satélite CHAMP. En desarrollo temporal el modelo emplea 
series de Taylor hasta grado dos.  
En la siguiente revisión del modelo, POMME-2.5 (Maus et al., 2005b), se amplió la 
ventana temporal de éste desde 1995 hasta 2004. Al tratarse de un modelo candidato 
para la generación del modelo global IGRF contamos con una descripción más detallada 
que en la versión anterior. Esta versión del modelo global incluye además los valores 
escalares de los satélites CHAMP y Ørsted. El criterio de selección empleado se basa en la 
selección de datos durante períodos con pocas perturbaciones magnéticas. De este modo 
los datos de los satélites CHAMP y Ørsted se seleccionaron según: Kp≤1+ y Kp≤20 en las 3 
horas previas; el valor absoluto del índice Dst se estableció que fuera menor de 30 nT y  




el valor absoluto de su variación temporal menor de 3 nT/h en la 3 horas previas; para 
latitudes polares se restringió el parámetro relacionado con el campo magnético 
interplanetario (ver Maus et al., 2005b); se emplearon datos vectoriales hasta 50° de 
latitud magnética; se requirió que la altura del Sol en el horizonte fuera inferior a 5°; para 
latitudes medias se emplearon solamente datos entre 22:00 y 5:00 hora local para el 
CHAMP, mientras que para el satélite Ørsted entre las 21:00 y las 5:00 hora local. Para la 
selección de datos de observatorio calcularon los valores de la variación secular y se 
eliminaron aquellos observatorios con valores ruidosos. Además los datos se corrigieron 
por las corrientes inducidas debido a las mareas y en la ionosfera. En esta versión se 
modeliza la contribución externa del campo mediante 12 coeficientes con la intención de 
obtener un modelo fiable de campo principal. El campo principal se estima desarrollando 
los armónicos esféricos hasta grado 90, la variación secular hasta 18 y la aceleración hasta 
12. El modelo global emplea la expansión de Taylor hasta grado dos para representar la 
descripción temporal. Se obtienen los coeficientes del modelo mediante el método de 
mínimos cuadrados dónde se incluyen dos matrices de regularización (restringiendo la 
variación secular y la aceleración). 
En la tercera versión del modelo (Maus et al., 2006) se amplía la ventana temporal 
hasta 2006. En éste se incluyen datos escalares del satélite SAC-C. La selección de datos 
de satélite sigue los criterios de la versión anterior, excepto que en esta versión el valor 
absoluto de la variación temporal del índice Dst debe ser menor de 2 nT/h en las 3 horas 
previas. Además en lugar de emplear, en la selección de datos de satélite, un parámetro 
relacionado con el campo magnético interplanetario, imponen que el valor de Em (campo 
eléctrico en la magnetopausa) sea inferior o igual a 0.8 mV/m. La expansión máxima de la 
variación secular y la aceleración en esta versión se desarrolla hasta grado 16. Además en 
la descripción temporal desarrollan la expansión de Taylor hasta grado 3.  
La última versión publicada en un artículo científico es POMME-6 (Maus et al., 
2010) válida de 2000 a 2009. Solo utiliza datos de satélite para generar el modelo 
geomagnético, más concretamente datos del CHAMP. Otra novedad respecto ediciones 
anteriores es que en el campo magnetosférico calculado incluye la dependencia de la 
corriente del anillo respecto el ciclo solar, ampliando el número de parámetros que 
describen las fuentes externas a 18. La parte interna del campo es descrita mediante 
armónicos esféricos hasta grado 60, mientras que la variación secular y la aceleración 
quedan descritas hasta grado 16. En esta versión los coeficientes se determinan mediante 
el método de mínimos cuadrados (no iterativo) empleando una versión anterior del 
modelo como modelo base. 
Modelos CM (Comprehensive Models, Sabaka and Baldwin, 1993; Langel et al., 
1996; Sabaka et al., 2002, 2004, 2015). Otra serie de modelos globales muy usada por la 
comunidad geomagnética es la serie CM que se inició con la primera versión de Sabaka y 
Baldwin (1993). Éstos pretenden modelar todas las fuentes magnéticas importantes del 
campo geomagnético: las fuentes del núcleo, la corteza, la ionosfera, la magnetosfera y 
las inducidas por las mismas.  
El modelo CM3 (Sabaka et al., 2002), válido entre 1960 y 1985, se nutrió de datos 
horarios de observatorios, y de datos de los satélites POGO y Magsat. Se seleccionaron 
dos conjuntos de datos horarios de observatorios, en uno se eligió los datos de las 4 horas 
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más cercanas a la 1 a.m. de hora local entre los días más tranquilos de cada mes. El otro 
conjunto de datos se eligió según el día más tranquilo del mes para las épocas en las que 
POGO y Magsat estuvieron activos. Además, de estos datos seleccionados, se descartaron 
aquellos que visualmente se desviaban del valor esperado. Para los datos de satélite se 
escogieron aquellos valores que cumplían las condiciones de días magnéticos tranquilos, 
para ello se requirió que el índice Kp ≤1- para las tres horas previas y Kp ≤20 en el momento 
de la observación. En los datos vectoriales la latitud geomagnética fue limitada a ±50° 
para minimizar los efectos de las corrientes alineadas por el acoplamiento magnetosfera-
ionosfera. Posteriormente se seleccionaron los datos que coincidieran con un índice Dst 
menor de ±20 nT. La parametrización del modelo pretendía diferenciar entre las fuentes 
del núcleo, la litosfera, la ionosfera y la magnetosfera. Con esa intención se definió una 
serie de gradientes de potenciales que tenían en cuenta diversos fenómenos. Para el caso 
del núcleo y la litosfera se definió el gradiente de un potencial interno, de modo que se 
describían las aportaciones correspondientes mediante armónicos esféricos (hasta grado 
13 para el núcleo y 65 para la litosfera). Además desarrolló la parte temporal mediante B-
splines con intervalos de 2.5 años. También contabilizó como parámetros a determinar 
las anomalías vectoriales de los observatorios. Como vimos en el Capítulo 2, las corrientes 
ionosféricas y magnetosféricas se ven afectadas por diversos factores, como las 
estaciones del año, el viento solar y el ciclo solar. Para tener en cuenta dichos efectos en 
la ionosfera y el campo inducido por las corrientes en ésta, se introdujo un potencial 
armónico (hasta grado 60) modulado por las variaciones estacionales (grado 2) y diurnas 
(grado 4). De un modo similar se introdujo también un potencial armónico para definir el 
campo magnetosférico y el inducido por éste (variaciones diurnas hasta grado 5 y 
variaciones estacionales hasta grado 2). Además el CM3 tuvo en cuenta el campo 
generado por las corrientes que conectan la ionosfera y la magnetosfera, añadiendo 
coeficientes para su correcta descripción. A esas corrientes se les llama también 
corrientes de acoplamiento (coupling currents) y, puesto que están alineadas con las 
líneas de campo magnético, generan únicamente un campo neto toroidal (CT en la Tabla 
3.2). Los coeficientes se calcularon mediante la técnica iterativa de mínimos cuadrados 
con peso, además se introdujeron varias matrices de regularización (primera y segunda 
derivada temporal de la componente radial, el módulo de la densidad de corriente en la 
ionosfera, entre otras, consultar Sabaka et al., 2002) con la intención de favorecer un 
comportamiento suave del modelo geomagnético final. 
El modelo CM4 (Sabaka et al., 2004) es una extensión del CM3, en el que el período 
de validez va desde 1960 a 2002.5 (o hasta 2010 si consideramos su versión online no 
publicada). De modo que a los datos ya usados en la versión anterior, se añadieron 
observaciones correspondientes a la extensión temporal, donde también se incluyeron 
los datos del Ørsted y el CHAMP. En este modelo se re-seleccionaron los datos del Magsat 
para proporcionar una mejor cobertura espacial, de modo que los datos vectoriales del 
Magsat se seleccionaron según Kp ≤10 para las tres horas previas y Kp ≤20 en el momento 
de la observación. Para los satélites Ørsted y CHAMP las condiciones fueron que Kp ≤1+ 
para las tres horas previas y Kp ≤20 en el momento de la observación, y se requirió un 
índice Dst menor de ±20 nT. La parametrización se asemeja al caso anterior con la única 
diferencia de que, al aumentar el período de validez, ello conllevó tener más coeficientes 
temporales. Otra novedad radicó en que las corrientes de acoplamiento entre la 
magnetosfera y la ionosfera no se consideraron únicamente radiales, sino distribuidas en 




un plano meridional (Olsen et al., 1997). El uso de los nuevos datos de satélite mejoró 
considerablemente los resultados respecto el CM3. 
La última versión de esta serie de modelos es el CM5 (Sabaka el al., 2015), 
desarrollado a partir de las medidas de los satélites Ørsted, CHAMP y SAC-C junto con las 
medias horarias de observatorios geomagnéticos entre 2000 y 2013. La principal 
diferencia radica en la utilización de un algoritmo nombrado como Comprehensive 
Inversion (CI, Sabaka et al., 2013) con algunas modificaciones posteriores, como por 
ejemplo, la clasificación por separado de los datos diurnos y nocturnos. Además, el CM5 
incluye el campo magnético generado por efecto de las mareas en los océanos, también 
incluye una parametrización relacionada con la alineación entre el magnetómetro 
fluxgate y el sistema de referencia de adquisición de datos en los satélites CHAMP y 
Oersted (Olsen et al., 2006). Para su elaboración se llevaron a cabo dos selecciones en los 
datos, una que se encargó de proporcionar una buena cobertura independientemente de 
los niveles de actividad geomagnética, lo que permitió una descripción de los cambios del 
campo magnetosférico y de los campos inducidos respectivos. Y una segunda selección 
más restrictiva, según condiciones más tranquilas de actividad geomagnética, similares al 
modelo CHAOS-4 (Olsen el al., 2014), lo que implicó básicamente datos de latitudes no 
polares, ±60°, datos en los que Kp≤20 y Dst no fuera superior a 2nThr-1. Para latitudes altas, 
más de 60°, el campo eléctrico de la magnetopausa, Em (Kan and Lee, 1979), se seleccionó 
de modo que fuera inferior a 0.8 mVm-1.  
La Tabla 3.2 presenta a modo de resumen ciertas características de los modelos 
descritos, donde especificamos el Campo Principal (CP), Campo Litosférico (CL), Campo 
Ionosférico (CI), Campo Toroidal (CT), Campo Magnetosférico (CM) y Campo por Mareas 
(CpM), además los datos vectoriales se representan con una B y los de intensidad con una 
F. Es importante hacer notar que los artículos relacionados con los modelos CM, donde la 
descripción de ciertas fuentes se ve afectada por diversas variables (estaciones, 
variaciones diurnas,…) con lo que al modular el potencial hace más compleja la 
descripción mediante armónicos esféricos. También es importante remarcar que los 
artículos que describen los modelos POMME no proporcionan toda la información que se 
ha elegido como importante para remarcar en la tabla; por ejemplo, no hay siempre la 
información del número de datos que emplean o de todos los parámetros del modelo 
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Nombre Época Fuentes 
(grado 
máximo) 
Datos Parámetros Referencia 
C3FM 1980 – 2000 CP (15) 65995 (B) 255 Wardinski 
and Holme, 
2006 
GRIMM 2001 – 
2006.5 
CP (14), CL 
(60), CI (40), 




10443 Lesur et al., 
2008 
GRIMM-2 2001 – 
2009.5 
CP (16), CL 
(30), CM (2) 
2449285 
(B) 
5864 Lesur et al., 
2010 
CHAOS 1999 – 2005 CP (14), CL 
(50), CM (2) 
685161 (F) 
523370 (B) 
8863 Olsen et 
al., 2006 
CHAOS-2 1997 – 2009 CP (20), CL 




22456 Olsen et 
al., 2009 
CHAOS-3 1997 – 2010 CP (20), CL 




23970 Olsen et 
al., 2010b 
CHAOS-4 1997 – 
2013.5 
CP (20), CL 





25177 Olsen et 
al., 2014 





26847 Finlay et 
al., 2015 











1999 – 2003 CP(15), 
CM(2) 




1995 – 2004 CP(90), 
CM(2) 














2000 – 2009 CP(60), 
CM(2) 
- 194 Maus et al., 
2010 
CM3 1960 – 1985 CP (13), CL 




16594 Sabaka et 
al., 2002 
CM4 1960 – 
2002.5 
CP (13), CL 





25243 Sabaka et 
al., 2004 
CM5 2000 – 2013 CP (20), CL 
(120), CI, CT, 






702308 Sabaka et 
al., 2015 
Tabla 3.2: Características de varios modelos globales (*Suma de los datos de las componentes 
vectoriales). 
 




3.5.  Modelos de campo geomagnético a escala regional 
Cuando los datos geomagnéticos están concentrados en áreas específicas, se 
recurre a una técnica de modelización regional que permita definir el campo 
geomagnético en dicha zona. Existe una gran variedad de técnicas de modelización 
regional, como el ajuste polinomial, el cual ajusta las componentes del campo a las 
observaciones mediante polinomios (Ardizone y Herraiz, 2000). Aunque los más usados 
son los modelos regionales que se centran en resolver la ecuación de Laplace en un 
dominio espacial delimitado (denotado por 𝛀) y por tanto usando las condiciones de 
contorno adecuadas para el mismo. Antes que nada es importante especificar que el 
concepto de separación entre campo interno y externo para escalas regionales es 
complicado debido a la existencia de límites en el dominio 𝛀. Ello conlleva a que las 
funciones regionales no sean, en general, capaces de distinguir entre los campos 
magnéticos generados por debajo la superficie terrestre o por encima de esta. Por este 
motivo, es aconsejable eliminar las contribuciones no deseadas o las que no se vayan a 
modelar antes de generar un modelo regional. 
Un ejemplo de resolución de la ecuación de Laplace en un dominio regional es el 
conocido como análisis armónico rectangular (RHA, del inglés Rectangular Harmonic 
Analysis), cuyo dominio viene definido por una caja rectangular. El primero en aplicar esta 
técnica al campo geomagnético fue Alldredge (1981, 1982, 1983) para datos de superficie, 
mientras que Nakagawa and Yukutake (1985) y Nakagawa et al. (1985) extendieron el 
análisis para datos de satélite, aunque Haines (1990) señaló varios problemas de 
contorno. La expansión del potencial se puede expresar mediante coordenadas 
cartesianas de la siguiente manera  
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 y 𝐾𝑦 =
2
𝐿𝑦
, siendo Lx y Ly las dimensiones de la región rectangular. La 
convergencia de este método no es uniforme en el dominio definido. Haines (1990) 
propuso otras condiciones de contorno y otras funciones para evitar los problemas. Otra 
forma de solventar el problema sería usar potenciales con longitudes de onda más cortas 
que la dimensión del dominio. 
Otra técnica regional conocida es el análisis armónico cilíndrico (CHA, del inglés 
Cylindrical Harmonic Analisis), que fue estudiada por Alldredge (1982) tras resolver la 
ecuación de Laplace en un dominio cilíndrico usando coordenadas cilíndricas (r,  , z), 
cuyo potencial se expresa como: 
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V r z Ax R r a m b m e   
 
    [3.31] 
El principal problema de la ecuación propuesta por Alldredge era que no definió 
ninguna condición de contorno para el radio, eligiendo un factor manualmente mediante 
prueba y error, lo que también impedía obtener las funciones de base adecuadas. Para un 
desarrollo más detallado de los modelos regionales anteriores consúltese p.e. Shott y 
Thébault (2011).  
A continuación detallaremos las técnicas de modelización regional más empleadas 
en la actualidad y que se han usado en el trabajo. 
3.5.1. Análisis armónico en un casquete esférico (SCHA). 
El análisis de armónicos en un casquete esférico (SCHA, del inglés Spherical Cap 
Harmonic Analysis) fue descrito por Haines (1985a) para ser aplicado a datos 
geomagnéticos confinados en una cierta región de la Tierra. En la Figura 3.5 se muestra 
un esquema representando un casquete esférico y sus parámetros característicos. 
 
 
Figura 3.5: Casquete esférico, delimitado por el semiángulo 𝜽𝟎. Por simplificación hemos 
representado su superficie plana. Los datos se pueden distribuir sobre la superficie de la 
Tierra, R=a, o por encima de esta. 
La resolución de la ecuación de Laplace en la superficie del casquete esférico es 
análoga al caso global (SHA), que ya vimos en la sección 3.1 de este capítulo. La única 
diferencia viene dada por el término en colatitud  , donde pasamos de una esfera con 
colatitudes entre 0° y 180° a un casquete esférico con colatitudes entre 0° y 0 . Ello 
implica que el potencial y su derivada en colatitud en el límite del casquete esférico pueda 
depender tanto de la distancia radial r como de la longitud :  
  0, , ( , )V r f r     [3.32] 
 









  [3.33] 




donde las nuevas funciones f y g están sujetas a las mismas condiciones de contorno para 
r y  que el potencial y su derivada. De acuerdo con Haines (1985a) para un conjunto o 
set de funciones se verifica: 
  0, , 0V r      [3.34] 
y para otro set de funciones: 
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  [3.35] 
A los diferentes valores del grado real n los denominaremos mediante nk(m), donde 
k representa un número entero que ordena de forma creciente las diferentes raíces n 
dado un valor m, y se ha elegido para que empiece con un valor nulo (k = 0). Ello implica 
que las raíces de la ecuación [3.34] vendrán dadas por los valores de nk(m) los cuales 
 k m  sea impar, mientras que los valores para  k m  par nos proporcionan las raíces 
de la ecuación [3.35]. Ambos sets de funciones son ortogonales dentro del dominio 
esférico para cada set de funciones:   
    
0
0
(cos ) (cos )sin 0
j k j k
m m m m
n n n m n m
P P P P d

       [3.36] 
para 𝑗 ≠ 𝑘, donde  j m  y  k m  son ambos pares o impares. Sin embargo, las 
funciones de un set no son ortogonales con las del otro: 
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  [3.37] 
para  j m  par y  k m  impar.  
La expresión de la norma de las funciones de Legendre de grado real depende de 
su variación en función del grado nk(m):  
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  [3.38] 
cuando  k m  es par, y para  k m  impar: 








































  [3.39] 
De acuerdo con Haines (1985a) las funciones asociadas de Legendre de grado real 
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 
  [3.40] 
donde F representa una función hipergeométrica y 𝑁𝑛
𝑚 es una constante, la cual depende 
del tipo de normalización escogida. Usando la normalización de Schmidt, los valores de la 
constante de normalización vienen dados por: 
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  [3.45] 
Por otro lado, la función hipergeométrica, la cual puede truncarse a cualquier grado 



















   [3.46] 
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Haines (1988) desarrolló unas rutinas en Fortran para calcular dichas funciones 
asociadas de Legendre así como los valores del grado nk(m) necesarios para el cálculo de 
las mismas. Los valores nk(m) son, como se ha visto con anterioridad, los ceros de las 
familias de funciones en el borde del casquete esférico. Dichos ceros se obtienen 
resolviendo dos ecuaciones [3.34] y [3.35] siendo  k m  impar o  k m  par 
respectivamente. Cuando es necesario alcanzar valores elevados de nk(m) o el valor de la 
colatitud aumenta, las rutinas programadas por Haines no son lo suficientemente 
precisas, obteniéndose unas funciones asociadas de Legendre inconsistentes. Para 
resolver este inconveniente, Thébault et al. (2002) propuso calcular las funciones de 
Legendre de grado real mediante el algoritmo de Olver y Smith (1983). Este método 
aumenta la precisión al calcular los valores de nk(m), y por tanto mejora los resultados de 
la aplicación de la técnica SCHA. 
 
Figura 3.6: Funciones de Legendre (arriba) y su derivada (abajo) con un orden fijo, m=1, en 
rojo y con un índice fijo, k=4, en azul. En línea discontinua se dibujan las que presentan un 
valor nulo en el semiángulo que define el casquete, 𝜽𝟎 = 𝟒𝟎°. 




Si nos fijamos en las Figura 3.6 podemos hacernos una idea de cómo se comportan 
las funciones asociadas de Legendre y su derivada al mantener constante bien el orden 
(en rojo) o bien el índice k (en azul). En la figura (a), la línea discontinua es nula en el 
semiángulo que define el casquete, 𝜃0 = 40°, como la ecuación [3.34] indica para las 
funciones con  k m  impar (notar que en la (a) k=4 y m=1 representan la misma 
función); mientras que en la figura (b) la línea discontinua corresponde a las funciones 
que cumplen  k m  par, que son solución de la ecuación [3.35], y por tanto presentan 
derivada nula en la frontera del casquete (notar que en la (b) k=4 y m=1 representan la 
misma función). 
Teniendo en cuenta la notación introducida en esta sección, el potencial 
geomagnético en la superficie del casquete esférico se expresa como:  
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  [3.49] 
Los parámetros Kint y Kext determinan el desarrollo máximo de las funciones internas y 
externas respectivamente. El índice k numera los coeficientes armónicos con un máximo 
de (𝐾𝑖𝑛𝑡 + 1)
2 coeficientes internos y de (𝐾𝑒𝑥𝑡 + 1)
2 − 1  coeficientes externos. 
La longitud de onda que proporciona el modelo regional SCHA, se puede obtener, 








    [3.50] 
Por tanto, existe una relación entre el índice máximo interno (Kmax) y la mínima longitud 
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  [3.51] 
El método SCHA ha sido aplicado ampliamente en escalas regionales (ver Torta et 
al., 2006) gracias a sus numerosas ventajas y buenos resultados. Sin embargo, tenemos 
que ser conscientes de sus limitaciones a la hora de modelar los datos geomagnéticos. 
Sus principales deficiencias son dos: a) su veracidad empeora a medida que el tamaño del 
casquete disminuye, aunque podemos superar dicho inconveniente aumentando 
artificialmente el tamaño del casquete (ver Torta et al., 1992). b) La incapacidad de 
modelar de forma apropiada la dependencia radial, por lo que no es el método más 
adecuado cuando se disponen datos a diferentes alturas, como por ejemplo datos de 
observatorio junto con datos de satélite. Las diferentes limitaciones de la técnica SCHA ha 
sido analizadas por Torta et al. (2002), Torta et al. (2006), De Santis (1989), De Santis 




(1999) (SCHA con el centro desplazado), Gaya-Piqué (2004), Thébault y Gaya-Piqué et al. 
(2008), Pavón-Carrasco, F.J. (2010), entre otros. Una revisión de la misma, llamada R-SCHA 
(del inglés Revised Spherical Cap Harmonic Analysis, Thébault et al., 2004, 2006a), 
solventó dichas limitaciones tal como se detalla a continuación. 
3.5.2. Revisión de la técnica SCHA: R-SCHA 
Con la intención de mejorar la dificultad de la técnica SCHA a la hora de modelar 
los datos geomagnéticos a diferentes alturas, Thébault el al. (2004, 2006a) propuso una 
revisión de la misma, llamada Revised Spherical Cap Harmonic Analysis (R-SCHA). Dicha 
técnica propone un conjunto de funciones extra con la idea de solucionar la ecuación de 
Laplace en un dominio cónico y no solo en una superficie de distancia radial constante, 
como lo hace el SCHA. La técnica propone la resolución mediante nuevas condiciones de 
contorno relacionadas con la distancia radial en los límites del casquete determinados por 
los valores a y b (ver Figura 3.7). El nuevo potencial V viene expresado como la suma del 
potencial clásico SCHA V1 y un nuevo potencial V2 que detallamos a continuación. Como 
se ha indicado, el potencial V1 corresponde al potencial obtenido por la técnica SCHA 
[3.49], el cual se ha tratado con anterioridad. La única diferencia radica en que las nuevas 
condiciones de contorno implican solo a un set de las funciones asociadas de Legendre, 
aquellas con  k m  par.  Mientras que las funciones obtenidas mediante el potencial V2 
serán las que reemplacen al set de valores correspondientes a  k m  impar. Resulta 
importante resaltar que en Thébault et al. (2004) se introduce una corrección en el flujo 
añadiendo un campo dipolar axial en el sistema de coordenadas del casquete esférico. 
Esta modificación se introduce con la intención de cumplir las condiciones de contorno, 






Figura 3.7: Casquete esférico truncado, donde 𝛀 es la región del estudio, 
definida como la región comprendida entre el radio a y b. 
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El potencial V2 tiene que cumplir, además de la ecuación de Laplace, las siguientes 
condiciones de contorno en el borde del casquete relacionadas con la parte radial: 
  2 0, , ( , )V r f r     [3.52] 
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  [3.53] 
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  [3.54] 
Teniendo en cuenta las dos últimas condiciones de contorno en los límites del 
casquete, las funciones radiales dependerán del valor del grado nk(m), donde éste puede 
tomar valores complejos, o bien 0 o -1: 
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  [3.56] 
donde 𝑆 = 𝑙𝑜𝑔 (
𝑏
𝑎
) y p es un numero natural no nulo. Es importante destacar que en el 
artículo original, ecuación 16 (Thébault 2004), el primer término del numerador es 
(2𝑆)−1/2 , sin embargo el término correcto que surge de la normalización es el que hemos 
escrito en la ecuación anterior (véase Anexo 2, [A.16]). 
Las funciones que resuelven las condiciones de contorno para n complejo, 0 o -1, 
son las funciones cónicas de Mehler (Mehler, 1868), denotadas por mpK . Estas funciones 
son ortogonales entre sí, aparte de estar fuertemente normalizadas, como las funciones 
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Además, hay ortogonalidad entre las funciones de Legendre de grado real del set  k m  
par y las funciones de Mehler. 
Al igual que en el caso de las funciones asociadas de Legendre de grado real, las 
funciones de Mehler de grado n(p) se pueden escribir como una función hipergeométrica 
F de la siguiente forma: 
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donde el factor 𝑁𝑛
𝑚 se define según la normalización de Schmidt: 
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Por tanto debemos analizar el resultado dependiendo del valor de n, ya que 







tenemos la siguiente expresión: 
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Dependiendo de la abertura 𝜃0 del casquete cónico, la función hipergeométrica 
puede llegar a valores muy altos para p y m elevados como se desprende de la ecuación 
anterior. Para n complejo, el factor 𝑁𝑝
𝑚 se define como: 
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Las funciones de Mehler para el caso particular de que n sea igual a 0 o -1 vienen 
definidas por un caso particular de las funciones de Legendre, aunque mantendremos la 
notación correspondiente de las funciones de Mehler. 
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  [3.70] 
Si substituimos n por 0, o de forma equivalente por -1, obtenemos la siguiente 
expresión. 
 m m mK K tan

 0 1 Γ(m)
2
  [3.71] 
 00 1K    [3.72] 
 
Figura 3.8: Funciones cónicas de Mehler (izquierda) y sus respectivas derivadas (derecha) con 
orden n complejo, m=1 constante(a) y τ =1 constante (b); n=0,-1 y τ=1 constante (c). 




De la Figura 3.8 se desprende que los valores de las funciones de Mehler son más 
elevados en el borde del casquete (donde en lugar de representar algunas de ellas 






  ). También resulta evidente 
mirando la gráfica que la derivada de las funciones cónicas de Mehler alcanza valores más 
elevados que las funciones en sí. Para una descripción completa de la técnica R-SCHA 
consultar Thébault et al. (2004, 2006a). 
De acuerdo a lo anteriormente descrito, el potencial V2 asociado a las nuevas 
condiciones de contorno radiales viene dado por la siguiente expresión:  
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  [3.73] 
La expansión máxima de las funciones de Mehler viene dada por Pmax y Mmax, de forma 
equivalente que Kint y Kext para las funciones de Legendre.  
Al igual que en SCHA podíamos calcular la longitud de onda en la superficie del 
casquete esférico, usando la técnica R-SCHA podemos calcular la longitud de onda en 
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Y de forma análoga a la ecuación [3.51], podemos obtener el valor máximo del índice P 
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La solución final de la ecuación de Laplace para el potencial V vendrá dado, por 
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Del mismo modo que el caso global (SHA), las derivadas parciales de ambos 
potenciales SCHA (ecuación [3.49]) y R-SCHA (ecuación [3.76]) permiten definir las 
componentes del campo geomagnético X, Y y Z (ver ecuaciones [3.21], [3.22] y [3.23]). 
A continuación se muestra una figura donde se relaciona la longitud de onda 
mínima en la superficie del casquete según el valor máximo de expansión K para 
diferentes aberturas de casquete. 
 
Figura 3.9: Variación de la longitud de onda horizontal mínima según la expansión máxima 
K para diferentes aberturas de casquete para el potencial V1 
3.6. Inversión y regularización 
Generar modelos a partir de datos geomagnéticos ha devenido una práctica 
habitual en el ámbito del geomagnetismo. Las rutinas para la derivación de los modelos 
geomagnéticos emplean procesos matemáticos y estadísticos haciendo converger la 
solución de éstos con los datos empleados.  Desgraciadamente, los algoritmos de 
inversión no tienen una única solución, más bien existen infinitas soluciones que se 
adaptan a las mismas observaciones (Backus et al., 1996). Además, las soluciones no son 
estables, es decir, grandes cambios en el modelo pueden traducirse en pequeños (o 
ningún) cambios a la hora de ajustar los datos. Para superar dichos problemas, se emplean 
las matrices de regularización, encargadas de estabilizar y suavizar los modelos. La 
elección más extendida como matriz de regularización, en la inversión del campo 
geomagnético principal, es la derivada de la norma del campo.     




A partir de las ecuaciones [3.49] o [3.76], podemos expresar las componentes del 
campo geomagnético como una combinación lineal de los coeficientes 𝑔𝑛
𝑚 y ℎ𝑛
𝑚 mediante 
una matriz de ecuaciones que depende únicamente de la distancia radial, colatitud y 
longitud geográficas. Si representamos por D los datos geomagnéticos, por A dicha matriz 
de ecuaciones y g el vector que contiene los coeficientes, las expresiones anteriores 
pueden ser expresadas de forma matricial como: 
 = ·D A g   [3.77] 
Con la finalidad de obtener el vector de coeficientes desconocidos, g, y asumiendo que 
los errores asociados a nuestra técnica siguen una distribución gaussiana, podemos 
aplicar la técnica de mínimos cuadrados: 




· ·g A A A D   [3.78] 
donde representamos la transpuesta de A como TA , y la inversa como 1A .   
Como no todos los datos geomagnéticos tienen la misma calidad, hay que reflejar 
dicha información en el proceso de inversión mediante la matriz de pesos, C, siendo ésta 
la inversa de la matriz de varianzas (incertidumbre del dato al cuadrado): 




· · · ·g A C A A C D   [3.79] 
Además, debido a las múltiples soluciones derivadas de la inversión, para seleccionar 
aquélla con mayor sentido físico, se ha introducido las matrices de regularización espacial 
MS y temporal MT en el proceso de inversión: 




· · · ·g A C A M M A C D   [3.80] 
donde α y τ son multiplicadores de Lagrange fijados para proporcionar el mejor 
compromiso de ajuste entre los datos y el modelo, es decir, son estabilizadores de la 
inversión. Para valores iguales a 0, las soluciones se vuelven poco realistas, mientras que 
al emplear parámetros elevados nos encontramos con un modelo demasiado suavizado. 
Otro método de resolver el vector de coeficientes desconocidos (g) es mediante la 
aplicación de técnicas iterativas (Olsen et al., 2014; Sabaka et al., 2015). Mediante el 
método de iteración de Newton-Raphson (p.e., Jackson et al., 2000) la ecuación 
equivalente a la [3.80] sería la siguiente: 
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 [3.81] 
donde 𝑓(𝑔𝑖) es el vector de datos modelados obtenidos en la iteración anterior, el 
número de iteraciones dependerá del error mínimo que se desee obtener entre los 
observables y el modelo. 
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La matriz de regularización obtenida a partir de la norma del campo geomagnético 
tiene la siguiente forma: 
 V V a sin d d
 




V · ·B   [3.82] 
Aunque se pueden usar diferentes tipos de matrices de regularización para resolver 
la ecuación (ver Korte y Holme, 2003), aquí se describen las correspondientes al usar la 
norma del campo 〈𝐵2〉. Para el completo desarrollo de ambos casos, SCHA y R-SCHA, 
véase Anexo 1 y 2. Expresando el campo mediante la ecuación [3.49], y teniendo en 
cuenta las ecuaciones [3.36], [3.37], [3.38] y [3.39] se ve con facilidad que la matriz tendrá 
valores no nulos, no solo en la diagonal. La expresión de la norma del campo 
geomagnético interno es la siguiente (según Korte and Holme, 2003): 
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Para el caso R-SCHA debemos fijarnos en la ecuación [3.76]. Como se desprende de 
[3.57], [3.58] y [3.59], las funciones de Mehler están fuertemente normalizadas entre sí y 
además son ortogonales con las funciones de Legendre, de modo que para este caso, 
tendremos una matriz diagonal como norma del campo geomagnético. Tras repetir los 
cálculos llevados a cabo por Thébault et al (2006a, ecuación [38]) hemos detectado una 
errata correspondiente a un factor a de más que multiplica las expresiones 
correspondientes a las funciones de Mehler mientras que para las expresiones de 
Legendre hay un factor a de menos (véase Anexo 2): 
    m
m
a C C C C     
2 2
,0 4 5 6 71B   [3.87] 
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   [3.91] 
Cuando trabajamos con elementos del campo geomagnético que no pueden 
expresarse como combinación lineal de los coeficientes, i.e. la declinación, inclinación e 
intensidad, es necesario recurrir a técnicas iterativas o de aproximación. Para solventar 
este problema en nuestro caso hemos usado el primer desarrollo de Taylor de las 
componentes (ver Cain et al., 1965 para más detalle): 
 D D  0 ·B g   [3.92] 
donde 𝐷0 representa un modelo previo del cual debemos partir, mientras que 𝑩 =
𝜕𝐷
𝜕𝒈⁄  es la matriz de Fréchet de derivadas y 𝛿𝒈 son los coeficientes armónicos. De este 
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Los datos geomagnéticos son imprescindibles a la hora de generar modelos 
realistas del campo magnético terrestre. Es bien sabido que disponer de medidas fiables 
y precisas es básico para obtener buenos resultados. Nuestra finalidad consiste en 
obtener un conjunto de datos que contenga la información más completa y precisa del 
campo principal, liberándonos así de datos con elevado ruido o de fuentes que no vayan 
a ser modeladas en nuestro trabajo.   
Para realizar un modelo geomagnético regional hemos usado una amplia variedad 
de datos en la zona de estudio. El área escogida incluye una amplia zona oceánica, con lo 
cual los datos marinos representan una gran ventaja para obtener una adecuada 
cobertura espacial. Además, al contar con datos marinos de cruce (ver sección 3.1) hemos 
podido modelar la variación secular con más precisión. Con esa misma idea, los datos de 
observatorios nos proporcionaron medidas de alta calidad al disponer de series 
temporales largas en puntos concretos. Desafortunadamente, la cobertura espacial de los 
observatorios resulta ser pobre, con lo que hemos añadido datos de estaciones seculares, 
las cuales no cuentan con series temporales tan largas y con la misma cadencia, pero 
presentan una cobertura espacial más extensa. Finalmente, hemos incluido datos de 
satélites a nuestra selección de medidas, pues éstos proporcionan una excelente 
cobertura espacial, a pesar de que la cobertura temporal es pobre para las épocas en que 
se han generado los diferentes modelos. 
El área analizada se ubica en el Atlántico Norte, definida mediante un casquete de 
40° centrado en 30°N y 50°O (ver Figura 4.1). 
 
Figura 4.1: Área de estudio: casquete esférico de 40º centrado en 30ºN y 50ºO. Se muestra 
también la distribución espacial de los observatorios geomagnéticos empleados. 





4.1. Datos marinos de cruce 
Para corregir/comparar nuestros datos marinos de cruce hemos elegido el modelo 
CM4 ya que se trata de un modelo global cuyo período de validez coincide plenamente 
con nuestra ventana temporal de estudio y se trata además de un modelo que incluye 
todas las fuentes geomagnéticas, pudiendo generar datos sintéticos de campo interno y 
externo. La primera corrección de los datos marinos fue llevada a cabo por Quesnel et al. 
(2009) mediante un proceso de nivelación. A partir del valor de la anomalía magnética en 
un punto la compararon con las anomalías cercanas (de la misma traza) añadiendo un 
peso relativo dependiendo de la distancia a la anomalía considerada. La diferencia entre 
éstas se filtró, es decir, se le asignó otro peso dependiendo de la suma de los pesos que 
rodean el dato. De modo que esta corrección obtenida fue añadida al valor original de la 
anomalía. Este proceso se repitió varias veces hasta que el error cuadrático medio (RMS) 
entre iteraciones consecutivas era menor que un cierto valor asignado (0.2 nT). 
En nuestro modelo usamos una selección de la base de datos corregida por Quesnel 
et al. (2009), y la limitamos al periodo 1960-2000, pues antes y después de ese periodo la 
densidad de los datos marinos se reduce enormemente. Con el objeto de solamente tener 
en cuenta la contribución del campo magnético principal se atenuaron las contribuciones 
externas mediante datos sintetizados con el CM4, de forma similar a Quesnel et al. (2009), 
y se extrajo la aportación cortical proporcionada por éste. Es conveniente destacar que 
esta última contribución se corrigió tras el proceso de nivelación anteriormente explicado. 
Dos fuentes de error afectan todavía a la intensidad geomagnética obtenida, las 
contribuciones externas no canceladas completamente y errores de navegación, que 
como ya se ha comentado son difíciles de contabilizar.  
A continuación nos disponemos a detallar minuciosamente el proceso de selección 
al que se sometió al conjunto de datos marinos que se encuentran en nuestra zona de 
análisis. El primer paso ha sido obtener los datos marinos de cruce. Para ello, hemos 
asumido que un cruce marino se da en una localización fija (de latitud y longitud dada) y 
donde la medida de la intensidad se hace en dos tiempos, que denotamos como t1 y t2. 
De este modo el dato de cruce queda definido por la siguiente expresión: 
    2 1Marino Marino MarinodF F t F t   [4.1] 
En la Figura 4.2 (a) se representa el histograma con los datos marinos de cruce, 
observándose algunas diferencias muy elevadas con valores absolutos superiores a 14000 
nT. Es evidente que dichas diferencias deben ser consideradas como outliers (datos que 
se alejan de la tendencia o valores típicos), de modo que se eliminaron las medidas 
correspondientes a dichas diferencias obligando a no tener valores de cruce superiores a 
4500 nT en valor absoluto, que corresponde al valor máximo de diferencia de la intensidad 
dentro de la ventana temporal de 40 años en el área de estudio de acuerdo con el modelo 
CM4. Una vez eliminados los datos considerados como outliers, el nuevo histograma está 
representado en la Figura 4.2 (b). 
 





Figura 4.2: Diferencia entre datos marinos de cruce inicial (a) y una vez eliminadas las 
desviaciones (b). 
Seguidamente, a los datos anteriores se les extrajo la contribución del campo 
externo con la ayuda de los valores sintetizados por el modelo CM4 para las localidades y 
tiempos de los datos marinos. La Figura 4.3 (a) muestra el histograma de los datos 
marinos de cruce una vez corregidos por el campo externo (cuyos valores vienen 
representados en la Figura 4.3 (b)). Para mostrar al lector la mejora en la calidad de los 
datos alcanzada mediante el proceso de nivelación propuesto y llevado a cabo por 
Quesnel et al. (2009), representamos los datos antes de aplicarles dicha nivelación, Figura 








Figura 4.3: Diferencia entre datos marinos de cruce habiendo eliminado la contribución 
externa (a) y dicha contribución (b). Datos de cruce nivelados (c) juntamente con la 










 (a) (b) 
(c) (d) 




Finalmente comparamos los datos marinos de cruce con aquellos sintetizados con 
el modelo CM4, 
    4 4 2 4 1CM CM CMdF F t F t   [4.2] 
Estableciendo la comparación mediante la diferencia entre las ecuaciones [4.1] y [4.2]: 
 4Marino CMdF dF dF   [4.3] 
La comparación con los datos sintetizados por el modelo CM4 permite eliminar un 
nuevo conjunto de outliers. Todos los datos marinos de cruce cuyas diferencias con el 
CM4 son mayores de 3 veces la desviación estándar (123 nT) obtenida con [4.3] han sido 
eliminados, siendo un total de 1631 datos. 
Un último cálculo nos permitirá determinar la incertidumbre del dato marino de 
cruce, mediante el cálculo del error cuadrático medio (RMS) obtenido mediante las 
















  [4.4] 
El valor obtenido del RMS fue de 43.8 nT, estableciéndose dicho valor como la 
incertidumbre del dato marino de cruce. Probablemente este valor de incertidumbre sea 
elevado debido a los errores inherentes al propio modelo global, pero preferimos 
quedarnos con este escenario que quizás sea el más pesimista. 
En la Figura 4.4 se presenta la distribución final de los datos marinos de intensidad 
tanto en el espacio como en el tiempo, que fueron usados para el modelo. 
 
Figura 4.4: Distribución espacial y temporal de los datos marinos entre las épocas de 1960 
hasta 2000. La estrella indica el centro del casquete esférico elegido. 
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 Datos de F Error (nT) 
Marinos  80652 43.8 
4.2. Datos de observatorios y estaciones seculares 
Las observaciones que nos proporcionan los observatorios y estaciones seculares 
son de gran utilidad a la hora de acotar mejor el modelo en las áreas continentales, donde 
no se disponen de datos marinos.  
Los datos que presentamos a continuación son las medias anuales obtenidas del 
World Data Centre (WDC) for Geomagnetism de Edimburgo, (http://www.wdc.bgs.ac.uk). 
En el análisis se trata un observatorio como dos diferentes cuando éste ha variado su 
ubicación, contrariamente al procedimiento realizado para los datos vectoriales, como 
fue el caso de La Habana (HVN) y San Fernando (SFS), obteniendo así HVN y HVN2, SFS y 
SFS2. Los datos geomagnéticos de las estaciones seculares en el área de estudio se 
obtuvieron de la siguiente página web del servicio geológico británico (BGS): 
http://www.geomag.bgs.ac.uk/data_service/data/surveydata.html.  
 A continuación se presentará por separado el proceso de selección efectuado 
para la intensidad total del campo y para las componentes magnéticas, y primero para 
observatorios y a continuación para las estaciones seculares. Esta separación se debe a 
que se han realizado dos modelos geomagnéticos diferentes, uno solamente con la 
intensidad total del campo (Capítulo 5) y el otro modelando la totalidad del vector del 
campo geomagnético (Capítulo 6). 
4.2.1. Selección de la intensidad total de los datos de observatorio  
A pesar de la alta calidad de los datos de observatorio, en algunas ocasiones no 
están exentos de problemas instrumentales (a menudo originados por contaminaciones 
antropogénicas sobrevenidas, por ejemplo por la electrificación de una línea ferroviaria 
cercana), por lo que se les efectuó un proceso de selección. Puesto que el modelo debía 
basarse en datos de diferencias respecto a la media, esas diferencias en la intensidad total 
fueron comparadas con las correspondientes diferencias respecto la media, sintetizadas 
mediante el modelo CM4.  
En la Figura 4.5 hemos representado las medias anuales de todos los observatorios 
en función de la distribución temporal. En rojo se representan las medias anuales de la 
intensidad total que usamos en el primer modelo, mientras que en gris están esos datos 
descartados por no cumplir la selección previa. Dicha selección se basó en calcular el 
máximo valor entre la diferencia respecto la media del observatorio menos el respectivo 
valor del CM4 para cada observatorio. Seguidamente se calculó la desviación estándar de 
dichos valores máximos, para finalmente, descartar aquellos datos que difirieran más de 
tres veces la desviación estándar obtenida.  
Tabla 4.1: Número de datos de marinos de cruce después de la selección. 
 




Además de esta selección se buscaron los datos de observatorios disponibles en la 
base de datos de medias mensuales del Institut de Physique du Globe de Paris (IPGP) 
(http://obsmag.ipgp.fr/wmmE.html), haciendo uso de aquéllos con un mejor 
comportamiento respecto a los datos sintetizados.  Aunque más contaminadas por las 
variaciones estacionales de origen externo, las medias mensuales proporcionan una 
resolución temporal mejor para definir y estudiar la ocurrencia de jerks geomagnéticos 
(Chulliat y Telali, 2007). 
Para obtener una selección más completa de datos, comparamos las medias 
anuales determinadas a partir de las medias mensuales del IPGP con las medias anuales 
que disponemos, y con el CM4. Este análisis se realizó para los siguientes observatorios: 
BSL, FRD, GDH, GUI, GWC, HAD, KOU, MBO, NAQ, OTT, PBQ, STG, STJ, TEN y VAL (al no 
disponer del resto de datos en la base del IPGP). En la Figura 4.6 se presentan dos de esas 
gráficas. Los círculos rojos representan los datos del WDC, los de color azul son los datos 
sintetizados mediante el CM4, y los círculos negros son los valores de las medias 
mensuales. En general, las medias anuales obtenidas usando las medias mensuales no 
presentaron un mejor comportamiento que las medias anuales comparando ambos 
valores con los proporcionados por el CM4. Aunque hay dos casos, GUI y KOU, en que sí 
parecía haber una ligera mejora. Para estar seguros, calculamos las diferencias entre la 
media y los valores correspondientes del CM4 para obtener la desviación estándar de los 
datos del WDC y del IPGP. Encontramos valores ligeramente inferiores para esos dos 
observatorios en el caso de las medias mensuales, de modo que incorporamos las medias 
anuales así calculadas para GUI y KOU a nuestros datos de observatorio. 
 
Figura 4.5: Distribución temporal de los datos de los observatorios geomagnéticos 
empleados (rojo), y de los datos descartados (gris). 




Figura 4.6: Representación de la intensidad total (superior) y de la diferencia respecto a la 
media (inferior) para BSL y GUI (los puntos rojos corresponden a valores observados y los 
puntos azules a valores sintetizados por el modelo CM4). Se representan también las medias 
mensuales (círculos negros) de los valores observados. 
4.2.2. Selección de datos vectoriales de observatorio  
De forma similar, los datos vectoriales fueron analizados para su selección.  El valor 
del CM4 fue sintetizado como la suma del campo principal, la componente litosférica y el 
anomaly bias de ese observatorio (que da cuenta de la anomalía cortical local, no incluida 
en la componente litosférica, de carácter más regional/continental). Mediante un modelo 
previo realizado se vio que los datos proporcionados por el CM4 de la anomalía cortical 
distaban sustancialmente de los predichos por el modelo, de modo que se supuso que las 
diferencias entre los valores del campo entre las observaciones y el CM4 se debía a una 
mala aproximación de dicho valor (sobre todo para el observatorio SJG). Por tanto, no se 




descartaron datos. La diferencia más notoria en el tratamiento de los datos fue que se 
evitó partir las series cuando los observatorios presentaban un cambio de ubicación, en 
su lugar aplicamos la corrección proporcionada por el observatorio en cuestión, 
obteniendo así series temporales de datos más largas. Este cambio de criterio se ha 
realizado con la idea de disminuir el número de anomalías corticales de los observatorios 
a calcular (ver sección 6.3.2) y con la intención de estudiar la evolución de su variación 
secular con más amplitud, ya que así disponemos de series temporales más largas.  En la 
Figura 4.7 vemos la distribución temporal de las medias anuales de los diferentes 
observatorios. 
A pesar de que las medias anuales presentan un excelente comportamiento, se 
decidió añadir medias mensuales para proporcionar mayor resolución temporal, con la 
intención de definir con más precisión los jerks geomagnéticos. De modo que se usaron 
medias mensuales del IPGP, además de medias mensuales calculadas a partir de valores 
minuto del WDC. La distribución temporal de los datos mensuales de observatorios 
disponibles se representa en la Figura 4.8. Cada observatorio fue revisado 
individualmente para corregir cambios de ubicación y otros procesos que pudieran afectar 
a las medidas (como un cambio de magnetómetro); además los datos que presentaban 
un valor que no se ajustaba a la tendencia de las otras observaciones fueron eliminados.  
Se usaron las medias mensuales como base completando con medias anuales para 
épocas sin datos mensuales.  
 
Figura 4.7: Distribución temporal de los datos vectoriales anuales de los observatorios 
geomagnéticos. 






Figura 4.8: Distribución temporal de los datos vectoriales mensuales de los observatorios 
geomagnéticos disponibles. 
 
4.2.3. Selección de la intensidad total de los datos de estaciones 
seculares  
La base de datos de estaciones seculares ha sido revisada en detalle, pues mostraba 
muchas discrepancias. En concreto, se ha evidenciado la repetición de datos en ciertas 
latitudes, longitudes y tiempo (en unidades de año), pero con diferentes valores de campo 
magnético. Ello es mayoritariamente debido a que las estaciones seculares miden con 
horas de diferencia, y este hecho no se refleja en el tiempo debido a la precisión de esta 
variable. Aun así, hay algunos valores que distan más de mil nanoTeslas respecto a los 
años contiguos, lo cual indica que el dato no es fiable. Por tanto, para datos con el mismo 
valor temporal en una misma estación secular, pero con diferentes valores de intensidad, 
obtuvimos la media y asignamos el resultado al valor temporal correspondiente. 
 La siguiente actuación fue calcular la media para cada estación y comparar los 
datos menos su valor medio con los respectivos valores del CM4, donde no se esperaba 
una diferencia excesiva entre ellos. Además, es de suponer que la diferencia entre la 
variable estudiada y el correspondiente valor del CM4 para una determinada época sea 
aproximadamente constante. Se seleccionaron de forma equivalente que en el caso de 




los observatorios, analizando los valores máximos entre las diferencias respecto la media 
de los datos reales menos los sintetizados mediante el CM4. Se obtuvo la desviación 
estándar entre estos valores máximos, y se seleccionaron aquellos valores que no distaran 
más de dos veces la desviación estándar calculada. Este cambio de criterio respecto a los 
datos de observatorio se debe a que los datos de estaciones seculares presentan errores 
(en correcciones por campos externos y de ubicación) asociados mayores. En total se 
eliminaron 29 datos; además se eliminaron aquellas estaciones seculares con un solo 
dato, siendo éstos un total de 456, véase la Figura 4.9. 
 
Figura 4.9: Distribución temporal de los datos de intensidad total de las estaciones seculares 
(azul claro), y de los datos descartados (gris). 
 
4.2.4. Selección de los datos vectoriales de estaciones seculares 
De forma similar al proceso de selección para la intensidad total, procedimos a 
seleccionar los datos vectoriales del campo geomagnético medidos en las estaciones 
seculares. Como en el caso anterior, se seleccionaron los datos según las diferencias 
respecto la media, y sus correspondientes diferencias con los datos sintetizados mediante 
el CM4. Esta vez se calcularon los valores máximos de cada estación secular para todas las 
componentes (X, Y y Z). Calculando las desviaciones estándar para cada componente, se 
eligió como valor límite el doble del mínimo de la desviación estándar de las 
componentes; además, se descartaron aquellas estaciones seculares que solo disponían 
de un solo dato (831 datos) Figura 4.10. 




Figura 4.10: Distribución temporal de los datos de las componentes del campo magnético de 
las estaciones seculares (azul claro) y de los datos descartados (gris). 
 
En la Figura 4.11 se dibuja la distribución total de los datos de tierra (observatorios 
y estaciones seculares), donde los datos de intensidad total, en la representación 
temporal, vienen dados por una línea discontinua y las componentes magnéticas con la 
línea continua, mientras que en la representación espacial, los cuadrados representan a 
los datos vectoriales y los círculos sólidos simbolizan los datos de intensidad. Se ha usado 
escala logarítmica debido a que los datos mensuales usados superan en gran número a 
las medias anuales empleadas para el modelo inicial. En la Tabla 4.2 podemos ver el 
número de datos obtenidos mediante las selecciones y sus respectivos errores de medida, 
que han sido asignados según la precisión esperada para cada tipo de datos, según el 
criterio de Haines y Newit (1997), donde F representa la intensidad total y B el vector del 
campo geomagnético. 
 Datos de F Datos de B Errores (nT) 
Observatorios 752 19569 10 




Tabla 4.2: Datos de observatorios y estaciones seculares después de la selección. 






Figura 4.11: Distribución espacial y temporal de los datos de observatorio (rojo) y de los de 
estaciones seculares (turquesa). 
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4.3. Datos de satélite 
Los satélites que han proporcionado datos magnéticos durante el período de 
estudio que hemos utilizado fueron la serie POGO, el Magsat y el Ørsted.  
Los criterios que se han seguido a la hora de seleccionar nuestros datos son los siguientes: 
 Para |𝐷𝑠𝑡| ≤ 10 𝑛𝑇 y |𝑑𝐷𝑠𝑡
𝑑𝑡
| ≤ 3 𝑛𝑇ℎ−1. 
 Para el tiempo de observación 𝐾𝑝 ≤ 1+ y para las tres horas previas 𝐾𝑝 <
20. 
 El vector solo ha sido usado para latitudes geomagnéticas menores de 55°. 
 Datos de regiones oscuras, lo que corresponde a hora local entre 22:00 y 
06:00. 
 Altura limitada a 900 km. 
Los criterios han sido elegidos con la finalidad de obtener aquellos datos menos 
perturbados por campo externos y corrientes inducidas (Capítulo 2). Criterios similares 
han sido empleados para la elaboración de modelos globales conocidos como la serie 
CHAOS o los Comprehensive Models. El límite en la altura se usa solo para los satélites 
POGO debido que para alturas superiores mediríamos corrientes externas no deseadas 
como las corrientes de acoplamiento (Qamili, 2011). 
Aún después de seleccionar los datos de acuerdo con los puntos anteriores, vimos 
que éstos seguían contaminados debido a una pequeña contribución externa, como viene 
reflejado en los histogramas con la diferencia entre datos satelitales y campo principal 
sintetizado por el CM4. Para resolver dicho problema, se usaron de nuevo las predicciones 
del CM4 (en este caso de campo externo) para eliminar en buena medida toda 
contribución externa de nuestros datos, centrando así los histogramas de residuos en cero 
nT (véase Figura 4.12 y Figura 4.13). 
 
Figura 4.12: Valores de intensidad total proporcionados por los satélites POGO a los que se 
les ha extraído el valor del campo principal (izquierda) y la componente externa (derecha) 
sintetizada por el CM4. 
 




Durante el desarrollo del modelo geomagnético para el que se emplearon los datos 
de satélite se evidenció ciertas inconsistencias en latitudes altas. Ello condujo a la 
conclusión que para esas latitudes, la selección realizada para los valores de intensidad 
total no era suficientemente buena para los satélites POGO y Ørsted. Este hecho no afecta 
al satélite Magsat debido al formato de órbita del satélite, que en horas locales diurnas 
estaba en el hemisferio Norte, mientras que en horas locales nocturnas se encontraba en 
el hemisferio Sur, lo que conlleva que al aplicar la selección de horas locales nocturnas se 
eliminan los datos de latitudes altas. De modo que para evitar dichas contribuciones, los 
datos que se desviaban más de 20 nT en valor absoluto de los datos sintetizados mediante 
el CM4 fueron eliminados (Figura 4.14, puntos en gris). 
 
Figura 4.13: Valores de campo e intensidad total proporcionados por los satélites Ørsted (a) 
y Magsat (b) a los que se les ha extraído el valor del campo principal (izquierda) y la 
componente externa (derecha) sintetizada por el CM4. 




Figura 4.14: Valores de la intensidad total proporcionados por los satélites POGO y Oersted a 
los que se les ha substraído los datos sintetizados mediante el CM4, respecto la latitud. Los 
valores en gris han sido eliminados. 
Después de aplicar los diferentes criterios de selección, los números finales de 
datos vienen dados en la Tabla 4.3, así como su distribución espacial y temporal en la 
Figura 4.15, donde F representa la intensidad total y B el vector del campo geomagnético 
(cada valor de cada componente ha sido contabilizado como un dato). 
Satélite Duración Datos de F Datos de B Errores (nT) 
POGO oct. 1965- jun. 1971 25059 - 20 
Magsat nov. 1979-may. 1980 600 7350 10 
Ørsted feb. 1999-dic.1999 522 5223 10 
Tabla 4.3: Datos de los satélites para la época del análisis después de la selección. 






Figura 4.15: Distribución espacial y temporal de los datos de intensidad (verde) y de las 
componentes magnéticas (verde claro, contabilizando un valor por ubicación y tiempo) de 





























Modelo regional NAGSVM-F: 
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En este capítulo se presenta el primer modelo geomagnético regional que, en 
colaboración con mis directores de tesis y otros dos co-autores, abordé con el propósito 
de avanzar hacia la consecución de los objetivos propuestos, yendo de menor a mayor 
grado de complejidad. En este primer modelo se analizó la variación secular de la 
intensidad total. Fue obtenido a partir de datos marinos y de observatorios 
geomagnéticos mediante la técnica del análisis armónico en un casquete esférico. La 
finalidad de este modelo residía en mostrar la mejora que los datos marinos pueden 
aportar, en épocas donde los datos de satélite escasean, obteniendo así un mejor 
conocimiento del campo geomagnético en zonas oceánicas. El modelo regional obtenido 
se ha llamado NAGSVM-F, de sus siglas en inglés North Atlantic Geomagnetic Secular 
Variation Model for the Intensity (F). 
Posteriormente se le añadieron al modelo medidas de estaciones seculares con la 
intención de mejorar la cobertura espacial en las zonas continentales. Los resultados 
obtenidos en ese aspecto se muestran en un segundo apartado de este capítulo. 
5.1. Modelización de la variación secular de la intensidad total del 
campo geomagnético a partir de un nuevo conjunto de datos marinos 





A partir de la selección de datos marinos de cruce y de medias anuales de 
observatorios que se ha detallado en el capítulo previo (Capítulo 4), se generó un modelo 
regional para la intensidad geomagnética válido entre 1960 y 2000.  El número de datos 
usados en la generación del modelo ha sido de 40326 para el caso de los datos marinos 
de cruce y de 752 datos de intensidad media anual procedente de la red de observatorios; 
para más detalles véase el artículo adjunto en el Anexo 3.   
El modelo ha sido obtenido mediante la aplicación del método de las diferencias 
respecto la media (main field differences, en inglés, Haines, 1993). En el proceso de 
inversión se usó el análisis armónico en un casquete esférico para la parte espacial y 
splines cúbicos penalizados en su segunda derivada para la parte temporal (véase Capítulo 
3). Para que la inversión nos proporcione el modelo de intensidad con más significado 
físico, se han usado dos matrices de regularización relacionadas con la norma espacial y 
temporal del campo (ver Anexo 1 para un completo desarrollo matemático de éstas), 
juntamente con una matriz de pesos inversamente proporcional al cuadrado de la 
desviación estándar de los datos (matriz de varianzas, ver Capítulo 4, Tabla 4.1, 4.2 y 4.3). 
Recordemos que en el Capítulo 4 se estableció una incertidumbre de 43.8 nT y 10.0 nT 
para los datos marinos de cruce y de observatorio, respectivamente. 
Parte de los resultados de esta sección ha sido publicada en Pavón-Carrasco, F.J., J.M. 
Torta, M. Catalán, À. Talarn, T. Ishihara, Improving total field geomagnetic secular 
variation modeling from a new set of cross-over marine data, 2013, Phys. Earth Planet. 
Inter., 216, 21 – 31, donde la doctoranda ha participado en todo el proceso de 
generación del modelo propuesto, adquiriendo los conocimientos necesarios para 
abordar de forma independiente los siguientes apartados de la presente tesis 
doctoral. 




Para determinar los parámetros óptimos de regularización tanto temporal como 
espacial se ha seguido el método descrito en Korte y Holme (2003), analizando las curvas 
de ambas normas espacial y temporal (llamadas curvas trade-off en inglés) en función del 
error cuadrático medio (ver Figura 5.1) para diferentes pares de los parámetros de 
suavizado. En ambos casos, espacial y temporal, los parámetros de regularización fueron 
elegidos en la zona de inflexión de las curvas indicadas por los puntos rojos. 
 
Figura 5.1: Curvas trade-off de la norma espacial (a) y temporal (b) usando diferentes valores 
de parámetros α y τ. Figura modificada de Pavón-Carrasco et al. (2013). 
La inversión de los datos de intensidad mediante el procedimiento descrito con 
anterioridad proporciona información de los valores más probables del set de coeficientes 
del modelo. Además del valor de los coeficientes, nuestro objetivo fue aportar su intervalo 
de confianza. Para ello, se empleó la técnica de bootstrap (Korte y Constable, 2008) 
generando un total de 6000 modelos distintos. Para cada modelo se aplicó al dato de 
entrada (intensidad) un ruido aleatorio gaussiano definido a través de su error 
característico.  Con esta técnica pudimos obtener el valor medio y la desviación estándar 
para los 49 coeficientes del modelo regional NAGSVM-F, representados en la Figura 5.2. 
El modelo obtenido proporciona un ajuste RMS para los datos marinos de cruce de 
19.6 nT, mientras que para los observatorios es de 6.4 nT, lo que hace un ajuste RMS 
conjunto de 19.4 nT. Para analizar si nuestro modelo regional implica una mejora en 
relación a los modelos globales disponibles para la misma ventana temporal (1960 – 
2000), lo comparamos con los modelos globales CM4 e IGRF-11 mediante el cálculo del 
error cuadrático medio para dichos modelos. Para el IGRF-11/CM4 los ajustes RMS 
obtenidos fueron de 23.6/20.0 nT para los datos marinos de cruce y de 20.0/11.0 nT para 
los observatorios, lo que hace un RMS conjunto de 23.4/19.8 nT. Con estos valores queda 
en evidencia que el modelo regional NAGSVM-F representa un mejor ajuste sobre los 
datos usados, sobre todo para los observatorios, como queda demostrado con los valores 
individuales de RMS de cada observatorio de la Tabla 5.1.  
De todos los observatorios usados, la Figura 5.3 muestra los resultados del modelo 
NAGSVM-F para alguno de ellos. Para ello, se representa en azul los valores sintetizados 
por el modelo CM4, en círculos negros los datos reales y en rojo los sintetizados por el 
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modelo NAGSVM-F. Además se ha añadido mediante las líneas rojas delgadas la 
incertidumbre del modelo obtenida mediante el método bootstrap (éstas no se aprecian 
en la parte (a) de la figura pues la incertidumbre es muy baja en comparación con el valor 
representado).  Y en la parte de la figura correspondiente a la VS se dibuja, mediante una 
línea negra, la propagación de errores de los coeficientes armónicos esféricos obtenidos 
al emplear la técnica bootstrap.  
 
Figura 5.2: Representación de los 49 coeficientes, y su desviación estándar, del modelo 
regional proporcionados por el método bootstrap. Figura modificada de Pavón-Carrasco et 
al. (2013). 





Figura 5.3: Valores para las diferencias respecto la media (a) y la variación secular (b) para la 
intensidad total en seis observatorios. La línea roja gruesa representa el modelo, con las 
líneas de desviación estándar proporcionadas por el método bootstrap en líneas finas; en 
azul se representa el modelo CM4, mientras que los círculos negros son los valores 
observados en los observatorios. Las líneas negras en (b) muestran el error de la VS obtenida 
a partir de la propagación del error de los coeficientes armónicos del casquete esférico 
obtenido mediante el bootstrap. Figura modificada de Pavón-Carrasco et al. (2013). 
 
Los observatorios representados en la Figura 5.3 son (1) FRD - Fredericksburg, 
situado en la costa Oeste de América del Norte; (2) FUQ - Fuquene, en Colombia; (3) TTB 
- Tatuoca, en la costa Norte de Brasil; (4) COI - Coímbra, en la costa Oste de la península 
Ibérica; (5) LRV - Leivogur, en Islandia; (6) MBO - MBour, en el Senegal. Los observatorios 
situados en el Este del Atlántico Norte (4, 5 y 6) muestran claras diferencias en el 
comportamiento de la intensidad, respecto a la media, con respecto a la de aquellos 
situados en el Oeste (1, 2 y 3). Nuestro modelo regional es capaz de proporcionar 
resultados más suaves para la variación secular, incluso más que el CM4, para aquéllos 
observatorios que presentan una dispersión considerable (2, 3 y 6).  
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Para dar una visión más completa del modelo obtenido, en la Figura 5.4 (a) se ha 
representado los mapas de evolución temporal de la VS de la intensidad predicha por el 
modelo cada 5 años desde 1965 hasta 1995. En el primero de estos mapas, se observa 
una clara componente dipolar, donde el lóbulo de valor negativo va creciendo a medida 
que el tiempo avanza, cubriendo la zona central y el Oeste del océano Atlántico Norte y 
el continente Americano. Al mismo tiempo, el lóbulo de valores positivos se desplaza 
hacia el Nordeste hasta desaparecer del área de estudio. En la Figura 5.4 (b) se 
representan los mapas con las diferencias de nuestro modelo respecto al CM4, donde los 
residuos mayores se encuentran en las zonas donde o bien nuestro modelo se ajusta 
mejor a los datos que el modelo CM4 o bien son zonas no cubiertas por datos (zona 
Sudeste).  Mientras que en la Figura 5.4 (c) hemos representado los mapas de 
incertidumbre de la variación secular de la intensidad proporcionados por el método 
bootstrap. En este caso se observa una clara correlación de la incertidumbre y la 
distribución espacio-temporal de los datos marinos de cruce (Figura 5.4 (d)). 
En resumen, el modelo regional presentado (ver Anexo 3 para más detalles) 
proporciona una mejora del conocimiento de la variación secular de la intensidad 
geomagnética en la cuenca Norte del Océano Atlántico,  caracterizada por escasos datos 
de observatorios y en un período temporal poco cubierto por datos de satélite (entre 1960 
y 2000). Además hemos sido capaces de proporcionar valores de incertidumbre a 
nuestros resultados, mostrando mayor robustez en el modelo obtenido, siendo además 
más preciso que el IGRF-11. Y además, resulta ser igual de preciso que el modelo global 
CM4 que en su construcción hace uso de datos de satélite pero no de datos marinos. 
Como se ha indicado anteriormente, la carencia de datos marinos de cruce en el 
Sur-Sudeste de la zona estudiada nos proporciona un modelo regional poco definido en 
dicha área, frente a otros modelos globales con mejor cobertura debido al uso de los datos 
de satélite. Por tanto, una solución a dicha problemática la podemos encontrar con el uso 
de nuevos datos geomagnéticos: datos de estaciones seculares y satélites. Ello permitirá, 
además, representar no solamente la intensidad del campo geomagnético, sino también 
analizar los elementos vectoriales.   
  





Figura 5.4: Mapas entre 1965 y 1995 de (a)  la variación secular de la intensidad del modelo 
regional, (b) diferencias con el modelo CM4, (c) incertidumbre de la variación secular 
obtenida mediante bootstrap y (d) ubicación de los datos marinos de cruce para t ± 2.5 años, 
siendo t el año indicado en cada mapa. Figura modificada de Pavón-Carrasco et al. (2013). 
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5.2. Modelo regional de intensidad total añadiendo datos de 
estaciones seculares.  
Como paso sucesivo en nuestra mejora del modelo anterior, en esta sección 
presentamos los resultados obtenidos al añadir los datos de intensidad de estaciones 
seculares (para más información sobre la selección de estos datos véase el Capítulo 4). La 
parametrización y procedimiento empleado para la obtención del modelo son idénticos a 
los empleados en el apartado anterior, aquí solo pretendemos añadir una mejor 
cobertura espacial y temporal de datos para el modelo en las zonas continentales 
mediante el uso de estaciones seculares. 
El modelo obtenido, al que llamamos NAGSVM-F_v2, se ha comparado en algunas 
localidades de observatorios, en similitud a la anterior Figura 5.3. Dicha comparación se 
muestra en la Figura 5.5 donde se representa la intensidad total menos su media y su 
variación para seis observatorios geomagnéticos: COI, FRD, FUQ, LRV, MBO y TTB (ver 








Figura 5.5: (a) Diferencia entre la intensidad y su media y (b) su variación secular para 
algunos observatorios. La línea discontinua azul representa el CM4, la línea roja corresponde al 
NAGSVM-F, la línea negra representa el NAGSVM-F_v2 y los círculos negros corresponden a los 
datos reales de los observatorios. 
En la Figura 5.5 (a), no se observa diferencia alguna entre el modelo inicial 
(NAGSVM-F, línea roja) y el nuevo modelo (NAGSVM-F_v2, línea negra) después de añadir 
las estaciones seculares. En cambio, sí se observan pequeñas diferencias para la variación 
secular en algunos observatorios. Sea como fuere los modelos presentados hasta el 
momento ajustan mejor los datos de intensidad total de observatorios que el modelo 
global CM4, como se puede observar en la Tabla 5.1, constituida por los valores de los 
RMS para los observatorios del nuevo modelo, comparándolos con los del modelo 
anterior, y los valores correspondientes a los modelos globales del CM4 y el IGRF-11. 
Para el modelo regional generado con la adición de estaciones seculares, el RMS 
para los datos de observatorios es de 6.7 nT, frente al valor de 11.0 nT del CM4 y 20.0 nT 
para el IGRF-11. No solamente estos valores son mejores, el RMS correspondiente a los 
datos marinos es de 19.5 nT, mientras que los valores para el CM4 y el IGRF-11 son 19.9 
nT y 23.6 nT respectivamente. Finalmente, para las observaciones de estaciones seculares 
obtenemos un RMS de 19.0 nT, frente a 28.6 nT del CM4 y 31.8 nT para el IGRF-11. De 
modo que el RMS total de nuestro modelo es de 19.8 nT, el correspondiente al CM4 es de 
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20.3 nT y el del IGRF-11 es de 24.0 nT. A modo de resumen se han puesto los valores del 
ajuste RMS en la Tabla 5.2. 
 RMS (nT) NAGSVM-
F/NAGSVM-F_v2 
RMS (nT) CM4 RMS (nT) IGRF-11 
AVE 6.4/5.1 7.9 11.8 
BSL 3.7/4.3 5.6 9.3 
CRP 11.7/13.0 24.6 39.0 
DAL 8.9/8.6 10.1 10.0 
FRD 1.4/3.0 5.7 12.5 
FUQ 3.5/4.0 5.0 15.0 
GDH 9.9/11.1 19.7 16.4 
GUI 5.6/5.4 8.5 4.2 
GWC 5.6/3.4 6.2 19.4 
HAD 2.6/7.2 2.7 9.3 
HVN1 8.0/2.0 5.5 35.2 
HVN2 7.5/8.1 9.3 13.4 
HVN3 14.8/6.9 15.7 23.1 
JUL 19.8/13.55 24.9 24.2 
KOU 3.9/17.5 4.5 7.1 
LGR 2.9/2.7 7.1 15.0 
LRV 4.2/2.7 6.2 29.8 
MBO 4.5/4.1 7.9 15.9 
NAQ 4.0/4.8 6.4 16.5 
OTT 3.8/5.1 7.8 23.5 
PAB 8.6/3.7 21.1 21.1 
PBQ 3.5/10.2 5.9 4.5 
SFS1 4.2/3.7 4.1 8.7 
SFS2 10.0/3.4 9.7 5.3 
SJG 9.8/9.1 11.7 26.7 
SMG 3.7/9.4 2.4 9.1 
STJ 5.0/3.5 6.7 15.5 
TEN 5.9/5.2 8.5 9.4 
TOL 4.3/5.5 9.2 18.6 
TTB 6.0/4.4 13.7 28.4 
TUL 3.6/6.7 3.1 3.5 
VAL 3.1/3.8 3.1 12.0 




Tabla 5.1: RMS para los observatorios geomagnéticos proporcionados por ambos modelos 
NAGSVM-F y NAGSVM-F_v2 y los modelos globales CM4 e IGRF-11. 




 RMS (nT) NAGSVM-F_v2 RMS (nT) CM4 RMS (nT) IGRF-11 
Observatorios 6.7 11.0 20.0 
Estaciones 
seculares 
19.0 28.6 31.8 
Marinos 19.5 19.9 23.6 
Global 19.8 20.3 24.0 
 
 
Del mismo modo que en el apartado anterior, hemos representado mapas de 
variación secular de la intensidad en la Figura 5.6. En la columna (a) se muestran los 
mapas de la variación secular para 1965, 1975, 1985 y 1995, los cuales son 
completamente comparables a los obtenidos en el modelo anterior.  Con la finalidad de 
observar las principales diferencias entre los dos modelos realizados, hemos dibujado las 
respectivas diferencias en la columna (c). En estas gráficas se observa que las diferencias 
más notorias se encuentran en las zonas continentales, sobre todo en América del Norte 
y América del Sur. Este hecho es debido a la mejora en la cobertura espacial de dichas 
regiones, además de una mejora temporal sobre todo para las épocas iniciales del 
modelo.  Fijándonos en la columna (b) y comparándola con la correspondiente de la Figura 
5.4, vemos que las diferencias respecto al CM4 se reducen al añadir los valores de 
estaciones seculares en zonas continentales, excepto para 1965, donde en latitudes altas 
de Norteamérica las diferencias se hacen mayores. Este hecho puede ser debido a la 
dificultad de modelar en zonas de elevada latitud para esos períodos de tiempo, ya que 
el CM4 solamente usa datos de observatorios, siendo más pobre la cobertura espacial del 
modelo global respecto al regional presentado aquí.  
De acuerdo con los resultados obtenidos, podemos constatar una mejora en el 
modelo regional debido al uso de los datos de estaciones seculares que proporcionan una 
mejor representación de la variación secular de la intensidad gracias a una mejor 
cobertura espacial en el área de interés.  
  
Tabla 5.2: Ajuste RMS para los diferentes sets de datos geomagnéticos para el modelo 
NAGSVM-F_v2 y para los modelos globales CM4 e IGRF-11. 




 (a) VS NAGSVM-F_v2 (nT/año)  (b) NAGSVM-F_v2–CM4 (nT/año)  (c) NAGSVM-F_v2–NAGSVM-F (nT/año) 
 
Figura 5.6: Mapas de (a) la variación secular de la intensidad mediante el NAGSVM-F_v2, (b) 
diferencias entre las predicciones del NAGSVM-F_v2 y del CM4 en esas mismas épocas, y (c) 




























































Modelo regional NAGRM: 
Campo Principal y variación secular del vector e 
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En el presente capítulo se expondrán los pasos realizados para la obtención de un 
nuevo modelo regional del campo geomagnético. Las diferencias con el modelo 
propuesto en el capítulo anterior (el modelo NAGSVM-F) radican en los siguientes puntos: 
 Adición de datos vectoriales. En el nuevo modelo se analiza conjuntamente la 
intensidad con el resto de las componentes geomagnéticas Norte (X), Este (Y) y Vertical 
(Z). 
 Datos a diferentes alturas. Se modela tanto datos en tierra como datos de 
satélite. Esto implicará la implementación de la técnica R-SCHA (véase el Capítulo 3) 
juntamente con el desarrollo matemático de la norma del campo geomagnético específica 
para esta técnica (ver Anexo 2). 
 Modelo de campo principal y variación secular. Al método de las diferencias 
respecto a la media (MFD) usado en el modelo NAGSVM-F, que proporcionó la variación 
secular de la intensidad, se le suma la técnica que permite modelar el campo principal 
(que también llamaremos como campo total o MF, del inglés Main Field). 
 Continuidad temporal con los modelos globales recientes. Para que el modelo 
propuesto aquí tenga continuidad más allá del año 2000 ha sido constreñido en los 
últimos dos años (1999 – 2000) mediante el modelo global CHAOS-6 (Finlay et al., 2016), 
que describe el comportamiento del campo geomagnético desde 1999 hasta la actualidad 
(Agosto 2016). 
 En el proceso de generación del mismo se evidenciarán limitaciones en 
determinadas series de datos. En concordancia con la nomenclatura del modelo del 
capítulo anterior, a éste se le llamará NAGRM (del inglés North Atlantic Geomagnetic 
Reference Model). 





Para desarrollar el nuevo modelo regional hemos ampliado y modificado la base de 
datos empleada en el modelo anterior NAGSVM-F (Capítulo 5). La base de datos de 
intensidad proporcionada por los datos marinos de cruce permanece sin modificaciones. 
Sin embargo los datos de intensidad de observatorios y estaciones seculares han sido 
sustituidos por sus equivalentes series de las componentes geomagnéticas Norte (X), Este 
(Y) y Vertical (Z). Además usamos todos los datos de satélites disponibles para el período 
de tiempo considerado, entre 1960 y 2000, que estén dentro del área de estudio (ver 
Capítulo 4 para más detalles).  El hecho de usar conjuntamente datos en tierra y a 
diferentes alturas satelitales nos obliga a cambiar la técnica de modelización que ya 
habíamos empleado en la generación del modelo regional NAGSVM-F (la técnica clásica 
SCHA) y pasar a usar su revisión: R-SCHA (véase Capítulo 3).  Su uso mejora 
substancialmente la descripción de la componente radial en función de la altura evitando 
los efectos que  esos datos en altura generan en la técnica clásica SCHA, además de poder 
Parte de los resultados de esta sección ha sido publicada en Talarn, À., F.J. Pavón-
Carrasco, J.M. Torta, M. Catalán, Evaluation of using R-SCHA to simultaneously model 
main field and secular variation multilevel geomagnetic data for the North Atlantic, 
2016, Phys. Earth Planet. Inter., in press (29 Nov. 2016), doi. 
10.1016/j.pepi.2016.11.008 (ver Anexo 5) 




usar un tamaño de casquete esférico acorde a la distribución de datos (ambos efectos 
están detallados en Thébault y Gaya-Piqué, 2008). 
El modelado conjunto del campo principal y su variación secular se ha llevado a 
cabo siguiendo el procedimiento descrito en el Capítulo 3. El campo fijo vendrá 
determinado en tierra por los valores medios de las series temporales de cada 
observatorio geomagnético, mientras que en altura vendrá constreñido por los datos de 
satélite. Por otro lado, la VS viene determinada por el método de las MFD, que será 
aplicada a los diferentes sets de datos en tierra (los datos de satélite no permiten el uso 
de este método). El área analizada y los datos empleados se describen en el Capítulo 4. 
Aunque la semi-abertura del cono que contiene los datos se eligió de 40, para efectuar 
la inversión se aumentó este valor en 2 para evitar posibles efectos de frontera, es decir, 
42°. Los grados máximos empleados en el desarrollo de las series de funciones son los 
siguientes: Kint = 6, Kext = 5, Pmax = 3 y Mmax = 4. Teniendo en cuenta las alturas máximas y 
mínimas de los datos empleados, hemos usado un radio inferior a = 6365 km y superior b 
= 7275 km. Todo ello implica que estamos modelando longitudes de onda horizontales 
mínimas de aproximadamente 2978 km (viene determinado por el grado máximo de la 
expansión de las funciones asociadas de Legendre, ver ecuación [3.50]) y longitudes de 
onda verticales mínimas de aproximadamente 4546 km (queda determinado por el grado 
máximo de la expansión de las funciones de Mehler, véase ecuación [3.74]). 
Al igual que para el modelo NAGSVM-F, la dependencia temporal del nuevo modelo 
está basada en una base de splines cúbicos, aunque esta vez con knot cada año, y el 
proceso de inversión se ha regularizado con las dos matrices de la norma espacial y 
temporal del campo geomagnético dentro del cono esférico. Los elementos de dichas 
matrices cambian al pasar de SCHA a R-SCHA, por lo que se desarrolló matemáticamente 
las nuevas normas asociadas al R-SCHA (ver Anexo 2). De igual modo que en el modelo 
anterior, se empleó una matriz de pesos cuyos valores son inversamente proporcionales 
a la varianza de los datos geomagnéticos (Capítulo 4, Tablas 4.1, 4.2 y 4.3). Los parámetros 
de suavizado relacionados con las matrices de regularización fueron elegidos siguiendo el 
mismo procedimiento que en el capítulo anterior. En la Figura 6.1 se muestran las curvas 
de variación de las normas espacial (a) y temporal (b) para diferentes pares del parámetro 
espacial (α) y temporal (). En rojo se indican los parámetros empleados en el modelo 
NAGRM que corresponden a α = 100 nT-2 y  = 30000 nT-2año4, donde se alcanza el mejor 
compromiso entre ajuste del dato y bondad del modelo. 
En las próximas secciones se detallan y cuantifican los resultados del modelo 
NAGRM para cada set de datos usados: estaciones seculares, observatorios, datos 
marinos y de satélite. 
 
 




6.2. Datos de estaciones seculares  
Al igual que en el capítulo anterior, los datos de estaciones seculares fueron 
empleados para obtener información de la variación secular mediante el método de las 
diferencias respecto la media (Capítulo 3). En este caso, al modelar conjuntamente el 
campo principal y su variación secular, los datos de estaciones seculares también 
proporcionan información del campo principal aunque no con la precisión de los datos de 
observatorios debido a diferentes factores. Uno de ellos es el alto ruido que puede 
contener el dato debido a los campos externos no eliminados perfectamente, y también 
a la precariedad con la que se obtienen las medidas en estaciones seculares en 
comparación con las efectuadas en un observatorio geomagnético. Debido a estos efectos 
se ha decidido no usar los datos de estaciones seculares para determinar el campo 
principal, pero si se usarán para constreñir la variación secular. Para cuantificar y estudiar 
en detalle el efecto que el uso de esta base de datos introduce en el proceso de 




Figura 6.1: Representación de la norma espacial (a) y temporal (b) frente a la desviación 
cuadrática media (RMS) del ajuste. Los puntos rojos corresponden a aquellos valores de las 
normas para los que se seleccionaron los valores de los parámetros de suavizado α y τ, 
respectivamente. Figura modificada de Talarn et al. (2016). 





Figura 6.2: Representación del número de estaciones seculares en función del número de 
observaciones de las mismas. 
Como resultado hemos obtenido que cuando se usan los datos procedentes de 
estaciones seculares, el modelo obtenido presenta un error cuadrático medio (RMS) de 
20.1 nT, mayor que cuando esta base de datos no es considerada (RMS = 17.6 nT) 
sugiriendo así que dichos datos proporcionan un mayor error en el ajuste de los 
elementos geomagnéticos. Al revisar este resultado en detalle se observó que aquellas 
estaciones que tenían un número de datos inferior a 3 observaciones (que 
desafortunadamente corresponde a su gran mayoría, como viene reflejado en el 
histograma de la Figura 6.2) presentaban una mayor desviación con el modelo. De modo 
que se eliminó aquellas estaciones seculares con menos de 3 observaciones, obteniendo 
ahora un ajuste RMS de 17.9 nT, mucho más cercano al obtenido cuando estos datos no 
son usados. 
Para ilustrar los dos modelos obtenidos con o sin estaciones seculares hemos 
representado, en la Figura 6.3, la variación secular de los elementos magnéticos en dos 
localidades dentro del casquete esférico (cuadrado y triángulo de la Figura 6.4). El modelo 
que usa datos de estaciones seculares (con 3 o más observaciones por serie temporal) 
corresponde a las curvas verdes y el modelo sin datos de estaciones seculares a las curvas 
azules. Los resultados indican que la VS proporcionada por las curvas verdes y azules no 
dista mucho entre sí, proporcionando ambos modelos una VS prácticamente idéntica. 
Para intentar discernir un poco más entre las diferencias entre ambos modelos, se 
calculó la media cuadrática de la diferencia de la VS entre el modelo 1 (azul, sin estaciones 
seculares) y el modelo 2 (verde, con estaciones seculares) respecto a la del CM4 para toda 
la ventana temporal. En la Figura 6.4 se representan los mapas con dichos valores medios, 
donde el cuadrado blanco representa el punto en el Sudoeste (5°N, -60°E) y el triángulo 
representa el punto en el este (35.5°N, -20°E). Las diferencias entre los dos sets de mapas 
son despreciables, siendo los elementos X y F los que presentan mayor discrepancia. 
 




Figura 6.3: Comparación entre la VS del modelo usando estaciones seculares (verde), sin 
ellas (azul) para un punto en el Este (columna izquierda) y otro en el Oeste (columna 
derecha) del casquete.   
 
Figura 6.4: Mapas de los valores medios en el intervalo 1960-2000 de las diferencias entre la 
VS de las componentes magnéticas según modelos usando estaciones seculares (modelo 2) y 
sin ellas (modelo 1), con respecto a las proporcionadas por el CM4, donde el cuadrado blanco 
corresponde a un punto situado en 5°N, -60°E, mientras que el triángulo corresponde a un 
punto situado en 35.5°N, -20°E.   




A la vista de los resultados podemos concluir que ambos modelos son 
estadísticamente indistinguibles. Sin embargo, teniendo en cuenta que las estaciones 
seculares proporcionan una clara mejora de la distribución espacial y temporal de los 
datos en zonas continentales, hemos decidido considerar este tipo de datos en el modelo 
NAGRM, pero, como se ha indicado anteriormente, con estaciones de un número igual o 
mayor a 3 observaciones. 
Para este conjunto de datos que nos proporciona solo información de la variación 
secular (método MFD), el ajuste RMS del NAGRM es de 19.9 nT frente a 20.7 y 22.9 nT 
para el CM4 y el IGRF-12, respectivamente, Tabla 6.1. Nótese que en este capítulo usamos 
la generación 12 del IGRF, publicada durante la elaboración de esta tesis doctoral 
(Thébault et al., 2015a), mientras que en el capítulo anterior habíamos usado la 11. En 
cualquier caso, ambas versiones proporcionan los mismos valores del campo para el 
periodo 1960-2000. 
 MFD 
 NAGRM CM4 IGRF-12 
X 19.1 19.5 23.6 
Y 19.9 20.8 19.6 
Z 20.7 21.6 25.0 
Global 19.9 20.7 22.9 
6.3. Datos de observatorios  
Los datos de observatorio proporcionan al modelo NAGRM tanto valores de campo 
principal (MF) como de su variación secular (denotados por MFD). Un primer resultado 
muestra, en términos de RMS, que el modelo NAGRM proporciona un mejor ajuste a los 
datos de observatorio que los modelos CM4 e IGRF-12 para la VS, en cambio el ajuste RMS 
para los datos de campo resultan prácticamente iguales para el NAGRM y el CM4. Dichos 
valores de RMS están contenidos en la Tabla 6.2. Para dar más detalles sobre estos 
resultados, primero nos vamos a centrar en la variación secular y posteriormente en el 
campo principal o fijo. 
 MF (Campo fijo) MFD (VS) 
 NAGRM CM4 IGRF-12 NAGRM CM4 IGRF-12 
X 682.9 681.7 681.2 11.6 14.6 20.3 
Y 278.2 278.4 279.5 6.9 8.2 15.2 
Z 296.8 299.5 314.7 10.4 12.2 25.6 
Global 458.9 459.0 462.3 9.9 12.0 20.8 
6.3.1. Análisis de la variación secular en observatorios 
En la Tabla 6.3 se presentan los valores RMS de los datos de cada observatorio que 
fueron usados para determinar la VS. Como se observa, de forma general, los RMS 
obtenidos mediante la técnica MFD son más bajos en el modelo regional que en los 
modelos globales (CM4 e IGRF-12).  
Tabla 6.1: Valores de los ajustes RMS (en nT) de MFD por componentes para las estaciones 
seculares proporcionados por los modelos: NAGRM, CM4 e IGRF-12. 
Tabla 6.2: Valores de los ajustes RMS (en nT) de MF y MFD por componentes de los modelos: 
NAGRM, CM4 e IGRF-12. 
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 NAGRM (nT) CM4 (nT) IGRF-12 (nT) 
X Y Z X Y Z X Y Z 
AVE 21.4 22.5 11.4 9.3 23.0 13.3 24.7 18.5 7.8 
BSL 10.1 4.6 5.2 14.5 18.2 8.9 15.8 10.5 16.5 
COI 12.1 12.5 27.5 15.9 12.8 26.5 18.4 18.1 46.9 
CRP 15.8 17.0 14.9 16.3 21.4 39.5 15.9 15.1 20.1 
DAL 6.8 2.7 3.9 10.0 3.0 11.3 16.6 5.5 12.8 
FRD 10.5 3.7 4.6 12.2 3.6 5.7 25.8 7.6 15.8 
FUQ 11.0 9.1 13.8 16.4 9.1 19.2 29.0 18.0 43.6 
GDH 15.9 7.3 13.7 15.9 7.4 14.7 21.4 19.7 27.0 
GUI 13.6 6.7 6.6 19.6 6.6 7.4 23.2 13.5 16.9 
HAD 8.1 3.6 8.0 8.9 4.0 9.3 15.7 6.4 11.8 
HVN1 39.9 15.9 28.6 37.5 16.7 27.8 38.4 22.4 71.7 
HVN2 6.4 13.5 15.9 7.6 19.4 15.7 8.9 9.5 24.9 
JUL 7.9 2.6 7.0 8.0 10.9 10.9 15.3 34.7 44.8 
KOU 9.8 3.7 4.6 9.1 15.4 10.7 9.9 9.5 11.9 
LGR 6.4 3.7 3.0 9.3 3.7 3.5 11.5 4.3 23.4 
LRV 10.5 4.7 7.1 10.5 7.0 9.7 13.6 10.5 25.0 
MBO 10.0 3.6 6.0 13.8 5.1 6.6 16.8 24.9 36.4 
NAQ 10.9 4.8 9.0 11.6 6.0 10.6 14.0 8.2 17.3 
OTT 11.2 4.2 6.6 12.1 5.8 7.3 15.3 6.4 25.4 
PAB 11.7 7.9 8.1 11.9 14.7 21.4 13.6 13.5 12.6 
PBQ 17.6 9.4 14.5 26.6 11.4 15.7 26.2 16.5 20.9 
SFS 16.7 14.3 17.2 22.3 14.8 17.3 14.5 8.7 35.7 
SFS1 14.2 4.8 0.8 17.2 6.5 14.4 19.9 8.5 8.1 
SFS2 8.0 4.9 3.8 8.1 5.9 23.8 13.0 5.2 6.1 
SJG 10.5 7.8 6.4 13.6 6.2 8.3 21.7 21.2 32.5 
SMG 13.0 9.8 5.7 24.6 10.1 5.5 31.3 11.2 12.0 
SPT 10.7 9.8 13.2 12.9 9.7 13.7 21.6 14.4 12.2 
STJ 10.4 6.8 5.9 12.0 6.3 6.7 16.5 18.7 19.8 
TTB 11.9 20.9 14.2 26.3 21.4 13.1 38.2 25.0 18.5 
TUL 8.6 14.4 4.6 7.1 15.1 8.5 9.9 6.3 5.3 
VAL 7.3 3.4 6.2 8.9 5.7 7.4 17.0 7.4 10.3 
WHS 12.9 16.5 7.6 14.4 16.5 11.4 12.7 13.8 8.0 
Global 11.6 6.9 10.4 14.6 8.2 12.2 20.3 15.2 25.6 
Para visualizar de un modo más claro lo expuesto en la tabla, se ha generado la 
Figura 6.5, donde se representan los valores RMS en forma de histogramas. En el panel 
superior se representa el RMS total para cada observatorio, mientras que en el inferior se 
muestran los valores RMS para cada componente XYZ. Los resultados ponen en evidencia 
como el NAGRM mejora los modelos globales en la gran mayoría de observatorios. Y de 
forma más detallada, se observa un peor comportamiento para la componente X (con un 
ajuste RMS medio de 11.6 nT, superior a los valores para las demás componentes como 
se indica en la última fila de la Tabla 6.3). Creemos que ello es debido a la contaminación 
por campos externos aún remanente en las medias mensuales y anuales, ya que estas 
perturbaciones magnéticas suelen ser de mayor amplitud en la intensidad horizontal (H), 
y por tanto en la componente X. Esto lo vemos reflejado en los observatorios de altas 
Tabla 6.3: Valores de los ajustes RMS, por componentes y observatorios, de las diferencias 
respecto la media proporcionados por los modelos: NAGRM, CM4 e IGRF-12. 




latitudes como GDH, NAQ, PBQ entre otros, pero también a medida que disminuimos la 
latitud como BSL, FRD o GUI, donde en estos se observa menores RMS para la Z por no 
estar situados a latitudes tan altas. En cambio, vemos como en TTB por estar situado más 
al Sur, el ajuste RMS de la X ha disminuido siendo el de la Y el más elevado. Por otro lado, 
el ajuste de la componente Z puede sufrir además desviaciones debido a anomalías en la 
inducción magnética, generalmente por el contraste lateral de la conductividad eléctrica 
en la interfaz continente-océano (conocido como efecto costa; Parkinson y Jones, 1979). 




Figura 6.5: Representación del ajuste RMS total para las MFD en los observatorios (superior) 
según el código de la IAGA para el NAGRM, CM4 e IGRF-12. Representación del ajuste RMS 
en los observatorios según la componente magnética (inferior) dada por el NAGRM. 
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En la Figura 6.6 se muestran los resultados en dos observatorios (MBO y PBQ) 
donde la línea azul corresponde al modelo regional NAGRM, la roja al CM4 y los círculos 
grises son los datos de dichos observatorios empleados en el modelo. En la columna de la 
izquierda se representa el valor del campo principal (MF), mientras que en la de la derecha 
se ha representado la variación secular (MFD). Si nos fijamos en la variación secular (panel 
derecho de la Figura 6.6) se observa como el NAGRM se adapta mejor a los valores 
observados de la componente Z en MBO que el CM4, sobre todo al principio de la ventana 
temporal.  
 
Figura 6.6: Representación del campo principal (izquierda) y su VS (derecha) mediante el 
modelo NAGRM (azul), y el CM4 (rojo) para dos observatorios indicados por su código de la 
IAGA (en círculos grises los valores observados). 
 




6.3.2. Análisis del campo principal o fijo en observatorios y 
determinación de las anomalías corticales 
Como se ha descrito anteriormente, el modelo NAGRM proporciona los valores del 
campo fijo o principal para cada observatorio y los valores de la anomalía cortical 
(conocido como bias). El poder modelar ambos valores por separado ha sido fundamental, 
pues como es sabido en algunos observatorios, las anomalías corticales (biases) toman 
valores considerables. Ello hace que los biases sean necesarios para poder determinar de 
forma precisa los valores RMS del campo fijo. 
En la Tabla 6.4 se dan dichos valores comparados con aquellos proporcionados por 
otros autores (Sabaka et al., 2002 y por Verbanac et al., 2015). Los biases proporcionados 
por Sabaka et al. (2002) corresponden a los analizados por el modelo CM4. En este caso, 
se proporciona más de un valor del bias para algunos observatorios (según hayan 
cambiado de ubicación o equipamiento; Sabaka et al., 2002). Como se explica en el 
Capítulo 4, para los observatorios que sufrieron saltos en sus líneas de base decidimos 
transportar toda la serie magnética a la última modificación o ubicación. Para mantener 
la coherencia, y debido a la falta de la información adecuada por parte del modelo global, 
escogimos el último bias proporcionado por éste. En la Tabla 6.4 se cuantifica las 
importantes diferencias existentes entre las anomalías corticales dadas por el NAGRM y 
las relativas al CM4 (como ya hemos visto en la Figura 6.6 para el observatorio PBQ). Esta 
diferencia disminuye considerablemente al comparar los valores que nos proporciona 
Verbanac et al. (2015). Por ejemplo, si nos fijamos en aquellos observatorios donde hay 
valores para los tres modelos, como el caso de OTT, entre el CM4 y NAGRM varían de 11 
a 37 nT, en cambio los de Verbanac et al. (2015) y NAGRM solo difieren entre 2 y 9 nT. 
Mientras que en el caso del observatorio STJ vemos diferencias de 77 nT (o diferencias 
porcentuales relativas al NAGRM de entre 41 y 288), en cambio las diferencias con los 
valores de Verbanac et al. (2015) no superan las 9 nT (o diferencias en porcentaje relativas 
al NAGRM de entre 22 y 28).   
 NAGRM (nT) CM4 (nT) Verbanac et al. (nT) 
X Y Z X Y Z X Y Z 
AVE -12 9 -6 - - - - - - 




16 (79) - - - 






- - - 
CRP -308 116 78 - - - - - - 
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- - - 






- - - 
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TUL -37 -43 60 - - - - - - 


















- - - 
Para determinar qué modelo nos proporciona las anomalías corticales más 
realistas, hemos calculado los ajustes RMS del campo principal más dichas anomalías para 
el NAGRM y el CM4, en aquellos observatorios donde el modelo global nos proporciona 
solamente un valor para el bias (evitando tener que comparar biases diferentes). Dichos 
resultados vienen dados en la Tabla 6.5 y en la Figura 6.7. 
Tabla 6.4: Valores de las anomalías corticales para los observatorios según NAGRM, CM4 y 
Verbanac et al. (2015). Entre paréntesis se muestran las diferencias porcentuales relativas a 
los valores proporcionados por el modelo NAGRM. 





 NAGRM (nT) CM4 (nT) 
X Y Z X Y Z 
BSL 16.9 9.8 8.5 78.0 30.4 56.1 
DAL 16.5 2.9 15.8 35.1 42.9 16.5 
FRD 12.8 4.4 6.9 15.9 34.3 17.9 
GUI 20.0 10.4 11.7 21.2 14.4 10.2 
 HAD 9.0 3.8 11.1 15.6 19.1 13.1 
 KOU 18.7 14.5 5.6 17.1 28.2 166.9 
 LGR 9.3 3.5 7.0 18.5 3.8 24.5 
 LRV 10.8 5.4 11.9 14.5 7.1 63.2 
 OTT 12.4 4.3 12.6 24.2 37.8 21.5 
 PAB 23.4 15.9 24.6 18.8 30.1 32.0 
 SMG 24.8 11.6 5.9 42.9 13.9 19.1 
 SPT 13.0 10.5 9.6 41.2 36.0 22.0 
 STJ 12.0 14.1 10.0 79.2 22.5 68.4 
 TTB 26.4 24.4 25.6 107.7 31.7 399.7 
 WHS 25.9 15.9 18.2 14.6 24.6 10.6 
Global 13.9 8.7 11.4 40.2 27.5 61.8 
Los resultados indican que las diferencias entre los ajustes RMS para el campo 
principal del NAGRM y del CM4 son considerables (con unos valores máximos de casi 400 
nT) y mostrando una clara mejora del ajuste RMS mediante el NAGRM para todos los 
observatorios usados.  Las mayores diferencias se observan en TTB y KOU donde el ajuste 
RMS de la componente Z proporcionado por el CM4 es muy superior al dado por el 
NAGRM, indicando que este último es capaz de proporcionar un bias de dicha 
componente más realista.  
Si nos centramos ahora solo en los biases proporcionados por el NAGRM podemos 
extraer más información acerca de los datos de observatorio usados. En la Figura 6.7 se 
distingue claramente que los observatorios con el bias más alto corresponden a 
localizaciones en islas de origen volcánico (LRV – Islandia, con un valor máximo de casi 
600 nT en Y, SMG – Azores, con un valor máximo de casi 1700 nT en Z, GUI – Canarias, con 
un valor máximo de más de -3100 nT en X). Ello es debido a que las rocas basálticas 
generadas por los procesos eruptivos presentan valores muy altos de magnetismo 
remanente dando lugar a altos valores de campo cortical en dichas zonas. Este fenómeno 
lo observamos también en LIV (Isla Livingston, en las Islas Shetland del Sur – Antártida), 
observatorio gestionado por el Observatorio del Ebro, donde debido a la anomalía 
conocida como Anomalía del Margen Pacífico de la Península Antártica se registran biases 
de casi 1000 nT en la Z, 1100 nT en F, y 2° en D (véase Torta el al. (1999). También son 
grandes en Groenlandia (GDH, NAQ), aunque para estos casos no está del todo claro que 
sea debido a la naturaleza de las rocas, ya que también puede deberse a problemas 
instrumentales, puesto que en emplazamientos remotos suele haber dificultades 
logísticas. Aunque se podría investigar, estos hechos son muy secundarios para nuestros 
propósitos. 
Tabla 6.5: Valores para cada observatorio y valor global de los ajustes RMS del campo 
principal por componente geomagnética según el NAGRM y el CM4. 




Figura 6.7: Representación del ajuste RMS del campo total de algunos de los observatorios 
según el código de la IAGA (superior), para el NAGRM y el CM4. Muestra de los valores, por 
componente, del bias según el código de la IAGA (inferior) para el modelo NAGRM. 




6.4. Datos marinos  
En cuanto a los datos marinos, descartamos emplear valores de intensidad total en 
el modelo NAGRM debido a la gran dispersión y ruido que estos presentan, hecho que se 
evidenció con varios test llevados a cabo usando dicha información del campo principal. 
A este hecho se le suma la complejidad de combinar, mediante una aproximación lineal, 
la intensidad total de los datos marinos con los datos de las tres componentes 
geomagnéticas XYZ. Sin embargo, esta dificultad disminuye al modelizar los datos marinos 
de cruce mediante el método MFD. Teniendo en cuenta estas limitaciones, el modelo 
NAGRM proporciona un valor RMS para este tipo de datos de 20.0 nT, el mismo valor 
proporcionado por el modelo global CM4, pero mucho menor que el obtenido con el IGRF-
12 (ver Tabla 6.6). 
 MFD (VS) 
 NAGRM CM4 IGRF-12 
F 20.0 20.0 23.6 
El hecho que obtengamos el mismo valor RMS en el modelo regional y el global 
CM4 nos plantea abordar en más detalle dicha comparación. Para ello hemos calculamos 
los residuos cuadráticos en ventanas temporales de 1 año movidas cada año entre 1960 
y 2000. En la Figura 6.8 presentamos dicho cálculo donde los puntos en verde representan 
las épocas donde hay datos de satélite. Se observa que para ciertas épocas el modelo 
NAGRM tiene un residuo más bajo que el CM4 aunque hay períodos donde ocurre lo 
contrario; en cambio, para las épocas con datos de satélites los residuos RMS se asemejan, 
por lo que estos datos proporcionan una mayor coherencia entre ambos modelos. Cabe 
destacar las oscilaciones que sufren los ajustes de ambos modelos en las épocas finales 
de la ventana temporal.  
 
Figura 6.8: Representación del ajuste RMS para los datos marinos de cruce según el NAGRM 
(azul) y el CM4 (rojo); donde los puntos verdes son épocas con datos de satélite. 
Tabla 6.6: Valores de los ajustes RMS de los datos marinos de cruce proporcionados por los 
modelos: NAGRM, CM4 e IGRF-12. 
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Con el fin de entender mejor la influencia de los datos marinos en la generación del 
NAGRM, hemos analizado en detalle la distribución temporal de dichos datos y la 
diferencia temporal que existe entre ellos.  En la Figura 6.9 se representa el número de 
datos marinos de cruce en función del tiempo (curva violeta). Cada dato de cruce se ha 
contabilizado como una única observación y se le ha asignado la media temporal de las 
épocas de los dos datos involucrados. Dicha curva muestra un máximo de observaciones 
en torno a 1974 con 3097 datos. En la misma figura, hemos representado para esos 
mismos valores medios temporales, las diferencias entre el tiempo en que éstas fueron 
tomadas (curva verde). La máxima diferencia temporal entre dos datos marinos de cruce 
es de 14.1 años, centrada en 1984.   
 
Figura 6.9: Distribución temporal del número de datos marinos de cruce (violeta), y la 
distribución del valor medio de la diferencia temporal entre los datos marinos de cruce 
(verde).  
Si analizamos conjuntamente las dos figuras fijándonos en periodos concretos de 
tiempo, podemos llegar a interesantes conclusiones. Si centramos nuestra atención en el 
ajuste RMS (en la Figura 6.8) entre 1974 y 1979, vemos que el modelo NAGRM presenta 
valores inferiores que el CM4. Fijándonos ahora en la Figura 6.9 para el mismo período, 
vemos que este hecho se debe a la elevada cantidad de datos marinos de cruce que 
tenemos, un máximo de 3079 datos en 1974 y un mínimo de 1957 datos en el año 1979 
(recordemos que el CM4 no fue generado a partir de esos datos marinos). A este hecho 
debe añadírsele que la media entre las diferencias temporales de ambos datos de cruce 
se encuentra entre 6 y 10 años, además de ser épocas sin datos de satélite. A medida que 
aumenta el tiempo en la Figura 6.8, entre 1980/1981 y 1990/1991, el CM4 presenta un 
ajuste RMS más bajo que el NAGRM, donde estas épocas coinciden con las máximas 
diferencias temporales entre los datos marinos de cruce (curva verde) y con un descenso 
del número de datos marinos (mínimo de 133 datos, curva violeta) observable en la Figura 
6.9. En la parte final de la Figura 6.8 vemos como el ajuste RMS sufre oscilaciones en sus 
valores. Del 1991 al 1992 hay una subida del ajuste RMS significativa, estrechamente 
relacionada con una disminución del número de datos (Figura 6.9), de 133 a 86. En 
cambio, en el año 1993 el número de medidas disminuye a 66 pero no se observa una 
disminución abrupta del ajuste RMS en la Figura 6.8. Esto se debe a que las diferencias 
temporales entre los datos marinos de cruce disminuyen de 7 a 5 años, y por tanto queda 




reflejado en la disminución del RMS. El otro pico importante en el valor del RMS se 
encuentra en 1996, éste corresponde a una disminución del número de datos, con solo 
22 datos marinos, y con el mismo valor entre las diferencias temporales, de casi 5 años. A 
este pico le sigue inmediatamente una bajada del ajuste RMS, en 1997, conjuntamente 
con una importante disminución en el valor de las diferencias temporales entre datos 
marinos de cruce, de 1.6 años, junto una disminución de los datos disponibles. Estos 
hechos indican que las elevadas diferencias temporales de los datos marinos de cruce 
afectan directamente la bondad del ajuste. 
Podemos también dibujar traza a traza la diferencia entre las predicciones de 
ambos modelos, Figura 6.10. Las diferencias entre los modelos son mínimas, como hemos 
mostrado anteriormente, de modo que para destacarlas la escala de colores de la figura 
no es lineal. Se observa una dependencia longitudinal en el signo de las diferencias entre 
ambos modelos, o patrón Este-Oeste, con tres sectores claramente dominados por 
diferencias positivas, alternándose con otros dos dominados por diferencias negativas; 
aunque parece también distinguirse un patrón N-S, con alternancia de signo zonal 
(empezando con positivos en la zona más septentrional, y volviendo estos a aparecer en 
la zonas central y más meridional). Se observan algunas trazas con diferencias opuestas a 
las de las que las rodean, rompiendo el patrón general; este hecho probablemente se 
deba a que esas líneas marinas sean más antiguas (incluso procedentes de registros 
analógicos), y por tanto, acarreen un mayor error en el valor de la anomalía. Las 
principales diferencias zonales y sectoriales podrían ser debidas a la mayor resolución del 
modelo regional frente al modelo global. Con la intención de demostrar esta afirmación, 
en la Figura 6.11 representamos algunos armónicos del casquete esférico (compuestos 
por el producto entre las funciones asociadas de Legendre en colatitud y los términos de 
Fourier en longitud) empleados por el NAGRM. Esta figura muestra patrones que 
podemos identificar en la figura precedente. 
 
 
Figura 6.10: Diferencia entre los valores de intensidad total sintetizados por el CM4 y por 
nuestro modelo geomagnético en las trazas de los cruceros que dieron lugar a los puntos 
marinos de cruce. 




La elección de las funciones representadas no es aleatoria, sino que viene 
determinada por el valor significativo de los coeficientes asociados a ellas en el modelo. 
En la Figura 6.12 vemos la evolución temporal de los coeficientes que acompañan a las 
funciones de Legendre internas, donde las otras funciones de la técnica R-SCHA no se han 
considerado al tener valores significativamente más pequeños.  
 
Figura 6.11: Representación de los armónicos del casquete esférico y sus derivadas para 
ciertos grados y órdenes. 
Figura 6.12: Evolución temporal de los coeficientes asociados a las funciones de Legendre 
internas. 




6.5. Datos de satélite  
Los datos de satélite proporcionan información del campo principal, bien sea 
mediante las componentes XYZ, o la intensidad total F. Los resultados muestran que el 
modelo NAGRM proporciona un mejor ajuste que el CM4 y el IGRF-12 para este tipo de 
datos, con mayores diferencias para la componente Vertical Z y la intensidad F. Todos los 
valores RMS se recogen en la Tabla 6.7. 
  MF 
 NAGRM CM4 IGRF-12 
X 6.4 6.9 10.3 
Y 7.2 7.6 9.2 
Z 5.8 7.3 12.7 
F 4.6 5.8 15.1 
Global 5.3 6.3 13.9 
A continuación vamos a analizar estos valores de forma más detallada mediante 
representaciones gráficas. Para poder analizar el efecto de la distribución de los residuos 
de los datos satelitales, estos se han representado en función de la altura y la latitud 
(Figura 6.13). En el panel superior vemos la distribución de las componentes magnéticas 
respecto la altura del satélite durante la medida. Vemos una mayor dispersión para 
alturas bajas; este hecho puede ser debido a una influencia de perturbaciones de los 
campos externos en la intensidad magnética horizontal, como ya vimos para los 
observatorios, cuyas fuentes (principalmente en la ionosfera, que se encuentra a partir 
de 60 km) se encuentran más próximas en esas bajas altitudes. La mayoría de residuos se 
encuentran entre -20 y 20 nT, solamente algunos valores se escapan a estos umbrales.  En 
el panel inferior se representa la variación en latitud de los residuos. Si nos fijamos en los 
datos vectoriales, éstos presentan valores más elevados para la X y la Y a partir de latitud 
geomagnética de 10°, con un aumento continuo hasta aproximadamente la latitud 
geomagnética 55° (correspondiente al inicio de la zona auroral, a partir de la cual ya 
descartamos los datos vectoriales por encontrase contaminados por las corrientes 
alineadas con el campo). Por el contrario, la Z y la F presentan residuos más bajos en todo 
el intervalo de latitud geomagnética.  
Tabla 6.7: Valores de los ajustes RMS (en nT) por componentes para los datos de satélite 
proporcionados por los modelos: NAGRM, CM4 e IGRF-12. 






Figura 6.13: Representación de los residuos de los datos satelitales proporcionados por el 
NAGRM según la altura y la latitud geomagnética para las componentes F (negro), X (rojo), Y 
(azul) y Z (amarillo). 
6.6. Incertidumbre del modelo y continuidad en el año 2000  
Para dar una mayor robustez a nuestros resultados aplicamos una técnica de 
propagación de errores que permitió determinar el error proporcionado por el NAGRM. 
Usamos la técnica bootstrap, la cual nos proporciona las incertidumbres de los 
coeficientes de nuestro modelo a partir de las incertidumbres de los datos geomagnéticos 
usados. Para ello hay que considerar que el error de cada dato usado viene definido por 
una distribución gaussiana cuya desviación estándar coincide con dicho error. El método 
bootstrap consiste en generar una serie de modelos, donde cada uno de ellos ha sido 
construido mediante datos perturbados aleatoriamente de acuerdo a la distribución 
gaussiana de su error. Esto permite determinar el error de los coeficientes que definen el 
modelo, en este caso, los coeficientes R-SCHA. Con esta idea se generaron un total de 




5000 modelos individuales, cuya desviación respecto al modelo NAGRM proporciona la 
desviación estándar para cada uno de los 72 coeficientes espaciales (ver Figura 6.14 y el 
Anexo 4 para la representación de todos los coeficientes).  A partir del error de cada 
coeficiente, podemos determinar el error de cualquier elemento geomagnético (campo 
fijo o VS) sintetizado por el modelo. En la Figura 6.15 se representa la VS para dos 
observatorios (FRD y HAD) donde en azul representamos las predicciones del modelo 
NAGRM y su incertidumbre proporcionada mediante el método bootstrap. 
Representamos además, las predicciones del CM4 (rojo), y del IGRF (verde), y los datos 
reales de los observatorios (círculos).  Como se observa el NAGRM se ajusta en general 
mejor a los datos que los otros modelos globales representados. 
Como se ha comentado en la introducción a este capítulo, hemos constreñido el 
NAGRM en el final de su período de validez (1999 - 2000) mediante el CHAOS-6. La 
finalidad de este procedimiento reside en proporcionar una transición suave entre las 
predicciones de este reciente modelo global y el modelo regional propuesto. Con este 
propósito se calculan los coeficientes SCH del CHAOS-6 para 1999 y 2000 y se impone, a 
los coeficientes del modelo regional en la inversión, que los últimos dos knots tiendan a 
los obtenidos mediante el modelo global. En la Figura 6.16 representamos, para el 
observatorio FRD, el campo geomagnético y su variación secular empleando ambos 
modelos, donde puede observarse que efectivamente se produce esa transición suave 
que perseguíamos. 
 
Figura 6.14 : Evolución temporal de los coeficientes asociados a las funciones de Mehler para 
n = 0, -1 (azul) y las respectivas desviaciones estándar (rojo). 




Figura 6.15 : Evolución temporal de la VS en los observatorios FRD y HAD para el NAGRM 









Figura 6.16: Valores de las componentes del campo principal (a, b, c) y de la variación secular 
(e, f, g) del observatorio FRD proporcionados por los modelos NAGRM (azul) y el CHAOS-6 
(rojo). 
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6.7. NAGRM versus modelos globales  
Para mostrar con más detalle las diferencias entre el modelo regional NAGRM y los 
modelos globales que comparten la misma ventana temporal (CM4 e IGRF-12), hemos 
calculado las diferencias medias del ajuste RMS entre estos modelos en el intervalo 
temporal para cada componente geomagnética en la superficie de la Tierra. Hemos 
generado, para cada modelo, los valores anuales del campo principal (1960 a 2000) y su 
variación secular (1961 a 1999) para una malla regular (de 5000 puntos distribuidos 
uniformemente). Posteriormente, para cada punto de la malla se ha obtenido la media 
temporal de las diferencias cuadráticas medias, o RMS. La comparación NAGRM – CM4 
(Figura 6.17) muestra diferencias más notables en las zonas continentales, donde 
tenemos los datos de los observatorios y estaciones seculares. Vemos que para la 
componente Norte y su variación secular las diferencias son más elevadas que para el 
resto de componentes, hecho que está en concordancia con la Tabla 6.3 y la Tabla 6.5. En 
la Figura 6.18 se muestra la figura equivalente a la Figura 6.17 comparando el modelo 
NAGRM con el modelo global IGRF-12. En esta figura vemos que las diferencias con el 
modelo IGRF-12 son mayores, como bien indican las tablas de ajustes RMS. No vemos que 
las diferencias más notables estén sobre las zonas continentales, como es el caso en la 
gráfica anterior. Esta vez las diferencias muestran un patrón regular, alternando máximos 
y mínimos. Son debidas a que el IGRF, en el período temporal del modelo, emplea hasta 
grado 10, mientras que, teniendo en cuenta la abertura de nuestro casquete y el valor 
máximo del índice Kint  empleado para nuestro modelo, el grado máximo del NAGRM es 
de 13.39. 
A pesar de que los datos de satélite y los valores proporcionados por el NAGRM 
(Figura 6.13) son coherentes, como vemos por sus residuos, nos interesa conocer también 
la capacidad del NAGRM para proporcionar continuidad en altura, hecho que está ligado 
con el uso de la técnica R-SCHA en este tipo de modelo a diferentes alturas. Con la 
intención de examinar si la variación radial del modelo es adecuada en el área definida, 
comparamos sus predicciones con las del CM4, Figura 6.19. Esta figura proporciona la 
media temporal entre las diferencias RMS entre el NAGRM y el CM4. Estas variaciones 
radiales del residuo RMS se han calculado para dos perfiles perpendiculares entre sí que 
se cruzan en el centro del casquete. En la superficie terrestre, esta figura nos muestra el 
mismo patrón observado en la Figura 6.17, donde las diferencias mayores se encuentran 
en las zonas continentales y en los bordes del casquete. Estas diferencias medias del 
ajuste RMS van disminuyendo progresivamente a medida que la altura aumenta, excepto 
para la componente Z en latitudes altas, y por tanto también para la F. Este hecho puede 
ser debido a contribuciones de campos externos aún remanentes en esas latitudes.  
Finalmente para visualizar de forma clara la bondad del modelo NAGRM, y su 
comparación con los modelos globales válidos para las mismas épocas, describimos de 
forma ordenada y agrupada mediante la Tabla 6.8 las desviaciones cuadráticas medias 
según el tipo de dato empleado, y si han servido para ajustar el MF o las MFD, para todos 
los conjuntos de datos empleados. 
 





Figura 6.17: Mapas de la media temporal de las diferencias RMS entre el NAGRM y el CM4 
para el campo principal (a) y la variación secular (b). Modificada de Talarn et al. (2016). 




Figura 6.18: Mapas de la media temporal de las diferencias RMS entre el NAGRM y el IGRF 
para el campo principal (a) y la variación secular (b). Modificada de Talarn et al. (2016). 
 





MFD Marinas (nT) Observatorio (nT) Estaciones Seculares (nT) Total 
(nT) F X Y Z X Y Z 
# datos 40326 6523 6523 6523 1375 1375 1375 64020 
NAGRM 20.0 11.6 7.0 10.4 19.1 19.9 20.7 17.5 
CM4 20.0 14.7 8.2 12.2 19.5 20.8 21.6 18.0 








Figura 6.19: Variación de la media temporal de las diferencias RMS entre el NAGRM y el CM4 
en altura por componentes a lo largo de dos secciones (longitudinal y latitudinal) que pasan 
por el centro del casquete. Modificada de Talarn et al. (2016). 
MF Observatorio (nT) Satélite (nT) 
X Y Z Global X Y Z F Global 
# datos 6555 6555 6555 19665 4191 4191 4191 26181 38754 
NAGRM 11.6 6.9 10.4 9.6 6.4 7.2 5.8 4.6 5.3 
CM4 41.0 78.1 59.1 61.3 6.9 7.6 7.3 5.8 6.3 
IGRF12 - - - - 10.3 9.2 12.7 15.2 13.9 
Tabla 6.8: Valores de ajuste RMS (en nT) por componentes para todos los datos empleados, 
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El desarrollo de modelos geomagnéticos, en sus orígenes, partió de la necesidad de 
dibujar mapas de los elementos geomagnéticos. La principal razón práctica surgió pues 
como consecuencia de las necesidades de la navegación y la dificultad de calcular la 
longitud en el mar. Además, su utilidad también se puede extender a la construcción de 
mapas en tierra. Estas aplicaciones prácticas motivan la investigación y la comprensión 
del campo geomagnético en la historia reciente. Éste varía gradualmente debido a los 
procesos que tienen lugar en el interior de la Tierra, estos cambios requieren de 
frecuentes actualizaciones no solo para entender mejor los mecanismos subyacentes que 
generan el campo geomagnético, sino también para tener actualizaciones de mapas y 
descripciones de cómo éstos varían en el tiempo.  Uno de los objetivos principales de los 
modelos geomagnéticos del campo principal es permitir identificar y describir las 
diferentes fuentes magnéticas, tanto las propias de ese campo principal, como las del 
resto de contribuciones externas e internas, al ser usados esos modelos como referencia 
para precisamente eliminar la contribución nuclear. 
En el capítulo anterior se ha presentado el modelo regional NAGRM, demostrando 
como el uso de la técnica R-SCHA es eficiente al representar el campo principal y su 
variación secular, no solamente en la superficie terrestre sino también en altura. El 
NAGRM proporciona mejores ajustes respecto al IGRF para cada set de datos y respecto 
al CM4 para algunos tipos de datos. En el presente capítulo pretendemos exponer algunas 
de las posibles aplicaciones del modelo desarrollado. 
7.1. Morfología del campo geomagnético para el período 1960 - 2000  
Del mismo modo que los modelos globales para toda la esfera, los modelos 
regionales se emplean para generar mapas geomagnéticos regionales. El NAGRM es 
válido para cualquier época comprendida entre el período entre 1960 y 2000. En la Figura 
7.1 se representa la evolución temporal de los elementos geomagnéticos Norte (X), Este 
(Y) y Vertical (Z) y la intensidad (F), desde 1960 hasta 2000 cada cinco años. Mientras que 
la Figura 7.2 muestra los mapas de la correspondiente VS del campo principal, que la 
empezamos representando en 1961 y acabamos en 1999. En los mapas de campo 
principal, debido al relativo corto período de tiempo (40 años) y a las largas longitudes de 
onda, apenas podemos percibir grandes cambios. Estas diferencias son más significativas 
en la VS y para poder distinguir la evolución de dichos cambios con mayor claridad hemos 
cambiado la escala de colores en la Figura 7.2. Con esta intención, además, 
representamos mediante un triángulo los valores máximos de VS para cada componente 
en cada mapa, mientras que los valores mínimos se marcan a través de un triángulo 
invertido. 
En las primeras épocas, las componentes horizontales de la variación secular 
muestran claramente un comportamiento dipolar, el cual evoluciona con el tiempo. En la 
Figura 7.2 el lóbulo positivo de la componente Norte empieza a debilitarse en 1970 hasta 
1993, para aumentar nuevamente de forma paulatina. Vemos que el máximo sufre una 
lenta deriva hacia el Noroeste, excepto en 1985 donde aparece ubicado más al Sudeste 
para volver a emprender su lenta deriva hacia el Noroeste. Esta variación rápida muestra 
la influencia del jerk geomagnético producido en 1991. En la componente Este se aprecia 
un claro aumento del lóbulo positivo, no solamente en extensión sino también en 
intensidad, pasando de ocupar el Sudeste del casquete hasta expandirse a toda la mitad 
Este del casquete. Durante los primeros años, se observa también un claro 




desplazamiento del valor mínimo de la componente Este en dirección Noroeste hasta 
ubicarse en Centroamérica, entre Cuba y Nicaragua. Esta deriva resulta seguir el curso 
contrario entre 1970 y 1975, período que abarca la detección de otro jerk. Otra ligera 
variación en la ubicación del valor mínimo de VS en esa componente se observa alrededor 
de 1990 y de 1999. El lóbulo positivo de la componente Vertical se desplaza ligeramente 
hacia el Noroeste del casquete hasta desaparecer, mientras el lóbulo negativo aumenta 
su tamaño ocupando por completo el casquete. El valor mínimo sufre una deriva, primero 
en dirección Sudeste-Noroeste, pero esta tendencia varía entre 1975 y 1980, época que 
comprende otro jerk geomagnético, para mantenerse en una ubicación estable hasta 
finales de la ventana temporal. El lóbulo negativo de la intensidad total aumenta y se 
extiende cubriendo la parte central y oriental del océano Atlántico Norte y del continente 
Americano. Al mismo tiempo, el lóbulo positivo se desplaza hacia el Nordeste 
desapareciendo del casquete en las épocas finales. Como se puede comprobar, la 
evolución de la intensidad total del campo geomagnético coincide con la representación 
proporcionada por el NAGSVM-F en el Capítulo 5 (Figura 5.4), mostrando coherencia 
entre ambos modelos regionales presentados. 
La variación secular sintetizada por el modelo regional NAGRM pone de manifiesto 
la falta de homogeneidad con la que producen los jerks en la VS. Centrándonos en los 
mapas alrededor del jerk de 1991, vemos de forma inequívoca la deriva del valor máximo, 
en la componente Norte juntamente con un debilitamiento y una ligera recuperación 
posterior de esta misma componente. Esta variación ocurre con mayor amplitud en el 
Norte y Nordeste de la región del casquete. En cambio, en las otras componentes el 
campo apenas se percibe un cambio significativo. Estas componentes sufren variaciones 
más notables entre 1965 y 1975, mientras que la componente Norte apenas muestra 
variación. Como ejemplo, observamos como el mínimo de la intensidad total sufre una 
deriva hacia el Nordeste, mientras el lóbulo positivo desaparece en el Norte del casquete.  
El NAGRM permite definir los cambios espaciales y temporales que caracterizan al 
campo principal y su variación secular, permitiendo conocer los elementos del campo a 
diferentes alturas. Este es el caso de los mapas representados en la Figura 7.3, donde se 
ha representado el campo principal y su VS para varias alturas (0, 300, 600 y 900 km) en 
el año 1980.0. Como es obvio, al alejarnos de la fuente que lo genera, el campo principal 
y su VS se atenúan a medida que la altura aumenta. 
Al haber podido modelar el vector campo geomagnético en su totalidad dentro del 
área de estudio, el NAGRM es capaz de representar la evolución temporal de los 
elementos angulares del campo geomagnético, como es la declinación magnética. Dicho 
elemento es el más representado históricamente por su utilidad para la navegación, y más 
concretamente en el Atlántico desde los viajes de Cristóbal Colón. En la Figura 7.4 se 
muestran diferentes mapas de la declinación geomagnética mediante un patrón de 
colores apropiado para diferenciar con más claridad la línea ágona. Esta presenta un claro 
desplazamiento paulatino en dirección Oeste en el período de validez del modelo, tal 
como se describe en la literatura. Al principio de la ventana temporal dicha línea se 
encontraba sobre Cuba mientras que en el 2000 la línea ágona se había desplazado hasta 
Nicaragua. Por otro lado vemos el desplazamiento de los valores mínimos hacia el Norte 
del casquete.  
  




Figura 7.1: Evolución temporal de las componentes del campo geomagnético según el NAGRM. 





Figura 7.2: Evolución temporal de la variación secular de las componentes geomagnéticas 
según el NAGRM. 





Figura 7.3: Evolución en altura de la componentes magnéticas (a) y su variación secular (b) 
para 1980. Modificada de Talarn et al. (2016). 
a) 
b) 





Figura 7.4: Evolución temporal de la declinación magnética. 
7.2. Anomalías marinas 
La información del campo litosférico terrestre en los datos geomagnéticos suele 
quedar enmascarada por los campos geomagnéticos principal y externo. En los últimos 
años, con la intención de extraer esa contribución litosférica incluida en las medidas, se 
han desarrollado numerosos modelos (p. e., Thébault et al., 2010; Masterton et al., 2013), 
mapas de anomalías magnéticas (EMAG2, de Maus et al., 2009) o compilaciones de 
valores de anomalías como el WDMAM (Quesnel et al., 2009).  
Mediante el análisis de la intensidad total proporcionada por los datos marinos 
podemos obtener datos de campo litosférico. Para su reducción, a las medidas originales 
se le suele extraer las longitudes de onda largas mediante un modelo de campo principal 
de referencia. Una contribución importante a tener en cuenta en esas medidas es la 
variación secular del campo principal. El modelo de referencia será capaz de extraer 
correctamente esta contribución si obtenemos la misma anomalía en la intersección de 
dos trazas marinas medidas en diferentes años. Una aplicación del NAGRM es, por tanto, 
la de proporcionar los valores del campo para las longitudes de onda más largas (campo 
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principal y variación secular) y extraer la información litosférica contenida en los datos 
marinos, pudiendo obtener así un mapa de anomalías marinas.   
Fijándonos pues en los residuos de los datos marinos con respecto al modelo 
NAGRM, véase la Figura 7.5, estos presentan trazas alargadas con un mismo signo y valor 
paralelas a la dorsal, reflejando las anomalías magnéticas debidas al mecanismo de 
creación de nueva corteza oceánica. Como es bien conocido, la distribución en signos 
alternativamente positivos y negativos, simétricos con respecto al eje de la dorsal 
obedece a que durante el proceso de generación y expansión de la corteza oceánica a 
partir de las dorsales se produjeron inversiones del campo magnético, con lo que las rocas 
quedaron magnetizadas en dirección alternante normal e invertida (ver p.e. Udías y 
Mézcua, 1986).  
Por comparación con el mapa de la Figura 7.6, donde se representan y etiquetan 
las alineaciones magnéticas conocidas, se pueden identificar las edades a las que 
corresponden cada una de las alineaciones detectadas tras substraer el NAGRM a los 
datos marinos originales. Las anomalías más prominentes se numeran en primer lugar 
desde las anomalías 1-5 en el eje activo de la dorsal (las más recientes) hasta las anomalías 
33-34 (en el Cretácico Superior). A partir de allí aparecen dos zonas amplias sin cambios 
significativos en la magnetización (de nuevo una a cada lado de la dorsal), que 
corresponden a un largo intervalo de tiempo que duró aproximadamente 35 Ma, en el 
que no tuvieron lugar inversiones de polaridad, conocido como el intervalo o zona estable 
del Cretácico (ver, p.e. Lowrie, 2007). A continuación se observan de nuevo anomalías 
 
Figura 7.5: Anomalías magnéticas escalares marinas según el NAGRM. 




magnéticas alineadas, correspondientes a una fase de polaridad alternante que empezó 
en el Jurásico Medio y continuó hasta la mitad del Cretácico Inferior. Estas anomalías 
oceánicas del Mesozoico Medio son conocidas como la secuencia M, de manera que para 
distinguirlas de la secuencia anterior, los números de los crones se identifican precedidos 
por la letra M, siendo la anomalía correspondiente al intervalo más reciente la M0, y la 
más antigua la M29. Las regiones más antiguas corresponden a la corteza oceánica 
formada aproximadamente hace 180 Ma (en el Jurásico Inferior), cuando se rompió la 
Pangea y se inició el episodio actual de expansión del fondo oceánico. Poseen amplitudes 
bajas y no siempre forman alineamientos (Lowrie, 2007). 
 
Figura 7.6: Alineaciones magnéticas en el Atlántico Norte según el mapa de Cande et al., 
1989. 
Recapitulando, podemos extraer mucha información a partir del NAGRM, no 
solamente para estudiar la morfología del campo y de su variación para el período en el 
que el modelo ha sido generado, si no, por ejemplo, para utilizarlo también como 
herramienta en la reducción de levantamientos magnéticos terrestres, marinos o aéreos 
que se localicen dentro de la zona de validez del modelo. 
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7.3. Jerks geomagnéticos 
Los jerks geomagnéticos son fenómenos bruscos que se observan en los elementos 
geomagnéticos caracterizados por cortos períodos de tiempo y originados en el interior 
terrestre. Aunque no son fenómenos ampliamente comprendidos (Mandea y Olsen, 
2009), se definen mayormente mediante cambios en la pendiente de la variación secular 
de los observatorios, es decir, cuando se observa una forma de ‘V’ o ‘Λ’ en la VS de las 
componentes geomagnéticas. También pueden ser detectados mediante un salto en la 
aceleración secular (AS, derivada temporal de la VS), o mediante impulsos en la tercera 
derivada temporal. El ruido de alta frecuencia presente en las observaciones 
(predominantemente debido a señales externas a la Tierra) puede fácilmente distorsionar 
o enmascarar esos rasgos idealizados, especialmente en las derivadas temporales más 
altas (Brown et al., 2016). 
Los datos proporcionados por los observatorios son, por tanto, una de las fuentes 
principales de información sobre los jerks geomagnéticos. No solamente con medias 
anuales, sino proporcionando también medias mensuales, las cuáles presentan una 
mayor sensibilidad para los procesos internos con periodos más cortos. Los jerks se 
pueden observar en cualquier componente de la VS, aunque en latitudes medias se suelen 
observar con más facilidad en la componente Este, ya que las otras componentes suelen 
contener una mayor perturbación por campos externos e inducidos. En la Figura 7.7 
vemos la variación secular medida (círculos negros) y modelada (línea azul) para varios 
observatorios (FRD, SPT y SJG) en la ventana temporal descrita por el modelo NAGRM y 
su situación en el casquete, además hemos señalado mediantes líneas negras verticales 
la épocas nominales de los jerks según la literatura. Vemos que en un mismo observatorio, 
todos los jerks no aparecen en todas las componentes. Por ejemplo, si nos fijamos en la 
componente Norte de FRD vemos como el jerk de 1978 es apenas perceptible mientras 
que el mismo jerk se distingue claramente en las otras componentes. De la misma figura 
también se desprende que no en todo el casquete se perciben dichos cambios de período 
corto. Si nos fijamos en el jerk de 1969, este es apenas significativo en FRD (excepto en la 
componente Norte), por el contrario se percibe en todas las componentes de los otros 
observatorios. También somos capaces de observar el jerk de 1986 (Mandea et al., 2010) 
en las componentes de FRD y SPT. Como podemos observar estamos limitados a la hora 
de detectar el jerk de 1999 debido a que la ventana temporal finaliza en 2000. A pesar de 
eso, en la componente Norte del observatorio SPT observamos la incipiente característica 
forma de ‘V’ cerca del 2000. 





Figura 7.7: Variación secular observada (círculos negros) y sintetizada por el NAGRM (línea azul), 
junto con el intervalo de confianza proporcionado por el mismo (línea azul discontinua) para los 
observatorios FRD, SPT y SJG, en líneas negras verticales hemos representado los jerks. La posición 
dentro del casquete de los observatorios viene representada en el mapa de la derecha. 
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Con la obtención de modelos geomagnéticos de gran precisión y resolución, 
tenemos la oportunidad de estudiar los jerks geomagnéticos de forma más extensa, pues 
permiten identificar jerks en zonas o regiones con menor cantidad de datos al generar 
valores de campo en cualquier parte del dominio definido por el modelo. El NAGRM nos 
permite, pues, estudiar los jerks en zonas desprovistas de datos de observatorio, como en 
el Atlántico Norte, entre 1960 y 2000. En la Figura 7.8 representamos la VS para la 
componente Norte (en azul), Este (en rojo) y Vertical (en verde) para 12 puntos 
distribuidos de forma regular en el casquete (círculos violeta), dónde las líneas verticales 













Figura 7.8: Variación secular de X (azul), Y (rojo) y Z (verde) en una malla regular sobre el 
casquete; las épocas dónde aparecen jerks se han representado mediante líneas verticales 
negras. 




Con esta representación a partir del modelo NAGRM podemos analizar en detalle 
la ocurrencia de jerks en el área de estudio: 
 Jerk de 1969. Vemos que apenas se percibe en la componente Norte del campo 
para las altas latitudes, aunque si nos desplazamos de Oeste a Este se vuelve más visible 
para las demás latitudes. En la componente Este del campo, este jerk se hace más visible 
a medida que nos desplazamos en dirección Norte, hecho que contrasta con la baja 
influencia del jerk en el Este del casquete. Respecto a la componente Vertical vemos que 
los puntos situados más al Noroeste muestran claramente el jerk alrededor de 1969 
mientras que en el centro no es tan claro. 
 Jerk de 1978. En la componente Norte, el jerk de 1978 se percibe con marcada 
forma de ‘V’ al Norte del casquete y mientras nos dirigimos hacia el Sudeste el fenómeno 
se difumina y cambia la forma por ‘Λ’, aun así se muestra con claridad en todo el casquete, 
aunque a medida que nos movemos hacia el Sur el evento parece retrasarse. En cambio 
en la componente Este si nos desplazamos hacia el Este vemos como el jerk se desdibuja 
juntamente con un ligero retraso del evento. Mientras que para la componente Vertical 
en los puntos más al Noroeste no se observa apenas, pero si en el Nordeste, donde vemos 
la característica forma de ‘V’. A medida que nos movemos hacia el Sur el jerk es visible, 
excepto en los puntos más al Sudoeste. 
 Jerk de 1986. Éste no es ampliamente observado en las componentes 
geomagnéticas. Aunque sí se observa en las componentes Este y Norte de la zona más al 
Noroeste del casquete esférico, mientas que para la componente Norte vemos este 
evento con más claridad en el Sur. A medida que nos desplazamos hacia el Este en la 
componente Este, el fenómeno queda desdibujado, de igual forma si nos desplazamos 
hacia el Sur del casquete en la componente Vertical, excepto para el punto situado más 
al Sudeste. 
 Jerk de 1991. Se percibe este evento en la componente Norte por todo el 
casquete aunque en la zona central es más débil. Otra característica que se observa en 
esta componente es que donde se detecta con claridad, el jerk se percibe ligeramente 
antes de 1991. En la componente Este, se observa el jerk en 1991 en el Oeste del casquete 
mientras que si nos desplazamos hacia el Este aparece en fechas posteriores, donde 
además se observa un menor descenso del valor de la VS. En la componente Vertical se 
observa mayormente en el Este del casquete alrededor de 1991, en cambio apenas se 
percibe en zonas más al Oeste, aunque en las que sí se observan parece desplazado hacia 
épocas precedentes.  
 Jerk de 1999. Apenas se percibe debido a su cercanía con el final de la ventana 
temporal del NAGRM. Aun así, lo vemos en la componente Norte en los puntos Centro-
Norte y Centro-Este debido a que la forma característica de ‘V’ parece tener el vértice 
ligeramente antes de 1999. La componente Este no muestra el evento, aunque sí parece 
mostrar en algunos casos el cambio de tendencia. Mientras que en la componente Vertical 
sí se observa. En esta se percibe en el Noroeste, Nordeste y en el Centro/Centro-Oeste 
mediante la característica forma de ‘V’.    
Observando las gráficas presentadas en el presente capítulo, no hay duda alguna 
que ni en todos los puntos ni en todos los momentos que han acontecido los jerks se 




perciben de igual forma, ni su ocurrencia ni la intensidad. El uso de modelos 
geomagnéticos que combinan datos en altura y en tierra, como el NAGRM, puede arrojar 












































En el trabajo desarrollado en la presente tesis se ha alcanzado los objetivos 
principales que se plantearon al inicio de la misma. En resumen, se ha aplicado la técnica 
regional SCHA y R-SCHA por primera vez a un conjunto de datos de diferente naturaleza 
que dan información del campo geomagnético principal a diferentes alturas. Para ello, 
hemos desarrollado una serie de estrategias que han sido integradas en el proceso de 
inversión de los datos, como por ejemplo el detallado desarrollo de la norma del campo 
geomagnético para las técnicas de modelización empleadas. Más en detalle, se ha 
aplicado la técnica R-SCHA para modelar datos geomagnéticos de distinto origen 
(observatorios, estaciones seculares, marinos y satélite) que dan información bien sea del 
vector geomagnético como de su intensidad. El modelo R-SCHA obtenido ha permitido 
analizar por primera vez el campo principal y su variación secular de forma simultánea. 
Hasta el momento, esta técnica había sido empleada básicamente para modelar el campo 
de anomalías magnéticas de la Litosfera. Además, hemos comprobado mediante los datos 
de cruce marinos la capacidad que éstos ofrecen a la hora de modelar correctamente la 
variación secular del campo geomagnético para épocas donde escasean datos de satélite, 
y por tanto épocas donde la cobertura espacial en las zonas oceánicas es pobre.  
Como primer paso, se ha desarrollado un modelo regional exclusivo de la variación 
secular de la intensidad geomagnética empleando datos marinos de cruce y de 
observatorio, basándonos en la técnica SCHA (ya que todos los datos estaban localizados 
a la misma altura) y en el método de las diferencias respecto la media (MFD). El modelo, 
llamado NAGSVM-F, muestra la capacidad de modelar con alta precisión la variación 
secular de la intensidad total que presenta valores muy acusados en la cuenca oceánica 
elegida: el Atlántico Norte. Éste representa con precisión las medias anuales de los 
observatorios, en dónde justamente se aporta la información más fidedigna sobre la 
variación secular y su evolución temporal, poniendo de manifiesto los cambios de 
tendencia, no solo en décadas sino en períodos más cortos, que caracterizan la misma. El 
NAGSVM-F revela cómo el uso de datos marinos puede proporcionar información 
relevante de la intensidad geomagnética en grandes zonas oceánicas en épocas 
desprovistas de datos de satélite. El modelo generado es más preciso, en términos del 
error RMS, que el modelo global IGRF, e incluso proporciona menor error cuando es 
comparado con el modelo global CM4, el cual se construyó usando también datos de 
satélite. A destacar además que el modelo obtenido proporciona por primera vez en este 
tipo de modelos de campo principal las incertidumbres de los coeficientes del modelo y 
por ende, de los elementos geomagnéticos que proporcionan los mismos. 
El segundo paso ha supuesto un gran avance en el análisis regional del campo 
geomagnético, pues se ha desarrollado por primera vez un modelo regional mediante la 
aplicación de la técnica  R-SCHA a todos los datos geomagnéticos disponibles en la zona 
de estudio, incluyendo datos vectoriales, escalares y de diferente origen: observatorios, 
estaciones seculares, marinos y satélites. El modelo, llamado NAGRM, no solo 
proporciona los valores del campo geomagnético principal y su variación secular en el 
Atlántico Norte, sino que nos ha permitido analizar si la técnica de modelización usada (R-
SCHA) es útil para dicho fin, con resultados muy positivos. Del mismo modo que para el 
caso del NAGSVM-F, el NAGRM es capaz de sintetizar con gran precisión las medias 
anuales y mensuales, no solamente de variación secular sino también del campo en una 
época fija, de los observatorios empleados. Esto resalta la capacidad del NAGRM de 
reproducir adecuadamente los datos geomagnéticos de más calidad y fiabilidad medidos 
sobre la superficie terrestre. La comparación, en términos de error RMS, del nuevo 
modelo con el modelo global IGRF muestra que el modelo regional ofrece mayor 
resolución para cualquier set de datos empleados, en parte debido a que el modelo IGRF 
no permite una variación secular muy realista (son modelos fijos en el tiempo cada 5 años) 




y a que no proporciona el valor de las anomalías corticales (anomaly biases) de los 
observatorios. La comparación con el modelo global CM4, el cual emplea también bases 
temporales (como los B-splines cúbicos) que permiten obtener un modelo continuo en 
tiempo, muestra desviaciones cuadráticas medias idénticas para los datos de cruce 
marinos. Esto se debe a la complejidad de tener que emparejar los datos marinos de 
intensidad total, mediante una aproximación lineal, con los elementos vectoriales del 
resto de datos. Este hecho no permite al modelo regional representar los datos marinos 
con más exactitud que el modelo global. Sin embargo, el residuo medio obtenido por el 
NAGRM es inferior al que proporciona el CM4 para los datos de observatorio (bien sea 
para el campo principal como para su variación secular). Para analizar cómo se comporta 
el modelo regional NAGRM en altura (hay que recordar que es un modelo 3D definido en 
un cono truncado a dos alturas), se ha analizado la evolución de los elementos 
geomagnéticos a diferentes alturas. El NAGRM mejora, según la diferencia cuadrática 
media, el ajuste de los datos de satélite respecto al CM4. Comparando las predicciones 
entre el CM4 y el NAGRM certificamos que el modelo regional proporciona valores 
radiales suaves y coherentes en todo el dominio cónico. Finalmente y al igual que el 
modelo regional anterior, NAGRM proporciona también las incertidumbres de los 
coeficientes del modelo y en consecuencia las del campo principal y su variación secular. 
Como se describe en la memoria, uno de los objetivos de este trabajo es generar 
un modelo geomagnético regional para épocas sin una buena cobertura satelital. Es por 
eso que el NAGRM se ha generado hasta el 2000, época a partir de la cual ya se dispone 
de buena cobertura espacial gracias a los datos geomagnéticos procedente de diferentes 
misiones satelitales (Ørsted, CHAMP, y más recientemente la constelación Swarm). A 
pesar de esto, y para aumentar la utilidad y valor del NAGRM, éste fue constreñido 
mediante el modelo global CHAOS-6 para proporcionar continuidad entre ambos modelos 
en el año 2000.  
Entre las aplicaciones derivadas del modelo, además de las inherentes al propio 
estudio de la evolución espaciotemporal del campo geomagnético en la zona del Atlántico 
norte entre 1960 y 2000, el NAGRM proporciona información relevante del campo 
principal para las épocas donde se llevaron a cabo campañas marinas, que proporcionan 
los valores de las anomalías magnéticas de la litosfera oceánica. El modelo regional es por 
tanto, una herramienta para la reducción de levantamientos magnéticos terrestres, 
marinos o aéreos dentro del área de estudio considerado. Otra de sus aplicaciones es la 
detección de lo que se conoce como jerks geomagnéticos. El modelo es capaz de detectar 
dichos fenómenos bruscos en la variación secular, aunque no es capaz de detectarlos en 
la aceleración secular, ya que la función temporal empleada en el modelo es de tercer 
orden en el tiempo (splines cúbicos), con lo que al derivar en el tiempo por segunda vez 
desaparece la variabilidad temporal. 
Aunque los resultados proporcionados por los modelos regionales son 
indiscutibles, es necesario también indicar que presenta numerosas limitaciones. Es 
importante recordar que el concepto de la separación entre campo interno y externo a 
escala regional queda indeterminado, hecho que no ocurre a escala global.  Ello es debido 
a la no ortogonalidad de las funciones SCHA o R-SCHA sobre toda la esfera, ya que ésta 
está restringida solo sobre el cono de estudio. Por este motivo, se hace necesario aplicar 
un pre-tratado al dato geomagnético, como hemos hecho en nuestro estudio, eliminando 
las contribuciones magnéticas que no se pretendan modelar antes del análisis, como son 
las debidas al campo de origen externo. Otro efecto colateral de la no separación interna-
externa es que los coeficientes del modelo regional no tienen significado físico (como si 
lo tienen los coeficientes de Gauss de un modelo global), por lo que no podemos obtener 
la potencia espectral de los mismos que permitirían discernir entre la contribución del 




campo principal y aquel de origen litosférico. Finalmente, a destacar otra limitación en 
relación a la imposibilidad de extrapolación fuera del cono de dominio, hecho que hace 
inviable una prolongación del modelo hasta el límite manto-núcleo, donde se encuentra 
la fuente del campo geomagnético principal.  
Pese a estos inconvenientes, hemos mostrado la utilidad de los modelos regionales 
a la hora de representar y estudiar el campo geomagnético y sus variaciones temporales 
en escalas diversas. Ello además implica la necesidad de compilar y revisar campañas 
magnéticas antiguas para poder caracterizar mejor y extender el estudio del campo 
geomagnético mediante su uso en modelos geomagnéticos.  
Como futuro trabajo se propone generar un modelo geomagnético regional que 
cubra todo el intervalo temporal desde el año 2000 hasta la actualidad para comparar el 
uso de la técnica regional con los modelos globales más precisos existentes en el 
momento, como es el caso de la familia CHAOS o el modelo CM5. Para dar más 
variabilidad temporal al modelo, un paso sucesivo sería el uso de splines de orden mayor 
a 3 (por ejemplo orden 5 o 6) permitiendo así representar la aceleración secular y su 
variabilidad temporal, para poder analizar variaciones bruscas del campo geomagnético 
dentro del cono de dominio. A nivel del proceso de inversión, se propone implementar la 
matriz de pesos de Huber (Huber et al., 1964), mediante la cual los datos que se desvían 
más son pesados de menor forma en la inversión ya que considera que la distribución de 
errores sigue una distribución Laplaciana (norma L1). 
Otra implementación importante del modelo sería aplicar el método iterativo de 
Newton-Rapson para calcular los coeficientes finales del modelo, pero sería necesario 
analizar en detalle la posibilidad de modelar armónicos de bajo grado con la técnica R-
SCHA. De este modo se podrían obtener los coeficientes del modelo de forma absoluta y 
no dependientes de un modelo inicial, como en nuestro caso ha sido el IGRF o el CM4.  
Finalmente cabe destacar que el trabajo presentado en esta tesis puede aplicarse 
en otras cuencas oceánicas de interés como es el caso del Atlántico Sur, que se caracteriza 
por albergar uno de los retos actuales del geomagnetismo: el estudio de la anomalía 
geomagnética del Atlántico Sur con valores de intensidad geomagnética muy bajos y en 
continuo decaimiento. Incluso, se podría desarrollar una serie de modelos regionales 
ensamblados que permitan obtener una visión global del campo geomagnético, algo 
similar a lo que propone Thébault (2006) cuando modela el campo litosférico mediante 
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Anexo 1. Matriz de regularización espacial para SCHA 
En este anexo se desarrolla la expresión matemática de la norma del campo 
geomagnético según la expresión dada para la técnica SCHA (Haines, 1985) aplicada en el 
Capítulo 5. Partiendo de la ecuación [3.82] para un potencial, definido en la región 
descrita por la Figura 3.5, y aplicando la siguiente primera identidad de Green en el 
dominio : 
 ·V Vd V Vds
 
      [A.1] 
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    
    
 B  [A.2] 
cuyos diferenciales se describen como: 0sinds r drd    y   
2 sinads a d d  (siendo r la 
distancia radial,  la colatitud y  la longitud en el sistema de referencia del casquete 
esférico, con a el radio medio de la Tierra). Si sustituimos el potencial dado por la técnica 
SCHA, [3.49], en la ecuación anterior teniendo en cuenta la igualdad [3.35] obtenemos 
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Donde se ha considerado algunas simplificaciones en los índices usados en [A.3]. Por 
ejemplo el grado nk depende del orden m (nk(m)) y el orden se ha considerado sin 
subíndices. Teniendo en cuenta que la distancia radial r es igual al radio medio de la Tierra 
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(donde m = 0 para m = 0 y m = 1  para m > 0) podemos rescribir la ecuación [A.3] como: 
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 [A.5] 
siendo 
        
0
0
cos cos cos cos sin
k jkj
m m m m
n n n nP P P P d

        [A.6] 
   
La integral anterior toma diferentes valores dependiendo las diferencias entre j y k con m, 








Anexo 2. Matriz de regularización espacial para R-SCHA 
En el presente anexo se especifica con total detalle el desarrollo que se ha seguido 
para obtener la norma del campo geomagnético descrito por la técnica R-SCHA, ya que 
ésta no se encuentra descrita en la literatura relacionada. Como en el caso anterior, 
partimos de la expresión del potencial R-SCHA dado por la ecuación [3.76], que es la suma 
del potencial V1 (denominado de Haines, ecuación [3.49], en el que solo se usará el set de 
funciones que satisface k – m par) y V2 (denominado de Thébault, ecuación [3.73]): 
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 [A.7] 
donde se ha tenido en cuenta la primera identidad de Green (ver Anexo 1) y que los 
gradientes de los potenciales V1 y V2 son ortogonales entre sí. Los diferenciales de 
superficie del cono esférico truncado (ver Figura 3.7) serían 
 2 20sin ; sin ; sin .a bds r drd ds a d d ds b d d             [A.8] 
 
Introduciendo [A.8] en [A.7] y teniendo en cuenta la expresión del gradiente en 
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  [A.9] 
   
Si aplicamos en [A.9] las condiciones de contorno dadas para V1 por [3.34] y para V2 por 
[3.53] y [3.54], podemos rescribir la expresión anterior como: 
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  [A.10] 
 
Vamos a desarrollar las tres integrales definidas en [A.10] de forma separada y las 
denotaremos por E1, E2 y E3 respectivamente. 


















a R r g h m K
a R g m h m K
K
a R r g m h m
d













































( )( cosm sin ) (cos )
( cos sin ) (cos )
d (cos )



















sin ) sin .
  [A.11] 
 
Aplicando en [A.5] las integrales en longitud del Anexo 1 [A.4] y teniendo en cuenta que 
las funciones Rp(r) y R0 son ortogonales entre sí y ambas normas son iguales al radio 
inferior del cono esférico, a (al final de este Anexo se detalla las ecuaciones de dichas 
normas), la integral E1 se rescribe como: 
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  [A.12] 
 
En la segunda integral, E2, vamos a considerar también las integrales definidas en longitud 
(ecuaciones [A.4]), las reglas de ortogonalidad de las funciones de Legendre del potencial 
V1 para el set k – m par, y que estamos en el radio inferior del cono esférico truncado, es 
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Finalmente, para la tercera integral, E3, tendremos de nuevo en cuenta las integrales 
definidas en longitud (ecuaciones [A.4]), las reglas de ortogonalidad de las funciones de 
Legendre del potencial V1 para el set k – m par, y que estamos en el radio superior del 
cono esférico truncado, es decir, r = b. 
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Volviendo a la ecuación [A.10] y sustituyendo las tres integrales, obtenemos la expresión 
final de la norma del campo geomagnético en el dominio del cono esférico truncado: 
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A continuación desarrollaremos los valores de la norma R y R0 con la intención de 
mostrar cuál tiene que ser el valor de la constante para ambas normas sabiendo (Thébault 
et al., 2004) que  
2 2
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Anexo 3. Pavón-Carrasco, F.J., Torta, J.M, Catalán, M., Talarn, À., Ishihara, T., 
2013. Improving total field geomagnetic secular variation modeling from a new 
set of cross-over marine data, Phys. Earth Planet. Inter., 216, 21 – 31  




































































Anexo 4. Coeficientes NAGRM 
En este anexo se muestran gráficamente todos los coeficientes empleados en el 
desarrollo del modelo regional NAGRM y las respectivas desviaciones estándar según el 
método bootstrap.  
 
Figura A4.1: Evolución temporal del coeficiente de corrección (azul) y su desviación estándar 
(rojo), (descrito en el apartado 3.5.2). 
 
 
Figura A4.2: Evolución temporal de los coeficientes asociados al potencial interno de Haines 





Figura A4.3: Evolución temporal de los coeficientes asociados al potencial externo de Haines 
(azul) y las respectivas desviaciones estándar (rojo). 
 
 
Figura A4.4: Evolución temporal de los coeficientes asociados al potencial complejo de 
Thébault (azul) y las respectivas desviaciones estándar (rojo). 
 





Figura A4.5: Evolución temporal de los coeficientes asociados al potencial constante de 




















Anexo 5. Talarn, À., Pavón-Carrasco, F.J., Torta, J.M, Catalán, M., 2016. 
Evaluation of using R-SCHA to simultaneously model main field and secular 
variation multilevel geomagnetic data for the North Atlantic, Phys. Earth 
Planet. Inter., in press 
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