We prove a C ∞ version of the Nekhoroshev's estimate on the stability times of the actions in close to integrable Hamiltonian systems. The proof we give is a variant of the original Nekhoroshev's proof and it consists in first conjugating, globally in the phase space, and up to a small remainder, the system to a normal form. Then we perform the geometric part of the proof in the normalized variables. As a result, we obtain a proof which is simpler than the usual ones.
Introduction
In this paper we prove a C ∞ version of Nekhoroshev's Theorem for the stability times in a close to integrable Hamiltonian system. The proof we give is much simpler than the usual one and leads to an intermediate result that we think could have some interest in itself (see Theorem 1.2).
To be definite and in order to avoid as much as possible technical complications, we study here a system of the form H(p, q) = H 0 (p) + εV (p, q) ,
However, our technique is applicable also to the general case of perturbations of steep integrable systems, and with a perturbation which is not globally bounded in the momenta p.
The result we get is the following version of Nekhoroshev's Theorem.
Theorem 1.1. Assume that V ∈ C ∞ (T d × R d ) is globally bounded and fix a positive b < 1 2 . Then, for any positive M, there exists C M , ε M such that, if 0 < ε < ε M then, corresponding to any initial datum, one has
We recall that in the analytic (or Gevrey) case the time of stability, cf. eq. (1.3), is known to be exponentially long.
Theorem 1.1 is not new, for example it is a direct consequence of Theorem 2.1 of [Bou10] 1 . However, as far as we know our proof is new and the value of the exponent b that we get is better than those present in literature 2 .
Essentially two methods of proof of Nekhoroshev's theorem are known: the original one [Nek77, Nek79, BGG85, BG86, Pös93, GZ92, GCB16], and Lochak's one [Loc92, LN92] (see also [MS02, MS04] and [BG93, Bam99] for infinite dimensional generalizations). Lochak's method was also extended to the steep case by using also ideas from the original proof by Nekhoroshev [Nie04] , see also [Nie07, Bou11, BN12] .
Our proof is a variant of Nekhoroshev's original one which consists of two steps: the analytic part and the geometric part. Classically, in the analytic part one shows that in a region of the phase space where only some resonances are present one can conjugate, up to a small remainder, the system to a system in resonant normal form. In the geometrical part one collects all the information and shows that, if the regions are suitably constructed, then for any initial datum there exists a region in which it remains for the considered times, and this leads to Nekhoroshev's estimate.
In the classical approach the analysis of the geometrical part is slightly complicated by the fact that it has to be performed in the original coordinates, so that one has to take into account the effects of the coordinate transformation used to conjugate the system to normal form. The novelty of the present paper is that we use a canonical transformation which is globally defined and globally conjugates the system to a normal form which is different in each region of the phase space, depending on the resonances which are present in each region (a similar technique has been used for the first time in a probabilistic context in [DRH15, BMT19] ). This is obtained by splitting each Fourier coefficient of V , namelyV k (p), into a part localized in the region |ω(p) · k| < ε δ (with a suitable δ) and a part localized in the nonresonant region. The part localized in the nonresonant region is then removed through the normalizing canonical transformation. Technically the localization is obtained simply by multiplying by a smooth cutoff function.
Then the geometrical part consists in making a decomposition of the phase space in regions which are invariant for the dynamics of the normalized system. This leads in particular to the conclusion that, in the dynamics of the normalized system, estimate (1.2) is valid for all times. This is the content of the following theorem, which, as far as we know, is new.
Theorem 1.2. Fix a positive b < 1 2 , then, for any positive M, there exists C M , ε M such that, if 0 < ε < ε M then there exists a canonical transformation (p, q) = T (p,q) and a (normal form) Hamiltonian H Z , with the following properties
Along the solutions of the Hamilton equations of H Z , one has
When adding the remainder, one gets the limitation (1.3) on the times. Finally we remark that Lochak's proof applies to system (2.5), but we think that our approach to the geometric part of the proof is the main interest of the present paper, since it is suitable for generalizations to the steep case. This paper originates from our research on the spectrum of Sturm Liouville operators in general tori, which lead to a quantum version of Nekhoroshev's theorem [BLM19, BLM20] . When we were still lost on how to construct a quantum analogue of the geometric part, we had several very enlightening discussions with Antonio Giorgilli on the classical Nekhoroshev's theorem. At the end we realized that the quantum method we constructed had a classical counterpart which is the content of the present paper. It is a pleasure to dedicate this paper to Antonio Giorgilli in the occasion of his 70th birthday.
One of us, Dario Bambusi, would like to thank Antonio who introduced him to science and in particular to the study of Hamiltonian dynamics: his presence has always been fundamental and I would be a different person if I had not met him. Thank you! 2 Analytical part
Preliminaries and statement
In this subsection we present the tools we will use in order to deal with the C ∞ context.
Having fixed a parameter 0 < δ < 1 2 and an interval U = [0, ε 0 ) with some positive ε 0 , we give the following definition.
In this case we will denote f ε ∈ P m,δ . We will often omit the index ε.
Remark 2.2. It is immediate to see that f ∈ P m,δ if and only if for all integers N 1 and N 2 there exists a positive constant C m N 1 ,N 2 such that
are the Fourier coefficients of f .
Remark 2.3. The space P m,δ endowed by the family of seminorms given by the constants
Remark 2.4. A direct computation shows that, if f ∈ P m 1 ,δ and g ∈ P m 2 ,δ , then
In the following, given a C ∞ function g, we will denote by X g its Hamiltonian vector field and by Φ t g the flow it generates (which in our framework will always be globally defined).
In order to state the analytic Lemma, we start by defining what we mean by normal form of order N. From now of we fix the number N controlling the number of steps in the normal form procedure.
Furthermore, we will denote a := 1 − 2δ ;
we fix a positive (small) 0 < β < 1 and we define
with the square bracket denoting the integer part. Eventually we will link β, δ, b, M and N.
4)
Namely the k-th Fourier coefficient is supported in the resonant region |p · k| ≤ ε δ .
Lemma 2.6. (Normal Form Lemma) Consider the system
with H 0 as in (1.1) and P ε ∈ P 1,δ , then there exists a canonical transformation T such that
In the case f = p j , j = 1, ..., d, one has
(2.10)
Definition 2.7. A function fulfilling equation (2.7), (2.8) will be said to be a remainder of order N, or simply a remainder.
The proof of Lemma 2.6 consists of a few steps: first we give a decomposition of an arbitrary symbol in a normal form part, a nonresonant part and a remainder, then we remove the nonresonant part of the perturbation and then we iterate. The canonical transformation used to remove the nonresonant part will be constructed using the Lie transform method, namely by using the time one flow of an auxiliary Hamiltonian. This requires the study of the Lie transform in our C ∞ context. We will also have to solve the cohomological equation in order to construct the auxiliary Hamiltonian. Finally we state and prove the iterative Lemma which is the last step of the proof of the Normal Form Lemma.
Cutoffs and splittings
Let us consider an even C ∞ function η : R → R + such that η(t) ≡ 1 if |t| ≤ 1 2 and η(t) ≡ 0 if |t| ≥ 1 . For all k ∈ Z d such that 0 = |k| ≤ K, we define the cut-off function
which is thus supported in |p · k| ≤ ε δ . Consider a smooth family of functions f ε ∈ P m,δ , f ε (p, q) = k∈Z dfk (ε, p)e ik·q , we perform for f ε the following decomposition:
(2.13)
Remark 2.8. If f ∈ P m,δ then f (res) , f (nr) ∈ P m,δ . Furthermore f (res) is in normal form.
Lemma 2.9. Let f ∈ P 1,δ , then f K ∈ P 1+N a,δ , so in particular it is a remainder in the sense that it fulfills equation (2.7) (2.8).
Proof. This is related to the fact that the Fourier coefficients of a C ∞ function decrease faster than any power of |k| −1 . Formally we have to bound the following seminorms
and, choosing N 3 > Na/β, one has K N 3 ε N a > 1 and thus
which is the thesis.
Lie Transform and cohomological equation
Definition 2.10. Given a function g ∈ P m,δ , with m ≥ 0, the time one flow Φ 1 g ≡ Φ t g t=1 will be called Lie transform generated by g. Given a function f ∈ P m 1 ,δ , we study f • Φ 1 g . To this end define the sequence f (l) , by
and remark that f (l) ∈ P m 1 +l(m−δ),δ if g ∈ P m,δ . We have the following lemma.
Lemma 2.11. Let g ∈ P m 2 ,δ and f ∈ P m 1 ,δ , with m 2 ≥ 1 − δ and m 1 ≥ 1 then one has
Lie a remainder, in the sense that it fulfills equation (2.7) and (2.8).
Proof. Use the formula for the remainder of the Taylor series (in time); this gives
Of course the integral term is R (N )
Lie . To estimate its supremum it is immediate. To estimate its first differential remark that
Then, from the very definition of the flow one has that its differential fulfills
which is estimated by
where we used the fact that g is a symbol. From this it follows that, provided ε is small enough one has dΦ t g ≤ 2 for |t| ≤ 1. From this and from the fact that f (l+1) is a symbol the thesis immediately follows.
Concerning the cohomological equation we have the following simple lemma Lemma 2.12. Let f ∈ P m,δ and consider the cohomological equation
(2.17)
It admits a solution g ∈ P m−δ,δ .
Proof. Expanding in Fourier series, the cohomological equation takes the form
Since 1 − χ k is supported in the region |p · k| ≥ ε δ /2, the result follows.
Iterative Lemma
In this subsection we prove the following lemma.
Lemma 2.13. Let ℓ < N be an integer, and let H (ℓ) be of the form Proof. Decompose f ℓ as in (2.12) and let g ℓ+1 be the solution of the cohomological equation (2.17) with f (nr) ℓ in place of f (nr) and compute 
remainders (actually of order higher than ε N a+1 ).
Concerning (2.20), just remark that the sequence H 0,(l) defining the Lie transform of H 0 (cf. (2.15)), can be generated computing H 0,(1) from the cohomological equation, giving H 0,(1) = {H 0 ; g ℓ+1 } = −f .
It follows that, defining f ℓ+1 :
one has the thesis. hence, in this region the action p is conserved along the motion of H Z .
The first block we define is
where the correction 2β to the exponent has been inserted in order to separate E 0 from the regions where some resonances are present.
In order to define the other blocks, we introduce the following parameters:
(3.6) C s+1 = 3s2 s C s + 1 ∀s = 1, . . . d − 1 .
(3.7)
The next definition we give is meant to identify the points p which are in resonance with vectors of a given module M ⊆ Z d : Remark that the definition of Z k 1 ,...,ks depends on the order in which the vectors k j are chosen. Thus the definition of resonant zone slightly differs from the analogous definition of resonant zone given in [Gio03] . This is due to the fact that in the present construction we are interested in exhibiting a partition, and not only a covering, of the action space R d . In particular we have the following remark. 
We prove below that the resonant blocks {B 
where A+B is the Minkowski sum between sets, namely
With the above definitions, the following result holds true:
Each block is invariant for the dynamics of a system in normal form.
3. Along such a dynamics, for any initial datum one has
(3.8) The proof of Theorem 3.7 will occupy the rest of this subsection. We start by stating a few geometric results. .
(3.9)
For the proof see [Gio03] . (3.10)
We are now in position to prove Theorem 3.7. Remark that its proof has also as a consequence the fact that, for any resonance modulus M, due to the fact thatẐ k (ε, p(t)) = 0 if k / be invariant under the flow of H Z for all real times, it must be p(t) ∈ E 
We prove that |t + t 0 | > ε −N a , from which (3.17) follows. Indeed, suppose by contradiction that |t + t 0 | ≤ ε −N a . Then for any normalized vector λ ∈ R d with λ⊥M t 0 , we consider the quantity which contradicts the minimality hypothesis on s t 0 . Hence, arguing analogously for negative times, we can deduce that (3.17) holds. Finally, recall that by Remark 3.13 this implies that
Combining the estimate in Proposition 3.14 and estimate (2.10) on the size of the deformation induced on the action variables by the canonical transformation T , we are finally able to deduce that for all N ∈ N and ∀t ∈ R such that |t| ≤ ε −N a there exists a positive constant K ′ N such
which concludes the proof of Theorem 1.1.
