Cohomology of regular embeddings  by Bifet, Emili et al.
ADVANCES IN MATHEMATICS 82, 1-34 (1990) 
Cohomology of Regular Embeddings 
EMILI BIFET* 
Dipartimento di Matematica, Unirersitri di Roma II, “Tor C’erguta,” 
ria Orario Raimondo, 00173 Rome, Ital) 
CORRADO DE CONCINI’ 
Scuola Normale Superiore, 
Piazza dei Cavalieri. 7, 56100 Piss, Ital) 
AND 
CLAUDIO PROCESI’ 
Dipartimento di Matematica G. Castelnuoro, Unioersit~ di Roma. “La Sapien--a.” 
Piaxale Aldo More, 2. 00185 Rome, Italy 
INTRODUCTION 
We give in this paper an explicit description of the rational cohomology 
ring of a “complete symmetric variety” or regular compactification of an 
algebraic symmetric variety. 
The motivation for this computation comes from the desire to describe 
an explicit Schubert calculus for these varieties, which have been con- 
sidered since the work of Chasles and Schubert in several special cases. 
The technique we use is the result of our attempts to understand better 
the work of Jurkiewicz and Danilov in the case of torus embeddings. The 
combinatorial presentation of the cohomology ring of a smooth torus 
embedding finds a natural explanation and proof using the language of 
equivariant cohomology. The key point is that the Reisner-Stanley algebra 
of the torus embedding coincides with its equivariant cohomology ring. 
We consider a class of spaces, regular embeddings, that contains both 
“complete symmetric varieties” and smooth torus embeddings. By suitably 
generalizing the notion of Reisner-Stanley algebra, we are able to compute 
the rational equivariant cohomology ring of these spaces in an explicit way. 
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For regular compactifications Y of a symmetric variety G/G”, the rational 
equivariant cohomology ring H,$( Y) has a very nice and precise description 
in terms of the G-orbits. Moreover H$( Y) is a Cohen-Macaulay ring and 
generators of H*(B,) give a regular sequence in H$( Y). Modulo this 
sequence we obtain the usual rational cohomology of Y. 
Finally, we remark that previous computations of cohomology [DP3, 
DGMP] can be interpreted in the present framework using the localization 
theorem for the T-equivariant cohomology (T a maximal torus.) 
I. REGULAR EMBEDDINGS 
1, Equivariant Cohomology 
We recall some basic facts on equivariant cohomology [Bo, Hs, ABll21. 
If G is a topological group, one constructs a universal principal tibration 
G+E,-+B,. (1) 
E, is contractible with free G-action and the orbit space B, = E,/G is the 
classifying space of G. 
If X is any space with a continuous G-action, one has the associated 
fibration 
where XG = E, xG X. 
The G-equivariant cohomology of X, with coefficients in a ring F, is by 
definition 
H,*(X, F) = H*(X,, F). 
Often we will assume F=Q, the rational numbers; then we will speak 
simply of G-equivariant cohomology and denote it by Hz(X). 
If G is a Lie group with finitely many connected components, K a maxi- 
mal compact subgroup of G, then, G/K being contractible, one has 
H,*(X, F) = H,$(X, F) for every G-space X and ring F. 
If K is a compact connected Lie group, then H*( B,, Q) is a polynomial 
ring in even degree generators. If T is a maximal torus in K we have that, 
setting W = N,T/T its Weyl group, 
H*(B,, Q) = H*(B,, Q)‘+: 
In general if K” is the connected component of K, the finite group 
r= K/K0 acts on H*(B,a, Q) and H*(B,, Q) z H*(B,o, Q)r. In par- 
ticular H*(B,, Ql is “only of even degrees” and without zero divisors. 
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Let now G be a Lie group and X a G-space whose cohomology vanishes 
in odd degrees. In this case the spectral sequence associated to the libration 
(2) collapses, Hz(X, Q) is a free module over H*(BG, Q), and 
H*(X, Q) 1: H:(X Q)/ .f, 
where 9 is the ideal generated by the strictly positive part of H*(B,, Q). 
A case of particular relevance to our work is when X is a smooth projec- 
tive variety, G = T an algebraic torus acting on X with finitely many fixed 
points. In this case one has the theory of Bialynicki-Birula [BBl-31 which 
implies that H*(X, Z) is torsion-free of “only even degrees.” 
2. Perfect Decompositions 
Let K be a compact Lie group acting smoothly on a differentiable 
manifold X. We have (see [ ABl]) 
DEFINITION 1. A K-decomposition of X is an ordered sequence 
$j?!= p,, (0 1, *.., cc,, > 
of disjoint, locally closed, K-stable, equidimensional submanifolds 0, of X 
such that: 
1. For every k, 1 6 k 6 II, the set X, = P, u Ccl, u . u 15~ is open in X. 
2. x=x,. 
Let ni be the codimension of Co;, 1 6 i 6 n. 
DEFINITION 2. Given K, X, 9 as above, we say that 9 is K-perfect 
(or K-equivariantly Q-perfect in [ABl]), if for every k, 1 6 k <n, the 
Thorn-Gysin sequence of equivariant cohomology 
splits into short exact sequences 
OjH’,-d~(~~)jH’,(X,)jH’,(,X,_,fjO. 
We need some criteria for the perfection of a decomposition [ABI 1. 
LEMMA 3. Let K, X, 9 be as before. 9 is K-perfect if an)’ one sf the 
following conditions is satisfied 
1. For every k, 1 < k 6 n, the K-equivariant Euler &w Ek E H$( 4) oj 
the normal bundle of I$ in X is not a zero divisor in H~(c?~). 
2. Every dk, 1 <k < n, is even and.for each i> 0 we have Hs+ ‘([fk) = 0. 
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Proof: Condition 1 is proved in [ABl], and it follows from the proof 
that the map 
given by the inclusions is injective. 
Condition 2 is trivial and implies that Hzf’(Xk) = 0 for every i >, 0 
and k. 
In this paper we study a smooth complex algebraic variety X, an 
algebraic group G acting algebraically on X with finitely many orbits. 
K denotes a maximal compact subgroup. We take a decomposition 
9 = (O,, C!*, . . . . on,), where each Ui, 1 d i 6 IZ, is a G orbit. We also choose 
points pi E Q, 1 < i < n, identifying Uj N G/G,. We can make the choices in 
such a way that the stabilizer Kj of pi in K is a maximal compact subgroup 
of the stabilizer G, of pi in G. 
We have 
Since the orbits oi are algebraic varieties, this shows that condition 2 of the 
previous lemma is satisfied. It follows that 9 is K-perfect and we obtain a 
simple formula for the equivariant Poincare series of X: 
PK( t; X) = c dim Hi(X) . tk = 1 td’ PK,( t; pt). 
k20 I<iCH 
If X is projective we can apply the theory of Bialynicki-Birula (cf. 
[BBl-31) and deduce a formula for the usual Poincare series 
P(t; X) = c dim Hk(X) .tk = P,(t; X)/P,(t;pt). 
k20 
(In this case it is usually convenient to take t* as variable in P(t; X) and 
use complex dimensions instead of real ones.) 
It is quite useful to have a criterion [ABl] for verifying the first condi- 
tion of the previous lemma in order to have an injection 
In fact, if one can make explicit the previous injection one can deduce the 
multiplicative structure of Hz(X) and not only the Betti numbers. 
PROPOSITION 4. Let ok c X be a (non open) orbit, p be a point in 4, and 
Ek be the equivariant Euler class of the normal bundle of Ok in X. Then E, 
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is a non zero divisor if, and only & the action of a maximal torus of G, on 
the normal space N(p) to C:, at p has no non zero fixed vectors. 
Proof: Since Hz(&) is a domain we have to determine when E, is non 
zero. We have a canonical identification 
By functoriality E, can be identified with the Euler class, in H.gr(pt), of the 
G, module N(p). We can restrict to a maximal torus T of G, smce the map 
K$(pt) + HT(pt) 
is injective. Any representation V of T decomposes into one-dimensional 
representations Yx, corresponding to characters x. The Euler class is the 
product of the Chern classes of the V,‘s. Thus it is non zero if, and only 
if, all the x’s are non trivial. 
3. Regular Emheddings 
There is a remarkable class of varieties which we want to single out. 
Suppose G is an affine algebraic group acting on a connected algebraic 
variety X with finitely many orbits. 
DEFINITION 5. We say that X is a regular embedding if the following 
conditions are satisfied: 
1. Each orbit closure F is smooth and it is the transversal intersection 
of the codimension one orbit closures that contain it. 
2. The stabilizer G, of any PE 6 has a dense orbit in the normal 
space N(p) of P in X. 
One can associate to X a simplicial complex V,? = (V, Y). Vertices, v E V, 
correspond to orbits of codimension one, e, ; and Tc V is a simplex when- 
ever n,., r’ flc # Qr. Note that we include the empty subset Qr c V among 
the simplexes. The next proposition shows that simplexes are in one-to-one 
correspondence with orbits. 
PROPOSITION 6. Let X he a regular embedding and let r be a simplex of 
%Yy. There is a tmiqrre G-orbit Or such that 8, is the transversal intersection 
of the <:, v E r. Moreover v E I- IX and onl! $ C!!r c c.. 
Proof: Let L” be an open orbit in nl.E ,- c. # @ and let 
I-,= {VE Vl@c (“, ). Note that Tc Tc. We know that d is the transversal 
intersection of the 4, v E Tc , and hence its codimension is #r,. But c’ 
being open in n,,, c.. its codimension # Tc has to be smaller than # r 
and we have r= Tr. 
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THEOREM 7. Let X be a regular embedding. Then: 
1. H,*(X) vanishes in odd degrees. 
2. By a suitable ordering of the orbits we obtain a decomposition 
9 = { 0,) C$, . . . . C,“,, ) which is G-pecfect. 
3. The maps 
are injective. 
Proof It suffices to verify the conditions of Proposition 4. 
Let fir = n,, r Q;. and let N(p) be the normal space of 0 in X at the point 
p E I”. This space decomposes as 
N(p)= 0 N,(P), 
I’E I- 
where each N,(p) is the normal space to a0 at p. The stabilizer G, acts 
on each N,.(p), u E I-, via a character x,. Since G, has a dense orbit in 
N(p), these characters are independent and, in particular, non zero when 
restricted to a maximal torus of G,. 
In the next sections we will analyse in more detail regular embeddings, 
not necessarily compact. But first we will make explicit our results in the 
case of torus embeddings. 
4. Torus Embeddings 
Let us recall that a torus embedding is a prehomogeneous variety for a 
torus T with open orbit isomorphic to T. Any smooth torus embedding is 
regular and our analysis takes a rather simple form. 
Let X be a smooth torus embedding and +YX = (V, 9’) be its associated 
simplicial complex. 
To any simplicial complex V is associated a Reisner-Stanley algebra R, 
This is the algebra over Z generated by variables x,, v E V, modulo the 
monomial relations 
whenever l-c V is not a simplex. Let us define the support of a monomial 
n L’E vx,> ‘, as the set {v E VI n, > 0 ). The algebra RC6 has a Z-basis formed 
by the classes of the monomials with support a simplex. For any simplex 
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A E Y, let R, be the span of the monomials with support exactly A. We 
have 
and 
We shall now relate the Reisner-Stanley algebra of %x to the equivariant 
cohomology of the smooth torus embedding X. 
We define a morphism 
by sending each variable -Y,., u E V, to the equivariant Chern class, which we 
still denote .Y,, of the corresponding T-stable divisor D,. = a.. If 
n,., ,- .K, = 0 in R,, then 
and the vector bundle 
0 E,x,Y(D,.) 
L.EI- 
has a nowhere zero T-invariant section. It follows that 
in HF(X, Z) and the morphism is well defined. 
THEOREM 8. The morphism 
R, + H:(X, Z) 
defined above is an isomorphism. 
Proof: We define filtrations of both R, and H;(X) and we shall see 
that the induced morphism of graded algebras is an isomorphism. 
Order the orbits of X in such a way that X, = O1 u 4 u . u Q is open 
for every k. The induced ordering of the simplexes of Ex has the property 
that each simplex is preceded by its faces. It is clear that this gives a perfect 
decomposition of X. 
8 BIFET, DE CONCINI, AND PROCESI 
We filter R, by defining for each k, FkR, as the span of the monomials 
with support Ai, i> k. And H;(X) by 
FkH:(X) = ker(HF(X) --, H$(X, ,)j. 
The kth graded pieces are Rdk and HF(Xk, XkP ,) c HF(Xk). 
Note that the Euler class of the normal bundle of flA = fi?,, D, in X is 
rI PEA x,.. 
It is now clear that 
is mapped isomorphically onto the image of the Thorn-Gysin map 
Remark. The usual cohomology H*(X) of a compact smooth torus 
embedding X can be obtained dividing the ring R,, Y H:(X) by the ideal 
determined by H*(B,). This gives the well known presentation of 
Jurkiewicz and Danilov CO]. 
5. Reisner-Stanley Systems 
We need to develop some generalization of the notion of Reisner-Stanley 
algebra. 
Let C, = (V, Y) be a finite simplicial complex with vertex set V and 
simplexes Y (we consider the empty set as a simplex). 
DEFINITION 9. A Reisner-Stanley system on w  is a set of data 
d=((AA)AW (x:),~JM~ b~),,A,.Y) 
as follows: 
1. Ad is a commutative ring with unit for each A. 
2. .x;’ is an element of A’ for each u E A. 
3. @: Ad ~ to) -+ A”/(xt) is a ring homomorphism. 
We assume furthermore the following properties: 
(a) For each AEY, {.Y~}~,.~ is a regular sequence in A“ 
(b) For each A and v, M’E A (v#u’) we have 
where II/$: A” + A-‘/(x:) is the quotient morphism. 
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Whenever u E A and TC A - {o ) we denote by [cp:] I‘ the morphism 
induced by cp;l 
DEFINITION 10. We say that the Reisner-Stanley system ,a/ is com- 
patible if for each simplex A and distinct elements u, M‘ E A, the diagram 
commutes. 
We shall often abuse notation and simply write X, instead of .x<. We 
shall also shorten n,.,, .K: to JJd,. 
DEFINITION 11. Given a Reisner-Stanley system .d we define a sub- 
algebra R cu’ of @ 3 t j A” by setting 
Rx/= ((h.,v I c~;l(a” ~“~)=$~(a”)foreachAE,YandeachtlEA). 
Order the simplexes in such a way that every simplex is preceded by its 
faces. Define a filtration of R,, by the ideals 
. 
We have a canonical embedding 
pk : Grk(R,,) = F”/F” t ’ + A’“. 
PROPOSITION 12. We have: 
1. Imp,c&.A”“.for every A,. 
2. The Reisner-Stanle)? system d is cotnpatihle 6 and only [f; 
Imp,=n .AJk 
-Ji 
for every A,. 
ProojY 1. Fix a simplex A = A, and let (ar) E FkR. By definition 
u’ ~ :‘j = 0 for every vertex r E A. It follows that u’ = 0 (mod x,) for every 
v E A. Since the .Y,.‘s form a regular sequence, we have ~7’ E n, . A”. 
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2. Assume that the system is compatible. Given a E A”, A = A,, we 
must find an element (LZ~)E FkR with an =nJ .u. We construct the 
sequence (a’) by induction on the given ordering as follows: 
(i) If A is not a face of f set a”= 0. 
(ii) If T=A set a“=n,.a. 
(iii) Suppose (a’) is already defined for the faces of I-. We want an 
element a’ E Ar such that ar= cpf(a’- :l’l) (mod x,.). We already know 
that 
for all pairs v, u’ of distinct vertices of r. By compatibility of the system we 
have 
cpf’(ar- it,: ) (mod x,,.) = cpL(a’- I” l) (mod x,,). 
Thus our claim will follow from the following 
LEMMA 13. Let A be a commutative ring and x,, . . . . x, E A be a regular 
sequence. Let b,. . . . . b,, E A be such that 
b, = hi (mod(-ui, -x,)1 (4) 
for all i and j. Then there exists an element a E A such that 
a= b, (mod xi) 
for all i, 1 < i < n. 
ProoJ: For n = 1 nothing has to be proved. Proceed by induction. There 
exists a’E A such that a’- bj (mod xi) for i<n - 1. By (4) the class of 
a’ - b,, in A/(x,) is divisible by the class of each xi, 1 < i 6 n - 1. Thus for 
some d,,fe A we have 
a’-b,=x, . . ..~~~..d+.x.,.f, 
and a=a’-.x1 “.x,~, . d has the required properties. 
It remains to prove that if 
Imp,=n.A”” 
dk 
for each k, then the system is compatible. 
Fix a simplex A and two distinct vertices v, u’ E A. Take any a E A’ - iC,Wi. 
COHOMOLOGYOFREGULAR EMBEDDING3 I1 
By hypothesis there exists a sequence (u“)~,:~ in R,, such that 
By the definition of R,, we deduce that 
Since n, ic,,VI is a non zero divisor (mod I,, x,,) the compatibility 
follows. 
COROLLARY 14. Ler R,r, be the algebra associated to a Reisner-Stanley 
system ,4/, and let S c R,, be u .&algebra. Define for each k 
FhS=Sn F”R .d . 
Suppose 
pI,(FkS/Fkf ‘S) = fl. A’” 
Jh 
fbr ever!) k. Then the Reisner-Stanle?l s~~stem .d is compativle und S coin- 
cides with R,,. 
6. Polynomial Reisner-Stanley Systems 
Any compatible Reisner-Stanley system .o/ = (A’, .x:, cpf) determines a 
local system %& of commutative rings on %. This is defined on simplexes 
by 
,)(,(A) = A”/(.q3,., 
and on inclusions, A c r, by (cf. (3 )) 
Here (ZI, , . . . . vk) is any ordering of the elements of r- A, A, = A and 
A,=Aujv,,...,z I,), 1 < i< k. We must show that (5) is independent of the 
chosen ordering. Consider all the possible orderings of f-A and the 
corresponding set of maps given by (5). The symmetric group in k elements 
acts transitively on this set, and the compatibility condition shows that the 
simple transpositions, hence the whole symmetric group, leave any element 
fixed. The independence follows. 
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DEFINITION 15. Let {B(d)} be a local system of commutative rings on 
the simplicial complex V = (I’, 9). Let x,, u E V, be independent variables. 
The polynomial Reisner-Stanley system G& associated to the local system 
{ (B(A ) ) is given by 
Ad = BlA)[x,l,,,, 
xi = X,.) 
and 
the morphism induced by B(d - (a) cd): B(d - {u]) + B(d) that sends 
each x,., MI # v, to itself. 
Remark. Let %? be a simplicial complex and let F be a commutative 
ring. It is easy to see that the usual Reisner-Stanley algebra coincides with 
the algebra associated to the polynomial Reisner-Stanley system given by 
the constant local system of coefficients in F. 
Consider now the algebra R associated to a polynomial Reisner-Stanley 
system .dB. 
Each independent variable X, gives an element x,. = (sf‘) in R by setting 
$‘, -K, 
1 
if v6T 
I’ 0 otherwise. 
Also, each ring B(d) injects into @ TG,y’ Ar via the map 
defined by 
if ~-IA 
otherwise. 
(6) 
It is clear that the image ofj, is actually contained in R and thus we can 
think of each B(A) as included in R. 
We can now define, for each A, the subalgebra 
C” =n .B(A)[.x,.],,, 
3 
of R. As usual, we write n, instead of JJl,Ed x,.. Note that each C” is 
isomorphic, via projection to Ad = B(A)[x,],, 3, to the ideal generated by 
n, in A”. 
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PROPOSITION 16. The algebra associated to a polynomial Reisner-Stanle) 
system has a direct sum decomposition: 
Furthermore, the ring structure is such that 
(7) 
and it is determined bj, the multiplication rule: 
= n ..i,,,u,z(B(A,cA,uA,)(a,).B(A,cA,uA,)(az)). n -G. A, ULlZ ~td,n‘l~ 
Proof: We order the simplexes as usual. For each k we have a direct 
sum decomposition 
F”R = CAk @ F” + ‘R. 
This is clear from F”R/Fk + ‘R N C’” and CAL n Fk + ‘R = 0. A simple induc- 
tion concludes the first assertion. 
Let ed = j,( l), for each d E 9’. It is clear that for c, E C” and cz E C”‘, we 
have 
and 
e,, .eaj2 = 
e.l,vd2 if A, uA>E,Y 
0 otherwise. 
Statement (7) follows immediately from this and the multiplication rule. 
Finally, the identity 
which can be verified componentwise, gives the multiplication rule as a 
consequence. 
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Let us look for a criterion that a Reisner-Stanley system be polynomial. 
It is clear that it should be split in the following sense: 
DEFINITION 17. A compatible Reisner-Stanley system .d is split if each 
quotient homomorphism A” -+ @,d(d) has a section sd such that every 
diagram 
cornrnutes. 
DEFINITION 18. Let &I and &$ be Reisner-Stanley systems. A morphism 
from ,w’, to Cd2 is given by a family of ring homomorphisms 
J,:A+A; (9) 
subject to the condition that for each A and u E A: 
(a) .f;(xY;‘) = .Y$; 
(b) the diagram 
A:- ici , A::l(xf) 
fJ {L, 
I i 
/x-Y: I 
A/: 11’) - A:/(-q’) 
commutes. 
If the systems are split, in order for (9) to be a morphism of split 
systems, we also require 
(c) for each A, the following diagram is commutative 
It is clear that for any local system of commutative rings B there is a 
natural morphism (in fact an isomorphism) 
B + %s 
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which is universal among morphisms 
.d a split system. 
A necessary and sufficient condition for a split system .jA to be polyno- 
mial is that the natural morphism 
.d,#, + A4 (10) 
be an isomorphism. 
Suppose that, as is often the case, each ring in the compatible system is 
presented as a polynomial ring 
A” = B(A)[s,.],.,,,. 
If the family of sections 
makes the system split, then the condition above is trivially satisfied. The 
system being split amounts, in this case, to each morphism ‘p: mapping 
B(A - {II}) to B(A) (mods,.). 
7. Cohomolog~, of Regular Ernbeddings 
We associate to any regular embedding X a Reisner-Stanley system -oC, 
and show that its equivariant cohomology is isomorphic to the algebra 
determined by this system. 
Let %.Y = ( V, 9) be the simplicial complex of X. For each vertex u E I/ 
let D,= a. be the corresponding irreducible G-stable divisor and let 
s,, E Hz(X; Q) be the equivariant Chern class of the associated line bundle 
x, (with a fixed linearisation). 
For each A and v E A, let V= Lcd u PJ :L,j. The orbit c!& is the transversal 
intersection of V and the divisor D,. Moreover the normal bundle of lpJ in 
V is precisely 5$, 1 PA. Choose a maximal compact subgroup K of G and a 
K-invariant metric on Yc such that the disk bundle of qi4. 16; maps via the 
exponential map to a tubular neighbourhood lJ of LflJ in V. Let 2 = 9.) 65 
and d;p’ = .Y - LoA. Recall that, by the Thorn isomorphism, H,*(Y, 9’; Q) 
is a free Hz(C?, ; Q)-module generated by a class that restricts to x,. 1 lOA in 
H$(@.,; Q) N H,*(Y; Q). Since x,.) cjJ is a non zero divisor, we have short 
exact sequences 
0 + H;(Y, 9’; Q) -+ H;(S?; Q, + H,*(Y’; Q) + 0 
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and hence an isomorphism 
H,*(Y’; Q) 2: H,$(OA; Q,/(x,l 0.4), 
Let U’= U- OA. Since Hz( U’; Q) N H,$(L?‘; Q), we also have 
We are now ready for 
DEFINITION 19. The cohomology Reisner-Stanley system ~2’ associated 
to the regular embedding X is given by 
and 
the map induced by the inclusion 
The only property to be verified is that 
cpt(x;.) = xf.- i”I (mod xf ). 
But this is clear since all the xt’s are induced from the line bundles YL, 
which are defined globally on X. 
THEOREM 20. The cohomology Reisner-Stanley system on gx is com- 
patible, and its associated algebra R coincides uith the image of the injective 
map 
H:(X; Q) + 0 H,*(OA; Q). (12) 
A t .y 
Proof Let S be the image of (12). First we claim that S is contained in 
R. For each A and v E A, let V= OA u c?, ~ lU) and consider the commutative 
diagram 
(13) 
fG(V; Q)------+ H,*(Od;Q)OH,+(OJ!,< ,cr;Q). 
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In order to prove that an element of S satisfies the conditions defining R, 
it is enough to check them on the bottom line of each diagram (13). But 
this is clear from the Mayer-Vietoris sequence of the covering 
v= UUO&{,,, U as above, for this sequence splits into short exact 
sequences 
O~H,*(V;Q)~H,*(U;Q)OH,*((i~,~lc);Q)~~~(~’;Q)~~ 
and defines H$( V, Q) as pairs (a, b), such that 
cpf(h) = a (mod x,.). 
We shall conclude by applying Corollary 14. Assume the obits ordered 
as to give a perfect decomposition. The filtration of Hi(X; Q) given by 
FkH,*(X;Q)=ker{H,*(X,Q)~H,*(X,_,;Q)} (14) 
induces a filtration of S with H,Z(Xk, X,- 1; Q) as kth graded pieces. The 
following diagram (cf. Theorem 7) 
shows that filtration (14) coincides with the one given by 
FkS= Sn @ H,*(Cc$; Q). 
k<,<n 
Hence by the theory of Section 2 
and we can apply Corollary 14 to conclude that the system is compatible 
and S= R. 
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For a given X, in order to make our analysis complete, it is necessary to 
compute explicitly its associated Reisner-Stanley system. For this one can 
make the following analysis. 
The normal space of an orbit CO3 at one of its points, p, decomposes as 
N= @ N, (15) 
L: t A 
and the stabilizer G, acts on N with image the torus T= Cl, d= #A, of 
all diagonal matrices (in the given decomposition). Let G,# be the kernel 
of this representation. The exact sequence 
l+G; +G,+T+l (16) 
can be split, up to isogeny, and we obtain isomorphisms 
HG*(LgA; Q) = ff*(&,; Q) 
= ff*(&; x r; Q) 
= H*(Bq; Q) 0 H*(&; Q). 
Q 
Furthermore 
ff*(B,; Q) = Q[-~l,.z, 
in a natural way, and we can identify 
A” = B(d)[&d,,,, 
where 
B(d) = H*(&;; Q) 
and the X,‘S correspond precisely to the characters of Tin the normal space 
representation (15). 
For the maps cpf, we must understand the covering V = U u CL _ jt, i and 
in particular the two maps 
For this, choose p E OA so that Kp = K n G, is maximal compact in G,. If 
N(p) 2: 2’“(p) is the normal space of Co, in V at p, one has to compute the 
character 1” by which K, acts on N(p) and its kernel K;. Then using the 
exponential map, it suffices to find a point @ in Co, _ iL,) with K; as its 
stabilizer in K. The inclusion 
gives the desired map AA - (“1 -+ AA/(x,). 
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In the case of symmetric varieties, that we treat in the following sections, 
we have a more precise theory; it describes all the compact stabilizers as 
isogenous explicitly to products of the compact analogues of GF and T in 
(16). In particular, the sequences (16) are naturally split and, in this case, 
the cohomology Reisner-Stanley system turns out to be split and hence 
polynomial. 
II. COMPLETE SYMMETRIC VARIETIES 
8. Notations 
We let G be a semisimple group of adjoint type over C; g its Lie algebra. 
In G we consider an automorphism g of order 2; with the same symbol we 
also indicate the automorphism induced on g. We set H = G” to be the 
group of fixed points and h its Lie algebra (h is the + 1 eigenspace of g on 
g). The variety G/H is a “symmetric variety” and it has a base point x,, 
corresponding to the class of H. 
We choose a maximal a-split torus T1 in G and a o-stable maximal torus 
T containing it. The action of u on the roots @ = @(G, T) gives a decompo- 
sition @ = Qjo u Ip,, where QO = (K E @I a(~) = ~1). consists of the fixed roots 
and @i of those which are moved. We fix a set of positive roots @+ such 
that setting @: = @+ n @I we have a(@‘:) c @;. Consider the simple 
roots A associated to this choice of positive roots. We decompose again 
A = A,, u A, as fixed and moved roots. The elements of Q1 restricted to T1 
give rise to a root system with basis the restrictions of the roots in A,. We 
denote by C the set of simple restricted roots and by Y: A, + Z the restric- 
tion map. We number the elements of C as {vl, . . . . r,}, I= rank G/H, and 
we often identify C with the interval { 1, . . . . If. 
In this setting we have the notion of regular compactifications and of the 
canonical wonderful compactilication (cf. [VI). Let us denote by X this 
canonical compactitication of G/H. 
We let S= T’/H n T’ and write s for its closure in X. S is a torus which 
has as basis of characters the elements 2r, CY E Z. Also, S is a smooth torus 
embedding acted on by the Weyl group W’ of the restricted root system. 
The r.p.p.d. of s in Homz(X(S), R) is given by the Weyl chambers. In par- 
ticular the negative fundamental chamber gives an S-stable affme chart in 
S which can be canonically identified to I-dimensional aftine space A’. The 
embedding of S in A’ is given by t H (TV*“, . . . . t ~ 2”) and identifies S with 
the points of non zero coordinates in A’. Given an element t E S we shall 
also indicate by tj = t p2Y1 its explicit coordinates. 
It is proved in [DPl] that there are exactly 2’ G-orbits in X and these 
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meet A’ in the 2’ S-orbits given by specifying the support of the coor- 
dinates. In other words, for Ic JY = { 1, . . . . I}, we set 
A,= ((x i, . . . . xl) 1 xi = 0 if, and only if, i E I}. 
The sets A, are exactly the S-orbits in A’, the sets @,I= G . A, are the 
G-orbits in X, and 0,n A’= A,. It is useful to select in A, the point 
x, = (x,, . . . . x,) with xi = 0 whenever i E 1, and xi = 1 otherwise. For every 
orbit 0, there is a canonical G-equivariant map p,: fl, + G/P, over a variety 
of parabolic subgroups. The map p, maps A, to the parabolic P, associated 
to the set of simple roots Q,=d,u {or~d,Iu(or)#Z). We denote by X, the 
libre of p, over this parabolic P,. Set also 
It is clear that Ti is the connected component of the stabilizer in T’ of the 
point x, (the entire stablizer being (T’ n H) . Ti). The centralizer L, of T: 
is the Levi factor of the parabolic P, and we have X, = L, ‘.x1. Since the 
centre Z, of L, acts trivially on X,, the adjoint group GI= L,/Z, also acts 
on X,. Note that L, being o-stable, g induces an involution on G,. The sta- 
bilizer in G, of x1 is H, = G; and X, = G, is the wonderful compactitica- 
tion of G,/G;. Also set S,= S/Stab,(x,). 
We need a further definition: 
c G,H= (tESlt;=t-“7’ is real and 0 < t, d 1). (17) 
Clearly the closure of C,,, in H is the cube C, c R’c A’ given by 
C,y = ((xl, . . . . xl) (0 d xi < 1 for each i]. 
We set C,, = C, n fil and see that the data (X,, H, 
(G,, 0) as (X, H, x,, S, Cx) for (G, a). 
‘2 x,, S,, C,,) are for 
9. Standard Bundles 
As we have already remarked X - G/H is a union of 1 divisors D I, . . . . D,, 
where Di= fi{,;. These are usually called boundary divisors, are smooth, 
and have transversal intersections. With each Di we can associate a line 
bundle z on X with a section si whose zero set is exactly D;. In [DP2] 
it has been shown that 
1. The G-action on X extends to a linear action on each z such that 
the section s, becomes G-equivariant. 
2. On the afine space A’ the line bundle 64 can be trivialized in a T’- 
equivariant way as A’xC with T’-action given by t.(u, i)=(t.u, t-“‘.i). 
The section sj becomes the ith coordinate function. 
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Remark. In [DPl] it is shown that any line bundle over X can be 
linearized over G, the simply connected cover of G. For the bundles SC: we 
have a r?-equivariant section si. Since the centre of c acts trivially on X it 
follows immediately that it acts trivially on -Y$ too. Hence in this case -r/ 
is actually G-linearized. 
Let N= Olcici .5$ and s: X+ N the direct sum of the sections s,. Given 
a point p E X le; us denote as usual N(p) = @ z.(p) the libre at p of N. The 
stabilizer G,, acts on each z(p) via a character xl”‘. Thus for v E g(p) and 
g E G, we have g. I;= xj”‘(p)v. It is clear from the G-equivariance that 
xj”’ = 1 whenever s,(p) # 0. 
DEFINITION 21. We let Gf be the kernel of the representation of G, 
on N(P). 
Recall that X can be thought of as a variety of Lie algebras (cf. [De, 
DPl]): that is as the closure of the G-orbit trough h = Lie H in the 
Grassmannian of subspaces of dimension h = dim H in g. Given a point 
p E X we let 1, be the corresponding Lie algebra. In this representation the 
point x1 corresponds to 1; + u,, where 1, = Lie L, and pI = I, + uI is the Levi 
decomposition of the parabolic algebra associated to ZC z. 
PROPOSITION 22. The Lie afgebra qf Gf is precisely I,> 
Proof: First we prove that dim CT = dim H for every p E X. The 
codimension m of the orbit through p comcides with the number of divisors 
D, containing it, i.e., the number of l’s such that s,(p) =O. Thus 
dim G, = dim H + m, and our claim becomes that Gf has codimension m 
in G,. For this, it suflices to show that the nn characters xjp’, s,(p) = 0, are 
non zero surjective and linearly independent. But, by equivariance, it is 
enough to verify this at the points SUE A’, where it is clear after the 
representation is restricted to the torus T’. 
For PEG/H we have that G,” = G,, and hence Lie GT = 1,. By con- 
tinuity, the proposition holds for every p E .Y. 
Remark. In particular we have Lie G t = 1; + u, and G r, = GE r:. 
10. Regular Compactifications 
We recall some other results of [DP2]. Since N = @ , < iC i z., N carries ., 
a natural action of an /-dimensional torus Gt,. Setting 
P= N- u dq@ ... @& ... @Y, 
we have that P is a principal Gi-bundle over X and the section s: X + N 
maps the open orbit G/H into P. Given a torus embedding Z of CL, lying 
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over the canonical embedding Gf, c A’ we define N, = P xol Z and set X, 
to be the closure of the orbit G/H c P in N,. X, is a G-equivmariant embed- 
ding of G/H lying over X with a map K X, + X. Conversely, all such 
embeddings are obtained in this way. Furthermore X, is smooth, normal, 
proper, or projective if, and only if, the embedding Z + A’ has the same 
property. Note that the trivialization of N on A’ gives a canonical iden- 
tification of S with GL and of Z with n ‘(A’). 
DEFINITION 23. A regular compactification of G/H is a variety X, with 
Z smooth and Z + A’ proper. 
Remark. By what we have said, a regular compactification X, is both 
smooth and complete. Also, every G-orbit meets Z precisely in a S-orbit; 
and it is a reguIar embedding as in Section 3. 
We should recall that the closure of S in X, is a IV’-equivariant torus 
embedding z” lying over SC X. Z is the open subset of Z’ that lies over 
A/c S. Combinatorially, if Z is normal, this corresponds to a pointed 
rational polyhedral decomposition of the negative Weyl chamber. If X, is 
regular this is a simplicial decomposition in which each cone is generated 
by a partial basis of the lattice of one-parameter subgroups in S’f. [O]. 
It is now easy to compute the stabilizer of a point PE X,. We may 
assume p E Z and consider q = rc( p). Again, moving p by S if necessary, we 
may assume that q =x,. Clearly G, c G,,. Since GE acts trivially on the 
fibre N(x,) it also acts trivially on the libre of N, over x, and hence it fixes 
p. It follows that we only need to consider the action of the torus T’ which 
can be essentially analyzed in terms of torus embeddings. 
PROPOSITION 24. Let p E X, be of the form g . q with q E Z and g E G. 
We have 
G,=G" -1 n(p, .gT: g ) 
where T: is the stabilizer of q in T’. 
The stabilizer T: is known in terms of characters as soon as the 
combinatorial description of Z is given. 
11. The Fundamental Domain 
We choose a compact form K of G compatible with both D and T. This 
amounts to taking as K the maximal compact subgroup with Lie algebra 
k =g’, where r is a fixed antilinear involution of g = Lie G such that 
g=k+ik 
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and r commutes with g. It is clear that T n K is a maximal compact torus 
in T. Also if L, and P,, I c z, are as in Section 8, then K n P, = K n L, is 
a maximal compact subgroup of L,. 
If X(S) is the character group of the torus S, then Hom,(X(S), R) is a 
vector space which can be identified to the subgroup A of S defined by 
The identification map j: A + Hom,(X(S), R) is given by j(a)(x) = log ~7. 
This isomorphism is IV’-equivariant and identifies C,,, (cf. (17)) with the 
negative Weyl chamber. 
The following result is well known (see, e.g., [He, FJ, RI). 
THEOREM 25. Every K-orbit in G/H meets A (resp. C,,) in a W ‘-orhit 
(resp. exactly one point). 
Thus, CGIH is a fundamental domain for the action of K on G/H. 
Let us consider a compactilication Y associated to a torus embedding Z 
proper over A’; and let C, be the closure of CGIH in Y. 
LEMMA 26. The set Cy is contained in Z. 
ProoJ The inverse image under the proper map n: Z -+ A’ of the com- 
pact cube C, c A’ has to be closed. Since it contains CGjH, the statement 
follows. 
THEOREM 27. The set Cy is a jimdamental domain for the action of K 
on Y. 
ProoJ: First we treat the case Y = X. We have seen that each orbit e., 
maps to a variety of parabolics G/P,, and that the Iibre over P, is a 
symmetric variety G,/H,. The point P, being a fundamental domain for the 
action of K on G/P,, the result follows by reduction to the fibre. 
For a general Y, we must also have K. C y = Y since K. C y is closed and 
contains G/H = K. Ccl,. Suppose that ka = b, with k E K and a, be Cy. 
The projection rc: Y -+X maps Cy into the fundamental domain C,v, and 
we must have n(a) = x(b). Hence k belongs to the stabilizer G, of q = n(a). 
We have seen that G, decomposes into two pieces: GE which acts trivially 
on x-‘(q) and the toric part in T’. We are thus reduced to a statement on 
the torus embedding Z where it is well known. 
12. The Moment Map 
In this section we show that the fundamental domain Cy, for Y smooth 
and projective, can be identified with an explicit convex polytope in 
Euclidean space. 
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Let Y be a very ample line bundle on Y, a regular compactification of 
G/H. We may assume that Y is G-linearized. We have a G-equivariant 
embedding Y + P( V), where V= H”( Y, .9’)* is a G-representation. Choos- 
ing a K-invariant hermitian inner product ( , ) on V induces a Kaehler 
metric on both P(V) and Y. The imaginary part of this metric endows Y 
with a symplectic structure which is preserved by the action of K. This 
gives rise to a K-equivariant moment map (D, = @)K.Y’: Y + k*. It is well 
known that this map, modulo normalization, is the restriction to Y of the 
map on P(V) defined by 
(k.v, v> 
@(CvlW)= -i cv, v> 
The restriction of the Kaehler metric to the torus embedding Z” gives 
rise to a moment map @, = QTl,~.: Z’ + tf, f, = Lie T’,K. This map is given 
by the same formula (18) as GK, but with k being restricted this time to 
lie in tI . Hence, if II: k* + t: is the projection induced by the inclusion, we 
have the following commutative diagram: 
z”- Y 
tl” - k* x 
Associated to QK is the map &,,: Y+ C+ rr k*/K, where C+ is the 
positive Weyl chamber. This map sends each y E Y to the unique point in 
C+ n K. GIK(y), or equivalently, to the coadjoint orbit through QK(y). 
It is well known that both &,J Y) and @,(Z‘) are convex polytopes [A, 
GS, N, K]. 
We shall see below, Lemma 28, that QK(Z’) is contained in ann(t:), 
where it is the orthogonal space to t, under the Killing form. Hence we 
have a commutative diagram 
Z 
We know [A, GS] that @,(Z’) is the convex envelope of the images of 
the fixed points. Let us determine these images. 
The moment map restricts on each closed orbit 4 to the moment map 
determined by the restriction of 3’ there. It is well known that 914 is 
completely determined by a weight I, and that C~J~ is sent injectively onto the 
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coadjoint orbit through I.i (conveniently extended by 0 on t’). It is clear 
that for the fixed points I, E Z n P’, we have @Jx;) = IL;. The fixed points of 
Z” are precisely 
and for these we have 
@K(lt.‘.Y,) = t1‘ ‘@K(Xi, = II’.&. 
It follows that @,(Z’) is the convex envelope of 
u {tv.i,IlvE Iv’). (19) 
We shall see below in Lemma 29 that QK(CY) is contained in the Weyl 
chamber C+. Since C, is a fundamental domain for the action of K, this 
shows that QK(C,) = 6K( Y). In fact, @, is injective on Cy and hence gives 
a bijection 
@K(cy)7dJK( Y). 
This is because Cy is part of a fundamental domain in Z” for the action of 
the compact torus and we know from [A] that @, is injective there. 
The polytope &)K( Y) coincides with QK(Z’ ) n Ct. This follows from 
Hence C,. can be identified with the polytope obtained intersecting C+ 
with the convex envelope of (19). 
LEMMA 28. Let [v] E VH. The??: 
I. For t E T’, the lineur functionul @,( t[ v] ) vanishes on the space I: 
(orthogonul to t, under the Kiiling form). 
2. The linear junctional QfiI( [It)]) is identicallv zero. 
Proof: Let IE t:. We need to show that 
(s.tv, tv)=O. 
Since 
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it suffices to show it for x~t~ and for XE~,. But t commutes with t,, and 
t, . u = 0. We are reduced to the case x l g,. 
We know (cf. [Bi]) that we can write 
1: = /I;. + c Vi/, 
where 1, = 3. - C,,, 3 n,(cr,-LX:). Since two different weight spaces are 
orthogonal, if (x. tv, tv) # 0, then we must have that at least one weight 
A, + c( equals another one 1,. Hence CP = - CI. Now 
is a o-stable sl, with standard involution. We can write t = t, tz with t, 
commuting with SL2 and t, E T1 n SL,. Hence flu E VHn sL2. We are then 
reduced to the case G = SL, with standard involution G(X) = (x’))‘, which 
is a pleasant exercise. Note we may assume that V is irreducible. 
We know that QD, maps T’ . [u] into a, the subspace of t = Lie T where 
the restricted roots are real (we are identifying k and k* via the Killing 
form). Note that iu = Lie T’,” and A = exp a. Since QK is K-equivariant 
and H fixes [o] we get a trivial action of W’ on Qx-( [v]). It follows that 
@K(CUI)=O. 
LEMMA 29. The moment map QK maps C,. into the fundamental Weyl 
chamber. 
Proof: Let t E C,,,. We need to show that @fh.(f)(ilr9) > 0 for every 
c( EC. It suffices to show that (II, tv, tv) > 0 for every a E Z and every 
t E CGIH. 
We can write 
where 
with v,, a vector of weight wp and all the v,.,‘s of equal norm. The 
orthogonality of distinct weight spaces implies that 
(hzto, tv> =c (hxtu,,, up> 
P 
and a simple computation gives 
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But, by definition, t” > 1 and 2(b~. p, a)/(~, c() 3 0. The lemma follows. 
13. Stabilizers 
We have already performed a discussion of the stabilizers in G of a point 
p in a compactification Y= X,. In this section we shall determine the 
K-stabilizers for p E C,. 
Given t E A, its centralizer Z(t) depends only on the subset 
J(t)=(yEZIt--?‘#l) 
of C. We shall, accordingly, write ZJ for the centralizer of any t E A with 
J= J(t). Note that ZJ1 I> ZJ’, whenever J, c J,. 
DEFINITION 30. Given q E A’, we define its J-support to be 
where we write xi for the coordinate function on A’ that corresponds to y,. 
If p E Z we define its J-support to be that of q = n(p). 
It is clear that for t E A and x, in A’ we have J(t .x,) = J(t) u J(x,). 
DEFINITION 31. Let D = H n T’ be the group of elements of order 2 in 
T’. For any subset J of the simple restricted roots C, we define 
M,D=K”nZJ 
and 
M, = My,JD. 
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THEOREM 32. Let 71: Y+ X be a regular compactlyication of G/H and let 
C,. be the fundamental domain for the action of K. 
1. The stabilizer of p E C y in K is 
K, = K;,, . T; K, 
where K,$,,= Kn Gf and T:“= T’ n K. 
2. For each q E Cx, and in particular for q = n(p), we have 
KY” = M,q,,. 
3. For each p E C,, we also have 
ProoJ First we prove 1 for X and p E C,. Let p,, : G, -+ GL(N(p)) be 
the representation with kernel Gr . We claim that 
pp(Gp) = P,(T;). (20) 
For p =x1 this has already been proved in Proposition 22. Write p = tx,, 
t EA. Now pI, can be naturally considered a conjugate of pl, by t. But t 
centralizes Tj and the claim follows. Note that T:” is the maximal 
compact torus in Ti. It follows from this that P,,(T~,~) is the compact 
part of (20) and therefore coincides with pp(K n G,,). Hence K, = K n G, = 
(Kn GF ). T:” as we wanted. 
Consider now a general Y and p E CF. K, is clearly contained in 
K QPI = K$,, . Tf;,;,. Since K$,, acts trivially on the libre xml(?c(p)) we 
have Kz,, c Kp. From this we get 1 in general. 
Let us now prove 2. First we treat the case qE Co,“. 
LEMMA 33. Let t E A, then K,,, = K” n Z(t). 
Proof: We use the embedding G/H 4 G given by g H go( g) ~ ‘. The 
G-action on G is given by g x = gzca(g) ~ ‘. Under this embedding tx, H t2, 
hence 
K,,,= (kEKIkt2a(k)-‘=t’j 
We use the canonical decomposition G = P x K, where P = exp(ik). Note 
that t2 E P. Since kPk-’ = P for all kE K, we have that t2 = kt’k-‘ka(k)-’ 
whenever k E K,,,. By the uniqueness of the decomposition PK we have 
kt’k-’ = t2 and k= o(k). Now Z(t) = Z(t’) and we are done. 
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COROLLARY 34. Let t E A and Ic .E. We have: 
(i) tK”t-’ n K= K”n Z(t). 
(ii) Mp n Z(t) = M)uJ(,j. 
(iii) tMft ‘nK=MynZ(t). 
Proof (i) follows immediately from Lemma 33: 
(ii) is clear from Z’ n ZJ = Z’” J. 
(iii) is an easy consequence of: 
(a) tMf’~‘nKctK”t~‘nK=K”nZ(t). 
(b) tM;t+ctZ’t+cZ’. 
Let q = tx, be any point of C,,.. Note that Kc = K n L; = Mf’. We have 
Kr=tK,#,t-‘nK=tMFt ‘nK 
= My n Z(t) = Mf, J(,j 
= M,“,,,. 
This finishes the proof of 2. 
Statement 3 follows now immediately from Kz,,, c K” and D c K,, (D is 
contained in K and acts trivially on CF). 
The fundamental domain C, is stratified according to S-orbit type and 
to J-support. Mixing these two stratifications we obtain a partition of C, 
into “faces.” Thus a face F of C, determines, and is determined by, a 
S-stabilizer S, and a subset J, of C. It follows that the possible faces F in 
an orbit lOA correspond to the different subsets J, of C that contain I,, 
where O,J is the image of CQJ under ‘II: Y + X. Recall that, in the language 
of r.p.p.d.‘s, ZA corresponds to the smallest cone (in the r.p.p.d. of A’) that 
contains the cone determined by OA (in the r.p.p.d. of Z). It is now clear 
that F, c E is equivalent to S,, 2 S, and J,, c J,. 
In the projective case, the “faces” that we are considering here coincide 
with the faces of the polytope C, g &)K(CY). 
COROLLARY 35. Let F he a face of C,. Let M,= M,(,,, p any point 
of F, and S, = TiK/D he the compact stabilizer of the S-orbit in Z that 
contains F. If K, denotes the stabilizer of any point in F, we have 
K,/D = M, x S,. 
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Furthermore, if F, and F2 are two faces, we have: 
1. IfF,cFI, then: 
(a) SF, 2 S,. 
(b) M,, 1 M,. 
(~1 Kfi-, = K,. 
2. S,, = S, f, and on1.y if, F, and F2 are in the same G-orbit. 
3. K,, = K, if; and on/y if; F, = F?. 
14. Cohomology of Complete Symmetric Varieties 
We proceed now to compute the equivariant cohomology of any 
G-stable open subset Y, of a regular compactification Y. It is clear that Yk 
is a regular embedding and we can apply to it the analysis of the first part. 
Let 43 = (V, 9’) be its associated simplicial complex. Set also 
C, = Y, n C,. It is an open union of faces of C,. Note that for each sim- 
plex A, Ci!, n C,, = OA n C, is a union of faces and contains both a unique 
closed face (J= 1,) and a unique open dense face (J= z). Recall that 
ZA c C corresponds to the orbit rr(OA) in X. 
The groups M, = MIJ, A E 57, determine a local system B of com- 
mutative rings. This system is given, on simplexes, by 
B(A) = ff*M,,u,; Q) 
and, on inclusions, by 
B(A = 0 ff*(B,,; Q) + ff*(B,,; Q), 
the map induced by M,ci M,. 
Note that the local system of Y = X, (or Y,) is completely determined 
by the explicitly known local system of X and the r.p.p.d. of Z. 
THEOREM 36. The cohomology Reisner-Stanley system of Y, is 
isomorphic to the poEynomia1 Reisner-Stanley system associated to the local 
system B determined by the groups MA, A E Y. 
ProoJ It is clear from our analysis that for p E CGA and j E c?, ~ tVi, with 
J(d)=J(p)=Z,, we have 
K; = M,,,, x S; (mod D), 
K3 = MJcp, x S, (mod OX 
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where 
It is also clear that Kr is maximal compact in G,. 
The morphism tp;l is given by the diagonal inclusion 
A4 JIp, x S; = MJtp, x S, 4 G,: x T;/D. 
But we may substitute the inclusion M,,,, = MJIF, 4 Gi,” by 
without altering the resulting morphism. It follows that cpt is induced from 
the map B(A - (II}) + B(A) and we are done. 
It remains for us to understand the map 
H*(B,; Q) + H;r:( Y,; Q). (21) 
Given aeH*(B,; Q) we need to know its image ti in H,*( Y,; Q) = 
@A E ,y C“. In fact it suffices to know its A-components. Decompose the 
image of a in Hz(O,,; Q) as b, + cd, where 6, is a polynomial not divisible 
by nd and cd = c’ . nj. Now c,, induces a class in C” and this class is 
exactly the A-component of a. 
Summarizing: 
THEOREM 31. The rational equivariant cohomology, ring of a regular 
compacttfication Y = X, is the direct sum of the equivariant cohomologies of 
the different G-orbits with the multiplicative structure given by the rule of 
Proposition 16. It is completely determined b-y the r.p.p.d. of the torus embed- 
ding Z and the stabilizers of the “vertices” xl in X. The usual cohomology 
ring H*( Y; Q) can be obtained from H$( Y; Q) by cancelling out the rela- 
tions determined by H*(B,; Q) via the map (21). 
EXAMPLE. Complete quadrics in P3. The stabilizers are E(4), 
SO(3) x T,, z(2) x52)x T2, SO(3) x T,, z(2)x T,,, z(2) x T,,, 
E(2)x Tz3, and T,zj. Recall that z(2n) can be identified with the 
normalizer in SO(2n + 1) of S0(2n), i.e., with O(2n). Hence 
H*(BFzc,~) = H*(Bso,z,1+, ,) = QCY~, . . . . .1(4,,1, 
where the {I~,},~,~~ are the Pontrjagin characteristic classes. 
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The rings of the local system are given (inside the algebra R 2: Hz(Y), 
cf. (6)) by 
B(O) = QC.v4> YSI 
B(1) = Q[y”‘I 4 
42) = QCy’” y(3’] 4 
B(3) = Qry13’; 
B(12) = Q[yy2’] 
B(13) = QCy:"'] 
~(23) = Q[y;23)] 
B( 123) =Q 
and the morphisms cpt are induced by 
B(Oc 1) 
B(Oc2) 
B(Oc3) 
B( 1 c 12) 
B(l c 13) 
B(2 c 12) 
B(2 c 23) 
B(3 c 13) 
B(3 ~23) 
B(zjc ijk) 
:y&-+yy, Y*HO 
: y4 I-+ y \' ) + yV', y* -.vp '.V4 (3) 
: y‘j Hyy Y8+-+0 
: yyLyy2) 
:yy,yy3’ 
:yy+y, y;3'HO 
: vi’ ’ t-+ 0, 1’~3’Hyy3’ 
:yc43’+4m 
: y;3’ Hyc423’ 
:y+o. 
One can see that H,*( Y) is generated by xl, -x2, x3, y,, a =x2 yk’ ), 
h = x2 yaj, and yx. The relations are given by 
x3a =x,b=O 
x2)14 =a+b 
4 Y8 =a.b 
XIYS = x3 y, = 0. 
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Finally, in order to obtain H*(Y). one has to add the further relations 
0 =y4 + 6.x; + 2x; + 6.~; +4x, s2 + 2x1 x3 +4x,.\-,, 
0 = 2x, ~3~ - 8.~: -4a - 46 + 2x, ~9~ - 8sj - 8.x~f.x~ 
- 12(x, +.v,).u,.u, - 8x$u,, 
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