We present a method for the construction of solutions of certain systems of partial differential equations with polynomial and power series coefficients. For this purpose we introduce the concept of perfect differential operators. Within this framework we formulate division theorems for polynomials and power series. They in turn yield existence theorems for solutions of systems of linear partial differential equations and algorithms to explicitly construct solutions. © 2005 Elsevier Ltd. All rights reserved.
We investigate the construction of solutions of differential equations with polynomial and power series coefficients based on the concept of perfect differential operators. This concept is similar to the notion of Gröbner or standard bases for polynomial and power series ideals or left ideals of differential operators. Our definition refers to the action of the operators on polynomials and power series -instead of the left module generated by the operators in the Weyl algebra.
If D = αβ c αβ x α ∂ β is such an operator, its initial form with respect to a weight vector λ ∈ R The definition thus differs from the notion of Gröbner and standard bases for differential operators considered by Castro, Granger, Saito, Sturmfels, Takayama and other authors. Though we know of no algorithm for checking whether given differential operators are perfect, this property is very useful for constructing the associated solutions of the homogeneous or inhomogeneous differential equations. In the case of convergent power series, we indicate additional assumptions which are sufficient to ensure also the convergence of the solutions.
Our first result, the Division Theorem, establishes the division of a polynomial or power series e by differential operators D 1 , . . . , D p , say e = D i a i + b with quotients a i and remainder b. If the D i are perfect, the remainder b, which is subject to certain support conditions, is unique. This allows us to check, at least theoretically, whether an inhomogeneous differential equation has a polynomial or power series solution: the remainder of the division of the inhomogeneous term by the D i must be zero.
The second result, the Monomialization Theorem, shows that perfect differential operators behave in specific situations similarly to their initial form, i.e., as a monomial operator. In particular, we show how the solution spaces of the associated homogeneous differential equation can be computed from the solution space of the initial form (which is particularly simple since it is spanned by monomials).
It seems that both results have been known and used in some form -at least implicitly or in special cases -by people working in the algebraic theory of differential equations; see for instance the work of Janet (1920) , Abramov (1995) and Petkovšek (1992) , or the book of Saito et al. (2000) . In a certain sense our approach conceptualizes the construction of solutions through an ansatz with unknown coefficients.
Definitions
We consider linear differential operators D = αβ c αβ x α ∂ β with polynomial, or formal or convergent power series coefficients c β (x) = α c αβ x α in n variables x 1 , . . . , x n over a field K (assumed complete valued in the convergent setting). Here, ∂ denotes the vector of partial derivatives ∂ i = ∂ x i . We denote by P n the rings K[x], K{x} and K [[x] ] of polynomials, convergent and formal power series, respectively, in n variables over K, with associated algebra P n [∂] of linear differential operators.
The support supp(D) of a differential operator D is the set of exponents (α, β) ∈ N 2n with c αβ = 0. We set
The differences τ = α−β ∈ Z n are called the shifts of D, forming the set S D = shift(D) ⊆ Z n . There exists a δ ∈ Z n such that shift(D) ⊂ δ + N n . The filtration of P n [∂] via shifts is known as the F-filtration.
A monomial differential operator is of the form D = α−β=τ c αβ x α ∂ β for some shift τ ∈ Z n . Each D decomposes into a (possibly infinite) sum D = τ ∈S D α−β=τ c αβ x α ∂ β of monomial operators. A differential operator D is a pure monomial if it has just one summand D = c αβ x α ∂ β for some pair (α, β) ∈ N 2n and a coefficient c αβ ∈ K. A subvector space M of P n is a monomial subspace if it contains with each polynomial/series α c α x α all its summands c α x α , or, equivalently, if there exists a subset Σ ⊆ N n such that M consists of all polynomials/series with support in Σ . We shall sometimes write M = P Σ n . The canonical monomial direct complement of a monomial subspace M of P n is the subvector space N of P n of polynomials/series with support in the complement Σ = N n \ Σ of Σ , namely N = P Σ n . Differential operators D ∈ P n [∂] will be identified with the induced linear operator D : P n → P n given by a → Da. For convenience, we shall mostly refer to the convergent or formal power series case. The polynomial case may require small modifications of the definitions and reasoning which will be omitted if obvious.
For k, m ∈ N we denote by k m the falling factorial
We associate with n-tuples τ ∈ Z n and polynomial functions κ τ :
We call κ τ ξ τ the monomial operator on P n with coefficient function κ τ and shift τ . Clearly, monomial differential operators are monomial operators. As the falling factorials form a basis of the polynomial ring, the converse is also true, so the two notions coincide. Kernels and images of monomial operators are monomial subspaces of P n .
Our main interest will be the solutions a ∈ P p n of the differential equation i D i a i = e for some polynomial or series e ∈ P n . As a preliminary stage of their construction, we shall "divide" e by the D i -say e = i D i a i + b with a well defined remainder b ∈ P n and quotients a i ∈ P n . In the case where the remainder of the division can be made unique, i D i a i = e will have a solution in P p n if and only if the remainder b of e is zero. In this way, division is a more general procedure than the actual construction of a solution.
In our context, the uniqueness of the remainder will not always be ensured -but it does hold if the D i are perfect.
We fix throughout a weight vector λ ∈ R n with positive and Q-linearly independent components λ 1 , . . . , λ n . It induces a total order < λ on Z n via α < λ β if λα < λβ. Consequently, each differential operator D decomposes into a sum of monomial operators according to decreasing or increasing shifts τ . Let τ ∈ Z n be the maximal (in the case of polynomials) or minimal (in case of power series) shift of D with respect to λ, τ = max/min{α − β, (α, β) ∈ supp(D)}. We write 
consists of polynomials or series with support in ∆ + τ . In the case where no derivatives occur, D = h ∈ P n a polynomial or power series, the initial form is a monomial in x, the initial monomial of h with respect to < λ .
We call differential operators D 1 , . . . , D p perfect with respect to λ ∈ R n + if the initial monomials of the images of D :
In a similar but slightly different vein, one could also consider the actionD :
We shall not pursue this variation of the concept of perfect operators in the present paper.
Our notion of perfect operators is different from the definition of Gröbner and standard bases used in , 1987 and Saito et al. (2000) . However, in the case where no derivatives occur, D i = h i ∈ P n , we recover the classical notions of Gröbner bases for polynomials and standard bases for power series. For vectors of differential operators D i ∈ P n [∂] q , the definition extends in a natural way by ordering the components of vectors in P q n so as to dispose of the notion of their initial monomial vector as a vector with one monomial entry, the other entries being zero.
Even in the case where p = 1, a single operator D need not be perfect; just take
This occurrence was to be expected since any P n -linear map h : In contrast to the polynomial or power series case D i = h i ∈ P n , it may be very intricate to check whether given differential operators D i ∈ P n [∂] are perfect. In a first step, one will restrict the operator to the kernel of its initial form and check whether the images thereof produce new initial monomials; cf. the examples below. But this is not sufficient -there are other ways in which initial monomials can occur. No general method like the Buchberger criterion for polynomials and power series seems to be known for checking whether differential operators are perfect.
The subtlety of the concept is revealed already in simple examples: the operator
are not (both for slightly different reasons); cf. the examples later on.
In the case of convergent power series, we say that the initial form
The inequality implies that for each j = 1, . . . , n and each β ∈ supp ∂ (D) there is at least one β ∈ supp ∂ (D • ) whose j -th component is larger than or equal to the j -th component of β , say β j ≤ β j . This is not sufficient for dominance, as shown by the example in two variables
Dominance is a condition which ensures that the initial form of an operator controls sufficiently the division properties of the operator, i.e., that the queue D is a negligible perturbation of D • . This holds trivially if no derivatives appear at all. In the one-variable case n = 1, the choice of the weight vector is redundant and the initial form D • is unique. It dominates D if there appears in D • a derivative ∂ β of highest order, i.e., if the order of the operator equals the order of its initial form. This implies that in the one-variable case dominance is equivalent to 0 being a regular singular point; cf. Komatsu (1971) and Malgrange (1974) . For several variables, the situation is much more involved. A sufficient though not necessary condition for dominance is that D • is a pure monomial c αβ x α ∂ β with a ∂-exponent β which is componentwise the maximum of all ∂-exponents β of D,
In the polynomial case, we equip
with the topology of coefficientwise convergence. In the case of formal power series,
] comes with the m-adic topology given by the basis of zero-neighborhoods (x 1 , . . . , x n ) k . Note here that also the ideals P k generated by the monomials x γ with λγ ≥ k form such a basis. In the convergent case, P n = K{x} has the inductive limit topology given by the filtration P n = ∪ s>0 P n (s), where P n (s) denotes the Banach space of series a = γ a γ x γ with norm |a| s = γ |a γ |s λγ < ∞.
A K-linear map w : P n → P n is contractive with respect to λ ∈ R n + if there exists an ε > 0 such that for all γ ∈ N n and all monomials x δ of the expansion of w(x γ ) one has λδ ≤ λγ − ε in the polynomial case and λδ ≥ λγ + ε in the power series case. If w is contractive and a ∈ P n , the geometric series ∞ k=0 w k (a) is finite in the polynomial case and converges in the formal power series case with respect to the m-adic topology on K [[x] ]. For convergent power series, one requires in addition that there are constants s 0 > 0 and 0 < C < 1 such that the restrictions w s : P n (s) → P n (s) are well defined for 0 < s < s 0 and have operator norm |w s | ≤ C. In all cases the geometric series gives rise to a well defined linear map
Division of polynomials and series by differential operators
. We describe in this section how polynomials or power series e of P n will be divided by D 1 , . . . , D p , say e = D i a i +b with a i and b in P n specified by support conditions. This division can be extended to vectors 
Remarks. (a) Stated differently, for each e ∈ P n there are unique series a i and b with support in
Moreover, the proof of the theorem provides an algorithm for computing a i and b. The algorithm follows from the construction of the inverse of the operator u. It is given by the geometric series (
of the expansion of u −1 allow one to compute the quotients a i and the remainder b up to arbitrarily high degree. We emphasize that without support conditions on the quotients a i the remainder b is no longer unique. (b) In the convergent case, u and u −1 respect the filtrations of P p n and P n given by P n = s>0 P n (s). (c) It would be interesting (and probably not too hard) to extend the Division Theorem to the case where
Compare this type of division with the Division Theorem of , 1987 for left ideals in P n [∂] or left submodules of P n [∂] q . (d) As a variation, one may take in the theorem difference operators instead of differential operators, with a similar proof. (e) In the case where the D i are just polynomials or power series h i ∈ P n , i.e., if no derivatives appear, dominance is a void condition. We recover the classical Buchberger and Grauert-Hironaka-Galligo division theorems for ideals in P n . Our method of proof works for all three cases simultaneously.
Note here that then the image of L • under u is a subvector space of P n which, in general, will be strictly contained in the ideal (h 1 , . . . , h p ) generated by the h i . In the case where the h i are perfect with respect to λ, the two spaces coincide (because they have the same initial monomials) and the theorem yields (h 1 , . . . , h p ) ⊕ J • = P n , where J • is the canonical direct monomial complement of I • = (in(h 1 ) Despite the fact that there seems to be no known algorithm for checking whether differential operators are perfect and that for power series the actual division requires infinitely many substitution steps, the algorithm can be useful, e.g., for proving that a differential equation has no polynomial or formal power series solution: if after some steps of the algorithm there appears a remainder, no solution will exist. Conversely, if after many steps no remainder has shown up, it may become probable that a solution exists, or that such a solution can be guessed from the expansion of the approximated solution computed so far. Of course, the method is very close to a power series ansatz with unknown coefficients.
Variants of the Existence Theorem and different algorithms for computing solutions of differential equations in various circumstances abound. To mention just a few, we recommend Janet's work from 1920 (Janet, 1920 ), Abramov's (Abramov, 1995) and Petkovšek's (Petkovšek, 1992) algorithms for difference and differential equations in one variable, the book of Saito et al. (2000) on Gröbner deformations, and algorithms developed by Oaku et al. (2001) , or by Della Dora et al. (1982) .
Proof of the Division Theorem. We follow the technique of the proof of Theorem 5.1 in Hauser and Müller (1994) , interpreting u as a perturbation of an operator which is trivially an isomorphism. This method is frequent when using arguments from functional analysis for the study of differential equations; cf. Malgrange (1974 , p. 148), or Castro-Jiménez (1984 , 1987 and Hauser and Narváez-Macarro (2001) . The dominance condition is used to bound the size of the coefficients of the series when applying the inverses of monomial differential operators. In contrast to the division theorems in , 1987 and Hauser and Narváez-Macarro (2001) , the filtration of P n [∂] is given in the present theorem by the shifts of the operators.
Decompose u :
It is therefore sufficient to show that uv −1 = Id − wv −1 : P n → P n is also a topological isomorphism. Its inverse is formally given by the infinite sum of operators ∞ k=0 (wv −1 ) k . One has to prove that this sum does indeed define a continuous linear operator from P n to P n .
In the polynomial and formal power series cases it suffices to show that wv −1 is contractive with respect to λ, i.e., that there is an ε > 0 such that for all γ ∈ N n the series wv −1 (x γ ) involves only monomials x δ with λδ ≤ λγ − ε and λδ ≥ λγ + ε, respectively. In the convergent power series case we have to show in addition that there exist constants s 0 > 0 and 0 < C < 1 such that the restrictions (wv −1 ) s : P n (s) → P n (s) are well defined and of norm ≤ C for all 0 < s < s 0 as linear operators between Banach spaces. This signifies that for s sufficiently small and all e ∈ P n (s) one has |wv −1 e| s ≤ C · |e| s .
We shall concentrate on the case of convergent power series, which is the hardest one. Moreover it involves the required inequality from the dominance assumption. The polynomial and formal power series cases are easier and can be obtained from the proof below by the obvious modifications.
Write e = i e i + b according to the direct sum decomposition of P n induced by v and given by the supports Γ i + τ i and Ξ . Then the e i and b have pairwise disjoint support, so
Expand e i as e i = γ ∈Γ i e γ i x γ +τ i . Then
Therefore, setting κ i (γ ) = α−β=τ i c αβi γ β , we have
Here, α − β > τ i stands for λ(α − β ) > λτ i . As there are only finitely many β , there exists an ε > 0 such that λ(α − β ) > λτ i + ε for all i = 1, . . . , p and all (α , β ) ∈ supp D i . This shows in the polynomial and formal power series cases that wv −1 is contractive. In the convergent case, we need norm estimates for the series involved. By dominance we know that there is a constant C > 0 such that
This implies the inequalities
The convergence of the coefficients α c αβi x α of ∂ β in D i implies that this last sum converges for s sufficiently small, say 0 < s < s 0 . We have already seen that there is an ε > 0 such that λ(α − β − τ i ) > ε for all i and all α and β . Therefore, choosing s 0 sufficiently small, we get 
Application to inhomogeneous differential equations
We illustrate the division algorithm in simple examples by computing particular power series solutions of inhomogeneous differential equations. Let us take one differential operator D = 
]x 3 and thus produces no new initial monomials it follows that D is a perfect operator.
Let us divide a monomial e = x l by D. For e = 1 or e = x 2 in J • , no real division occurs, e = D0 + e, and e equals the remainder. For e = x l with l = 0, 2 the first step of the algorithm produces
. For l = 1 or l ≥ 3 the algorithm repeats infinitely often and yields
We can conclude that the differential equation x 2 a − xa − x 3 = e(x) has (convergent or formal) power series solutions a(x) at x = 0 if and only if e(x) has no constant term and no monomial x 2 . This, of course, could have also been deduced -due to the simplicity of the example -by direct inspection of the equation or a power series ansatz for a(x). Proof of the Monomialization Theorem. We use the notation of the Division Theorem. In particular, we set
We prove first that u is an isomorphism with inverse
The definition of v and the equality v Du −1 = D • will be postponed to after this proof. The polynomial and the formal power series cases are contained in the case of convergent series as in the proof of the Division Theorem and will be omitted.
In the convergent case we show that u is compatible with the Banach space filtrations and that there is an s 0 > 0 such that for 0 < s < s 0 the restriction (S D) s to P n (s) p has norm ≤ C with a constant C < 1 independent of s. This implies the convergence of the geometric series
s and shows that u s is an isomorphism.
Let e = γ e γ x γ be in P p n with e γ ∈ K p . Then
Decompose this series according to P n = I • ⊕ J • . More specifically, write a ∈ I • as a = i δ∈Γ i a δ+τ i x δ+τ i where, as in the proof of the Division Theorem, the sets
β . This allows us to write
The i -th component of S De can be expanded into
We claim that γ
and all (α , β ) ∈ supp(D i ). To see this, set δ = γ + α − β − τ i ∈ Γ i . Then notice that there is -since there are only finitely many β and since δ − (α − β − τ i ) belongs to N n -a constant C > 0 with
for some constant C > 0, whence the required boundedness. We may therefore continue with
Use now again that there is an ε > 0 such that λ(α − β − τ i ) > ε for all i = 1, . . . , p and (α , β ) ∈ supp(D i ). It follows that there is an s 0 > 0 and a constant C < 1 independent of e such that this last sum is ≤ C for 0 < s < s 0 . This proves that (S De) s has norm < 1 as required.
We have shown that u is a compatible isomorphism for 0
For this we need: The lemma implies that Du −1 (K • ) = 0, which can be written as
Lemma. The map u restricts to an isomorphism from K
= Ker D to K • = Ker D • .
Proof. We have
This proves the Monomialization Theorem.
Application to homogeneous differential equations
Let us now show how the Monomialization Theorem can be used to compute the solution space of a homogeneous differential equation. We work for simplicity with formal power series. 
Example 1. Take again the perfect operator
Example 1 bis . For the operator D = x 2 ∂ 2 x − x∂ x − x which is not perfect, we get the same 
Outlook and open problems
In the perspective of the results of the present paper, there remain several things to be investigated: (1) how to check whether differential operators D 1 , . . . , D p are already perfect; (2) if they are not, how to compute all initial monomials of their image -if this is done, a refined division algorithm has to be formulated; (3) in the convergent power series case, dominance is a sufficient but not necessary condition to ensure the convergence of the solutions -find other criteria for convergence.
We comment on points (1) and (2). For simplicity, we restrict consideration to a single There is a third possibility, illustrated by Examples 1 ter . There can be cancellations between the monomials produced by D • and the summands D σ for σ = τ . The phenomenon is similar to the cancellation of initial monomials in Buchberger's S-polynomials. The cancellations can be completely controlled if D has just two monomial summands, D = D • + D σ , for one σ ∈ Z n . This will be the subject of forthcoming work. For more summands, the situation can be much more complicated. The objective here will be to describe a finite algorithm which determines all initial monomials of the image of D up to a given degree. To be effective, it must contain a criterion which allows one to check whether all such initial monomials are already found.
As for point (3), the problem is to characterize regular singular points of differential equations through combinatorial criteria which can easily be checked. The methods of proof used in the present paper are still too coarse to capture the intricate phenomena which may appear in more than one variable.
Program for division
We briefly describe a program written for Maple 9.5 which realizes the division by one differential operator as indicated in the Division Theorem. The complete program is available from the authors. There are versions for both the polynomial case and the formal power series case. In order to ensure the feasibility in the latter case, the input has to be polynomial, and the algorithm stops after a prescribed number of steps.
Input:
D a differential operator with polynomial coefficients > DD:= P->collect( diff(P,y) -y*diff(P,x), distributed): > D0:= P->collect( diff(P,y), distributed): e = xˆ2, a = xˆ2*y+2/3*x*yˆ3+2/15*yˆ5, b = 0.
Main: division finished.
Program for monomialization
We now describe a program for Maple 9.5 which realizes the computation of the kernel of one differential operator as the pullback under the map u of the kernel of its initial form as explained in the Monomialization Theorem. There are again versions for both the polynomial case and the formal power series case. Below we restrict to the polynomial case.
Input:
D a differential operator with polynomial coefficients Main: found approximation uˆ-1(xˆ4) = xˆ4 after step 1.
Main: found approximation uˆ-1(xˆ4) = xˆ4 -2*xˆ3*yˆ2 after step 2.
Main: found approximation uˆ-1(xˆ4) = xˆ4 -2*xˆ3*yˆ2+ 3/2*xˆ2*yˆ4 after step 3. Main: found approximation uˆ-1(xˆ4) = xˆ4 -2*xˆ3*yˆ2+ 3/2*xˆ2*yˆ4-1/2*x*yˆ6 after step 4.
Main: found approximation uˆ-1(xˆ4) = xˆ4 -2*xˆ3*yˆ2+ 3/2*xˆ2*yˆ4-1/2*x*yˆ6+ 1/16*yˆ8 after step 5.
Main: Found exact solution uˆ-1(xˆ4) = xˆ4 -2*xˆ3*yˆ2+ 3/2*xˆ2*yˆ4-1/2*x*yˆ6+ 1/16*yˆ8 after 5 steps.
