The *congruence class of a least square solution for the following matrix equations
Introduction
Research on solving linear matrix equations has received much attention over the past fifty years. Linear matrix equations frequently arise in many areas of scientific computing and engineering applications, for example, the computation of inverse eigenvalue problems [1, 2] , finite element model updating in structural dynamics [3] , the construction of sparse approximate inverse preconditioners for Krylov subspace iteration methods [4] and etc. In many papers special classes of solutions, such as symmetric, bisymmetric, positive definite, skew-symmetric, orthogonal are considered. Dai and Lancaster [5] presented a condition for the existence of a symmetric, positive definite, positive semidefinite real solution and derived a formula for the general solution of the matrix equation
(1.1)
Meng et al. [6] derived skew-symmetric orthogonal solutions of the Eq. (1.1). Peng et al. [7] gave conditions for the existence of a bisymmetric solution of the Eq. (1.1) and an expression for such solutions. Cvetkovic-Ilic et al. [8] gave representations of a positive and real-positive solution of the equation axa * AX = B, AXB = C and (AX XB) = (E F ) (1.2) using generalized inverses. Navarra et al. [13] determined necessary and sufficient conditions for the existence of a common Hermitian solution of the matrix equations A 1 XB 1 = C 1 and A 2 XB 2 = C 2 and presented a general form of such solutions. Dajic and Koliha [14] considered Hermitian and positive common solution of the equations ax = c and xb = d in a ring with involution. In the paper of Cvetkovic-Ilic [15] , the necessary and sufficient conditions for the existence of Re-nnd solutions of the matrix equation AXB = C and a general form of such solutions were presented.
In this paper, we discuss a *congruence class of the solutions of the equations AX = B, A * XA = D, AXB = D and (AX XB) = (E F ).
(1.3)
Also, we describe the *congruence class of a least-square and a minimum norm least-square solutions of the equation AX = B
and presented the necessary and sufficient conditions for the existence of a Hermitian semidefinite and Hermitian definite solution of the equation A * XA = D in the case when it is solvable and the *congruence class of a Hermitian least-square solution in the case when it is not solvable. Let X , Y ∈ C n×n . Matrices X , Y are in the same *congruence class if there is a nonsingular matrix P such that X = PYP * . Hermitian, positive definite and positive semidefinite matrices are the special cases of *congruence. Therefore one can consider the *congruence class of a square solution of a matrix equation and further study other classes (Hermitian, positive definite, etc). Horn, et al. [16] studied the possible *congruence class of a square solution when linear matrix equation AX = B is solvable and this paper was the motivation to us for considering the same problem but in the case when the matrix equation AX = B is not solvable. We will use the following notations: C m×n denotes the set of m × n complex matrices, I = I n denotes the unit matrix of order n, O m×n is the m × n zero matrix. For a matrix A ∈ C m×n , rank A is the rank of A; A * is the conjugate transpose of a matrix A. For a ∈ C, a denotes the conjugate of a. The Hermitian part of X ∈ C n×n is H(X ) ≡ (X + X * )/2. A F denotes the Frobenius norm of matrix A = (a ij ) ∈ C m×n , which is defined by
First, let us state the concepts of Singular Value Decomposition (SVD) and Generalized Singular Value Decomposition (GSVD), which are essential tools to get the solutions of the matrix equations given in (1.3) . See [17, 18] for details.
Lemma 1.1. Let A ∈ C m×n and r = rank (A). Singular Value Decomposition of A is given by
A = U Σ O O O V * ,(1.
4)
where U ∈ C m×m , V ∈ C n×n are unitary matrices, Σ is the diagonal matrix given by
We further partition the unitary matrices U, V
(1.5)
The Generalized Singular Value Decomposition (GSVD) of the matrices A, B are given by
where U A ∈ C m×m , V B ∈ C k×k are unitary matrices, Q , T ∈ C n×n are nonsingular matrices and
are block matrices with positive diagonal matrices Γ 1 , Γ 2 . Here r 1 = rank A, r 2 = r 1 2 + r 2 2 = rank B. For nonsingular matrices Q and T , T is either T = Q − * or T = Q (i.e.both choices are always possible). Its Quotient Singular Value Decompositions (QSVD) when T = Q − * and Product Singular Value Decompositions (PSVD) when T = Q .
We further partition U A , V B
The paper is organized as follows: In Section 2 we study a *congruence class of a least-square solution of the equation AX = B and nearest Hermitian (or skew-Hermitian) solution of that equation in the case when it is not solvable. In Section 3, we will discuss *congruence class of a solution of the matrix equation A * XA = D. In Sections 4 and 5, we considering *congruence class of a solution of the matrix equation AXB = D and (AX XB) = (E F ), respectively.
*Congruence class of a least-square solution of the equation AX = B
In this section, we study the *congruence class of a least-square solution of the equation
in the case when it is not solvable.
Let us assume that linear matrix equation
The problem mentioned above is called the least-square problem of a matrix equation AX = B and X which satisfies (2.2) is a least square solution of AX = B (see [19, 20] 
For arbitrary X 21 ∈ C (n−r)×r and X 22 ∈ C (n−r)×(n−r) , there exists a least-square solution X ∈ C n×n of (2.1) which is
, then for arbitrary D ∈ C (n−r)×(n−r) there exists a least-square solution X of (2.1), such that X is *congruent to Σ −1 B 11 ⊕ D.
(d) The minimum-norm least-square solution of (2.1) is *congruent to
Proof. Using the SVD of A given by (1.4), we get
Let V * XV has the following matrix decomposition V * XV = X 11 X 12
Obviously, matrix X such that X 11 = Σ −1 B 11 , X 12 = Σ −1 B 12 satisfies (2.5). Therefore,
, where X 21 ∈ C (n−r)×r and
Since
The following corollaries show that some properties of a solution of (2.1) depend on the corresponding properties of matrix M = A * BA * A. Some results from our Theorem 2.1 are the same as in [16] although where they were consider in the case when equation (2.1) is solvable. Here, we assume that AX = B is not solvable. Proof. When rank (A) = n, the SVD of A is given by
to X . Therefore, there exists Hermitian positive definite X which is a least-square solution of (2.1) when M is Hermitian positive definite.
Conversely, if X is a Hermitian positive definite solution of (2.1), it is evident that M = A * BA * A = A * AXA * A is Hermitian positive definite.
We conclude that when rank A = n, X = V Σ −1 V * is the unique least-square solution of (2.1). The inertia of a Hermitian matrix H is defined by InH = (π (H), ν(H), ζ (H)), where π (H) is the number of positive eigenvalues of H, ν(H) is the number of negative eigenvalues and ζ (H) is the number of zero eigenvalues of H (see [16] ).
The following corollary describe all possible inertia of a Hermitian matrix X which is a solution of (2.1) using inertia of matrix M. This result is uniform to Corollary 6 in [16] . Proof. By Theorem 2.1, for arbitrary D ∈ C (n−r)×(n−r) there exists a least square solution X which is *congruent to
. So, by a suitable choice of D, we can find all permitted inertias of X . Now let us find Hermitian (or skew-Hermitian) X which is nearest to the solution of (2.1), in the sense of F-norm. The following lemma is an auxiliary result. Lemma 2.1. Let Λ = diag(γ 1 , γ 2 , . . . , γ n ), γ i > 0, and P = (p (1) ij + ip (2) ij ) ∈ C n×n . There exists the unique matrix Y which is the nearest to the Hermitian (skew-Hermitian) solution of the equation ΛY = P and it is defined by
It is evident that (2.7) holds if and only if min
By computation, we check that matrix Y defined by (2.6) satisfies (2.7).
Based on Lemma 2.1, we can obtain the analytical expression of the nearest Hermitian (skew-Hermitian) solution of (2.1) using a SVD of A. Theorem 2.2. Let rank (A) = r and a SVD of A be given by (1.4) . Denote B 11 = (b (1) ij + ib (2) ij ) r×r , where B ij = U * i BV j , i, j = 1, 2.
The nearest Hermitian (skew-Hermitian) solution of (2.1) is defined by
9)
and X 22 ∈ C (n−r)×(n−r) is arbitrary Hermitian (skew-Hermitian) matrix.
Proof. Let us find X which satisfies
The last expression
holds if and only if
and
By Lemma 2.1, we have that X 11 satisfies (2.10) if and only if it has the form (2.9). Let X 21 = (−)X * 12 and X 22 = (−)X * 22 ∈ C (n−r)×(n−r) be an arbitrary. Then from (2.9), it follows that the nearest Hermitian (skew-Hermitian) solution of (2.1) is given by (2.8).
The nearest symmetric solution of (2.1) in the case when A and B are real matrices is presented in [21] .
*Congruence class of a solution of the equation A * XA = D
In this section, we will consider the *congruence class of a solution of the Eq . (1.1) . We obtain the necessary and sufficient conditions for the existence of Hermitian, Hermitian positive definite and Hermitian positive semidefinite solutions of the Eq. (1.1). Theorem 3.1. Let A ∈ C m×n , D ∈ C n×n , rank A = r and a SVD of A be given by (1.4) . The Eq. (1.1) is solvable if and only if
In this case, an arbitrary solution X of the Eq . (1.1) is *congruent to
Proof. Since the Eq. (1.1) is equivalent to V * A * XAV = V * DV , we have that 
is the solution of the Eq. (1.1) , where X 12 ∈ C r×(n−r) , X 21 ∈ C (n−r)×r , X 22 ∈ C (n−r)×(n−r) are arbitrary matrices.
The solvability and some special class of solutions of the Eq . (1.1) , when matrices A and D are over the real field was considered in [5] . We can conclude by Theorem 3.1, that some properties (symmetric, positive semidefinite or positive semidefinite) of a solution of the Eq. (1.1) depend on the corresponding properties of a matrix D.
From now on we will denote by X 0 = Σ −1 D 11 Σ −1 . The general Hermitian (skew-Hermitian) solution is given by
where X 12 ∈ C r×(n−r) is an arbitrary matrix, and X 22 ∈ C (n−r)×(n−r) is an arbitrary Hermitian (skew-Hermitian) matrix. In this case the general Hermitian positive semidefinite solution is given by
where Z 12 ∈ C r×(n−r) is arbitrary matrix, Z 22 ∈ C (n−r)×(n−r) is arbitrary Hermitian positive semidefinite matrix, and P is a projection onto R(X 0 ). In this case the general Hermitian positive definite solution is given by
where X 12 ∈ C r×(n−r) is arbitrary and Z 22 ∈ C (n−r)×(n−r) is an arbitrary positive definite matrix.
In the following theorem we consider a *congruence class of a least-square solution in the case when (1.1) is not solvable. According to the proof of Theorem 3.1 and the SVD of A, we will find X such that
It follows that X is a least-square solution if and only if X 11 = Σ −1 D 11 Σ −1 . So,
where X 12 ∈ C r×(m−r) , X 21 ∈ C (m−r)×r and X 22 ∈ C (m−r)×(m−r) are arbitrary matrices.
Theorem 3.2. Let A ∈ C m×n , D ∈ C n×n , rank A = r and a SVD of A be given by (1.4) . If the Eq. (1.1) is not solvable, then a least-square solution of (1.1) is *congruent to
where X 12 ∈ C r×(m−r) , X 21 ∈ C (m−r)×r , X 22 ∈ C (m−r)×(m−r) are arbitrary matrices.
Dai and Lancaster [5] discussed the nearest symmetric and symmetric positive semidefinite solution. Here we will study least-square Hermitian, positive definite or positive semidefinite solutions. Corollary 3.3. Let A ∈ C m×n , D ∈ C n×n , rank A = r and a SVD of the matrix A be given by (1.4) . If the Eq. (1.1) is not solvable, then it has Hermitian (skew-Hermitian) least-square solution if and only if
In this case, the general form of Hermitian (skew-Hermitian)least-square solution is given by
where X 12 ∈ C r×(n−r) is an arbitrary matrix, and X 22 ∈ C (n−r)×(n−r) is an arbitrary Hermitian (skew-Hermitian) matrix.
Corollary 3.4. Let A ∈ C m×n , D ∈ C n×n , rank A = r and a SVD of a matrix A be given by (1.4) . If the Eq. 
where Z 12 ∈ C r×(n−r) is an arbitrary matrix, Z 22 ∈ C (n−r)×(n−r) is an arbitrary Hermitian positive semidefinite matrix, and P is a projection onto R(X 0 ). 
where X 12 ∈ C r×(n−r) is an arbitrary and Z 22 ∈ C (n−r)×(n−r) is an arbitrary Hermitian positive definite matrix.
*Congruence class of a solution of the equation AXB = D
In this section we present the conditions for the solvability of the equation 
where X i2 , X i4 , i = 1, 2; X ij , i = 3, 4, j = 1, . . . , 4 are arbitrary.
Proof. Let as consider the Quotient Singular Value Decomposition of A and B,
we get that Then (4.4) shows that the Eq. 
and X ii , i = 2, 3, 4, are arbitrary Hermitian (skew-Hermitian) matrices and X i4 , i = 1, . . . , 4 are arbitrary matrices. Chu [22] considered the symmetric solution of A T XB = C using GSVD of A and B, however the GSVD in his article is not identical with the QSVD which we use here. Also, Yuan [21] studied the symmetric solution with minimum F − norm using the Canonical Correlation Decomposition (CCD).
be the Product Singular Value Decompositions, we will obtain that the solution (or least square solution) of (4.1) is similar to (4.3).
*Congruence class of a solution to the equation (AX XB) = (E F )
In this section we discuss conditions of solvability and *congruence class of a solution to the equation (AX XB) = (E F ). 
Then the conditions of the solvability as well as the characterizations of the solution can be derived easily. The general form of a solution of the Eq. (5.1) is:
where X 22 ∈ C (n−r 1 )×(r 1 −r 1 2 ) and X 24 ∈ C (n−r 1 )×(n−r 1 −r 2 2 ) are an arbitrary. Obviously, X is *congruent to
We can also give a similar class solution of (5.1) when A = U A S 1 Q −1 , B = QS 2 V * B are the Product Singular Value Decompositions of A and B.
