Abstract: This paper utilises the mesh adaptive direct search (MADS) method to design an optimal gait generation for a quadruped robot with nine degrees of freedom moving in the sagittal plane. To this end, an optimisation method for the simultaneous optimisation of the objective function with physical and environmental constraints is considered. The proposed method is compared with the polynomial function method, which has been widely used in literature. The simulation results show good performance of the proposed gait generation in tracking the desired joint angles of the robot with less required torques.
Introduction
Analysis and design of legged robots are interesting topics that have attracted much attention from researchers in recent years (Samperio et al., 2008; Smith and Jivraj, 2015; Vundavili and Pratihar, 2011) . Legged robots have different applications such as transportation of heavy loads and rescue operations, which are very helpful in human's life. Due to the complex dynamics of these systems, the path planning and determining the gaits for the legged robots is one of the challenges in this field (Wu and Snášel, 2014; Cossell and Guivant, 2014; Son et al., 2010) . This manuscript discusses a stable and adaptive walk of quadruped robots with an emphasis on the robot's dynamics. It should be mentioned that quadruped animals have different movements such as pronk, trot, pace, bound, and walk. In this manuscript, gait generation for walking of a quadruped robot is considered.
Gait generation for walking of a quadruped robot can be divided into two phases: the support phase and the swing phase. During the support phase, all legs of the robot are on the ground. On the other hand, during the swing phase, one leg of the robot moves forward. It is obvious that the robot has more stability during the support phase. Hence, the main challenge of the robot's stability is during the swing phase, where the centre of mass (CoM) of the robot must be maintained inside the support triangle at all times. The support triangle (Figure 1 ) is made of three legs that are on the ground during the swing phase. In a complete cycle of motion, all four legs of the robot move forward, one at a time. The gait generation can be performed offline or online. Different methods have been proposed in literature for the online and offline gait generation. Pongas et al. (2007) have designed an offline gait generation for the quadruped robots using the idea that the centre of the gravity during the static movement must lie inside the support triangle for the stable walking of the robot. Another approach for the offline gait planning uses the inverse kinematic and Jacobin (Yazdani et al., 2012; Yi, 2010) . The polynomial functions have also been used for the gait generation of the legged robots for climbing slopes and stairs (Vundavilli and Pratihar, 2011) . However, one of main drawbacks of offline gait generation is that it cannot perform in different conditions and environments. Several online methods for the gait generation have been proposed in literature. These include using neural networks (Estremera and de Santos, 2005) and central pattern generator (CPG) (Inagaki et al., 2006) . The wave CPG model is a mathematical model of nonlinear oscillators and generates rhythmic movements for the robots. The gait generation and the walking velocity control are achieved by controlling the virtual energy of the oscillators. This method does not guarantee the robot stability. However, the advantage of this method is its adaptability to the environment.
In this manuscript, the mesh adaptive direct search (MADS) optimisation method is utilised for the gait generation of quadruped robots. For the stable and adaptive movement of the quadruped robot, suitable cost functions are defined for the swing phase as well as for the support phase. The constraints of the physical limitations of the robot movements on the flat surfaces as well as stability conditions are considered for the natural walking. In order to show the effectiveness of the proposed method, it is applied to a quadruped robot with nine degree of freedom moving in the sagittal plane. The closed-loop system is controlled using a simple proportional-derivative (PD) controller. Simulating results show that the proposed optimal path is better tracked by the robot as compared to the polynomial function method, which has been widely used in literature. Moreover, the required joint torques are substantially smaller.
This paper is organised as follows. Section 2 introduces the MADS method. The model of the robot is shown in Section 3. Section 4 gives the cost functions and physical constraints of the robot. Section 5 shows the simulating results. Finally, Section 6 concludes the paper.
MADS method
In this section, the MADS method will be explained briefly. The main idea of this method was presented for the first time by Audet and Dennis (2006) . In this manuscript, this algorithm is employed for the motion planning of the quadruped robots by considering its kinematic constraints.
The main objective in MADS method is to minimise : n n f → under the set of constraints {C j (x): x ∈ Ω}, where Ω is the desired subspace of the search space. The set of constraints C can be considered with any degree of nonlinearity and discontinuity. To solve this constraint optimisation problem, an adaptive mesh is created base on the convergence analysis, which will be explained below. In this algorithm, by minimising the cost function, an optimal trajectory is generated such that the constraints are filtered by defining a second cost function.
The MADS algorithm begins by selecting a starting point repeated in the optimal space and tries to find the minimum of the cost function f on this testing point in the space Ω. The desired space is determined by a set of constraints. In this method, there is no need to calculate or approximate the derivatives of the cost function. This property is very useful for cases where there are several local minima. The MADS is an algorithm based on iterations, which consists of two parts: polling and search. These will be explained briefly in the followings.
In the search step, the goal is to obtain the minimum of the cost function on a given mesh in the search space. The mesh is formed in direction The concept of this mesh is theoretical and it is never constructed in practice. It is considered only to make sure that the trail points belong to the mesh. The purpose of repeating the search process is to find points on the mesh with the smaller values of the cost function as compared to the current one. These test points are called the improved mesh points, which create a successful iteration. If an improved point is not found, then the polling step is called. This is the most distinguished feature of this approach as compared to other optimisation methods such as the generalised pattern search (GPS).
In the polling step, a set of points around ˆk x (i.e., the answer of the search step that is called the frame centre), the parameters of the polling size, the frame size , Definition 1: At iteration k, the MADS frame is defined as the following set (Audet and Dennis, 2006) :
where D k is a positive spanning set such that
, in which l is the optimal space dimension. It should be mentioned that there are different choices for D k in literature. For more details, see Audet and Dennis (2006) . When the polling step cannot make an improved point, the frame is called the minimal frame and the centre x k is called the minimal frame centre. At step k, the following rule for updating the frame size is applied:
if is the minimal frame centre (2) if an improved mesh point is found and 1 otherwise
To guarantee the algorithm convergence, the radius of the frame size should go to zero at a rate slower than the rate of the mesh size parameter. Hence, the following rule guarantees stability of the algorithm:
Up to this point, in each iteration of MADS, no constraints have been considered. For constraints, the so-called barrier method is employed. In this method, a second non-negative cost function is defined as follows:
where C j (x) are the constraints. For a path planning, minimisation of h has a higher priority than the minimisation of f. That is, if x does not violate the constraints, then f is minimised. On the other hand, if the constraints are violated, then f = h(x), i.e., f will be equal to h evaluated at point x. Moreover, when the constraints violate a predefine value, then h = +∞ (e.g., a very large number in computer programming).
Cost functions and constraints
The most important part in constraint optimal problems is the cost function that must be satisfied along with all constraints. In this section, the cost function of the path and constraints of the mission scenarios of the quadruped robot are presented. The optimisation problem has one term in the cost function for each walking phase with different constraints.
Cost function in support phase
In the support phase, all four legs of the robot are on the ground and the zero moment point (ZMP) moves forward with constant velocity. As a result, the cost function in this phase is defined as follows:
where ZMP ( ) x t j t + Δ is the velocity of the ZMP during the j th sample of the movement,
is the desired velocity of the ZMP, and α is defined in the followings.
The constraints in this phase are defined as follows. The robot is initially in a standing position; this means that the velocity of the ZMP is zero. When the robot starts to move, the actual velocity of the ZMP ZMP ( ) x reaches the desired value ZMP ( ).
d x
When the robot reaches the end of this phase, the robot's velocity decreases and ultimately becomes zero.
To obtain this, the coefficient α in (5) is defined as follows:
where x ZMP (t + jΔt) is the position of the ZMP during the j th sample of the movement and ZMP d x is the desired position of the ZMP. Moreover, σ is a positive coefficient that can adjust the acceleration of the robot's movement.
Cost function in swing phase
In the swing phase, the same cost function as in the support phase is employed
where the parameters are the same as in (5).
Constraints of cost function
The general goals determined by the cost functions and details of the desired path are characterised by the constraints. These constraints for a quadruped robot include legs movements, body motion and coordination of the legs in relation to the body. It should be mentioned that the robot's behaviour in the swing phase is different from the support phase. Hence, two set of constraints must be defined, one for each phase.
Support phase constraints
For proper movement of the robot, the following constraints must be defined in the support phase:
1 One of the important constraints, which must be met during the movement of the robot is the limits of the joint angles ,max ,min
where θ i is the position of the i th joint and θ i,max and θ i,min are the upper and lower bounds of the i th joint position, respectively.
2 During movement, the robot must move forward. Hence, the velocity of the CoM must always be positive
3 The upper part of the robot's body have some movement limitations, which can be given as
where θ 3 is the angle of the upper part of the robot relative to the horizontal axis and α max and α min are the upper and lower bounds, respectively.
4 One of the most important constraints is the stability of the robot. Because of the dynamic motion of the robot in this paper, the ZMP must lie inside the support triangle 
where y e is the height of the swing leg and y b is the height of the stand leg next to the moving leg that is zero here.
Swing phase constraints
In the swing phase, in addition to the first three constraints of the support phase, other constraints must be considered as well. In this phase, one of the legs of the robot swings forward. When this leg passes the stand leg, it reaches its maximum height. Then, its height decreases until it touches the ground. When the projection of the ZMP on the ground reaches its permitted range (i.e., the stability margin), the swing leg must touch the ground; otherwise, the robot might fall down. This requirement is discussed as a constraint in the followings: 
where h m is the maximum height of the swing leg.
2 The stability margin in the swing phase can be defined as follows:
3 Before the swing leg moves, its horizontal velocity is zero. When it moves, its velocity increases until it reaches the maximum height, where the horizontal velocity is maximised. Then, the horizontal velocity decreases until it touches the ground, where the horizontal velocity becomes zero. In addition to this, the velocity pattern of the swing leg must be synchronised with the velocity and position of other parts of the robot. Since the velocity of the CoM is a good measure of the robot's general speed, the horizontal velocity of the swing leg should match this velocity. The following constraint takes this constraint into account: 
where e x and COM x are the horizontal velocity of the swing leg and the CoM, respectively, β min and β max are constant coefficients that must be defined by the user, y e and y b are the height of the tip of the swing and stand legs, respectively, and h m is the maximum height of the swing leg. This constraint means that the horizontal velocity of the swing leg must be limited between two sinusoidal curves. When the swing leg reaches its maximum height, the sine function becomes one and the horizontal velocity of this leg will be limited to the minimum and maximum predefined velocities, respectively. On the other hand, when the swing leg touches the ground, the sine function becomes zero, which makes the horizontal velocity equal to zero.
4 When the swing leg lags the stand leg (i.e., when the swing leg is moving upward) its vertical velocity is positive. This velocity becomes zero when the swing leg reaches its maximum height. Then, this velocity becomes negative when the swing leg leads the stand leg (i.e., when the swing leg is moving downward). This constraint can be given as below:
where sgn(x) specifies the sign of x, L is the distance between the stand leg and the swing leg at the beginning of the movement, x e is the horizontal position of the swing leg (for the front legs as well as for the rear legs), and x b is the horizontal position of the stand leg (for the front legs as well as for the rear legs) (see Figure 2) . Other parameters are the same as before. 
Modelling of robot
The robot considered in this manuscript is a quadruped robot with nine degrees of freedom (DoF) moving in the sagittal plane (Figure 3 ). Due to the robot's complex dynamics, the gait generation for the quadruped robot is very important. The robot's movement must be performed in a way that its stability is guaranteed. Moreover, legs of the robot must move in a predefined order. In addition, the distance between the swing leg and the support leg must obey some physical limitations. These issues are expressed in the followings in terms of some constraints for the robot. 
The kinematic equations of the quadruped robot are given in the Appendix. The dynamic equation of the robot can be found using the Lagrange method
where 9 1 × ∈ θ and 9 1 × ∈ θ are the vectors of the angular position and velocity of the robot joints, respectively and K and P are the total kinematic and potential energy of the robot defined as (Craig, 2005) For the swing phase, the Lagrange equation is defined as
where T i is the torque applied to the i th joint. Using (18), the dynamic equation of the robot in this phase can be written as is the vector of joint torques. For the support phase, since all four legs of the robot are on the ground, the following holonomic constraints must be considered: 1 1 2 2 5 5 6 6 9 9 1 1 2 2 8 8 7 7 9 9 1 1 2 2 9 9 6 6 5 5 13 1 1 2 2 9 9 8 8 7 7 14 1 1 2 3 3 4 4 12 1 1 2 2 4 4 3 3
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where c i := cos(θ i ), s i := sin(θ i ), and L 1i is the horizontal position of the first leg from the i th leg. For this phase, the following Lagrange equation is used:
where λ is the vector of Lagrange multipliers. Then, the dynamic equation of the robot in the support phase can be written as
where 6 9 ( ) × = ∂ ∂ ∈ J θ Φ θ is the Jacobian matrix. At the end of the swing phase, the tip of the swing leg contacts the ground surface with an impact. Immediately after the impact, the vertical velocity of the tip of the swing leg becomes zero due to the ground collision. The dynamic equation governing this impact can be represented as follows:
where impact + θ and − θ are the 9 × 1 vectors of joint velocities immediately after and before the impact, respectively. For brevity, the matrices and vectors in this section are not given in this manuscript.
In the next section, the performance of the proposed gait generation algorithm is compared with the path defined using the polynomial functions.
Simulating results
The physical parameters of the quadruped robot are given in Table 1. Table 2 shows the maximum and minimum of the design coefficients. Other parameters are defined as follows: In order to compare the advantages of the proposed gait-generating algorithm with the polynomial function method, which is used widely in literature, the third and fifth-order polynomials are used here (Mu, 2004) : 
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where T swing is the time for taking one complete step and h m is the maximum height of the tip of the swing leg that occurs at t = T m . The desired path of the robot's foot is shown in Figure 4 (Mu, 2004) , where S l is the step length. 
where x h_swing and y h_swing are the horizontal and vertical coordinates of the hip in this phase, respectively, and y h (t) is the height of the hip.
2 Support phase:
where x h_support and y h_support are the horizontal and vertical coordinates of the hip in this phase, respectively, y h (t) is the same as in (27), and T support is the time duration for the support phase.
To calculate the coefficients in (27) and (28), the following constraints must be taken into account:
• Repeatability of the gaits 0 _ swing swing _ swing 1
• Continuity of the gaits 0 support _ swing 2 _ swing swing swing
where v h1 and v h2 are the hip velocity at the beginning and at the end of each gait during the swing phase (in the support phase they are reversed), The obtained polynomial coefficients are given in Table 3 . In order to compare the performance of the proposed method with the polynomial function method, both methods are applied to the quadruped robot using the PD controller. This is a closed-loop controller that uses the error value as the difference between the desired value (in this case, the designed joint angles) and the measured value of the process (the actual joint angles of the robot)
where e(t) = θ d (t) -θ(t) and k p and k p are the proportional and derivative coefficients, respectively (Table 4) . The same PD coefficients are used for both methods. These PD values are selected for the best performance of both methods. In addition, the joints torques are saturated to 200 N.
The simulating results are shown in Figures 5 and 6 for the polynomial function method and in Figures 7 to 10 for the MADS method. As these figures show, the tracking errors for the MADS method are substantially less than the polynomial function method. Moreover, the required torques for the MADS method are considerably less than the other method. Figure 9(a) shows the cost function f(x) in terms of the velocity constraint h(x). Any obtained solution below the solid line belongs to the desired space and hence, is acceptable. Figure 9(b) shows the convergence of the MADS algorithm in 92 iterations with 23.22 seconds of run time using MATLAB software. However, running the algorithm in a lower level computer programming such as C++ will require much less run time. Figure 10 illustrates the walking of the robot in 3D for better visualisation. 
Conclusions and discussions
In this paper, the MADS algorithm that is developed by Audet and Dennis (2006) for solving constraint optimisation problem, was employed for path planning of quadruped robots. For the optimisation problem, appropriate cost functions along with different set of constraints were defined for the support and swing phases. Moreover, the stability problem of the robot was considered in defining constraints. Then, in the closed-loop system, the robot was controlled with simple PD controllers. The simulation results indicated superior performance of the proposed method in terms of the tracking errors as well as the required joint torques as compared with the polynomial function method. In other words, the gait generated by the MADS method can be followed with smaller tracking errors. Moreover, the proposed method requires smaller joint torques than the polynomial function method. In addition, the gaits generated by the MADS methods yield smother movements of the robot's joints. 
