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Spontaneous symmetry breaking has revolutionized the understanding in numerous fields of mod-
ern physics. Here, we theoretically demonstrate the spontaneous time-reversal symmetry breaking
in a cavity quantum electrodynamics system in which an atomic ensemble interacts coherently with
a single resonant cavity mode. The interacting system can be effectively described by two coupled
oscillators with positive and negative mass, when the two-level atoms are prepared in their excited
states. The occurrence of symmetry breaking is controlled by the atomic detuning and the coupling
to the cavity mode, which naturally divides the parameter space into the symmetry broken and
symmetry unbroken phases. The two phases are separated by a spectral singularity, a so-called ex-
ceptional point, where the eigenstates of the Hamiltonian coalesce. When encircling the singularity
in the parameter space, the quasi-adiabatic dynamics shows chiral mode switching which enables
topological manipulation of quantum states.
Spontaneous symmetry breaking (SSB), a phenomenon
where the symmetric system produce symmetry-violating
states, exists ubiquitously in diverse fields of modern
physics, such as particle physics [1–4], condensed mat-
ter physics [5], cosmology [6], and optics [7–10]. One of
the great triumphs of SSB is to classify different phases
of matter. For instance, the paramagnetic-ferromagnetic
phase transition occurs by breaking the spin-rotation
symmetry [11], the time-crystal phase is realized by
breaking the temporal translation symmetry [12–16], and
the superconducting phase transition emerges by break-
ing the more subtle gauge symmetry [17]. Recently, in
open (non-Hermitian) systems, parity-time (PT ) sym-
metry breaking has also been proposed theoretically
[18, 19] and demonstrated experimentally in optical, mi-
crowave and acoustic systems [20–26]. In particular, PT
symmetry breaking gives rise to exceptional points (EPs),
which are non-Hermitian degeneracies that are not only
of substantial theoretical interest [27–31], but also lead to
fascinating applications such as unidirectional-invisible
optical devices [32–34], unconventional lasers [35–39],
highly efficient phonon-lasing [40], slow light [41] and
highly sensitive nanoparticle detection [42–45].
While EPs in open systems are well understood, their
existence in closed systems has been elusive. The reason
is that for a closed system with an n-dimensional Hilbert
space, the Hamiltonian has n orthogonal eigenstates,
which prohibit the occurrence of EPs [46, 47]. In this Let-
ter, we demonstrate the spontaneous T -symmetry break-
ing and the resulting EPs in a cavity quantum electro-
dynamics (QED) system without any gain or loss. The
time-reversal operator T replaces i → −i while the PT
operator replaces i → −i as well as exchanging the
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FIG. 1. (color online). (a) An ensemble of two-level atoms
coupled to a single-mode cavity. The atoms are initialized
at their excited states. (b) Blue (orange) region represents
T symmetry unbroken (broken) phase with real (complex)
eigenfrequencies in parameter space spanned by the effective
coupling strength χ and the cavity-atom detuning δ. (c) The
system is described by two coupled oscillators with a positive
mass (the cavity mode) and a negative mass (the collective
spin of the atoms). The upper (bottom) panel shows T sym-
metry broken (unbroken) phase where the pair-creation term
aˆ†bˆ† and the pair-annihilation term aˆbˆ are on (off) resonance.
The solid arrows represent the materialized processes while
the dotted arrows describe virtual processes (quantum fluc-
tuations).
two modes, thus the spontaneous T -symmetry breaking
serves as the counterpart of PT -symmetry breaking in
open systems. Analogically, EPs emerge at the edge of T -
symmetry broken and unbroken phases, which is verified
by the coalescence of the eigenfrequencies and the eigen-
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FIG. 2. (color online). (a), (b) Time evolution of the hybrid
modes 1 and 2 in the T -symmetry-unbroken regime, which
shows that the modes are mapped onto themselves under
the time-reversal operation. The parameters are chosen as
ωc/ωs = 0.57 and χ/ωs = 2.5× 10
−4. (c), (d) Time evolution
of the eigenmodes in the T -symmetry-broken regime, which
shows that the modes are mapped onto each other under the
time-reversal operation. Inset is the zoomed-in view, which
shows the displacement of mode 1 and mode 2 oscillates at
the same frequency. The parameters are chosen as ωc/ωs = 1
and χ/ωs = 2.5× 10
−4.
modes. In the presence of dissipations, further study
reveals that the final state depends only on the chirality
of the evolution trajectory encircling an EP, exhibiting
the topological mode switching [48, 49]. Spontaneous T -
symmetry breaking and EPs in quantum systems are of
substantial interests not only for fundamental studies in
physics, but also applications in various fields including
quantum information processing and precise metrology.
The system consists of N identical neutral atoms in-
teracting with a single-mode optical cavity [Fig. 1(a)],
described by the Hamiltonian H = ωcaˆ
†aˆ+ωsSˆz+g(aˆ
†+
aˆ)(Sˆ+ + Sˆ−). Here aˆ (aˆ†) denotes the annihilation (cre-
ation) operator of the cavity mode, Sˆz = 1/2
∑N
j=1 σ
(j)
z
represents the collective operator of the two-level atoms
with σ
(j)
z being the z-component spin of the j-th atom,
and Sˆ+(Sˆ−) is the collective raising (lowering) operator.
The real parameters ωc, ωs, and g represent the resonant
frequency of the cavity mode, the transition frequency of
the atoms, and the atom-photon coupling strength. The
atoms are assumed to be approximately in excited states
|1〉 for most of the time, and their collective spin can
be approximated as a harmonic oscillator with a neg-
ative mass [50–52], described by the bosonic operator
bˆ† = Sˆ−/
√
N with a negative frequency −ωs. For a suf-
ficiently large atom number N and a weak atom-photon
coupling g, Sˆz ≈ N/2−bˆ†bˆ [53, 54]. The linearized Hamil-
tonian reads [51, 55],
H = ωcaˆ
†aˆ− ωsbˆ†bˆ+ χ(aˆ† + aˆ)(bˆ† + bˆ), (1)
where χ = g
√
N describes the effective coupling strength.
The Heisenberg equations of the system are given by
d
dt


aˆ
bˆ
aˆ†
bˆ†

 = i


−ωc −χ 0 −χ
−χ ωs −χ 0
0 χ ωc χ
χ 0 χ −ωs




aˆ
bˆ
aˆ†
bˆ†

 . (2)
Thus, the coupled system can be described by the two
hybrid eigenmodes with the eigenfrequencies satisfying
Ω1± = ±
√
ω2c + ω
2
s +
√
(ω2c − ω2s)2 − 16χ2ωsωc
2
, (3)
Ω2± = ∓
√
ω2c + ω
2
s −
√
(ω2c − ω2s)2 − 16χ2ωsωc
2
, (4)
where subscripts 1 and 2 stand for the two eigenmodes,
and Ωm+ (Ωm−) is the frequency of the creation (an-
nihilation) operator of the eigenmodes. The normal-
ized eigenvectors corresponding to Ωm± are denoted as
em± = (e
1
m±, e
2
m±, e
3
m±, e
4
m±)
T .
Each vector represents an operator in the basis
(aˆ, bˆ, aˆ†, bˆ†), i.e., eˆm± = (aˆ, bˆ, aˆ
†, bˆ†) · em±, where the
eˆm+ and eˆm− are the creation and annihilation oper-
ators of the m-th eigenmode satisfying eˆm+ = eˆ
†
m−.
Specifically, the m-th eigenmode is the superposition
of the optical and oscillator mode, with coefficients de-
rived from em− : Am = e
1
m−
√
1− |e3m−|2/|e1m−|2 and
Bm = e
2
m−
√
1− |e4m−|2/|e2m−|2 [47].
It is clear that both the eigenfrequencies Ωm± are real,
when (ω2c−ω2s)2−16χ2ωsωc > 0 corresponding to the blue
region in the parameter space spanned by the coupling
strength χ and the cavity-atom detuning δ ≡ ωc − ωs
[see Fig. 1(b)]. In this case, the time evolution of the
two modes exhibits harmonic oscillations, as shown in
Figs. 2(a) and (b). The two-mode squeezing terms χaˆ†bˆ†
and χaˆbˆ merely result in quantum fluctuations (virtual
processes) and cancel with each other in the sense of av-
erage [Fig. 1(c), bottom panel]. In this situation, the
two eigenmodes can be mapped to themselves under the
time-reversal operation, which preserves the T symmetry
of the Hamiltonian [47].
On the other hand, the eigenfrequencies become com-
plex when (ω2c −ω2s)2− 16χ2ωsωc < 0 (for example when
the cavity mode is on resonance with the atoms), re-
sulting in the instability of the system [Fig. 1(c), upper
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FIG. 3. (color online). (a), (b) Dependence of real and imaginary parts of the eigenfrequencies Ωm± on the cavity-atom
detuning δ. Red dashed and blue solid curves stand for hybrid modes 1 and 2, respectively. The parameters are chosen as
χ/ωs = 10
−4. (c) Dependence of eigenmodes on δ on a Bloch sphere, where the azimuthal angle φ denotes the relative phase,
and the polar angle θ represents the relative intensity of the uncoupled cavity mode and collective spin. The black dots mark
the onset of the EPs.
panel]. The instability originates from the spontaneous
T symmetry breaking of the system. While the Hamilto-
nian is invariant under the time-reversal operation, sat-
isfying T HT −1 = H (T is the time-reversal operator
which replaces i → −i), the individual eigenmodes are
not necessarily T -invariant, and the two-mode squeez-
ing interactions χaˆ†bˆ† and χaˆbˆ play the key role in the
spontaneous T -symmetry breaking. Note that the spon-
taneous T symmetry breaking caused by the squeezing
interaction differs from the parity symmetry breaking in
previous works [56, 57], which is also a consequence of
squeezing interaction. The key difference is that those
previous models have to work in the ultra-strong cou-
pling regime, and most importantly, the parity symmetry
breaking does not lead to EPs. In this case, the energy
of one mode grows exponentially while the other decays
at the same rate [Figs. 2(c) and (d)]. Thus, the two
eigenmodes are mapped onto each other by the time-
reversal operation, and T symmetry is broken sponta-
neously. The above argument about T symmetry break-
ing is in analogy with PT symmetry breaking in Ref [21].
Note that here the Hilbert space is infinite dimensional,
and for unbounded operators in it, it is self-adjointness
rather than Hermicity that guarantees the spectrum to
be real [58–61]. Thus it is reasonable for eigenfrequen-
cies to acquire imaginary parts when the Hamiltonian,
though remaining Hermitian, fails to be self-adjoint. In
the parameter space in Fig. 1(b), the EP separates the T -
symmetric and the T -symmetry-broken regions (phases),
marking the onset of spontaneous symmetry breaking.
The exceptional curve corresponds to a critical de-
tuning δc satisfying (ω
2
c − ω2s)2 − 16χ2ωsωc = 0, where
two eigenfrequencies coalesce, i.e., Ω1− = Ω2+ =√
ω2c + ω
2
s/2. Since δ ≪ ωs(c) in the optical domain,
δc ≈ ±2χ [Fig. 1(b)]. When |δ| > |δc|, the real parts of
the eigenfrequencies of the two modes show an attraction
behavior instead of an anti-crossing, with the imaginary
parts being zero [Fig. 3(a) and (b)]. When |δ| < |δc|, the
gap between the real parts of the two eigenfrequencies
closes while the imaginary parts bifurcate into a complex-
conjugate pair. This kind of coalescence of eigenfrequen-
cies is the typical characteristics of an EP.
To further confirm the occurrence of the EP, the de-
pendence of the two eigenmodes on δ is presented on
a Bloch sphere [47, 62, 63] in Fig. 3(c). Each point
(θ, φ) on the Bloch sphere represents a unique mode,
where the polar angle θ and the azimuthal angle φ are
obtained by the complex amplitude Am and Bm with
θ = 2 arctan(|Bm/Am|) and φ = arg(Am/Bm). In the
largely detuned limit (δ ≫ χ), all energy of the mode 1
(mode 2) resides in the cavity mode (atoms), and the sys-
tem is located at the north pole (south pole) of the Bloch
sphere. When |δ| decreases from infinity, the eigenmodes
evolve toward the equator, and merge to a single mode
at the critical detuning δc where two EPs appear. As |δ|
decreases further, they part into two modes again [Fig.
3(c)]. The coalescence of the eigenfrequencies and modes
directly verifies that EPs do exist in this closed system.
The EPs in the parameter space form an “exceptional
curve” which is exactly the critical curve in Fig. 1(b).
In a realistic system, the inescapable coupling to the en-
vironment leads to dissipation of the cavity mode and
atoms with decay rate κ and Γ, respectively. The dif-
ference between the decay rates γ = κ − Γ provides a
new degree of freedom to study the dynamics around
EPs [48, 49]. As a result, the evolution matrix in Eq. (2)
is modified to
M =


−ωc + iκ −χ 0 −χ
−χ ωs + iΓ −χ 0
0 χ ωc + iκ χ
χ 0 χ −ωs + iΓ

 . (5)
The real parts of the eigenfrequencies exhibit a square-
root Riemann surface structure (Fig. 4) in the param-
eter space spanned by δ and γ. The evolution tra-
jectory in the parameter space is set as a circle, i.e.,
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FIG. 4. (color online). Real parts of eigenfrequencies Ωm±
in the parameter space spanned by the cavity-atom detun-
ing δ and the decay rate γ, which exhibit a Riemann surface
structure. Arrows represent the evolution trajectories of the
states. (a) The state starts with the upper branch, clockwise.
(b) Starts with the upper branch, counterclockwise. (c) Starts
with the lower branch, counterclockwise. (d) Starts with the
lower branch, clockwise. Through (a) to (d), the parameters
are chosen as χ/ωs = 2 × 10
−4, |T | = 10χ−1, ρ = 1.5χ and
δ0 = 2χ.
δ(t) = δ0 + ρ cos(2pit/T ) and γ(t) = ρ sin(2pit/T ), where
ρ is the radius of the circle and T denotes the period
of the evolution. The point (δ0, 0) is the center of the
circle, which is set to the EP unless specifically men-
tioned. When the system starts with the upper (lower)
branch evolving along the clockwise (counterclockwise)
direction, the state remains on the Riemann surface for
a sufficiently large T , in accordance with the adiabatic
theorem [Figs. 4(a) and (c)]. On the other hand, when
the system starts with the upper (lower) branch evolv-
ing along the trajectory counterclockwise (clockwise), the
adiabatic theorem breaks down, causing the detachment
from the Riemann surface even for a large T [Figs. 4(b)
and (d)]. As a result, the system always evolves to
the lower (upper) branch when going clockwise (counter-
clockwise). This behavior can be explained by the signifi-
cant amplification of one mode relative to the other mode
[64]. For the amplified mode, its dynamical phase has a
positive imaginary part which leads to the dominance in
the final state.
Based on the evolution in Fig. 4, the intensities of two
instantaneous eigenmodes (see [47] for details) are quan-
titatively studied by normalizing with respect to the to-
tal intensity at each moment, as shown in Fig. 5. For
loops centered at the EP, one mode (blue solid curve)
dominates the output when going counterclockwise, while
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FIG. 5. (color online). Time evolution of relative intensities
of the two modes. The intensities are normalized with respect
to the total intensity in two modes at each moment. The black
point represents the EP, the arrow denotes the evolution tra-
jectory and T is the period of the evolution. The inset shows
the evolution trajectory in the parameter space spanned by
detuning δ and dissipation rate γ. The parameters are set as
χ/ωs = 2 × 10
−4, ρ = 1.5χ and |T | = 10χ−1. (a) A loop
centered at EP (δ0 = 2χ), counterclockwise (T = 10χ
−1). (b)
A loop centered at EP (δ0 = 2χ), clockwise ( T = −10χ
−1).
(c) An excentric loop enclosing EP (δ0 = 3.25χ), counter-
clockwise (T = 10χ−1). (d) A loop excluding EP (δ0 = 6χ),
counterclockwise (T = 10χ−1).
the other mode (red dashed curve) dominates the output
when going clockwise [Figs. 5(a) and (b)]. When the loop
encloses the EP excentrically, the above phenomenon re-
mains the same as the centered case [Figs. 5(a) and(c)].
However, if the loop excludes the EP, the final state is
no longer dominated by one state, and mode switching
does not occur [Fig. 5(d)]. Thus the asymmetric state
transfer is protected by the topology of the EP, immune
to the smooth deformation of the evolution trajectory.
The existence of spontaneous T -symmetry breaking
holds potential for high-precision sensing. The exponen-
tially growing mode in the unstable phase can be used as
a probe: if the system is prepared in the stable phase near
the exceptional curve, a weak perturbation such as the
attachment of a nanoparticle can drive the system across
the boundary, resulting in fast amplification of both the
optical field and the oscillator motion, which has been ob-
served experimentally [51, 65]. Note here the significant
amplification originates from spontaneous T -symmetry
breaking instead of artificial gain media, so that our
scheme is particularly beneficial for systems where gain is
not available. Additionally, by coupling more than two
bosonic modes together, higher-order EPs can be real-
ized, which further boosts the sensitivity [44, 47].
In summary, we have demonstrated the existence of
5spontaneous T -symmetry breaking in closed systems
without constructing the balance of gain or loss, an anal-
ogy of PT -symmetry breaking in open systems. By show-
ing the coalescence of eigenfrequencies as well as eigen-
modes in closed cavity QED systems, it has been proved
that EP emerges as a consequence of spontaneous T -
symmetry breaking. Furthermore, the topological nature
of EP is explored, and robust mode switching is achieved
by encircling the EP. Similar Hamiltonians can also be
realized beyond cavity QED systems [66], such as op-
tomechanical systems [67–69], spin systems [70], atomic
systems [51], Josephson junctions [71], etc. Spontaneous
T -symmetry breaking in closed systems not only broad-
ens the understanding of SSB and singularities in quan-
tum physics, but also reveals the rich physics in infinite
dimensional systems. Apart from its fundamental inter-
est, spontaneous T -symmetry breaking in closed system
without gain or loss also provides a new platform for
various applications, such as sensing and quantum infor-
mation processing.
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