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Message du comité scientifique 
 
Après plus de 25 ans d’existence, MOSIM’20 sera donc la dernière édition de la série des 
conférences internationales sur la Modélisation, l’Optimisation et la SIMulation des systèmes 
de production de biens ou de services, incluant les systèmes de transport, urbains et 
aménagement du territoire ou de santé. Créée en 1997 par M. Itmi, J.-P. Pécuchet et H. Pierreval 
et à l’origine essentiellement francophone, MOSIM s’est forgée au fil des années une réputation 
de sérieux et de qualité qui ont été le gage de son succès et de sa longévité. Elle est depuis 
devenue internationale, la proportion des articles en anglais finissant par dépasser celle en 
français, avec des contributions provenant majoritairement de France, du Canada, des pays du 
Maghreb et d’autres pays d’Europe de l’Ouest ou d’ailleurs. Elle a également toujours été un 
lieu de rencontre privilégié entre chercheurs de différentes générations traitant de la 
modélisation ou de la simulation tant sur les plans théorique, applicatif que méthodologique. 
MOSIM est également fière d’avoir permis à de nombreux jeunes chercheurs de faire leurs 
premiers pas dans la communauté scientifique. 
Cette 13ème édition, dédiée aux Nouvelles avancées et aux défis pour des industries durables et 
avisées, ne déroge pas à la règle, malgré les difficultés rencontrées pour son organisation due à 
la pandémie mondiale qui marquera à jamais l’année 2020. 
En effet, ce ne sont pas moins de 162 soumissions qui ont été reçues par le comité scientifique. 
Chaque article a été dûment évalué par au moins deux, mais majoritairement trois à quatre, 
relecteurs. Au final, ce sont 120 articles qui ont été acceptés pour composer le programme final, 
soit un taux d’acceptation de 74%. Ce dernier peut paraître élevé, mais il reflète en fait le degré 
élevé de qualité des articles soumis car le filtre de sélection est resté sévère. Une proportion 
importante de ces communications va être invitée à soumettre une version étendue des articles 
pour soumission aux trois revues partenaires de MOSIM’20 : International Journal of 
Production Research, Computers in Industry et International Journal of Product Lifecycle 
Management. Le texte des autres articles présentés lors de la conférence sera publié de façon 
permanente dans l’archive en ligne HAL du CNRS. Trois prix seront remis pour désigner les 
trois meilleurs articles de MOSIM’20. 
Ce succès, MOSIM’20 le doit en grande partie aux organisateurs des 19 sessions spéciales 
proposées initialement et dont 14 ont pu être maintenues. Le comité scientifique de MOSIM’20 
adresse donc ses plus vifs remerciements à chacun de ces organisateurs. Il remercie également 
très cordialement tous les auteurs qui ont proposé une soumission, contribuant ainsi au succès 
de l’événement. Enfin, il remercie tout particulièrement tous les collègues qui ont été sollicités 
pour l’assister dans le processus d’évaluation et de sélection des articles. A chacun le comité 
souhaite exprimer sa gratitude. 
Ainsi donc s’achève le cycle des conférences MOSIM qui, à partir de 2022, doit intégrer un 
plus grand congrès qui devrait devenir le congrès de la communauté fédérée autour de la Société 
d’Automatique, Génie Industriel et Productique (SAGIP). 
Anis CHELBI, Pierre BAPTISTE et François VERNADAT,  
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Session RS-1 “Simulation et Optimisation” / “Simulation and Optimization” 
"Simulation model for the decontamination of surgical instruments and analysis of automated 
scenarios" by Marzieh Ghiyasinasab, Nadia Lahrichi, Nadia Lehoux, Xavier Elie-Dit-Cosaque 
"Comparative study of two classical optimization algorithms solving economic dispatch 
problems" by Tawba Dridi, Houda Jouini, El-Mouloudi Dafaoui, Abderrahman El Mhamedi, 
Abdelkader Mami 
"Modular cost model for Quality Management" by Jean-Yves Dantan, Alain Etienne, Ali 
Siadat, Mehrdad Mohammadi, Reza Tavakkoli-Moghaddam 
"Spare parts inventory control based additive manufacturing" by Youssef Abidar, Amin 
Chaabane 
Session RS-2 “Planification des Besoins Matières Pilotée par la Demande” / ”Demand-
Driven Material Requirements Planning”  
"Demand-Driven MRP: Literature review and research issues" by Mustapha El Marzougui, N. 
Messaoudi, W. Dachry, H. Sarir, B. Bensassi 
"Corrélation entre taux de service, taux de charge et paramètres du DDMRP : Utilisation 
d'abaques réalisés par simulation" by Guillaume Dessèvre, Pierre Baptiste, Jacques Lamothe  
"Modélisation et simulation d'un module d'ajustement de la capacité d'un système DDMRP" by 
Guillaume Dessèvre, Maha Ben Ali 
"Modélisation et simulation d'un système DDMRP protégé par un délai tampon" by Mahmoud 
Elhakam, Maha Ben Ali, Diane Riopel 
Session RS-3 “Ingénierie de Systèmes Basées sur les Modèles” / “Model-Based System 
Engineering”  
"On the continuity of the swarm robot design using MBSE method and simulation" by Khalil 
Alaoui, Moncef Hammadi, Thierry Soriano, Mohamed Addar 
"Adopting a model-based approach for satellite operations’ diagnosis" by Nikolena Christofi, 
Claude Baron, Xavier Pucel, Marc Pantel, Mathilde Machin, Christophe Ducamp 
"Investigating the use of a model-based approach to assess automotive embedded software 
safety" by Yandika Sirgabsou, Claude Baron, Cyril Bonnard, Laurent Pahun, Lorenzo Grenier, 
Philippe Esteban 
Session RS-4 “Recherche Opérationnelle en Gestion de Production” / "Operations Research 
in Production Management"  
"Programmation linéaire en nombres entiers pour l'ordonnancement de projet multi-
compétence avec préemption partielle" by Christian Artigues, Pierre Lopez, Olivier Polo Mejía 
"A Min-Max path approach for balancing robotic assembly lines with sequence-dependent 
setup times" by Youssef Lahrichi, Laurent Deroussi, Nathalie Grangeon, Sylvie Norre 
"Un modèle de blending pour la planification dynamique d'une chaîne logistique minière" by 
Mouna Bamoumen, Vincent Hovelaque, Vincent Giard 
Session RS-5 "Planification des Matières et des Ressources / Planification de la Production” 
/ “Material and Resource Planning / Production Planning"  
"Modélisation et optimisation du problème de planification de type RMRP" by Ilhem Slama, 
Oussama Ben-Ammar, Alexandre Dolgui, Faouzi Masmoudi 
"Multi-period multi-item lot sizing under random yield and stochastic capacity" by Mehrnoosh 
Mohammadi, Simon Thévenin, Alexandre Dolgui 
"A mixed integer linear program for human and material resources optimization in emergency 
department" by Ibtissem Chouba, Lionel Amodeo, Farouk Yalaoui, Taha Arbaoui, David 
Laplanche 
"Commande optimale de systèmes hybrides de fabrication-refabrication utilisant des 
installations dédiée et flexible" by Morad Assid, Ali Gharbi, Adnène Hajji 
Session RS-6 “Maintenance Industrielle” / “Industrial Maintenance”  
"Diagnostic et pronostic de la maintenance basée sur la dégradation : Cas d'un système 
vibratoire" by Imad El Adraoui, Hassan Gziri, Ahmed Mousrij 
"Prédictions de RUL par analyse de similarités" by Laure Siret, Bruno Agard, Christophe 
Danjou, Renan Bonnard 
"Stratégie de maintenance imparfaite intégrée pour un système de production d’énergie sous 
variation de taux de défaillance (cas d’une éolienne)" by Maryem Bouzoubaa, Zied Hajej, 
Nidhal Rezg 
Session RS-7 "Etudes de Cas Industriels” / “Industrial Case Studies"  
"Supply chain planning in the petroleum industry: Libyan petroleum sector case study" by 
Otman Abdussalam, Julien Trochu, Nuri Fello, Amine Chaabane 
"Conception d'un SIAD pour la planification minière : Mise en oeuvre dans le contexte minier 
de l'extraction du phosphate" by Najoua Alaoui, Ahlam Azzamouri, Selwa Elfirdoussi, Pierre 
Fenies 
"Avantages potentiels du Reverse Blending sur la chaîne logistique de l'industrie des engrais" 
by Latifa Benhamou, Pierre Féniès, Vincent Giard 
"Case study of supply chain in textile industry: A dynamic product allocation decision problem" 
by Alice Berthier, Hicham Chehade, Alice Yalaoui, Lionel Amodeo, Farouk Yalaoui, Christian 
Bouillot 
Session RS-8 "Données de Masse / Analyse de Données” / “Big Data / Data Analytics"  
"Fouille de données et segmentation de chroniques par extrema : considérations préliminaires" 
by Michel Fliess, Cédric Join 
"Analyse topologique des structures de données : Application à la migration des systèmes 
d'information d'entreprise" by François Loison, Pierre Barrios, Christophe Danjou, Benoît 
Eynard 
Session RS-9 "Gestion des Systèmes de Transport” / “Transportation System Management"  
"A new bi-objective optimization model for bus priority network design" by Jin Chen, Peng Wu, 
Feng Chu, Chengbin Chu 
"Assessing the reduction of empty backhauls using transshipment points" by Jean-Sébastien 
Tancrez, Baptiste De Haes, Thomas Hacardiaux 
"Collaboration horizontale durable des réseaux de transport de marchandises : Etat de l'art et 
perspectives" by Aymen Aloui, Ridha Derrouiche, Nadia Hamani, Laurent Delahoche 
"Service policy optimization for urban public transport networks: Mobility constraints during 
health emergency of pandemic cycles" by Ronald M. Martinod, Olivier Bistorin, Leonel F. 
Castañeda, Nidhal Rezg 
Session RS-10 "Economie Circulaire / Développement Durable" / "Circular Economie / 
Sustainable Development" 
"Portrait conceptuel de la gestion de l’énergie dans les systèmes de production" by Thomas 
Hernández, Nadia Lehoux, Louis Gosselin 
"Study of symbiotic flows with economic approach" by Mayssa Chebbi, Daniel Roy, Sophie 
Hennequin, Nahla Chabbah SekmaKihel 
"Simulation d'une chaîne de valeur circulaire dans le balayage de rue printanier : étude 
préliminaire" by Florence Blouin, Jean-François Audy, Amina Lamghari 
"Performance evaluation of centralized maintenance workshop in the circular economy 
context" by Rony Arsène Djeunang Mezafack, Maria Di Mascolo, Zineb Simeu-Abazi, Sina 
Akbari Haghighi 
Session RS-11 "Conception et Gestion des Chaînes Logistiques” / “Supply Chain Design 
and Management"  
"A finance driven supply chain network design model" by Hamidreza Rezaei, Nathalie Bostel, 
Vincent Hovelaque, Olivier Péton 
"Development of a tool for tracking organic wheat grain movements at the supply chain level" 
by Loïc Parrenin, Christophe Danjou, Bruno Agard 
"Mixed integrer linear programming formulation for a multi-echelon integrated supply chain 
within mass customization strategy" by Mouad Benbouja, Achraf Touil, Abdelwahed 
Echchatbi, Abdelkabir Charkaoui 
"Understanding the determinants of blockchain technology adoption stages and supply chain 
performance using the technology-organization-environment framework" by Manal Hader, 
Abderrahman El Mhamedi, Abdellah Abouabdellah 
Session SP-1 “Intelligence Artificielle & Analyse de Données pour la Production 4.0” / 
“Artificial Intelligence & Data Analytics in Manufacturing 4.0”  
"Improvement of sales prediction by fitted-to-product time-series models" by Mohamed 
Sameh Belaid, Stéphane Lecoeuche, Anthony Fleury, Baptiste Hervé 
"Supporting strategic decision-making in Manufacturing 4.0 with mix of qualitative and 
quantitative data analytics" by Dmitry Kucharavy, David Damand, Samia Gamoura, Marc 
Barth 
"Contribution to sales forecasting based on recurrent neural network in the context of a 
Moroccan company" by Ghita Rguiga, Nabil Mouttaki, Jamal Benhra 
"De la simulation à évènement discret au Machine Learning pour la chaine logistique" by 
Rachid Benmoussa 
Session SP-2 “Gestion des Risques en Logistique” / “Risk Management in Logistics”  
"Optimisation conjointe de la planification de la production d'énergie, de la maintenance et 
des pièces de rechange d'un parc éolien" by Abderrahmane Faker, Salim Bouslikhane, Zied 
Hajej 
"Optimal maintenance policy for equipment leased with warranty" by Amel Ben Mabrouk, 
Anis Chelbi 
"Stratégie intégrée de production, maintenance et carte de contrôle d'une chaîne logistique 
sous contrainte de qualité" by Aminu Sahabi Abubakar, Aime Nyoungue, Zied Hajej 
"Etude des critères d'optimisation pour la replanification des chaînes d'assemblage 
aéronautiques" by Damien Lovato, Romain Guillaume, Caroline Thierry, Olga Battaïa 
"Towards a predictive maintenance based on ultrasonic guided waves non-destructive testing 
technique: A case study" by Mohamed Sfar, Slah Yaacoubi, Sofiene Dellagi, Mahjoub El 
Mountassir, Sadok Turki 
"Maritime risks taxonomy: A structured literature review of maritime risk factors 
classification" by Cheik Aboubakar Ouedraogo, Sina Namakiaraghi, Cédric Rosemont, 
Aurélie Montarnal, Didier Gourc 
"Stratégie de maintenance optimale d'une station de panneaux solaires sur un horizon de 
temps fini" by Safouane Elkouiri, Lahcen Mifdal, Sofiene Dellagi, Anis Chelbi 
"Optimal design of a leased vehicle fleet with consideration of maintenance and environmental 
constraints" by Malek Ben Mechlia, Jérémie Schutz, Sofiene Dellagi, Anis Chelbi 
Session SP-3 “Gestion des Risques et Evaluation de Performance” / “Risk Management and 
Performance Assessment”  
"Holistic management of risks for road tunnels" by Konstantinos Kirytopoulos, Emmanouil 
Dermitzakis, Panagiotis Ntzeremes, Georgios Chatzistelios 
"Risk-based simulation tool for prediction of process influence on product performances" by 
Jelena Petronijevic, Alain Etienne, Ali Siadat 
"FVMEARA: A new systematic approach for security and safety risk co-assesment based on 
ICVSS methodology" by Riad Chemali, Blaise Conrard, Mireille Bayart 
"Système à base de connaissances pour aider l'ingénierie des risques en réponse à appel 
d'offres" by Elise Vareilles, Thierry Coudert, Michel Aldanondo, Laurent Geneste, Delphine 
Guillon, Rania Ayachi 
Session SP-4 "Indicateurs Clés de Performance 4.0 et Dynamique de Prise de Décision” / 
”4.0 Key Performance Indicators and Decision-Making Dynamics"  
"Framework of performance measurement and management for Industry 4.0 era" by Liaqat Ali 
Shah, Fahd Amjad, François Vernadat 
"Impact d'une expression de performance élémentaire sur l'expression de performance agrégée 
: une approche par l'intégrale de Choquet" by Lamia Berrah, V. Clivillé, V. Verjus, R. Gandia 
"Modularity of RMS: What about the aggregation?" by Erica Capawa Fotsoh, Pierre Castagna, 
Nasser Mebarki, Pascal Berruet 
"A framework for developing a performance measurement system in healthcare: A case study 
in Montreal" by Anes Ben Fradj, Tasseda Boukherroub, Claude Olivier 
"Usage de pénalités dans les modèles économiques de management industriel" by Najat Bara, 
Frédéric Gautier, Vincent Giard 
"Modélisation du programme directeur de production en vue de la transition numérique des 
PME manufacturières" by Estéfania Tobon Valencia, Samir Lamouri, Robert Pellerin, 
Alexandre Moeuf 
"Linking 4.0 technologies and performance indicators based on a reference model for supply 
chain" by Yousra El Kihel, Aicha Amrani and Yves Ducq 
"Utilisation des approches de l’industrie 4.0 et de l'Internet physique pour le déploiement des 
entrepôts urbains" by Aurélie Édouard, Samir Lamouri, Virginie Fortineau, Yves Sallez, 
Alexandre Berger 
Session SP-5 "Logistique Maritime” / “Marine Logistics"  
"Modélisation du problème de l'allocation des planches et des postes à quai dans les ports 
vraquiers" by Hamza Bouzekri, Gülgün Alpan, Vincent Giard 
"Simulation of a digital shadow in a port" by Erik Bergeron, Jean-François Audy, Pascal 
Forget 
"Study of the impact of quay crane productivity rate on berth and quay crane assignment and 
scheduling" by Kaoutar Chargui, Tarik Zouadi, Abdellah El Fallahi, Mohamed Reghioui 
"Stakeholders' analysis in LNG bunkering: An integral part of risk management process" by 
Evangelos Bellos, George Chatzistelios, Angeliki Deligianni, Vrassidas Leopoulos 
Session SP-6 “Territoire et Logistique : Un Système Complexe” / “Territory and Logistics: 
A Complex System” 
"Smart ports design features analysis: A systematic literature review" by Sahbia Bessid, A. 
Zouari, A. Frikha, A. Benabdelhafid 
"The complexity of the territorial logistics ecosystem" by Ebtissem Sassi, Abdellatif 
Benabdelhafid 
" Ports and spatial planning: An exploratory study in the Morrocan context" by Ouafae 
Zerouali Ouariti, El Mehdi Jebrane 
Session SP-7 "Nouvelles Avancées et Applications de la Logique Floue en Production 
Durable et en Logistique” / “Recent Advances and Fuzzy-Logic Applications in Sustainable 
Manufacturing and Logistics"  
"Multi-objective process and production planning integration in reconfigurable manufacturing 
environment: Augmented e-constraint based approach" by Mohammad Amin Yazdani, Lyes 
Benyoucef, Amirhossein Khezri, Ali Siadat 
"Evaluation environnementale couplée à l'analyse multidimensionnelle des données pour 
l'économie circulaire" by Nancy Prioux, Rachid Ouaret, Zirul Chen, Gilles Hêtreux et Jean-
Pierre Bélaud 
"Evaluation de l'incertitude pour l'aide à la replanification en horizon glissant d'une chaîne 
logistique" by Sanaa Tiss, Jacques Lamothe, Caroline Thierry  
"Big data for supply chain management in Industry 4.0 context: A comprehensive survey" by 
Lahcen Tamym, Moulay Driss El Ouadghiri, Lyes Benyoucef, Ahmed Nait Sidi Moh 
Session SP-8 “Gestion des Soins de Santé” / ”Health Care Management”  
"Déploiement des véhicules de secours et d'assistance aux victimes en tenant compte de 
l'optimisme du décideur" by Oussama Ben-Ammar, Romain Guillaume, Caroline Thierry 
"Modeling patient flow in the emergency department using machine learning and simulation" 
by Emad Alenany, Abdessamad Ait El Cadi 
"Resources scheduling in the emergency department using simulation in disaster conditions: 
Case of COVID-19" by Ibrahim Cheaitou, Abdessamad Ait El Cadi, Abdelghani Bekrar, David 
Duvivier, Anwar Sahili 
"Complexité de la chaîne logistique hospitalière et du Covid-19 : vers une modélisation multi-
agents" by Ahmed Chtioui, Imane Bouhaddou, Abla Chaouni Benabdellah, Asmaa Benghabrit  
"A multi-objective approach for the combined master surgical schedule and surgical case 
assignment problems" by Salma Makboul, Said Kharraja, Abderrahman Abbassi, Ahmed El 
Hilali Alaou 
"An approach for outpatient multi-appointment booking optimization problem with strict time-
lag and variable resources constraints" by Quoc Nhat Han Tran, Hicham Chehade, Nhan Quy 
Nguyen, Frédérick Dugardin 
"A three-stage approach for the multi-period green home health care problem with varying 
speed constraints" by Salma Makboul, Said Kharraja, Abderrahman Abbassi, Ahmed El Hilali 
Alaou 
"A collaborative supply chain network design within a territory hospital group" by Khouloud 
Dorgham, Issam Nouaouri, Jean-Christophe Nicolas, Gilles Goncalves 
Session SP-9 “Ingénierie Organisationnelle et Gestion de la Continuité de Service des 
Systèmes de Santé dans l’Ere de la Transformation Numérique de la Société” / 
“Organizational Engineering and Management of Business Continuity of Healthcare 
Systems in the Era of Numerical Society Transformation”  
"Business planning for home care and services" by Alois Franzino, Thibaud Monteiro, Maria 
Di Mascolo,  
"Sharing a ride time constraint in a multi-trip dial-a-ride problem. An application to the non-
urgent patient transportation problem" by Timothée Chane-Haï, Samuel Vercraene, Thibaut 
Monteiro 
"Retour d'expériences en ingénierie des parcours de patients en situation complexe" by Hervé 
Pingaud, Elyes Lamine 
"Un système socio-cyber physique basé sur un réseau-infocentré pour la collecte mobile de 
sang" by Ikram Ghernaout, Linda Elmhadhbi, Mohamed Hedi Karray, Bernard Archimède 
Session SP-10 “Planification et Commande de la Production pour l’Industrie 4.0” / 
“Production Planning and Control for Industry 4.0”  
"Economic assessment of ramp-up strategies in multi-variant production" by Antoine Pierné, 
Khaled Medini, Malek Masmoudi 
"Optimal integration of product configuration and process planning to meet individual 
customer requirements in mass customization" by Rachel Campos Sabioni, Joanna Daaboul, 
Julien Le Duigou 
"A joint model for optimal capacitated multi-level lot-sizing and financing of the working 
capital requirement under delays in payments" by Sabah Belil, Pierre Fenies, Asma Rakiz, 
Nikolay Tchernev 
"Time-indexed formulations for the order acceptance scheduling problem under energy 
aspects" by Mariam Bouzid, Oussama Masmoudi, Alice Yalaoui 
"Toward application of real-time video streams in production planning and control: A 
conceptual framework" by Marjan Padidar, Samira Keivanpour, Maha Ben Ali 
"Value stream mapping 4.0: A structural modeling approach" by Rania El Kammouni, Oualid 
Kamach, Malek Masmoudi 
"Modélisation de contrôleurs discrets pour l'Industrie 4.0" by Armand Toguyeni 
"Jumeau numérique : Approche pour le maintien d'un inventaire géolocalisé en temps réel 
d'une cour à bois" by Sébastien Nantel, Jonathan Gaudreault, François Léger 
Session SP-11 “Optimisation des Systèmes de Production dans le Contexte 4.0 Utilisant 
l’Amélioration Continue” / “Production System Optimization in 4.0 Context Using 
Continuous Improvement”  
"Simulation d'une salle de tissage : impact du nombre de tisserands sur les temps d'arrêt des 
machines et sur les retards de production" by Ludwig Dumetz, Jonathan Gaudreault, Pascal 
Forget 
"Dynamic scheduling through mathematical and simulation approach in the context of Industry 
4.0" by Mojtaba Ebrahimi, Behnam Einabadi, Armand Baboli, Eva Rother 
"Risk and decision analysis for reconfigurable assembly system design under uncertainties" by 
Amélie Beauville Dit Eynaud, Nathalie Klement, Lionel Roucoules, Olivier Gibaru, Laurent 
Durville 
"A conceptual framework for asset management 4.0" by Mbarek El Bounjimi, G Abdul-Nour 
Session SP-12 “Défis pour la Conception des Systèmes de Production Cyber-Physiques” / 
“Challenges for the Design of Cyber Physical Production Systems”  
"Recursive hybrid control architecture to deal with reactivity in the context of Industry 4.0" by 
Tsegay Tesfay Mezgébé, Hind Bril El Haouzi 
"Function analysis of Manufacturing Execution Systems (MES) in Cyber Physical Production 
Systems (CPPS)" by Xuan Wu, Virginie Goepp, Ali Siadat 
"Predictive maintenance based on decentralized CPS and convolution’s neural network" by 
Baudoin Dafflon, Mohand-Lounes Bentaha, Nejib Moalla, Alexandre Benbouriche 
"Revue des méthodes d'évaluation des contraintes ergonomiques des opérations de production 
et de leur intégration dans un système de production cyber-physique" by Nicolas Murcia, 
Olivier Cardin, Abdelmoula Mohafid 
Session SP-13 “Production Avisée et Développement Durable” / “Smart Manufacturing and 
Sustainable Development”  
"Proposed overall performance indicators for sustainable manufacturing management in 
mining industry" by Aicha Lamjahdi, Hafida Bouloiz, Maryam Gallab 
Gestion de l'énergie et de la demande de pointe en puissance dans l'industrie : Revue de 
littérature" by Imen Chaabouni, Nadia Lehoux, Louis Gosselin, Hugues Fortin 
"Lean 4.0 serving the industry of the future" by Rachida Abbou, Zineb Mouhib, Lina Naciri, 
Mohssine Nali, Abdoudrahmane Sekoun Kébé, Maryam Gallab 
"CO2 emission's study of the hydrocarbon supply chain aiming for resources pooling strategy" 
by Youness El Bouazzaoui, Mourad Abouelala, Abdoudrahmane Sekoun Kébé, Fayçal 
Mimouni 
"Aeronautics in the Factory 4.0 era" by Mohssine Nali, Lina Naciri, Zineb Mouhib, Rachida 
Abbou, Abdourahamane Sekoun Kébé, Maryam Gallab 
"End of life management of complex products in an Industry 4.0 driven and customer-centric 
paradigm: A research agenda" by Samira Keivanpour 
"L’étude de l’impact des innovations technologiques digitales sur la performance durable 
d’une chaîne logistique : cas du secteur halio-industriel" by Jalila Bennouri, Ouafae Zerouali 
Ouariti 
"Partage de gains en mutualisation logistique : état de l'art et perspectives de recherche" by 
Nassim Mrabti, Nadia Hamani, Ridha Derrouiche, Dorsaf Khammassi, Laurent Delahoche 
Session SP-14 “L’Humain dans l’Usine du Futur” / “Human in the Factory of the Future”  
"Dimensionnement d’espaces de travail intégrant les surfaces d'usage des équipements" by 
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Sharing a ride time constraint in a multi-trip dial-a-ride problem.
An application to the non-urgent patient transportation problem
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ABSTRACT: This article presents a method to find close-to-Pareto-optimal solutions for a multi-objectives round-trip
dial-a-ride problem (DARP) decomposed into two dependent sub-problems. In the studied problem, each user expresses two
requests, a morning request and an evening request, that represent a round-trip itinerary on one day. The two objectives
are the cost and excess ride time minimization. Instead of integrating all the requests into one single DARP, the requests are
split between two smaller DARPs: one for the collection of morning requests and one for the collection of evening requests.
However, the two DARPs cannot be solved independently because they share a constraint: the user maximal daily ride time.
The developed heuristic aims to find a global close to optimal solution within reasonable computation time. The method is
applied on real data from the NOMAd project which aims to improve the transportation of disable children from their home
to medical centers in the city of Lyon.
KEYWORDS: Dial-a-ride problem, distributed decision, shared constraint, multi-trip, healthcare.
1 INTRODUCTION
The non-emergency transportation of patients from their
home to medical facilities is an important part of the
healthcare system. It concerns disabled patients who are
not able to go to medical facilities by themselves or who
are not able to reach a sufficient assistance from a family
member to do so. Many aspects are considered in this
activity. The first aspect is the human aspect. Many of
the patients use this service daily, and the trips can take
more than an hour. Transportation takes a considerable
amount of time in the daily life of the patients. So, it is
important to make it as pleasant as reasonably possible.
Good quality of service should be provided for the well-
being of the patients. The second aspect is financial. In
France, patients transportation cost 3.5 billion euros in
2010 and 5 million of persons were using this service
(Tellez et al. 2020). The transportation cost is charged on
the patients or on the healthcare system. This represents a
considerable amount of money that can be reduced. Other
aspects can be considered : the organisational aspect, the
technical aspect, the environmental aspect, etc. But overall,
the well-being and the financial aspect are the two most
important. This transportation problem can be modelled
as a dial-a-ride problem.
The dial-a-ride problem is itself a variant of the vehicle rout-
ing problem (VRP) which is a NP-hard problem, making
computation time increase exponentially with the instance
size. DARP and its variants have been extensively studied
in the literature with cost reduction as the most studied
objective (Cordeau and Laporte 2007; Gendreau et al. 2008;
Braekers et al. 2016). In medical context, the well-being
of the patients is essential. As a consequence, a second
objective affiliated with this notion is often added. In our
problem, we decided to use the unaccepted excess ride
time as the service quality objective. The excess ride time
corresponds to the ride time minus the minimal ride time.
The unaccepted excess ride time corresponds to the ride
time minus the maximal allowed ride time. All the requests
are known in advance, so the problem is static and deter-
ministic (Ho et al. 2018). Time windows constraints at
pick-up and delivery points have been considered (Psaraftis
1983; Jaw et al. 1986; Toth and Vigo 1997). A fleet size
and mix component has also been considered: the fleet is
constituted of an unlimited number of heterogeneous capac-
itated vehicles (Golden et al. 1984; Ulusoy 1985). Vehicles
are able to go to back to their depot more than once a day,
adding a multi-trip component to the problem (Azi et al.
2007; Macedo et al. 2011; Hernandez et al. 2014). The
multi-trip component has been previously studied in medi-
cal environment (Wong and Bell 2006; Lim et al. 2016) but
no formulation took into account a maximal daily ride time
constraint for the users. In previous studies, requests from a
user were independent as the maximal ride time constraint
were only associated with a single trip. In that case, it is
possible to have an excessively long round-trip duration
for a user despite respecting the individual maximal ride
time constraint. This situation can potentially be avoided
to improve the quality of service.
In this work, we tackle this issue by adding a maximal daily
ride time constraint which binds together a set of requests
made by a user. The term daily ride time refers to the
set of requests and the term ride time refers to a single
request. For each user, setting the maximal daily ride time
to a value smaller than the sum of the maximal ride times
is the key to reduce the inequalities. Each user calls for a
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round-trip, which is a pair of pick-up and delivery needs,
with a maximal daily ride time constraint. Consequently, it
is no more possible to consider the morning request (from
home to the medical facility) and the evening request (from
the medical facility back home) of a user as independent
requests. The goal is to improve the quality of service
and reduce inequities among patients. All those consider-
ations make our problem a fleet size and mix round-trip
dial-a-ride problem with a round-trip constraint. In order
to compute a feasible solution within reasonable compu-
tation time, we decomposed the problem into two smaller
dependent sub-problems with a shared constraint. The
first sub-problem is a DARP on the morning requests, the
second sub-problem is a DARP on the evening requests.
This decomposition has two main advantages. Firstly, the
size of the problem is reduced by twofold. As the problem
is NP-hard, it exponentially reduces the computation time.
Secondly, it is possible to compute the sub-problems in
parallel. Subdividing the problem or using parallel compu-
tation has been done in the past. Decomposing the problem
into independent sub-problems is a common practice in the
school bus routing problem which is a variant of the DARP
(Ellegood et al. 2020). The first sub-problems could be
a scheduling problem or/and an assignment problem and
the last sub-problem is a routing problem. However, the
sub-problems were independent as feasible sub-solutions
were certain to lead to a feasible global solution. In another
hand, cooperative parallel computing on the same problem
(Crainic et al. 1997) has also shown great improvement in
computation time. But again, the parallel computations to-
wards a feasible solution were independent. In our problem,
the sub-problems are dependent. As a consequence, the
global solution made by the combination of the morning
and evening results may not respect the maximal daily
ride time constraint. In that case, we designed a heuristic
that gradually modifies the problem’s data and recomputes
sub-solutions in order to reach a feasible daily solution.
The method used to solve this problem is applied on real
data from the NOMAd project. The NOMAd project aims
to improve the transportation of disabled children from
their home to medical facilities in the metropolis of Lyon.
The remainder of this article is structured as follows: section
2 presents the mathematical model while section 3 describe
the heuristic used to solve the problem. The experiments
are presented in section 4. Finally, the results are given in
section 5.
2 PROBLEM SETTINGS AND MATHEMATICAL
MODEL
2.1 Problem settings
As the problem is split into two sub-DARPs, the following
is the mathematical model of a single sub-DARP.
A sub-DARP is modeled by a graph 𝐺 = (𝑉, 𝐴). The set
𝑉 of nodes contains the set of starting depots 𝑂+, the set of
arrival depots 𝑂−, the set of pick-up nodes 𝑃 and the set of
delivery nodes 𝐷. Each node 𝑖 ∈ 𝑉 has a service duration
𝑠𝑖 and a time windows [𝑎𝑖 , 𝑏𝑖]. The service duration 𝑠𝑖 is
equal to 0 for any node in 𝑂+ and in 𝑂−. The arc between
two nodes 𝑖 and 𝑗 represents the fastest and shortest path
from 𝑖 to 𝑗 . Thus, each arc is associated with a duration
𝑡𝑖 𝑗 and a distance Δ 𝑖 𝑗 . In reality, two nodes may have the
same geographical position (e.g., starting depot and ending
depot)
𝐾 is the set of vehicle types. Each vehicle has a starting
depot 𝑂+𝑘 ∈ 𝑂
+, an arrival depot 𝑂−𝑘 ∈ 𝑂
−, a maximal
capacity 𝑄𝑘 , a fixed cost 𝑓𝑘 , a duration cost 𝛼𝑘 and a
distance cost 𝛾𝑘 . The maximal shift length of a driver is
𝑇𝑘 .
𝑅 is the set of requests. Each request 𝑟 ∈ 𝑅 has a pick-up
node 𝑝𝑟 ∈ 𝑃, a delivery node 𝑑𝑟 ∈ 𝐷, a maximal ride
time 𝑇+𝑟 , a minimal ride time 𝑇
−
𝑟 and a quantity 𝑞𝑟 of users
to be transported. The minimal and maximal ride time
settings are described in section 4.1. The load variation
at a node is notated as 𝜙, having 𝜙𝑝𝑟 = 𝑞𝑝𝑟 at a pickup
node and 𝜙𝑑𝑟 = 𝑞𝑑𝑟 at a delivery node. At the starting





= 0) and there is no user inside a vehicle.
This notation allows to translate the load variation from a
request to a node.
𝐷 is the set of daily requests. Each daily request 𝑑 ∈ 𝐷
is composed of the morning 𝑟𝑚 ∈ 𝑅 and evening request
𝑟𝑒 ∈ 𝑅 made by a user: 𝑑𝑚 = 𝑟𝑚, 𝑑𝑒 = 𝑟𝑒. A daily request
has a maximal daily ride time 𝑇+𝑑 and a minimal daily ride
time 𝑇−𝑑 . The minimal daily ride time is the sum of the








• 𝑥𝑘𝑖, 𝑗 : is a binary variable which is equal to 1 if vehicle
k uses arc (i,j) and 0 otherwise, 𝑘 ∈ 𝐾 , (𝑖, 𝑗) ∈ 𝐴
• 𝑤𝑘𝑖 : is a continuous variable representing the arrival
time of vehicle k at node i, 𝑘 ∈ 𝐾 , 𝑖 ∈ 𝑉
• 𝑙𝑘𝑖 : is an integer variable representing the number of
users in vehicle k after visiting node i, 𝑘 ∈ 𝐾 , 𝑖 ∈ 𝑉
• 𝑤𝑤𝑟 : is a continuous variable representing the excess
ride time of the request r, 𝑟 ∈ 𝑅
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Objectives
• The cost of a solution represents its transportation cost
which the sum of all the fixed cost, the duration cost



























• The excess ride time of a solution is the sum of the
excess ride times of the users.





The big-M values are defined in section 4.1.1.
• One and only one vehicle ensures pick-up and delivery
for a request.
∑
(𝑝𝑟 , 𝑗) ∈𝐴
𝑥𝑘𝑝𝑟 𝑗 −
∑
( 𝑗 ,𝑑𝑟 ) ∈𝐴
𝑥𝑘𝑗𝑑𝑟 = 0,




( 𝑗 ,𝑃𝑟 ) ∈𝐴
𝑥𝑘𝑗 𝑝𝑟 = 1, ∀𝑟 ∈ 𝑅 (4)











≤ 1, ∀𝑘 ∈ 𝐾 (6)











≤ 0, ∀𝑘 ∈ 𝐾 (8)
• The flow is conserved.
∑




𝑥𝑘𝑖 𝑗 = 0,
∀𝑖 ∈ 𝑃 ∪ 𝐷,∀𝑘 ∈ 𝐾 (9)









= 0, ∀𝑘 ∈ 𝐾 (10)
• The arrival time at each node is greater than the time at
the previous node plus the service time at the previous




𝑖 + 𝑡𝑖 𝑗 + 𝑠𝑖 − 𝑀11 (1 − 𝑥
𝑘
𝑖 𝑗 ),
∀(𝑖, 𝑗) ∈ 𝐴,∀𝑘 ∈ 𝐾 (11)
• The arrival time at any node is within its time window.
𝑎𝑖 − 𝑀12 (1 −
∑
𝑗∈𝑉
𝑥𝑘𝑖 𝑗 ) ≤ 𝑤
𝑘
𝑖 ≤ 𝑏𝑖 ,
∀𝑖 ∈ 𝑉,∀𝑘 ∈ 𝐾 (12)
• For any request, pick-up happens before delivery.
𝑤𝑘𝑝𝑟 + 𝑠𝑝𝑟 + 𝑡𝑝𝑟𝑑𝑟 − 𝑀13 (1 −
∑
𝑗∈𝑉




∀(𝑖, 𝑗) ∈ 𝐴,∀𝑟 ∈ 𝑅,∀𝑘 ∈ 𝐾 (13)



















∀𝑘 ∈ 𝐾 (14)
• The load when leaving a node is equal to the previous
load plus the load variation.
𝑙𝑘𝑗 ≥ 𝑙
𝑘
𝑖 + 𝜙 𝑗 − 𝑀15 (1 − 𝑥
𝑘
𝑖 𝑗 ),
∀(𝑖, 𝑗) ∈ 𝐴,∀𝑘 ∈ 𝐾 (15)




𝑄𝑘𝑥𝑘𝑖 𝑗 , ∀𝑖 ∈ 𝑉,∀𝑘 ∈ 𝑘 (16)
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𝑝𝑟 − 𝑠𝑝𝑟 ≤ 𝑇
+
𝑟 , ∀𝑟 ∈ 𝑅,∀𝑘 ∈ 𝐾 (17)






≤ 𝑇𝑘 , ∀𝑘 ∈ 𝐾 (18)
• The excess ride time is the duration difference between
solution path and the shortest path. This definition is






𝑝𝑟 ) − 𝑇
−
𝑟 , ∀𝑟 ∈ 𝑅 (19)
• 𝑥𝑘𝑖, 𝑗 is a binary variable, 𝑤
𝑘
𝑖 is a continuous variable,
𝑙𝑘𝑖 is an integer variable, 𝑤𝑤𝑟 is a continuous variable,





+ 𝑤𝑤𝑟 ∈ R
+ (20)
3 SOLUTION METHOD
3.1 Sub-DARP Pareto computation
A sub-DARP is solved as a mono-objective problem. For
one sub-solution computation, only the cost or the unac-
cepted excess ride time objective is considered.
A large neighborhood search algorithm (LNS) from the
previous work on the NOMAd project has been used to
find sub-solutions (Tellez et al. 2018). As our problem is
multi-objective, we needed an approach to consider the
two objectives. It exists three main approaches: weighted
objectives, lexicographic optimization and Pareto frontier
optimization (Ho et al. 2018). The weighted approach is
the simplest to implement. However, it requires to know
beforehand the trade-offs between the different objectives
in order to implement proper weights. The lexicographic
approach is appropriate when one objective is by far more
important than the second. The Pareto frontier is the correct
approach when a global picture of the trade-off between
the objectives is needed. However, the computational
time is the longest because of a larger number of solution
computations. In our case, we used the Pareto frontier
optimization because the trade-offs between the cost and
the unaccepted excess ride time are unknown.
To find the extreme points of the Pareto front, we used a
lexicographic approach. For the first extreme point, cost is
minimized then its value becomes the upper boundary for
minimizing the unaccepted excess ride time. The objective
𝑔 used to find this extreme point is defined in equation (21).
𝑙𝑒𝑥 𝑚𝑖𝑛 𝑔 = (𝐶𝑜𝑠𝑡,𝑈𝑛𝑎𝑐𝑐𝑒𝑝𝑡𝑒𝑑𝐸𝑥𝑐𝑒𝑠𝑠𝑅𝑖𝑑𝑒𝑇𝑖𝑚𝑒) .
(21)
The objective minimization order is swapped for the second
extreme point.
The lexicographicmethod requires to add two boundary con-
straints for the maximal cost value and for the unaccepted
excess ride time value, respectively𝐶𝑚𝑎𝑥(22), 𝐷𝑚𝑎𝑥 (23).
• The cost is smaller than 𝐶𝑚𝑎𝑥 and the unaccepted



























𝑤𝑤𝑟 ≤ 𝐷𝑚𝑎𝑥 (23)
The other points of the Pareto front are found by relaxing
the constraint related to the first objective. We used the
augmented-epsilon constraint method (Mavrotas 2009).
3.2 Heuristic
The computation of a solution is done in a four steps
loop: separate computation, combination, verification and













































Figure 1 – Heuristic for daily solution
During the separate computation phase, the morning and
evening Pareto fronts are computed using the LNS heuristic.
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Then during the combination phase, all the combinations
of the morning and evening sub-solutions are computed. 𝐶
is the set of the solutions 𝑐 from the combination of the
sub-solutions. The daily cost of the solution is the sum
of the costs of the morning sub-solution and the evening
sub-solution. The same calculation is done for the daily
unaccepted excess ride time. It is equal to the sum of
the morning unaccepted excess ride time and the evening
unaccepted excess ride time.
During the verification phase, the respect of the maximal
daily ride time constraint is checked for every user in
every solution. The maximal daily ride time constraint
is formulated as in the formula (24). Every solution that
does not respect this constraint is rejected. Within the
set of feasible solutions, the dominated solutions are also
ignored. The final set of solutions constitutes the Pareto
front of the global daily feasible solution. However, it
is possible that no combination constitutes a satisfactory
solution (e.g., high daily cost). In that case, we proceed to
the modification phase.
• Maximal daily ride time constraint
𝑤𝑘𝑚𝑑𝑟𝑚
− 𝑤𝑘𝑚𝑝𝑟𝑚 − 𝑠𝑝𝑟𝑚 + 𝑤
𝑘𝑒
𝑑𝑟𝑒
− 𝑤𝑘𝑒𝑝𝑟𝑒 − 𝑠𝑝𝑟𝑒 ≤ 𝑇
+
𝑑
∀𝑑 ∈ 𝐷,∀𝑘𝑚, 𝑘𝑒 ∈ 𝐾 (24)
In essence, the modification phase aims to modify the
initial data to find new solutions. In the process, one or
some of the maximal ride time constraints are decreased.
Different strategies have been tested is order to reach a
global satisfactory Pareto. Those modification strategies
are described in section 4.1.5 .
4 EXPERIMENTS
4.1 Data pre-processing
4.1.1 Setting the big-M
Several big-M are used in the model. In order to restrict
the research space, they are set to a minimal value. When
indexes are used, their values and domain of definition are
set by the corresponding constraints.
𝑀11 = 𝑀𝑖 𝑗 = 𝑏𝑖 + 𝑡𝑖 𝑗 + 𝑠𝑖
𝑀12 = 𝑀𝑖 = 𝑎𝑖














4.1.2 Setting the minimal ride time
The minimal ride time for a user is set by the formula
(25). It corresponds to the greatest value between the
shortest path and the time window opening duration minus
the service time at the pick-up node. The figures 2 and 3
illustrates this concept. The time window opening duration
is the difference between the upper bound of the pick-up
node time window and the lower bound of the delivery node
time window. Indeed, if the time window opening duration
is greater than the shortest path, taking the shortest path
does not respect the time window constraints (12).
𝑇−𝑟 = min[𝑡𝑝𝑟𝑑𝑟 ; 𝑎𝑑𝑟 − 𝑏𝑝𝑟 − 𝑠𝑝𝑟 ] (25)
PTW DTW
direct          
ride time
















Figure 3 – Short min ride time setting
4.1.3 Setting the maximal ride time
The maximal ride time duration can be modified before
the solution computation to avoid some of the feasible
sub-solutions that lead to infeasible global solution. The
maximal ride time is set by the formula (26). Initially, the
maximal ride time is set to 150% of the minimal ride time
value. If the initial maximal ride time is greater than the
minimal ride time plus the maximal daily excess ride time,
it can be reduced. Indeed, any ride time greater than this
value in a sub-problem will not be a feasible solution for
the global problem. This concept is illustrated by the figure
4.












































New max ride time
Feasible region Final research space
Initial research space
Figure 4 – Maximal ride time setting
4.1.4 Setting the maximal daily ride time (applied to
NOMAd)
In the NOMAd project, the maximal daily ride time has
been set to 150% of the daily minimal ride time. For
example, a user shortest round-trip itinerary takes 2 hours,
so his/her maximal daily ride time is equal to 3 hours.
But for users that are really close to their destination, this
setting is not realistic and put too much constraint. Thus,
a different setting is done for any user who resides less
than 15 minutes away from his/her arrival. The maximal
ride time value is changed to the minimal ride time plus
15 minutes. Thus, the maximal daily ride time value is
equal to the minimal daily ride time value plus 30 minutes.
For example, a user shortest itinerary takes 2 minutes, so
his/her maximal ride time is set to 17 minutes (instead of 3
minutes) and his/her maximal daily ride time is set to 34
minutes.
Consequently, the maximal daily ride time is set by the
following formula:
𝑇+𝑑 = 𝑚𝑎𝑥 [𝑇
−
𝑑 + 30; 1.5 ∗ 𝑇
−
𝑑 ] (27)
This method to set the maximal daily ride time is specific
to the NOMAd project.
4.1.5 Description of modification strategies
The modification of the initial data has three components:
data processing, selection and new maximal ride time
setting.
Strategy
1 2 3 4 5 6 7 8
Data proc.
avg value x x x x
worst value x x x x
Selection
worst user x x x x
bad users x x x x
Decrease
fixed x x x x
variable x x x x
Tableau 1 – Strategies for modifying the problem’s data
Data processing aims to extract new information from the
results. It can be applied or not depending on the chosen
strategy. Further process is then based on the raw data
or the processed data. When data processing is applied,
the difference between the maximal daily ride time minus
the mean of the daily ride times from all the solutions for




|𝑐 | ). The
value obtained represents for each user his/her average daily
ride time deviation from his/her maximal allowed daily
ride time. A positive value indicates that in average, a
user spends too much time in transports. A negative value
indicates that in average, a user spend less than his/her
maximal allowed ride time in transports. If the results are
not processed, then the worst value from all the solution is
considered for each user.
Selection is setting the scope of the initial data which is
going to be modified. Two scopes have been explored:
worst user and bad users. The worst user selection implies
only selecting the user with the maximal deviation. The bad
users selection implies selecting all the users that exceed
their maximal daily ride time.
When the selection of users is complete, their maximal ride
time value is decreased. This reduction happens only on
a sub-request (morning or evening) depending on which
sub-problem contributes the most to the maximal daily
ride time constraint violation. For example, a user has a
morning itinerary with small unaccepted excess ride time
and an evening itinerary with huge unaccepted excess ride
time, thus only the evening maximal ride time of this user
is going to be decreased. The amount of the decrease can
either be a fixed value 𝜖 , or a variable value 𝜖𝑑 . The variable
value depends on the amount of constraint violation of the
selected user. The bigger the constraint violation, the
greater the reduction.
The table 1 describes the 8 strategies that have been tested.
Strategy 0 designates a simple morning and evening sub-
solutions combination without processing any further opti-
mization.
5 RESULTS
The results are demonstrated using one example but other
instances of the problem show similar outcomes. The
example has 67 users and 134 requests. The experiments
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were run on a laptop computer with an Intel(R) Core(TM)
i5-4310U CPU@ 2.00 GHz processor and 7.90Go of RAM.
The heuristic was coded in Python and the LNS was coded
in C++.
5.1 Pareto fronts comparison
In a set of Pareto fronts, a Pareto is better than another
Pareto if it has more non-dominated points on the lower
daily cost interval. As we are not interested in high daily
cost solutions, the higher daily cost interval is ignored by
this method. The lower daily cost interval is the interval
between the minimal daily cost in the set of Pareto fronts
and the intermediate daily cost. The intermediate daily
cost is the mean between the minimal and maximal daily
costs in the set of Pareto fronts ((𝑐𝑜𝑠𝑡𝑚𝑎𝑥 + 𝑐𝑜𝑠𝑡𝑚𝑖𝑛)/2).
This concept is illustrated by a simple example in the figure
5. In the example, the blue Pareto has two non-dominated
points in the lower daily cost interval and the red Pareto




















Figure 5 – Pareto fronts comparison using the intermediate
daily cost
5.2 Heuristic performance and strategies comparison
First of all, whatever the strategy employed, the heuristic
allow to find better solutions than a simple combination of
morning and evening Pareto fronts (strategy 0). Obtained
results have a wider range of non-dominated points and are
more exhaustive. The figure 6 shows the obtained results
for the previously cited example.
We discovered that some strategies lead in average to
better solutions. Indeed, for the same parameters, some
strategies give in average more non-dominated points. By
running the set of experiments we had, we obtained the
results presented in the table 2. The strategy 0 designate
the simple combination of sub-solution without further
optimization. The strategy that shows the best results is
the strategy 1 in which the worst user is selected based on
raw data and the amount of reduction is a fixed value. In
average, this strategy allows to find 14.8 non-dominated
points in the lower daily cost interval. It is five points more
than the second best strategy.










Tableau 2 – Average number of non-dominated points
comparison
6 CONCLUSION
In this paper, we presented a new approach for solving a
multi-trip dial-a-ride problem with dependent requests. We
showed that the maximal daily ride time constraint greatly
increases the complexity of the problem as it creates de-
pendencies between the requests. The heuristic developed
to solve this problem generates a set of non-dominated
feasible global solution. Applied to real cases, the person
in charge to organize the routes can select the best solution
based on the heuristic results and his/her practical experi-
ence. Every strategy showed an improvement in the global
solution. However, we discovered that the parameters of
the heuristic (LNS runtime, number of computed points in
a sub-Pareto, decrease value, ...) has a great influence on
the final results. Further research can address this issue by
finding the relationship between the parameters, the studied
instance and the results. This would allow finer tuning of
the parameters for each problem.
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RÉSUMÉ : Si la notion de parcours du patient tend à structurer pertinemment l’organisation des soins en France, il
est intéressant de mener une réflexion sur ses limites de fonctionnement. Qualité et continuité de prise en charge sont
les objectifs visés par un parcours. Pourtant, la réalité opérationnelle montre que s’il est aujourd’hui essentiellement
opérationnel dans les situations les plus délicates, il ne réussit pas à couvrir l’ensemble des besoins. Il existe une
frange de population qui échappe aux bénéfices attendus d’un tel dispositif de prise en charge alors que ce besoin
de continuité est vital. C’est cette extrémité qui est étudiée avec le parti pris d’un recours à la théorie des systèmes
complexes. Outre la caractérisation théorique de cette complexité, nous proposons de tirer des enseignements
acquis par une expérience d’ingénierie vécue sur le sujet au cours des deux dernières années. Le recours à la
modélisation y a permis de capturer toutes les dimensions décrivant le patient en situation complexe, avec une
volonté de couvrir un large spectre de cas. Les bases d’un dispositif innovant sont ensuite définies avec un modèle de
processus de reprise en charge de tels patients, précautionneusement repérés et identifiés à l’aide d’un protocole d’évaluation.
MOTS-CLÉS : Système de santé, Système complexe, modèle conceptuel, évaluation des patients, situation
complexe
1 INTRODUCTION
La prise en charge à domicile offrant un nouveau cadre
privilégié par la puissance publique dans l’organisation
des soins, la relation ville-hôpital et les réseaux de santé
y prennent une dimension différente. Il faut assurer conti-
nuellement, sur un territoire donné, une prise en charge de
qualité de l’usager/patient, dans un système qui est donc de
nature distribuée, alternant entre lieu de vie et lieux de soins.
Cet objectif pour être atteint, doit s’appuyer sur un travail
en équipe des professionnels de santé qui se mobilisent
autour du patient et de son entourage, au meilleur de ses
intérêts et en tenant compte évidemment de son profil et
de ses besoins. La mise en oeuvre de telles organisations
pose des difficultés en termes d’ingénierie, tant du côté de
la demande de soins que de celle de l’offre de soins (Zhang
et al. 2019, Lamine et al. 2019).
La diversité des situations nécessite en particulier des ré-
agencements réguliers des services rendus par ces réseaux
de soins parce qu’ils sont au contact des usagers au quoti-
dien. Or cette capacité d’adaptation peut parfois atteindre
des limites, un point critique où ils ne peuvent plus garantir
la qualité et la sécurité de la prise en charge parce que
le cas est si difficile que la réalisation des soins semble
inappropriée.
De plus, puisque le lieu et les conditions de vie de l’usager
fixent le contexte dans lequel le réseau doit intervenir, la
situation sociale de l’usager est une connaissance indispen-
sable pour la prise en charge. Les acteurs sociaux ont un
rôle à jouer dans un réseau qui n’est plus seulement sani-
taire, mais médico-social. Or, bien souvent, il est difficile
de réunir les informations minimales pour agir de manière
éclairée car les données sociales et médicales vivent dans
des systèmes d’information en silo, qui communiquent
peu et nécessitent souvent des opérations manuelles de
consolidation de données lorsqu’on veut les réunir.
Au fil du développement de notre article, nous énonçons
sous forme d’encadré des enseignements acquis de l’expé-
rience vécue par les auteurs sur ces comportements limites.
L’évaluation de la complexité en santé est encore
limitée par la dispersion des données et le manque
d’observabilité. Mais elle est factuelle dans le discours
des professionnels de santé.
Ce qui s’apparente évidemment à une forme de complexité
dans la prise en charge est une préoccupation des autorités
de santé compétentes (Ministère de la Santé, Organismes
professionnels). Ainsi, les gestionnaires de cas ou les plate-
formes territoriales d’appui sont déclarés aptes à intervenir
dans ces cas extrêmes. Mais ces dispositifs ne partagent
pas réellement de communautés de pratiques et souffrent
d’un déficit de méthodes. Notre recherche vise à dresser un
diagnostic des causes de ce déficit et à dégager des pistes
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Figure 1 – Les caractéristiques des systèmes complexes – Figure adaptée de (Clemens 1998)
de recherche pour combler le handicap.
L’étude que nous présentons est née d’une réflexion initiée
en 2018 conjointement par les auteurs et les membres de
l’Association pour la Diffusion de la Médecine de Pré-
vention (ADIMEP 1) basée à Toulouse. Cette organisation
spécialisée dans la médecine préventive a la volonté d’ap-
porter des réponses complémentaires à l’offre de prise en
charge existante, utilisant son haut niveau d’expertise médi-
cale et son expérience en interventions par unités mobiles.
Très vite, cette question de la nature complexe de certaines
prises en charge s’est révélée être une perspective intéres-
sante. Un projet a donc pris corps pour réaliser l’ingénierie
d’un dispositif adapté à ce type de cas. Notre collabora-
tion a visé deux objectifs : faire un travail de fond sur la
caractérisation du patient en situation complexe, concevoir
une nouvelle forme d’organisation adaptée à la reprise en
charge sur son lieu de vie.
À la section 2, nous examinons la littérature scientifique sur
le sujet de la complexité dans le système de santé. Puis, à
la section 3, nous développons une approche conceptuelle
pour caractériser la notion de patient en situation complexe.
Cette caractérisation permet de proposer la mise en place
d’un processus de traitement spécifique à la situation. Ces
préconisations soulèvent des questions de recherche qui
sont discutées en conclusion.
1. http://www.adimep.com/
2 LE TRAITEMENT DE LA COMPLEXITÉ DANS
LES SYSTÈMES DE SANTÉ
2.1 La complexité comme propriété d’un système
Le qualificatif de complexe est souvent appliqué à des
systèmes. Il décrit généralement un manque de maîtrise
du système concerné (Genelot & Moigne 2017). Dans
la mesure où il est difficile de modéliser ce qu’on ne
connaît pas, l’acte de modélisation est inachevé. Seules
des connaissances sur des représentations partielles de
l’objet d’études l’alimentent. Depuis les travaux de Von
Bertalanffy en 1968 (Bertalanffy 1968), un consensus s’est
formé sur ce que sont les racines de cette complexité et
dont les principales caractéristiques sont illustrées par la
figure 1 :
— instabilité surprenante dans le comportement pou-
vant conduire jusqu’à des situations de chaos
(Le Moigne 1999),
— poids des incertitudes, l’aléatoire limite toute tenta-
tive de prédiction du comportement. De nouvelles
aptitudes ou façon d’être peuvent émerger sponta-
nément en cours d’exécution (Morin 1977),
— nécessité de recourir à des théories à base de réseaux
pour expliciter des principes de fonctionnement à
partir des interactions entre composantes du système
(Hutzler 2000),
— propriétés mathématiques éminemment singulières
(variations dans les espaces d’états, fonctions d’état
non continues et non linéaires, non dérivables,
d’existence limitée à des sous espaces d’état).
Conscient des limites de toute rationalité, le chercheur
investi dans la construction d’un modèle de représentation
de système complexe applique le principe de séparation des
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préoccupations. Il capture des fragments de connaissances
du système sur des aspects spécifiques, et couve l’espoir
que de la richesse prodiguée par ces dimensions, une fois
réunies, surgira un progrès dans la maîtrise d’ensemble.
L’ingénierie d’entreprise a cultivé cette approche en l’ap-
pliquant à l’organisation productive avec un succès certain
(CIMOSA (AMICE 1993), ISO 19439 (ISO 2006), etc.).
L’ingénierie système suit la même philosophie (Bonjour
et al. 2019).
Cette tension qui s’installe entre conscience des connais-
sances acquises et inconscience des connaissances man-
quantes se traduit par une question : «Avons nous réellement
affaire à un système complexe? ». De fait, il est un niveau
de connaissance à partir duquel il s’acquitte de cette identité
complexe. Mais comment savoir qu’il est atteint autrement
que par le risque encouru de l’exploiter sans le maîtriser ?
C’est un sujet primordial quand l’ingénierie porte sur des
systèmes critiques (ex : systèmes embarqués pour véhicule
autonome).
La complexité est toujours définie par un seuil dans
une échelle graduant une décroissance de la capacité
à maîtriser le système. Ce seuil est repoussé par le
progrès dans la connaissance.
De l’aptitude à pouvoir classer un système dans cette
catégorie dépend la posture choisie ensuite par ceux qui sont
en charge de son ingénierie comme l‘affirme (Meinadier
1998).
Ce seuil de complexité est par essence difficile à
définir car il faut intégrer les effets d’interactions
multiples, d’incertitude, d’instabilité et de limite de
prédiction, incluant des phénomènes d’émergence dans
le comportement.
2.1.1 Projection dans les systèmes de santé
Dans leur ouvrage de référence, Rouse et Serban défi-
nissent globalement le système de santé comme un système
complexe dont une caractéristique majeure est son besoin
d’adaptation permanente (Rouse & Serban 2014). Cette
complexité s’exprime en particulier dans le service de soins
quand l’usager présente un profil poussant la prise en charge
dans des limites opérationnelles.
Le système de santé ne déroge pas à la règle d’une
vision systémique qui prime dans l’analyse de la com-
plexité.
(Waldvogel et al. 2012) ont mené une étude assez approfon-
die sur une prise en charge holistique et intégrée de malades
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Retours multiples aux ur-
gences, situation de dé-
tresse au domicile
Tableau 1 – Explicitation des facteurs de complexité dans
un système de santé
tels patients dans le cadre d’une pratique ambulatoire en
Helvétie. Dans le tableau 1, nous avons établi une projec-
tion des facteurs de complexité évoqués précédemment
sur des situations courantes dans un système de santé en
nous inspirant de leurs travaux. Ces auteurs insistent sur la
coexistence de multiples réseaux internes : « Lorsque plu-
sieurs pathologies se retrouvent chez le même patient, les
interactions entre les réseaux sont innombrables et impos-
sibles à répertorier, le stade de résilience des systèmes peut
être dépassé. Il naît de cette complexité des événements une
nouvelle caractéristique du patient : son caractère unique,
ce « je-ne-sais-quoi », qui le fait échapper à la médecine
traditionnelle. Il faut alors du courage pour abandonner les
directives conventionnelles, de l’empathie pour accepter
les désirs du patient et de ses proches, enfin un nouvel état
d’esprit pour gérer une équipe multidisciplinaire ».
La complexité est associée à une situation dans l’éco-
système de prise en charge.
Dans son acception la plus large, le concept de parcours
renvoie à une prise en charge globale et continue du patient.
Il est propice à l’étude de la complexité dans la mesure
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Inhérente à toute prise en charge 
Autonomie du patient, de l'entourage et des 
référents 
Situation compliquée 
Appel à l'interdisciplinarité, à l'expertise 
d'une compétence supportive pour aide à 
l'évaluation, conseil et orientation de façon 
ponctuelle 
Situation complexe
Multiplicité des problèmes et des intervenants 
Réévaluation rapprochée, mobilisation des 
compétences supportives sur la durée 
Situation extême - très complexe
Situation unique 
Problématique au-delà des compétences  et 
des organisations locales ; 
Figure 2 – Schéma de principe de la gradation en quatre classes des difficultés de prise en charge d’un patient
où il cultive une vision systémique, avec un large horizon
d’observation à la fois dans l’espace et dans le temps, d’une
part, et constitue l’enveloppe dans laquelle la coordination
s’exerce, d’autre part (SGMCAS 2016, Benabdejlil 2016,
Calvez 2019).
Le parcours de soins est le creuset dans lequel il faut
traiter des situations complexes.
Actuellement, la réalité opérationnelle du parcours n’est
pas ancrée dans les pratiques professionnelles du système
de santé. Le parcours n’a factuellement de réalité qu’à partir
d’un certain niveau de complexité. Ce niveau de complexité
est lui même appréhendé de manière plus intuitive que
rationnelle, reposant sur le sentiment que le problème s’étale
dans le temps et que l’on a des difficultés à le résoudre.
Quelle fracture entre cette absence de pragmatisme, d’une
part, et l’importance donnée aux dispositifs de prise en
charge consacrés à la complexité, d’autre part !
Il n’existe pas de solution largement partagée pour la
prise en charge de ces situations complexes.
La Haute Autorité de Santé (HAS) reconnaît des gradations
dans l’évaluation de la complexité, non pas d’un patient,
mais d’une situation dans laquelle le patient se trouve. Dans
chaque cas, les intervenants devront adapter la fréquence
d’actualisation d’un plan personnalisé de coordination des
soins (PPCS) (HAS 2019b). Douze cas pratiques ont fait
l’objet d’une publication de la HAS décrivant l’usage de
ce PPCS dans des situations très variées (HAS 2019a). Ils
montrent toute la diversité des situations.
La complexité d’une situation est multifactorielle,
mêlant des observations de nature psychologique, sa-
nitaire et sociale.
Sur la figure 2, quatre catégories de situation sont décrites
selon les niveaux d’incertitude et d’instabilité qui pèsent
sur le système, pointant une difficulté croissante dans l’ins-
truction d’un dossier au fil de l’augmentation des valeurs
de ces deux facteurs, pour concevoir un PPCS qui devrait
être durable. Mais les échelles des axes de cette figure ne
sont pas précisément définies, ni reliées par des règles aux
critères choisis pour la conception. Ce type de figure qui a
un caractère culturel, reste peu utile pour qui veut organiser
une prise en charge avec une certaine précision. On ne peut
se contenter de cette représentation pour alimenter notre
étude. Actuellement, pour la réglementation sur le territoire
français, ce sont les plate-formes territoriales d’appui qui
ont la compétence requise sur ces classes 3 et 4. Elles sont
sollicitées sur la foi d’un acteur de premier recours sans
règles réellement formelles. Mais sont elles réellement en
mesure d’agir sur la classe 4?
Force est de constater que les acteurs investis dans le dé-
veloppement de ces plate-formes souffrent d’une absence
de méthodologie et d’outils mis à leur disposition. Leur
pratique relève souvent d’une improvisation locale, alors
qu’ils sont naturellement placés au centre d’un réseau
d’acteurs qui doivent partager des principes et règles de
fonctionnement. Le secteur sanitaire et social calibre en
général la réponse apportée à des besoins de prise en charge
par des échelles d’évaluation qui guident l’orientation du
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la douleur, MNA 3 (Mini Nutritional Assessment) de la
nutrition, les grilles AGGIR 4 pour la mesure de l’autono-
mie, ou encore FRENCH 5 pour le degré d’une urgence,
à titre d’exemple. La même logique existe dans l’évalua-
tion sociale, citons le référentiel InterRAI 6, par exemple.
Ces échelles sont précises et souvent associées à un ques-
tionnaire. Nous nous sommes appropriés cette pratique
d’évaluation.
3 APPROCHE ADOPTÉE
3.1 Caractérisation de la situation complexe
Nous avons recours à la modélisation afin de dresser de
manière cohérente et synthétique une galerie des portraits
de situations complexes.
La prévalence de ces situations n’est pas connue du fait
d’unmanque de définition des déterminants de santé de
la population, déterminants dont les épidémiologistes
ont besoin pour quantifier.
Des cas cliniques de patients ont été recueillis dans des
structures médico-sociales. Ces derniers ont été analysés
et ont permis d’identifier des paramètres communs aux
cas complexes. Comme illustré par la figure 3, le modèle
conceptuel qui en a résulté est fondé sur les relations
entre trois dimensions, . La première dimension réunit les
connaissances sur le vécu du parcours de soins de l’usager
prenant en considération son profil et son environnement.
La seconde dimension aborde la structure de l’offre de
soins, incluant l’entité en charge de la coordination des
ressources. Dès lors, la caractérisation de la complexité
est considérée comme une troisième dimension n’ayant de
sens qu’en relation avec les deux autres dimensions. Ce
n’est pas le patient qui est complexe, nous dirons que c’est
la situation dans laquelle il se trouve qui est complexe.
La modélisation à un niveau conceptuel de la situa-
tion complexe n’a pas été réalisée auparavant, or un
maillage de concepts fournit une vue à 360˚ extrême-
ment utile.
Le patient présente un niveau de complexité en fonction de
son état de santé, de sa situation psycho-sociale, au sein
d’un parcours de soins. Nous présentons plus en détail dans
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Le patient présente un niveau de complexité
psycho-sociale en fonction de ses conditions de
vie et de ses relations sociales.
Complexité
sociale
Il s’agit d’une complexité liée à l’environnement




Il s’agit d’une complexité associée au profil psycho-
logique du patient, les éléments de sa personnalité
qui sont impactants.
Tableau 2 – Facteurs contribuant à la complexité d’une
situation
Le modèle conceptuel de la figure 4 est un diagramme de
classe en langage UML capturant les connaissances sur la
complexité dans le rectangle central en traits pointillés. De
part et d’autre, deux paquets l’encadrent : les structures
à gauche et le parcours à droite. Nous ne détaillons pas
ici ces deux paquets, seules les classes en interface sont
explicitées.
Nous avons renseigné les classes du paquet complexité
avec des attributs qui entrent en ligne de compte quand
il faut évaluer un niveau de complexité. Des opérations
viennent compléter ces attributs, elles indiquent des don-
nées qu’il faut aller chercher pour compléter l’évaluation.
Ces opérations sont appelées autant que de besoin, selon la
dynamicité de la situation complexe.
3.2 Définition d’une échelle d’évaluation
Créer une échelle d’évaluation est une difficulté en soi.
L’usage dans les échelles médicales et sociales est de
produire un indicateur unique, souvent associé à une échelle
qualitative. Cette solution impose de choisir une méthode
d’agrégation des facteurs contributifs de la complexité qui
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Figure 4 – Modèle conceptuel du paquet « Complexité »
sont consignés dans le modèle conceptuel de la situation
complexe.
L’inclusion de patient dans la cohorte des situations
complexes relève d’un protocole d’évaluation très
spécifique.
Il faut appliquer une forme mathématique qui permette de
synthétiser les variables de base. Une moyenne peut être
choisie, en prenant soin de préserver des équilibres entre
les termes de la somme par des jeux de pondération dont le
choix des valeurs est toujours un exercice subtil. Mais une
autre manière d’aller vers une échelle est de respecter le
caractère multifactoriel de la complexité en préservant les
dimensions représentatives de la complexité. Cela conduit
à une présentation sous forme de graphique en radar avec
des profils type de complexité. Dans ce cas, la notion de
seuil devient plus floue.
Un outil logiciel a été conçu avec ADIMEP pour réaliser
des questionnaires permettant de recueillir les données
pour l’évaluation et de les stocker dans une base. De cette
base de données, nous avons prévu des exportations pour
alimenter un logiciel d’analyse de données, qui permettra
de bâtir des tableaux de bord dans lesquels ces différentes
techniques d’agrégation pourraient être testées.
3.3 Inclusion dans le processus de prise en charge
La singularité du problème de prise en charge tient dans
la difficulté d’assurer une continuité d’activités au sein
du parcours. Par son caractère critique, cette situation
complexe s’apparente à une situation de crise. Il n’est plus
question de prise en charge, mais de reprise en charge. Car
chacun doit être averti de la difficulté qui se présente et
qui est apprise du passé. Le repérage de ces patients est
donc une problématique pour laquelle il peut être utile de
mandater des professionnels de diversmétiers pour endosser
un rôle de lanceurs d’alerte, c’est à dire de scrutateurs
d’événements significatifs d’un décrochage. La figure 5
illustre la cartographie de processus de reprise en charge
du patient en situation complexe comme nous l’avons
envisagée.
Figure 5 – Cartographie de processus de reprise en charge
du patient en situation complexe
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Le repérage de patient complexe nécessite un dispositif
très particulier.
L’organisation doit ensuite passer le relais à un guichet
intégré pour opérer une évaluation telle que discutée supra.
En cas de décision d’inclusion, une coordination explicite
doit être établie entre les acteurs. Le processus de prise de
décision est collectif et doit aboutir à élaborer des PPCS
avec un suivi très serré par une équipe expérimentée. Ce
schéma organisationnel s’apparente à ce qui a pu déjà
être expérimenté sur les personnes âgées dans le cadre
du programme PAERPA 7. Ici, la différence réside dans
la dissociation d’une population ciblée, les patients en
portefeuille n’ont pas d’autres critères d’inclusion que ceux
des étapes amont.
Le processus de prise en charge de la situation com-
plexe est un processus de continuité d’activités visant à
la reprise en charge d’un décrocheur, ses étapes amont
sont les plus difficiles à concevoir.
Insistons sur la possibilité, et même sur l’objectif poursuivi
par ce dispositif, de franchir le fameux seuil de complexité
en sens inverse. Un patient est entré dans le portefeuille
des situations complexes, il peut en sortir. Dans une vision
éthique, on peut même suggérer que tout doit être fait
pour qu’il en sorte. Auquel cas, il rejoint le cours normal
des prises en charge qui sont sous contrôle et la suite est
déléguée aux ressources territoriales « classiques ». Cela
justifie l’emploi de cette qualification de reprise en charge
Dans un cadre d’ingénierie organisationnelle menant à la
définition de ce guichet unique, il est attendu :
— la définition des règles de gestion qui guideront la
conception du parcours conceptuel à un niveau plus
détaillé que celui de notre cartographie. Il s’agit
alors de normaliser des pratiques et d’en assurer
une large diffusion,
— la mise au point des algorithmes qui aideront à
pratiquer le « case management » à partir de ces
fondements. La dérivation du modèle conceptuel
de parcours en un modèle opérationnel de parcours
pour un patient donné devient l’enjeu. Ces algo-
rithmes peuvent être basés sur la recherche d’une
solution parmi une combinaison des possibilités de
prise en charge pré-établies et la vérification de la
possibilité de mobiliser les ressources de tout type
qu’elle engagera.
4 CONCLUSIONS
Ne s’écartant pas des canons définissant les systèmes com-
plexes, le système de santé est qualifiable de complexe.
7. Personnes Âgées en Risque de Perte d’Autono-
mie – https://www.has-sante.fr/jcms/c_1638463/fr/
plan-personnalise-de-sante-pps-paerpa
Dans ses missions opérationnelles, il engendre des situa-
tions complexes pour des patients qui sont souvent en limite
de prise en charge, rejetés et dans une forme de décrochage
vis à vis du continuum de soins. Bien que la prévalence
de ces situations ne soit pas connue, de nombreux témoi-
gnages attestent de l’existence de ces cas. L’ingénierie de
parcours de patients en situation complexe vise à concevoir
et déployer des dispositifs adaptés à ce sujet singulier.
Nous faisons un retour d’expériences vécues au sein d’un
projet ayant l’ambition de proposer un dispositif de reprise
en charge de ces patients en situation complexe. L’accent
est mis sur la caractérisation de la situation afin de pouvoir
évaluer avec une certaine rationalité si un patient relève de
cette catégorie. Les caractères instable et incertain de ces
situations font qu’une telle ambition est un vrai challenge
scientifique. Nous avons proposé un modèle conceptuel
pour capturer de manière structurée les multiples éléments
de connaissance contribuant à l’évaluation d’une telle si-
tuation. À partir de ce modèle, nous avons pu penser un
protocole d’évaluation associé à un questionnaire. Nous
avons situé l’emploi de ce dernier dans un processus spé-
cifique à ce type de situation. Les étapes de repérage des
candidats à l’inclusion dans cette catégorie, puis l’identi-
fication de leur profil afin de préparer un PPCS lorsqu’ils
sont repris en charge, ont focalisé nos efforts.
Ce premier pan de nos travaux ouvre de nombreuses pers-
pectives en termes de recherche. Nous pouvons évoquer les
pistes suivantes :
— mettre en application nos propositions à titre expé-
rimental sur des territoires pilotes afin de juger de
leur pertinence et de pouvoir mener des statistiques
sur la prévalence de ces situations,
— aider à la prise de décision dans la collaboration
entre intervenants potentiels pour bâtir un PPCS,
non pas à partir de la page blanche, mais dans une
logique de raisonnement à base de cas et de règles
métier appliquées avec discernement à des solutions
génériques pré existantes,
— appliquer des techniques issues de travaux sur le
principe de continuité d’activités pour aider la révi-
sion des PPCS en minimisant les effets de rupture
de soins pour le patient (Rejeb et al. 2014),
— informer et former les acteurs du sanitaire et du
social des caractéristiques de la situation complexe
et des spécificités des pratiques de reprise en charge
(alerter, évaluer, inclure, reprendre),
— convaincre les instances en charge de la régulation
du système de santé publique de la pertinence de ces
nouveaux dispositifs, une fois leur valeur démontrée,
pour passer à l’échelle.
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Dans cet article, nous considérons le problème de replanification des processus d’assemblage aéronautique 
en réponse à une interruption causée par un aléa. Le problème d’ordonnancement étudié doit tenir compte des contraintes 
de précédence et de ressources (par ces aspects il est proche de celui de la formulation classique du Resource Constrained 
Project Scheduling Problem)  mais aussi d’autres contraintes comme la considération des métiers des opérateurs, leurs 
compétences et la gestion des zones de travail. Notre objectif est d’étudier différents critères d’optimisation qui peuvent 
être utilisés dans ce contexte afin de fournir une aide aux manageurs en charge de la replanification. Nous présentons 
un modèle de Programmation Par Contraintes (PPC) pour le problème considéré en implémentant plusieurs fonctions 
multi-objectifs proposées. Les performances de ces fonctions sont testées sur un ensemble d’instances issues du terrain.
Nous discutions ainsi l’impact de chaque critère sur les caractéristiques des solutions trouvées lors de la résolution.  
RCPSP, gestion d’aléas, réactif, PPC, multi-objectifs.
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Figure 1 – Variable de type intervalle 
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Tableau – Paramètres des instances de 50 tâches 
Tableau 2 – Paramètres des instances de 100 tâches 
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Tableau 2 - Occurrences des meilleures valeurs dans le cas de 
l’absence d’un opérateur
Tableau 3 - Occurrences des meilleures valeurs dans le cas 
d’une tâche reportée
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Tableau 4 - Proximité avec les meilleures solutions dans le cas 
de l’absence d’un opérateur 
Tableau 5 - Proximité avec les meilleures solutions dans le cas 
d'une tâche reportée 
Figure 2 - Répartition des valeurs du critère d'affectation lors 
de l'absence d'un opérateur pour les instances de 100 tâches. 
Figure 3 - Répartition des valeurs du critère du makespan lors 
de l'absence d'un opérateur pour les instances de 50 tâches. 
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Figure 4 - Répartition des valeurs du critère de déviation pour 
lors de l'absence d'un opérateur pour les instances de 100 
tâches. 
Figure 5 - Répartition des valeurs du critère de déviation dans 
lors de l'absence d'un opérateur les instances de 50 tâches. 
Figure 6 - Répartition des temps de calcul dans les instances 
de 100 tâches lors d'un report de tâche. 
Figure 7- Répartition des temps de calcul dans les instances de 
100 tâches lors de l'absence d'un opérateur. 
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Risk Management, Maritime systems, Maritime logistics, Environment, Stakeholders’ analysis, Social 
Network Analysis (SNA)  
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Gephi-The Open Graph Viz Platform
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The mining industry is the source of the production of many consumer goods and equipment. Therefore, 
the companies that control this activity play a significant role in the global economy. However, it is an important source 
of pollution of water, air, soil and ecosystems by metals. It exploits fossil and non-renewable resources, requiring large 
amounts of energy and sometimes water. Thus, implementing a sustainable approach through an overall performance 
integration in manufacturing practices, has become a necessity in this industry. Hence, this paper proposes a group of 
key performance indicators for overall performance assessment and management in mining industry. The established 
indicators were defined and derived from literature based on the triple bottom line of sustainability of economic, social 
and environmental factors. A survey was carried out then, in a Moroccan mining industry to validate the adaptability of 
the chosen indicators with the industry activities and practices. Future work will further develop an assessment tool 
that will help managers to evaluate the overall performance in mining industry and to take the appropriate actions to 
increase its competitiveness. 
Overall performance, sustainable manufacturing, key performance indicators, decision making, 
performance assessment, mining industry.
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ABSTRACT: As a response to unexpected events sourced either from external environment or internal environment, 
manufacturing companies have to decide and adjust their system autonomously. Indeed, this has brought significant 
reactivity, adaptability, and stability to disturbances and production changes. However, an ever myopic behavior of 
locally autonomous entities has led such decision-making process to various drawbacks such as difficulty to get 
immediate information for performing global decision. Consequently, the interest of hybrid control system has evolved 
using holonic or multi-agent system paradigms so as to provide an overall and efficient production performance. This 
paper is aimed to provide state-of-the-art on holonic reference architectures and multi-agent system paradigms and to 
propose recursive hybrid control architecture by stipulating two decision-making layers namely white-collar layer and 
blue-collar layer. The decision-making is mainly managed by locally autonomous decision entities incorporated in the 
blue-collar layer with interfacing and updating role of white-collar entities in the white-collar layer. This layer based 
control architecture is proposed to fit with the emergence of Cyber Physical System (CPS) and the need of dynamic 
switching in hybrid control architecture. 
 
KEYWORDS: Hybrid, Cyber physical System, Control architecture, Blue-collar, White-collar 
 
1 INTRODUCTION 
In today’s competitive world, globally volatile market is 
one of the biggest troubles for manufacturing industries. 
Factors such as requirement reactive and adaptive 
system, shorter life cycle, customized products etc. made 
this trouble vital. The framework of Industry 4.0 is also 
urging them to deal with technological advancement in 
information and communication for effective 
management of knowledge required for the need to 
regularly update and reconfigure their system. While 
struggling to satisfy these factors, the manufacturing 
industries may impose with new challenges and varieties 
which in turn these challenges are forcing them to look 
for new solutions. At this time, it is critical to search for 
control systems that provide efficient planning of tasks 
to resources and quickly adapt and react to unexpected 
events occurred. Accordingly, different control systems 
in different views, behavioral views (El Haouzi, 2017) 
and structural views (Dilts et al., 1991; Rey et al., 2013) 
for instance, have been introduced and implemented so 
far. 
 
Structurally, the control system can be catagorized as 
central, hierarchical, heterarchical, and hybrid. Each of 
them has shown merits with capability to react and adapt 
to unexpected event(s) though the impact varies. 
Through time, the interest on hybrid control system is 
increasing as it couples the high and predictable 
performance promised by centralized control approach 
with the robustness of distributed reactive control against 
disturbances based on the reactivity of Cyber Physical 
System (Jimenez et al., 2017; Valckenaers and Handrik 
Van Brussel, 2016). It is studied and proposed by 
different researchers since the last decade. (Zambrano et 
al., 2011) and (Rey et al., 2014) for example have 
presented the need of coupling hierarchical and 
heterarchical control architectures to manage myopia. 
 
This paper is aimed to provide a state-of-the-art on 
holonic and multi-agent system (MAS) reference 
architectures and to propose a Recursive hybriD Control 
Architecture (REDCA). The novelty is to present the use 
of two interlinked decision-making layers namely white-
collar layer and blue-collar layer in order to minimize 
impact of unexpected events(s) occurred and to perform 
a dynamic role switching manufacturing system’s 
autonomous entities. The rest of the paper is organized 
as follow: Section 2 explicitly surveys related materials. 
Section 3 follows with proposing the recursive hybrid 
control architecture and its executability explanations. 
Finally, a concluding remark and future perspectives are 
presented in section 4. 
2 SURVEY ON RELATED WORKS  
The autonomously reactive and centrally predictive 
behaviors of decision entities in distributed reactive 
control mode and central predictive control approach 
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respectively are encouraging for control systems change. 
As a response to this changing call, coupling these two 
control approaches is believed to minimize their over 
shadowing drawbacks. According to (Cardin et al., 
2017) and (Jimenez et al., 2017), for instance, 
minimizing these drawbacks is highly dependent on the 
way how these two control approaches could be 
combined. Holonic manufacturing system and multi-
agent system paradigms have been handed-over the 
coupling procedure in order to stabilize manufacturing 
execution system at glance and performance of whole 
system then after. Even though both paradigms have a 
lot in common, the multi-agent system provides multi-
domain functions through its cooperative and 
competitive agents while the holonic manufacturing 
system is used mainly in manufacturing domain through 
its inherently cooperative holons. This indicates that the 
search for an effective implementation of holonic 
reference architectures and multi-agent system 
paradigms remains a subject of great attractiveness in the 
community of researchers working on agile-adaptable 
system.  
 
2.1 Fundamentals on Holonic Manufacturing 
System (HMS) reference architectures 
HMS provides reactivity to disturbances, flexibility to 
changes, and efficient usage of resources. It has got 
much attention due to its fitness to create synchronized 
control system during unexpected disturbances (Jarvis et 
al., 2008) and its fitness to satisfy the requirements of 
industry 4.0. Three main holonic control architectures 
have been studied and elaborated by different researchers 
in the previous decades: Product-Resource-Order-Staff 
(PROSA) reference Architecture, ADAptive holonic 
COntrol aRchitecture (ADACOR), and Holonic 
component-based architecture (HCBA).  
 
PROSA is considered as reference architecture for other 
HMS architectures. It identifies types of holons 
necessary for any manufacturing system, its 
responsibilities, and interaction structure in which they 
cooperate. According to (Van Brussel et al., 1998) and 
(Valckenaers and Hendrik Van Brussel, 2016), PROSA 
is built from three holons: product, resource, and order 
holons.  Staff holon is added to assist these basic holons 
with expert knowledge. Product holon stores process and 
product knowledge needed to insure the correct 
execution of the product with sufficient quality. 
Resource holon is an abstraction of the production 
means, such as machines, conveyors, pallets, raw 
materials, tool holders, material storage, personnel, floor 
space etc. (Valckenaers et al., 2007). Besides, a resource 
holon offers production capacity and functionality to the 
other holons. An order Holon is responsible for doing the 
work assigned on time and in the right way (Giret and 
Botti, 2006). It interprets a task within a system and 
hence prepares a work assigned optimally. Meanwhile, it 
manages the physical product being processed, the 
product-state model, and all logistic information related 
to a job (Valckenaers et al., 2007).  
ADACOR, by (Leitão and Restivo, 2006), uses a 
pheromone-like propagation mechanism to deal with 
myopic phenomenon by introducing a supervisory holon. 
It defines a holonic approach for dynamic adaptation and 
agility in the face of frequent perturbations within 
flexible manufacturing systems. It is based on a group of 
autonomous and cooperative holons in order to represent 
factory components. These holons have an autonomy 
factor that adapts the holon’s autonomy according to its 
environment (Rey et al., 2013).  A low-autonomy factor 
implies following supervisory advice and a high-
autonomy factor allows self-organization and local 
problem-solving in case of perturbations. Once 
perturbation is occurred, the locally autonomous holons 
switch to heterarchical mode and manage their problem 
(perturbation) without the involvement of supervisory 
holon. ADACOR groups the holons of a manufacturing 
system into product holons, task holons, operational 
holons, and supervisor holons. The supervisory holon 
introduced in this architecture has specifity over that of 
the staff holon in PROSA. For instance, it has capability 
to form group of holarchy and it is in charge of 
triggering schedules periodically. Each product is 
represented by one product holon that has all of the 
product-related knowledge and is responsible for the 
process planning. To this end, product holon stores 
information about the product structure and the process 
planning to produce it. Every manufacturing order is 
represented by a task holon, which is responsible for 
controlling and supervising a production execution. The 
operational holons represent the physical resources of the 
factory, such as human workers, robots and machines. 
They manage the behavior of these resources based on 
their goals, constraints and capabilities, and try to 
optimize their agenda. 
 
HCBA, much like PROSA, serves as a reference model 
for numerous implementations and applications of 
holonic systems. (Chirn and McFarlane, 2000) and 
(Farid, 2004) have testimonied that HCBA is derived 
from the concepts of component-based development 
(CBD) that provides a guideline for HCBA. As it is 
presented in (Botti and Giret, 2008) and (Chirn and 
McFarlane, 2000), HCBA defines two major holons: 
product and resource holons. The resource holon is an 
embedded system component that can execute operations 
such as production, assembly, transportation, and 
checking. The product holon may contain a physical part 
such as raw materials, product parts and a controlling 
part may represent the path controlling a production line, 
process control, decision-making, and product 
information. 
 
To sum-up, holonic reference architectures have been 
studied by the holonic community and clearly showed 
that they are capable to minimize impact of perturbations 
on a holonic system. However, the setup for holonic 
structure requires high effort and hence development of 
48
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
holonic control applications is sophisticated. This is 
because modeling of complex dynamic systems is costly 
and incurs significant processing overhead due to the 
demand for powerful modeling platforms (Dorri et al., 
2018). Hence, the flexibility, autonomy and scalability 
afforded by agents made agent-based modeling a low-
cost and low resource solution for modeling complex 
systems (Dorri et al., 2018). Subsequently, the 
developments in multi-agent communication have 
evolved significant interest and research activity in the 
area of cooperative MAS. 
 
2.2 Fundamentals on Multi-agent System (MAS) 
paradigm 
MAS consists of society of agents that could potentially 
cooperate with each other and their outer environment in 
order to perceive, reason, and converge to a suitable 
solution (Botti and Giret, 2008; Isern et al., 2011; 
Wooldridge, 2009). In the intelligent manufacturing 
system domain, it is well accepted that MAS based 
control system is a good way to deal with disturbances 
and production changes. It provides software packages 
for the implementation of HMS through cooperative 
algorithm such that each agent’s beliefs are brought to 
negotiation until all neighboring agents reaches at their 
final offer (Farid, 2004). Agents in such control system 
are characterized by their autonomy in which decisions 
at the time of necessity are made by these agents. This 
helps to create robust system with respect to time-
evolving communication. In (Holvoet and Valckenaers, 
2006; Isern et al., 2011; Jennings et al., 2001; Leitão, 
2009; Maturana Shen and Norrie, 1999; Ryu and Jung, 
2003; Wong et al., 2006; Xiong and Fu, 2018), it is 
clearly presented that the applicability of MAS is 
characterized by their large scale in terms of number of 
agents, dynamic nature, and complex functionality. In 
Ryu and Jung (2003), for instance, the concept of fractals 
as autonomous cooperating agents to discuss fractal 
manufacturing systems is introduced. Maturana et al. 
(1999) in turn introduced adaptive multi-agent 
manufacturing system architecture with capability to 
facilitate multi-agent coordination by minimizing 
communication and processing overheads.  
 
2.3 Synthesis and discussion  
Plenty of researchers have given owed concentration to 
holonic and multi-agent manufacturing reference 
architectures and paradigms to provide efficient 
production performance and ensure reactivity face to 
unpredicted events. However, several issues left 
unsolved such as autonomy of decisional entities and 
legal aspects to represent sociability challenges, 
development of interaction mechanisms and protocols, 
design of decision models and control architectures, 
issue of introduction and implementation of 
technological solutions to explain some of them. To 
emphasize these challenges, Cardin et al. (2017) in their 
state of the artwork, for example have pointed out three 
confusing choices by decision entities to reschedule a 
perturbed discrete manufacturing system: (a) do nothing 
(b) decide autonomously and (c) decide by shrinking 
towards central scheduler. Cardin et al. (2017) have also 
presented that three main challenges still need to be 
investigated in the next few research years: (I) 
Estimation of future performances (II) Design of 
efficient synchronization (III) Design of efficient 
switching strategies integrated into a hybrid control 
architecture which this work has given attention. 
 
This indicates that further effort and exploration on 
control architectures with a target to provide all 
components of manufacturing system decide 
immediately while they face unexpected events is still a 
demanding research area. Besides, even though, both the 
holonic and multi-agent systems have a lot in common to 
model and implement these control architectures, the 
applicability domain of MAS is very wider than that of 
the holonic paradigm.  For example, many researchers 
have given due attention to the applicability of 
sociability-based multi-agent systems for controlling 
communication problems in the field of networking 
sciences, sociology, anthropology, philosophy, 
economics etc. However, its applicability for 
manufacturing control problems was highly 
comprehended with challenges such as difficulty to 
guarantee minimal level of information and operational 
performance, difficulty of cooperation, lack of 
commercial platforms (Jimenez et al., 2017; Rey et al., 
2014) etc. Meanwhile, several challenges within the 
manufacturing systems such as design of decision model, 
design of interaction protocols, integration of 
technological solutions, dynamic switching role of 
entities remains yet unsolved. In the framework of 
solving these challenges in general and the last point in 
particular, agent-based recursive hybrid control 
architecture is proposed and explained in this paper; 
section 3.  
3 PROPOSITION: A RECURSIVE HYBRID 
CONTROL ARCHITECTURE (REDCA) 
In the framework of effort to design and implement 
hybrid control architecture, REDCA (structurally semi-
heterarchical and behaviorally reactive) is proposed with 
its suitability to create reactive, sociable, cooperative, 
and adaptable manufacturing systems at the time of 
perturbations. It is an extended version of VSM-based 
work proposed by Herrera et al. (2011) by taking the 
recursiveness1 and legacy system of the work. However, 
REDCA differs from Herrera et al. (2011)’s model by 
the level of implementability and capacity of adjusting 
perturbation(s). To adjust a perturbation(s), the different 
aggregation levels in Herrera et al. (2011)’s model were 
limited to either waiting until final decision is distributed 
by a central entity or splitting work-in-progress products 
                                                          
1Recursion inside an operating unit, same configuration exists with local 
regulation and local management and all decisional entities decide at their own 
level; Stafford Beer’s Viable System Model 
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to neighbor machines which are working for same lot. 
This indicates that the model was not able to clearly 
show a layer-based contribution of each aggregation 
level. Moreover, it is a product agent who plays all the 
roles in optimizing the system while the other agents (for 
example machine agents) have contributing role. 
Consequently, REDCA is proposed to remedy these 
limitations by developing a layer-based control and 
execution system; Figure 1. It follows similar control 
functions as Viable System Model with self-adaptability 
in perturbed environment and indefinite repeatability 
(called recursion in this paper) in order to satisfy control 
requirements at very local and operational decision 
levels. 
 
Figure 1: The REcursive hybriD Control Architecture 
 
Meanwhile, REDCA is designed considering the concept 
of dynamic hybrid control system introduced in Pollux 
by Jimenez et al. (2017). Pollux used a layer-based 
control system organized into coordination layer, 
operation layer, and physical layer. Subsequently, 
REDCA has considered a wider operational specialty of 
blue-collar layer and an updating and interfacing2 role of 
white-collar layer; see the structural architecture in 
Figure 1. The operation layer and physical layer of 
Pollux fall into the blue-collar layer in REDCA. Hence, 
REDCA is designed to satisfy the requirements (over 
Pollux and other control architectures) of scalability, 
dynamic role assignment of decision entities, better 
closeness to Enterprise Resource Planning, and better 
level of acceptability by workers of industrial 
enterprises. The concepts of white-collar and blue-collar, 
in this paper, are used to represent the role of global and 
local decision levels in the previously proposed control 
architectures respectively. Both terms came into 
common use in the 20th century to mean these who 
perform office/administrative level and clerical work 
                                                          
2The role of decision entities in the white-collar layer is not as significant as that 
of decision entities in blue-collar layer 
within manufacturing industry respectively 
(Wroblewski, 2019). Furthermore, the work in white-
collar is unstructured and non-routine whereas the work 
in blue-collar (also named as working class) is manual 
and/or operational with dirty hands. 
 
3.1 The decision entities  
All the execution components within a manufacturing 
system are installed to perform the required actions 
proposed by decisional entities (Jimenez et al., 2017). In 
REDCA, two groups of decision entities namely blue-
collar decisional entities (BE) and white-collar decisional 
entities (WE) are introduced to perform cooperative 
participations for their common goal and/or objective. In 
order to make the required decision, all the decision 
entities consider different parameters, variables, 
communication protocols (such as broadcasting) etc. 
3.1.1 White-collar entities (WE) 
 
They are engaged to prepare production and resource 
plan through Human-machine interfacing, Enterprise 
resource planning etc. Once demand management and 
resource plan are developed at ERP level, a 
manufacturing order (MO), through MPS, is dispatched 
using these entities to resources for executing the 
required operations. These entities are also aimed to 
declare external changes such as rush order such that if 
this external change is requested after an online-
execution, the locally impacted entities shift their 
behavior to this white-collar entity in order to declare 
this change. This proves that white-collar entities 
decided both in offline and online sub-systems.  On the 
other hand, the layer-based organization of REDCA 
differs from that of Pollux on the role of these white-
collar entities. The decision entities in coordinating layer 
of Pollux, which are parallel to the white-collar entities 
in REDCA, are responsible for global production 
optimization by hosting a predictive decision-making 
technique to guide the achievements of goals while the 
white-collar entities in REDCA are used for updating 
and interfacing role only. That is, once perturbation is 
occurred, the global decision entity in Pollux has equal 
decision level with the local entities where as in 
REDCA, the white-collar entities becomes out of the 
decision-loop after the perturbation is occurred even 
though there is dynamic role assignment of decision 
entities within the blue-collar layer. 
3.1.2 Blue-collar entities (BE) 
 
These entities are dedicated to perform the required 
execution ordered by white-collar entities and to rule a 
decision-making process at the time of local perturbation 
occurrence. Each blue-collar entity has its own recursive 
control kernel and this recursiveness continues until the 
last operation of a product is completed in a given time 
horizon (Bae, 2019; Herrera et al., 2011). After 
perturbation occurred, the decision-making process 
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begins by sensing the perturbed area through sensors 
(RFID technology for example) and it uses knowledge, 
information, and data of the affected decision entities. 
Then after, they cooperate and diagnose the unexpected 
event occurred, either through changing their behavior to 
white-collar entity (the first recursion within the 
distributed reactive control mode) or acting as blue-
collar entities. This behavioral change of locally 
impacted decisional entities in to white-collar entity 
makes REDCA dynamic. This continues until the 
unexpected event is no longer a limiting factor. 
Likewise, the affected blue-collar entities do not look to 
be helped either from entities in the white-collar layer or 
blue-collar entities which are not part of the unexpected 
event. This confirms the non-universal decision-making 
process at the time of perturbation. Product entities and 
resource entities constitute this blue-collar entity with 
strong horizontal cooperation between them. 
 
Product entities, constructed with different product 
types for different manufacturing orders, are the leading 
constituent elements within the entire decision loop 
shown in Figure 1. The aggregated decision levels in 
Figure 1(B) are instantiated using knowledge, 
information, and data provided by these entities. 
Depending on the required communication with, they 
organize a production process for their different 
operations by considering their current state and 
broadcasting their intention to neighbor product entities 
or available resource entities. They have informational 
part to assure they are intelligent enough; the first cyber-
physical system. This informational part, which has 
memory on which data and operational requirements are 
stored, is in charge of transmission of manufacturing 
orders to resources, reasoning capabilities, and validation 
of key performance indicators. Moreover, it is a required 
function to create and manage other neighbor entities. It 
also accepts/refuses a configuration change using its 
environemental knowledge and asks/accepts/refuses to 
swap its configuration with neighbor product entities. 
 
Resource entities, configured with hardware parts 
(machines, conveyer, routers, sensors, production 
controllers etc.) and control parts in order to provide 
recursive services for product entities. The hardware part 
executes operations requested by product entities. The 
control part monitors the hardware operations by hosting 
attributes such as adaptive capacity and manages tasks 
assigned to its hardware part. It is shown in the physical 
transformation-loop of Figure 1 that the sensors and 
actuators follow commands received from product 
entities (at this instance, the behavior of the product 
entity is acting as white-collar entity) to perform the 
required process. Once the white-collar entities pass a 
central schedule to these entities for executing, they 
return inform their availability to execute the required 
operation. This confirms their role to coordinate the 
entire system. 
 
3.2 Structural organization of the control 
architecture 
The structural arrangement of REDCA is organized into 
two layers namely white-collar and blue-collar layers. 
White-collar layer is an offline sub-system to 
coordinate a system towards global performance by 
preparing production and resource plan through mixed 
integer programing for example. Once demand 
management and resource planning are developed at 
ERP level, a manufacturing order (MO) is dispatched to 
a shop floor by white-collar entities (WE) in this layer at 
periodical time. The manufacturing orders in Figure 1(B) 
have set of attributes such as order number, due date, 
quantity etc. and each manufacturing order has its own 
product classifications defined by its product’s current 
state. Meanwhile, this layer informationally interfaces 
with the blue-collar layer while the blue-collar entities in 
the blue-collar layer generate their executed output; see 
the production performance declaration in Figure 1(B). 
Blue-collar layer is an online sub-system for operational 
execution of the manufacturing orders dispatched by 
white-collar layer and for controlling the available 
executing resources. It is represented by blue-collar 
entities (BE) responsible for production performance 
declaration, traceability information, and agile reactivity 
to unexpected events occurred in addition to the 
execution control. Decision entities in this layer have 
dynamic behavior to assign a role among each other (for 
example blue-collar entities may change their behavior 
in to white-collar entities within this layer until the 
required perturbation is addressed) and this continues 
until the last operation of a product is completed in a 
given time horizon. However, after the perturbed sub-
system is adjusted, the entities in this layer generate the 
improved system to the white-collar layer for their 
informational purpose only. 
4 CONCLUSION AND FUTURE REMARKS 
This paper has presented state-of-the-art on holonic 
reference architectures and MAS paradigms and their 
role in reducing the impact of unexpected events (or 
perturbations in this paper) on manufacturing systems. It 
then proposed recursive hybrid control architecture 
(REDCA) by stipulating two decision-making layers 
namely white-collar layer and blue-collar layer. The 
decision-making in the proposed architecture was mainly 
managed by locally autonomous decision entities 
incorporated in the blue-collar layer with interfacing and 
updating role of white-collar entities in the white-collar 
layer. REDCA was designed to satisfy the requirements 
(over other control architectures such as Pollux) of 
scalability, dynamic role assignment of decision entities, 
better closeness to ERP, and better level of acceptability 
by workers of industrial enterprises. Two algorithms, 
through the work of (Mezgebe et al., 2019a), Mezgebe et 
al., 2019b), have developed and implemented before this 
work by considering the role of the blue-collar entities 
but with capability of one of these blue-collar entities to 
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dynamically act as white-collar entity at the time of 
unexpected event(s). This dynamism is one of the 
novelty and applicability roles of these entities. 
Likewise, these two works confirms the applicability of 
REDCA in any industrial systems.   
 
However, REDCA is closely positioned to distributed 
reactive control system. This indicates that even though 
the white-collar entities are involved in the decision–
making process, the basic decisions are made at blue-
collar level. This clearly presents the limitation of the 
proposed control architecture. In order to bring 
significant impact of all the decision entities, they must 
equally oscillate towards the distributed reactive control 
mode and centrally predictive control approach 
depending on the type of perturbation(s) a manufacturing 
system faces. The slack interaction of the white-collar 
entities must be changed to direct interaction and a full 
study of decision parameters needs to be showed. This 
will be the significant work expected after this work. 
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2.1.1 EMD 
Figure 1. Framework of EMD-ARIMA models. 
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2.1.2 ARIMA 
Figure 3. Degradation indicator for torsional and flexural 
mode. 
Figure 2. Neural Network architecture of three input 
nodes, two hidden layers and one node output layer.
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3.2.1 EMD-ARIMA  
Figure3. EMD results of the original data of the tor-
sional mode. Each IMF is normalized by its maxima.
Figure 4. IMF's of the Torsional mode.
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3.2.2 ARNNET 
Table1. Accuracies and AIC of some tested models for the 
flexural mode. 
Table 2. Accuracies and AIC of some tested models for 
the torsional mode.
Figure 5. PACF of the Torsional and Flexural data.
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Table 3. Confidence intervals for the torsional mode. 
Table 4. Confidence Intervals for the flexural mode.
Figure 6. Examples of forecasted data for torsional mode. 
Normalized by the maxima of the original data.
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Table 5. Residual life and RMSE for the torsional mode.
Table 6. Residual life and RMSE for the flexural mode. 
Figure 7. Examples of forecasted data for flexural mode. 
Normalized by the maxima of the original data.
Figure 9. Forecasted data of the Torsional mode using 
ARNNET.
Figure 8. Forecasted data of the Flexural mode using 
ARNNET.
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ABSTRACT: The diagnosis procedure in satellite operations is constrained by strict time limits. If a failure
occurs, operators must be efficient and proactive, as diagnosis must be completed within the smallest number
of visibility windows (pass duration over the ground station which are usually very short and separated by
long periods where the ground cannot communicate with the satellite). Improving the diagnosis procedure and
tools, time and precision-wise, is therefore essential. The proposal presented in this position paper is to provide
the operators with operation-dedicated models to help them in reacting quickly and in finding a suitable repair
solution as fast as possible. These models will gather system architecture, functional and dysfunctional data
taken from system engineering and safety analysis models. The paper presents the framework of the proposed
solution and discusses different implementation options.
KEYWORDS: MBSE, MBSA, operations, system engineering, safety, space systems, satellites, model-
based engineering, operational diagnosis.
1 INTRODUCTION
Carrying out mission-assigned activities in satellite
operations imposes strict time limits, as the satellites’
availability depends on their position with respect to
the ground station, which also defines their visibility
window, i.e the duration (also called time “window”)
during which the satellite can send and receive mes-
sages to and from the ground station. In the case of
alarms occurrence which cannot be handled onboard,
on-ground operators need to quickly react during the
satellite passage since they need to identify whether it
is indeed an error, and if so, to find the root cause and
correct it, within the limited time-frame of the cur-
rent and following visibility window(s). Waiting for
the next window(s) increases the mission costs and
risks, since the satellite issue can worsen. Current
practices provide a good level of safety performance
in operations but a lack of availability, i.e. the wors-
ening is limited but the cost can rise significantly.
Thus, availability, which is described as the capabil-
ity “to keep [the system in] a functioning state in the
given environment” [Cloutier, 2019], [INCOSE, 2012],
is a very important system feature, especially for the
clients -the recipients of the service provided by the
satellite.
The communication between the satellite and the op-
eration centres is bounded by strict time constraints.
For example for Earth-observation satellites placed
in Sun-Synchronous Orbits (SSO), with an altitude
typically between 600 and 1000 km over the Earth
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Figure 1 – Positioning the operational phase in the system engineering life-cycle [Esfahbod, 2013].
surface, the visibility window lasts between 8 and 15
minutes. This is because they only pass over the same
point on the ground at the same time in a fixed period
[Takashi, 2000]. Improving the diagnosis procedure
and the associated tools for operators is therefore an
essential and challenging task, especially in regards
to system availability.
The operators’ mission tasks require multidisci-
plinary knowledge and background in -among other
disciplines- systems engineering, dependability and
diagnosis. They need to be able to characterise fail-
ures arising from alarms and associated data, which
are raised at system, subsystem or equipment level,
and to find the root causes that initiated the fault
chain. In addition, operators need to propose a repair
sequence to fix the issue or reduce its impact. Even
though they undergo a thorough training aiming to
prepare them for their tasks, fully mastering all dis-
ciplines involved in a space system is hard to achieve,
so they often need to communicate with other experts
during diagnosis and repair designs.
In some cases, a major issue was identified: oper-
ators mostly relied on their experience and not on
formalised nor capitalised information concerning the
system structure and behavior and the possible failure
causes. In an effort to support efficient diagnosis, we
propose to provide them with models, to help them in
quickly and precisely identify the causes of the alarms
reported by the system, and, in the case of failures,
to design appropriate repair procedures. This pa-
per therefore advocates the use of model-based ap-
proaches where the system models, together with the
safety-related dysfunctional model, would contribute
in building an operation model to support the opera-
tors in performing diagnosis.
This paper is a position paper, and is organised as fol-
lows. First the context and problem are introduced
and the interests of using model-based approaches
is being discussed. We then present a first draft of
our model-based approach in order to improve opera-
tional diagnosis. We conclude and present several re-
search perspectives aiming at deepening the proposal
or considering alternative solutions.
2 CONTEXT AND MOTIVATIONS
The common practice today in operational diagnosis
is that the operators are given a semi-formal descrip-
tion of a system (e.g. structured documents written in
natural language), together with an observation of the
system’s behaviour which conflicts with the way the
system is meant to behave. Diagnosis is part of the
operational phase, which is one of the last phases in a
satellite life-cycle, as can been seen on figure 1. The
traditional system life-cycle sequentially first consists
in the system development: its decomposition into
subsystems, the development of each subsystem, and
the integration of the subsystems that allows deliv-
ering and deploying the system. Then, the (usually)
combined operation and maintenance phase begins.
2.1 Diagnosis in space operations
Space systems are composed of on-board parts (plat-
form and payload), and on-ground parts, both of
which contain instrumentation and tests that are use-
ful for fault diagnosis. Each payload and platform
(power and thermal management, attitude and or-
bit control subsystem (AOCS), communication, on-
board processing & storage i.e. on-board computer
(OBC), structural and, telemetry & telecommand
(TM/TC)) subsystem has specific diagnosis mod-
ules either crafted manually, or according to existing
model-based or data-based approaches. Each diagno-
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Figure 2 – Graphical representation of the operational diagnosis procedure.
sis module can identify abnormal situations and emit
alarms. Figure 2 shows how these alarms are pro-
cessed.
The satellite control centres receive the relevant data
transmitted at each passage (TM) over the ground
stations, and if these include any alarms (i.e. a po-
tentially abnormal situation was observed), the op-
erators start investigating the alarms raised, which
may or may not correspond to failures. If not, the
data can be processed to be sent to the customer -for
our case, Earth-observation units. When looking for
the cause of the alarms, the operators first exclude
any subsystems and their components not related to
the alarms and limit the search field of the possible
alarm sources. The sources can be multiple as alarms
can gather data coming from different parts of the
satellite. When analysing the alarms in detail, the
goal of the operators is to identify the real compo-
nents in failure and restore the nominal configuration
as close as possible (using nominal components rather
than redundant ones). However the operators might
sometimes find that the alarms have been raised sim-
ply as a warning, or that their cause was errors that
have no impact on the system and that require imme-
diate intervention, or that they simply resulted from
a Single Event Effect (SEE, effect of a cosmic ray or
particle), etc. In the latter case, the operators usually
take no action (apart from logging the alarms).
After confirming the identification of the error, the
operators and/or specialists need to suggest possible
repair sequences and courses of action to be followed
on board the satellite, through the control centres and
the communication modules on earth and in space
during the current or the next visibility windows. If
these ones are not able to resolve the error, they send
it back to the error handling centres to be assigned to
other teams, with higher level of expertise, or related
to other subsystems, as shown in figure 2.
The problem here is that, in worst-case scenarios,
and when the satellite was not initially designed to
take actions and automatically correct these identi-
fied faults i.e. absence of related onboard Failure De-
tection Isolation and Recovery (FDIR) systems, the
above described procedure needs to be performed in
very little time. In our case, the duration of the visi-
bility window is a few minutes. More than often, the
operators do not manage to analyse the alarms and
identify the corresponding errors during this short vis-
ibility window, while the experts cannot propose asso-
ciated repair actions, so they have to wait for the next
satellite passage, and sometimes several windows are
needed. Losing several hours of satellite availability
can cost a high amount of money.
2.2 Operational Diagnosis constraints
The limited storage on board the satellite induces
more restrictions for diagnosis. The satellite can only
save some of the sensors’ measurements every cycle,
so the operators need to“tell” the satellite which data
to record and transmit each time, that may be useful
in analysing the alarms. Thus the limited resources
and access make diagnosis a more critical process for
space systems than for other kind of systems, result-
ing in high failure costs.
The system-related information which the opera-
tors process to assist them in diagnosis, comes from
the system development activities performed earlier
in the life-cycle, especially system architecture and
safety models production (encircled in figure 1). The
result of this work are mostly models, which are pro-
duced by the system architects and safety analysts,
that have a thorough and deep understanding of the
system architecture and all of its functions -in a de-
sign point of view, i.e., with a limited knowledge of
the constraints the operators face in a day-to-day ba-
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sis. Thus, these models usually fail to meet all of
the operators’ needs, since they could lack diagnosis-
useful data or may contain too much unrelated infor-
mation that can lead to confusion and hold back the
diagnosis performance.
The analysis of the current practise highlights the
need for better diagnosis practices, and especially
better assistance provided by data from develop-
ment phases. We identified several pathways for
improvement, that focus either in the system de-
velopment phase or in the operation and mainte-
nance phase: these two phases being interconnected
and inter-influential. The pathway that is consid-
ered in this paper consists in improving the diagno-
sis process by: (a) introducing Model-Based Opera-
tions (MBO) models, which can realistically represent
the satellite’s operational procedures, in alignment
with Model-Based Systems Engineering (MBSE) and
Model-Based Safety Analysis (MBSA) models of the
system; (b) the selection process of the aforemen-
tioned models, based on the data communicated by
the satellite.
3 MODEL-BASED APPROACHES
As the complexity of systems rapidly increased, the
use of model-based approaches has become widely
spread in the industry, including the space domain.
Among several, they offer two main interests: facili-
tating the system development and analyses (system
design & dysfunctional analysis), as well as support-
ing the communication and collaboration between the
engineering teams from different disciplines and var-
ious stakeholders. In particular, models are used in
systems engineering to represent requirements, func-
tions, architecture, and in dependability assessment,
to analyse whether the system design exhibits weak
points.
3.1 Model-Based Systems Engineering
INCOSE1 defines Model-Based Systems Engineering
(MBSE)2 as “the formalized application of model-
ing to support system requirements, design, analysis,
verification and validation activities beginning in the
conceptual design phase and continuing throughout
development and later life-cycle phases”. MBSE is es-
pecially expected to replace the document-centric ap-
proach that has been practiced by systems engineers
in the past decades and to influence the future prac-
tice of systems engineering by being fully integrated
into the definition of systems engineering processes
[INCOSE, 2020], while enhancing productivity and
quality, reducing risk, and providing improved com-
munications among the system development team.
These models are formal accounts of the information
provided previously in the documents as graphics or
natural languages. Their formal nature enables their
automatic processing by software tools to conduct au-
tomated validation/verification and model/code gen-
eration activities both offline and online (models at
runtime that we target in our proposal).
3.2 Model-Based Safety Assessment
Model-Based Safety Assessment (MBSA) is a tech-
nique which models the system’s structure and dys-
functional behavior in order to provide Safety anal-
ysis results, but also for Reliability, Availability and
Maintainability (RAMS). In space missions, after the
satellite has reached its final operational orbit, the
focus is on Availability, i.e. the system’s capability
to be kept in a functioning state in the given envi-
ronment, and Maintainability, i.e. the system’s capa-
bility to be timely and easily maintained, including
servicing, inspection and check, repair and/or modi-
fication.
In order to perform such dysfunctional analysis at sys-
tem level, it is required to have a fundamental knowl-
edge of (a) the nominal system behavior, limited to
the scope and the level of abstraction useful for the
dysfunctional analysis, in particular the reconfigura-
tion and protection systems defined in the SE model,
and (b) the various ways the failures can occur and
propagate inside the system [Machin, 2019]. Conse-
quently, MBSA uses a formal model describing both
the nominal system behavior and the possible faulty
behaviors, to analyse combinations of faults and their
consequences in terms of availability and safety since,
when a critical error occurs, the system is not avail-
able until the error is resolved.
3.3 Model-Based Diagnosis
Model-based Diagnosis is part of a larger task de-
scribed in [Schwabacher, 2007] as Integrated System
Health Management (ISHM), that includes both fault
diagnosis and prognosis. The range of techniques
used for system health management is represented in
figure 3.
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Diagnosis can also be decomposed in several stages
[Travé, 2006]: (a) fault detection, which aims at
discriminating normal system states from abnormal
ones, i.e. states which result from the presence of a
fault; (b) fault isolation, also called fault localisation,
whose goal is to point at the faulty components in the
system; (c) fault identification, whose output is the
kind of fault and possibly the models of the system re-
lated to this fault. These tasks are usually identified
by the FDI acronym, standing for Fault Detection
and Isolation, and are often extended with a fault
Recovery task, under the FDIR acronym. The more
precise diagnosis stages require more precise models
or data, which can be difficult to produce and vali-
date.
4 A MODEL-BASED APPROACH TO IMPROVE
OPERATIONAL DIAGNOSIS
The paper’s proposal aims to support each considered
life-cycle step (architecture design, availability anal-
ysis and diagnosis in operations) by models, to en-
sure precision, quickness and traceability in diagnosis.
Our goal is to assist the operators in the troubleshoot-
ing phase, by providing easy access to the information
relevant for diagnosis and repair design. This infor-
mation will be organised into a Model Based Oper-
ation (MBO) model, depicted in figure 4, where the
procedure the operator follows to isolate the source
cause in using the MBO model is illustrated. Fur-
thermore, we aim at partially automating the diagno-
sis procedure by providing appropriate computational
tools. In order to implement this proposal, we plan
to conduct a thorough domain analysis of the opera-
tion phase of the system life-cycle: how this phase is
currently conducted by operators; what are the Pro-
cess, Methods and Tools they rely on; and to model
these elements. This will lead to a proposal of an on-
tology/metamodel for the operational phase and its
relation with MBSE and MBSA.
In order to build the behavioural models in the design
phase, we rely on standard languages, methods and
tools, such as the SysML based Cameo Systems Mod-
eller3. Regarding the availability analysis and diag-
nosis models, our purpose is to ensure efficient mod-
eling so as to achieve their respective objectives. The
process in which these models are created, updated
and distributed amongst the engineering teams, also
raises an important issue, related to the productivity
of the availability analysis and diagnosis cycles.
4.1 Relationship between different kinds of models
If the same engineer was responsible for performing
all steps of the process: system architecture, dysfunc-
tional analysis, and production of the MBO model,
all the consistency issues among the different types
of models would be considered as solved. In reality
however, this is not the case, since different special-
ists work concurrently on every step of the process.
Availability analysts need to work with a “baseline”
version of the SE model, i.e., a frozen version, that is
not up to date to the latest changes done by the Sys-
tem architect. This de-synchronized work is required
because analysis is time consuming, and the System
architecture may evolve in the meantime.
At the end of each exchange cycle between the MBSE
and MBSA teams, the consistency issues need to be
tackled, for instance, performing version merging to
re-synchronise availability analysis and MBSE. As
a consequence, integrating MBSE and MBSA mod-
els into one model is not as efficient as expected,
consistency-wise. Moreover, industrial tools able to
achieve both objectives are currently not available.
We thus prefer to consider two different models for
MBSE and MBSA models and make explicit depen-
dency relations between both models. As MBO mod-
els will gather data from both MBSE and MBSA
models, we plan to rely on these explicit dependency
relations in order to build the models.
4.2 The MBO model
Since MBSA requires the inclusion of information
related to system failures, components faults and
their propagation, the MBSA models are, unavoid-
ably, manually produced (partially at least). On the
contrary, the MBO model, as illustrated in figure 4,
intends to gather information both from functional
(MBSE models) and dysfunctional (MBSA models) in
order to present to the operator data in a way that en-
ables managing the strict timing constraints imposed
by the space context. We therefore suggest gener-
ating the MBO model from both MBSE and MBSA
models, and eventual generation configuration data if
human expertise is needed in order to select the most
appropriate data.
At the same time, as illustrated in figure 4, the MBO
model will contain additional information, that are
not available neither from the MBSE nor the MBSA
generated models, i.e. the “operational knowledge”.
The goal is to integrate data from previous experience
(faults occurred in the past, their identified source
fault, their consequence in the system and their res-
olution), as well as the operators’ expertise acquired
through long experience in performing operational di-
agnosis activities, which only exists so far only in the
form of human expertise, and not in the form of a
model.
At the moment, verbalising the operators’ and ex-
perts’ diagnosis experience is studied only through
3www.nomagic.com/products/cameo-systems-modeler
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Figure 4 – Including the MBO model in the operational diagnosis procedure.
experimental projects and in low maturity levels. We
firmly believe that our proposal will bring a signifi-
cant improvement in the operational diagnosis com-
munity. The elements presented in this paper are
the results of an early coarse domain analysis of the
space system operation activities. This work is cur-
rently being refined and extended to strengthen these
results.
In our context and considering our goal, model-based
diagnosis techniques will let us specify a way to enrich
the MBO (diagnosis) model used in current practice
in order to account for more information from the
MBSA model. In return, given a precise definition of
a MBO model, a range of techniques, based on con-
straint satisfaction and model-checking, can be used
to ensure that different faults produce different symp-
toms in the MBO model. The precise nature of the
algorithms to use depend on the content of the MBO
model, and on the reasoning applied to transform ob-
servations (symptoms) into explanations (diagnoses).
4.3 Diagnosis approach
Each system component diagnosis can be performed
with a technique appropriate to its physical nature
(e.g. differential equations for AOCS, linear regres-
sion for power supply), to generate health indicators
such as alarms and other signals. In contrast, the
operator receives these health indicators and reasons
at the global system level, where the techniques most
appropriate are those that integrate well with MBSE
and MBSA models.
Symbolic Artificial Intelligence approaches (in op-
position to Machine Learning approaches), and in
particular consistency-based diagnosis is particularly
suitable for integrating knowledge from different
sources, and can also be implemented over computa-
tion tools such as constraint solvers and SAT solvers.
Let us illustrate our approach with an application ex-
ample. Suppose an alarm is triggered by the ground
segment because some sensor data failed a quality test
(e.g. blurry or under-exposed pictures, etc.), and the
failure (bad picture quality) is confirmed by the op-
erator. Consistency-based diagnosis can let us imme-
diately rule out many components in the explanation
of this alarm. Moreover, consistency-based reasoning
lets us confront the initial symptoms and diagnosis
test results with models of nominal and abnormal be-
haviour in order to detect, isolate, identify the fault,
to assess that a new type of fault occurred, or to sug-
gest that some parts of the models are wrong or out-
dated.
MBSE and MBSA models often account for the order
of events under the form of state machines. Diagnosis
also exists for discrete-event models [Zaytoon, 2013],
as well as state estimation [Pralet, 2016]. Data-based
(i.e. Machine Learning) approaches have been widely
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applied for monitoring industrial processes [Qin], and
are a natural complement of model-based approaches.
Such approaches can be used as a way to generate new
symptoms whose consistency with MBSE and MBSA
models is used for diagnosis.
The aforementioned MBO model will gather the
meaningful data from the separate development mod-
els and make explicit the relations and interactions
between the various engineering domains involved in
the development of the system. These relations can
then be used in order to ease the different models’
synchronisation as well as the integration of the var-
ious diagnosis conducted by the domain experts in a
distributed diagnosis approach.
A list of possible explanations for the symptoms
can be automatically generated with various tech-
niques, including consistency-based diagnosis, or a
data-based module. However, in the end, the final
diagnosis is selected and validated by the operator(s).
5 CONCLUSION
In this paper, the authors defend that the use of
model-based approaches in the design and dysfunc-
tional analysis phases of a space system development
cycle, in combination with the adoption of a MBO
model during the operations and maintenance phase,
following the satellite’s deployment, can improve the
current operational diagnosis practices. The goal is
to integrate into one single model all the informa-
tion useful to the operator to perform diagnosis effi-
ciently. We believe that the proposed methodology
and tools are particularly appropriate for applica-
tion in the space systems domain, where MBSE and
MBSA models already exist, so it is a good opportu-
nity to use them for diagnosis.
Beyond recognised common interests, such as align-
ing and breaking silos in a collaborative way of work-
ing, the proposal of adopting a model-based approach
that relies on a domain analysis of the operation phase
within the life-cycle, will allow making the data (and
their interconnection) related to the diagnosis and re-
pair design processes, more explicit. In addition, it
will also help making the actual processes and asso-
ciated methodologies explicit, which one can improve
by building tools to automate them.
ACKNOWLEDGMENTS
The authors thank all individuals, companies and re-
search institutes involved in the S2C project of IRT
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SIMULATION D’UNE CHAÎNE DE VALEUR CIRCULAIRE DANS LE 
BALAYAGE DE RUE PRINTANIER : ÉTUDE PRÉLIMINAIRE
–
Chaque hiver dans les pays nordiques, des abrasifs sont achetés et épandus par les administrations publiques 
sur le réseau routier. Lors du balayage de rue printanier, une portion de ces abrasifs est collectée puis généralement 
enfouie. Afin de contrer les effets négatifs environnementaux et monétaires de l’enfouissement, la faisabilité technique 
d’un conditionnement des abrasifs récupérés pour un réemploi lors des saisons hivernales subséquentes est démontrée. 
Néanmoins, aucune étude n’a évalué les bénéfices potentiels d’une transition de l’actuel scénario de chaîne linéaire vers 
une chaîne circulaire. Cet article propose un modèle de simulation des opérations reliées au balayage de rue printanier 
permettant de vérifier la faisabilité économique de cette alternative. Les deux scénarios de chaîne étudiés sont comparés 
selon divers indicateurs de performance pour un cas d’étude au Québec. Les résultats préliminaires indiquent que l’in-
tégration de l’économie circulaire dans cette filière permettrait de réaliser jusqu’à 84% d’économies potentielles par 
rapport à l’approche linéaire actuelle.
simulation des systèmes, économie circulaire, chaînes logistiques, valorisation des matières résiduelles, 
gestion des opérations.
l’en-
semble des opérations d’entretien du réseau
taires de l’enfouissement, une majeure partie des matières 
. Toutefois, l’inté-
gration de l’économie circulaire dans cette filière requiert 
l’intégration de l’économie 
qu’engendrerait sa mise 
en œuvre. , un cas d’étude a été sélectionné 
lation tout en permettant l’analyse des deux scénarios pos-
donc simulées afin d’en étudier le coût
layage, transport, triage et fabrication, les coûts d’achat 
d’abrasifs vierges et les coûts d’enfouissement. Le modèle 
notamment, la quantité annuelle d’abrasifs épandus, la 
tité d’abrasifs usagés fabriqués et la quantité de matières 
acheminées à l’enfouissement. 
Le reste de l’article est organisé comme suit
d’une recension des écrits 
décrivent le cas d’étude et le modèle de 
Les impacts environnementaux négatifs de l’économie li-
démontrer. La littérature fait également état de l’incidence 
naturelles (Sørensen, 2017). L’économie circula
76
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc 
nomie et l'environnement. En effet, la création d’un cycle 
permet d’
l’économie linéaire à l’économie circulaire renforce la 
torovic et Radicevic, 2019), répondant ainsi à d’autres ob-
l’économie circulaire soient évidents, son implantation 
s’avérer plus difficile du point 
a mise en œuvre 
être engendrés lors du passage de l’économie linéaire à 
l’économie circulaire et c’est pourquoi une quantification 
d’ailleurs que lors de ce 




différents coûts d’activités, des options de revalorisation, 
d’études
s’intéressant
font état de l’utilisation d’un mo-
dèle de simulation dans le cadre de l’implantation d’une 
économie circulaire. C’est le cas de Fiona et al. (2019) qui 
que le concept de symbiose industrielle, c’est
les déchets d’une entreprise sont utilisés comme intrants 
pour d’autres, est l’élément de succès pou
œuvre de l'économie circulaire. Toutefois, puisque ces dé-
d’intégration de l’économie cir-
afin d’identifier la plus appropriée selon le con-
du passage d’un 
suggéré la réalisation d’une évaluation
effets systémiques de l’économie circulaire à l’échelle 
ý
l’attribution des points de collecte des déchets par le biais 
d’une étude de simulation 
le nombre d’emplacements, le 
réalisé une simulation de l’économie circulaire sur 
l’utilisation du fumier d’élevage dans une société de pro-
duction d’électricité au biogaz en 
) afin d’analyser l’ac-
ceptation du marché dans un contexte d’économie circu-
de l’industrie 4.0 dans le processus d’approvisionnement 
d’une économie circulaire notamment par la simulation 
d’un modèle de logistique inverse (Bag et al., 2020 ; Dev 
leur de la connaissance des auteurs, il s’agit donc des pre-
miers travaux sur l’implantation de l’économie circulaire 
dans ce domaine, et ce, par le biais d’une étude de simu-
n’a d’ailleurs jusqu’à
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L’article
Les données qui servent d’intrants au modèle de simula-
d’un
avec un seul cas d’étude
à l’aide de données associées à 
–
dèle débute avec l’achat à l’externe d’abrasifs vierges qui 
balayures collectées aux sites d’enfouissement ciblés. De 
qu’une autre n’est tout simplement pas récupérée. 
–
l’achat à l’externe d’abrasifs vierges qui sont épandus en 
abrasifs épandus n’est pas récupérée, et une partie est col-
plutôt que d’enfouir directement les balayures collectées, 
portion de balayures qui servira d’intrants à la fabrication 
d’abrasifs usagés, qui une fois combinés selon une recette 
viabilité hivernale. L’autre partie des ba
n’étant pas admissible à la revalorisation selon les normes 
en vigueur sera néanmoins acheminée au lieu d’enfouis-
fier la faisabilité économique de la transition de l’écono-
diffèrent d’une 
année à l’autre 
EasyFit. 
l’horizon considéré dans cette 
le coût d’achat des abrasifs vierges, le tarif d’en-
fouissement des balayures ainsi que les coûts d’opération 
de l’économie circulaire, 
dans le cadre d’autres travaux par des partenaires 
en s’assurant également que les balayures 
statique, puisqu’il n’y a aucun lien entre les années 
car la quantité d’abrasifs usa-
qui sera épandu lors de l’année suivante. Par conséquent, 
SIMIO
une période de deux ans afin de démontrer l’effet en 
boucle des flux de matières engendré par l’inté
l’économie circulaire. 
sont l’
transport, triage et fabrication), les coûts d’achats 
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d’abrasifs vierges les coûts d’enfouissement
nuelle d’abrasifs épandus, la portion de matières collec-
revalorisable, la quantité d’abrasifs 
’abra-
usagés, le total d’abrasifs usagés fabriqués 
tité de matières acheminées à l’enfouissement ont été si-
mulés à l’aide du modèle.
Méthode d’analyse des scénarios 
d’achat de matières vierges, les coûts associés à l’enfouis-
le nombre de tonnes d’abrasifs total 
épandus, le nombre de tonnes d’abrasifs neufs épandus, le 
nombre de tonnes d’abra
de tonnes d’abrasifs collectés, le nombre de tonnes d’abra-
sifs enfouis, le nombre de tonnes d’abrasifs revalorisés, le 
nombre de tonnes d’abrasifs achetés pour la fabrication 
d’abrasifs usagés et le nombre de tonnes d’abrasif
en l’e
sieurs reprises afin de s’assurer qu’il fonctionne comme 
de s’assurer qu’elles 
du secteur d’application pour s’assurer 
deux scénarios d’étude sur une période de deux ans sont 
d’abord présentés puis ensuite analysés et comparés. Les 




l’ensemble des balayures 
collectées est envoyé à l’enfouissement
sagé, il s’agit d’environ quatre pour cent
L’autre constat important concerne la proportion d’abra-
en abrasifs usagés grâce à l’ajout d’une 
portion d’abrasifs vierges
d’abrasifs vierges acheté
pour l’année suivante l’année suivante 
’achat d’abrasifs vierges
tonnage demeure limité dans l’étude 
drés par l’intégration de l’économie circulaire, les béné-
fices monétaires sont considérables. Le coût d’enfouisse-
de l’enfouissement des 
. Il s’agit du facteur déterminant per-
mettant de conclure que l’intégration de l’économie cir-
de noter que le coût d’enfouis
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au lieu d’enfouissement ne pourra
un coût d’enfouissement 
araissant démesurés. Évidemment, si le tarif s’avère 
tage d’économies potentiel
l’utilisation des abrasifs usag
un peu moins d’abrasifs vierges nécessitent d’être achetés 
fices concernant l’achat d’abrasifs vierges avec l’int
tion de l’économie circulaire sont plutôt faibles, mais cela 
s’explique par le fait que la demande annuelle en abrasifs 
iés à l’ensemble des opérations
rapport au scénario linéaire actuel. En effet, l’intégration 
de l’économie circulaire implique des opérations addi-
que l’intégration de l’économie 
née d’exploitation de ce scénario, des économies moné-
és à l’enfouissement.
les pays nordiques entraîne actuellement l’enfouissement 
L’implantation d’une éco-
d’une partie des matières récupérées serait une s
e démontré à l’aide du mo-
diminution drastique des coûts d’enfouissement dans le 
nement d’en moyenne environ 96% des balayures collec-
L’étude décrite dans cet article est une étude préliminaire 
pourraient être retirés de la mise en œuvre de l’économie 
culaire peut être généralisée afin d’étudier différents cas 
d’étude alternatifs de chaîne de valeur circulaire pour fins 
Également, le modèle de simulation sera enrichi afin d’in-
afin de mesurer l’impact environnemental de l’intégration 
de l’économie circulaire dans cette filière. Il sera aussi 
pertinent de réaliser l’étude de simulation en projetant les 
en vue d’évaluer leurs béné-
fices individuels et ainsi déterminer le besoin d’incitatif 
pporter la mise en œuvre de l’économie circulaire. 
–
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Dear Conference Committee, 
Thank you giving us the opportunity to submit a revised draft of the manuscript “MODELING 
PATIENT FLOW IN THE EMERGENCY DEPARTMENT USING MACHINE LEARNING AND 
SIMULATION” for publication in the 13th International Conference on Modeling, Optimization 
and Simulation. We appreciate the time and effort that you and the reviewers dedicated to 
providing feedback on our manuscript and are grateful for the insightful comments and 
valuable improvements to our paper. We have incorporated most of the suggestions made by 
the reviewers. Please see below, in blue, for a point-by-point response to the reviewers’ 
comments and concerns. All page numbers refer to the revised manuscript file with tracked 
changes. 
Reviewer 1:
Author Comments: The paper proposes to improve patient flow within an emergency 
department thanks to the combination of machine learning and simulation. 
Author response: Thank you!
I have several suggestions to improve the paper: 
(1) There is a big problem in left column of page 2: it seems that a part of the paper was 
removed in the section, which begins as follows: “previous studies have shown stand-alone 
studies for prediction models...” 
Author response: Thank you for pointing this out. This must had been done while editing the 
paper, and we have completed the paragraph. 
The revised text reads as follows on left column of page 2: 
“It is shown from previous studies they provided stand-alone studies for prediction models 
for patient admission to the hospital from the ED. The current study contributes to the 
literature of integrating ML with simulation by utilizing a prediction model within the simulation 
model to manage the patient flow in the ED. To the best of our knowledge, no available study 
has been performed that quantify the effect prediction models utilization within simulation for 
early diversion of predicted admitted patients from ED to IU on the LOS and DTDT”. 
(2) In section 3.1, the authors write that the probability distributions used in the simulation 
model ‘were fitted from the historical records data and experts’ opinion’. I suggest adding 
more details so as to convince the reader of the pertinence of such fitting. 
Author response: We agree with the reviewer, however, as the focus of this study was to 
test the combination of ML with simulation, we have utilized the simulation model from a 
previous study (Cheatiou et al., 2020) and used the same simulation parameters.  
(3) It is difficult to assess the quality of results displayed in Tables 2 and 3, since the paper 
does not include any comparison against competing algorithms available in literature. The 
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validity of the system proposed in the paper would be better proved if the paper could 
include a comparison against at least one competing system available in literature.
Author response: We think this is an excellent suggestion. We referred to a sort of similarity 
between the data in table 2 and the literature. For table 3, we added the performance 
measures from a recent study that seems to validate the results of the prediction model in 
the context of predicting admission from the ED.  
These additions appear in page 3 (paragraph 2), page 4 (end of section 3), and page 4 
(final paragraph of section 4).  
(4) the paper includes several typos, such as: 
‘The current subsection use ML’ instead of ‘The current subsection uses ML’ etc 
The paper needs a complete and very careful proofreading.
Author response: Thank you for pointing this out. We agree with the reviewer and we have 
carefully reviewed and corrected the paper as much as possible. 
(5) The list of references must be improved. For instance, last reference does not respect 
the same format as other references.
Author response: Thank you for pointing this out. The references have been reviewed 
according to the template. 
Reviewer 2:
Author Comments: The context of this work and the use of simulation-based Machine 
learning are interesting, however there are some things to improve: 
Author response: Thank you! 
1. It is not clear how the accuracy, specificity and sensitivity (performance of prediction 
model) were calculated. 
Author response: Thank you for pointing this out. We agree with the reviewer and have 
added the calculations to section 3.2 on right column of page 3.
2. What is the number of replications used to run the simulation model?  
Author response: Thank you for pointing this out. We have used 10 replications and have 
added this to section 3.1. 
3. In section 3.2, the authors indicate that the decision tree model 2 exclude only the X-Ray 
and Lab test from input features. Then, in Figure 5, they present the decision tree model 
noting that only four of the input features (Age, registration date, registration time, and 
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sex) were used. Why the patient acuity level does not exist with this input features. Was it 
excluded in the pruning step? This should be explained!
Author response: Thank you for pointing this out. We agree that this point it is needed to 
explain that actual variables used in the construction excluded the triage level. We have 
referred to that in the beginning of section 4.
4. The assessment of quality of services through the minimization of average length of stay 
(LOS) and Door to doctor time (DTDT) is just a portion of many other components that are 
part of the quality of services term. 
Author response: Thank you for your point. We agree with the reviewer that other measures 
could be used to measure the quality of service in the ED. However, we have focused the 
current study to only LOS and DTDT due to the ease of calculations in the current simulation 
model and their clear interpretation.
5. The authors refer to section 4 (topics: "Introduction" and "Simulation model"), but this 
section is not present in this text.
Author response: Thank you for your point. We have added the missing title for section 4 
with a title “Results and Discussion”. 
6. Respect the format of MOSIM template (references are left aligned instead of justified) 
Author response: Thank you for pointing this out. The references have been reviewed 
according to the template. 
7. It is recommended a revision of the correct use of English language and grammar 
Author response: Thank you for pointing this out. We agree with the reviewer and we have 
carefully reviewed and corrected the paper as much as possible. 
8. Check for common mistakes related to grammar: 
• The author uses the abbreviation of a word once and other times the complete word. 
Either the abbreviation or the full word must be used (e.g., Machine Learning (ML), 
Emergency Department (ED), Door to doctor time (DTDT)). 
• The abbreviation of a word is made at the first appearance. No need to repeat it every 
time. 
• Minutes instead of min.  
• Begin with a capital letter the last paragraph in the introduction (Previous studies.)  
• Pay attention to punctuation in sentences and use of commas. 
Author response: Thank you for pointing this out. We agree with the reviewer and we have 
carefully corrected the referred mistakes and reviewed the punctation as much as possible.
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Recently, the combination of machine learning (ML) and simulation is gaining a lot of attention. This 
paper presents a novel application of ML within the simulation to improve patient flow within an emergency 
department (ED). An ML model used within a real ED simulation model to quantify the effect of detouring a patient 
out of the ED on the length of stay (LOS) and door-to-doctor time (DTDT) as a response to the prediction of patient 
admission to the hospital from the ED. The ML model trained using a set of six features including the patient age, 
arrival day, arrival hour of the day, and the triage level. The prediction model used a decision tree (DT) model, which 
is trained using historical data achieves a 75% accuracy. The set of rules extracted from the DT are coded within the 
simulation model. Given a certain probability of free inpatient beds, the predicted admitted patient is then pulled out 
from the ED to inpatient units to alleviate the crowding within the ED. The used policy combined with adding specific 
ED resources achieve 9.39% and 8.18% reduction in LOS and DTDT, respectively. 
Healthcare systems, Emergency department, Simulation, Machine learning techniques, 
management.
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With autonomous driving, vehicles are undergoing tremendous and multiple innovations in a variety of 
areas of automotive expertise. In particular, the amount of software used in embedded safety-critical systems is increasing 
at a rapid rate to implement new features. It is therefore essential today to guarantee the safety of software by carrying 
out safety analyses in accordance with automotive standards. These analyses allow engineers assessing the design with 
regard to safety and to determine the modifications if needed to meet safety objectives. However, the traditional approach 
to perform these analyses is cumbersome and limited when faced with the complexity of today's automotive software 
architectures. Safety analyses are currently performed manually, and the results are dependent on the experience of the 
safety expert. As a result, they are highly subjective and are not guaranteed to be exhaustive and error-free. To overcome 
these issues, this paper explores the use of a model-based safety approach in the context of safety-critical automotive 
embedded software. It makes a methodological proposal that relies on the software architecture model to build a 
dedicated safety model from which safety analyses can be automatically derived. The method is experimented on an 
automotive case study, an embedded software that assists the driver in following the lane. 
Automotive, embedded software, safety-critical systems, model, software engineering, MBSA, MBSE 
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2.2.1 MBSA Methods  
2.2.2 AltaRica language 
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Figure 1. Reference phase model for the product develop-
ment at the software level from [33] 
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Figure 2. Synopsis of the proposed methodology  Figure 3. Illustration of a dysfunctional architecture  
Figure 4. Simple functional logic of a software component 
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Table 1. Failure truth table 
if (input_1 = Nominal AND input_2 = nominal) then 
 {Output := Nominal ;}  
else if (input_1 = Loss OR input_2 = loss) then 
 {Output := loss;}  
else  
 {Output := Erroneous;} 
end if; 
Figure 5 Synopsis of the case study software architecture 
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5.2.1 Step 1: Dysfunctional modeling  
Figure 6. Top level view of the case study model 
5.2.2 Functional to dysfunctional logic translation 
 
Figure 7. Functional to dysfunctional logic translation us-
ing truth failure tables 
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5.2.3 Step 3: Safety Analysis 
Figure 8. Loss of lateral control minimum cut set 
Figure 9. Loss of lateral control status Fault Tree 
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Le secteur industriel, dont la production forestière fait partie, est un important utilisateur d'énergie avec 
une consommation représentant environ 41,9% de l'énergie totale produite dans le monde. Une proportion importante 
est un produit des combustibles fossiles, entraînant ainsi des émissions en dioxyde de carbone atteignant 33 milliards 
de tonnes (International Energy Agency, 2019). Dans un contexte de mondialisation, les manufacturiers cherchent aussi 
à réduire les coûts. Un des moyens à valoriser est une meilleure gestion de l’énergie, tout en maintenant le meilleur 
rendement possible de leur système de production. L’efficacité énergétique et la flexibilité des procédés industriels ont 
un rôle important dans cette démarche. Cet article présente diverses stratégies opérationnelles adoptées dans l'indus-
trie pour optimiser la consommation énergétique de manière plus responsable. Il regroupe par ailleurs des approches 
visant à maximiser la flexibilité des procédés industriels afin de participer aux différents programmes de gestion de la 
demande de pointe en puissance des utilités électriques, plus particulièrement dans le secteur du sciage du bois 
d'œuvre.
MOTS-CLES : Gestion opérationnelle, gestion de la demande de pointe en puissance, économie d'énergie, production 
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Maritime risks taxonomy: A structured literature review of
maritime risks classification
A. Cheik OUEDRAOGO C. Cedric ROSEMONT
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E. Didier GOURC
Universite de Toulouse Maritime Transport
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ABSTRACT: The purpose of this paper is to investigate the multi-modal Maritime risk classification, which
has shown a great global attention in recent years. Disruption and uncertainties in shipping companies are the
result of random events which lead to drop performance throughout the maritime transportation supply chain
and they severely impact international trade. This study provides an overview of multi-modal supply chain
management by reviewing 131 articles in the risk management area. This work also provides a great analysis
of transportation risks, their impacts and a risk typology on multi-modal maritime supply chains management.
In addition, this paper contributes to the current risk management literature by proposing a novel risk typology
that permits to determine which risk carriers and shippers involved in multi-modal containers transportation
should address first, thereafter this typology could be used to build a decision support tool in order to detect and
mitigate risks in real-time.
KEYWORDS: Risk, disruption, uncertainty, maritime container transport.
1 INTRODUCTION
Maritime transportation is the most used transporta-
tion mode in international trades. Indeed, it repre-
sents 90% of international trades(Wendler-Bosco &
Nicholson 2019). World traffic in containerized goods
increased by 6.4% in 2018 (Etude sur les transports
maritimes 2018 2018). This explains that maritime
container supply chain becomes more and more dy-
namic and complex. Maritime container transport is
a complex process because several stakeholders are in-
volved, such as, the shipper (the company that sells
its products), the buyer (the company or person to
whom the products are sold), the carrier (the com-
pany which takes care of the organization of the trans-
port from shipper warehouse to the arrival port), the
shipping line (the company which deals with the mar-
itime transport of products from departure port to
arrival port) Fig 1. In an internal supply chain the
shipper and buyer are the same actor.
Multi-modal maritime container transportation is ex-
posed to various hazardous events that affect the
supply chain of all the stakeholders involved in the
transportation process(Wang, Xu, Peng, Zhou &
Jiang 2020). These last years, disruptions due to
Figure 1 – Maritime stakeholders
maritime supply chain risks have impacted the per-
formances of the companies (Ho, Zheng, Yildiz &
Talluri 2015), this is why the management of mar-
itime supply chains receives a great deal of attention
in literature. In addition the recent epidemic world
crisis, which has caused a disruption in multi-modal
transportation, highlights the role of supply chain
risk management for several business sectors. Many
research works have been published on the identifi-
cation, classification and assessment of risk factors
in containers shipping. For example, (Vilko, Ritala
& Hallikas 2019) provided a holistic and systemic
view of risk visibility and control in maritime sup-
ply chains. (Abdel-Basset, Gunasekaran, Mohamed
& Chilamkurti 2019) also proposed a framework for
the assessment, management and evaluation of risks
in a supply chain. However there is a lack of real-
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time detection, quantification and mitigation of risks
in multi-modal maritime supply chain in the liter-
ature. Real-time risk detection and quantification
could help the supply chain decision-makers to be
more proactive in risk assessment. These studies pro-
vide risk typologies according to dimensions such as
external and internal risks or macro and micro risks,
based on qualitative and quantitative analysis of sup-
ply chain risks. Typologies provided in the litera-
ture help the researchers and stakeholders involved
in maritime container supply chain identify various
risk types with their associated impacts. However,
most of the time, they are not really suitable to be
used for real-time detection of risks in multi-modal
containerized transportation.
This work aims to provide a structured systematic lit-
erature review on multi-modal maritime supply chain
risk management by identifying risk class and risk ty-
pologies proposed. Afterwards, these risk classes are
used to propose a novel typology which will be the
beginnings for construction of a decision support tool
which will be used to detect and mitigate risks in
real-time. Two main questions are addressed in this
literature review:
1. What is the current state of the research in Risk
management of Multi-modal Maritime Supply
chain?
2. What are the gaps in the current research that
future research should address?
This paper is structured in 5 sections and is based
on the existing literature related to maritime supply
chains risk management between 2005 and 2020. The
second section presents research methods and frame-
works used to carry out the systematic literature re-
view. Section three presents an analysis of the set
of the previously selected articles and, hence, pro-
vides the current state of the art about risk class in
supply chain. Based on this state of the art, sec-
tion four proposes a novel risk typology specifically
designed for the real-time detection, quantification of
the risks. The use of this typology by multi-modal
maritime supply chains managers will finally be dis-
cussed in section Five.
2 RESEARCH FRAMEWORK
This section aims to detail the research methodol-
ogy that was used to carry out the systematic litera-
ture review. In order to capture the most important
and recent works published in supply chain risk man-
agement, within the maritime transport area, three





This section details the article collection process,
which is step 1 in the research framework illustrated
in Fig 2. Four keywords: risk, disruption, uncer-
tainty and maritime container transport have been
identified to shape the request to select the most
relevant articles on the scientific databases. As a
result, the established request: ”risk or disruption
or uncertainty and maritime transport” was applied
to the most relevant bibliographic databases such as
Science Direct, Springer, Taylor & Francis, Scopus
and Web of science and we limited the publication
year between 2005 and 2020 in order to capture
recent information. In addition, to ensure that all
the articles brought up by the first request deal with
container transportation, we refined the results with
the keyword container for each database request. By
considering only articles written in English identified
in each databases we gathered 350 articles. After this
collection, duplicates have been removed (39 articles).
2.2 Articles selection
The aim of this section is to present the articles se-
lection process, which is step 2 in the research frame-
work, in Fig 2. After having gathered the articles, the
most relevant were selected to be analyzed. An arti-
cle is considered relevant when its abstract contains
the combination of ”risk or disruption or uncertainty
and maritime container transport”. This permits to
exclude works dealing with air transport and those
not dealing with risks in maritime container trans-
port. Hence, 149 articles have been removed from
the previous collection.
After reading the introductions and conclusions of the
remaining articles, 131 articles were finally selected
and analyzed. An article is relevant in full reading
phase when the article proposed a method to iden-
tify and/or assess container transportation risks or
proposed a risk typology. This permits to discard all
studies proposing risk management frameworks with-
out really specifying risk class (Yang 2010) (Fig 2).
3 Articles analysis
The number of publications each year is indicated
in Fig 4. The distribution of articles demonstrates
the interest shown for several years in maritime con-
tainer transport. The number of articles published
has grown since 2017, the number of articles pub-
lished in 2019 is twice the number published in 2018.
The aim of this section is to identify different risk ty-
pologies, risk classes and their impacts proposed in
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Figure 2 – Research Framework
the literature; it’s the step 3 in research framework
Fig 2. In addition, a comparison of solutions pro-
posed by each paper with the research question they
address (the research contribution in Maritime sup-
ply chain management).
Maritime supply chain risk management’s aim is
to identify and create mitigation techniques in or-
der to avoid risks encountered during shipping. By
analysing the 131 articles selected, only ten give a
structured typology of risk factor. All the typologies
proposed by the different authors can be grouped into
three main categories: those who distinguish exter-
nal and internal risk, those who classified macro and
micro risk and those who classified risks occurred fol-
lowing supply chain flow (physical, information and
financial flow). These typologies are more detailed in
the following paragraphs :
• External and internal risk typology
On the other hand the authors in (Vilko et al.
2019) (Vilko & Hallikas 2012) (Abdel-Basset
et al. 2019) (Li 2014) (Moslemi 2016) (Wan 2018)
(Achurra-Gonzalez & al 2019) provided a holis-
tic and systemic view of risk visibility and control
in maritime supply chains by proposing two risk
types, internal and external risk.
• Macro and Micro risk typology
The authors in (Ho et al. 2015) reviewed 224 ar-
ticles between 2003 and 2013 and then proposed
two types of risk, macro and micro risk factors. A
macro risk is defined as a risk caused by natural
disaster ( earthquake, weather-relate disasters,
etc) and a micro risk (Demand risk, Manufac-
turing risk, supply risk and infrastructural risk)
is defined as an operational risk occurring during
transport activities. For analogy, macro risk may
be assimilated to external risk and micro risk to
internal risk.
• Classification following Supply chain flow
Some authors classified risks by following the
supply chain flow. For example, the authors in
(Tang & Nurmaya Musa 2011) investigated the
research development in supply chain risk man-
agement by reviewing 138 articles between the
years of 1995 and the first half of 2008. They
identified 3 risk types: material, information and
financial flow risk. In the same way, the authors
in (Chang, Xu & Song 2016) also proposed classi-
fication of risks by following 3 main flows in sup-
ply chain (Information, Physical and Payment
flow). The authors in (Tsai 2006) works on risk
related to information acquisition.
The identified risk classes are assigned to each type
of risk. These three typologies provide classification
could help maritime supply chain stakeholders iden-
tify and quantify risk. However, the proposed typolo-
gies do not help determine what risks stakeholders
should address first in order to increase the perfor-
mance and the resilience of maritime container supply
chain.
Figure 3 – Risk Management process
3.1 Most relevant source
It is important to note on the figure 4 that among
all of the sources brought up by the bibliography re-
search, the journal Maritime Policy / Management
has published the most articles 13% between 2005
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Figure 4 – Article distribution
and 2020 that deal with risk management in the mar-
itime container transport. Maritime Economics / Lo-
gistics magazines and Transport Research Part come
secondly with 5% of articles each. Theses sources pro-
vide articles proposing measures to address the risk
classes in maritime transport area.
Figure 5 – Most relevant Source
3.2 Risk class identification
(Gourc 2006) define a risk as ”the possibility that an
event may occur whose occurrence would have im-
pact (positive or negative) on the progress of the ac-
tivity”. A risk is characterized by two dimensions,
the probability of occurrence and the severity of po-
tential impacts. A risk class is defined as a fam-
ily which regroups risks related to specific domain
of multi-modal transport supply chain (supply, orga-
nization etc). Many studies propose methods to re-
duce these risks by following risk management frame-
work steps, risk identification, risk evaluation, risk
assessment and risk monitoring (see figure 3). In-
vestigation methods like Failure Modes and Effects
Analysis (FMEA) (Alyami, Yang, Riahi, Bonsall &
Wang 2019), review of accident statistics(Kumar &
Verruso 2008), Bayesian networks (Baksh, Abbassi,
Garaniya & Khan 2018) and interviews with maritime
and multi-modal transport experts permit to identify
risk class. For instance, the authors in (Alyami, Lee,
Yang, Riahi, Bonsall & Wang 2014) identify 76 risk
sources and hazardous events in container port oper-
ations by using an advanced FMEA and different ex-
pert’s knowledge in port operations. In the same way,
the authors in (Yang 2010) and (Yang & Hsu 2018)
used a questionnaire survey and structural equation
to examine maritime supply chain resilience. The lit-
erature review allows us to identify several risk class
associated to risk typologies: Supply risk, Demand
risk, Business risk, Operational risk, Environmental
risk, Organizational risk, Infrastructural risk.
Figure 6 – Risk class distribution
3.2.1 Supply risk
Also called logistical risk, the supply chain risks in-
crease the probability to perturb the circulation of
products through the supply chain. These risks in-
clude lack of equipment or bottlenecks in maritime
routes, labor strike etc. For example the authors in
(Hossain, Nur, Hosseini, Jaradat, Marufuzzaman &
Puryear 2019b) identified supply risk class as the ba-
sic factors that could enhance the resilience of the
port system in order to quantify the resilience of the
port infrastructure by applying a Bayesian network.
The authors in (Lam & Bai 2016) proposed supply
risk class in external and internal risk classification
(Port state inspections).
3.2.2 Demand risk
Shipping lines face two types of customer demands:
long-term demand ans spot market demand” (Zheng,
Li & Song 2017). The spot market demand un-
certainty causes a risk-aversion attitude in maritime
companies pricing strategies(Xing & Zhong 2017).
Demand risk are related to unexpected customer de-
mand. The authors in (Shibasaki, Azuma, Yoshida,
Teranishi & Abe 2017) proposed a logit model to deal
with these risks. To finish the authors, in (Choi,
Beresford, Pettit & Bayusuf 2010) investigated on
the aid supply chain operation in normal and ex-
treme condition of Rwanda civil war in order to asses
demand risk (demand fluctuation) during emergency
movement.
3.2.3 Business risk
Also called financial or economical risks ”these risks
include the stability of a supplier finance or man-
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agement, or purchase and sale of supplier compa-
nies” (Abdel-Basset et al. 2019). The authors in
(Wan, Yan, Zhang, Qu & Yang 2019) developed
a model incorporating a fuzzy belief rule approach
with Bayesian networks in order to assess business
risks. (Drobetz, Schilling & Tegtmeier 2010) analyzed
macroeconomic risk factors that drive expected stock
returns in container shipping industry. The authors
in (Li 2014) addressed the degree of risk of maritime
transport nodes in Taiwan and Chinese Strait.
3.2.4 Operational risk
Also called technical or physical plant risks, these
risks occur during the operational transport process.
Operational risks include congestion, fire, terrorism,
piracy, long waiting time , handling, stowage etc. The
authors in (Yang, Ng &Wang 2014) introduce a novel
fuzzy evidential reasoning approach to analyze oper-
ational risk factors (terrorism, hijacking) for port fa-
cility security. The authors in (Lam & Bai 2016) and
(Lam, Lun & Bell 2019) proposed operational risk fac-
tor in external and internal risk classification (Ship
collision or sinking, the condition of cargo-handling
equipment and problems with document interpreta-
tion). These risks are the most dealt in the literature
Fig 6. (Nguyen 2020).
3.2.5 Environmental risk
Maritime transportation often face to environmental
risks and accidents that cause severe delay and finan-
cial lose which affect cargo flow (Achurra-Gonzalez
& al 2019). These risks include uncertainty weather,
natural disasters(earthquake, cyclone, flood, drought,
volcanic eruption, seismic, hurricanes and tropical
storms), political conflicts or man-made crises (civil
unrest, war, political/tribal disturbance). The au-
thors in (Hossain et al. 2019b) identifies environmen-
tal risks in order to use Bayesian network for quantify
them. In the same way the authors in (Fan, Wrobel,
Montewka, Gil, Wan & Zhang 2020) (Perez Lespier,
Long, Shoberg & Corns 2019) and (Gudelj, KrÄum
& KrÄum 2008) cited environmental risks when they
identify risk class that influence the navigation.
3.2.6 Organizational risk
Also called managerial or planning and control risks,
”these risks occur due to inappropriate estimation
and planning, which reach ineffective management”
(Abdel-Basset et al. 2019). The authors in (Hossain
et al. 2019b) and (Wan et al. 2019) identified orga-
nizational risks in order to use Bayesian network for
quantify them. The authors in (Fabiano, Curro, Re-
verberi & Pastorino 2010) argued that organization of
work and environmental conditions can affect occupa-
tional accident frequency in port. In the same way,
the authors in (Yang 2011) by following external and
internal risk typology have identified risk perception
on Chinese and Korean shipping companies, and also
demonstrated the impact of organizational risks on
shipping company performance.
3.2.7 Infrastructural risk
A failure of an infrastructure in a port or the degra-
dation of a resource can lead to sever disruption in
maritime supply chain. Infrastructural risks include
information risk (lack of visibility or delay in trans-
mission), lack of transportation mode and port capac-
ity. The authors in (Hossain et al. 2019b) identified
infrastructural risks in order to use Bayesian network
for quantify them. The authors in (Fan et al. 2020)
cited technological risk class when they identify risk
factors that influence the navigation. The authors in
(Wan et al. 2019) developed a model incorporating a
fuzzy belief rule approach with Bayesian networks in
order to assess infrastructural risks.
4 Risk taxonomy
The work of identifying and analyzing the typologies
and risk classes carried out in section 3 makes it pos-
sible to propose a new typology which will be used
for the detection of risks in real-time. In this sec-
tion, the novel risk typology proposed in order to help
shippers and carriers better assess risks is based on
the risk classes identified in literature. This typology
takes up the classification of risk classes according to
logistical flows (physical and information flows) and
include the context risk type which influences mar-
itime container transportation. The proposed typol-
ogy also provides a analysis of detectibility of risks
and potential impacts during shipment.
4.1 Detectability
We define risk detectability as the possibility for
stakeholders involved in maritime supply chain to de-
tect the risk when it occurs. Many authors agreed
that supply chain visibility is one the key for risk
management (Vilko & Hallikas 2012).
4.2 Impacts
”All risks can be minimized to a manageable level
by employing the proper mitigation strategy” (Vilko
et al. 2019). Mitigation strategy in risk manage-
ment framework are used to reduce the risk occur-
rence probability or the risk severity. The mitiga-
tion strategies proposed by authors in the field of
supply chain risk management use various quantita-
tive and qualitative methods to reduce risk impact
severity. For example the authors in (Abdel-Basset
et al. 2019) and (Vilko & Hallikas 2012) propose
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Risk class Risks Definition
Supply risk Lack of equipment Lack of appropriate equipment for container loading or unloading
Bottlenecks Bottlenecks in arrival port
Labor strike Docker strike could affect transport plan
Bad handling Bad handling during container loading
Lack of human resource Lack of human resource for container loading or unloading
Unstable maintenance Poor maintenance on transportation resources
Carelessness Carelessness on container or goods hanling
Lack of motivation among worforce Lack of motivation of human resource during container loading or unloading
Lack of skilled workers Lack of skilled dockers
Demand risk family unexpected customer demand Unexpected variation on customer demand
Business risk Purchase and sale of supplier companies Lack of transportation mode provider
Production cost Unexpected production cost variation
Fuel cost Unexpected Fuel cost variation
Storage cost Unexpected Storage cost variation
Fundig Lack of finance
Tax changes Unexpected Tax cost variation
Debt ratio changes Unexpected variation of deb ratio
Return on investment changes Incorrect estimate of return on investment
Operational risk Route deviation Exit the established route plan regardless of transport mode.
Congestion Congestion in port due to strike, or lack of resource (equipment, dock...)
Fire Fire in the boat during shipment.
Terrorism Use of containers to transport weapons
Unexpected door opening Unexpected door opening regardless transport mode.
Unexpected Temperature variation Unexpected temperature variation regardless transport mode.
Unexpected Humidity variation Unexpected humidity variation regardless transport mode.
Container/ Goods damage
Damage to container/ Goods during container transit and in port
during transshipment
Container/ Good theft
The container or Goods is stolen by pirates during transport or at
the port.
Container Lost
The container was loaded in the wrong boat or landed in the wrong
port.
Piracy Theft, hijacking of the container by persons outside the crew
Long waiting time Long waiting time in port due to lack of resource of transport mode
Stowage Shocks due to stowage
Ship collision Container damage due to ship collision
Condition of cargo handling Handling at port could damage container or goods
Explosion Explosion due to transportation of dangereous goods
Shocks Shocks due to bad handling of containers
Environmental risk Uncertainty weather Bad weather like thunderstorm could affect transport plan
Natural disasters (earthquake, cyclone, flood...) Natural disasters like earthquake could affect route plan
Political conflicts Instability in export, import or transshipment country
Man made crises (civil unrest, war...) Civil war could affect transport plan
Organizational risk Problems with document interpretation Transport condition not respected due to misunderstanding of transport document
Inappropriate estimation of planning Inappropriate estimation of planning due to lack of information
Infrastructural risk Lack of visibility No visibility of container current position
Delay in transmission Asynchronous transmission of information between maritime transport stakeholders.
Lack of transportation mode Lack of appropriate transport mode in multi-modal transport
Port capacity Congestion due to small port capacity
Lack of relevant information Lack of anticipation in physical flow due to lack of relevant information
Cyber-attack Attack in information system
Table 1 – Risk class
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Risk class Risk management Process
Risk Identification Risk evaluation Risk assessment Risk monitoring
Supply risk
(Hossain et al. 2019b)
(Fan et al. 2020)
(Lam & Bai 2016)
(Ho et al. 2015)
(Li, Chen, Govindan & Jin 2018)
(Li, Qi & Lee 2015)
(Mani, Delgado, Hazen & Patel 2017)
(Alderson, Funk & Gera 2018)
(Li et al. 2018)
(Li, Qi & Lee 2015)
(Hall & O’Brien 2018)
(Hartman & Clott 2015)
Demand risk
(Zheng et al. 2017)
(Lam & Bai 2016)
(Shibasaki et al. 2017)
(Wang, Wang, Qu, Liu & Jin 2014)
(Zheng, Jin & Hu 2016)
(Wang, Meng & Wang 2012)
(Yin, Chen & Xiao 2019)
(Justice & al 2016)
(Alexandridis & al 2018)
(Shibasaki et al. 2017)
(Choi et al. 2010)
(Wang et al. 2014)
(Zheng et al. 2016)
(Wang et al. 2012)
(Mani et al. 2017)
(Lee & Moon 2020)
(Jeon & Yeo 2017)
(Alexandridis & al 2018)
(Cruz & Marques 2012)
(Alexandridis & al 2018)
Businees risk
(Abdel-Basset et al. 2019)
(Yang 2011)
(Drobetz et al. 2010)
(Li 2014)
(Fabiano et al. 2010)
(Wan et al. 2019)
(Li 2014)
(Wang et al. 2020)
(Cruz & Marques 2012)
Operational risk
(Lam & Bai 2016)
(Lam et al. 2019)
(Pinto & Talley 2006)
(Nguyen 2020)
(Alyami et al. 2019)
(Wan & Yan 2019)
(Baksh et al. 2018)
(Gudelj et al. 2008)
(Chen, & al. 2019)
(Baalisampang & al. 2018)
(Lewis, Erera, Nowak & White 2013)
(Justice & al 2016)
(Kraska & Wilson 2009)
(Murphy 2007) a
(Endrina & al. 2019)
(Mirza & Verdier 2008)
(Lu, Chang, Hsu & Metaparti 2010)
(Ellis 2010)
(Yang et al. 2014)
(Zhao, Yan & Zhang 2017)
(Nguyen, Chen, Du & Shi 2019)
(Li, He, Sun & Cao 2019)
(Celik, Lavasani & Wang 2010)
(Park, Lu, Nam & Yeo 2019)
(Stavrou, Ventikos & Yang 2018)
(Yang & Hsu 2018)
(Yuan, Hsieh & Su 2019)
(Kumar & Verruso 2008)
(Yang, Wang, Bonsall & Fang 2009)
(Alyami et al. 2019)
(Baksh et al. 2018)
(Gudelj et al. 2008)
(Mohseni & Thierry 2019)
(Chen et al. 2019)
(Baalisampang & al. 2018)
(Lewis et al. 2013)
(Justice & al 2016)
(Kraska & Wilson 2009)
(Murphy 2007)
(Nogue-Alguero 2020)
(Fan & Wilson 2012)
(Pant, Barker, Grant & Landers 2011)
(Talas & Menachof 2014)
(Raymond 2006)
(Shapiro & al 2018)
(Ellis 2010)
(Celik et al. 2010)
(Park et al. 2019)
(Stavrou et al. 2018)
(Kumar & Verruso 2008)
(Yang et al. 2009)
(Baksh et al. 2018)
(Gudelj et al. 2008)
(Baalisampang & al. 2018)
(Shibasaki et al. 2017)
(Saeed, Song & Andersen 2018)
(Kelman 2008)
(Lewis et al. 2013)
(Justice & al 2016)
(Murphy 2007)
(Li et al. 2018)
(Li, Qi & Lee 2015)
(Li, Jin & Lu 2015)
(Fan & Wilson 2012)
(Lu et al. 2010)
(Barnes & Oloruntoba 2005)
(Behdani & al 2020)
(Kontovas & Psaraftis 2011)
(Li, Qi & Lee 2015)
(Li, Jin & Lu 2015)
Environmental risk
(Achurra-Gonzalez & al 2019)
(Hossain et al. 2019b)
(Fan et al. 2020)
(Perez Lespier et al. 2019)
(Gudelj et al. 2008)
(Lam & Bai 2016)
(Wan & Yan 2019)
(Singh, Soni & Badhotiya 2019)
(Pouliasis & al 2018)
(Celik et al. 2010)
(Yang & al 2018)
(Wang, Kato & Shibasaki 2013)
(Li 2014)
(Li, Li & Lu 2019)
(Jian, Liu & Lam 2019)
(Cao & Lam 2019)
(Cheaitou & Cariou 2019)
(Na & Shinozuka 2009)
(Wu, Zhang & Wan 2019)
(Hu, Yuan & Nian 2019)
(Gou & Lam 2019)
(Liu, Gong & Xiao 2018)
(Baksh et al. 2018)
(Ryan-Henry & Becker 2020)
(Pant et al. 2011)
(Calatayud, Mangan & Palacin 2017)
(Wu, Wang, Yu & Wu 2019)
(Iliopoulou & al. 2018)
(Ivey, Rix, Werner & Erera 2010)
(Mansouri, Lee & Aluko 2015)
(Justice & al 2016)
(Choi et al. 2010)
Organizational risk
(Hossain et al. 2019b)
(Wan et al. 2019)
(Yang 2011)
(Marlow 2010)
(Hossain et al. 2019b)
(Wan et al. 2019)
(Yang 2011)
Infrastructural risk
(Hossain et al. 2019b)
(Fan et al. 2020)
(Wan & Yan 2019)
(Tsai 2006)
(Gonzalez-Aregall & Bergqvist 2019)
(Fan, Heilig & VoÃ 2015)
(Singh et al. 2019)
(Li 2014)
(Lv, Jin & Hu 2020)
(Wan et al. 2019)
(Chang et al. 2016)
(Schauer, Polemi & Mouratidis 2019)
(Li, Chen, Liao & Shi 2016)
(Cruz & Marques 2012)
Table 2 – Risk classes associated to risk management process
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three types of risk impact in multi-modal transport
(Time , Finance and Quality). Other authors like
(Mohseni & Thierry 2019) question in negative socio-
environmental impact of shipping industry. The ta-
ble 2 presents the work carried out in the context of
multi-modal risk management associate with step of
risk management process.
This study consider the four types of risk impacts in
maritime container transport:
• Delay impact: These impacts are linked to in-
creasing of arrival time and lead time due to
risks.
• Financial impact: These impacts are linked to
losing of container or goods value and additional
costs due to risks.
• Damage impact: These impacts are linked to los-
ing of reputation for carrier and losing of goods
quality for shipper due to risks.
• Environmental impact: These impacts are linked
to increasing of carbon footprint due to risks.
These impacts have been quantified for shipper and
carrier when risks occurs with help of qualitative in-
terviews on maritime claims management experts.
4.3 Risk typology
For the proposed typology, risk classes for shippers
and carriers are addressed. It’s difficult for this typol-
ogy to use external and internal or macro and micro
proposed typology. Because what is external for the
shipper can be internal for the carrier or vice versa.
The classification according to supply chain flows has
been retained.
The table 3 presents the novel proposed risk taxon-
omy to help carriers and shippers better manage risks
in multi-modal transport supply chain. The first col-
umn of this table presents risks selected in the lit-
erature and confirmed with experts interviews. The
physical flow risk type considers operational risks and
supply risks. The information flow risk type consid-
ers infrastructural risks, demand risks and organiza-
tional risks. The context risk type includes environ-
ment risks and business risks Table 3. The second
column confirms the ability for shippers (SH) or car-
riers (CA) to detect risks when it’s occurs. The last
columns of this table assesses the possible impacts
of this risk for carriers (CA) and shippers (SH) in-
volved on the supply chain. For example, a route
deviation can influence the arrival time of container,
which will probably generate additional costs for the
shipper who will receive the container late. In paral-
lel, this route deviation can cause a loss of reputation
for the carrier who does not respect the delivery time
given the contract and to finish this deviation can in-
crease the carbon footprint for the two stakeholders
involve on maritime supply chain due to the run-off
from the established route plan.
5 Research implication and discussion
Many studies have been carried out in the field of
maritime risk management, showing that the subject
has been the object of extensive research aiming at
improving the security, performance and resilience in
maritime container transportation. Most of the stud-
ies focus on assessment of maritime risks by provid-
ing methods to reduce delay impact of this risk but
just a few of them detailed research in risk types and
risk class. In the last decade, risk classes are detailed
by only 3 articles and just one of them detailed risk
classes in multi-modal maritime supply chain. The
authors in (Ho et al. 2015) addresses relevant prob-
lems to SCRM using approaches that fall within the
AI spectrum. They propose a classification related
to external, internal and problem-specific risk. The
authors in (Wan 2018) presents an overview of the
maritime container supply Chains by providing three
levels of risk types of maritime container supply chain.
To conclude the authors in (Vilko & Hallikas 2012)
provides a holistic and systemic view of risk visibility
and control in maritime supply chains by using sim-
ulation based on qualitative interview data of stake-
holders involved in shipping industry in southern Fin-
land and the Gulf of Finland. (Vilko & Hallikas 2012)
show that connecting the delay impact probability
distributions to the identified risk event probabilities
permit to analyze maritime supply chain resilience.
Nevertheless none of the studies have proposed risk
typology which can permit to know what risk stake-
holders should address first in order to improve their
transport performance. In addition these proposed
typologies don’t permit to build a decision support
tool in order to detect and mitigate risk in real-time.
5.1 Research implication
Multi-modal maritime supply chains are dynamic and
become more and more complex (Vilko et al. 2019).
Maritime Risk class identification is an essential step
to provide a list of risks in order to help stakehold-
ers involve in multi-modal supply chain manage them
well(Wan 2018). Some studies like (Tang & Nur-
maya Musa 2011) (Ho et al. 2015) and (Abdel-Basset
et al. 2019) have provided insights into risk man-
agement in general that permit supply chain man-
agers to identify relevant risks in order to mitigate
severe impacts. But just a few of them really focus
on risks categorisation in multi-modal maritime sup-
ply chains according to their impacts, which would
provide a better view of a management team’s abil-
ity to control them (Vilko & Hallikas 2012). This
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Impacts
Risks Det Delay Financial Quality Environmental
Physical Flow
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Lack of anticipation X
Resource management(CA)
Resource management(SH)
Extra charge (SH, CA) Lost of reputation(CA) Carbon footprint(CA)
Old technology X Data acquisition(CA) Extra charge(CA, SH) Lost of reputation(CA) Carbon footprint(CA)






Delay in transmission X
Arrival time(CA)
Uncertainty in planning(SH)
Extra charge(SH) X Carbon footprint(CA)
Lack of standardization Insight production(SH) X X Carbon footprint(CA)
Lack of analyze on past
flows
X X Extra charge(CA) Lost of reputation(CA) Carbon footprint(CA)
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Transport Strike X Lead time(CA, SH) Extra charge(CA) Lost of reputation(CA) X












Table 3 – Risk typology
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research addresses the gap of maritime risks identi-
fication and classification by providing risk typology
according to supply chain flow, their detectability and
their impacts (Delay, Financial, Damage and environ-
mental) in shipper and carrier activities. The results
of this study contribute to risk management litera-
ture by giving a novel typology of risk in maritime
supply chain. Our proposed typology presents rel-
evant risks present in multi-modal maritime supply
chain confirmed by a series of stakeholders involve in
container multi-modal transportation interviews and
a large review of the literature. This novel typology
also present how risk events can affect carrier and
shipper activities.
5.2 Discussion
The literature review shows that most of the stud-
ies in maritime supply chain management and supply
chain management in general focus on assessing op-
erational, environmental or demand risk class 6. Al-
most all of the studies focus on reducing occurrence
probability of an hazardous events and the sever-
ity of the impacts of risk (Wan 2018). Our study
provides an overview in risk identification of supply
chain in order to help carrier and shipper involve in
multi-modal maritime risk management. First, an
analysis of risks typologies and risk classes present in
risk management literature is provided, This showed
that hazardous events could be classified into seven
risks families. Then a selection of most relevant risks
according to carrier and shipper was achieved with
of help of qualitative interviews. Afterwards, while
knowing that the impacts vary according to the ac-
tors of the supply chain, a study of these risk family
in terms of detectability and potential impact was
carried out according related to selected stakeholders
involved in the shipping process. Analyzing the de-
tectability and impacts of hazardous events is essen-
tial for multi-modal maritime supply chain because
it permits to determine what risk events stakehold-
ers can reactively and/or proactively address in order
to to allow the supply chain to be more safe and re-
silient. This study finds its limits in the fact that the
proposed impacts are limited only to the carrier and
shippers, in addition the study doesn’t propose meth-
ods to quantify risk events occurrence and their im-
pacts severity on multi-modal container transporta-
tion supply chain.
6 CONCLUSION AND FUTURE WORK
In this paper, we have reviewed recent literature rel-
evant to Multi-modal Maritime Supply chains Risk
Management. Risk classes, their impacts, and risk
typologies have been investigated. Most of the litera-
ture focuses on mitigation on maritime risk affect in
supply chain by providing quantitative and qualita-
tive technique and method to avoid severe impacts of
maritime accidents and hazardous events. Research
shows that risk events in maritime supply chain can
be regrouped in seven risk families (supply risk, busi-
ness risk, demand risk, operational risk, environmen-
tal risk, organizational risk and infrastructural risk).
All these risk families are mostly time classed in three
categories, external or internal, macro or micro ty-
pology and following supply chain flow (physical, in-
formation and financial flow) and their impacts on
transportation supply chain can be be categorized in
four different types: delay impact, financial impact,
quality impact and the environmental impact. This
work indicates a larger number of articles in risk man-
agement in maritime transport area.
This study also provides an overview of maritime sup-
ply chain risk management by providing a new risk ty-
pology more adapted for carrier and shipper involved
in maritime transport process. This risk typology
indicates detectability and shows potential impacts
for shipper and carrier involved in multi-modal mar-
itime supply chain. To overcome the limitation of
the current study we will propose in a future study a
conceptual framework which integrate container real-
time monitoring data and exogenous data, that can
be used to build a decision support tools which per-
mit to detect risk event and quantify in real-time risk
impacts in multi-modal maritime supply chain. The
future work will provide data-sets to be used or cor-
related to detect each hazardous events identified in
proposed typology.
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With the propagation of the Coronavirus (COVID-19), many researchers study the influence of this 
pandemic on the patient flow at the emergency department (ED). This article proposes a simulation model for the 
emergency department in the case of COVID-19 period. The model is based on real data. It allows monitoring system 
performances, like the Length of Stay (LOS), and the percentage of patients that are transferred to another hospital, and 
it helps managers to face the pandemic. After the validation of the model, we tested studied scenarios depending on the 
arrival rate and the percentage of patients arriving at the ED with symptoms related to COVID-19. Our contribution is 
resumed in the evaluation of the preparedness of participation of the studied hospital in the national program in case of 
an outbreak of Coronavirus (when the rate of arrival is high), so we suggested interventions include beds sharing and 
adding resources. This leads to minimizing the transfer rate of arrested, critical, and overall cases by 20.06 %, 33.38 %, 
and 5.98 %, respectively. Besides, the LOS is reduced by 63.43 %. The given results could be presented as 
recommendations for the managers of the ED to plan the resources in a suitable manner to minimize the transfer of 
patients in case of outbreaks of this pandemic in the future. 
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Solving the Economic Dispatch (ED) problem is an essential task in electrical power management 
systems. The aim of the ED is to minimize the fuel consumption costs of thermal power plants which could be carried 
out by finding the optimal generation power for each committed generating unit while providing the load demand and 
satisfying the operational constraints. This paper presents a comparative study of two classical optimization techniques 
for solving the conventional ED problem which are Gradient Search and Levenberg-Marquardt Optimization (LMO). 
The proposed techniques are used to reach the mentioned objective with consideration to real power line transmission 
loss. They are adapted to IEEE 9-bus 3-unit test system and simulated via MATLAB environment. The results reveal 
that LMO generates superior and efficient solutions.  
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2.2.2 Real power operating limit constraint 
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L'élaboration d'une offre, lors d’une réponse à appel d'offres, est un processus complexe, généralement 
caractérisé par des informations partielles et imprécises ainsi qu’un temps de réponse limité. Adoptant le point de vue 
des entreprises soumissionnaires, cet article se concentre sur l'ingénierie des risques portant sur les activités du processus 
de fabrication d’un produit, de sa conception à sa livraison. Plus précisément, cet article propose un système à base de 
connaissances pour aider à l'identification et l'analyse (probabilité / impact) des risques qui peuvent survenir au cours 
du processus de fabrication. Cette identification des risques a lieu durant la phase de réponse à appel d'offres, de sorte 
que les risques identifiés et leurs impacts peuvent être pris en compte dans l’offre faite au client. Grâce au système 
proposé, les connaissances en matière d'ingénierie des risques peuvent être capitalisées et réutilisées pour aider à 
l’élaboration de nouvelles offres. Les connaissances en matière d'ingénierie des risques sont structurées par un modèle 
unifié. Pour aider les décideurs dans leur processus d'ingénierie des risques, une méthode de réutilisation, inspirée du 
raisonnement par analogie, est proposée pour exploiter les connaissances pertinentes. Le système proposé permet 
d'obtenir des offres plus précises, moins risquées et dans lesquelles il y a une forte confiance à livrer ce qui a été présenté
au client. Ce travail peut être étendu pour modéliser et choisir les meilleures stratégies de mitigation des risques.
Ingénierie des risques, système à base de connaissances, appel d'offres, raisonnement à partir de cas, 
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3D Printing
Figure 2 : Exemple de Tâche Source, Risque et Tâche 
Cible 
Project, Task, Risk et Impact
Figure 3 : Taxonomie de concepts Risque 
 Le concept Project Mechanical
Electronic Task Design Pro-
vision Manufacturing Delivery Risk
Missing Resources Inadequate Method
Delay. Impact Additional Im-
pact Proportional Impact
Connaissances Risque Expériences Risque
Connais-
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Figure 6 : Ingénierie des risques selon la norme ISO 
 et CBR 
Con-
naissances Risque Expériences Risque
Figure 7 : Approche inspirée du CBR appliquée à 
l'ingénierie des risques 
Connaissances Risque Expériences Risque
159
13ème Conférence Francophone de Modélisation, Optimisation et Simulation- MOSIM’20 – 12 au 14 novembre 2020 - 
Agadir – Maroc « Nouvelles avancées et défis pour des industries durables et avisées »
Monitoring
4.2.1 Recherche des risques pertinents 
c
Connaissances Risque, Expériences Risque
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4.2.2 Exploitation des Connaissances Risque 
Mechanical
Printer programming Detailed Design
3D printing Printing
Transport to China Delivery
Figure 8 : Exemple de processus cible 
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Machine unavai-
lable
Figure 10 : Adaptation d'un risque issu d'une 
 Connaissance Risque 
xpériences Risque 
4.2.3 Exploitation des Expériences Risque 







Figure 11 : Distribution des Expériences Risque selon la 
















Figure 12 : Adaptation de la probabilité d'un risque 
n
4.3.1 Exploitation des connaissances Risque 
Connaissances 
Risque  Expériences Risque 
Connaissance Risque
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Figure 13 : Connaissance Risque avec impact sur une 
tâche cible 






chine unavailable Missing Resources
Figure 14 : Réutilisation d'un impact d'une Connais-
sance Risque 













Figure 15 : Distribution des Expériences Risque selon la 
valeur de leurs impacts 
Connaissance Risque Ex-
périence Risque
Connaissances Risque  Risque
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Case-based reasoning: 
 foundational issues, methodological variations, and 
 system approaches
Experience Management,
An approach for a 
 bidding process knowledge capitalization
Customer supplier relation: Towards a 
 constraint-based model for bids
Assessing risk probability: Alternative 
 approaches
Risk Management – Principles and 
 Guidelines: ISO 31000
Knowledge formalization in 
 experience feedback processes: An ontology-based 
 approach.
Strategic 
 decision-making in npd projects according to risk: 
 Application to satellites design projects.
A
 decision-making tool to maximize chances of 
 meeting project commitments.
Readiness, 
 feasibility and confidence: how to help bidders to 
 better develop and assess their offers.
Verb semantics and lexical 
 selection. 
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’
Ce papier traite la présentation d'un dispositif expérimental appelé banc d’essai vibratoire (Moteur, arbre, 
roue) qui permet de tester, de vérifier et de valider des méthodes liées à l'évaluation, au diagnostic et au pronostic de la 
santé de phénomène de balourd. L’équilibrage de la roue (disque) est justifié par le fait que la plupart des défaillances 
des machines tournantes sont liées aux plusieurs défauts parmi lesquels il y’a le balourd. Par conséquent, le système 
peut être considéré comme critique car leur défaillance diminue d’une manière considérable la disponibilité et la 
sécurité de la machine, en particulier les éléments tournants à savoir les paliers de guidage. 
L'objectif principal de ce travail est de fournir des données réelles relatives à la dégradation accélérée de la roue 
(disque) effectuée dans des conditions de fonctionnement variables et/ou constantes, qui sont contrôlées et surveillées 
en ligne à travers d’un système d’acquisition. Les conditions de fonctionnement sont caractérisées et détectées par un 
capteur piézo-électrique (accéléromètre). 
Enfin, les données de surveillance fournies par le capteur peuvent être utilisées pour un traitement ultérieur afin d'ex-
traire les caractéristiques pertinentes, d'évaluer, de diagnostiquer et de pronostiquer en permanence l'état de santé du 
système. 
Défaut de balourd, Diagnostic, Pronostic, Maintenance prédictive, banc d’essai vibratoire.
L’analyse vibratoire est 
est la surveillance de l’état de 
l’
de ces bancs d’essai
…
suivants résument les bancs d’essai et les plates formes 
littérature ont été testées sur la dégradation par l’analyse 
les auteurs ont élaboré une démarche de mise en œuvre 
asée sur l’analyse 
d’experts dans le domaine d’analyse vibratoire, 
et d’implantation d’une 
bration produit par une machine par l’obtention d’un 
sur l’état de santé. Dans cett
par l’analyse 
gnon pour accélérer d’une manière artificielle la fissur
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ont utilisé un banc d’essai expérimental lié aux tests de 
d’endommagement, 
se basant sur un banc d’essai vibratoire qui se décline en 
l’influence du d
nées, l’interprétation, l’interpolation et la discussion
Elle propose aussi d’évaluer l’état
ar une régression d’interpolât
Le contrôle à base d’analyse vibratoire est un outil puis-
rd, d’alignement et co
ment ( m), vitesse (m/s), accélération (m
nous optons la technique d’analyse 
d’accélération. Cette grandeur physique est mesurée par 
dage en rotation de l’arbre. 
d’essai vibratoire est un dispositif d'expérimen-
Ce banc d’essai 
l’enregistrement se considèrent le 
’aide 
d’une sonde de mesure qui est à base d’un matériau pié-
de l’accélération.
tion et une partie de mesure et d’acquisition,
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2.2.1 Partie tournante 
Cette partie comprend le moteur électrique (AC), l’arbre 
ion de l’arbre, ce dernier est guidé en rotation par deux 
vitesse en agissant sur le courant d’excitation
2.2.2 Partie de génération de dégradation 
et d’épaisseur 26 (mm), sur lequel ont 
2.2.3 Partie mesure et acquisition 
Cette partie permet de mesurer et d’acquérir les
l’équilibre
l’augmentation du courant d’excitation, comme déjà cité, 
pour obtenir les résultats d’accélérat
banc d’e
le disque par la fixation d’une masse de 10 (g) afin 
’
mesure la valeur de l’accélération efficace pour les diffé-
Spectre temporel d’un test équilibré à N 
l’accélération évolue graduellement si augmente la vi-
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’
la valeur de l’accélération efficace pour les 
: Spectre temporel d’un test 
L’
D’ap
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L’objectif visé par le présent paragraphe est de caractéri-
i l’évolution 
permis de faire une corrélation d’interpolât qui va










L’étude présentée dans 
l’état de santé d’un
l’analyse vibratoire.
l’indicateur RMS entr ’
’
l’évolution d ’
n’aura plus une intervention d’équilibrage
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banc d’essai vibra-
stiquer le système vibratoire d’une part, 
vérification et contrôle d’autre part
t d’alignement et une 
’
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L'objectif de ce présent article est de développer une stratégie de maintenance préventive pour un groupe 
de panneaux solaires interconnectés en série. L'approche consiste à déterminer le nombre optimal de panneaux solaires 
à remplacer, ainsi que les périodes de remplacement optimales afin de minimiser le coût total de maintenance, et ce, 
sur un horizon de temps fini. En outre, nous considérons que le remplacement des panneaux solaires améliore la 
fiabilité du système. En cas de panne, une réparation minimale est effectuée. Cette intervention n'a aucune incidence 
sur la fiabilité des panneaux solaires. Un exemple numérique est présenté pour illustrer la contribution de l’approche 
de modélisation proposée et pour discuter les différents résultats obtenus. 
Stratégie de maintenance, Fiabilité, Remplacement, Réparation minimale, Maintenance préventive, 
Panneaux solaires.
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ABSTRACT: To face the variable demand of the market, modular and mobile equipment are integrated
on production lines. Previous works proposed design and evaluation methodologies to build reconfigurable
production systems. However, taking the right decision concerning investments and the choice of equipment
may be complex. In this paper, we present Reconfigurable Assembly Systems design from a risk and decision
analysis perspective to support decision making. Market demand scenarios are associated with occurrence
probabilities. A decision tree represents consecutive scenarios, for which the decision maker is proposed to make
a choice regarding investments for the assembly line. The utility function is computed based on the decision
maker’s attitude to risk evaluated by equivalent lotteries. The objective function computing the final score of a
scenario and a decision covers investments, reconfigurability rate, performance of the system and maturity of
technological bricks. Implications of early investments towards reconfigurability can be identified. The approach
is applied on a real use case from the automotive industry.
KEYWORDS: Changeability, Reconfigurability, Reconfigurable Assembly System, Decision Support
Tool, Decision analysis
1 INTRODUCTION
To face a volatile and unpredictable customer de-
mand, developments of a new generation of produc-
tion systems, Reconfigurable Manufacturing and As-
sembly Systems (RMS and RAS), have been carried
out. (Koren et al., 1999) formalized the paradigm of
reconfigurability in production systems, and defined
six core characteristics of production systems: scal-
ability, modularity, integrability, customisation, con-
vertibility and diagnosability.
Fluctuations of the market imply the need of a pro-
duction system able to follow changes in terms of
product type or production volume. Depending on
the economical context, companies need to quickly
configure and set adjustment parameters of the sys-
tem. In order to achieve these quick changes, RMS
and RAS integrate modular tools and machines, and
easily movable equipment (Beauville dit Eynaud et
al., 2018). An important point is also to integrate
consideration of changeability at early stages of pro-
duction system development (Andersen et al., 2017).
Companies are not familiar with changeable systems
and research works focus on supporting the indus-
try in the process of RMS integration. Furthermore,
decision makers struggle with the evaluation of new
generation PS on criteria which are hardly compara-
ble on a same scale. Indeed, the comparison of per-
formance metrics with reconfigurability indicators is
questionable. We aim to support RMS Design by an-
swering the question of how to invest and adjust in
the best way the production system.
During the PS life-cycle, the economical context will
change. In this paper, the demand is modeled by sce-
narios, representing a period of time corresponding
to a market requirement, for which a configuration
has to be selected. In the proposed Reconfigurable
Production System Design Problem (RPSDP), con-
secutive scenarios are considered, and implications of
early decisions in a previous scenario are taken into
account in next scenarios. In this paper, a ”scenario”
corresponds to the succession of a decision step fol-
lowed by a market evolution (event). The problem to
solve is the choice to invest or not in a new resource
for each time period, without knowing with certainty
how the market will change.
Section 2 of this paper presents a literature review on
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decision problems in reconfigurable production sys-
tems design, and a the state of the art on risk de-
cision analysis. The proposed method applied on a
case study is detailed in Section 3. Finally, a conclu-
sion of this approach and further research steps are
presented in Section 4.
2 STATE OF THE ART
2.1 Decisions in reconfigurable production
systems design
Previous research focused on providing support tools
for companies to choose appropriate resources and PS
configuration in the design process. (Andersen et al.,
2017) and (Beauville dit Eynaud et al., 2020) pro-
posed RMS/RAS design methodologies, covering de-
sign steps from needs identification to final decision.
In order to support the design process, reconfigura-
bility metrics have been investigated and developed
based on the six core characteristics of reconfigura-
bility (Wang et al., 2017; Rösiö et al. 2019; Beauville
dit Eynaud et al., 2020). In particular, (Beauville
dit Eynaud et al., 2020) defined quantitative met-
rics for reconfigurability evaluation, and compared
obtained metrics with performance indicators evalu-
ated by Discrete Event Simulation (DES). Results are
then made available on a dashboard for the decision
maker.
However, during the design procedure, the company
needs to evaluate various technical solutions (for ex-
ample fixed, movable or mobile robots), several lay-
out configurations, and different demand scenarios.
Then, based on metrics evaluated for all these cases,
a decision has to be taken. The decision maker faces
many indicators with a complex imbrication: if a
technology has been adopted in a first investment
step, this decision will have consequences on invest-
ment decisions in the next steps, that is to say in the
next scenarios. The problem can be modeled using
a tree structure, where each node corresponds to an
investment decision or to an event (market change).
2.2 Risk decision analysis
Decision analysis supports judgement in the case
of complex, multi-criteria and multi-stages scenar-
ios. It enables an objective, mathematical-based de-
cision instead of a bias-distorted decision when con-
ducted without methodology (Tversky and Kahne-
man, 1974). Risk decision analysis covers the study of
alternatives, influences between parameters and their
prioritisation. The scope of decision analysis is wide
and covers the economic sphere, risk analysis in engi-
neering, medicine, etc.
In the domain of floating production storage and off-
loading units, (Lassagne, 2000) studied the impact of
the integration of risk-reduction measures on offshore
installations on both technical and economical sides.
In the automotive sector, (Tchoffa et al., 2012) ap-
plied decision analysis on the management of indus-
trial incidents. Authors are able to evaluate the
impact of the different incident causes, their inter-
relations and their probabilities of occurrence.
The methodology to model a decision problem in an
uncertain environment is the following (Clemen and
Reilly, 2013): 1. Identification of the situation and
objectives ; 2. Identification of alternatives ; 3. Prob-
lem modeling ; 4. Determination of the best alterna-
tive ; 5. Sensitivity analysis.
The decision maker’s attitude to risk is evaluated
based on equivalent lotteries which enables to define
the utility function. The principle of an equivalent
lottery is to give the choice between two lotteries: for
example, winning a high gain with 10 % chance and
not winning at all with 90 % chance, or winning a
small gain with 50 % chance. If the decision maker
chooses the second lottery, he is risk-averse. In the
case of conflicting objectives, the equivalent lotter-
ies also support the definition of the multi-attribute
utility function based on the company’s priorities.
In the problem modeling step, an influence diagram
is built to represent in a formal way decisions, un-
certainties, values and inferences. It is an oriented
acyclic graph with decision nodes and value nodes
(deterministic nodes) (Clemen and Reilly, 2013). The
influence diagram is an extension of Bayesian net-
works, as the nodes of the graph correspond to prob-
ability distributions and arcs between nodes to de-
pendencies between those distributions. The decision
tree is then built to represent the sequentiality of de-
cisions and events in an explicit way. A decision tree
is an oriented graph with uncertainty nodes, decision
nodes and terminal nodes.
The resolution process is decomposed in two steps,
with the objective to maximise the expected value
of the profit (Goodwin, 2004). Using the decision
tree, in the roll-forward step, the final payoffs of each
alternative, corresponding to a branch of the decision
tree, are calculated. Then, the rollback step consists
in the computing of the profit value for each terminal
node. The chosen decisions are the ones with the
highest expected values.
2.3 Conclusion of the literature review
In a volatile environment, taking objective decisions
regarding investments is complex. Furthermore, de-
cision makers can be influenced by a bias regarding
new technologies: mistrust or on the contrary blind
trust.
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The industry needs a decision support tool for the de-
sign of RMSs and RASs. Previous works fixed design
methodologies and evaluation criteria to help design
and rating of the integration of new technological so-
lutions or configurations of the production system.
However, the quantity of parameters to take into ac-
count while conceiving a manufacturing system (per-
formance, reconfigurability, and costs metrics) makes
the decision process complex. In addition, it is com-
plex to have a clear overview of consequences of con-
secutive decisions over scenarios. By modeling uncer-
tainty about future market trends, it is possible to
simulate the system evolution following consecutive
decisions.
Decision makers need an overview over market de-
mand scenarios supporting multi-criteria evaluation
of decisions.
3 DECISION ANALYSIS FOR RAS DE-
SIGN
3.1 Case study: Multi-product assembly line
The case study is a multi-product engine assembly
line in the automotive industry, facing a varying de-
mand in both product mix and volume. To face
changing market requirements, the new strategy of
the company is to transform its production system
into a RAS. However, taking decisions in this context
is complex. Indeed, decision makers are not familiar
with the new reconfigurable equipment, and in ad-
dition, the production system seeks contrary goals:
being efficient, as well as rapidly reconfigurable and
economically interesting.
The objective is to maximise the utilisation rate of
machines, minimise investments and maximise recon-
figurability of the system.
Alternatives offered to the decision-maker are, at the
beginning of each scenario, to choose to invest in a
new resource, or to abstain from investing. Each re-
source type has a different price, reconfigurability rate
and utilisation rate. This last parameter is deter-
mined by running the same scenarios in a DES soft-
ware, enabling assessment of the performance of the
production system with the new machine. The price
of resources is also known, and the reconfigurability
metric of each resource is computed by means of the
formula defined in (Beauville dit Eynaud et al., 2020),
based on reconfigurability characteristics defined by
(Koren et al., 1999).
In this study, we propose two scenarios for the vari-
ations of the market demand: an increase and a de-
crease of the demand.
3.2 Model
The approach is implemented in the decision analy-
sis software Decision Programming Language (DPL9)
developed by Syncopation. Utility functions of the
attributes are determined by equivalent lotteries gen-
erated with ASSESS tool. The user indicates the at-
tributes (decision parameters) of the problem, bound-
ary values, and the tool supports the determination
of the multi-attribute utility function. In this prob-
lem, the four attributes are the investment level, the
machine utilisation rate, the reconfigurability indica-
tor and the maturity indicator. The maturity metric
depicts the level or readiness of the proposed tech-
nological bricks. The global utility function is built
based on (Keeney, 1974).
Figure 1 depicts the influence diagram modeled in
DPL9. Two scenarios are represented. The squares
correspond to decision nodes, ovals to chance nodes
(events) and squares with rounded edges are value
nodes. Arrows between nodes represent influences
between them. The model includes two consecutive
scenarios, called Period 1 and Period 2. At the begin-
ning of a time period, a decision regarding purchas-
ing of new resources is taken by the company. This
event corresponds to the yellow decision nodes. The
choice has consequences on investments, the recon-
figurability level of the production line, the maturity
of the line after installation of the purchase of new
resources, and the machine utilisation rate. Then,
a scenario run is materialized by the realisation of
a market evolution (green chance nodes). The mar-
ket demand impacts the facility utilisation rate. The
market evolution of the first scenario impacts the in-
vestment strategy choice of the second scenario.
The decision tree of the problem is symmetric. The
four decision alternatives are illustrated Figure 2: no
investment (no action), add a fixed robot, add a mov-
able robot, or add a mobile robot.
A chance node can lead to four possibilities: strong
market decrease, low decrease, low increase or strong
increase of the demand. Percentages of each alter-
native are fixed and defined before running the sim-
ulation. They are set depending on the fluctuation
trend the scenario aims to model. This fluctuation
trend may be realistic and based on company’s data
or can be set to test a scenario designed with the-
oretic values. In the first scenario, depicting a rise
of the market demand, the probability of strong de-
crease is 0%, the probability of low decrease as well
as low increase are 40%, and the probability to face
a strong increase is 20%. The second scenario sim-
ulates a decline of the demand, and is modeled by a
70% chance of strong market decrease, 30% chance
of low decrease and 0% of chance of increase (for both
low and strong possibilities).
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Figure 1 – Influence diagram (DPL9)
Figure 2 – Decision node (DPL9)
3.3 Results
The resolution is based on the maximisation of the
expected value. The first step of the resolution is
called roll-forward, where the sum of consequences of
end-choices is computed for each branch of the de-
cision tree (Goodwin, 2004). Then, in the rollback
step, the expected value is calculated for each deci-
sion node, and alternatives corresponding to the high-
est expected values are selected.
Figure 3 presents an extract of the decision tree af-
ter DPL9 simulation. Considering given probability
distributions, the multi-attribute utility function is
maximised when a movable robot is added to the sys-
tem in the first time period, and when no investments
are done in the second period.
Indeed, in the first scenario, the market evolution is
uncertain and is likely to increase or decrease. This
explains why it is relevant to integrate on the line a
resource which can be easily added or removed. In the
second period however, a decrease is certain, and it is
preferable not to increase unnecessarily the capacity
of the system.
In a second step, a sensitivity analysis is conducted to
verify the robustness of the solution regarding input
parameters. In this paper, we propose to conduct a
sensitivity analysis on the maturity indicator of the
mobile robot. For now, the value of this metric is
MR = 0.48. The hypothesis we want to verify is if
the increase of MR has an impact on the final deci-
sion proposed by DPL9. Figure 4 shows the results of
the sensitivity analysis. The abscissa corresponds to
the value of MR for the mobile robot, and the ordi-
nate is the expected value. From this graph, we can
read that above a value of 0.6 for the maturity index,
there is a policy change in the model, and the solution
”mobile robot” will be preferred. This means that af-
ter a rise of the maturity of the mobile robot, due to
the enhancement of the technology, and the update
of the maturity indicator, the decision support tool
encourages to add a mobile robot instead of a mov-
able one on the line, for the same input parameters
regarding evolution of the market.
3.4 Discussion
The contribution of decision analysis for RMS/RAS
design concerns decision support in an industrial con-
text where companies are divided between the urge
to integrate new components to have state-of-the-art
production facilities, but are limited by the high price
of flexible solutions. We propose a new approach to
enable statistically-based objective decision in an un-
certain environment.
The specificity encountered when designing a recon-
figurable system is the inability to predict sales ex-
actly and the need to assess the transformability po-
tential of the line. Thus, expected production vol-
umes and product mix can be formulated as scenar-
180
MOSIM’20 - November 12-14, 2020 - Agadir - Morocco
Figure 3 – Proposed alternative
Figure 4 – Result of the sensitivity analysis on the second scenario
ios defined by probabilities of occurrence. We are able
to build a model taking into account the four axis to
evaluate a reconfigurable system: costs, performance,
reconfigurability and maturity.
Influence diagrams and decision tree are efficient tools
to represent and communicate on various scenarios.
They give a clear overview on relationships between
decisions, events and relevant values, and illustrate at
one sigh all possible alternatives.
Results obtained in this study are promising and give
a new insight in the RMS/RAS design process. By
enabling a sensitivity analysis on one of the input cri-
teria, such as the maturity of a type of resource, this
approach supports the industry to evaluate the right
moment to invest in a new type of resource. The
model is adaptable to the evolution of resources and
it is also possible to add new technological bricks as
investment alternatives. This way, the method helps
the upgrade of production facilities regarding Indus-
try 4.0.
The scenario presented in this paper is elementary
and does not reflect entirely complex scenarios occur-
ring in the real world. The voluntarily simple scenario
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enables to present all features of the methodology,
and can be applied on more complex cases.
4 CONCLUSION
In this paper, we propose the application of decision
analysis on the RPSDP. The utility function is built
based on the parameters of the RMS/RAS, which are
reconfigurability, productivity, investments and ma-
turity of technological bricks. The attitude towards
risk of the decision maker and the relative weights of
the attributes are obtained by evaluation of equiva-
lent lotteries. For the studied production scenarios,
occurrence probabilities are defined and validated by
experts. Based on this data, and by applying decision
analysis on the RPSDP, we obtain a suggestion for the
design strategy. This new methodology provides an
evaluation of many parameters of the problem, and
aims to erase psychological bias in the design process.
Furthermore, the summation of all relevant data and
scenarios in a single decision tree supports communi-
cation in decision meetings.
A limitation of the approach is the necessity to have
results regarding productivity available for all alter-
natives, obtained by simulation. This implies a time-
consuming preliminary work.
Regarding the presented case study, more complex
scenarios have to be tested. The possibility to in-
vest in different types of resources can be modeled,
for example as a combination of movable and fixed
robots, instead of making a separation between re-
source types as presented in this paper.
The tool used for decision analysis is currently inde-
pendent of other modules of the approach. Further re-
search will focus on the automation of the analysis, by
implementing gateways between the reconfigurability
indicators calculation module, the DES software, op-
timisation module, and the risk decision analysis soft-
ware. This development will support a non-specialist
to be able to run the analysis autonomously.
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Managing successfully the risks in the transportation domain is a prerequisite in order to increase its 
safety and also to guarantee a high quality of operation. As far as road transport is concerned, upgrading its safety is in 
the forefront since roads have the largest share in the movement of both goods and people, worldwide. Among the 
various elements of road transport, tunnels particularly are considered the most “sensitive” part of the road 
infrastructure. Potential seriousness of accidents in road tunnels was justified in the consequences derived from past 
accidents, especially those resulted in fires. In order to prevent road tunnels from potential fire accidents as well as to 
minimize their consequences, if they occur, it is necessary to manage the safety of tunnels through a holistic approach 
by examining all the parts of these complex socio-technical systems. Therefore, this paper introduces the plan for the 
development of an intelligent system for managing holistically fire risks in tunnels by synthesizing new and innovative 
technical installations together with advanced human-related methods. The presented system aims to support control 
rooms of road tunnels to response adequately in case of potential fire incidents guaranteeing thus higher level of fire 
safety for these critical road infrastructures. 
Risk management, Fire safety, Intelligent communication system, Mass notification 
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1st axis – Risk, resource and emergency 
management
2nd axis –User education and personnel training
3rd axis – Simulation of fire and user behavior 
during evacuation process
4th axis – Integrated communication system
5th axis – Pilot application
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La collecte du sang est organisée par des centres de transfusion sanguine (CTSs) dont l’objectif est de 
recueillir la quantité de sang nécessaire pour répondre à la demande. Actuellement, les quantités de poches de sang 
collectées au niveau d’un centre de transfusion sanguine (CTS) restent insuffisantes face à l’importance de la demande. 
Pour y faire face, certains CTSs, en collaboration avec des associations, ont souvent recours à la collecte mobile du 
don de sang qui offre l’avantage d'augmenter les niveaux de collecte de sang pour arriver à satisfaire les besoins 
nationaux, de par la diversité des emplacements qui permet d’être le plus proche possible de la population, et des 
quantités de sang qui peuvent être collectées. Toutefois certains paramètres doivent être considérés dans ce processus 
de collecte qui reste traditionnel et non digitalisé, ce qui peut limiter la prise de décision dans le choix des différents 
emplacements du centre mobile, mais aussi dans la connaissance de la capacité de ses ressources et du temps d’attente 
parfois trop long pour les donneurs de sang.  Dans cet article, nous proposons une nouvelle méthodologie qui consiste 
à digitaliser le processus de collecte mobile, à rendre le système plus intelligent pour une meilleure planification de 
la collecte en se basant sur un système socio-cyber physique (CPSS) qui s’inspire de l’approche réseau infocentré 
(centric network). Le défi à travers cette méthodologie est de rendre le processus de décision plus intelligent en ce qui 
concerne le choix des éventuels emplacements de collecte, et le partage de l’information avec les donneurs potentiels.
MOTS-CLÉS :
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Collecte du sang
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Système socio-cyber physique (CPSS)
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ARCHITECTURE GLOBALE DU CPSS
RÉSEAU INFOCENTRE POUR LA
COLLECTE MOBILE DE SANG
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A COLLABORATIVE SUPPLY CHAIN NETWORK DESIGN
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ABSTRACT : The management of logistics functions is essential for the overall good functioning of a
health-care establishment to meet the efficiency and the effectiveness requirements that hospitals are increasingly
faced with. Minimizing spending is currently leading health-care establishments to reason and optimize the
physical flows in terms of the overall performance of their supply chains. Therefore, logistics pooling could
be seen as a solution for hospitals to reduce costs and enhance the quality of service. In this work, linear
programming (LP) model was proposed to design a shared hospital supply chain among various establishments of
a ”Territory Hospital Group” based on a horizontal collaborative logistic strategy. The objective is to rationalize,
pool, and optimize the storage and the distribution of products between suppliers, warehouses, and cross-docks.
Instances with small and medium sizes were generated based on a real situation and several tests were developed
on different hypotheses to reveal the impact of the proposed logistics collaboration on economic costs.
KEYWORDS : Optimization, horizontal collaboration, hospital supply chain, logistics pooling
1 INTRODUCTION
In recent decades, the grouping of establishments
or communities (university communities, etc.) is
becoming of great importance, and several research
studies aimed at promoting new models of territorial
organization in different areas of real life. Since
July 2016, hospitals in France were also affected
by this grouping, cause medical sector has been
faced new challenges and issues that obliges to re-
organize the activity of its different functional units.
Encountered with these deep changes, it is essential
to revise the structure of the health-care system in
order to optimize the resources mobilized and control
spending Pillay (2008).
Therefore, in the interest of enhancing hospital
logistics (managing products and material flows
and distribution circuits), France hospitals have
met to form Territorial Hospital Groups (THG)
that vary mainly according to their establishment’s
parties, their budget, and the territories served.
This reform aimed at pooling progressively certain
support functions provided by the establishment such
as logistic management and increasing cooperation
between hospitals. Following other sectors,
collaboration strategy will be advantageous through
an overall cost reduction, a supplier integration,
and an optimization of processes such as storage
of products in warehouses and pharmacies and
their distribution to care units. Hence, to model
this collaboration, mastery of logistics functions is
essential for the overall good functioning of the
hospital supply chain.
Generally, in a classic supply chain, every single
hospital must review, release, treat, and monitor its
supply cycle individually. The supplier’s organization
responds to this operation and must meet the
unit care specifications. In this work, a linear
programming model was proposed, at the strategic
level of decision making, to design a pooled hospital
supply chain among various establishments of a
territory hospital group based on a horizontal
collaborative logistic strategy.
The remainder of this paper is organized as follows:
Section 2 reviews the literature on collaborative
logistics network design problems with different
real-word applications domains and methodologies.
Section 3 presents a description of the proposed
problem and its mathematical formulation. In
the fourth section, several instances were generated
to demonstrate the pooling performance. Finally,
Section 5 presents a conclusion with some future
research studies.
2 Literature review
According to Moutaoukil et al. (2013), collaboration
strategy consists to share logistics means and
resources in order to minimize costs and increase
profits, it could be either on a vertical or horizontal
level. The first type concerns partners who belong
to the same logistics chain that operates at different
levels of the supply network. Unlike the second
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type, that concerns partners of the same level who
do not belong to the same logistics chain. Several
collaborative supply chain design problems and
models have been developed in the literature dealt
with the design of a shared logistics network Mrabti
et al. (2019) to increase the efficiency of the supply
chain and achieve economies of scale in a different
real-world domain (agronomy, automobile, etc.) and
for all decision-making levels. In this section,
we identified different research studies belonging to
the strategic level of decision making that can be
classified according to their field of application and
their resolution approach.
Simulation is the most cited techniques in the
literature to solve this problem. As it was
presented in Giso (2008), authors used simulation
to compare traditional supply chain against vertical
and horizontal collaborative strategies and confirmed
that horizontal collaboration is the best strategy
for reducing logistics costs. In Pooley and Stenger
(1992), authors proposed a simulation approach
to evaluate a logistic transportation consolidation
strategy within a food manufacturing business to
reduce costs by combining several types of logistical
pooling; (1) pooling of warehouses, (2) pooling of
platforms, and (3) pooling of means of transport.
Wanke and Saliby (2009) developed a simulation tool
to determine the impact of inventory centralization
and regular transshipment inventory-pooling models,
on logistic costs and indicated the best pooling
scenario. Leitner et al. (2011) used simulation
techniques to evaluate pooling strategy on two
projects in the automobile sector in Romania and
Spain and optimize cost structures. Also, Moutaoukil
et al. (2013) uses several scenarios to compare the
performance of a traditional logistics network against
a pooling supply chain with a horizontal collaborative
strategy and they used simulation technique to
manage the agri-food SMEs flows. In 2017, Makaci
et al. (2017) developed a generic simulation model
to solve a multiple case study approach that dealt
with the management of shared warehouses, a list of
indicators was presented to assess the performance of
logistical pooling. Recently, in health-care domain, a
simulation tool was developed by Nicolas et al. (2018),
the decision-maker can create, choose and compare
different pooling scenarios in order to measure their
impact on the local maintenance and/or pooling of
product flows among hospitals.
Other studies proposed heuristic optimization
approaches and exact methods to solve the
collaborative supply chain design problem. Authors
in Groothedde et al. (2005) used heuristics to search
the best combination of hubs in a pooled logistics
chain in order to minimize costs. Nataraj et al.
(2019) proposed a meta-heuristic approach to solve
different horizontal collaboration scenarios in the
transport domain in order to increase the vehicle
filling rate and decrease economic cost. In Cheong
et al. (2007), a LP model was proposed to solve
collaborative network design problem and decide the
number, location, and operation of consolidation
hubs by minimizing upstream and downstream
costs of warehouses. Tuzkaya and Önüt (2009)
proposed a LP model to solve a two-echelon supply
chain problem for distributing automotive industry
products from the suppliers to the warehouse
and from the warehouse to the manufacturers to
maximize profit.
For the best of our knowledge, in the operational
research field, none of the existing research works
has modeled or studied the impact of horizontal
collaboration and pooling strategy in hospital sector
and notably within territorial hospital groups, which
provides us a strong motivation to study. This
paper could be an extension of the work presented
by Nicolas et al. (2018) where authors allow decision-
makers to choose and compare the pooling scenarios
of products below a THG based on a set of criteria
chosen by hospital partners. However, an optimal
product pooling scenario could not be generated.
In this paper, we propose an optimization linear
programming model that offers an optimal product
pooling scenario for the decision-maker within a
THG to optimize the economic performance of
hospital sector among the management of several
logistics costs. Therefore, a multi-supplier, multi-
warehouse, and multi-product network is considered
as a collaborative pooled warehousing structure. The
problem is designed as a minimum-cost flow graph
generalized to several products.
3 PROBLEM DESCRIPTION
In our study, the hospital logistics chain could
be designed as a layered network with |S|
suppliers, |W | warehouses, and |P | products sub-
family (food, cleaning materials, textiles, medicines,
etc.). Knowing that every warehouse has its
managing strategy that characterizes its purchasing,
procurement, and storage activities and it is
dedicated for serving only one establishment. The
process flow consists of three steps: (1) making
a procurement order from suppliers, (2) shipment
of products to the warehouse of the considered
hospital, and (3) the distribution of these products
to the unit care. Knowing that each care unit can
only be supplied by its warehouse and that each
warehouse manages its procurement, warehousing,
and transportation activity independently. Such a
supply chain problem can generate several logistics
costs such as transportation costs, inventory holding
costs, and ordering costs, etc. Which explains the
request to migrate for a horizontal collaborative
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pooling strategy and to form a territorials hospital
groups.
Therefore, our work consists in designing a pooled
supply chain within various establishments of the
THG. The objective is to find an optimal allocation
of product flows, that are distributed from suppliers
to warehouses and from warehouses to establishment,
and to set up a pooling scenario that groups one or
more sub-families (materials, food, etc.) of products
in the suitable stores. Thus, in the present hospital
logistics network, there are storage warehouses that
hold the stock of one or more sub-families of products,
and cross-dock stores that represent a point of
material handling and distribution, where products
are not stored for an extended time period. Knowing
that a store can be, simultaneously, as a storage
warehouse for one or more subfamilies and as a cross-
dock for other subfamilies.
Our pooling scenario is carried out in two stages, (1)
the placement of certain sub-families of products on
one or more warehouses and (2) their distribution
from these warehouses to one or more cross-docks.
The proposed model allows to specify optimally for
each product sub-family, its source (which supplier),
its storage locations (warehouse), and its distribution
to cross-docks stores. The objective is to minimize
the overall economic costs defined as follows:
• Full-Time Equivalent cost (FTE): represents the
workload of employees.
• Transportation cost: denotes expenses related
to the distribution of products from storage
warehouses to cross-docks.
• Purchasing cost: concerning product prices set
by suppliers.
• Ordering cost: generated during the
management of orders which vary according
to their annual number (administrative and
logistical monitoring, reception and handling
charges, etc.).
• Holding cost: related to the inventory storage
(insurance, depreciation of facilities, rental, and
maintenance of premises, etc.).
Different constraints should be respected; each
facility’s demand for a product must be satisfied
and the maximum storage capacity of warehouses
should not be exceeded. In this setting, we make the
following assumptions:
• Suppliers have unlimited delivery capacity.
• The supply strategy (i.e. procurement periods,
unit costs, etc.) of the warehouse where the
pooling of products takes place is maintained.
• The number and locations of warehouses and
cross-docks are assumed to be fixed and known.
• A given product could be distributed for
warehouses by one or more suppliers at different
prices.
• The product price proposed by a given supplier
is fixed for all warehouses.
The notation sets, parameters, and decision variables
used in the model are presented below.
Decision variables
xp,s,w: quantity of product p transported from
supplier s to warehouse w.
yp,w,c: quantity of product p transported from
warehouse w to cross-dock c.
Sets
S: set of suppliers, |S| =1..s;
W : set of warehouses, |W | =1..w;
C: set of cross-docks, |C| =1..c;
P : set of products, |P | = 1..p;
Variables / expression
PC: Total purchasing cost;
OC: Total ordering cost;
TC: Total transportation cost;
HC: Total holding cost;
FC: Total Full-time equivalent cost;
PCp,w,s: Unit purchasing cost of products p by
the warehouse w from the supplier s;
HCp,w: Possession rate of product p in a
warehouse w;
OCp,w:Unit ordering cost of product p for a
warehouse w;
FC1p,w: Full-time equivalent unit cost of
product p in warehouse w;
FC2p,c: Full-time equivalent unit cost of product
p in cross-dock store c;
TCp,w,c: Unit transportation cost of product p
from warehouse w to cross-docks c;
Cw: maximum storage capacity of warehouse w;
dp,c: demand of product p by cross-dock c;
ap,w: Unit surface occupied by product p in the
warehouse w (m2);
t: calendar days;
PPp,w: procurement period of product p for
warehouse w (PPp,w = 0);
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3.1 Objective function
In the economic objective function, we introduced the
different costs that affect the pooling performance. It
is represented by the following formula:










































The economic function aims to minimize the
summation of five types of costs; the purchasing
cost, inventory holding costs at the warehouse,
transportation cost, FTE cost and finally total
ordering cost.
3.2 Constraints
The constraints of our model are as follows:
∑
W
yp,w,c ≥ dp,c ∀c ∈ C, p ∈ P (9)
∑
P






yp,w,c = 0, ∀w ∈W, p ∈ P (11)
xp,s,w ≥ 0, ∀w ∈W, p ∈ P, s ∈ S (12)
yp,w,c ≥ 0, ∀w ∈W, p ∈ P, c ∈ C (13)
Constraints 9 ensures that the demand of the unit
care for each subfamily of product is satisfied.
Equation 10 ensure that the total products quantity
at each warehouse should not exceed its storage
capacity. Constraint 11 represents the balance
among supplying, inventory and deliveries at each
warehouse. Constraints 13 and 12 represent the types
of decision variables and guarantee the positivity of
the flows.
4 EXPERIMENTAL RESULTS
In this section, we present computational tests
and analysis results to validate the computational
efficiency and effectiveness of the model and to
see the impact of the horizontal collaboration on
our economic objective function. Two different
configurations are used, firstly we considered the
pre-pooling scenario where products are delivered
directly from supplier to unit care, then we considered
the polling scenario, where collaboration between
functional units of the THG is authorized (i.e.
products can be stored in the warehouse of another
unit care before being shipped). The experiments
have been complimented on Intel(R) Core(TM) Duo
i3-5005U 2.00 GHz and 4 Gb RAM. They have been
solved using IBM ILOG CPLEX solver.
4.1 Data generation
For lack of real data, we performed computational
experiments on a set of randomly generated test
instances based on realistic parameter value obtained
partially from a real situation of an existing territory
hospital group. We considered a set of 8 instances
that vary according their size and their cost structure.
According to the number of warehouses, we can form
two groups of instances (small and medium). Table 1
summarizes the parameters of each instances.
Tableau 1: Instances parameters













The size of an instance is given by the number
of potential warehouses (|W |) and the number of
products (|P |). Continuous uniform distributions,
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independent from each other, were considered in the
random number generation of all variables. The
number of suppliers is fixed and it is equal to two,
the warehouse storage capacity and the demand of
the care unit are generated randomly. The unit costs
structure is determined as follows; the unit ordering
cost has been supposed fixed (20e) for all warehouses
and all types of products. Next, for each product
p ∈ P , a purchasing unit cost is chosen randomly in
the interval [1, 20]. Also, for each warehouse m ∈M ,
a fixed unit holding cost is set between [20,30] for all
products of this warehouse.
4.2 Results and discussion
A comparison between the pre-pooling and the
pooling scenarios will be considered to evaluate
the effect of collaboration (is it advantageous for
hospitals?). The pre-pooling scenario (SC1) presents
the direct shipment of products from the supplier
to the distribution center, and the pooling scenario
(SC2) is obtained by solving the model presented
previously with the objective economic function.
Table 2 summarized the optimal solutions of different
instances for the two scenarios.
Tableau 2: Optimal total cost for pre-pooling and
polling scenarios
Inst SC1 CPU SC2 CPU Gain
S1 2160 103 2.5 1780 103 4.2 17.6%
S2 3200 103 2.8 2647 103 7.0 17.2%
S3 3876 103 112.4 3356 103 135.2 15.5%
S4 4652 103 94.0 4111 103 162.4 13.1%
M1 1316 104 0.3 1166 104 0.9 11.3%
M2 1744 104 0.7 1238 104 1.4 29.0%
M3 2226 104 124.0 1732 104 342.0 22.2%
M4 2447 104 114.6 2174 104 562.0 11.2%
For all instances, the optimal logistic cost of the pre-
pooling scenario is usually lower than the pooling
scenario, which can confirm that the pooling strategy
within the THG is advantageous and provides
a remarkable improvement at the economic level.
Indeed, there is a significant reduction of the total
cost that varies, depending on the instance, between
13% and 17% for small ones and between 11% and
29% for medium instances. This is reflected by an
improvement in FTE cost, purchasing cost, ordering
cost, and inventory holding cost. The CPU time (s)
required by CPLEX for each scenario SC1 and SC2
is given in the third and fifth column, respectively.
It can be seen that the CPU time increases with
the number of warehouses and products, and the
pooling scenario is always time-consuming than the
pre-pooling configuration, e.g. the CPU time of SC1
is 80% lower than SC2 in M4.
Figure 1 and Figure 2 demonstrate economically the
details of costs saving realized, they represent the
average of each cost among all instances. Despite
the appearance of an additional transportation cost,
we note that we make gains in terms of other costs;
13% for the FTE cost since the solver will choose
warehouses with lowest labor costs, and 29% for
purchasing cost. In addition, a reduction in inventory
holding cost and ordering cost with respectively 19%
and 14%. This gain results generally from the optimal
pooling of multiple products between warehouses
according to better flow allocation.
Figure 1: Transportation, holding and ordering costs
variation
Figure 2: FTE and purchasing costs variation
Horizontal collaboration does not only have an
impact on logistics costs, but also it could generate
additional added value on other factors. Therefore,
the resulting analysis may be projected on different
important dimensions such as the warehouse filling
rate. This makes it possible to quantitatively evaluate
the initial situation comparing by the collaborative
configuration. Furthermore, it is possible to deduct
the amount of products exchanged and grouped after
collaboration for each instances by presenting the
percentage of pooling products (Table 3).
For each instance, a total filling rate is measured
among the overall warehouses before and after
collaboration. We note that for all instances, the
filling rate in SC2 decreases with an improvement
ranging from 1% to 2%. Therefore, we can confirm
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#SW % Pooled product
SC1 SC2
S1 35% 29% 2 100%
S2 56% 52% 3 100%
S3 64% 62% 5 85%
S4 72% 67% 5 78%
M1 19% 15% 3 75%
M2 25% 21% 8 100%
M3 42% 38% 14 100%
M4 56% 52% 17 68%
that horizontal collaboration ensures better stock
management and allows to save more free space
and hold even more products. The fourth column
represents the number of storage warehouses (#SW)
kept open after collaboration. Moreover, according
to pooled product percentage, it is noticed that for
the majority of instances, more than 50% of products
have been pooled, which confirms that collaboration
is usually more advantageous.
4.3 Sensitivity analysis
In this section, we determine how target variables are
affected based on changes in input parameters. It is
a way to predict how changes in coefficients of the
model can affect the optimal solution. Considering
the importance of transportation cost generated
during pooling, we motivated the analysis by
increasing the unit transportation cost and assuming
that warehouses are far apart to show the sensitivity
of the model to this parameter. This study was
carried out only on instance S1. Figure 3 shows
the changes in the overall costs following the unitary
increase in transportation cost.
Figure 3: Sensitivity analysis when transportation
cost is increasing
As it is clearly shown in Figure 3, when the unit
transportation cost increases up to 45%, the total
cost (objective value) gradually increases, while the
other logistics costs remain constant. Above 45%,
not only the transportation cost is increased but also
all other logistics costs are influenced. Therefore, we
can note that if the unit transportation cost is raised
to a maximum of 45%, the optimal procurement
and distribution plan (optimal solution) remains
unchanged, but among 46% the optimal solution is no
longer maintained. On the other side, we evaluate if
the decrease of transportation cost affects the optimal
solution and it was revealed that the coefficient can be
decreased without bound by influencing only the cost
of the objective value and not the optimal solution.
5 Conclusions
In this paper, we consider a collaborative supply
chain within a territory hospital group in a multi-
product, multi-supplier, and multi-warehouse setting.
Our main objective was to demonstrate the pooling
performance and improve the economic level of the
supply chain. A LP optimization model was designed
to organize product pooling within hospitals in order
to minimize the overall logistic costs, including
ordering cost, transportation cost, inventory holding
cost, FTE cost, and purchasing cost. The proposed
linear programming model can help managers to
decide not only which product sub-family to pool,
but also the storage locations of those products and
the quantity transported between facilities to satisfy
demand. The network presented in this study deals
with capacitated facilities (warehouses/cross-dock).
We test our model on small and medium instances
generated. Good results are obtained; as logistics cost
and warehouse filling rate.
This study can be extended in several directions. It
will be possible to incorporate other different aspects
of sustainable development such as environmental
objectives in the context of horizontal collaboration.
Also, to specify the problem for a more realistic
scenario, we should deal with uncertain demand over
the decision horizon.
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Dans les milieux industriels à risque, la robotique collaborative fait partie des solutions technologiques 
permettant de concilier productivité et prévention des risques liés à la santé des opérateurs sur les postes de travail. 
Ces systèmes homme-robot sont de plus en plus étudiés dans l’objectif d’optimiser la compétitivité des industries. Basé 
sur un travail réalisé dans le cadre d’un mémoire de master professionnel en ergonomie, cet article rapporte l’apport 
des connaissances sur l’activité des opérateurs dans le développement d’une solution de robotique collaborative en 
milieu sidérurgique. Plus particulièrement, il s’intéresse à la démarche d’inclusion des opérateurs dans le 
développement d’un système technique à base de solutions cobotiques.  
 Robotique collaborative, Schéma décisionnel, Ergonomie
212
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc 
« Réaliser l’analyse de l’activité physique du 
poste de canaliste dans l’objectif de créer des connais-
sances pour instrumenter la future solution ».
« La télé 
opération est principalement utilisée pour les postes où 
l’opérateur est dans l’incapacité d’intervenir mais pour 
lesquels son expertise est nécessaire ».  
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Je vois quand 
ça va coller, quand les baguettes collent dans le canal, 
quand la baguette ne tombe pas toute droite
« Les opérateurs expérimentés savent dé-
ployer une activité efficace, efficiente, pertinente mais 
n’ont pas conscience de leurs modes opératoires et des 
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5.2.2 Résultats et repères pour la conception 
 « ensemble de techniques qui permettent à l’homme 
de transposer ses capacités d’action (observation, mani-
pulation) en temps réel à distance grâce à des retours 
sensoriels ». 
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Conception de systèmes cobo-
tiques industriels : approche robotique avec prise en 
compte des facteurs humains : application à l'indus-
trie manufacturière au sein de Safran et Ariane 
Group
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Swarm robotics is an approach to collective robotics inspired by the self-organized behaviour of social 
animals. This approach aims to design robust, scalable and flexible collective behaviours for the coordination of a 
large number of robots using simple rules and local interactions. However, this design approach faces challenges, 
which are not present in other multi-robot systems: The strong decentralization, the continuity of methods, finding the 
simple behaviours, the local communication and action, the high number of individuals and the traceability are 
characteristics, which make a multi-robot system "too complex to be managed effectively". 
In this paper, we present a design approach based on the Property Driven Design method for the design of swarm 
robots. The specification and modeling phases are performed using SysML language. We used the SysML state-
machines to describe the robot behaviours. The behaviour models of the robots described with SysML are then 
implemented in a multi-agent tool for the simulation phase. We applied our approach to a case study of a simple robot 
aggregation application. Simulation results show that our approach is able to manage easily a large number of robots 
while ensuring the design continuity process in terms of design traceability. 
Swarm robotics, Design methods, Property Driven Design, MBSE, Simulation.
219
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
220
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
221
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
t
222
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
223
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
224
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
225
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
226
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
227
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
228
13the International Conference on Modeling, Optimization and Simulation - MOSIM’20 – November 12-14, 2020- 
Agadir – Morocco “New advances and challenges for sustainable and smart industries”
Forecasting sales is a prerequisite for successful management, this avoids overproduction and therefore costly storage, 
the objective of this work is to provide a reliable sales forecasting model to help organizations make strategic and 
operational decisions. Indeed, this work accounts for the profitability of the use of techniques based on artificial 
intelligence and more precisely the application of recurrent neural networks for a correct prediction of sales. We initially 
developed the necessary adjustments of this type of algorithm and thereafter we opted for a justified use of the long short 
term memory (LSTM) techniques of recurrent neural networks for forecasting sales instead of the conventional 
forecasting methods already used.in this sense, we have proposed a prediction model based on the time series of previous 
sales which reacts and readjusts the parameters of each sequence. 
Forecasting sales model, Artificial intelligence techniques, Machine learning techniques, Production management, 
Decision support, LSTM.
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Figure 3 The structure of an LSTM unit
Figure 5: Data Visualization plot
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Figure 6: Simple Neural Network 
Figure 7 Closed Loop Neural Network
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Figure 8 Simple Neural Network Prediction 
Figure 10: Closed Loop Network Prediction 
Figure 12: LSTM prediction 
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L'économie circulaire et ses différentes boucles de recirculation sont devenues ces dernières années un objet 
d’étude majeur, notamment dans le domaine de l'agriculture qui est un important pourvoyeur de déchets. De nombreuses 
recherches sont menées pour transformer les déchets lignocellulosiques de l'agriculture par des procédés « durables » 
c’est-à-dire économiquement viables, socialement acceptés et respectueux de l'environnement. Par la "pensée cycle de 
vie", il est possible d'évaluer ces impacts environnementaux potentiels. Cependant, ces analyses environnementales 
nécessitent en général un volume important de données spécifiques, dont la collecte peut être longue et fastidieuse, ou 
simplement impossible dans la pratique. D'autre part, les articles scientifiques décrivant les procédés de valorisation des 
coproduits de l'agriculture constituent une source de données intéressante mais peu exploitée. Dans cet article, une 
approche générale couplant la science des données et l’analyse environnementale est proposée. Composée de cinq étapes, 
cette approche est orientée vers une aide à la décision pour le chercheur ou l’ingénieur R&D lors d’une étude 
préliminaire. Elle est mise en œuvre dans le cadre de l’étude des procédés de prétraitements de la tige de maïs et de la 
paille de riz. 
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but et frontière de l’étude 
Figure 1: Schéma de l'approche générale
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L’architecture des données
l’analyse environnementale




but et frontières de l’étude
Figure 2 : Schéma du traitement des données pour l'AICV 
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Analyse et visualisation des résultats,
 
 
Figure 3 : Exemple d'un procédé de prétraitement étudié adapté de (Liu et al., 2013) 
Figure 4: Schéma des outils logiciel
240




Figure 5 : Diagramme de dispersion de la projection (MDS) (deux dimensions) et regroupement des k-moyennes basé sur la matrice 
de distance des impacts (à gauche) et la matrice de distance des procédés (à droite).
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but et fron-
tière de l’étude architecture des données analyse envi-
ronnementale
visualisation et analyse des résultats 
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This article presents a new methodology VSM 4.0 (Value Stream Mapping 4.0) which is a digital and 
collaborative working environment for lean management teams in the era of Industry 4.0. The VSM 4.0 supports 
business leaders in the optimization of the production process by digitizing the value stream. It is based on a systems 
engineering approach adopted for their modeling, this tool will enable the optimization of the production process by 
digitizing the value stream. The idea focuses on higher levels of digitization, integration, and automation of information 
and material flows for a plant and beyond. 
Systems engineering methods have also been called upon in this paper to address the complexity of system modeling 
and increasing system dynamics. 
Industry 4.0; Value Stream Mapping 4.0; Systems engineering; Systems modelling; AutomationML.
244
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
245
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
246
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
247
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
248
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
249
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
250















ternational Journal of Production Economics
CIRP Annals




nal Journal of Production Economics
251
13the International Conference on Modeling, Optimization, and Simulation - MOSIM'20 – November 12-14, 2020-
Agadir – Morocco “New advances and challenges for sustainable and smart industries."
Spare parts inventory control represents a challenge for every aerospace company. Determine the optimal
allocation consumption of spare parts is problematic due to the intermittent Demand. To avoid any financial loss, the
original equipment manufacturer (OEM) uses different inventory models to evaluate the stock level to avoid the non-
availability of the desired spare parts when required. The models developed do not consider the recent evolution and
adoption of industry 4.0 technologies such as additive manufacturing (AM). This paper aims to evaluate the advantage
of the AM integration for spare parts inventory optimization.
Furthermore, it compares three scenarios for spare parts allocation, taking into consideration the AM process. This goal
has been realized by scenarios modeling for spare parts in a multi-echelon system. The first scenario considers no inte-
gration of AM. The second scenario considers the integration of the AM in the central maintenance center (CMC) only.
The third scenario considers AM's integration in CMC and in the regional maintenance center (RMC). The results of this
study show that decentralized AM is the best and optimal scenario for the allocation of spare parts in multi-echelon
systems. Besides, an optimal stock level exists where the conventional process stays the optimal allocation for spare parts.
Spare parts, inventory model, aerospace, additive manufacturing, multi-echelon.
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The challenges of the supply chain are important and will become even more so. Sustainable performance 
and resilience occupy a large part of the contributions and research work related to the supply chain and logistics, on 
the one hand because of the risks inherent in the supply chain (uncertainty relating to demand, stochasticity, and bullwhip 
effect) and on the other hand, because of external disturbances, risks and crises which can temporarily or durably impact 
Customer’s Service. The applications of Artificial Intelligence in this area have experienced a boom over the last 3 
decades. The proliferation of Artificial Intelligence applications in this area would be an opportunity for better 
performance control and a way to better build and build resilience.
The aim of this article is to review the literature on the application of Artificial Intelligence most used approaches in the 
supply chain, its planning, prediction, risk analysis with the aim of sustainable performance and its resilience. 
Artificial Intelligence, Supply Chain, Supply Chain Risk Management, performance, resilience  
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2.1 Problem description  
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4.1. Model development  
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4.3 Data collection 
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Total 626,924 12.23% 
Scenario 
-10%
Total 492,492 -11.84% 
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Increasing market share or entering new markets is a challenge for manufacturing and service companies 
alike. High uncertainty and lack of process knowledge are among the most challenging factors. This is particularly true 
in multi-variant production which is potentially characterized by more complex decisions depending on the variety level 
of the offering, which leads naturally to higher operations complexity. Ramp-up phase is the heart of these challenges 
since a proper management of production ramp-up leads to successful product or service introduction into the market. 
This paper addresses the lack of proper decision supporting tools to enlighten decision makers in ramp-up phase, 
particularly with regard to economic performance.        
Production, Ramp-up, Costing, Learning.
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Figure 4. Quantity produced depending on the period 
with the first strategy 
Figure 5. Quantity produced depending on the period 
with the second strategy 
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Figure 6. Profit evolution with the two strategies 
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PREDICTIONS DE RUL PAR ANALYSE DE SIMILARITES 
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RESUME : La prédiction du temps de vie résiduel – RUL (Remaining Useful Life) est un facteur clé de la maintenance 
prédictive. Ces prédictions étaient généralement basées sur une expertise métier et sur des procédés statistiques 
indépendants des conditions d’utilisation des machines en temps réel. Or avec la généralisation des concepts clés de 
l’Industrie 4.0, l’utilisation des nouvelles technologies permet dorénavant la supervision en tout temps des équipements 
de production. La recherche sur l’estimation des RUL devient de plus en plus populaire. Or seule une branche de la 
recherche utilise simultanément des données sur les états systèmes (vibrations, température, usure) et les contraintes 
qui lui sont appliquées (consignes cibles). La majorité de ces approches utilisent des modèles de prédiction d’un état 
théorique de la machine pour le calcul des RUL. Dans cet article, la méthodologie présentée a pour objectif la 
prédiction de RUL basée sur l’analyse des similarités des comportements en fonction des contraintes appliquées et des 
états du système. 
 
MOTS-CLES : Maintenance industrielle, Politiques de maintenance, Data Mining, Fusion d’information 
 
1 INTRODUCTION ET CONTEXTE 
Les équipements de production sont constamment solli-
cités de manières différentes en fonction du contexte et 
des objectifs de l’entreprise. Ces sollicitations induisent 
l’usure de l’équipement et ainsi des opérations de main-
tenance. La maintenance industrielle peut se définir 
comme la conception et la planification des opérations 
de réparations et d’entretien d’un équipement industriel 
en fonction des facteurs mécaniques, économiques et 
logistiques. Les stratégies de maintenance ont donc des 
répercussions fortes sur l’utilisation des équipements par 
la prévalence du respect des objectifs de sécurité, dispo-
nibilité, qualité du produit ou autre objectif de la compa-
gnie. Les analyses économiques et logistiques permettent 
d’estimer si la maintenance de l’équipement doit être 
réalisée avant ou après la panne de l’équipement (Blan-
chard et al ,1995). Les analyses fonctionnelles des équi-
pements permettent d’identifier les causes possibles 
d’une panne (ISO 17359-2018-01). Des outils tels que 
les arbres d’anomalies – FTA (Fault Tree Analysis), ou 
encore les analyses de causalités – CNEA (Causal Net-
work Event Analysis), sont des exemples de méthodolo-
gies utilisées (Dias et al., 2012). Ces analyses permettent 
théoriquement d’identifier les sous-ensembles de 
l’équipement responsables des pannes. 
Les politiques de gestion des pannes sont découpées en 2 
catégories : correctives et préventives (NF EN 13306). 
La maintenance corrective convient généralement aux 
interventions rapides où les coûts générés par la panne 
sont inférieurs aux coûts d’interventions préventives. Les 
politiques de maintenances préventives se séparent en 
trois autres catégories : les maintenances systématiques, 
conditionnelles et prédictive (Høyland and Rausand, 
2009).  
Une maintenance systématique a lieu à un intervalle de 
temps fixe. Une parmi les nombreuses méthodes 
d’estimation de l’intervalle de temps est l’utilisation de 
la loi de Weibull (Moukhli, 2011). Le recensement des 
temps entre chaque panne TBF (Time Between Failures), 
leur tri puis la détermination des paramètres d’échelle et 
de forme sont des étapes connues de l’industrie de par 
leur simplicité, efficacité et faible besoin en données. 
Une maintenance conditionnelle indique que les inter-
ventions de réparations seront réalisées selon 
l’occurrence de certains évènements identifiés à l’avance 
ou selon l’état de fonctionnement de certains sous-
ensembles de l’équipement défini par des paramètres 
clés (par exemple le niveau d’huile dans un moteur). 
Aucune condition temporelle n’est nécessairement asso-
ciée à une maintenance conditionnelle. Des politiques de 
maintenance conditionnelles basées sur les réseaux 
Bayésiens ou des chaines de Markov ont permis de 
grandement augmenter le temps entre les arrêts pro-
grammés (Sakib, et Wuest, 2018).  
La maintenance prédictive est définie comme une exten-
sion d’une politique conditionnelle « suivant les prévi-
sions extrapolées » (NF EN 13306) des mêmes para-
mètres significatifs. Avec l’arrivée des nouvelles techno-
logies d’acquisition de données en temps réel, on ob-
serve maintenant une recrudescence des recherches por-
tant sur les maintenances conditionnelles et prédictives 
(Carvalho et al., 2019). Ces méthodes se basent, soit sur 
une expertise métier pour l’élaboration d’un modèle de 
dégradation, soit sur des données de fonctionnement 
pour l’entrainement de méthodes supervisées, semi-
supervisées ou non-supervisées (Javed et al., 2017). 
Le temps de vie résiduel ou RUL (Remaining Useful 
Life) représente la différence de temps entre la date de 
fin de vie de l’équipement et l’instant t. L’utilisation de 




ment par une estimation du RUL d’un équipement (Lei 
et al., 2018). Bien que l’utilisation du Data Mining ait 
beaucoup élargi les champs des possibilités de la main-
tenance prédictive et de la PHM (Prognostic Health 
Management), les approches statistiques sont encore 
utilisées et sujet de la recherche aujourd’hui (Carvalho et 
al., 2019). Les procédés statistiques les plus connus sont 
certainement les procédés Markoviens (Kharoufeh et al., 
2010), de dégradation homogène de Wiener (Wang, 
2010) ou les filtres de Kalman étendu (Batzel et Swan-
son, 2009). Le plus gros défaut de ces méthodes est leur 
caractère indépendant face aux conditions d’utilisation 
des équipements en temps réel et donc des lois de dégra-
dation aussi indépendantes des conditions d’utilisation 
en temps réel (Si et al., 2011). 
 
L’arrivée de l’industrie 4.0 (Drath et Horch, 2014) en-
courage l’utilisation des nouvelles technologies et leur 
intégration aux systèmes d’information. Une bonne inté-
gration permet de conserver une multitude de données 
sur les conditions de fonctionnement des équipements de 
production en temps réel (Danjou et al., 2017). 
L’application des algorithmes de Machine Learning tels 
que les arbres de décisions, réseau de neurones, SVM 
(Support Vector Machine) et K-means sont alors de plus 
en plus fréquents dans la littérature (Carvalho et al., 
2019), (Vogl et al. 2019). Les chercheurs étudient doré-
navant majoritairement des mesures de conditions dites 
indirectes (état de l’huile, vibration, température) aux 
conditions directes (fissure) (Si et al., 2011). 
 
L’analyse des conditions indirectes se distingue en deux 
grandes familles : celles reposant sur la fusion 
d’information provenant de différentes sources (vibra-
tion, huile, pression, etc.) (Goebel et Bonissone, 2005) et 
celles se concentrant sur l’analyse d’une information 
spécifique (uniquement les vibrations) (Knežević et al. 
2019). Dans le contexte d’une entreprise ayant plusieurs 
types d’équipements différents, l’étude d’un seul para-
mètre restreint les cas d’application de la méthodologie. 
La méthodologie proposée s’oriente donc dans la famille 
des méthodologies portant sur la fusion d’information. Il 
existe également de plus en plus de méthodologies es-
sayant de différencier les informations relatives aux con-
signes imposées par les utilisateurs (vitesse, pression) 
aux états physiques du système non contrôlable (vibra-
tion, huile) (Huang et al., 2019). (Jardine et al., 2005) 
recense de nombreuses méthodes de distinction et fusion 
d’information. L’objectif de ces méthodes est de pouvoir 
relier le cas d’utilisation présent de la machine avec les 
expériences passées selon un seul et même critère géné-
ralement nommé indicateur de survie. Les réseaux de 
neurones et autres algorithmes sont souvent entrainés sur 
cet indicateur et une panne est prédite lorsque 
l’indicateur tombe en dessous d’un certain seuil. Or cer-
taines méthodes de fusion de l’information ne peuvent 
contraindre l’indicateur de survie à atteindre une valeur 
minimale de 0 (Jardine et al., 2005). L’identification de 
la panne peut alors être estimée par l’étude des similari-
tés des temps de fonctionnement. Soit l’analyse des pa-
trons de comportement d’un ensemble de cas passés par 
rapport au cas actuel étudié. Différentes méthodes 
d’analyse de similarités existent dans la littérature. Ce-
pendant une grande partie repose sur des conditions di-
rectes telles que (Kadry, 2012) qui analyse les simili-
tudes de propagation de fissure par Pattern Fuzzy Simila-
rity pour déterminer le RUL de roulement. (Wang et al., 
2008) propose une analyse sur des données indirectes -
TSBP (Trajectory Similarity Based Prediction) et (Wang 
et al., 2010) la complète par une intégration des con-
traintes appliquées au système. Cependant la sélection 
des données les plus pertinentes n’y est pas automatisée. 
Plusieurs méthodes de calcul du RUL sont abordées, 
mais l’estimation directe par une étude statistique des 
temps de vie des comportements voisins ni est pas étu-
diée. Enfin des comparaisons simples pour justifier 
l’analyse des similarités ainsi que l’apport des conditions 
appliquées ne sont pas spécifiées. 
 
Dans le présent article, nous proposons une nouvelle 
méthodologie de prédiction de RUL se basant sur les 
conditions d’exploitation de l’équipement (contraintes 
imposées par les opérateurs et contraintes de mesure 
indirectes). La méthodologie a pour objectif une utilisa-
tion en industrie et se base sur l’étude des similarités des 
comportements passés. On note que la présente métho-
dologie a été développée afin de répondre à un besoin 
industriel de l’agroalimentaire de transformation de 
masse de céréales. Dans ce contexte, les paramètres de 
production sont optimisés pour la production et ne peu-
vent être modifiés. L’objectif du déploiement de cette 
méthodologie est d'améliorer l’ordonnancement des tra-
vaux de maintenance et de diminuer les temps d’arrêt 
dus à un contrôle systématique des équipements. Ainsi, 
on suppose qu’un équipement est remis à neuf après une 
réparation. 
La structure de l’article est la suivante : la section 2 ex-
pose la méthodologie proposée. La section 3 expose un 
cas d’application qui montre la mise en œuvre de la mé-
thodologie. Finalement, la section 4 présente les résultats 
et limites de la méthode. 
2 MÉTHODOLOGIE 
2.1 Définition des termes 
On appelle Contraintes d’Activité (CA) l’ensemble des 
paramètres de la machine contrôlables par les opérateurs 
(vitesse, pression, alimentation); et États du Système 
(ES) les grandeurs physiques intrinsèques à 
l’équipement non contrôlable par l’opérateur (vibration, 
qualité d’huile, température résiduelle). Les données 
sont les mesures de ces paramètres provenant de 
différents capteurs de mesures, elles couvrent l’ensemble 
du temps de fonctionnement de la machine. Pour 
l’ensemble de la méthodologie, les données sont sépa-
rées aléatoirement en un ensemble d’entrainement 
(80% des données) et un ensemble de tests (20%). La 
variable delta est l’écart entre la valeur réelle et la 
prédiction du temps de fin de fonctionnement. Un delta 
négatif signifie que la prédiction est postérieure à la 




La méthodologie proposée repose sur 3 grandes étapes 
présentées par la suite (2.2) l’analyse des temps de fonc-
tionnement (2.3) l’analyse mono-facteur caractérisant les 
ES et enfin (2.4) l’analyse multi-facteurs caractérisant 
les CA et les ES. La première étape de la méthodologie 
servira de témoin pour la comparaison des résultats.  
2.2 Analyse des temps de fonctionnement 
La loi de Weibull est utilisée comme référentiel. Seuls 
les temps de fonctionnement de l’équipement sont né-
cessaires, les paramètres d’échelle et de forme de la loi 
de Weibull sont estimés automatiquement sur l’ensemble 
d’entrainement (Kadry, 2012). Les prédictions de RUL 
étant dé-corrélées des données relatives aux ES et aux 
CA il est possible de réaliser pour chaque individu test 
plusieurs prédictions aléatoires pour rendre les résultats 
significatifs. 
 
2.3 Analyse de similarités mono-facteur 
Les données considérées dans cette section proviennent 
d'un capteur décrivant un ES pertinent. 
2.3.1 Prétraitement 
Les données relatives à la production sont généralement 
bruitées. Une normalisation en Z et un filtre sont appli-
qués aux données. Le but est de conserver uniquement la 
disparité des données au cours du temps afin d’identifier 
des comportements symptomatiques d’une fin de fonc-
tionnement. Les données extrêmes doivent être conser-
vées. Les données sont ensuite filtrées par la courbe en-
veloppe supérieure. On pose l’hypothèse que l’utilisation 
de la courbe enveloppe permet de garder les caractéris-
tiques d’un filtre passe-bas par la sélection de la fenêtre 
d’échantillonnage des données tout en gardant les don-
nées extrêmes. 
2.3.2 Analyse de similarités 
On suppose que des machines ayant un même compor-
tement auront également des temps de fonctionnement 
similaires. Cette sous-section va quantifier les compor-
tements similaires entre l’ensemble des données 
d’entrainement et l’ensemble des données tests. Pour ce 
faire, plusieurs algorithmes de calculs de distance exis-
tent : le calcul des distances point à point ou Dynamic 
Time Warping (DTW) sont les plus communs (Goebel et 
Bonissone, 2005). 
 
Pour vérifier les performances de la méthodologie, le 
calcul de RUL est réalisé à un instant tc donné, inférieur 
à tout temps de fin de fonctionnement. L’ensemble des 
données de test sont tronquées de t=0 à t = tc. Les tailles 
séries de données sont donc différentes entre elles. 
L’utilisation de l’algorithme de DTW présente plus 
d’avantages pour une analyse de structure sur des séries 
de tailles différentes. L’ensemble des distances est alors 
calculé et seuls les k (k étant posé arbitrairement) ma-
chines ayant les plus petits scores sont conservées pour 
la suite de la prédiction.  
2.3.3 Prédiction de RUL 
Chaque donnée de test possède dorénavant un ensemble 
de données d’entrainement avec des comportements 
proches que l’on appelle voisinage. Les temps de fonc-
tionnement du voisinage sont extraits et la prédiction du 
RUL se base sur la médiane du voisinage. Le choix de la 
médiane nous vient (Wang, 2010) 
 
2.4 Analyse de similarités multi-facteurs  
Les données utilisées pour cette section sont l’ensemble 
des données relatives aux CA et ES. L’Analyse de Simi-
larités Multi-Facteurs (ASMF) se base sur les 4 étapes 
suivantes. 
2.4.1 Identification des régimes de fonctionnement 
Les conditions de fonctionnement appliquées à un équi-
pement industriel varient au cours de la production et ont 
été définies ci-dessus comme les CA d’un équipement. 
Un ensemble de CA est appelé régime de fonctionne-
ment. Les données relatives aux ES varient d’un régime 
de fonctionnement à un autre (Lei, 2016). Afin de pou-
voir comparer et analyser les données d’ES de manière 
équitable, la première étape de la méthodologie de 
l’ASMF consiste à normaliser les données selon leur 
régime de fonctionnement tel que réalisé dans la littéra-
ture (Jardine et al., 2006). S’il existe un grand nombre de 
régimes de fonctionnement, il est alors pertinent de re-
grouper des régimes similaires entre eux. Cette étape 
s’organise par (1) le regroupement des régimes de fonc-
tionnement en clusters, (2) la normalisation en Z des 
données sur les ES selon le régime de fonctionnement. 
Le clustering des régimes de fonctionnement est réalisé 
par un algorithme de recherche des K plus proches voi-
sins - KNN (K-Nearest Neighbors) et le nombre de clus-
ters est sélectionné comme celui minimisant la distance 
entre les régimes et le centroïde du cluster selon un cri-
tère d’arrêt : la première distance inférieure ou égale à 
une valeur arbitraire. 
2.4.2 Identification des paramètres prépondérants 
Cette section consiste à l’identification des informations 
d'ES les plus pertinentes pour la détection de fin de fonc-
tionnement. La partie s’organise selon 3 étapes :  
(1) Sélection par corrélations. Dans un équipement, il est 
fréquent que plusieurs capteurs internes à la machine 
soient intimement corrélés. Afin d’éviter un surappren-
tissage, une analyse de covariance est réalisée. Deux 
capteurs sont dits corrélés entre eux si la valeur absolue 
de la covariance est supérieure à un seuil fixé arbitraire-
ment. 
Le tri des capteurs est présenté dans la figure 3. 
 




Ainsi, seuls les capteurs non corrélés (appartenant à la 
liste Lconservés) sont étudiés ce qui limite également les 
temps de calcul. 
(2) Sélection par tendance. La sélection des indicateurs 
se base sur l’analyse de la tendance et deux méthodes de 
calcul différentes sont appliquées ; (a) Calcul du coeffi-
cient directeur de la régression linéaire issue de chaque 
capteur, (b) Calcul du rayon du plus petit cercle inscrit 
de la régression polynomiale d’ordre 3 ou plus. 
La première méthode d’analyse met en évidence la ten-
dance des données de manière globale. On prend 
l’hypothèse que la seconde méthode permet de quantifier 
la rapidité de modification de la tendance au cours du 
temps. Plus le rayon est petit, plus les données ont une 
tendance à évoluer rapidement dans les derniers cycles 
de fonctionnement de la machine. Chaque capteur est 
classé et obtient un score selon chacune des méthodes. 
La somme des scores permet de sélectionner les k meil-
leurs capteurs où k est un entier arbitraire respectant 
l’inégalité suivante : 
 
(3) Filtrage par enveloppe. Les capteurs sélectionnés 
sont ensuite filtrés en conservant leur courbe enveloppe. 
La méthodologie et les justifications utilisées pour cha-
cun des capteurs sont les mêmes que pour la section de 
prétraitement des données de l’analyse à 1 facteur.  
2.4.3 Fusion des données 
Contrairement à l’analyse mono- facteur, il est néces-
saire ici d’agréger les informations des différents cap-
teurs identifiés à la partie précédente dans un indicateur 
de survie. Pour rappel, l’équipement est supposé remis à 
neuf après chaque opération de maintenance ce qui im-
plique que toutes les machines commencent avec la 
même valeur de survie. Cet indicateur vérifie les condi-
tions suivantes :  
c1. Il est compris entre 0 et 1 pour tout instant t. 
c2. L’indicateur est décroissant 
c3. Il vaut 1 à t = 0 et 0 lorsque l’équipement tombe 
en panne 
Une première estimation simple d’un tel indicateur est de 
l’estimer pour chaque machine par une droite dont les 
paramètres respectent les conditions c2. 
La prochaine étape est de fusionner l’information des 
capteurs à cet indicateur de survie. La fusion de données 
est donc réalisée avec une régression linéaire multiple 
notée I. Pour garantir le caractère borné et décroissant, 
un nouvel indicateur Î est défini tel que Î(t)=min(I(t-1) ; 
I(t)) où t est indice de temps. 
2.4.4 Analyse de similarités et prédiction de RUL 
La prédiction du RUL est basée sur la même méthodolo-
gie que pour l’analyse de similarités mono-facteur. Les 
données tests sont tronquées à un instant t arbitraire, 
mais antérieur à toute panne de l’équipement. Les étapes 
précédentes de l’ASMF sont ensuite appliquées à 
l’ensemble test soit (1) la l’identification des régimes de 
fonctionnement, (2) l’identification des paramètres pré-
pondérants et (3) la fusion des données. À la fin de ces 
trois sous étapes, une courbe tronquée semblable à une 
courbe de survie est associée à chaque machine test. 
L’algorithme de DTW (distance de Manhattan) va en-
suite calculer l’ensemble des distances entre chaque 
courbe test avec chaque courbe d’entrainement. Les k 
plus proches voisins sont conservés, où k est fixé arbi-
trairement. La prédiction ponctuelle de RUL est la mé-
diane de l’ensemble des k voisins. Finalement, l’écart 
delta est calculé selon la définition de donnée dans la 
section 2.1 définition des termes.  
3 CAS D’APPLICATION 
3.1 Contexte 
Les données utilisées sont des données de fonctionne-
ment de turbines fournies par la NASA en 2008 lors de 
la première conférence internationale Prognostics and 
Health Management (PHM08). Le cas d’application uti-
lise une partition aléatoire du fichier contenant les don-
nées d’entrainement. Le set de données se compose d’un 
repère temporel, du numéro de machine, de 3 compo-
santes relatives aux CA et de 21 composantes relatives 
aux ES. La composante de temps a pour unité un cycle 
de fonctionnement. Les informations obtenues par les 
capteurs peuvent être du domaine continu ou discret.  
À noter que les dernières étapes de chaque sous-
méthodologie sont présentées dans la partie 5 "résultat". 
 
3.2 Analyse des temps de fonctionnement 
Pour une meilleure estimation des paramètres de la loi de 
Weibull, l’offset de la série doit être nul. On retranche 
alors la valeur minimale de la série à l’ensemble des 
données. La figure 2 présente l’estimation de la loi de 
répartition.  
 
Figure 2 : Histogrammes des temps de fin de 
fonctionnement réels et prédits par Weibull 
3.3 Analyse de similarités mono-facteur 
L’analyse des similarités mono-facteur nécessite, comme 
son nom l’indique, les données relatives à un seul cap-
teur. Les données détaillant les ES de la base PHM08 






La figure 3 donne une visualisation après normalisation 
des données issues du capteur 8.  
 
Figure 3 : Capteur 8 après normalisation 
Le filtrage des données par la courbe enveloppe est 
ensuite réalisée et est présentée sur la figure 4. 
 
Figure 4 : Courbe enveloppe des données du capteur 8  
3.3.2 Analyse de similarité 
D’après les étapes présentées partie 2.3.2 et grâce à 
l’étude statistique on identifie un temps de coupure pour 
les individus test. Un tc = 100 cycles est sélectionné pour 
ce cas d’application. L’ensemble des données test sont 
alors tronquées après tc. Le vecteur des distances (ana-
lyse DTW) est calculé et seuls les k=15 premiers voisins 
sont conservés pour les prédictions de RUL. Les résul-
tats seront présentés dans la partie suivante « Résultats ».  
 
3.4 Multiples facteurs 
3.4.1 Identification des régimes de fonctionnement 
Les données d’étude contiennent trois informations rela-
tives aux CA. L’analyse des régimes de fonctionnement 
portera donc sur ces trois colonnes. Les résultats du clus-
tering des différents régimes sont présentés figure 5 et 
figure 6. La première figure présente les sommes cumu-
lées des distances entre chaque élément du cluster à son 
centroïde et justifie la sélection de 3 clusters. La figure 6 
permet de visualiser les régimes en bleu et les centroïdes 
par les sphères rouges plus larges. Les données sont alors 
normalisées selon ces trois clusters. 
 
 
Figure 5 : Courbe des distances aux centroïdes 
 
 
Figure 6 : Clusters des régimes de fonctionnement 
3.4.2 Identification des paramètres prépondérants 
Cette étape se focalise sur l’étude des ES soit 21 co-
lonnes. Les données relatives aux ES étant nombreuses, 
on fixe le seuil de la covariance à 0.5 afin de limiter au 
maximum le surapprentissage dû à une redondance des 
données.  
 
Figure 7 : Carte de chaleur de l’analyse des covariances 
 
Seuls 12 sur les 21 capteurs initiaux sont conservés après 
l’analyse de covariance. Les tendances globale et locale 
de ces 12 capteurs sont alors analysées respectivement 
une régression linéaire et une régression polynomiale 
d’ordre 3. Les figures 8 et 9 suivantes présentent les ré-





Figure 8 : Résultat analyse de la tendance globale 
 
 
Figure 9 : Résultat analyse de la tendance locale 
 
Chaque capteur est trié selon chacune des régressions 
avant qu'un score lui soit associé. Seuls les meilleurs 
capteurs sont conservés pour la suite de l’étude. Un fil-
trage par courbe enveloppe est appliqué avant de passer à 
la partie suivante de fusion d’information.  
3.4.3 Fusion de données 
Dans un premier temps, l'indicateur préliminaire : dé-
croissant et linéaire est calculé. La figure 10 représente 
cet indicateur pour chaque machine de l’ensemble 
d’entrainement. 
 
Figure 10 : Indicateur de survie préliminaire 
 
La fusion d’information entre l’indicateur de survie et les 
capteurs de la partie précédente est réalisée par une ré-
gression linéaire. Cet indicateur est ensuite filtré par une 
fonction en escalier afin de respecter les contraintes de 
bornes et de décroissance de l’indicateur. La figure 11 
présente l’indicateur de survie final. La panne d’un équi-
pement arrive dès qu’il n’y a plus de données et est ca-
ractérisée par une croix noire. On peut noter une forme 




Figure 11 : Indicateur de survie set final 
 
De cet ensemble de courbes de survie, une analyse de 
similarités avec des données tronquées permet de réaliser 
la prédiction du temps de vie.  
4 RÉSULTATS 
La partie suivante regroupe l’ensemble des prédictions 
réalisées pour le cas d’étude dans figure 12. Les résultats 
sont présentés via l’indicateur delta défini dans la partie 
3.1. Delta positif et plus proche de 0 caractérise de 
bonnes prédictions. Au contraire un delta négatif signifie 
que l’équipement est tombé en panne avant l’estimation 
ce que l’industriel cherche à éviter le plus possible. Si la 
prédiction est antérieure à la date de la panne effective, 
l’impact est moindre. En effet, comme expliqué dans la 
partie 3.3.2 les prédictions sont réalisées à des intervalles 
prédéfinis, il est donc possible pour l’opérateur de relan-
cer des prédictions à une période postérieure et donc 
d’améliorer la prédiction sans prendre de risque supplé-
mentaire sur une panne de la machine.  
 
Pour l’ensemble des histogrammes présentés figure 12, 
la légende suivante est appliquée : (1-Vert) Vert : 0 < 
delta < 100 cycles, (2-Orange) Orange : -50 < delta < 0 
cycle ou delta > 100 cycles et (3-Rouge) Rouge : delta < 
-50 cycles  
Les barres verticales représentent respectivement le pre-
mier quartile, la médiane et le 3e quartile des prédictions. 
 
4.1 Calcul et comparaison des prédictions 
Les prédictions des trois sous partie de la méthodologie 
sont présentées sur la figure 12. 
Le tableau 1 ci-dessous présente le nombre de prédic-
tions postérieures au temps de fin de fonctionnement et 
la variance des prédictions pour les 3 sous-
méthodologies. La variance des données d’origines est 




   
Figure 12 : Répartition delta méthode (a) Weibull, (b) mono-facteur, (c) multi-facteur 
 
Le temps de calcul nécessaire pour 1 prédiction pour un 
ensemble test de 208 éléments est ajouté à titre indicatif 










Weibull 12.9 % 90.96 < 1 s 
Mono 19.23 % 53.82  17 s 
ASMF 13.46 % 56.76  30 s 
Tableau 1 : Comparaison des résultats 
Les résultats sont comparés selon quatre critères (1) le 
nombre de prédictions réalisées après que la panne ait 
réellement eu lieu (Jardin et al., 2006), (2) la gravité des 
mauvaises prédictions, (3) la disparité de delta et (4) le 
temps de calcul (Huang et al., 2019). 
(1) On cherche à évaluer par ce critère quelle méthode 
donne le plus grand nombre de prédictions antérieures à 
la panne. On note que les prédictions réalisées sont 
antérieures à la panne réelle à plus de 80% pour les 3 
méthodes. Le classement des méthodes, de la meilleure à 
la moins performante, est le suivant : (1) Weibull, (2) 
ASMF et (3) mono capteur, avec seulement 0.6% d’écart 
entre Weibull et ASMF. 
(2) L’étude de la gravité des mauvaises prédictions 
(légende présentée partie 4 ci-dessus) permet de 
quantifier l’impact de mauvaises prédictions sur les 
décisions de maintenance. On obtient le classement (1) 
ASMF, (2) mono capteur et (3) Weibull. La présence de 
(3-Rouge) est ce qui place Weibull en dernier.  
(3) On note une augmentation de quasi 2 fois l’écart type 
pour les prédictions par une loi de Weibull, mais de 
seulement 0.2 fois pour ASMF et mono capteur. Les 
intervalles de confiance liés aux prédictions sont donc 
plus petits pour ces deux dernières méthodes. Des 
prédictions plus précises permettent de plus facilement 
déterminer des intervalles de confiance sur l’état de la 
machine. La planification de la maintenance en est 
facilitée. 
(4) Le temps de calcul nécessaire d’une prédiction pour 
chaque méthode reste inférieur à 1 minute. Weibull reste 
la méthode la plus rapide de par sa simplicité. L’ASMF 
nécessite le temps de calcul le plus long, mais une 
exécution de moins 1 minute ne représente pas 
d'inconvénients notables pour l’organisation de la 
maintenance.  
5 CONCLUSION ET DISCUSSION 
La méthodologie proposée permet de calculer et compa-
rer des prédictions de RUL selon les similarités de com-
portement d’une machine. Une intégration des con-
traintes de fonctionnement et des états du système a 
donné de meilleurs résultats de prédiction. Les prédic-
tions obtenues par la méthodologie présentent de meil-
leurs résultats que des analyses communément utilisées 
telles que Weibull. Bien que le nombre de prédictions en 
retard par rapport à la réalité soit plus grand de 0.6% 
pour l’ASMF vis-à-vis de Weibull, l’ASMF prédit de 
manière plus précise et les mauvaises prédictions impac-
tent moins la production (gravité plus faible).  
 
On remarque qu’une seule prédiction par machine est 
réalisée au cours de la méthodologie. Or, plus l’instant 
de la prédiction est proche de la fin de fonctionnement 
réelle, plus les prédictions seront précises. Afin 
d’améliorer les performances, il est donc possible de 
prévoir plusieurs points de calcul des prédictions. 
On note cependant que cette méthodologie nécessite 
beaucoup de données de surveillance en continu et allant 
jusqu’à la panne de l’équipement (problème aussi identi-
fié pour l’utilisation de la loi de Weibull). La probléma-
tique est d’obtenir ou de détecter automatiquement les 
anciennes pannes du système. Étendre la méthodologie 
avec un prétraitement par une analyse d’anomalies est 
une piste à étudier.  
L’analyse des contraintes appliquées est réalisée ponc-
tuellement au début de l’ASMF. Or de nouvelles condi-
tions de fonctionnement peuvent impacter le regroupe-
ment des régimes de fonctionnement. Pour conserver les 
bonnes performances de la méthodologie, il serait donc 
nécessaire de recalculer les régimes de fonctionnement. 
Prévoir la mesure d’une déviance des centroïdes des ré-
gimes de fonctionnement par des méthodes de concept 
drift permettrait une plus grande autonomie.  
Enfin la comparaison des résultats devrait évaluer la ro-
bustesse des prédictions. Des métriques telles que pré-
sentées par (Saxena et al., 2008) pourraient être une piste 
d’amélioration. 
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ABSTRACT: Further reducing empty running by trucks is clearly an important source of efficiency for
transportation companies, as well as a valuable way to decrease their carbon footprint. The Pickup and Delivery
Problem (PDP) aims at selecting routes such that the distance travelled empty is as short as possible, given
a set of transportation requests. In this context, the driving time constraint may be a key factor since it
restricts the number of possible routes for each vehicle. To overcome this time constraint, an opportunity is
for vehicles to drop or swap their trailer at intermediary transshipment points. In this paper, we evaluate the
benefits of using transshipment points in the PDP to reduce the length of the empty backhauls, and we study
how the driving time constraint affects those benefits. For this, we apply a MIP model for the PDP integrating
transshipment points, and conduct computational experiments comparing the results with a classical PDP. We
find that indeed, when driving time is constraining, enabling transshipment points seems to be of interest (up to
25% more reduction in the distance travelled empty).
KEYWORDS: Pickup and Delivery Problem, Transshipment Points, Empty Backhauls, Driving Time.
1 INTRODUCTION
In today’s globalized and ever-changing market, com-
panies have to find solutions to meet the demand
of their customers while ensuring low transportation
costs (Mason and Harris, 2019). Logistic providers
have to move smaller volume on larger distances,
more frequently (Belenguer et al., 2016). Moreover,
the transportation sector has to consider societal chal-
lenges, in particular related to sustainability, as this
sector is responsible for around a quarter of the EU-
28 greenhouse gas emissions (European Environment
Agency, 2015). To help them face these challenges,
companies can count on improved technologies (i.e.
energy efficiency and electrification of vehicles) but
they also need to improve the efficiency of the logis-
tics system as a whole (Creemers et al., 2017).
The reduction of empty hauls is an important source
of improvement, as they represented 27.3% of the
national road freight kilometers in 2010 (European
Commission, 2011). This reduction can be achieved
by optimizing the planning and the route selection,
but also by more profound changes in the routing
and return trip policies. Figure 1.a illustrates the
simplistic case where full trucks ship products from
a supplier to a customer and come back directly and
empty, leading to half of the trips travelled empty. In-
stead, as illustrated in Figure 1.b, empty backhauling
can be reduced by making a tour with more stages,
where delivery at a customer is followed by loading
at a, hopefully close, supplier. The ensuing prob-
lem, known in the literature as the Pickup and De-
livery Problem (PDP), consists in designing routes
that meet transportation requests in such way that
the empty distance travelled is as short as possible
(Savelsbergh and Sol, 1995).
In such configuration, the driving time limit may be
an important constraint since it restricts the length
of the tour that can be travelled by a single truck,
and the number of possible combinations that can be
used in order to decrease empty travelled distances.
For instance, given a driving time limit, the tour de-
picted in Figure 1.b may be too long for a single truck.
In this case, the transportation company would have
to revert to two trucks, two return trips and longer
empty backhauls (Figure 1.a). To circumvent the con-
straint set by the driving time limit, an option is to
integrate intermediary transshipment points, where
trucks may drop or swap trailers. This case is illus-
trated in Figure 1.c, where vehicle T4 collects the
load at the supplier i1, drops it at the customer j1
and directly loads the shipment destined to customer
j2 (that was brought from i2 by truck T5), before
visiting customer j2 and coming back to its starting
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Figure 1 – Illustration of three transportation policies and their impact on travelled distances: (a) direct return
trips; (b) pickup and delivery without transshipment; (c) pickup and delivery with transshipment.
point. In this case, the driving time limit is respected
and the empty travelling distances are still reduced,
using the location of customer j1 (or close by) as a
transshipment point. Also note that the full truckload
distance is slightly lengthened, to allow for the trucks
to meet at the transshipment point and eventually to
reduce empty distances. This configuration naturally
leads to an extension of the PDP, called the Pickup
and Delivery Problem with Transshipment (PDPT).
In this paper, our goal is to assess the reduction in
distances travelled empty when transshipment points
are included in the network, and how this reduction
is impacted by the tightness of the driving time limit.
For this, we compare the results of two MIP models,
for the PDP without and with transshipment, and
vary the driving time limit. Those comparisons are
performed on instances derived from real data of a
Belgian transportation company (protected by a non-
disclosure agreement), offering mainly long-distance
full truckload transportation in Europe.
The remainder of the paper is structured as follows.
Section 2 presents the PDPT literature. In Section 3,
we present the problem and both PDP models, with-
out and with transshipment points. The reduction in
empty distances, the impact of the driving time limit
and managerial insights are discussed in Section 4.
Finally, Section 5 concludes our paper.
2 LITERATURE
The literature on the pickup and delivery problem
(PDP) is vast as many variants have been studied
and various solutions methods applied (see for ex-
ample, Ropke and Pisinger, 2006; Montoya-Torres
et al., 2015; Schiffer et al., 2019). Berbeglia et al.
(2007) propose a classification of pickup and deliv-
ery problems, including the PDP with transshipment
(PDPT). Compared to the PDP, the PDPT is less
explored in the literature (Danloup et al., 2018), but
it has attracted increased attention from the research
community in the last few years for its ability to de-
sign an agile and intelligent distribution network that
helps reducing travelled distances. The PDPT, which
is studied in this paper, considers a fleet of vehicles
which can exchange trailers or customer requests at
special locations, called transshipment points. These
locations can be specific facilities like depots of carri-
ers or cross-docking centres, when a specific equip-
ment is required to operate the transshipment, or
more simply, public places like parking areas or mo-
torway service areas when the goods or complete trail-
ers can be moved between vehicles without specific
equipment (Vornhusen et al., 2014).
In addition to two metaheuristics to solve the PDPT
(a large neighbourhood search and a genetic algo-
rithm), Danloup et al. (2018) present an extensive
literature review on the PDPT, distinguishing exact
and heuristic methods. In the following, we present
the contributions that are most related to our re-
search. Mitrović-Minić and Laporte (2006) propose a
two-phase heuristic to solve a PDPT with time win-
dows. The construction phase provides several solu-
tions using various random initial orderings of the re-
quests and the improvement phase modifies the best
solution found by successively removing and reinsert-
ing the requests. The authors then use their heuris-
tic to assess the impact of four transshipment points
in the transportation networks, considering uncapaci-
tated vehicles delivering up to 100 transport requests
to several cities. The total route length is reduced in
comparison with the model without transshipment,
with different magnitudes depending on the instances
(from 2% to 40%). The benefits increase with the
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number of requests and when time windows are less
restrictive. Rais et al. (2013) also show that trans-
shipment points may bring benefits, presenting mixed
integer programming models with and without time
windows. The objective of their model is to find a set
of minimum-cost vehicle routes for meeting all cus-
tomer requests. They consider a fleet of capacitated
vehicles which are able to exchange part of their cus-
tomer requests at transshipment points. The authors
demonstrate that the routes including transshipment
points are shorter in five of the ten 10-node instances,
and eight of the ten 14-node instances. Vornhusen
et al. (2014) assess the benefits of transshipment in
a collaborative context, using a mixed-integer pro-
gramming model. In their model, a single customer
request can be split among different vehicles while
the schedules of the deliveries must be synchronized.
The authors analyse 10 instances with two carriers
(one vehicle per carrier), nine requests and one trans-
shipment point. The cost reductions coming from the
collaboration and the request exchanges are of around
19% and the use of one transshipment point brings
additional benefits ranging from 2% to 4%.
In our paper, we consider the PDPT faced by a long-
distance full truckload transportation company. We
analyse instances built from real data including a
large number of transshipment points (around 40 pos-
sible locations) and assess the benefits on around 20
requests. Moreover, we study the impact of the driv-
ing time limit, which is a determining factor to choose
between a classical PDP and a PDPT (i.e. to know
when the additional operational costs due to trans-
shipment are valuable).
3 MODELS PRESENTATION
3.1 Pickup and delivery
The pickup and delivery problem we study is
the classical problem faced by long-distance full
truckload transportation companies. Given a set of
commodities, i.e. shipments to deliver from suppliers
to customers, the goal is to select the shortest
combination of routes, minimizing the empty trav-
elled distance (as full truckload distance is fixed).
Importantly, each truck has to respect a certain
driving time limit (e.g. for legal reasons). We assume
that the fleet of vehicles is homogeneous and that the
number of vehicles/drivers (potentially contractors)
available is sufficient and geographically spread, i.e.
that the number of vehicles is not limiting. In the
following, we formulate a simple MIP model for this
PDP without transshipment, which will serve as
a comparison point in our numerical experiments.
We will include transshipment points in the next
subsection. Table 1 lists the notations that will be
used throughout the paper.
Sets and indices:
i, j ∈ SL Locations.
k ∈ SK Commodities.
v ∈ SV Vehicles.
Parameters:
Distij Distance between nodes i and j, in km.
Tij Driving time between i and j, in hours.
Rk Number of shipments for commodity k.
Ok Origin location of commodity k.
Dk Destination location of commodity k.
Th Handling time at a location, in hours.
Tmax Driving time limit, in hours.
Decision variables:
xvij Number of loaded trips from i to j by v.
yvij Number of empty trips from i to j by v.
fkij The flow of commodity k on arc (i, j).



























ij) · (Tij + Th) ≤ Tmax ∀ v (4)
xvij , y
v
ij ∈ Z+ ∀ i, j, v (5)
The objective (1) is to minimize the total distance,
made of loaded and empty trips. Constraints (2) stip-
ulate that the demand for a commodity k should be
satisfied, directly from its origin location to its desti-
nation location. The only potential for improvement
is thus in the empty backhauling trips. The vehicle
flow conservation constraints (3) ensure that each ve-
hicle arriving at a node j also leaves it. Constraints
(4) prevent a vehicle/driver to work more than the
driving time limit. Note that the time limit includes
the driving time (mostly) but also the handling time
spent for loading/unloading the trailer whenever en-
tering into a node. Finally, constraints (5) enforce
the integer nature of the decision variables.
Note that this model does not include subtour elimi-
nation constraints. As the number of available vehi-
cles is supposed to be sufficient, two subtours could
simply be run by two different vehicles (and the driv-
ing time would still be complied with). Subtour elimi-
nation could be included in the same way as proposed
by Rais et al. (2014) who first propose a model with-
out subtour elimination and then an extension includ-
ing variables zvij and constraints to model precedence.
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In our numerical experiments, both models, for the
PDP and the PDPT, do not include subtour elimina-
tion to be comparable, and this of course reduces the
computational complexity significantly.
3.2 Pickup and delivery with transshipment
As discussed in the introduction, and illustrated in
Figure 1, transshipment points may help complying
with the driving time limit and reducing the empty
travelled distance. In this subsection, we include
the possibility of transshipment points in the PDP
model presented earlier, building on network design
modelling ideas. At a transshipment point, a vehicle
may drop, pickup or swap its trailer. In this model,
we suppose that the transshipment locations are
those of customers and suppliers (or in the same
city). Note that this assumption is not limiting, as
any location could easily be added as a virtual cus-
tomer with no demand (no commodity attached to
it). We assume that the timing and synchronization
of the vehicles routes is decided after they have been
designed using the PDPT model. A time (Th) for
handling the operations related to dropping, picking
or swapping a trailer at a transshipment is included
in the model. In the following, we formulate the
















































ij) · (Tij + Th) ≤ Tmax ∀ v (12)
xvij , y
v
ij ∈ Z+ ∀ i, j, v (13)
fkij ≥ 0 ∀ i, j, k (14)
As in the PDP model, the objective 6 is to minimize
the total distance. Constraints (11-13) are also con-
served from the PDP model, to represent the vehi-
cle flow conservation at each location and the driv-
ing time limit. Constraints (7-9) are the network
flow conservation constraints (at a commodity’s ori-
gin, destination or transshipment point). They en-
sure that each commodity is shipped from its origin
to its destination, whether with a direct delivery or
using transshipment. They allow for commodities to
go through one or more transshipment points. It also
means that, unlike for the PDP, loaded trips are no
longer predefined but are also a decision of the model.
Constraints (10) relate the commodity flows and the
vehicle flows. They guarantee that every flow/arc of
commodity built in the network is covered by a ve-
hicle. A commodity may thus be served by several
vehicles. Finally, constraints (14) enforce the positive
nature of decision variables fkij (the integer nature of
fkij does not need to be enforced).
4 COMPUTATIONAL EXPERIMENTS
4.1 Experimental setting
The instances used in our experiments are based
on data from a Belgian long-distance transportation
company (due to strict confidentiality reasons, we are
not allowed to give more information on this collab-
oration). From the weekly transportation requests of
the company, we build 8 different commodity matri-
ces (instances), each with around 20 transportation
requests (22.4 on average) spread across around 40
locations (43.4 on average, which are also possible lo-
cations for transshipment points). Distances between
locations are computed using the haversine formula
(distance as the crow flies) and multiplied by a factor
of 1.34 to estimate the actual road distance (Héran,
2009). The average distance from a commodity’s ori-
gin to its destination is 581km, and the average dis-
tance between two locations is 705km (as seen in Fig-
ure 2, locations are spread all over Europe). To com-
pute the driving time, we assume an average speed
of 70km/h. A handling time Th of half an hour is
supposed, identical at all locations, whether it is to
unload, load or exchange a trailer (Vornhusen et al.,
2014). To illustrate, Figure 2 shows the routes com-
puted for a specific instance. Tours with multiple
commodities appear when the PDP model is applied
(Figure 2.b). Transshipment points are used when
the PDPT model is applied, for example to reach a
remote location in the North-East (Figure 2.c).
In a first set of experiments (see Section 4.2), we
solve our 8 instances with both models, PDP and
PDPT, considering a driving time limit of 35 hours,
corresponding to a workweek. In a second set of ex-
periments, to study the impact of the driving time
limit (see Section 4.3), we solve 4 instances (for com-
putational time’s sake) with both models, PDP and
PDPT, varying the driving time from 30h to 80h.
This leads to a total of 96 experiments. Note that
when the driving time does not allow to satisfy a
transportation request even with a direct return trip
(e.g. a request longer than 1225km when supposing
35h driving time), we suppose that it is performed
with a return trip, extending the driving time of the
vehicle as little as possible. This only happens with
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Figure 2 – Routes computed for a specific instance, supposing return trips (a), applying the PDP model (b),
and including transshipment (c). Loaded trips are in solid lines and empty trips are in dashed lines.
the PDP, and not with the PDPT as transshipment
point allow to reduce the length of a tour. In fact,
this may be seen as an advantage of transshipment
points: allowing to always comply with the driving
time limit.
Both models, the PDP and the PDPT, have been im-
plemented in Mosel using the MILP solver of Xpress
IVE. All computations are conducted on an Intel Core
processor running at 3.2 GHz with 8 GB of RAM.
The computational time per instance is limited to two
hours and the computations stop when an optimality
gap of 0.5% is reached. The resulting average opti-
mality gap in our 96 experiments equals 2.5%.
4.2 Potential benefits of transshipment
In this subsection, we discuss the results of our first
set of experiments, solving our 8 instances with a
driving time limit of 35 hours. Table 2 gives the av-
erage results, comparing to direct return trips. The
PDP allows to reduce the total distance by 13% and
adding transshipment allows to further reduce it by
a substantial 10.8%. Unsurprisingly, this reduction
comes from the reduction of empty trips, which are






Table 2 – Average change compared to return trips
in loaded, empty and total distances, for the PDP
and for the PDPT, and average number of transship-
ments per instance, when assuming 35h driving time
(8 instances).
return trips. The important difference in results com-
paring PDP and PDPT comes from the fact that in-
deed transshipment points are extensively used, 12.6
times per instance on average, i.e. for more than half
of the transportation requests (56.2%). Using trans-
shipment points leads to detours, which justify the
slight increase in loaded distance (2.3%), while, using
PDP, loaded trips are of course unchanged compared
to direct return trips.
4.3 Impact of the driving time limit
With the second set of experiments, our goal is to as-
sess the impact of the driving time limit, as it is one of
the main motivations to include transshipment. Fig-
ure 3 shows that the driving time limit is indeed a de-
termining factor. With transshipment, the distance
reduction is stable, mostly independent of the driving
Figure 3 – Average change compared to return trips
in loaded, empty and total distances, for the PDP
and for the PDPT, with varying driving time limits
(4 instances).
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Figure 4 – Improvement in total distance, compared to return trips, for the PDP and for the PDPT, for the 4
instances, with driving time limits from 30h to 60h.
time limit, around 25% in total distance and around
50% in empty distance. On the opposite, the distance
reduction when transshipment points are not consid-
ered (PDP) is clearly a function of the driving time.
When the driving time limit is tight, allowing for
transshipment makes a substantial difference (from
10.1% to 25.2% on average total distance with 30h
driving time). The benefit of transshipment points
decreases regularly as the driving time increases, up
to a point where transshipment does not bring any
value and the PDP should be solved rather than the
PDPT for simplicity sake.
To further understand when transshipment is worth
considering, and the PDPT worth solving, we first
show in Figure 4.a the total distance reduction for
each of the four instances, and on average (empty tri-
angles and circles, corresponding to the solid lines in
Figure 3). It appears clearly that the driving time
alone is not sufficient to foresee the extent of the dif-
ference between PDP and PDPT results. With 30h
driving time for example, the PDP distance reduction
varies widely, from 3.9% to 17.2%. The driving time
has to be balanced with the length of the arcs that
the vehicle will have to travel during this time. When
designing the routes, if many shipments can easily be
included in one vehicle tour, the PDP will be efficient
to combine those shipments and reduce empty dis-
tances. When the number of possible shipments in
a tour decreases, the opportunities to combine ship-
ments in order to reduce empty trips decreases as well.
In this case, transshipment points are valuable as they
help relax the tension of the driving time limit and in-
crease the number of possible combinations (with not
only complete shipments but also partial segments of
shipments).
To reflect this, we propose to divide the total driv-
ing time limit by the average driving time be-
tween all pairs of locations in the instance, i.e.
Tmax / avg(Tij) . This « tension» measure roughly
represents the number of nodes (or arcs) that we can
hope to include in a vehicle tour, on average. Fig-
ure 4.b shows the total distance reduction for each
of the four instances with various driving time limits
as in Figure 4.a, but as a function of this « tension»
measure. As anticipated, it appears to be a better
predictor of the results of the PDP, as the results
provided by the various instances with various driv-
ing time limits tend to be quite consistent. When
only few nodes can be visited by a vehicle during its
driving time (small Tmax / avg(Tij) ), PDP is pow-
erless to reduce empty backhauls and the distance
reduction is mild.
Figure 4.b thus also allows to distinguish more clearly
cases where applying the PDPT model and con-
sidering transshipment points is beneficial. If the
« tension» measure, Tmax / avg(Tij) , is around four
or less, transshipment is clearly advised, as it may
help further decreasing the total distance, by more
than 10%. If this measure is in the vicinity of five,
transshipment points may still be worth considering,
depending of the organisational burden they repre-
sent. Finally, for values larger than six, transship-
ment is likely not worth considering. In short, trans-
portation companies should consider including trans-
shipment points in their operations if a tight driving
time limits leads their vehicles to visit five or less lo-
cations per tour.
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5 CONCLUSION
For transportation companies, a key issue for reduc-
ing their costs is the shortening of empty backhauling
trips. To this end, the PDP aims at designing routes
that meet transportation requests, while reducing the
distance travelled empty. In such problems, the driv-
ing time limit appears to be decisive since it restricts
the length of a tour that can be achieved by a single
truck. To circumvent this limit, the PDPT includes
intermediary transshipment points that can be used
by vehicles to swap their trailers. In this paper, we
aimed to assess the additional benefits in distance re-
duction brought by the introduction of transshipment
points in the network, and to study the impact of the
driving time limit on those benefits.
To achieve this, we applied MIP formulations for
the PDP and the PDPT, and conducted 96 com-
putational experiments based on real data from a
Belgian long-distance transportation company. We
found that, compared to the PDP, the PDPT makes a
substantial difference, allowing for up to 25% more re-
duction in the distance travelled empty. However, the
additional benefit brought by transshipment points
decreases regularly as the driving time constraint is
released. From our experiments, it appears that con-
sidering transshipment points is advisable as soon as
the driving time limit prevents a vehicle from visiting
more than five locations in one tour, on average. In
other words, considering transshipment points is of
clear interest when the driving time limit tightens or
when the distances to be covered increases: two real
challenges of today.
This research could be extended in several directions.
A first potential improvement would be to consider
the reduction in CO2 emissions, assuming that emis-
sions depend on whether a vehicle is loaded or empty.
Also, it would be interesting to account for the inter-
operability challenge by considering a heterogeneous
fleet of vehicles. Finally, now that the potential sav-
ings regarding the use of transshipment points are
assessed, the natural next step could be to integrate
the problem of ensuring the good synchronization of
the transshipment operations.
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Emerging from the world of crypto-currencies in 2008  
(Nakamoto 2008), blockchain technology appeared as a 
new type of information system with several applications 
related to many fields such as healthcare (Farouk et 
al.,2020); food information security (Mettler 2016); e-
government (Zhang et al.,2019) ; cybersecurity (Taylor 
Rodriguez Vance et al., 2019) and energy systems (Chen 
et al., 2019). 
It is considered as a secure way to transact, that decrease 
the use of intermediaries and regulatory authorities like 
notary services, banks, and centralized middlemen (Zhang 
et al.,2019). 
Blockchain technology can also have huge impact on op-
erations and supply chain domain. Available research has 
cleared up the potential of blockchain technology to trans-
form each of the SCM processes which improve its per-
formance and decrease inefficient transactions. Amongst 
the advantages, blockchain technology could improve 
complex supply chain issues like transparency, traceabil-
ity, security and product safety (Hader et al.,2020) and so 
forth. Thus, blockchain technology could be a driver of a 
supply chain long term growth and sustainability. Hence, 
enterprises are becoming more interested in blockchain 
technology to manage their supply chain. While recent 
studies have emphasized blockchain benefits in the supply 
chain field, some early use cases that materialize block-
chain investigations have already started, those use cases 
are increasing over the years like any new technology or 
innovation.  
Nevertheless, blockchain faces different obstacles in im-
plementation by supply chain networks, organizations are 
still attentive as they weigh the benefits related to this 
technology against the obstacles to its adoption (Zhang et 
al.,2019). Therefore, many enterprises simply postpone 
their decision on blockchain technology adoption, pon-
dering whether their current organizational conditions are 
ready for blockchain technology implementation. 
To balance the benefits and barriers, the first task of 
adopting blockchain technology is to assess it. (Çolak et 
al.,2020) Nevertheless, a review of blockchain manage-
ment literature leads to identify some gaps. Literature of-
ten cites blockchain technology case applications or the 
benefits of blockchain technology on the supply chain. 
However, there is a paucity of studies that work on block-
chain technology evaluation in research and practice 
which leads to complexities that include inter-organiza-
tional consensus. 
Therefore, we aim to fill this gap in blockchain technol-
ogy literature by providing practical guidance for block-
chain technology integration within supply chain at the 
company level. To achieve this, we set up the following 
research objectives:  
1- To develop an integrated framework that enables a ho-
listic perspective to investigate potential factors from the 
context of the TOE framework (i.e. technology-organiza-
tion- environment) that can affect the entire blockchain 
technology adoption stages within enterprises 
2- To generate a high-level proposition from the frame-
work developed to enable future studies to develop spe-
cific hypothesis from propositions for their empirical 
tests. Former research has aimed to define model for 
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blockchain adoption in supply chain based on the TOE 
framework (Clohessy 2019). However, these authors do 
not make the crucial differentiation between the impact 
that the antecedents of blockchain technology could have 
on each of the stages of its implementation, as it is com-
monly assumed in the information systems that the effects 
of one technology antecedent may vary throughout its 
adoption process (Cruz-Jesus et al.,2019). By incorporat-
ing adoption stages in our conceptual model, we can ex-
plore how the proposed blockchain technology anteced-
ents affect each of the three adoption stages individually 
from initiation to routinization, in enterprises. Examining 
this possibility and providing a clear vision about its adop-
tion process at the firm level is both useful and one of the 
main contributions of this work for blockchain technology 
integrated supply chain literature  
The paper is structured as follows: Section 2 provides an 
introduction to our theoretical base, followed by the con-
ceptual development where we proposed eight proposi-
tions to illustrate how factors from three aspects that is, 
technology aspect, organizational aspect, environmental 
aspect, affect each of the stages of blockchain technology 
diffusion process in Section 3. Subsequently, section 4 
presents a discussion about both theoretical and practical 
implications of our study. The concluding section 5 sum-
marizes the most important insights and limitations and 
provides an outlook on future research. 
2 THEORTICAL BACKGROUND 
2.1 Technology Diffusion Process 
This study draws from three streams of research: (1) tech-
nology diffusion process, (2) technology-organization-en-
vironment (TOE) framework, and (3) BC-SCM. 
Technology Diffusion Process: 
Innovation diffusion is described as a stage-based process 
of “spreading a new technology among potential 
adopters” . This process occurs over a sequence of steps 
which first starts by an awareness about the technology 
itself including the benefits and barriers to implement it in 
the organization. This step is followed by a formal deci-
sion to adopt the technology, and then implementation as 
a beginning of the integration, the technology (Ngah 
,2017). 
Most of studies in the literature divided the process of IT 
innovation adoption into three different stages. Although 
those stages do not have necessarily the same names in all 
works; like for example: 
1- Perception, adoption, and implementation. (Koa 
et al.,2008) 
2- Evaluation, adoption, implementation, and use.  
(Puklavec, B. et al., 2018) 
3- Adoption, assimilation, implemntaion (Wu, 
Chen (2014). 
4- Evaluation, adoption, and routinization (Junior 
et al., 2019) 
Just to cite few, we notice that the three stages cited in the 
different studies are concordant. 
Some researchers propose a six-stage model of adoption 
process (Sepasgozar and Bernold. 2012), which are: 
1- Initiation: evaluating the technology and gather-
ing related information  
2- Adoption: Getting the enterprise resources com-
mitment for IT implementation 
3- Adaptation: train employees to use the technol-
ogy and initiate IT and organizational procedures 
to tailor the solution to the enterprise needs. 
4- Acceptance: motivate and encourage employees 
to engage in use of the solution 
5- Routinization: ensuring that the technology is in-
corporated into work procedures and employee 
habits. 
5- Infusion: Making the most of the technology by 
involving it in all processes to benefit from all 
its advantages. 
However, in other papers a simple version of technology 
diffusion is suggested, for example in their work about the 
implementation of Green IT (Bose and Luo 2011),the dif-
fusion process of software-as-a-service (SaaS) (Martins et 
al., 2016) and the assessment of broadband mobile appli-
cations (Chen and Gao 2017) . 
 The authors simplified the stages-adoption to three stages 
of initiation, adoption, and routinization. 
As the adoption of BCT-SC (blockchain technology adop-
tion in supply chain) significantly impacts business pro-
cess change, collaborative relationships among partners. 
Hence, blockchain technology adoption can be viewed as 
an “IT innovation adoption”. Thus the theory of adoption 
stages seems to be relevant, it examines the BCT-SC 
adoption, which could be different in each stage according 
to the related antecedents, which makes our analyze use-
ful to have a comprehensive understanding of BCT-SC 
through different adoption stages. 
For parsimony, following the cited approach, we propose 
a three-stage model of blockchain technology adoption in 
supply chain.  
Initiation is the first stage, where perceived advantages of 
BCT-SC are being assessed across all related process at 
firm level to complete the attitude towards the BCT-SC 
adoption. 
BCT-SC adoption is the following stage, which consists 
in formalizing the adoption decision by evaluating the IT 
infrastructure and financial requirement for its integra-
tion. (Martins et al., 2016) 
The last stage is routinization, which includes the imple-
mentation of BCT (blockchain technology) solution, and 
the preparation for use, by setting up trial versions for 
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Figure 1: BCT adoption stages  
2.2. Technology-Organization-Environment (TOE) 
Framework 
 
To determine the factors that could impact the process of 
BCT adoption, we use the TOE framework, Developed by 
Tornatzky and Fleischer, its name comes from the three 
factors that this model claims to influence the stages of 
the technology adoption, i.e, technological, organiza-
tional, and environmental context.(Angeles 2012) 
1. The technological context: it related to the or-
ganization’s relevant technologies, as well as 
technologies used by trading partners and the 
potential technologies that the enterprise has the 
intention to adopt even if they are not set up in 
the enterprise. The relevant technologies could 
be material like for example the equipment and 
tools or immaterial as methods and data used 
2. The organizational context: it includes the 
firm’s equipment and resources such as the 
firm’s size, administrative structure, business 
procedures, hierarchy, financial resources, hu-
man resources, turnover. 
3. The environmental context: represents “the 
arena” in which the firm is operating, including 
its activity, its trading partners, and relations 
with governmental entities.  
The TOE framework has been approved to be a suitable 
model for understanding IT integration factors. Hence it 
was used by IS researchers like for example: electronic 
data interchange (EDI), enterprise resource planning 
(ERP), e-business, e-commerce, green IT, hospital IS and 
Software-as-a-Service (Cruz-Jesus et al.,2019). 
Even for the specific case of BCT, TOE already proved to 
be an interesting lens to have a holistic perspective of its 
requisition stages. 
Lai-Wan Wong et al for example studied the adoption of 
blockchain in operations and supply chain management 
among Malaysian SMEs. To do that the authors grounded 
their conceptual model on the TOE framework, conclud-
ing that some BCT antecedents positively influence its 
adoption like for example competitive pressure whereas 
other factors like market dynamics did not prove to have 
any effect (Wong. Et al., 2020). 
Simon Abrecht et al. proposed a theoretical model to shed 
light on BCT adoption in the energy sector. Their model 
combined some aspects of DOI (Diffusion of Innovation) 
with TOE framework to examine the dynamics relation-
ships between blockchain technology and energy sector. 
Based on interviews with 22 experts in the domain of en-
ergy and blockchain they were able to determine con-
structs related to their theory and examines their influence 
on the use cases in question. (Simon et al., 2018). 
They found that some energy services like for example 
grid services, microgrids and wholesale electricity trade 
are influenced by technological constraints whereas they 
noticed that they have a weak relationship with network-
related and power-induced factors 
Their model presents insights for decision makers in elec-
tric utilities and government administrations as they 
worked on the design of political and economic institu-
tions for regulation of blockchain technologies. 
However, they assumed that their study lacks generaliza-
bility because it is limited to the energy sector. 
Gregor Schmitt et al. have performed an analysis of the 
advantages and barriers for organizations when smart 
contract which is a blockchain technology are integrated 
with Internet if things technology (IoT). Their study was 
grounded on interviews with researchers and industrial 
experts. The structure of their interview was structured 
following the TOE framework (Schmitt et al., 2019). 
As a result, they determined 13 key-factors that affect the 
adoption within the TOE framework: 
- Performance expectancy, Technology maturity, 
Perceived compatibility were identified as tech-
nological determinants  
- Firm size, the attitude towards change, Organi-
zational slack were among the organizational 
factors and 
- Regulatory policy, Competitive pressure, Legal 
uncertainty were considered as environmental 
influencers 
Thus, the TOE framework seems to be useful and inter-
esting to understand BCT adoption process in the supply 
chain at firm level. Hence In the literature, multiple re-
searchers have made it clear that technical context is not 
the only factor that influence BCT success and that organ-
izational and environmental factors also impact BCT 
adoption success. 
2.3.   BCT application and its impact on supply chain 
performance: 
BCT is defined as a fully distributed system that records 
and distributes transactional data between networked 
members. It is driven by rules that involved members have 
agreed to and secured by cryptography (Martins et al., 
2016). 
The chain refers to a sequence of data that involved actors 
maintain using a network. While the block represents the 
real time data that are updated by system actors. 
In such a network, transparency is guaranteed, and trace-
ability is enforced as the system maintain the entire his-




• Blockchain technology evaluation
Adoption
• Adoption decision
• allocation of the necessary resources for BCT adoption
• Adjusment of organizational procedures and employee 
training
Routinisation
• Acquistion of BCT
• performing a trial system for validation o the BCT
• Frequent use of BCT
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The benefits of BCT have been primarily examined in the 
cryptocurrency market over a decade ago. Nowadays mul-
tiple applications of blockchain technology are under 
study in multiple domains. 
Thakur et al. (2020) also worked on the adoption of block-
chain technology for land titling in India which demon-
strated the interest as well as the barriers in the case of 
absence of internet infrastructure. (Thakur et al. 2020) 
Damiano Di Francesco Mesa et al. in their work have sur-
veyed five other applications of blockchain technology 
not related to cryptocurrencies which are : end-to-end ver-
ifiable electronic voting, identity management systems, 
access control systems, healthcare records management, 
decentralized notary and supply chain management. ( 
Mesa et al., 2016). 
For each of the cited applications, they analyzed the re-
lated issues and the potential opportunities brought by 
blockchain technology. 
In the context of supply chain as proved in several studies, 
blockchain technology have the potential to remodel and 
enhance the performance of the processes of supply chain 
as it offers provenance of information which could reduce 
expected risks and also simplify the complexity of supply 
chains by limiting the use if intermediaries thus, cost re-
duction and valuable information protection. 
(Wong. Et al., 2020) have also pointed out the benefits of 
blockchain technology in supply chain operations which 
are increasing efficiency and decreasing waste and costs. 
3. CONCEPTUAL MODEL 
Former studies have pointed out the necessity of custom-
izing models borrowed to cater for the era of a specific 
technology. The same when we opt for the TOE frame-
work to explore BCT adoption in supply chain at firm 
level, we pay attention to the specific context of block-
chain technology and set up the parameters according to 
blockchain’s specificity. Figure 1 shows our conceptual 
model. Each of the variables and suggested relationships 
is discussed in this section.  
 
3.1. Technological context 
Firstly, we analyze the influence of the technological con-
text on BCT adoption process in terms of organizational 
IT competence and BCT characteristics. 
Organizational IT competence: 
Organizational IT Competence refers to the “organiza-
tion’s ability for IT-based innovation “. Former studies 
have identified several determinants of IT competence, 
which are (1) IT Infrastructure includes technologies, sys-
tems and applications used by the organization. (2) Hu-
man IT resources refers to people working in the organi-
zation who have the skills to integrate and use technolog-
ical solutions and lastly (3) IT partnerships. These factors 
have been identified as playing a crucial role at firm’s 
level to evaluate, adopt and implement technologies and 
IT-based infrastructure. For example, it is proved that 
firms with a strong IT infrastructure and flexible human 
IT resources could easily integrate new technologies with 
little risks and costs. Also, firms with a robust partnership 
between IS and business managers can facilitate the tech-
nology adoption by decreasing the hesitancy and skepti-
cism from business units. Thus we believe that IT compe-
tence  would be a crucial factor during the BCT adoption 
in SC at firm level especially when the technical immatu-
rity was always the biggest obstacle for organizations to 
implement new technology in general and to conduct BCT 
activities in specific. Note that BCT entails a wide range 
of services (smart contracts, Public (permissionless) 
blockchains, Private (permissioned) blockchains …) 
which requires technological abilities from the supply 
chain actors to take advantage of its advantages. The im-
pact of IT competency, however, could be different 
among the stages of adoption process. Indeed, it can be 
considered as a method that support the preparation of the 
technology infrastructure, even if it was just to have a 
basic level of knowledge about the new technology. How-
ever, we consider that for the two first stages (initiation 
and adoption) a firm’s IT competency may directly influ-
ence the way that the enterprise evaluates BCT. In fact, a 
strong IT infrastructure with a competent IT human re-
sources and smooth IT-business partnership could pro-
mote the effective use of resources for evaluation and im-
plementation of BCT.  
Specially, IT competency may have a direct effect on the 
determination of the availability of resources for BCT 
technology implementation project and their allocation 
for the project. It is also assumed by researchers that tech-
nology competence helps to understand the technology 
and perceive clearly the benefits derived from the adop-
tion of BCT. It could also determine the related activities 
like for example training programs and procedures up-
date. However, we believe that Firm’s IT competency 
doesn’t affect directly the supply chain network actors 
personal motivation to admit and continuously use the 
BCT, which shows that it has a little effect on the last 
stage of BCT adoption which routinization. 
Grounded on the above analyze we propose that: 
P1: Organizational IT competence will have positive im-
pacts on BCT-SC initiation and adoption stages. 
 
According to a survey study done over the last 16 research 
resources about blockchain technology adoption. Table 
1.1.  summarize specific variables according to the num-
ber of times that were found to be significant in several 
blockchain studies based on TOE framework. 
Based on this work we take into consideration the most 





























































¹Includes value chain readiness; ² Includes government regulation; 
ᶾIncludes competitive pressure ⁴Includes industry standards. 
Table 1. Summary of significant blockchain adoption 
consideration. (Cleohessy et al., 2018) 
 
BCT Characteristics: 
Grounded on a comprehensive literature review about the 
perceived characteristics of blockchain technology on the 
adoption has been widely studied. 
According to Clohessy et al. three characteristics of block-
chain technology that is, perceived benefits, complexity 
and compatibility are significantly associated with its 
adoption (leohessy et al., 2018). 
Based on this perspective, we posit that the perceived ben-
efits, compatibility, and complexity of a certain block-
chain influence its adoption process. 
Perceived benefit: Drawing from the literature we define 
Perceived as the potential benefits derived from using a 
specific BCT in supply chain. Effectively when integrated 
in the supply chain processes, Firms that implement BCT 
could benefit from many advantages such as transparency, 
security, traceability. 
According to a Malaysian study which aims to investigate 
the effects of TOE based variables, which conducted an 
empirical study over 194 SMEs in Malaysia (Wong. Et 
al., 2020). The results approved that perceived benefits 
has a significant relationship in determining blockchain 
adoption and this is concordant with several studies on 
adoption considerations, especially with Wand et al. 
(2019) who confirmed through their work that perceived 
benefits would be considered as the main reason that 
blockchain  is significant in supply chains (Cleohessy et 
al., 2018). 
However, the benefits can be viewed from two distinctive 
levels, which are, organizational level and individual 
level. In fact, the expected advantages by organizations 
and employees may not be the same, that is why we be-
lieve that its impact may vary through BCT adoption 
stages as following: 
- Organizational level: perceived benefits may 
have a positive impact on the adoption stage at 
this level because it can drive the firm’s deci-
sion to adopt BCT and adjust its infrastructure 
to this new initiative.  
- Individual level : we believe that individual 
level perceived- benefits may have a positive 
impact with the routinization stage because sup-
ply chain actors would be more encouraged to 
use blockchain technology when they will be 
aware of the usefulness of the system to their 
work. 
Based on these arguments, we propose that: 
P2a: BCT perceived benefits at the organizational level 
will have positive impacts on BCT adoption stage. 
P2b: BCT relative advantage at an individual level will 





Complexity: represents how much blockchain technology 
is challenging and difficult to use by supply chain actors. 
The complexity of BCT is considered as a big issue for 
potential adopters because it has a direct impact on how 
much human resources should be engaged and the extend 
of the effort that should be invested for adapting proce-
dures and IT infrastructure especially in our case which 
treat the integration of BCT in the supply chain because it 
involves multi-party collaboration (Wong. Et al., 2020). 
Former studies have also pointed out the strong relativity 
between adoption intention and the extent of complexity 
of using a new technology (Cruz-Jesus et al.,2019). 
According to the Malaysian study they also found that 
complexity clearly create a big inhibitor for blockchain 
adoption in SC at firm level, with these arguments, the 
following proposition is formulated accordingly:  
P3a: BCT-SC complexity will have negative impacts on 
BCT adoption 
 
Furthermore, it is approved that since the technology is 
complex, its use by employees would be difficult and they 
will be confused and anxious which could impact nega-
tively the time tasks take and job performance  Conse-
quently the complexity of blockchain technology will in 
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turn adversely influences whether or not employees could 
achieve the routinization stage (Çolak et al.,2020) 
Based on these arguments, we propose that: 
 
P3b: BCT-SC complexity will have negative impacts on 
BCT routinization stages 
 
Compatibility:  is defined as the ability of blockchain 
technology to be integrated with already existing infra-
structure. Researchers believes that more the new technol-
ogy is compatible in the firm’s context, more the doubt 
about its adoption will decrease. (Chen; Gao., 2017). Sev-
eral studies have documented that some enterprises con-
sidered only the benefits that the technology could bring 
but neglected whether the system was compatible with 
their business practices. As a result, is the case of block-
chain technology adoption in supply chain could not 
achieve continuous usage by employees. However, by 
taking into consideration this compatibility issue, enter-
prises could achieve successful adoption and continuous 
use of blockchain technology by supply chain actors. 
Based on these arguments, we propose that:  
 
P4: Blockchain technology compatibility will have posi-
tive impacts on KMS adoption and routinization stages.  
 
3.2. Organizational context : 
 
Top Management Support (TMS): 
Considered by researchers as one of the organizational 
contexts that have more influence on IT outsourcing 
(Cruz-Jesus et al.,2019).Top management support (TMS) 
refers to how extent the adoption of a new technology 
“Blockchain in our case” is supported by managers of the 
firm.  
This determinant has been pointed out by several studies 
of technology adoption especially when those technolo-
gies are disruptive and involved in the transformation of 
the business processes of the firm. Indeed, many research-
ers confirmed statistically that TMS is significant to sup-
port and evaluate technology adoption. Although in the 
context of supply chain management Hsiu-Fen Lin ap-
proved in their study about the determinants of electronic 
supply chain management system adoption, that TMS is a 
key determinant of the likelihood and extent of e-SCM 
adoption. (Lin.2014) Considering BCT’s characteristics, 
e.g. high financial costs, and the potential to revolutionize 
the way an organization manage its supply chain, it may 
especially depend on TMS. 
However, Lai-Wan et al. in their empirical study about, 
BC implementation in SC at firm level Found that TMS is 
insignificantly related to BCT adoption which was not 
convincing according to them because they believe that 
BCT in Malaysia where the study was conducted is still in 
its infancy which mean that managers lacks of knowledge 
about the technology to support it but they would be more 
likely to  have a positive behaviors and support it when 
they will be more knowledgeable about it. In fact BCT is 
a radical IT that alters IT existing business models and 
procedures (Wong. Et al., 2020). 
Hence high BCT adoption requires TMS, because, the 
opinions and behaviors of top management can encourage 
supply chain actors to participate and resolve potential 
conflicts among SC stakeholders, especially when it 
comes to allocating needed resources and making adjust-
ment of business procedures Hence, TMS support may be 
a significant driving force in the last stage of adoption 
(routinization). Furthermore, Top management’s agree-
ment toward influence the choice of a specific BCT adop-
tion which may directly dictate how the firm perceives op-
portunities and barriers and eventually how it evaluates 
BCT application in supply chain… Hence TMS have an 
important influence throughout all the stages of block-
chain adoption process in the supply chain. 
Therefore, we propose that: 
P5: Top management support toward BCT will have 
positive impacts on BCT initiation, adoption, and 
routinization stages 
 
3.3. Enviromental context 
 
Competitive pressure (CP): 
According to Schuetz and Venkatesh (2019), environ-
mental factors provide insight into how blockchain tech-
nology initiatives can overcome some of the challenges 
such as high monetary and time costs. The environmental 
factor considered in this study is the competitive pressure. 
(Schuetz and Venkatesh, 2020) 
Competitive pressure refers to the degree of pressure felt 
by a firm from its rivals which is recognized by academics 
and practitioners as a crucial driver in the adoption of a 
new technology (Cruz-Jesus et al.,2019). 
According to the empirical Malaysian study, the impact of 
competitive pressure on SME’s appears among the most 
top four significant that determine the adoption of BCT in 
SC at firm level, which means that SME’s goal to stay 
competitive in their business environment could be 
achieved by the acquisition of technological innovations. 
As mentioned earlier, one advantage of taking into con-
sideration different adoption stages in our analyze is to 
differentiate influence through the adoption stages. Alt-
hough CP has positive effects on evaluation and adoption 
stages, it can also bring negative impacts on the routiniza-
tion stage. In fact, some organizations lack of technical 
and managerial skills to meet innovation technology re-
quirement. Moreover Frederico Cruz-Jesus et al con-
firmed in their work that too much CP would push firms 
to change from a technology to another before effectively 
implementing the first technology in the firm . 
Accordingly, we believe that too much CP impact nega-
tively BCT routinization and might probably be an inhib-
itor. Thus, we suggest the following proposition: 
 
P6. Competitive pressure positively influences BCT eval-













































This study proposes an integrated framework to examine 
how the technology organization, and environment) fac-
tors affect BCT adoption in SC at firm level. In particular, 
the study highlights the roles of technical characteristics 
of BCT, such as perceived benefits, complexity, and com-
patibility in explaining the impacts of those factors on 
each of the stages of BCT diffusion process in SC. 
Regarding their impacts there should be a variation among 
the way they impact BCT adoption stages. 
Our paper has several significant implications. First the 
work suggests a holistic view of BCT adoption process  
stages and variables that could affect the stages involved 
















































Therefore, the analyse enables practitioners to understand 
the critical determinants of concern, in implementing 
BCT on SC in their enterprises. Through this study, we 
have proposed a conceptual model of BCT integrated 
Supply Chain adoption process through three stages. 
We also adopted the TOE framework to frame the deter-
minants that impact the three stages of BCT-SC diffusion 
within enterprises. The proposed framework will benefit 
enterprises who are planning to initiate a BCT and who 
are confronting difficulties in certain stages of their BCT-
SC diffusion. Especially the framework points out areas 
for management attention in each stage of the BCT adop-
tion process. 
By offering a deeper understanding of their potential 
customers, our study model can also help BCT system 
 Figure 2: Structural model results of CRM adoption stages. 
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vendors who would like to take an edge over their rivals 
in supply chain sector. Moreover, this study will serve as 
a base for further empirical studies with the possibility of 
conceptual extensions. As the TOE Framework could be 
extended by exploring the potential influence of other 
factors. For example, another organizational determinant 
as firms’ size or organizational readiness. Incorporating 
other significant factors into account will make our 
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ABSTRACT: In this paper, we are interested in designing a fleet of vehicles made of two types (fuel and electric), which 
will be leased to achieve a set of transportation missions during a maximum period of time. A mathematical model is 
developed in order to determine the number of vehicles of each type to be leased, the number of months of use of each 
vehicle and the preventive maintenance period for each one. The objective is to minimize the expected total cost including 
leasing, operation, preventive and corrective maintenance, and environmental impact. An illustrative example is provided 
and numerical results are presented and discussed.  
 
KEYWORDS: Leasing, logistics, vehicle fleet, maintenance, environmental constrains.   
 
 
1 INTRODUCTION AND LITTERATURE 
REVIEWS  
This paper deals with the selection of the types and the 
number of vehicles to be leased by logistics departments 
to achieve transportation missions. This decision is not an 
easy one given the diversity of vehicles on the market, 
each one involving specific parameters such as the type 
(fuel, electric, or hybrid), reliability, costs related to 
leasing, operation, maintenance, and environmental 
impact.  Due to significant changes in the environmental 
impacts legislation, the logistics service providers have to 
take these incremental changes into account. 
Consequently, it is important to think about the right 
choice of transportation means and take them into 
consideration when designing a logistics network, which 
provides a comprehensive visibility and control. Logistics 
costs are usually computed according to the type of means 
of transport as well as the quantity transported, the 
distance traveled, and the penalty costs caused by delays. 
(Benoist et al., 2010) deal with the vehicle routing 
problem combined with inventory management in order 
to minimize logistics costs. The authors demonstrated that 
their model could reduce costs by 20 % compared to what 
was done by experts in the field of logistics. (Mtalaa et al., 
2010) proposed a mathematical model that minimizes the 
effects of carbon dioxide. They then proposed an 
alternative model that minimizes the overall economic 
costs of the supply chain i.e. the direct traditional logistics 
costs, in closed loop and the costs of reverse logistics. 
These costs are considered in the paper as external 
transport costs. Similarly, (Sawadogo et al., 2010) 
focused on the integration of environmental and societal 
impacts in an intermodal transport network. The aim of 
their work is to determine the most efficient path to 
minimize transport costs, transport time and the various 
environmental and societal impacts. The criteria used for 
decision making are the following: economic cost, 
transport time, air pollution, energy consumption, noise 
pollution, damage due to transshipments and risk of 
accidents. They presented each criterion using a 
mathematical model. The specificity of this approach lies 
in allowing the link between the environmental impacts 
emanating from the means of transport and their estimated 
costs. 
To address the problem of integrating maintenance into 
transport logistics, (Ben Mechlia et al., 2018) presented a 
motivational and bibliographic study on the selection of 
the best transportation means in order to ensure the supply 
of customers depending on the type of merchandises. 
Moreover, they presented works that deal the reliability 
and maintenance strategy for several types of 
transportation means, while pointing out that little work 
addressed the integration of maintenance and logistics. 
Further (Troudi et al., 2015) worked on the influence of 
road type and the weather conditions on vehicle failure 
rates. In fact, they sequentially established the optimal 
number of preventive maintenance actions to be 
performed on the vehicle as well as the optimal distance 
to be travelled. Furthermore, (Rezg et al., 2014) 
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considered one type of vehicle required to carry out a set 
of tours during a deterministic period. The different 
circuits to be carried out are characterized by the time 
required to complete a tour as well as their road types. 
Each tour generates a process of vehicle degradation, 
which reduces the profit generated by the tour, which can 
cause failures where the maintenance cost increases 
rapidly. They developed a mathematical model that 
minimizes the cost of transport between different 
elements of the logistics network, as well as the road cost, 
and the cost of maintenance actions. 
Regarding the choice of vehicles by type, (Turki and 
Rezg, 2016) studied a manufacturing system with 
transport activities in urban area. The authors considered 
two cases for the transportation of the products from the 
warehouse to the customer. In the first case, the transport 
is performed by an electric vehicle and in the second case 
by a fuel vehicle. They presented a model that allows the 
manufacturer to decide to use fuel or electric vehicle 
based on transportation, maintenance costs and the cost of 
carbon penalty. Two simulation algorithms based on 
discrete events are used for each type of vehicle to 
compare total costs and then provide a decision. 
Furthermore, (Prud’homme and Koning, 2015) performed 
a comparative study between an electric and a fuel vehicle 
taking into account the negative environmental impacts 
generated by the vehicles. They have a model to estimate 
the costs of an electric vehicle, compared to a similar fuel 
vehicle, as well as the  emission. These magnitudes 
are a function of a dozen parameters, such as purchase 
cost, electrical efficiency, the cost of the battery, the price 
of electricity,  content of electricity (for the electric 
vehicle), the purchase cost, the efficiency and price of 
fuel, the costs of local pollution,  emission (for the 
fuel vehicle), as well as the lifetime of the vehicle and the 
mileage travelled. The methodology adopted is a 
comparative study between an electric vehicle and a fuel 
vehicle providing approximately the same level of service 
during the same period. It does so from three important 
points of view: costs to the consumer, socio-economic 
costs and  emissions. 
Management of vehicles leasing has attracted the 
attention of several researchers. For example, (Balcik et 
al., 2015) proved in their study how the UN High 
Commissioner for Refugees (UNHCR) has successfully 
improved its vehicle fleet management through the 
introduction of an Internal Leasing Program (ILP). The 
authors compared the fleet performance indicators before 
and after implementation of the (ILP). They indicated that 
the introduction of the (ILP) has positively impacted the 
fleet management by reducing procurement costs, fleet 
size and the average age of the fleet. Thanks to the use of 
the (ILP), a decrease of the fleet size by 11% has been 
realized between April 2013 and October 2015.   
Dealing electric vehicles leasing, (Miao et al., 2018) 
proposed a comprehensive pricing for a Chinese electric 
vehicle lease company in order to optimize the annual 
operations profit for vehicle lease service based on 
mileage-based pricing (MBP). The profit introduced by 
authors integrated the revenue and the maintenance costs. 
In order to reach this objective, the authors developed a 
differential pricing strategy. In addition, an enumerative 
algorithm is proposed in order to determine the optimal 
pricing and examine the influence of some parameters on 
the optimal profit. The authors proved through the use of 
the differential pricing strategies, a significant increased 
profit (between 2.3% and 69.8%). 
Looking at the literature related to fleet vehicles sizing or 
comparison between several types of vehicles in logistic 
problems, the simultaneous consideration of a vehicle 
fleet size while considering maintenance and 
environmental impacts in the context of leasing, has not 
been studied in depth to highlight the strong interaction 
between these aspects. 
The specificity of our study consists in designing a fleet 
of vehicles made of two types (fuel and electric), which 
will be leased to achieve a set of transportation missions 
during a maximum period of time. This is done taking into 
account the environmental impact, the maintenance of the 
vehicles and their availability.  
The paper is organized as follows. The description of the 
problem is presented in section 2. In section 3 we provide 
the mathematical model with the working assumptions 
and the used notation. In section 4 we propose a numerical 
example, an analytical result is presented in the same 
section to understand and ensure the performance of the 
model developed and solved with MATLAB software. 
Finally, the last section concludes the paper and gives 
some perspectives to our work. 
2 PROBLEM DESCRIPTION 
Generally, deliveries have to be made to customers 
scattered over a very large area (different cities on a 
continent) and the vehicles must therefore be available for 
distribution. 
In such situations, breakdowns are likely to occur at any 
time on the way between two recipients and repairs can 
last more or less time causing sometimes important delays 
and consequently significant penalties. Today, the 
impacts of transportation mean on the environment are 
well known and include global warming, deterioration of 
the ozone layer, dispersion of organic and inorganic toxic 
substances, and the landscapes degradation. In fact, the 
gaseous emissions are responsible for respiratory 
diseases, environmental damage and visibility problems, 
such as the fog. Therefore, to protect the environment, all 
companies must find solutions to control gas emissions as 
well as those of other toxic products. In addition, the 
logistics sector has experienced a significant growth. This 
growth has been marked by a negative impact on the 
environment, which has led governments to establish laws 
and requirements such as the (Kyoto protocol, 1998) and 
the (ISO 14001, 2015). This standard sets an efficient 
framework for the company to move towards an 
environmentally efficient system.  
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This study focuses on the case of a logistics company that 
wants to lease a commercial vehicle fleet in order to 
satisfy a well-defined mission. More precisely, the present 
study was particularly motivated by the determination of 
the optimal number of two types of vehicles to lease (fuel 
and electric), in order to satisfy customers and meet 
delivery schedules. This objective will be reached by 
minimizing the expected total cost integrating leasing, 
operation, environmental impact, and maintenance costs.  
3 THE MATHEMATICAL MODEL  
3.1 Notation  
The following notations are used in the mathematical 
formulation of the model: 
 : Period during which the mission has to be 
performed (months) 
 N: Number of vehicle types, with i is considered the 
type of vehicle   
  : The minimum total number of kilometers to be 
traveled by all types of vehicles (kms) 
 : The leasing cost of a vehicle of type i (cost fixed 
by the lessor) (m.u/month) 
 : Operating cost of a vehicle of type i (m.u) 
 : Expected total maintenance cost for a vehicle of 
type i (m.u) 
 : Expected cost of environmental impact for a 
vehicle of type i (m.u) 
 : Cost of corrective maintenance action for 
vehicles of type i (m.u) 
 : The average duration of a corrective maintenance 
action for a vehicle of type i (months) 
 : Expected cost of preventive maintenance (PM) 
for a vehicle of type i (m.u) 
 : The average duration of a preventive 
maintenance for a vehicle of type i (months) 
 : The average usage rate associated with a vehicle of 
type i (kms/month) 
 : The possession duration of each leased vehicle of 
type i (months) 
 : The minimum period for leasing vehicles of 
type i (months) 
 : The average number of breakdowns 
(minimal repairs) over a period of use of a vehicle of 
type i for a given PM period  
 : The failure rate function of a vehicle of type i 
 : Rounds to the nearest inferior integer 
 : Rounds to the nearest superior integer 
The decision variables are defined as follows: 
  : Number of vehicles to lease of type i, 
, with    
 : Number of months of use of each leased vehicle of 
type i, , with,   
  : Preventive maintenance period to be adopted for 
a vehicle of type i (months) with  
 
3.2 Working assumptions 
The following assumptions are considered: 
 Two types of vehicles are considered (fuel and electric 
vehicles). 
 Each type of vehicle will travel a  number of 
kilometers. 
 The renter of vehicles will ensure the maintenance of 
each vehicle. 
 The leasing cost of vehicles depends on the type, 
agency and duration.  
 The renter is in charge of renewing the batteries 
 
3.3 The objective function and constraints 
Our objective consists in minimizing an objective 
function of cost including the leasing, the operating, the 
maintenance, and the environmental impact costs 
according to variable decisions; which are the number of 
vehicles to lease by type i ( ), the number of months of 
use for one leased vehicle of type i ( ) and the periodicity 
of a preventive maintenance action associated to the 
leased vehicle ( ) in order to ensure  kilometers during 
a specified period ( ) with a fixed mean usage rate ( ) 
for each type. We start by developing analytically the 
objective function which will be optimized in order to 
determine the optimal decision variables. We also 
presented the constraints which will be respected. 
The expected total costs are as follows:  
 
3.3.1 Detailed constraints  





We recall that the objective function (1) minimizes the 
sum of leasing, operating, maintenance and 
environmental impact costs; whereas, constraint (2) 
ensures that the number of kilometers traveled by the all 
vehicles must be greater than or equal to the minimum 
total number of kilometers ( ) to be traveled by all types 
of vehicles. Constraint (3) ensures that the possession 
duration of each vehicle of type i ( ) is shorter than or 
equal to the period during which the missions have to be 
performed ( ). Constraint (4) denotes that the 
possession duration of leased vehicles of type i ( ) must 
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be greater than or equal to the minimum period for leasing 
vehicles of type i ( ). This constraint ensures the long-
term lease of vehicles as well as a minimum leasing cost. 
Constraint (5) ensures that the number of months of use 
for one leased vehicle of type i ( ), will be 0 if no vehicle 
of this type is leased.    
3.3.2 The leasing cost 
 
The leasing cost represents an important parameter in our 
work. It is obtained by the product of the unit leasing cost 
(proposed by the lessor) and the possession duration of 
each leased vehicle of type i . In fact,  includes 
the number of months of use of each leased vehicle of type 
i  and the average duration of all corrective and 
preventive maintenance actions performed on the 
vehicles. It is expressed as follows:        
   
Moreover, we consider in our study two types of vehicles 
to lease (fuel ( ) and electric vehicle ( )). 
Therefore, the leasing cost is different between the two 
types.  
We consider that the leasing cost of vehicles depends on 
the type of the vehicle, the leasing agency and the lease 
duration. It is negotiable. Based on data from rental 
agencies, we propose in Table 2 the leasing costs of 
vehicle for each type i. Indeed, these costs are proposals 
for a long leasing duration and they do not include the 
operating, maintenance and environmental impact. 
3.3.3 The expected maintenance cost  
 
We adopt a strategy of an imperfect periodic preventive 
maintenance with minimal repair at failures; known in the 
literature (Gertsbakh 2000) and used by (Gouiaa-mtibaa 
et al., 2018). More precisely a PM action is performed for 
vehicles of type i after each  kilometers. The model 
assumes that, after each PM action, the failure rate is 
decreased to a certain extent and the failure rate function 
is then increased by a certain coefficient that can be 
determined empirically. Minimal repairs take place 
whenever failures are detected between PM actions to 
restore the system into the operating state without 
changing its failure rate function. 
In our work, the number of PM actions is the ratio of the 
number of months of use of each leased vehicle of type i 
( ) and the periodicity of a PM action associated to the 
leased vehicle of type i; .  
Adapting the model proposed by (Gertsbakh 2000) to our 
study, the average number of breakdowns (minimal 
repairs) is expressed in the following way: 
 
 
It is easy to see in equation (7), that PM actions induce a 
reduction in the failure rate. However, the average number 
of breakdowns is increased, between PM actions, by a 
“degradation” factor (e ) where  represents a positive 
parameter to be determined empirically. 
The total maintenance cost is expressed in the following 
way: 
   
3.3.4 The expected operating cost  
 
The operating cost is obtained according to the use of 
leased vehicles of type i during their operation duration. 
We refer to the literature in order to formulate the 
operating cost for each type:  
Fuel type. The fuel vehicle is characterized by its fuel 
efficiency, which is the number of kilometers driven per 
unit of fuel consumed (km/liter). Efficiency and 
productivity are generally defined as an (output/input) 
ratio and increases in productivity or efficiency are 
considered desirable. This is in conflict with the European 
standards of measuring the performance of a fuel vehicle 
in liter/100 km or in kWh/100 km for electric vehicle (but 
not with the US standards of measuring it in miles/gallon). 
Based on the formulation developed by (Prud’homme and 
Koning, 2012), the efficiency is therefore considered as 
the inverse of the definition commonly used in Europe. 
The following equation (9) presents the operating cost for 
fuel vehicle ( ): 
 
With : 
 : Unit cost of fuel (m.u/liter) 
 : Number of months of use of each leased fuel 
vehicle (months)  
 : the usage rate associated to the leased fuel vehicle 
(kms/months)   
 : Fuel efficiency (km/liter) 
 
Electric type. The operating of an electric vehicle is 
characterized by the electric consumption (the recharge 
cost and the battery autonomy).  
Usually, the driver of this vehicle must lease a battery or 
buy a new battery just at the end of its service life. Thus, 
the lessor of this vehicle type supports of the battery 
leasing or purchase. The user pays only the leasing cost. 
Therefore, we have developed the operating cost of 
electric vehicle. 
310
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
 
The following equation (10) presents the operating cost 
for electric vehicle ( ):   
 
With: 
 : The unit cost of a battery recharging (m.u) 
 : Number of months of use for one leased electric 
vehicle (months)  
 : The usage rate associated to the leased electric 
vehicle (kms/month)  
 : The battery autonomy (kms) 
 : The unit cost of a battery for an electric vehicle 
(m.u) 
 : The maximum number of recharging 
3.3.5 The expected environmental impact cost  
 
We consider the emission of   is an important factor in 
the proper use of  vehicles and the respect of environment, 
therefore a mathematical model on the cost of  
emission is considered in our objective function as 
essential negative environmental impact. Based on the 
work of (Prud’homme and Koning, 2012), we propose the 
following equation that represents the cost of impact 
environmental calculated from the quantity of  
emitted by the vehicle of type i multiplied by its unit cost. 
In fact, the unit cost of  is not the same in the world 
but can change between countries. Therefore, we used in 
our work the unit cost defined in the work of (Ba et al., 
2016). 
The impact environmental impact costs are given by: 
 
With: 
  : The unit cost of  (m.u/kg) 
  : Number of months of use for one leased vehicle of 
type i  
 : The usage rate associated to the vehicle of type i 
(kms/month) 
 :  emission in (kg/liter) for fuel vehicle ( ) 
and in (kg/kWh) for electric vehicle ( ) 
 : The energetic efficiency (number of kilometers 
traveled per liter for fuel type (km/liter) or per 
kilowatt-hour for electric type (km/kWh) 
4 NUMERICAL EXAMPLE  
We conducted many computational experiments using the 
numerical resolution with MATLAB software (Version 
2019a). We present in this section an illustrative example 
and show the obtained results. 
 
4.1 Experiments input  
For our numerical example, we used the values given in 
the following Tables 1 and 2.  
 
Parameters Numerical input data 
 (kms) 10 000 000 
 (months) 60 
 (months) 24 
 (m.u/kg) 0.05 
 1.05 
Table 1: Numerical input data 
 




(m.u/month) 250 260 
 (m.u) 250 300 
 (m.u) 60 80 
 (kms/month) 16 800 16 800 
(kms/liter) 20 5 
 (m.u/liter) 1.5 - 
 (kg/liter) 2.6 - 
 (kg/kWh) 0.09 - 
(m.u) 12.50 - 
(m.u) - 6000 
 - 2000 
 (kms) - 160 
Table 2: Numerical input data for fuel and electric 
vehicle 
Table 2 shows the input parameters used by type of 
vehicle (fuel and electric). In our study, we suppose to 
realize at least  kilometers with a same usage rate 
associated with each vehicle of type i ( ) during 60 
months ( ). During this period, the missions have to 
be performed while obviously taking into account the 
environmental impact for which the nuisance caused by 1 
kg of  emitted into the air is estimated to 0.05 m.u/kg 
by (Ba et al., 2016).  
Point of view reliability, we assume that the type of 
vehicle has an increased failure rate following Weibull 
distribution with (shape parameter  and (scale 
parameter  for fuel vehicle and (scale parameter 
 for electric vehicle. The durations of maintenance 
actions follow an exponential distribution with an average 
of 1 day for repairs (  and a mean of 0.5 day for PM 
( , regardless of vehicle type.   
311
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
 
Regarding the energetic efficiency and the CO2 emissions, 
we use the same parameters used by (Prud’homme and 
Koning, 2012).  
4.2 Obtained results 
Based on data from Tables 1 and 2, the numerical 
resolution of our problem provided the results shown in 
Table 3.  
We recall that the decision variables ( ), ( ) and ( ) 
represent respectively the total number of vehicles of type 
i to lease, the number of months of use of each leased 
vehicle, the PM period to be adopted for a vehicle of type 
i. 
 Fuel vehicle (i=1) Electric vehicle (i=2) 
 6 5 
 52 57 
 14 15 
Table 3: The obtained results  
The obtained results show that it is recommended to lease 
6 fuel vehicles and 5 electric vehicles. The fuel vehicles 
will be used for 52 months, each one of them is expected 
to travel a total distance of  (873 600 kms) and be 
submitted to PM every 14 months. The electric vehicles 
will be used 57 months, each one of them is expected to 
travel a total distance of  (957 600 kms) with a PM 
period of 15 months. 
5 CONCLUSIONS AND PROSPECTS 
In this paper, we considered optimizing the typology and 
size of a vehicle fleet to be leased for a given maximum 
period of time taking into account maintenance and 
environmental constraints. Two types of leased vehicles 
(fuel and electric) were considered. The decision variables 
are the number of vehicles to lease, the number of months 
of use of each vehicle and the periodicity of preventive 
maintenance actions to be performed on each vehicle. The 
derived solution must satisfy the fact that at least K 
kilometers must be travelled during a specified period 
( ) with an average usage rate (νi). 
A mathematical cost minimization model has been 
developed. Furthermore, the problem is then solved using 
MATLAB language. A numerical experimentation has 
been performed and the obtained results have been 
analysed.  
The average usage rate of every type of vehicles has been 
considered as constant and predefined. As an extension of 
this work, it is worth to consider it as an additional 
decision variable. In fact, the combination between the 
number of vehicles and the average usage rate for every 
type of vehicle impacts maintenance cost and 
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ABSTRACT: The evolution of manufacturing to “Industry 4.0” is well under way. It implies rethinking in measuring 
and managing performance in manufacturing and supply chain systems. Adaptation is required because the Industry 4.0 
context is fundamentally different from the existing systems in terms of planning, operations and management. This paper, 
therefore, proposes a conceptual framework for developing performance measurement and management (PMM) for 
Industry 4.0. The proposed framework outlines the performance management process including performance 
measurement, performance visualization and decision-making using the data value chain concept. Each step of the value 
chain is mapped to the contemporary technologies available to facilitate the PMM development process. The paper 
concludes that performance management in Industry 4.0 will be substantially different in terms of data collection, 
analysis, evaluation and will have fair proportion of leading indicators alongside lagging indicators to describe 
performance; however, challenges to develop and operationalize the PMM remain and require seamless integration of 
both processes and technologies.   
  
KEYWORDS: KPI, Performance Measurement and Management, Decision-making, Data analysis, Industry 4.0 
 
1 INTRODUCTION 
Manufacturing and supply chain systems are constantly 
evolving to improve productivity and efficiency (Dale-
nogare et al., 2018). This evolution went through a series 
of stages generally divided into steam age, electrical age 
and information age and now gearing up towards the age 
of Industry 4.0, the fourth industrial revolution (Popkova 
et al., 2019, p. 23; Xu et al., 2018). These evolutions al-
lowed the transition from a farming and feudal society to 
an industrial and capitalist society and then to post-indus-
trial and services society, gradually releasing labor force 
from physical efforts towards more striking creativity 
(Pris'e'ca'ru, 2016). Of all the stages, Industry 4.0 brings 
promises of greater efficiency, shorter time-to-market, 
higher value products and new services (Jeschke et al., 
2017). In industry 4.0, manufacturing operations systems 
and information and communication technologies 
(ICTs)—especially the internet of things (IoT) are seam-
lessly integrated, forming the so-called Cyber-Physical 
Systems (CPS) (Wang et al., 2015).  
 
It is generally believed that the current evolution will have 
far reaching impact on future businesses and economy 
alike (Popkova et al., 2019). Predominant impacts are an-
ticipated in manufacturing (Kusiak, 2019; Li et al., 2017), 
supply chains/value chains (Glas and Kleemann, 2016; 
Nagy et al., 2018; Strange and Zucchella, 2017) and ser-
vice industries (Bodrow, 2017; Lee et al., 2014). Possible 
outcomes are enhanced efficiency, greater productivity, 
new business opportunities and profound impacts on the 
overall economic development (Li et al., 2017; Popkova 
et al., 2019). However, if not managed appropriately, the 
revolution will have negative impacts in terms of 
broadening social inequality (Kergroach, 2017) and 
cyber-risk (Ivanov et al., 2019).  
 
However, strikingly yet discrete issue that stands out in 
the evolution towards Industry 4.0 is on how to measure 
and manage the performance of smart factories or cyber-
physical systems (CPSs), and how to design and imple-
ment performance measurement and management system 
(PMM) to respond to the complex environment defined 
by Internet of Things (IoT), big data analytics and interop-
erability issues (Hwang et al., 2017; Okwir et al., 2018).  
 
Performance measurement was a different story alto-
gether in the previous industrial stages. Productivity was 
the dominant performance indicator in the first industrial 
phase, followed by quality and time in the electrical age 
and then comes flexibility, agility, reliability and reactiv-
ity in the information age (Shah, 2012; Vernadat et al., 
2013). However, the latter objectives could not be 
achieved satisfactorily because of the rigidity of the man-
ufacturing and supply chain systems in the information 
age (Weyer et al., 2015). Several factors contributed to the 
rigidity, for instance, cost of production switching and the 
cost of big data and lack of analytical tools to predict, di-
agnose and prescribe effectively and efficiently. 
 
With Industry 4.0, many performance dimensions, inter 
alia, flexibility, agility and reactivity will be supported 
profoundly (Fatorachian and Kazemi, 2018; Moeuf et al., 
2018; Müller et al., 2017) because the new paradigm al-
lows horizontal and vertical integration, yet decentralizes 
information and decision making, thus enabling real-time 
communication between devices and the external environ-
ment, and relies on advanced analytics to fully understand 
the performance of the system. What it all means in 
314
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
performance measurement and management terms is a 
completely new way of collecting, analyzing and evaluat-
ing performance-related data with new performance 
measures, especially performance indicators previously 
not possible to compute can now be computed in the new 
industrial paradigm. How it would be done and where the 
real value can be gained in terms of time, flexibility, reli-
ability, cost and quality and beyond is the subject of the 
current study. 
2 LITERATURE REVIEW 
Performance measurement and management (PMM) of 
manufacturing and supply chain systems is a well-estab-
lished field of study in the pre-industry 4.0 era (Bititci et 
al., 2018; Vernadat et al., 2013). However, real-time per-
formance measurement is a challenge and can be the rea-
son why Industry 4.0 is required (Horváth and Szabó, 
2019). This will drastically change the ways the perfor-
mance indicators are measured, analyzed and how then 
the decisions are made. It is argued that performance ob-
jectives will be extended to include more predictive per-
formance objectives (Basu, 2013), opening up opportuni-
ties to design and measure leading performance indica-
tors. What was not possible in the past is becoming reality 
with Industry 4.0 with its big data analytics functionality 
improving business performance (Bordeleau et al., 2020). 
 
However, big data since characterized by high-velocity, 
high- volume and high-variety of information together 
with the  challenge of ensuring data veracity will require 
tools and instruments to capture the essence of infor-
mation and transform them in real-time to KPIs and be-
yond to performance measures for informed decision 
making in timely manner (Oztemel and Gursev, 2020). 
Business intelligence and analytics (BI&A) are being 
used to gain insights from data for informed decision mak-
ing, yet again, BI are IT-enabled PMS with a focus on past 
situation (Bordeleau et al., 2020). 
 
Industry 4.0 era PMM will be more complex and forward 
looking than its predecessors and will be steps ahead of 
what we do today by comparing what we achieved and 
what we wanted to achieve. However, work on the desired 
PMM is still in its infancy. Very few studies have at-
tempted to develop PMM systems of the future.  
 
For instance, Hwang et al. (2017) developed IoT-based 
performance measurement system using standards of 
ISA-95 and ISO 22400 and Enterprise Resource Planning 
(ERP), Manufacturing Execution System (MES) and IoT. 
In the study, the authors derive performance indicators re-
lated to OEE (overall equipment effectiveness) from the 
standards and relevant data from ERP, MES and IoT 
while modelling the scenario using BPM. The scenario is 
then simulated to see the actual and target performance on 
the shop floor.  
 
Mörth et al. (2020) developed a framework for perfor-
mance monitoring in the CPS environment for intralogis-
tics and demonstrated the concept on a conveyor belt 
testbed. The framework derives 10 KPIs including 
throughput, cycle time, utilization, OEE etc. from ISO 
22400. Data was gathered for the KPIs using webcam 
camera. The data is, afterwards, processed through Sim-
ulink to compute KPIs and visualized via cloud Thing-
Speak platform. However, the study does not incorporate 
the feedback link to make corrective or preventive actions 
while limiting the focus solely to monitoring.  
 
Also, Lee et al. (2018) developed IoT-based warehouse 
management system for Industry 4.0 using advanced data 
analytical approach. The IoT based WMS improved the 
overall efficiency of the warehouse with focus on order 
fulfillment, order accuracy and efficiency of order pick-
ing. The system uses fuzzy logic in real-time to select the 
most suitable order picking method.  
 
The above-mentioned studies have attempted to measure 
performance in smart manufacturing and logistics settings 
while focusing on limited scope to demonstrate the con-
cept. However, the real potential of Industry 4.0 technol-
ogies to advance performance measurement and manage-
ment has not yet been fully demonstrated or is even lack-
ing. A conceptual framework is therefore needed to guide 
the development of PMM systems for Industry 4.0 and is 
the subject of the current study. 
3 FRAMEWORK FOR INDUSTRY 4.0 
PERFORMANCE MEASUREMENT & 
MANAGEMENT   
To measure and manage performance in the Industry 4.0 
context, the paper proposes a framework based on the data 
value chain concept (Curry, 2016), modified to cover the 
broader aspects of performance measurement and man-
agement concept. The data value chain transforms raw 
data into actionable information, expressed in the form of 
performance indicators/performance measures. The idea 
is to get from data to decision employing the principles of 
performance measurement and management. This trans-
formation happens linearly, passing through phases that 
form the data value chain as shown in Figure 1. Each 
phase of the value chain as well as required methods/tools 















Figure 1: Data Value Chain 
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3.1.1 Data collection  
Data for performance measurement can be collected using 
multiple means. In Industry 4.0, data are largely collected 
through sensors and networking devices. Manual data, 
and enterprise business systems such as ERP, CRM and 
many others (if deployed) can also contribute to the rich 
set of data in an Industry 4.0 ecosystem.  
 
Real-time data collection is needed to keep track of the 
status of IoT components in a continuous manner 
(Cevikcan and Ustundag, 2018, p. 247). This is rather true 
for functional data (Glinz, 2007). However, in perfor-
mance measurement, nonfunctional data are equally im-
portant to judge the performance of the process and the 
system. It can be obtained in the manufacturing setting by 
analyzing the processes (time & cost), process quality 
(yield, scrap and rework cost), machine/material han-
dling/operation flexibility (set up time) or aftersales ser-
vices (customer satisfaction). Process reliability (percent-
age on-time delivery) and order satisfaction (order fulfil-
ment, etc.) are among the data required for performance 
evaluation in the supply chain setting (Bellgran and Säf-
sten, 2010). ISO 22400 can also be used as a template to 
prioritize data collection for conventional performance 
measures for shop floor performance measurement. 
 
However, all the above-mentioned data are output meas-
urements and hence required for computing lagging indi-
cators of performance. In the Industry 4.0, predictive per-
formance can be computed through leading indicators be-
cause data collection and big data analytics required for 
predictive performance are at the core of Industry 4.0. For 
that to happen, systems need to be made self-aware 
through big data analytics and integrated with market in-
telligence to predict future production scenarios. For in-
stance, Purchasing Managers’ Index (PMI) foresees the 
economic trends in the manufacturing and service sectors. 
The index gives an idea whether the economy expands, 
stays the same or contracts (Herwadkar and Ghosh, 2020). 
On the same pattern, an industry can gather data for de-
veloping their own indicators/indices to adjust to the fu-
ture trends to minimize waste and make better use of their 
resources. 
3.1.2 Data processing 
 
Data processing is needed for two reasons. Firstly, to 
transform data into usable and desirable formats. Col-
lected data can be either textual, numerical or multimedia. 
It is refined as per the defined logic and schema. Sec-
ondly, data processing is required prior to performance 
measurement as huge data acquisition through sensors or 
vision camera could not be passed on to the next stage, i.e. 
cloud otherwise large data transmission bandwidth would 
be needed which is not economical and convenient. In 
CPS, data are processed inside or close to the physical 
world (edge analytics) to reduce the network bandwidth 
requirement (Alasdair Gilchrist, 2016).  
Gölzer et al. (2015) explore the data processing require-
ments of Industry 4.0 and identify six categories as re-
quirements for the future factories including Data model 
(C10), Data integration (C20). Data Content (C30), Deci-
sion processing (C40), Knowledge processing (C50) and 
Real-time processing (60). With regard to performance 
measurement, subcategories of C50, that is Prepare data 
(C52) and Predict parameters (54) are relevant. The for-
mer prepares, filters and compiles data for decision mak-
ing and the latter use the past data for predictive analysis 
(leading indicators). Other requirements can be used to 
further enrich data analytics for business intelligence.  
3.1.3 Data Transformation  
  
To add more value to the processed data and gain insights 
thereof, transformation is employed to compute perfor-
mance measures and indicators. To this end, the data 
transformation stage has several functions to perform.  
 
First is the definition of performance measures/indicators. 
ISO 22400 also defines key performance indicators for 
manufacturing operations management. A few perfor-
mance measures along with their calculation methods are 
presented in Table 1.  
 
Table 1: Performance Measures and Their Evaluation 
Methods 
Performance 
Measure   
 Calculation Method 




Total time an entity (part, product) 
spends in the manufacturing system 
Process Yield  (1-Scrap parts/Total parts) 
 Availability ∗ =    ( )   ( )  
 
 
*“Availability” is a measure of how well a production unit 
is used relatively to the scheduled capacity. A 100% score 
means no delay in the operation (Hwang et al., 2017). 
 
Performance measures are pre-determined and are up-
dated and reviewed not so often. Once determined, they 
are made available for computation; however, there 
weights or relative importance in the overall performance 
computation change with scenarios.  
 
The second function of the data transformation is the nor-
malization of performance measures because they are het-
erogenous in nature and difficult to gain insight from. For 
instance, performance measures such as order fill rate, 
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manufacturing cycle time, on-time delivery, cost per or-
der, productivity and the availability are measured in dif-
ferent units because they refer to different dimensions of 
a manufacturing system performance. The list can be 
more exhaustive if more system aspects are considered.  
 
To extract meaningful insights from the data, they are 
mapped to the already defined performance measures and 
then transformed into commensurate values using multi-
attribute value technique (MAVT). The MAVT is a struc-
tured methodology to handle trade-off among multiple 
objectives (and so performance measures/criteria) and as-
sign a utility value to each measure by rescaling them onto 
a 0-1 scale with “0” representing the worst preference and 
“1” representing the best one. This transformation (map-
ping) of a physical measure onto a [0, 1] scale is also 
known as the value elicitation process and can be per-
formed as follows (Berrah et al., 2008). 
 : × →   ( , ) → ( , ) =  
 
Where ,    represent universes of discourse, re-
spectively of the set of objectives , of the set of measures 
m and of the performance expressions .  
 
This transformation of performance measures used to 
happen through decision-aided tool such as MACBETH, 
AHP, etc. where the elicitation process to develop utility 
function is conducted by means of human interventions to 
judge the preferences and strengths of preferences 
through pairwise comparison of criteria. In Industry 4.0, 
the value elicitation can be performed using artificial in-
telligence or neural networks (NN) methods. Studies have 
been conducted to determine criteria weights through NN 
models, for instance, see (Golmohammadi, 2011). 
3.1.4 Data Visualization  
 
Visualization is a powerful tool to present elegantly multi-
faceted measures and to facilitate the decision-making 
process. Visualization refers to both visual or graphical 
representation and the cognitive process of understanding 
an image. In performance management and decision con-
texts, visualization is about the representation of perfor-
mance related data, information, concepts and knowledge 
in a graphical way to gain insights to ease the decision-
making process. Moreover, the visualization process can 
be applied to improve understanding over large data sets 
without complex quantitative methods (Aki Jääskeläinen 
and Juho-Matias Roitto, 2016).  
Visualization of performance depends on the type of data. 
Data can be one, two or multiple dimensional and require 
different techniques to approach the visualization prob-
lem. Commonly used techniques in visualizing perfor-
mance currently in use are maps (e.g. strategy maps), net-
work maps, graphs and charts, dashboards (Balanced 
Scorecard, Tableaux de bord) and many others. In addi-
tion, geometrically transformed displays, stacked 
displays, dense pixel displays, etc. could be other options 
to visualize data. In short, visualization of data is a rich 
field of study and provide users with myriad f options to 
choose from and present.  
3.1.5 Data-driven Decision Making  
 
Visualized data can be employed to make informed deci-
sions. Decisions can be either to take preventive or cor-
rective measures or any other. In the Industry 4.0 para-
digm, decision can be made either using descriptive ana-
lytics, predictive analytics or prescriptive analytics. 
 
The descriptive analytics have been widely used in busi-
ness intelligence (BI) tools that rely on reports and past 
data to reach a decision. They tell what happens in the 
past. However, in the advanced analytics in the new para-
digm, prediction and prescription are the core functional-
ities. Predictions are made to estimate the leading indica-
tors using predictive analytics that would lead to trigger 
action or inaction. For this to happen, data for independent 
variables of an indicator (e.g. MCT in Table 1) are gath-
ered, afterwards tuned and trained through supervised 
learning algorithm to predict output variable (dependent 
variable). The quality of the prediction depends on com-
pleteness of the independent variables leading to compute 
the output variable, the type of algorithm (linear/logistic 
regression, neural networks, K-nearest neighbor, decision 
tree etc.) and size of the dataset used. However, to aid the 
decision maker further to choose a course of action in the 
given scenario, prescriptive analytics will be used. In 
short, the level of use of both predictive and prescriptive 
analytics in the PM for decision making is where the real 
change in the PMM will be determined.  
  
3.2 Process-Technology mapping  
To facilitate the development of performance measure-
ment and management system for Industry 4.0, a set of 
technologies have been identified to meet the need of each 
process step in the data chain. Moreover, the three-tier to-
pology, i.e. edge tier, platform tier and enterprise tier pro-
posed by (Alasdair Gilchrist, 2016) for developing indus-
trial Internet of Things (I4.0) is sandwiched between  pro-
cess and technology as shown in Table 2. The edge tier is 
where all the data are collected, and pre-processing of data 
performed. The platform tier is where data storage and 
transformation are performed. The last tier is the enter-
prise tier where the user interacts with the system and vis-
ualized results are used to trigger an action or inaction.  
4 CONCLUSION AND FUTURE WORK 
The current study proposes a conceptual framework for 
PMM in Industry 4.0 using the data value chain concept 
and a recommended list of technologies currently availa-
ble for each process step of the data value chain. Methods 
and tools for each process step are suggested to guide the 
development of the PMM system. Although still in incep-
tion, the framework is based on the experience and 
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previous work of the authors on PMM systems (Shah, 
2012, Vernadat et al., 2013) and a review of the literature. 
 
Especially, it is advocated that PMM for industry 4.0 will 
be substantially different from the current PMM systems. 
Indeed, drastic adaptations would be required to meet the 
future demand. Flexibility, agility and reactivity will 
Table 2: Process and Technology Mapping for Performance Measurement and Management of Industry 4.0 
 
obviously be achieved through Industry 4.0 technologies; 
however, their evaluation methods need to be devised and 
developed to correctly assess performance objectives. 
Furthermore, operationalization of the performance 
measures using big data analytics and neural networks for 
informed decision making is a serious challenge ahead. 
In the future, the authors plan to deepen the understanding 
of the requirements of performance measurement in the 
new paradigm and will investigate measures of interest, 
particularly the leading measures and their evaluation 
methods supported by the relevant technologies.  
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ABSTRACT : The  availability  of  production  equipment  is  crucial  to  the  life  of  manufacturers.  When  these  high  capital 
assets  are  heavy  and  require  a  significant  set  of  resources,  the  company  groups  all  the  maintenance  activities  together 
in  a  centralized  maintenance  workshop  (CMW).  The  circular  economy,  by  integrating  remanufacturing,  is  a  way  to 
support  industrial  development.  Once  integrated  into  the  maintenance  workshops  model,  the  remanufacturing  allows 
the  recovery  of  irreparable  components  from  failed  equipment.  Thus,  the  decision  regarding  the  initial  stock  level  and 
the  remanufacturing  rate  has  to  be  made.  This  paper  proposes  a  new  form  of  organization  of  the  CMW  allowing  to  take 
into  account  the  different  actions  which  contribute  to  sustainable  development.  Thus,  depending  on  the  condition  of  the 
defective  equipment  which  can  come  from  various  production  workshops,  three  options  are  available:  repair, 
replacement  with  new  equipment,  or  reconditioning/remanufacturing.  A  CMW  model  based  on  queuing  networks  is 
proposed  as  well  as  a  simulation  evaluation  of  performance  indicators. 
 
KEYWORDS: Centralized  Maintenance  Workshop, Circular  economy, Remanufacturing ,  Industrial  maintenance, 
Systems  modelling,  Performance  management 
 
 
1      INTRODUCTION 
The  promotion  of  sustainable  industries  is  one  of  the 
greatest  challenges  of  the  coming  decades.  For  example, 
waste  from  industrial  activities  can  be  reduced  by 
extending  the  life  cycle  of  products,  thereby  increasing 
productivity  and  reducing  environmental  issues. 
Increasing  productivity  performance  requires  extending 
the  operational  availability  of  equipment.  This  is  already 
being  done  through  research  and  development  of 
maintenance  strategies.  Maintenance  strategies  have 
automatically  become  crucial  for  critical  systems,  whose 
failures  significantly  affect  equipment  availability  and 
staff  safety.  Over  time,  maintenance  has  progressively 
taken  an  important  place  as  a  core  activity  in  companies 
depending  on  the  availability  of  expensive  assets  to 
provide  their  services  or  to  manufacture  their  products 
(Driessen  et  al.,  2020).  
 
Centralized  maintenance  workshops  (CMW)  aim  to 
gather  and  to  provide  all  the  tools  required  for  preventive 
and  corrective  maintenance  processes  (Simeu-Abazi  et 
al.,  2014).  The  recent  models  of  CMW  proposed  in  the 
literature  focus  on  corrective  maintenance  of  equipment, 
where  malfunctioned  parts  or  components  are  replaced 
by  ready-for-use  spares.  Once  the  repair  of  the  failed 
components  is  finished,  they  are  forwarded  back  to  stock 
“as-good-as-new.”(Sleptchenko  et  al.,  2019).  However, 
one  of  the  main  assumptions  of  these  models  is  that  all 
equipment  or  components  arriving  at  the  CMW  are 
repairable.  Some  extensions  of  the  model  proposed  in 
the  literature  deal  with  the  purchase  of  components  to 
replace  irreparable  components  that  are  discarded  (Li  et 
al.,  2013).  Remanufacturing  is  an  approach  that  allows 
the  recovery  of  parts  from  irreparable  components  and 
the  production  of  other  components  as  good  as  new 
(Potting  et  al.,  2017).  
 
This  paper  aims  to  extend  the  works  presented  in 
(Simeu-Abazi  et  al.,  2014)  and  (Li  et  al.,  2013)  by 
proposing  a  model  of  CMW  embedding  the  purchase  of 
spare  parts  and  the  remanufacturing  of  components.  So, 
one  interesting  research  question  is:  how  can  we  improve 
the  CMW  model  by  integrating  remanufacturing?  To 
answer  this  question,  this  article  is  structured  into  six 
sections,  including  the  present  introduction  section. 
Section  2  is  dedicated  to  the  context  and  motivation  of 
this  work.  Section  3  is  dedicated  to  the  description  of  the 
CMW.  Section  4  describes  the  model  of  CMW  and  the 
way  to  evaluate  its  performance  by  simulation.  Based  on 
the  developed  method,  we  determine  the  optimal 
parameters  of  the  proposed  CMW  embedding  the 
management  of  irreparable  components.  The  last  section 
contains  our  conclusion  and  future  developments. 
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2      CONTEXT  AND  MOTIVATION 
In  almost  all  the  manufacturing  companies,  maintenance 
operations  involve  huge  costs  that  can  represent  between 
15%  and  70%  of  the  total  production  budget.  It  is  the 
case  of  non-military  equipment,  which  spent  more  than 
$9  billion  from  a  turnover  generated  by  the  component 
repairs  in  2015  (Sleptchenko  et  al.,  2018).  Besides,  the 
last  decades  lead  to  the  increasing  changes  in 
maintenance  activities  and  associated  budget 
(Simeu-Abazi  et  al.,  2012).  In  the  aircraft  field,  the  high 
availability  of  fleet  is  crucial  for  airline  operator 
profitability.  Maintenance  consists  of  replacing  defective 
components  by  components  in  good  condition  rather 
than  repair  inside  the  aircraft.  The  failed  component  is 
then  repaired  separately  allowing  the  reduction  of  TAT 
(repair  turnaround  times)  by  the  operators  (van  Jaarsveld 
et  al.,  2015).  In  the  high-speed  railway  locomotive  field, 
we  have  the  same  approach  with  the  presence  of 
interchangeable  component  inventory  where  purchased 
or  repaired  components  are  waiting  for  assembly  (Li  et 
al.,  2013).  However,  the  recent  model  of  Centralized 
Maintenance  workshops  did  not  take  into  account  the 
irreparable  components  from  failed  pieces  of  equipment, 
which  are  assumed  discarded.  With  the  evolution  of 
"Industry  4.0"  one  of  the  objectives  of  maintenance 
workshops  is  to  be  more  sustainable  and  the  Circular 
Economy  is  one  of  the  recent  and  promising  solutions 
for  that.  Remanufacturing  technologies  appear  as  the 
most  appropriate  strategies  to  deal  with  the  recovery  of 
irreparable  components. 
3      DESCRIPTION  OF  CENTRAL 
MAINTENANCE  WORKSHOP 
A  CMW  is  designed  first,  to  find  the  origin  of  the  failure 
of  the  equipment  in  the  production  workshop,  and 
second,  to  repair  it  (Simeu-Abazi  et  al.,  2014). 
Depending  on  the  nature  of  the  failure,  equipment  is 
repaired  on  different  stations,  centralized  or 
decentralized.  In  the  case  of  Centralized  Maintenance 
Workshops,  all  the  process  of  repairing  the  equipment  is 
inside  the  CMW.  
 
Figure  1:  Organization  of  Maintenance 
 
Coming  from  different  production  workshops  as 
presented  in  Fig.  1,  failed  pieces  of  equipment  arrive  at 
the  centralized  maintenance  workshop  to  be  repaired 
and,  after  finishing  the  maintenance  process,  they  are 
returned  to  the  production  line. 
 
A  maintenance  process  including  the  remanufacturing 
with  Initial  inventory  is  presented  in  Fig.  2.  It  consists  of 
a  set  of  stations  for  equipment  diagnosis,  disassembly, 
repair  and  assembly.  The  failed  equipment  reaching 
CMW  is  composed  of  two  parts:  the  main  one,  that  we 
will  go  on  calling  “equipment”,  and  a  component.  We 
assume  that  only  the  component  can  fail,  and  that  the 
main  part  of  the  equipment  is  always  in  good  condition. 
Thus,  after  the  diagnosis  and  the  disassembly,  we  only 
have  one  component  that  is  failed.  The  remaining  part  of 
the  equipment  is  transferred  directly  to  the  assembly 
station,  in  a  buffer,  where  it  will  wait  for  a  component  in 
good  condition  to  be  assembled  with.  If  the  failed 
component  is  respectively  reparable,  or  irreparable,  or 
discarded,  then  it  is  respectively  transferred  toward  the 
repair  station  or  the  remanufacturing  station  or  for  the 
purchase  of  a  new  component.  
 
If  a  defective  component  is  not  yet  recovered  but  the 
remaining  part  of  the  equipment  is  already  available  at 
the  assembly  station,  then  a  component  from  the  initial 
inventory  (and  then  a  component  from  the  other 
inventories:  repaired,  remanufactured  or  new 
components)  replaces  the  defective  component  for  the 
assembly  of  the  equipment. 
 
Figure  2:  Organization  of  the  CMW  under  study 
The  goal  is  to  minimize  the  average  TAT  (turn-around 
times)  defined  as  the  spending  time  of  a  failed  piece  of 
equipment  throughout  the  maintenance  process,  from 
disassembly  to  assembly.  Thus,  we  have  taken  the 
methodology  of  the  queuing  network  used  in 
(Simeu-Abazi  et  al.,  2014)  to  evaluate  the  CMW 
performance 
4      MODELLING  AND  PERFORMANCE 
EVALUATION 
A  simulation,  based  on  Queuing  Network  modelling,  has 
been  conducted  to  evaluate  the  CMW  performance  using 
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the  software  Matlab_Simulink.  Extending  the  work  of 
(Simeu-Abazi  et  al.,  2014)  and  (Li  et  al.,  2013),  we 
reconduct  the  existing  model  assumptions  and  we  add 
two  others  (8  and  9)  related  to  the  management  of 
irreparable  components.  Thus,  we  consider  that: 
1) Each  CMW  station  is  composed  of  6  parallel 
servers. 
2) All  the  buffers  have  unlimited  capacity.  There  is 
thus  no  blocking. 
3) Pieces  of  equipment  arrive  at  the  CMW  according 
to  a  homogeneous  Poisson  process  with  rate  λ.  
4) Disassembly  lead  times  for  all  pieces  of  equipment 
follow  an  exponential  distribution  with  rate  μ ds .  
5) Assembly  lead  times  for  all  pieces  of  equipment 
follow  an  exponential  distribution  with  rate  μ as .  
6) Repair  lead  times  for  all  the components follow  an 
exponential  distribution  with  rate  μ rp .  
7) We  do  not  consider  the  transfer  time  from  any  stage 
to  its  downstream  ones. 
8) Remanufacturing  lead  times  for  all  irreparable 
components  follow  an  exponential  distribution  with 
rate  μ rm .  
9) When  an  irreparable  component  is  not 
remanufactured,  a  purchase  order  is  sent  for  a  new 
component.  
 
4.1     Model  description 
 
The  extension  of  the  CMW  existing  model  leads  to  the 
Queuing  Network  illustrated  in  Fig.  3.  This  new  model  is 
characterized  by  some  important  parameters: 
⎯ λ:  equipment  arrival  rate  (pieces  of 
equipment/month) 
⎯ i:  proportion  of  irreparable  components  ([0,1]) 
⎯ r:  proportion  of  remanufactured  components  ([0,1]) 
⎯ B:  Initial  Inventory  Level  for  the  new  components  
⎯ μ ds :  service  rate  of  the  disassembly  station  (pieces  of 
equip/month) 
⎯ μ ti :  service  rate  of  the  reparability  test  station  (pieces 
of  equip/month) 
⎯ μ tr :  service  rate  of  the  remanufacturing  test  station 
(pieces  of  equip/month) 
⎯ μ rp :  service  rate  of  the  repair  station  (pieces  of 
equip/month) 
 
⎯ μ rm :  service  rate  of  the  remanufacturing  station 
(pieces  of  equip/month) 
⎯ μ nw :  service  rate  of  the  purchasing  station  (pieces  of 
equip/month) 
⎯ μ as :  service  rate  of  the  disassembly  station  (pieces  of 
equip/month) 
⎯ N rm :  total  number  of  pieces  of  equipment  with 
remanufactured  components  at  the  departure  of  the 
CMW 
⎯ N rp :  total  number  of  pieces  of  equipment  with 
repaired  components  at  the  departure  of  the  CMW 
⎯ N nw :  total  number  of  pieces  of  equipment  with  new 
components  at  the  departure  of  the  CMW 
⎯ S rm :  buffer  of  the  remanufactured  components 
⎯ S nw :   buffer  of  the  new  components 
⎯ S rp :  buffer  of  the  repaired  components 
⎯ For  the  simulation,  the  service  rate  of  the  test  stations 
μ ti et μ tr  are  supposed  to  be  very  high  compared  to  all   
the  other  service  rates  of  CMW  stations.  Thus,  the 
service  time  is  considered  negligible  for  these  two 
stations. 
Since  we  use  simulation,  we  can  consider  other  laws  like 
weibull  or  normal  distribution  rather  than  exponential. 
 
4.2     The  decision  variables  of  CMW 
 
Remanufacturing  aims  to  reduce  the  scraps  from  the 
maintenance  process  by  recovering  irreparable 
components.  It  can  be  realized  by,  either  the  OEM 
(Original  Equipment  Manufacturer),  or  by  local 
remanufacturers  (Kleber  et  al.,  2011).  In  our  model,  we 
assume  that  CMW  only  has  to  decide  on  how  many 
irreparable  components  must  be  provided  to  the 
remanufacturer  for  optimal  costs  and  quality.  Besides, 
we  have  to  find  the  minimal  Initial  Inventory  Level 
satisfying  both  the  minimal  TAT  and  the  minimal  costs. 
So  we  consider  the  following  decision  variables: 
● r:  remanufacturing  rate 
● B:  Initial  Component  Inventory  Level 
 
4.3     Performance  indicators  for  CMW 
 
The  maintenance  process  of  each  failed  equipment 
reaching  the  CMW  requires  a  set  of  resources  (time, 
operators,  tools  and  spare  parts)  until  its  departure.  The 
main  performance  indicators  of  CMW  are:  
 
Figure  3:  Queuing  Network  model  of  CMW 
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● :  average  time  spent  by  the  equipment T AT
throughout  the  maintenance  process  
●Total  cost:  evaluation  of  all  the  costs  generated  by  
the  maintenance  activities  
 
4.4     Simulation  experiments 
 
Matlab_simulink  is  the  software  used  to  simulate  the 
CMW  model  based  on  real  benchmark  data  from 
high-speed  railway  locomotive  fields,  taken  from  (Li  et 
al,  2012),  and  adapted  to  include  the  remanufacturing 
and  the  purchase  of  new  parts.  Using  the  simEvents 
library,  many  experiments  have  been  carried  out  to  get 
an  overview  of  the  influence  of  CMW  parameters  (B, 
r)  and  the  service  rates  (μ rp ,  μ rm ,  μ nw )  on  the 
performance  indicators. 
 
Real  data:  λ  =  6,  μ ds =  μ as  =    6,  μ rp =  2,  μ rp  >μ rm >μ nw 
 
The  first  series  of  experiments  were  performed  by 
varying  the  rate  of  irreparable  components,  i,  and  the 
rate  of  components  to  be  remanufactured,  r,  from  0  to 
1.  15  configurations  of  CMW  stations  were  obtained 
by  simulating  different  values  of  service  rates  μ rp ,  μ rm , 
μ nw  combined  to  5  configurations  of  Initial  Inventory  
Level  with  B=10,  15,  20,  25,  30.  Then  we  have: 
 
Group  1:  μ rm   =  1.9,  with  μ nw =  1.7,  1.3,  1,  0.5,  0.3 
Group  2:  μ rm   =  1.7,  with   μ nw =  1.3,  1,  0.5,  0.3 
Group  3:  μ rm   =  1.3,  with   μ nw =  1,  0.5,  0.3 
Group  4:  μ rm   =  1,   with  μ nw =  0.5,  0.3 
Group  5:  μ rm   =  0.5,  with  μ nw =  0.3 
 
A  priority  policy  for  selecting  the  components  from 
S rm ,  S nw  and  S rp  inventories  for  the  assembly  was  used   
so  that  new  components  have  a  higher  priority  than 
remanufactured  components  which  have  a  higher 
priority  than  repaired  components  (New  > 
Remanufactured  >  Repaired).  We  choose  this  policy  to 
always  prioritize  the  best  quality  components  for 
assembly. 
 
4.5     Costs  evaluation 
 
C inv  =  Unit  storage  cost  of  components  inside  the  
CMW  ($/component) 
C TAT =  Unit  cost  generated  by  sojourn  time  of  each 
failed  piece  of  equipment  inside  the  CMW  ($/day/piece 
of  equip) 
C Stock =  Unit  storage  cost  of  each  failed  piece  of 
equipment  inside  the  CMW  ($/piece  of  equip) 
C nw =  Unit  Cost  to  purchase  a  new  component 
($/component) 
C rm  =  Unit  cost  for  remanufacturing  ($/component) 
C rp  =  Unit  cost  for  repairing  ($/component)  
 
A  total  cost  is  composed  of  the: 
❏ Immobilization  costs  which  are  generated  by 
the  non-utilization  of  the  components  or  the  equipment 
(while  being  processed   or  in  stock  in  the  CMW)  
Immobilizat_Cost=( ×C TAT +C Stock )×(N rm +N rp +N nw ) T AT❏ Operation  costs  which  are  generated  by  the 
maintenance  process  
Operation_Cost=C inv ×B  +  N rm ×C rm  +  N nw ×C nw  +  N rp ×C rp 
 
Total  Cost  =  Imobilizat_Cost  +  Operation_Cost 
 
From  benchmark  data,  we  have  C TAT =  20,  C inv =  20, 
C Stock =  20  and  0  <  C rp  <  C rm <  C nw .  Thus,  proportionally  
to  the  value  of  C rp ,  we  obtained  6  different  cost 
configurations: 
Group  1:  C nw   =  3*C rp ,  with  C rm =  2.5*C rp ,  2*C rp ,  1.5*C rp  
Group  2:  C nw   =  2.5*C rp ,  with  C rm =  2*C rp ,  1.5*C rp  
Group  3:  C nw   =  2*C rp ,  with  C rm =  1.5*C rp  
 
The  investment  cost  of  remanufacturing  is  considered 
to  be  zero,  assuming  that  it  is  managed  by  the  company 
that  manufactures  the  new  components  (OEM).  In  this 
case,  the  OEM  sells  the  remanufacturing  services  to  the 
CMW  at  the  unit  cost  C rm . 
5      SIMULATION  RESULTS 
Based  on  the  instances  presented  in  the  previous 
section,  the  simulation  leads  to  1875  configurations  of 
CMW  with  different  parameters.  To  obtain  the  optimal 
combination  (B,r)  for  each  case  we  study  the  variation 
of  the  and  the  Total  Cost  considering  C rp =1. T AT  
 
5.1     Average  TAT 
 
We  studied  the  average  waiting  time  of  equipment  in 
the  system,  considering  different  scenarios  consisting 
of  5  groups  of  service  rates  for  the  operations  (as  it  is 
explained  in  section  4.4)  and  different  combinations  of 
i,  r  and  B.  Table  1  shows  the  different  values  of  i,  r  and 
B  which  are  used  in  the  study. 
 
Service  rate i r B 
Group  n 
(n:  1,  …,  5) 
0,  0.2,  …, 
1 
0,  0.2,  …, 
1 
0,  10,  20,  30 
  Table  1:  Combination  of  variables 
 
For  all  initial  inventory  levels,  the  decrease  of  μ rm  and  
μ nw led  to  an  increase  in  the value.  Figure  4  T AT  
indicates  the  variation  of for  different  values  of T AT  
parameter  B  and  rate  μ rm  ,  for  μ nw =  0.3,  i=  0.4  and  r=  
0.6.  
 
As  It  is  shown  in  figure  4,  the  increase  of  B  from  0  to 
20  has  a  positive  effect  on and  leads  to  a T AT  
significant  decrease  in  it.  But  changing  B  from  20  to  30 
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has  no  impact  on .  Studying  all  possible  service T AT
rate  values,  it  is  obtained  that  the  initial  inventory  level 
of  20  is  the  most  time-efficient  option  in  general.  
 
 
Figure  4:  Relevance  between  average  TAT  and  initial 
inventory  level  of  components 
 
5.2     Impact  of  total  number  of  irreparable 
components  on  the  total  cost 
  
In  this  section,  we  observe  the  total  cost  for  each 
combination  of  (B,r)  obtained  by  taking  many  values 
of  parameter  i,  with  fixed  parameters  μ rm  =  1.9,  μ nw =  
1.3,  C nw   =  3*C rp ,  and  C rm =  2.5*C rp. .  
 
 We  observe  that  the  cost  globally  increases  with  the  
increase  of  i.  The  optimal  Initial  inventory  is  B=20 
represented  by  the  plots  red  and  blue  of  the  figure  5. 
The  optimal  remanufacturing  rate  satisfying  the 
minimal  costs  are  different  depending  on  the  value  of  i. 
For  i=0.2  we  obtain  r=0.2,  for  i=0.4  we  obtain  r=1  and 
for  i=0.6  we  obtain  r=0.8.  If  the  Initial  inventory  level 
is  equal  to  0,  B=0  in  Figure  6,  all  the  costs  are  the 
highest  and  decrease  with  the  increase  of  the 
remanufacturing  rate  r  and  the  decrease  of  the 
irreparable  rate  i. 
 
 
Figure  5:  Total  cost  versus  remanufacturing  rate  and 
Initial  Inventory  level  for  i=0.2  and  i=0.4 
 
Figure  6:  Total  cost  versus  remanufacturing  rate  for 
B=0 
 
5.3     Impact  of  the  stations  service  rate  
 
We  take  the  following  values:  i  =  0.2,  C nw  =  3*C rp ,  and  
C rm =  2.5*C rp and  observe  that  the  service  rate  of  the 
stations  μ rm and μ nw have  effects  on  the  optimal  costs  
until  r=0,4  as  shown  in  figure  7.  For  example  when  μ rm  
=  1.9,  μ nw =  1  the  optimal  (B,  r) *  is  (10,  0.4).  μ rm  =  1.9,   
μ nw =  0.7  lead  to  a  new  (B,  r) * =  (20,  0.2);  μ rm  =  1.3,  μ nw =  
0.3  lead  to  (B,  r) * =  (20,  0.2)  and  μ rm  =  1.3,  μ nw =  0.3  
lead  to  (B,  r) * =  (20,  0.4).  
 
Globally  from  r=0.4  the  service  rate  of  the  stations  μ rm 
and  μ nw   no  longer  have  much  effects  on  the  costs 
 
 
Figure  7:  Total  cost  versus  remanufacturing  rate  and 
Initial  Inventory  level  with  the  variation  of  μ nw  and  μ rm  
 
5.4    Unit  costs 
 
i  =  0.2,  μ rm   =  1.9,  μ nw =  1.3 
 
 
  Figure  8:  Total  cost  versus  remanufacturing  rate  and 
Initial  Inventory  level  with  the  variation  of  C nw  and  C rm 
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Globally  as  presented  in  figure  8,  the  variation  of  the 
unit  costs  C nw  and  C rm does  not  have  effects  on  the  
shape  of  the  plots  whatever  the  values  of  B.  Besides, 
regardless  of  the  unit  cost  values,  for  respectively 
B=10,  B=20  and  B=30  we  have  respectively  the 
optimal  remanufacturing  rate   r=1,  r=0.2  and  r=1.  
In  general,  for  all  the  scenarios  initial  inventories  B=0 
and  B=30  are  never  suitable  for  optimal  costs.  The 
choice  is  between  B=10  and  B=20.  In  the  majority  of 
cases,  B=20  is  the  optimal  inventory  level.  
6      CONCLUSION 
In  this  study,  we  evaluated  the  costs  and  the  average 
waiting  time  of  failed  equipment  in  a  CMW  integrating 
the  remanufacturing  of  irreparable  components.  From 
the  existing  model,  we  proposed  to  explore  the  effects 
of  variation  of  initial  inventory  level  and 
remanufacturing  rate  of  components.  It  suggests  using 
remanufactured  components  may  create  value  by 
affecting  the  total  cost  and  average  TAT,  positively. 
The  main  results  can  be  summarized  as  follows: 
 
● Average  TAT  decreases  significantly  by  increasing 
initial  inventory  level. 
● Initial  inventory  level  of  20  is  the  best  option  in 
terms  of  cost  and  time  for  the  CMW  with  the 
defined  number  of  servers  and  equipment  arrival 
rate  in  this  study.  Regardless  of  the  irreparable  rate 
and  the  remanufacturing  rate  of  the  components  the 
optimal  value  of  B  is  the  same. 
● The  optimal  remanufacturing  rate  depends  mainly 
on  the  irreparable  rate  of  the  components  whatever 
the  service  rate  of  the  stations  or  the  unit  costs. 
● There  is  a  trade  off  between  average  TAT  and  initial 
inventory  level  for  some  combination  of  C rm  and  
C nw .  Initial  inventory  level  of  20  is  the  most  time 
efficient  option  that  will  assure  the  high  service 
level  of  CMW.  But  considering  the  total  costs  in 
some  combinations  of  C rm  and  C nw ,  initial  inventory  
level  of  10  is  the  most  cost  efficient  option 
compared  to  B  equal  to  20.  It  is  noteworthy  that  the 
difference  is  too  low.  According  to  the  policies  of  a 
company  one  of  these  options  may  be  selected. 
 
Future  research  based  on  this  article  can  be  to  extend 
the  CMW  model  embedding  the  variation  of  the 
equipment  arrival  rate.  A  closed-loop  system  can  be 
studied  considering  the  fact  that  each  equipment 
reaches  CMW  several  times  throughout  its  life  cycle. 
Another  extension  could  be  to  study  the  quality  of 
equipment  at  CMW  departure  throughout  other  priority 
policies  selecting  components  from  the  three  buffers. 
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RESUME : Cet article s’intéresse à la transformation du processus de planification des PME (Petites et Moyennes 
Entreprises) manufacturières dans le cadre de la quatrième révolution industrielle. Notre étude se concentre sur le PDP 
(Programme Directeur de Production) . Pour identifier les opportunités d’amélioration du PDP de ce secteur, une 
cartographie du processus actuel de planification a été élaborée au sein d’un groupe de PME manufacturières. Elle a 
montré que les acteurs ont besoin d’outils pour supporter la prise de décision, pour améliorer la qualité des données 
d’entrée et pour proposer des plans qui s’adaptent rapidement aux contraintes internes et externes de l’environnement 
de production. Nous proposons ici l’intégration de divers groupes de technologies de l’industrie 4.0 aux activités du PDP.  
Notre proposition permettra aux PME de guider les étapes initiales de la transformation numérique de ce processus de 
planification et invite les chercheurs à apporter des solutions adaptées à ce secteur à travers plusieurs perspectives de 
recherche.  
 
MOTS-CLES : PDP, Industrie 4.0, PME, Gestion de production, Modélisation BPMN, Agilité 
 
1 INTRODUCTION 
Les technologies et les outils numériques associés au con-
cept d’ Industrie 4.0  offrent aux entreprises diverses pos-
sibilités pour exécuter, contrôler, optimiser et automatiser 
leurs processus. Ainsi, différents objectifs sont au cœur 
des projets industriels du passage au numérique, tels que : 
la réduction des coûts, l’amélioration de la productivité, 
une meilleure qualité, l’agilité et la proposition de solu-
tions plus adaptées aux besoins des clients (CEFRIO, 
2016 ; Joblot et al., 2019 ; Raymond, 2005).  
Depuis quelques années, les PME cherchent à intégrer les 
avancées technologiques du 4.0 dans leurs processus mé-
tier. Toutefois, en raison d’un manque d’expertise tech-
nique, les projets de transition numérique peuvent s’avé-
rer complexes pour ce type d’entreprise (Moeuf, et al., 
2019). Les PME ont en conséquence besoin de méthodes 
leur permettant de guider la transformation numérique 
(Gamache et Abdul-Noir, 2019). Peu d’études scienti-
fiques se sont intéressées aux activités de planification à 
moyen terme et adaptées au contexte industriel et organi-
sationnel des PME (Tobón Valencia et al., 2019).  
Nous proposons dans cet article un modèle d’intégration 
de groupes technologiques 4.0 dans le processus PDP des 
PME manufacturières. Nous présentons dans la première 
section la théorie du processus PDP. Ensuite, nous présen-
tons une cartographie des activités de ce processus qui re-
pose sur des observations au sein d’un groupe de PME et 
une modélisation BPMN. Cette cartographie nous a per-
mis de soulever plusieurs difficultés associées au proces-
sus PDP au sein des PME que nous détaillons à la fin de 
la troisième section. Nous proposons dans la quatrième 
section un modèle d’intégration des technologies 4.0 à un 
groupe d’activités du processus PDP. Ce modèle ouvre la 
voie à plusieurs opportunités de recherche que nous évo-
quons en conclusion dans la dernière section.  
2 PDP  
Dans un horizon de planification à moyen terme, le PDP 
définit au niveau des articles directeurs les quantités qui 
doivent être produites dans chaque période de l’horizon 
de planification afin de satisfaire la demande des clients 
dans des conditions de production optimales. Il s’agit d’un 
processus complexe et essentiel pour traduire les objectifs 
stratégiques en programmes de production faisables. 
Le PDP est une base importante pour la communication 
entre la gestion des commandes clients et la production. Il 
permet au service commercial de définir les quantités qui 
peuvent être réservées aux clients et les dates auxquelles 
les commandes des clients peuvent être livrées (Jonsson 
et Ivert, 2015). Deux des trois objectifs du PDP peuvent 
être récupérés de cette définition, soient assurer la satis-
faction des clients à travers le respect des délais de livrai-
son, tout en contrôlant les niveaux des stocks (APICS, 
2011 ; Perrot et Villumus, 2018).  
Le processus PDP a deux livrables principaux. Le premier 
livrable est un programme de production qui indique les 
quantités de produits finis à fabriquer par semaines dans 
l’horizon PDP. Le second livrable est un programme 
d’entrée pour l’ordonnancement qui indique le moment de 
production de chaque ordre de fabrication. 
337
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc 
Comme mentionné par Jonsson et Ivert (2015), il existe 
une différence entre les résultats du PDP et les objectifs 
que l'entreprise cherche à atteindre avec ce processus. Le 
PDP indique ce qui doit être produit en fonction d'un ou 
plusieurs objectifs suivants : augmenter la productivité, 
utiliser au mieux la capacité disponible, améliorer le ser-
vice client et maintenir les stocks à un niveau souhaité.  
Il y a deux méthodes principales de planification du PDP, 
par gestion de stock et par exploitation de la connaissance 
des besoins futurs (Baglin, et al., 2015). La première mé-
thode fait appel à l’utilisation des méthodes de gestion de 
stock pour gérer le réapprovisionnement. La seconde mé-
thode exploite les prévisions de vente et les commandes 
fermes pour faire une projection de stock prévisionnel et 
prendre les décisions de réapprovisionnement sur cette 
base. Cette méthode permet de répondre aux besoins 
clients et de minimiser le stock de produits finis.  
Nous allons baser notre proposition sur la méthode d’ex-
ploitation des prévisions de vente et commandes fermes. 
Sur cette logique, le processus PDP est réalisé par quatre 
sous-processus fondamentaux : la planification de la de-
mande, la planification de la capacité et des approvision-
nements, la réunion PDP et la gestion de la capacité suite 
aux CBN (calculs de besoins nets) . Nous présentons briè-
vement ces activités dans chaque sous-processus par la 
suite.  
 
2.1 Définition des paramètres généraux  
Avant d’aborder la planification PDP, il est essentiel de 
définir les paramètres généraux ou donnés d’entrée du 
PDP. D’abord, il faut identifier les ressources critiques ou 
goulets. Ces postes ont une capacité contrainte qui rythme 
le flux de production. À partir de cette identification, il 
sera possible de déterminer le plus long délai de fabrica-
tion.  
Ensuite, il est indispensable d’identifier les articles direc-
teurs. Ces articles doivent être associés à l’une des fa-
milles du PIC (Plan Industriel et Commercial). Leur pro-
cessus de fabrication alloue les mêmes postes de charge et 
des temps de fabrication similaire. Ceci permet de leur at-
tribuer une macro-gamme. Au niveau de leur structure, ils 
nécessitent des composants et matières premières simi-
laires, il est donc possible d’y associer une macro-nomen-
clature.  
Un autre paramètre qui doit être déterminé est l’horizon 
du PDP. Cet horizon doit avoir une valeur maximale équi-
valente à la somme des plus longs délais d’approvisionne-
ment et de fabrication. La valeur minimale de cet horizon 
peut être le plus long délai de fabrication. 
Enfin, il est important de traduire les objectifs de l’entre-
prise pour le PDP en indicateurs de performance : nombre 
de commandes en retard, niveaux des stocks de produits 
finis et approvisionnements, adhérence au PDP, coûts as-
sociés aux ajustements PDP. La valeur cible de ces indi-
cateurs doit aussi être déterminée.  
L’entreprise doit définir la fréquence de mise à jour de ces 
paramètres pour l’incorporer comme activité du proces-
sus. Il est également important d’effectuer une mise à jour 
des données techniques employées dans ce processus : 
commandes et prévisions de demande, stocks des produits 
finis, stocks des approvisionnements, gammes et nomen-
clatures (Baglin, et al., 2015).   
Pour donner suite à la définition ou à la mise à jour des 
paramètres et des données techniques, les sous-processus 
que nous présentons dans les sections suivantes sont exé-
cutés.  
 
2.2  Planifier la demande 
La demande du PDP est composée de quatre éléments 
principaux, la demande du PIC, les besoins confirmés, les 
besoins non confirmés et les commandes en retard. 
Les activités de ce sous-processus cherchent à désagréger 
la demande du plan de ventes du PIC par article directeur 
PDP, à mettre à jour les dates de commandes fermes et les 
hypothèses de la demande (besoins non confirmés). Fina-
lement, il est nécessaire de mettre à jour et d’incorporer 
dans le calcul de la charge les commandes en retard.   
 
2.3 Planifier la capacité et les approvisionnements 
Ce sous-processus comporte trois activités principales : la 
proposition d’un PDP faisable, l’analyse des charges 
globales et la définition d’un plan de base pour 
l’ordonnancement des ordres de fabrication. 
La proposition d’un PDP faisable commence par une éva-
luation des indicateurs de performance du PDP de la se-
maine précédente. Si ces valeurs sont égales à la cible, il 
est possible de proposer un PDP pour la demande validée 
dans le sous-processus précédent. En revanche, s’il y a des 
écarts entre les valeurs réelles des indicateurs et leur cible, 
il est nécessaire de déterminer s’il s’agit d’un problème 
associé aux données de capacité ou bien des données de 
calcul de la charge. Pour donner suite à cette vérification, 
les données modifiées doivent être mises à jour.  
Pour donner suite à ces corrections, il est important de vé-
rifier la disponibilité des approvisionnements (matières 
premières, composants, sous-ensembles) pour pouvoir 
proposer un PDP et conduire l’analyse de charges glo-
bales. Ce dernier cherche à déterminer si la capacité dis-
ponible dans les goulets est suffisante pour traiter la 
charge induite par le PDP.  
Le PDP permet de proposer un plan d’entrée pour l’or-
donnancement qui indique les dates de début et de fin de 
traitement de chaque commande. Il permet également de 
calculer le disponible à la vente (les quantités qui peuvent 
être vendues sans entraîner une modification du PDP). Fi-
nalement, il permet de calculer le retard sur les com-
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2.4 Déroulement de la réunion PDP  
Cette réunion a trois objectifs principaux : communiquer 
la performance du PDP de la période précédente, 
déterminer les actions à lancer pour donner suite à cette 
performance et valider le PDP de la période suivante.  
La performance du PDP de la période précédente est 
évaluée à travers les indicateurs de performance définis 
dans le sous-processus 1. Leurs valeurs permettront 
d’identifier les risques et problèmes associés 
(disponibilité des composants, au niveau des stocks et à la 
capacité disponible. S’il est nécessaire d’améliorer la 
valeur d’un indicateur, des actions doivent être mises en 
place. Ces actions doivent être standardisées. Par 
exemple, quand il y a du retard, afin de livrer dans les 
meilleurs délais, les actions à lancer peuvent être : 
travailler en heures supplémentaires, embaucher du 
personnel, recourir à de la sous-traitance, utiliser la 
polyvalence et/ou diminuer le temps de réglage.  
Pour donner suite à la définition de ces actions, il s’agit de 
présenter l’analyse des charges globales et le plan de 
production au niveau des articles directeurs pour la 
période suivante. La réunion se termine avec la validation 
de ces éléments.  
 
2.5 Ajuster le PDP pour donner suite au CBN 
Pour donner suite au CBN, il est important de vérifier s’il 
est nécessaire de modifier le plan d’entrée de 
l’ordonnancement qui avait été proposé dans le sous-
processus 3. En outre, le CBN permettra de définir les 
priorités de ce plan.  
Ensuite, le processus d’ordonnancement pourra se 
dérouler. Il est indispensable à ce point de faire un suivi 
des entrées sorties (contrôle de flux de charges), pour 
comparer la charge planifiée par rapport à la production 
réelle. Ceci permettra de calculer l’adhérence au PDP et 
de mettre à jour les niveaux de stocks des produits finis.  
Le processus PDP est en conséquence complexe. Il ras-
semble beaucoup d’activités et une prise de décisions im-
portante. Nous allons nous concentrer sur le sous-proces-
sus 3 dans les sections suivantes.  
3 CARTOGRAPHIE LE PROCESSUS PDP 
OBSERVES DANS LES PME  
Dans le but de proposer un guide approprié pour la trans-
formation du processus PDP traditionnel au sein des 
PME, il a été nécessaire d’abord de modéliser le processus 
PDP actuel au sein d’un groupe de PME. Nous avons con-
duit une étude Delphi-Régnier avec les intervenants de ce 
processus pour formaliser les activités, les outils et recen-
ser les difficultés.  
Nous présentons dans la figure 1 une cartographie du 
sous-processus 3 actuel, « Planifier la capacité et les ap-
provisionnements ». Dans cette cartographie, le sous-pro-
cessus 2 de notre partenaire industriel est similaire au pro-
cessus « Ajuster PDP pour donner suite au CBN » que 
nous avons décrit dans la section précédente. 
 
3.1 Modélisation BPMN  
La modélisation BPMN a été retenue pour modéliser le 
processus PDP. La version BPMN 2.0 (de l’anglais Busi-
ness Process Modelling Notation) a été proposée en 2011 
par l’Object Management Group (OMG). Le standard est 
disponible en ligne sur le site suivant : 
http://www.bpmn.org/ 
Le BPMN permet d’avoir une notation compréhensible 
par toutes les personnes participant à la conception d’un 
processus. Ainsi, le personnel responsable de modéliser le 
processus, les développeurs techniques responsables de 
déployer l’architecture technologique pour exécuter le 
processus et les responsables du contrôle du processus uti-
lisent un standard de modélisation commun (White, 
2004). 
 
3.2 Discussion processus PDP T0 
Pour donner suite à la modélisation du sous-processus ac-
tuel de notre partenaire industriel, nous avons constaté 
qu’il y a des difficultés associées aux outils et au proces-
sus. Quant aux outils technologies et systèmes d’informa-
tion employés dans les activités du PDP, nous avons re-
marqué que la plupart des activités de calcul sont faites à 
l’aide d’outils conçus sur Excel. Aucun groupe technolo-
gique du 4.0 n’est actuellement employé dans le processus 
de planification. 
Selon l’échelle proposée par le CEFRIO (2016), le pro-
cessus PDP actuel a un niveau discipliné parce qu’il est 
soutenu par un ERP. Cependant, les autres outils informa-
tiques utilisés ne sont pas intégrés avec l’ERP.  
Les difficultés du processus de planification sont diverses. 
Tout d’abord, il y a un problème de délégation des fonc-
tions.  Le chef planificateur est responsable de plusieurs 
activités qui pourraient être réalisées par d’autres acteurs 
du processus PDP. D’autres activités, comme la mise à 
jour des dates de fin de fabrication sur les lignes de com-
mandes, demandent beaucoup de temps de la part du chef 
planificateur. Cette mise à jour est faite manuellement 
dans l’ERP au niveau de chaque commande. Dans le quo-
tidien de l’entreprise, beaucoup d’activités que nous 
avons modélisées ne sont pas faites par un manque de 
temps par le chef planificateur. 
Le PDP n’est pas actuellement importé dans l’ERP. En 
conséquence, le CBN n’est pas relié à ce programme.  
Les objectifs du PDP n’ont pas été clairement définis. Les 
indicateurs de performance n’ont pas non plus été préci-
sés. En conséquence, la performance du PDP n’est pas 
mesurée.  
Nous avons également constaté un manque de processus 
de communication entre les différents acteurs. Le chef 
planificateur est au cœur de tous les échanges. La plupart 
des informations sont transmises à l’oral ou échanges de 
courriels sans être enregistrées dans une base de données 
ou des rapports.  
Les difficultés précédentes expliquent les risques d’appa-
rition de :  
 retards dans l’expédition des commandes 
clients ; 
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 problèmes de communication entre les interlocu-
teurs ;  
 l’incapacité de gérer des aléas ou évènements 
inattendus et d’adapter le plan par rapport à ces 
aléas. 
En outre, nous n’avons pas pu identifier aucune forme 
d’agilité dans le processus PDP actuel.  
En vue des difficultés identifiées, nous proposons d’inté-
grer les technologies 4.0 aux activités du processus PDP.  
4 PDP 4.0 
En l’absence de modèles d’intégration des technologies 
4.0 aux approches de planification à moyen terme (Tobón 
Valencia et al., 2019), il était nécessaire de passer par la 
consultation d’experts. Nous avons invité un groupe de 
six experts en Industrie 4.0 à deux ateliers de travail col-
laboratif. Les objectifs de ces ateliers étaient d’identifier 
les activités pouvant bénéficier de l’exploitation des 
groupes technologiques 4.0, pour ensuite sélectionner la 
technologie la plus adaptable et finalement déterminer la 
portée attribuée au PDP 4.0.  
Nous avons considéré les dix groupes technologiques qui 
ont été identifiés par le CEFRIO (2016) comme piliers de 
la quatrième révolution industrielle: les systèmes cyber-
physiques (CPS), l’internet des objets (IdO), l’in-
fonuagique, les sciences des données, la cybersécurité, les 
robots/machines autonomes, la réalité augmentée, les sys-
tèmes de simulation, les technologies de communication 
entre machines et l’intelligence artificielle (IA).  
Nous avons modélisé l’association de ces technologies 
aux activités PDP à l’aide de la méthodologie BPMN. 
Nous avons ajouté un couloir que nous avons nommé 
« Technologies 4.0 », dans lequel nous avons déplacé les 
activités qui exploitent des groupes technologiques 4.0. 
Nous avons également ajouté le symbole suivante  sur 
le coin inférieur droit de ces activités. 
Nous avons considéré quatre niveaux pour déterminer la 
portée du PDP 4.0 : surveillance, contrôle, optimisation et 
autonomie. Le CEFRIO (2016) a défini ces niveaux :  
 la surveillance permet d’identifier des change-
ments de situation ou de performance dans le 
processus à travers des capteurs et des sources de 
données extérieures ; 
 le contrôle rend possible l’interaction entre l’uti-
lisateur et le système pour corriger, personnaliser 
ou améliorer la performance ;  
 l’optimisation intègre l’exploitation des données 
récupérées du niveau de surveillance avec la ca-
pacité de contrôler le système pour faire face aux 
aléas sans détériorer la performance du système 
; 
 l’autonomie associe tous les niveaux précédents 
pour que le système soit capable de s’adapter en 
temps réel aux préférences de l’utilisateur.  
Lors de séances de travail avec les experts, nous avons 
étudié chaque sous-processus PDP que nous avons décrit 
dans la section 2. Nous présentons par la suite une syn-
thèse de ce travail pour le sous-processus 3 « Planifier la 
capacité et les approvisionnements ». Le modèle BPMN 
de ce sous-processus est présenté dans la figure 2. Les ac-
tivités seront identifiées par la suite avec le numéro que 
nous avons associé dans cette figure. Les événements in-
termédiaires que nous y présentons comme sous-proces-
sus correspondent à ceux que nous avons présentés dans 
la section 3.   
 
4.1 Intégration technologies 4.0 aux activités de pla-
nification de la capacité et des approvisionne-
ments 
Pour déterminer la cause d’une mauvaise performance du 
PDP de la semaine précédente (activité 3.3 -Tn), les ex-
perts ont proposé de se servir de l’apprentissage automa-
tique comme technique de l’IA. Pour pouvoir exploiter 
l’apprentissage automatique, il est nécessaire d’alimenter 
l’algorithme avec des données associées aux causes de la 
mauvaise performance et des solutions préalables. Ainsi, 
l’algorithme pourra proposer une solution en fonction de 
la cause de la mauvaise performance.  
Si l’algorithme d’apprentissage automatique détermine 
que la cause est associée à la capacité, la simulation peut 
être exploitée pour modifier la capacité (activité 3.4 – Tn) 
et pour proposer différents scénarios de mise à jour de ca-
pacité (sous-processus 6 –Tn). Ensuite, le responsable de 
production peut sélectionner le meilleur scénario à l’aide 
des outils d’optimisation (activité 3.15 –Tn). 
Si l’algorithme d’apprentissage automatique détermine 
que la cause de la mauvaise performance du PDP est as-
sociée aux données de la charge, la simulation peut être 
au service de l’activité 3.5 – Tn, pour proposer des modi-
fications sur les macro-gammes ou bien sur les macro-no-
menclatures. L’exploitation des données de flux de pro-
duction récupérées à travers l’IdO ou des CPS (activité 
3.10 – Tn), est importante pour la modification des don-
nées exploitées pour le calcul de la charge.  
L’IdO peut aussi être utile lors de la vérification de la dis-
ponibilité des semi-finies ou des approvisionnements fa-
briqués en interne (activité 3.11 - Tn). Quant à la vérifica-
tion de la disponibilité des composants, matières pre-
mières ou semi-finies approvisionnées des fournisseurs 
(activité 3.12 – Tn), l’utilisation de l’IdO ou des systèmes 
CPS avec de l’infonuagique a été proposée. L’analyse des 
niveaux d’inventaire des composants (activité 3.14 – Tn), 
pourrait exploiter l’apprentissage automatique pour faire 
des prévisions sur la disponibilité des matières dans l’en-
trepôt.  
Lors de la proposition du PDP (activité 3.2 - Tn), les ex-
perts ont remarqué que l’exploitation de la simulation 
avec des outils d’optimisation permettrait d’obtenir un 
PDP en considérant plusieurs contraintes : rapport charge-
capacité, utilisation optimale de la capacité disponible, 
décalage des dates d’expédition des commandes, varia-
tions capacitaires, entre autres. À l’aide de la simulation, 
plusieurs scénarios PDP peuvent être proposés.  
Ensuite, des approches d’optimisation (heuristiques, mé-
tahéuristiques ou hybrides) permettront de valider
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Figure 1 : Modèle représentant le sous-processus « Planifier capacité et approvisionnements » dans le processus PDP des PME manu-
facturières
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les scénarios à partir des différents objectifs définis dans 
le processus PDP pour le niveau des stocks, les coûts des 
stocks, le retard, le licenciement et l’embauche des opéra-
teurs, la cadence de production, le temps total de produc-
tion et l’utilisation de la capacité. 
L’activité 3.2 -Tn peut être complètement automatisée et 
proposer un PDP réalisable qui soit importé dans l’ERP 
(3.20 -Tn). Une autre alternative est de proposer pour don-
ner suite à cette activité (3.2 – Tn) plusieurs PDP, pour 
permettre au chef planificateur de choisir le meilleur PDP 
en fonction des contraintes de production du moment. Le 
chef planificateur pourra ensuite effectuer des modifica-
tions à partir de ses connaissances (3.19 - Tn). Le choix 
parmi ces deux niveaux 4.0, automatisé et optimisé, dé-
pendra du niveau de portée recherché par l’industriel avec 
le 4.0 (surveillance, contrôle, optimisation, autonomie).  
Les coûts des variations capacitaires, de repositionnement 
de la charge et du retard sont exploités dans l’activité 3.27 
- Tn, détermination des coûts associés aux changements 
PDP. Cette activité, qui cherche à estimer les coûts des 
changements associés au PDP, peut être faite à l’aide de 
l’apprentissage automatique. 
La sortie de cet algorithme d’apprentissage automatique 
sera un coût estimé, plus ou moins proche du coût réel en 
fonction de la quantité et la qualité des données d’entrée.  
La planification des dates de début et de fin des ordres de 
fabrication de produits finis (activité 3.24 – Tn), peut être 
faite avec la simulation pour incorporer les variations ca-
pacitaires. L’exploitation des approches d’optimisation 
sera ensuite nécessaire pour choisir le meilleur plan 
d’ordres de fabrication en fonction des objectifs de l’en-
treprise. 
Le calcul de la valeur du retard (activité 3.26 –Tn), peut 
être fait avec de l’apprentissage automatique. Il s’agit 
d’une prédiction qui considère beaucoup de contraintes et 
de scénarios associés à des perturbations. L’utilisation 
d’une approche hybride, d’apprentissage automatique 
avec un algorithme heuristique ou métahéuristique, per-
mettrait de diminuer le retard et de déterminer la priorité 
de traitement des ordres de fabrication (activité 3.25 – 
Tn). L’approche d’optimisation permettrait de vérifier la 
faisabilité du plan. 
 
4.2 Discussion modèle planification de la capacité et 
des approvisionnements 4.0 
L’atelier avec les experts nous a permis d’identifier deux 
axes d’amélioration principaux pour le PDP à l’aide des 
groupes technologiques 4.0. Ces axes sont associés à la 
surveillance et à l’optimisation. 
Le premier axe concerne la fiabilisation des données d’en-
trée (paramètres du processus). Le pilotage des flux de 
production en temps réel permet d’une part de fonder les 
prévisions sur des données plus proches de la réalité et 
d’une autre part d’améliorer la réactivité des plans face 
aux aléas de production. Cet axe est associé à la surveil-
lance. Pour les activités du PDP associées à ce niveau, 
l’IdO et les CPS ont été les groupes technologiques privi-
légiés par les experts pour récupérer les données en temps 
réel.  
Une autre technologie 4.0 que les experts ont associée au 
niveau de surveillance est l’infonuagique. La récupération 
des données des systèmes d’information des fournisseurs, 
comme les dates de réception des approvisionnements, 
pourrait être faite en temps réel à l’aide de cette technolo-
gie. Les experts ont aussi signalé l’importance d’utiliser 
la cybersécurité pour accéder aux informations dans le 
nuage et protéger les systèmes d’information propres à 
l’entreprise, mais aussi ceux des fournisseurs. 
Des autres utilités de l’infonuagique dans le processus 
PDP évoqué par les experts concernent : 
 Le stockage des données de flux de production 
lorsque l’entreprise manque d’espace dans ses 
serveurs ou bien lorsque la puissance de calcul 
de l’entreprise pour les simulations et les calculs 
d’optimisation ne sont pas suffisants.  
 Lors de la planification d’un réseau de produc-
tion distribué géographiquement, pour permettre 
d’accéder aux données de flux de production en 
temps réel des sites de fabrication.  
Le deuxième axe d’amélioration comporte l’exploitation 
des technologies 4.0 pour l’optimisation et le support dans 
la prise de décisions associées au PDP. La Simulation est 
la technologie que les experts ont privilégiée pour ce ni-
veau de capacité. Les experts ont remarqué que l’exploi-
tation des approches d’optimisation heuristiques et mé-
tahéuristiques s’avérait indispensable pour permettre de 
faire un choix parmi les scénarios proposés par la simula-
tion.  
L’apprentissage automatique comme technique de l’Intel-
ligence artificielle a été employé aussi pour supporter la 
prise de décisions. Cette technique a été associée à des ac-
tivités du PDP uniquement lorsque le décideur n’était pas 
capable de modéliser l’influence des différents paramètres 
sur l’objet qu’il cherche à calculer, par exemple dans la 
consolidation des prévisions de la demande (activité 3.3 –
Tn). Étant donné que dans le processus du PDP le système 
et la valeur de paramètres sont souvent connus, les tech-
niques de l’intelligence artificielle ont été très peu utili-
sées. 
Mis à part de l’exploitation de l’IdO, les CPS, la cybersé-
curité et l’infonuagique pour les activités de pilotage des 
flux et de la simulation couplée avec des algorithmes 
d’optimisation ou de l’apprentissage automatique pour le 
support dans la prise de décisions, les experts ont jugé 
qu’il n’était pas nécessaire d’associer d’autres groupes 
technologiques 4.0 aux activités du PDP. La faisabilité du 
plan est la condition principale que le groupe d’experts a 
associée au processus PDP. En conséquence, ils considè-
rent qu’il est possible d’exploiter certaines technologies 
4.0, mais il est essentiel de laisser la place à la prise de 
décisions des différents acteurs du processus PDP. 
5 CONCLUSION 
En fonction de la stratégie 4.0 définie par l’entreprise, 
l’automatisation des activités associées à la prise de déci-
sions du PDP peut être plus ou moins élevée. 
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Figure 2 : Modèle représentant le sous-processus « Planifier capacité et approvisionnements 4.0 » dans le processus PDP 4.0  des 
PME manufacturières
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Le sous-processus de planification de la capacité et des 
approvisionnements 4.0 que nous avons proposé porte sur 
les niveaux de surveillance et d’optimisation. Les techno-
logies 4.0 permettent de supporter la prise de décisions 
des différents acteurs à travers l’exploitation des données 
des flux de production en temps réel et de l’ajustement des 
plans par le biais de la simulation et des approches d’op-
timisation.  
À l’aide des experts, nous avons donné de la robustesse 
aux paramètres de ce sous-processus à travers le niveau 
de surveillance. Le niveau d’optimisation nous a permis 
de transformer les activités de calcul pour mieux suppor-
ter les activités de prise de décisions.  
À travers l’intégration de certains groupes technologiques 
4.0 nous avons proposé un sous-processus PDP 4.0 plus 
flexible et réactif. L’utilisation de certains groupes tech-
nologiques 4.0 nous a permis de proposer une nouvelle 
façon de faire certaines activités du PDP. La flexibilité a 
été atteinte à travers l’exploitation de la simulation pour 
l’analyse de plusieurs plans de production qui considèrent 
différents aléas. À l’aide des approches d’optimisation, 
les responsables de la prise de décisions du PDP peuvent 
sélectionner parmi ces plans celui qui permet d’atteindre 
les objectifs en respectant les contraintes du système à un 
moment donné.  
La réactivité a été retrouvée à travers l’IdO ou les CPS 
pour piloter les flux de production en temps réel et vérifier 
la disponibilité des composants, matières premières et 
sous-ensembles en temps réel. Ces données sont utilisées 
pour proposer des plans PDP (PDP faisable et le plan 
d’entrée pour l’activité de l’ordonnancement) qui incor-
porent les changements de l’environnement interne (ate-
liers de production) et externe (fournisseurs) en peu de 
temps.  
Le travail que nous avons conduit pour proposer le sous-
processus planification de la capacité et des approvision-
nements dans le PDP 4.0 correspond à la première étape 
de transition au 4.0. Une perspective de recherche con-
cerne la mise en place de ce processus. À partir de ce mo-
dèle, les entreprises doivent d’abord sélectionner les tech-
nologies à déployer et les mettre en place après. Ensuite, 
les entreprises devront chercher à améliorer et à faire évo-
luer le processus. Il sera convenable à ce moment de me-
surer les gains apportés par le 4.0 dans le processus PDP 
et d’identifier les nouvelles activités à améliorer.  
Nous avons fondé la modélisation du processus PDP sur 
les besoins des PME manufacturières. Il serait, en consé-
quence intéressant de déterminer si le modèle PDP 4.0 que 
nous avons proposé est transposable à d’autres contextes 
industriels. 
Une autre perspective de recherche concerne la modélisa-
tion BPMN 2.0. Le standard nous a permis de modéliser 
les processus PDP actuels (T0) sans aucune difficulté. En 
revanche, lors de la modélisation du processus PDP 4.0, 
nous avons dû personnaliser l’utilisation des éléments du 
standard. Ainsi, nous avons créé un couloir des groupes 
technologiques dans lequel nous avons placé les activités 
qui exploitent les technologies 4.0 et nous avons indiqué 
à l’intérieur des activités le groupe technologique 4.0 à 
utiliser. Lors de la modélisation des processus 4.0 il serait 
important de pouvoir spécifier pour chaque activité le 
groupe technologique, la portée (surveillance, contrôle, 
optimisation et automatisation), la fréquence d’exécution 
de l’activité, les coûts et les gains associés à l’exploitation 
de la technologie. 
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RÉSUMÉ : La logistique urbaine est une branche importante de la « supply chain ». Elle englobe les activités de 
logistique et de transport dans les zones urbaines. Ce domaine de recherche suscite l’intérêt croissant des chercheurs. 
Dans cet article, nous abordons un nouveau concept : l’entrepôt urbain. Ce concept logistique orienté client vise à 
répondre aux défis de la livraison du dernier kilomètre. Pour ce faire, l’utilisation des technologies de l’industrie 4.0, et 
de l’Internet physique est explorée. Puis une validation des contributions via un projet du groupe La Poste, qui vise à 
créer un laboratoire expérimental, est proposée. 
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La logistique est présentée comme une branche impor-
tante du Supply Chain Management dans la littérature. 
Elle peut être définie comme « le processus de planifica-
tion, de mise en œuvre et de contrôle d’un flux, et de stock-
age efficace et effectif de biens, de services et d’informa-
tions connexes, du point d’origine au point de consomma-
tion, dans le but de se conformer aux exigences d’un 
client » (Mentzer et al. 2001). 
 
La logistique associée à la consolidation, au transport et à 
la distribution des marchandises dans les villes est appelée 
logistique urbaine. Cette notion a été décrite par Tanigu-
chi comme « le processus d’optimisation des activités de 
logistique et de transport réalisées par des entreprises 
privées dans les zones urbaines, tout en tenant compte de 
l’environnement, de la circulation, des embouteillages et 
de la consommation d’énergie dans le cadre d’une écono-
mie de marché » (Dolati Neghabadi, Evrard Samuel, and 
Espinouse 2019).  
 
Parmi les activités logistiques, cet article s’intéresse à la 
gestion des espaces de stockage urbains (entrepôts), qui 
sont une des composantes de la logistique urbaine. Un en-
trepôt est un point de stockage intermédiaire qui permet 
de lisser la relation entre le temps et la demande, peut as-
surer la distribution et offrir des services à valeur ajoutée 
(Higgins, Ferguson, and Kanaroglou 2012). Jusqu’à ré-
cemment, ces espaces de stockage de colis étaient situés 
dans les banlieues extérieures (Dablanc and Rakotonarivo 
2010). 
 
Les problèmes liés au changement climatique, la tendance 
à la croissance des ventes en ligne et la demande de 
livraison instantanée ont fait pression pour que l’on 
adopte des pratiques logistiques permettant de gagner du 
temps et que l’on mette en place les installations de trai-
tement de commandes dans des endroits stratégiques 
ayant un accès direct aux marchés de consommation 
(Kang 2020). Par conséquent, les villes sont confrontées à 
la réintroduction d’espaces et d’installations logistiques 
dans les zones urbaines intérieures.  
 
Face aux défis actuels du développement durable, de la 
rentabilité, de la traçabilité, de la satisfaction des clients 
et des livraisons du dernier kilomètre, l’objectif de cet ar-
ticle est de présenter un nouveau type d’entrepôt, un en-
trepôt urbain, et de proposer l’utilisation des approches de 
l’Industrie 4.0 et de l’Internet physique pour résoudre les 
problèmes de gestion de ces nouveaux espaces. 
La suite du document est organisée comme suit : la sec-
tion 2 présente un examen des défis de la logistique ur-
baine en termes d’impact sur les entrepôts et les pro-
blèmes à résoudre. La section 3 explique comment les 
concepts de l’Industrie 4.0 et de l’Internet Physique seront 
utilisés pour résoudre les problèmes des nouveaux entre-
pôts urbains qui ont été présentés. La section 4 introduit 
un cas d’application pour valider les contributions propo-
sées. Enfin, la section 5 propose une discussion et une 
conclusion. 
2 LES DÉFIS DE LA LOGISTIQUE URBAINE 
2.1 Logistique urbaine 
L’objectif final des efforts de logistique urbaine est d’ac-
croître la prospérité d’une ville tout en atténuant les con-
séquences négatives telles que la pollution, le trafic et les 
impacts sur l’environnement. 
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Comme l’a indiqué (Dablanc and Rakotonarivo 2010) : 
« la municipalité de Paris a eu tendance à négliger une 
dimension importante des questions de circulation des 
marchandises urbaines en région parisienne : la “fuite” 
vers la banlieue de nombreuses installations logistiques ». 
Ce phénomène est appelé « étalement logistique » et cor-
respond au déplacement des installations logistiques (en-
trepôts, transbordements, terminaux intermodaux, etc.) 
hors des limites d’une ville vers les zones suburbaines. 
Les zones urbaines intérieures constituent une offre très 
limitée de terrains commerciaux et industriels disponibles 
et abordables pour établir et exploiter des installations lo-
gistiques. En conséquence, la plupart des installations lo-
gistiques sont actuellement situées dans des grappes lo-
gistiques à la périphérie des zones métropolitaines, à 
proximité des réseaux routiers, des principaux aéroports 
et des ports maritimes. 
 
Ce phénomène a augmenté les distances parcourues par 
les camions et les fourgonnettes nécessaires à la logistique 
du dernier kilomètre et a donc également accru les embou-
teillages et les impacts environnementaux. Compte tenu 
des enjeux actuels liés au changement climatique et des 
nouvelles demandes des clients, générées notamment par 
le commerce électronique (e-commerce), la stratégie de 
certains acteurs privés consiste à réintroduire ces espaces 
logistiques au sein des zones urbaines intérieures d’une 
métropole. De plus, le dernier kilomètre de la chaîne lo-
gistique est considéré comme l’une des parties les plus 
coûteuses, inefficaces et polluantes de la chaîne logistique 
(Gevaers, Van de Voorde, and Vanelslander 2009). 
 
Le retour de ces espaces dans le centre-ville, et les défis 
liés aux livraisons du dernier kilomètre incitent les cher-
cheurs et les acteurs de la chaîne logistique à repenser la 
structure des installations ainsi que leurs méthodologies 
de gestion afin de les adapter aux défis récents de la logis-
tique urbaine. Il est tout d’abord intéressant de se poser la 
question : quels sont les enjeux de ces nouveaux entrepôts 
urbains ? 
 
2.2 Livraisons du dernier kilomètre : un défi logis-
tique pour les villes 
Le développement du e-commerce a entraîné une aug-
mentation rapide de la demande de nouveaux services de 
distribution urbaine, tels que la « livraison rapide », la « li-
vraison le jour même » (allant parfois jusqu’à des options 
de livraison en 1 et 2 heures), la « livraison directe au con-
sommateur ». Cela a occasionné d’importantes con-
traintes sur le trafic urbain (embouteillages, désagréments 
et inefficacité), l’environnement (émissions de gaz à effet 
de serre et gaspillage de ressources), le bien-être (bruit, 
accidents et santé publique) et la gouvernance (pénurie de 
terrains et expansion incontrôlée) (Hu et al. 2019) ; 
thèmes abordés dans de nombreuses publications. Cette 
tendance a également un impact sur la gestion des instal-
lations logistiques. 
 
La logistique du dernier kilomètre s’effectue à partir d’un 
point de pénétration de la commande, comme l’entrepôt 
urbain présenté ci-dessus, jusqu’au point de destination 
préféré du destinataire final pour la réception des mar-
chandises (Phuong 2020). Dans ce contexte, l’objectif 
principal de la logistique et de la gestion de la chaîne lo-
gistique reste le même : fournir un bon service (le bon pro-
duit au bon moment et au bon endroit) à un faible coût. 
 
Nous nous intéressons à l’impact des enjeux de la logis-
tique du dernier kilomètre sur les fonctionnalités et orga-
nisations attendues de l’entrepôt urbain, point de pénétra-
tion et élément majeur de cette logistique urbaine, en 
énonçant dans la prochaine partie les facteurs clés et ac-
tions associés à la réussite de la gestion d’un entrepôt ur-
bain. 
 
2.3 Questions relatives aux entrepôts 
Les entrepôts remplissent les fonctions de base de récep-
tion, de stockage, de préparation des commandes et d’ex-
pédition (Yavas and Ozkan-Ozen 2020). Certains sont 
plus complexes et exercent également des activités de dis-
tribution et de valeur ajoutée. Les principales activités à 
valeur ajoutée sont (Grundey and Rimienė 2007) :  
- Gestion logistique totale, contrôle des stocks et 
suivi ; 
- Emballage, étiquetage ; 
- Gestion des achats et des fournisseurs ; 
- Retour des emballages vides, réparation, logistique 
inverse ; 
- Personnalisation, ajout de pièces et de manuels ; 
- Contrôle de la qualité, essais des produits ; 
- Installation et instruction, formation sur les produits 
dans les locaux du client. 
 
 
Entrepôts classiques Entrepôts urbains 
Grands espaces 
Situé en banlieue (Dis-
tance moyenne du centre-
ville : 16 km) 
Circulation rapide des 
marchandises 
Cross docking 
Utilisation des dispositifs 
traditionnels de gestion 
des flux tels que les con-
voyeurs, les élévateurs à 
fourche, les AGV... 
Installation standardisée 
pour l’ensemble de l’ins-
tallation logistique 
Petites surfaces (quelques 
centaines de m²) 
Situé en centre-ville 
Accès direct aux marchés 
de consommation (der-
niers kilomètres) — Stock 
de proximité 
Livraison en quelques 
heures 
Peu de clients 
Défi d’optimisation de 
l’impact environnemental 
des bâtiments et des trans-
ports 
Offres personnalisées et 




Tableau 1 : Spécifications des entrepôts urbains compa-
rées à celles des entrepôts classiques 
Certaines spécifications des entrepôts classiques exploi-
tant les fonctions mentionnées doivent être adaptées à 
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l’environnement urbain. Le tableau 1 présente une brève 
comparaison entre les spécifications des entrepôts clas-
siques provenant de (Higgins, Ferguson, and Kanaroglou 
2012) et celles des entrepôts urbains (Berg and Zijm 
1999). 
 
Pour assurer les fonctions de base et les activités à valeur 
ajoutée dans le contexte de la logistique urbaine, les en-
trepôts urbains doivent relever de nombreux défis. (Yavas 
and Ozkan-Ozen 2020), (Juntao 2016), (Witkowski 2017) 
et (Shiau and Lee 2010) mettent en évidence six facteurs 
clés de succès résumés dans la figure 1.  
 
Optimisation : l’optimisation des flux et des processus 
dans un entrepôt joue un rôle majeur : elle permet de ga-
gner en performance. En effet, le travail sur la chaîne de 
valeur permet d’identifier et de réduire les déchets, les 
stocks et les activités de manutention inutiles et la perte 
d’espace. 
Traçabilité : elle permet de connaître l’origine d’un pro-
duit et de suivre son cheminement tout au long de la 
chaîne d’approvisionnement. Elle permet aux clients de 
suivre la progression de la préparation et de l’expédition 
de leurs commandes, et de gérer les flux physiques de la 
logistique inverse, et les objets consignés.  
Fiabilité : une organisation et ses systèmes doivent être 
fiables afin de respecter les délais promis aux clients et 
d’éviter les erreurs d’enregistrement (enregistrement ma-
nuel). Le respect des délais est un gage de satisfaction des 
clients, et la qualité des données permet d’éviter des écarts 
d’inventaire et une perte d’informations dans le système 
d’information. 
Réactivité : il s’agit d’améliorer l’organisation via le sys-
tème d’information afin de donner la possibilité de re-
grouper les commandes pour un seul client ou encore gé-
rer efficacement les erreurs de sélections. 
Sécurité : il s’agit d’un facteur essentiel pour toute orga-
nisation. L’employeur doit assurer la sécurité de ses em-
ployés. L’aménagement et l’utilisation des installations 
doivent respecter certaines règles. Les entreprises doivent 
s’assurer que l’ergonomie des espaces de travail permettra 
de prévenir les troubles musculosquelettiques (TMS). 
L’entreprise doit également assurer la sécurité de ses don-
nées. 
Flexibilité : la capacité d’une organisation à répondre ra-
pidement aux fluctuations de la demande, tant en termes 
de volume que de variété (Duclos, Vokurka, and Lummus 
2003). Ce facteur comprend la capacité de personnaliser 
les produits pour répondre aux demandes spécifiques des 
clients, d’ajuster la capacité pour répondre aux change-
ments de quantités, de lancer des produits nouveaux, de 
fournir un accès généralisé aux produits et de répondre 
aux besoins d’un marché cible.
 
 









Optimiser le remplissage des stocks
Gérer l'utilisation des biens consignés (logistique inverse)
Partager les informations avec le client et le fournisseur
Réduire la charge de travail du personnel et les processus inutiles
Contrôler et localiser les objets, les marchandises et les conteneurs
Livrer à temps
Éliminer les erreurs causées par l'enregistrement manuel
Gérer les priorités
Améliorer la coordination pour consolider les commandes
Rendre l'identification efficace
Gérer les erreurs de sélection
Sécuriser les données confidentielles
Sécuriser les employés
Répondre à l'évolution des conditions et des incertitudes du marché
Gérer l'expérience du client 
Test du produit
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3 VERS UNE GESTION OPTIMALE DES 
ENTREPÔTS URBAINS 
Comme évoqué précédemment, l’essor actuel du com-
merce électronique a entraîné une forte demande et une 
forte pression sur les services logistiques, et a renforcé 
l’importance de la logistique du dernier kilomètre. De 
nombreux articles présentent les méthodes et technologies 
de l’industrie 4.0 comme une opportunité pour répondre 
aux besoins des clients et contribuer au développement de 
la logistique et de la gestion de la chaîne logistique. En 
outre, le paradigme de l’Internet physique (IP) est de plus 
en plus souvent mentionné pour développer l’« exploita-
tion de réseaux d’approvisionnement interconnectés qui 
utilisent un ensemble de protocoles collaboratifs, de con-
teneurs modulaires et d’interfaces intelligents standards, 
pour accroître l’efficience et la durabilité » (Pan et al. 
2017). À notre avis, le couplage des concepts proposés par 
l’IP et les technologies de « l’industrie 4.0 » peut contri-
buer à résoudre les problématiques des nouveaux entre-
pôts urbains. 
 
3.1 Revue de la littérature sur les technologies de 
l’Industrie 4.0 pouvant être appliquées aux 
questions de logistique urbaine 
Dans la stratégie de la chaîne logistique, il existe des ten-
sions entre des priorités concurrentes que sont le coût, la 
flexibilité, la rapidité et la qualité (Olsen and Tomlin 
2020). Elle peut également inclure l’objectif de zéro émis-
sion, une priorité qui n’a que récemment été prise en con-
sidération. Les technologies soutenant l’Industrie 4.0 peu-
vent améliorer une ou plusieurs de ces priorités, indivi-
duellement ou en combinaison les unes aux autres. De 
nombreuses études, telles que « German Manufactu-
ring 4.0 » (Cerfa 2018), mettent en évidence les technolo-
gies clés. Une enquête bibliographique a été menée pour 
identifier les principales catégories de technologie de l’in-
dustrie 4.0 qui sont applicables à la logistique urbaine. 
 
Données massives (DM) : les processus logistiques génè-
rent une grande quantité de données, provenant de sources 
diverses récoltées sous différentes formes, tels que celles 
collectées par les technologies de l’IdO (Internet des Ob-
jets). Ces données se doivent d’être traitées rapidement. 
Leur collecte et évaluation complète aident à soutenir la 
prise de décision en temps réel. Les  données massives 
permettent d’analyser et de séparer ce qui est important de 
ce qui ne l’est pas, aidant ainsi à tirer des conclusions et à 
soutenir un transfert de connaissances plus efficace pour 
atteindre les objectifs commerciaux (Witkowski 2017). 
L’infonuagique ou Cloud Computing (CC) permet le 
traitement à grande échelle, il est peu coûteux et flexible 
pour le calcul et le stockage. Le CC permet un accès ré-
seau permanent, la capacité d’augmenter ou de réduire la 
capacité à volonté et une localisation indépendante des 
groupements de ressources (Dopico et al. 2016). 
Les systèmes cyber-physiques (SCP) contiennent deux 
composantes fonctionnelles principales : une connectivité 
avancée, qui assure la collecte de données en temps réel à 
partir du monde physique et le retour d’informations dans 
le cyberespace, et des fonctions intelligentes de gestion, 
d’analyse et de calcul des données pour construire le cy-
berespace (Lee, Bagheri, and Kao 2015). 
Internet des objets (IdO) : cette technologie rend pos-
sible la création d’informations sans observation hu-
maine. Ces informations sont utilisées par d’autres tech-
nologies tel que le M2M (Machine-to-Machine) qui per-
met aux appareils de terrain de communiquer et d’intera-
gir entre eux (Rüßmann 2015). Selon (Olsen and Tomlin 
2020), les étiquettes et les lecteurs d’identification par ra-
diofréquence (RFID) promettent une révolution dans le 
suivi et la surveillance des stocks. Grâce à l’Internet des 
objets, il est possible de surveiller le processus de trans-
port des marchandises, des colis et des lettres (Witkowski 
2017). Le suivi et le traçage sont devenus plus rapides, 
plus précis, plus prévisibles et plus sûrs. En cas de retard, 
les clients peuvent être informés en temps réel.  
Simulation et Jumeaux numériques (SJn) : Les données 
en temps réel sont utilisées pour refléter le monde phy-
sique, dans un « jumeau numérique » (modèle virtuel), qui 
peut représenter des machines, des produits et des per-
sonnes (Rüßmann 2015). Ils peuvent être utilisés pour tes-
ter, simuler et optimiser l’organisation et, par exemple, ré-
duire le temps entre une commande prélevée et son expé-
dition (Tjahjono et al. 2017). 
L’intelligence artificielle (IA) utilise des ordinateurs 
pour simuler l’intelligence naturelle afin d’interpréter des 
données externes, d’apprendre à partir de ces données et 
d’utiliser cet apprentissage pour une analyse descriptive, 
prédictive ou normative (Tang and Veelenturf 2019).  
Dispositifs autonomes/Robots (Da/R) : Les récents pro-
grès en matière de technologie des capteurs et d’intelli-
gence artificielle permettent le développement d’une nou-
velle génération de technologies robotiques pouvant être 
déployées aux côtés de travailleurs humains (Olsen and 
Tomlin 2020). Ces robots collaboratifs sont appelés « co-
bots ». Leur déploiement implique l’automatisation de 
tâches manuelles qui peuvent entraîner des troubles mus-
culosquelettiques (TMS). De plus, les exosquelettes peu-
vent aider les travailleurs à atténuer les blessures causées 
par le levage de lourdes charges dans l’entrepôt (Tang and 
Veelenturf 2019). De leur côté, les robots mobiles peuvent 
améliorer la productivité en amenant, par exemple, les 
produits directement aux employés pour le picking, l’em-
ballage et l’expédition. De plus, les drones peuvent em-
barquer différents capteurs pour enregistrer des données 
(visuelles et audio) pour les opérations de surveillance et 
de contrôle. L’automatisation des activités est motivée par 
l’amélioration de la qualité (les robots peuvent effectuer 
des tâches plus précises que les humains et de manière ré-
pétée) ou de l’ergonomie en prévenant les TMS. (Olsen 
and Tomlin 2020). 
Réalité Augmentée (RA) : les systèmes basés sur la réa-
lité augmentée améliorent le monde physique grâce à des 
informations visuelles ou sensorielles générées numéri-
quement. Ils permettent une variété de services, tels que 
la sélection de pièces dans un entrepôt, fournissant aux 
travailleurs des informations en temps réel pour améliorer 
la prise de décision et les procédures de travail (Rüßmann 
2015). 
Cybersécurité (Cyb) : De grandes quantités de données 
étant désormais disponibles via l’IdO, une entreprise 
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voudra stocker ces données de manière accessible, mais 
sécurisée. Une solution possible à ce problème de stock-
age est la blockchain. Il s’agit d’un registre de sécurité 
distribué. On peut y accéder et y écrire de n’importe où, 
ces données ne sont pas stockées dans un endroit central 
et, une fois qu’un bloc est ajouté à la chaîne, il ne peut 
plus être modifié (Olsen and Tomlin 2020). 
Fabrication additive (FA) : également connu sous le 
nom d’impression 3D, il s’agit d’un processus qui prend 
une représentation numérique en 3D et produit l’objet 
physique correspondant (Olsen and Tomlin 2020). L’ins-
tallation de machines 3D à proximité des entrepôts per-
mettra d’imprimer rapidement à la demande une pièce re-
quise, ce qui réduira les stocks et le transport (Rüßmann 
2015). Cette technologie permet également de réduire les 
déchets tels que les emballages (Taniguchi, Thompson, 
and Yamada 2016). Elle peut également être utilisée pour 
produire de petits lots de produits personnalisés. 
 
3.2 Le paradigme de l’Internet physique 
Ce paradigme a été introduit pour la première fois par Be-
noit Montreuil (Benoit and Ballot 2014). L’objectif de 
l’Internet physique (IP) est de former un réseau logistique 
mondial ouvert, efficace, durable, résistant, adaptable et 
flexible, basé sur une interconnectivité physique, numé-
rique et opérationnelle grâce à des normes, des interfaces 
et des protocoles standardisés au niveau mondial 
(Maslarić, Nikoličić, and Mirčetić 2016). L’IP exploite de 
nouveaux conteneurs modulaires (appelées PI conte-
neurs), ainsi que le développement de nouvelles interfaces 
de la chaîne logistique : centres logistiques équipés de 
nouvelles technologies de manutention et de stockage et 
les réseaux logistiques coopératifs. Les PI-conteneurs per-
mettent d’encapsuler les marchandises dans des conte-
neurs mobiles verts « intelligents » de norme mondiale, 
avec des possibilités de communication entre eux en uti-
lisant tous les avantages de l’IdO, ces caractéristiques 
« intelligentes » permettent d’utiliser pleinement les capa-
cités de stockage et de transitique. Ces unités de charge 
peuvent se déplacer de manière optimale dans les réseaux 
logistiques grâce à leur capacité à communiquer entre 
elles et avec les ressources de transfert situées dans les 
plateformes logistiques (PI-hubs). De nombreuses études 
contribuent au développement des concepts associés à 
l’IP et promettent des solutions intéressantes dans un futur 
proche. Parmi celles-ci, certains développements concer-
nant la livraison du dernier kilomètre ont été proposés, tels 
que des études de conception de réseaux de casiers intel-
ligents utilisant des PI conteneurs qui démontrent que les 
conceptions modulaires peuvent fonctionner aussi bien 
que les conceptions à configuration fixe, tout en étant plus 
flexibles (Faugère and Montreuil 2017), (Faugère Louis 
and Montreuil 2018). 
 
3.3 Nouvelle gestion des entrepôts urbains 
Pour (Phuong 2020), les trois principales tendances tech-
nologiques pour la logistique du dernier kilomètre sont les 
données massives, l’Internet des objets et l’intelligence 
artificielle. Cela s’applique-t-il aux entrepôts urbains ? 
Quelles méthodes et technologies de l’industrie 4.0 iden-
tifiées dans la partie 3.1 répondent aux problèmes identi-
fiés dans la partie 2.2 ? Les concepts proposés dans le 
cadre de l’’Internet physique peuvent-ils également être 
utiles ? La figure 2 combine les actions présentées dans la 
figure 1 avec les groupes technologiques de l’indus-
trie 4.0 et la solution IP. 
 
En effet, pour chaque facteur clé de réussite ont été iden-
tifiées les actions à mettre en œuvre. L’objectif du présent 
article est de montrer que chaque action peut s’appuyer 
sur les outils de l’industrie 4.0 ou de l’Internet physique. 
La figure 2 présente les outils favorisant la mise en place 
de chaque action. Un prochain article visera à décrire plus 
en détail, grâce à un état de l’art, l’adaptation de chaque 
outil aux problématiques des entrepôts urbains. Par la 
suite, les travaux viseront à proposer une méthodologie de 
gestion des entrepôts urbains via l’implantation des tech-
nologies appropriées aux enjeux du dernier kilomètre dé-
crits précédemment. 
4 CAS APPLICATIF 
Au Vietnam, les prestataires de services postaux tradition-
nels tels que VN Post, EMS et Viettel Post ont rejoint le 
secteur des services de distribution rapide (Phuong 2020). 
De manière similaire, le Groupe La Poste a décidé d’uti-
liser son maillage national et son réseau de facteurs (plus 
de 80 000 en France) pour livrer des marchandises sur tout 
le territoire français. Ce réseau permet une livraison « ins-
tantanée » dans les villes, si elle est associée à des moyens 
logistiques efficaces. Le groupe la Poste a donc envisagé 
de tirer parti d’un autre de ses atouts, la disponibilité de 
mètres carrés dans les centres-villes pour créer des entre-
pôts urbains appelés « City hub » (zones de stockage et 
points de livraison rapide). La société envisage d’en ou-
vrir plus de 30 d’ici 2025.Un projet exploratoire a com-
mencé à Paris par la rénovation d’un espace de 600 m², 
situé dans une zone de forte activité au cœur de la ville. 
Cet espace vise à créer un laboratoire expérimental afin 
de maintenir l’avance du Groupe La Poste sur le marché 
et tenir ses objectifs. L’entreprise doit être en mesure d’of-
frir les meilleurs services en matière de gestion des stocks, 
de préparation des commandes, de livraison et de gestion 
des retours. Ce lieu vise à expérimenter les méthodes et 
technologies de l’Industrie 4.0 en réponse aux problèmes 
de la logistique urbaine, et plus précisément au défi de la 
livraison du dernier kilomètre, afin de développer des en-
trepôts urbains optimisés. Il permettrait également d’exa-
miner les avantages que le paradigme de l’Internet phy-
sique pourrait apporter. Le projet est mené en collabora-
tion avec des start-up et des écoles partenaires afin de 
s’assurer que les technologies du futur sont maintenues à 
jour. 
 
De premières offres sont déjà proposées sur cet espace : 
- Stockage compensatoire, préparation de commande 
et expéditions dans des bacs consignés de pièces automo-
biles pour un client B2B avec plusieurs offres de livraison 
entre H+2 à J+1 ; 
- Préparation de commandes personnalisée avec test 
des produits (smartphones) pour un client B2C. 
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Figure 2 : Actions combinées aux groupes technologiques de l’Industrie 4.0 
 
 
L’objectif est d’étudier et de tester des solutions sur des 
cas concrets tels que les offres présentées ci-dessus ou de 
développer des solutions afin de proposer de nouvelles 
offres. Tout d’abord, sur les offres existantes telle que 
pour les pièces automobiles, qui peuvent s’avérer très 
lourdes, l’utilisation de robots avancés telle que des exos-
quelettes pourrait être envisagée. De plus, la logistique in-
verse peut concerner les emballages réutilisables, ainsi 
que les marchandises endommagées ou les produits con-
çus pour être reconditionnés. La mise en œuvre de solu-
tions de l’IdO et d’un système WMS basé sur le cloud doit 
être étudiée pour gérer ce flux. 
 
Ensuite, la personnalisation d’une offre peut se faire à 
l’aide d’imprimantes 3D en créant des produits personna-
lisés. Cet outil pourrait également être utilisé pour réduire 
les niveaux de stock. De plus, la combinaison de l’IdO et 
des données massives pourrait permettre d’optimiser les 
stocks dans ces espaces restreints au sein des villes. 
Comme les offres de personnalisation se traduisent par 
des contrats courts, la planification de l’espace doit être 
flexible pour répondre rapidement aux changements de la 
demande, tant en termes de volume que de variété 
(Christopher 2000). Par exemple, la société a eu l’occa-
sion en 2017 d’offrir un service personnalisé à la marque 
Adidas pour la distribution de chaussures de football haut 
de gamme personnalisable. L’utilisation d’outils de simu-
lation et les jumeaux numériques pourraient permettre de 
travailler sur des scénarios avant d’utiliser des robots mo-
biles pour exécuter les choix de manière fluide et optimi-
sée. 
 
La dernière solution que l’on peut évoquer est l’utilisation 
du concept de PI conteneurs issus de l’Internet Physique 
afin de créer un système de colisage adapté aux chariots 
de La Poste, le CE 30 (figure 3). Ce moyen est équipé 
d’un système de sécurisation des produits et d’un système 
de suivi et d’acheminement afin d’en assurer le suivi ainsi 
que l’optimisation de son parcours. De plus, c’est un outil 
adapté aux problèmes d’impact environnemental, il est 
composé de boîtes réutilisables. 
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Répondre à l'évolution des conditions et des incertitudes du marché
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Tous les éléments cités restent des suggestions. Face à la 
complexité des travaux, des compromis devront être faits 
afin de répondre au mieux aux problèmes de ces installa-
tions logistiques. Le travail doit commencer par la forma-
lisation des attentes et la hiérarchisation des enjeux, suivie 
d’une proposition d’outils et de méthodes, d’études de fai-
sabilité puis de tests. 
 
5 CONCLUSION 
Dans cet article, il a été montré que, pour relever les défis 
de la livraison du dernier kilomètre, il pourrait être inté-
ressant de développer de nouveaux entrepôts urbains. 
Pour répondre aux attentes des clients et aux problèmes 
de logistique d’une ville, l’utilisation des méthodes et 
technologies de l’Industrie 4.0, ainsi que des éléments du 
paradigme de l’Internet Physique, semble être une piste 
intéressante à suivre. 
 
Cette étude n’étant qu’une première démarche dans l’ex-
ploration de solutions pour la gestion des entrepôts ur-
bains, la prochaine étape sera axée sur la validation d’un 
état de l’art de la combinaison des problèmes de ces ins-
tallations et des groupes technologiques de l’Industrie 4.0 
susceptibles de les résoudre. D’autres recherches porte-
ront sur la proposition de solutions pour aider les gestion-
naires d’entrepôts urbains à optimiser leurs installations. 
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ABSTRACT: The integrated berth allocation and quay crane assignment and allocation is among the most 
addressed problems in the maritime related literature. The accuracy of this problem solutions depends on the 
precision of the resource’s capacity estimation. Accordingly, in this paper, we investigate how the estimation 
error impacts the problem solutions. We focus on the quay cranes as being the main resources involved in 
serving the port customers vessels. We modelled the problem and tested different estimation errors scenarios 
for a dataset of instances. Computational results illustrated clearly the variation pattern of the problem 
solutions error over the capacity estimation error. 
 
KEYWORDS: Berth allocation, quay crane assignment, quay crane scheduling, quay crane capacity. 
 
1 INTRODUCTION 
Maritime logistics topic is set to become a widely 
investigated area in the literature due its very 
noticeable impact on the international trade 
(UNCTAD, 2018). Improving the port performance 
brings about various problems to be investigated 
especially the berth allocation, quay crane 
assignment and scheduling problems. The quality of 
this problem solutions depends mainly on how 
accurate the estimated resources capacities are. In 
this paper, we focus on the quay crane resources and 
we propose a model for this integrated problem 
inspired from a similar one in the literature. Then, 
we investigate how the quay cranes capacity 
estimation error influences the quality of the 
problem solutions. We conduct an experimental 
study to illustrate the impact of several estimation 
error values on the model objective value over a set 
of real based instances. 
The remainder of this paper is as follows. Section 2 
reports the most related past works regarding the 
topic addressed in this paper. A mathematical 
formulation of the studied problem is presented in 
Section 3. In Section 4, we report the results of the 
conducted experiments, then the paper ends with a 
conclusion and some potential lines for future work. 
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2 LITERATURE REVIEW 
The berth allocation and quay crane assignment and 
scheduling problems were widely addressed in the 
literature and different formulation and algorithms 
were proposed to solve them (Bierwirth and Meisel, 
2015; Li et al., 2015, Fu and Diabat, 2015; He et al., 
2019). Recently, many contributions tended to 
integrate those problems in one single formulation 
due to the cost savings induced by that (Agra and 
Oliveira, 2018; Chen et al., 2013; Correcher and 
Alvarez-Valdes, 2017; Meisel and Bierwirth, 2012; 
Unsal and Oguz, 2013, Chargui et al., 2019). In most 
of past work, the performance rate of quay cranes 
was considered fix even though its estimation is 
subject to potential error. In fact, the capacity of a 
quay crane, which is expressed in terms of the 
number of containers moved per time period, is 
variant and dependent on many factors such as the 
characteristics of containers to be handled (Linn et 
al., 2013).  
In the light of that, we investigate empirically the 
impact of the quay crane estimation error on the 
solution of the berth allocation and the quay crane 
assignment and scheduling integrated problem. For 
this, we modelled the problem based on the 
formulation proposed by Chargui et al. (2019) and 
conducted a set of experiments to highlight the 
variation. 
3 MATHEMATICAL MODEL 
3.1 Problem data 
 Number of vessels. 
 Number of bay sections across the quay. 
 Number of time periods in the planning 
horizon. 
 Number of quay cranes. 
 Sufficiently large positive number. 
 Processing rate of quay cranes. 
 
Number of containers to handle on the bay 
p of vessel v. 
 Arrival time of vessel v. 
 Right berth position of vessel v. 
 Left berth position of vessel v. 
3.2 Decision variables 
 1: if crane c is handling the bay p of vessel 
v at time period t. 0: otherwise. 
 Service starting time of vessel v. 
 Performance rate of the quay crane on bay 
p at time period t.  
 Number of containers remained to handle 
from bay p of vessel v at the beginning of 
time period t. 
 Number of containers remained on vessel 
v at bay p from time period t-1. 
 Number of containers handled on vessel v 
at bay p at time period t-1. 
 1: if vessel v is being served at time period 
t. 0: otherwise 
 Total time needed to serve the vessel v. 
 
3.3 Objective function 
The objective of the model consists in minimizing 
the sum of vessels serving times. It’s expressed as in 
equation (1). 
Minimize ∑     (1) 
3.4 Constraints ∑ ∑ ≤ 1 (∀ = 1. . , =1. . ) 
Constraints (2) ensure that at each time 
period a quay crane is at most assigned to 
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Constraints (3) guarantee that at each time 
period a bay is allocated at most one quay 
crane and one vessel. 
 
(3) 
≤ ∑ ∑   (∀ =1. . , = 1. . ) 
Constraints (4) determine the performance 
rate of the quay crane assigned to each bay 
at every time period. It’s null if no quay 




∑ ≤   (∀ = 1. . , = 1. . , = 1. . ) 
Constraints (5) ensure that, at each time 
period, if the remaining workload on each 
bay and every vessel is null, no quay crane 
will be assigned that bay. 
 
(5) 
= 0  (∀ = 1. . : ≤ , = 1. . , = 1. . ) 
Constraints (6) ensure that the remaining 
workload at every bay of a vessel is null 
before the arrival of that vessel. 
 
(6) 
≤ ( = ) + −   (∀ = 1. . : ≤ , , = 1. . , = 1. . ) 
Constraints (7) is used the calculate the 
handled amount at each time period. 
 
(7) 
∑ ≥   (∀ = 1. . , = 1. . ) 
Constraints (8) ensure that the workload on 
each bay of a given vessel must be handled 
during the planning horizon. 
 
(8) 
≤  (∀ = 1. . : ≤ , , = 1. . , = 1. . ) 
Constraints (9) guarantee that the number 
of containers handled on bay of a vessel at 
a given time period is null in case no crane 
was assigned that bay before. 
 
(9) 
≤ ,   (∀ = 2. . : ≥ , , = 1. . , = 1. . ) 
 
(10) 
≥ , −  (∀ = 1. . : ≤ , , = 1. . , = 1. . ) 
Constraints (10) and (11) are used to 
calculate the number of containers handled 
during a time period that must be after the 
starting time to serve the vessel. 
 
(11) 
≤ ( ≥ + 1)  (∀ = 2. . : ≥ , = 1. . , = 1. . ) 
 
(12) 
≤ , ,   (∀ = 2. . : ≥ , = 1. . , = 1. . ) 
 
(13) 
≤ , , − 1 − ( ≥ + 1) (∀ = 2. . : ≥ , = 1. . , =1. . ) 
Constraints (12), (13) and (14) are used to 
calculate the remaining workload from 
each time period. 
 
(14) 
∑ ∑ ,, ≤ 1 −   (∀ = 1. . , = 1. . , = 1. . , =1. . ) 
Constraints (15) are added to avoid the 
interference between quay cranes. 
 
(15) 
≥ ( = 1) − + 1  (∀ = 1. . ) 
Constraints (16) define the port stay of a 
vessel as the time interval between its 




∑ ≤  (∀ = 1. . , =1. . ) 
 
(17) 
≤ ∑  (∀ = 1. . , = 1. . ) 
Constraints (17) and (18) ensure that the 
remaining workload of a vessel bay is null 
if it hasn’t started being served yet. 
 
(18) 
≤   (∀ 1 = 1. . , 2 =1. . : 1 ≠ 2, = 1. . : ≥ ) 
Constraints (18) are added to prevent 
physical contact of vessels.  
 
(19) 
= 0 (∀ = 1. . , = 1. . ) (20) 
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Constraints (20) ensure that the workload 
remaining at the first time period is null. 
 = 0 (∀ = 1. . , = 1. . ) 
Constraints (21) ensure that the workload 
handled before the first time period is null. 
 
(21) 
≥ 0  (∀ = 1. . , = 1. . , = 1. . ) 




≥ 0  (∀ = 1. . , = 1. . , = 1. . ) 




≥ 0  (∀ = 1. . , = 1. . , = 1. . ) 




≥ 0 (∀ = 1. . , = 1. . ) 




≥ 0 (∀ = 1. . ) 




≥ 0 (∀ = 1. . ) 




{0,1}  (∀ = 1. . , = 1. . , = 1. . , = 1. . ) 




{0,1} (∀ = 1. . , = 1. . ) 




Table 1 reports the results of the study. In this study, 
we considered 50 instances generated based on real 
case data. For every instance, we solved the model 
19 times. At each run, we modified the performance 
rate of quay cranes that we calculate as in equation 
(30) with A representing the estimated quay crane 
capacity and the reference capacity is given as 30. 
The two equations are used to calculate the gaps 
between the values. The objective function error is 
calculated as in equation (31) with B being the 
optimal objective value obtained using the estimated 
capacity and C is the optimal value found using the 
reference capacity 30. The averages of the objective 
functions values errors show that they increase as the 
estimation error increases and vice versa. 
Additionally, the objective values errors increase 
more significantly for the negative estimation errors 





Table 1: The objective function errors over the estimation errors 
 










-7% -3% 0% 3% 7% 10% 13% 17% 20% 23% 27% 30% 
Objective function error 
Average 
48% 42% 36% 30% 25% 19% 16% 11% 8% 5
% 






0,04 0,04 0,03 0,04 0,03 0,04 0,03 0,04 0,04 0 0,0
3 




13the International Conference on Modeling, Optimization and Simulation - MOSIM’20 – November 12-14, 2020- 
Agadir – Morocco “New advances and challenges for sustainable and smart industries” 
5 CONCLUSION 
As the accuracy of the integrated berth allocation 
and quay crane assignment and scheduling problem 
solutions depends on the capacity estimation quality, 
we modeled the problem and conducted an 
experimental study to highlight the influence of the 
estimation error on the objective function values 
obtained using different scenarios of errors. The 
results showed that there is a significant impact of 
the error value on the optimal solution found for 
every instance. This work could be extended by 
proposing some methods to control the estimation 
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ABSTRACT: This paper tackles a supply chain strategic dynamic decision problem in textile industry. The
supply chain studied is composed of several production locations on the three process stages. Different suppliers
provide raw materials on production location of the first stage. Products can be grouped into 16 different
categories. Supply chain costs are mainly due to transportation costs. The objective of this study is to determine
where fabrics must be produced to satisfy the assembly demand at different locations. This problem has never
been studied in textile industry application context. A mathematical model based on graph representation is
proposed.
KEYWORDS: Supply chain, production allocation, optimization, mathematical model
1 INTRODUCTION
In any industry, the supply chain is one of the most
important part of organization. The supply chain
decisions have a great influence on the rest of the
system. The related costs are not negligible and are
composed by inventory, production, and transporta-
tion costs. Depending on strategic decisions, the time
to market can vary, or the service level can be signif-
icantly impacted. The Industry 4.0 revolution is ac-
celerating the pace of supply chain transformations.
This increases the necessity of agility and flexibility
which can adapt to the constant changes in the mar-
ket. Transportation must be reduced to the minimum
to save time and money depending on the production
and inventory locations. This is also motivated by a
desire and need to move towards a more sustainable
and ecological supply chain.
The case study in this paper is inspired from an in-
dustrial real case in textile industry. There are three
main production stages (Figure 1):
• The first one is the creation of a knitting roll
from the cotton yarn.
• The second step provides color properties and
resistance to the fabric.
• The final one is the garment making. The knit-
ting roll is cut into different pieces and these
pieces are assembled.
Figure 1 – The three fabrication stages in textile in-
dustry
The first stage of this textile process was analyzed in
Berthier et al. (2019). The authors focused on a dy-
namic layout of the workshop. The main subject is
about the creation of groups of machines to balance
the workload between all the operators and to pro-
pose a new implementation method of the machines.
Nevertheless, the scope of the work of Berthier et al.
(2019) was only at the tactical level and one com-
ponent of the supply chain. Strategic work on the
whole supply chain can conduct to better results if
optimization is also conducted across the whole ele-
ments of the supply chain.
For each stage, several production locations can be
used, each with different production costs. Currently,
in the industrial case considered, two different loca-
tions for knitting and dyeing operations are avail-
able and four different locations for assembling op-
eration. Transport is therefore necessary if the prod-
uct changes from a location to an other between two
production stages. The impact will be felt at stor-
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Figure 2 – The supply chain flow representation of the industrial case
age locations. Raw materials arrive from four dif-
ferent suppliers with different prices and costs.The
costs vary depending on the location where the goods
are delivered, due to different supplier transportation
costs. Figure 2 shows the supply chain with the dif-
ferent possible locations of each stage from the sup-
pliers to the assembling factories. Each letter repre-
sents a location. Location A and B can perform all
three stages of production (knitting, dyeing and as-
sembling) whereas location C and D may only carry
out assembly operations. Each production location
(A and B) is subject to production capacity capaij .
On the case study analyzed in this paper, the large
diversity of products are grouped into four families.
At each stage of the process excepting for the assem-
bling, the available locations are qualified to make all
the products. The dyeing operation has a produc-
tion cost that varies according to the product family.
Meanwhile, the costs do not present a large variation
in the knitting operation. Therefore, the families are
classified depending only on the dyeing operation:
• Bleaching: an unbleached fabric is transformed
into a white fabric.
• Printing: a plain fabric is printed with a pattern
using a printing process.
• Washing: the fabric is knitted directly with dyed
yarns. The dyeing process only consists of a
washing cycle.
• Dyeing: an unbleached fabric is transformed into
a plain fabric. The darker the colour, the longer
and more complex the process.
On each assembling location, the proportion of each
family is known in advance and is determined by the
production process. Table 1 presents the distribution
of families of product on the different assembling loca-
tions. Each location makes a specific type of product.
For instance, location C is specialized on underwear
whereas location D is specialized on adult clothing.
This two categories can use similar product families
(fabrics) but do not use the same manufacturing pro-
cesses to obtained different finished products.
A B C D
Bleaching 3% 13% 15% 70%
Printing 1% 24% 25% 50%
Washing 3% 28% 27% 42%
Dyeing 1% 22% 25% 52%
Table 1 – Finished product per location distribution
for each product families
Each product family are divided into four, one for
each assembly locations. So finally, we have 16 prod-
uct categories as products are grouped by product
family and assembling location. The assembling lo-
cation dk is the last assignment location for product
category k.
This paper seeks to answer the question of where to
produce fabrics at each stage of the manufacturing
process to supply finished product assembly locations
with the lowest possible costs on the whole chain.
This represents a strategic choice assignment which
is performed every six months. A dynamic decision
model would be very useful for the company. Nowa-
days, a whole team is dedicated to decide where each
product is manufactured at each stage. They only
have standard calculation tools without any decision
support. The study of this paper searches to provide
them a dynamic decision support tool. The problem
decision is to determine the quantity xkij of product
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Figure 3 – The supply chain graph representation
category k assigned between nodes i and j.
The rest of the paper is organized as follows. Section
2 gives a literature review of similar problems. Sec-
tion 3 presents the resolution method and the math-
ematical model proposed using graph theory. Section
4 provides preliminary results of the model on a real
case instance. A conclusion and future research di-
rections end up the paper in section 5.
2 STATE OF THE ART
In this section, a review of supply chain related prob-
lem and production allocation is conducted.
Supply chain is a set which includes all the related
activities with commodities stream from raw materi-
als to final product (Parsanejad and Nayebi (2020)).
By the stream side, there are two other streams
known as information stream as well as financial and
credit resources stream (Giannoccaro and Pontran-
dolfo (2002)). The supply chain management is a
collection of some methods that is used to integrate
effectively the suppliers, producers, warehouses and
stores. The supply chain includes all the direct and
indirect steps which are involved in the completion of
the customers orders. The supply chain is not just re-
lated to manufacturers and suppliers but it is also ap-
plicable to transportation, warehouses, retailers and
even the customers.
In today’s rapidly changing economic and political
conditions, operations managers and planners need
to address accurately questions such as which plants
to operated on which product mix per plant (Tsi-
akis and Papageorgiou (2008)). There are several pa-
pers related to the production allocation and distribu-
tion. Mixed integer programming models have been
developed to allocate customer order to forest prod-
uct company with various plants located in differ-
ent countries to reduce production and transportation
costs (Aydinel et al. (2008)). The necessity to develop
strategic and tactical planning models in the supply
chain have been recognized by the industry. Partic-
ularly, by using quantitative approaches rather than
the qualitative ones (Shapiro (2004)). This has cre-
ated many challenges both for researchers and prac-
titioners who wish to successfully implement supply
chain support systems.
Previous attempts to improve the performance of sup-
ply chain networks have mainly focused on the logis-
tic aspects rather that the business decisions associ-
ated. In an early attempt Arntzen et al. (1995) de-
veloped a mixed integer linear programming ”global
supply chain model” aiming to determine: the num-
ber and location of distribution centres, customer-
distribution centre assignment, number of echelons
and the product-plant assignment. The objective of
the model is to minimise a weighted combination of
total cost and activity days as a bill of material prob-
lem.
Guinet (2001) has examined the economics of multi-
site production systems using a two-level approach
to allocate production to sites and address the work-
shop scheduling problem. Kaihara (2003) has used
an agent based approach to manage supply chains in
terms of product allocation and resource distribution.
Panicker et al. (2013) has solved a fixed charge trans-
portation problem. Each route is associated with a
fixed charge (or a fixed cost) and a transportation cost
per unit transported. This author has used an algo-
rithm based on ant colony optimisation to solve the
distribution-allocation problem in a two-stage supply
chain. The first problem instance used by this author
is used in this paper to validate the proposed model.
For a more detailed state of the art on supply chain
allocation problem, readers may refer to the recent
review made by Di Pasquale et al. (2020). The au-
thors have conducted a systematic literature review
specifically regarding order allocation methods. The
research aimed to evaluate how often and when the
issue has been defined with an individual focus, inde-
pendently of the supplier selection problem.
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To the best of our knowledge, no previous papers
have handled a supply chain management problem in
the particular case of textile industry with production
possible in different locations. This is an assignment
problem of product on production locations.
3 RESOLUTION METHOD
In order to solve this problem, the supply chain flow
is represented as a graph. A mathematical model
based on this representation allows to solve this spe-
cific problem arising from the industry. Figure 2 can
be translated into a graph as it is shown in figure 3.
On this representation 30 nodes are necessary. On
each arc, a cost value ckij is assigned and a decision
variable xkij can be associated for each product cat-
egory k between nodes i and j. To solve the most
generic problem with a fixed cost fij , a binary deci-
sion variable bij is used too.
The quantity assigned to arcs of the first part of the
graph (from the first node) are known (supplier pro-
curement). The quantities purchased to each supplier
are known beforehand. Similarly, the arcs of the last
part (to the last node) are also pre-determined (figure
1). The proportion of each product category on each
assembling locations are known on this study. They
are considered as customers of the supply chain. On
all the other arcs, a decision variable xkij is avail-
able to determine the optimal quantity of category k
between locations i and j. As it is explained in In-
troduction section, the number of product category
is 16 according to the distribution of the products by
family and assembly locations.
3.1 Notations
N : Set of nodes
N ∈ N: Number of graph nodes
i, j = 1...N : Nodes indexes
K : Set of category products
K ∈ N: Number of category products
k = 1...K: Products indexes
ckij ∈ R: Cost per unit of product k (k ∈ K ) between
nodes i and j (i, j ∈ N )
fij ∈ R: Fixed cost between nodes i and j (i, j ∈ N )
dk ∈ N: Last assignment node of product k (k ∈ K )
(location of assembly operation)
qk ∈ N: Quantity of product k (k ∈ K )
capaij ∈ N: Maximum capacity between nodes i and
j (i, j ∈ N )
3.2 Decision variable
xkij ∈ N: Quantity of product category k (k ∈ K )
assigned between nodes i and j (i, j ∈ N )
bij ∈ {0, 1}: equal to 1 if quantities are assigned on
the arc i,j (i, j ∈ N ), 0 otherwise
The decision variables determine over every arc the
quantity to transit for each category of products.
This ensures the full representation of product move-
ment across the distinct stages considering the con-

















The objective function (1) minimizes the supply chain
total cost. The cost cijk takes the production, trans-




xk1j = qk, ∀k ∈ K (2)
∑
j∈N
xkNj = 0, ∀k ∈ K (3)
∑
i∈N






xkji, ∀k ∈ K , i = 2...N − 1 (5)
∑
i∈N
xkij ≤ qk, ∀k ∈ K (6)
xkdkN = qk, ∀k ∈ K (7)
∑
k∈K






qk ∗ bij , ∀i, j ∈ N (9)
Constraint (2) initializes the first node with the to-
tal quantity of each product k. Constraint (3) ends
the flow at node N . Constraint (4) starts the flow
at the first node. Constraint (5) ensures the flow
conservation between the input and output of each
node. Constraint (6) guarantees that there is no re-
turn flow. Constraint (7) ensures that the product
flow ends at the node dk provided in data for the last
production step. The constraint (8) ensures that ca-
pacity is respected between the different nodes. The
final constraint (9) determines the value of bij on each
arc.
4 PRELIMINARY RESULTS
In a first time, the model has been tested on the first
problem instance from Panicker et al. (2013). The
instance is a two stages supply chain composed of 9
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Figure 4 – Initial supply chain proportion between the different locations
Figure 5 – Final supply chain proportion between the different locations
nodes. In this instance, the three retailers are consid-
ered as assembly location operation. This generate
three category of product for the problem considered
in this study and the corresponding retailer node of
each category determined the data dk. The quantity
of each product is the demand of each retailers.
The model proposed in this study is different from the
model proposed by Panicker et al. (2013) as decision
variable are not decomposed by stages to be more
generic. On this instance, the same objective func-
tion value, 112 600 is reached with the same product
assignement per location.
In a second time, the model has been tested on real
data set. This one does not consider the fixed cost.
This part is deleted from the objective function and
the variable bij is not useful in this case as well as
the constraint 9. In the industrial data, there are 16
category products:
• 4 flow families: bleaching, printing, washing and
dyeing
• 4 assembling locations
Two hypothesis have been made. The volumes of fab-
rics consumed by manufacturing locations remain the
same. Material losses are not considered including be-
tween knitting and dyeing operations. The volumes
of yarn supplied by each supplier are known per cat-
egory of products.
For confidentiality reasons, results will not be detailed
precisely. The mathematical model has been solved
using the CPLEX-ILOG solver with an Intel Core i5
processor.
The total cost has been reduced by 3% on the en-
tire supply chain. But the transportation cost was
reduced by 37% which is the most significant reduc-
A B C D
Bleaching
A 87% 263% 340% 29%
B -100% -57% -59% -100%
Printing
A 39% -78% -77% 34%
B -100% 65% 58% -100%
Washing
A 6% 83% 50% 51%
B -100% -37% -30% -100%
Dyeing
A 17% -100% -100% 18%
B -54% 74% 45% -55%
Total
A 27% -35% -15% 33%
B -90% 21% 7% -88%
Table 2 – Transportation flow from dyeing to assem-
bling stage difference between the initial supply chain
and the MILP model flows proposition per product
families
tion on this study. The total cost does not decrease
significantly because production level has to be main-
tained on the different locations. So the production
cost is relatively identical. The main improvement
is the streamlining of travel. Right from the start
of the process, products are manufactured as close
as possible to their assembly location. The evolu-
tion is shown by comparing figure 4 and figure 5.
On these figures, larger lines represent bigger associ-
ated quantities. The first figure shows the proportion
of production on each location with the transporta-
tion flows generated, before the implementation of
the model. The second figure shows the same data
when the MILP model is used to determine the flows.
Clearly, the presence of cross-flows is less important
in the second figure. The transportation costs are
thus reduced.
The final transportation is the most expensive. To
go from location B to location D, products have to
pass through A. Table 2 shows the comparison be-
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tween initial transportation flow and flow determined
by the the MILP model between dyeing and assem-
bling stages. The flows between locations B and D
are reduced by 88% in preference (+33%) to trans-
portation between locations A end D closer.
These results can be used by the company as a dy-
namic decision tool to manage the affectation process
of new product made at every collection launch. This
represents a strategic choice assignment which is per-
formed every six months, and can lead to keep the
total supply chain costs as low as possible under the
current configuration.
5 CONCLUSION
In this paper, a real case of textile industry problem
has been studied. A production allocation problem
in supply chain context is a very strategic decision
problem for any company. The problem is explained
in this paper. The production process is composed of
three different operations and for each stage, multi-
factories are available in different locations. The de-
cision consists on determining which quantity of each
product category will be manufactured at each loca-
tion. The pursued of objective is to minimize the
supply chain costs. The latter are composed by in-
ventory, production and transportation costs.
Preliminary results are presented. The model pro-
posed is first tested on an instance from Panicker et al.
(2013). The same objective value and product assign-
ment are found. In a second time, the model is used to
solve the problem from an industrial company. How-
ever, due to confidential obligation, details can not be
provided. Despite this, an important reduction on the
transportation costs can be achieved by using the pro-
posed mathematical model. The improvement in the
transportation costs is of 37% when compared to the
current product allocation. This study offers to the
company a new dynamic decision support tool that
can help them to take supply chain strategic product
allocation decisions every six months (at every collec-
tion launch).
For future research, a profit model should be con-
siderate. In this way, a variable selling price can be
proposed depending on the production channel used.
For instance, products 100% Made In France can be
sold at a higher price. On the other hand, the num-
ber of sales and therefore of production can also vary
according to the places of production of the different
stages. The Made In France can be more attractive
to customers.
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ABSTRACT: The Demand-Driven Material Requirements Planning (DDMRP) is a recent approach focusing on  
planning, production and inventory management that is invented to manage uncertainties demand in the VUCA               
environment. Nevertheless, there is a lack of literature review in this field and only a few studies have scientifically 
proven the performance of DDMRP but not much has been academically validated yet.  
In this paper, we survey the state-of-the-art research of DDMRP. A literature review is used to identify DDMRP      
contributions that discuss in recent methods and focuse on production planning and flow distribution.  
The final goal of our work research is to objectivize the reality of the DDMRP benefits, to discuss the contradictions 
and inconsistencies found in the literature, and to propose new opportunities and challenges that should be addressed 
by future research. 
 
KEYWORDS: Demand Driven MRP, Supply Chains, Operations Management, Production Management. 
 
1 INTRODUCTION 
Efficient Operations and Supply Chain Management 
are important part of most businesses and applying the 
right strategy is essential for managers in competitive 
industries and markets. Different planning, manage-
ment, and supply chain control systems are widely 
used in practice. However, these systems are difficult 
to optimize, especially in a VUCA “Volatility,       
Uncertainty, Complexity, Ambiguity” environment      
(Bennett, N. and G. James Lemoine, 2014). 
In this context, this paper presents a preliminary   
analysis of the traditional methods of planning and 
execution of the production MRP (Material Require-
ment Planning), and Demand Driven MRP. So, this 
analysis will enrich the research environment and en-
courage Moroccan Industries to implement new meth-
ods in their manufacturing process. 
 
This study was motivated by the opportunities that the 
DDMRP approach was not exploited to its full       
potential by researchers. Therefore, the main          
contributio of this paper is to provide a comprehensive 
literature review of DDMRP during the last 10 years, 
which shows a significant increase in research work 
published in this field. Also, this new classification 
aims to enhance our ability to discover important 
knowledge in this literature, to identify any new trends 
in this field, and to highlight any gaps that would ben-





This work was mainly based on the book "Demand 
Driven Material Requirement Planning" by Carol Ptak 
and Chad Smith, inventors of this method, to develop 
this literature review (Ptak, C. and C. Smith, 2018). 
The paper is organized as follows: In Section 2, we 
present the « Research methodology » used in this  
topic. Then in Section 3, we show the « Literature 
review » of the main Manufacturing Planning and 
Control (MPC) System in operations management. 
Section 4 « Critical Analysis and Discussion » pre-
sents an analysis and discussion about the most preva-
lent DDMRP aspects. Finally, the conclusion will be 
drawn in section 5. 
2 RESEARCH METHODOLOGY  
The literature review is a usual method to investigate 
thoroughly different approaches to the research      
subject. Literature review usually aims to identify and 
evaluate the current state of the art of research on the 
field and then, to classify the relevant articles so as to 
identify possible gaps, issues, and opportunities for 
further research. To do this, this work aims to explain 
the similarities and differences between conventional 
methods such as MRP and the new DDMRP approach. 
This work highlighted the lack of studies in the      
literature review on this approach. Starting from this 
lack of knowledge, we conducted a literature review to 
collect and critically analyze all relevant research in 
the field of DDMRP and provide directions for a  pos-
sible model.  
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The results of this discussion will generate new 
knowledge in the field of industrial engineering,    
operations, and supply chain management. 
The process of analysis contains the main steps:    
defining unit of analysis, period of analysis,          
classification context, material evaluation and        
collecting publications, and delimiting the field.    
Following this process guarantees a structured and 
effective literature review. A summary of the method 
used is shown in Table 1, it was inspired by the meth-
od used by (Cherrafi, A. et al., 2016) in their  literature 
review.  
To capture evolution, two variables were selected: 
First, number of articles published about a DDMRP’s: 
we considered only papers that contribute clearly to 
the development of a DDMRP by a conceptual,   
simulations, empirical study or comparison with other      
systems. Therefore, papers that only cite the system 
were not considered in the evolution analysis.  
Second, type of paper published: we classified the 
papers published about each system into axiomatic or 
empirical, following the classification of operations 
management papers proposed by (Bertrand, J. W. M., 
and J. C.Fransoo, 2002). This variable was important 
to further analyze how close are literature and practice 
regarding the new systems identified.
  
Unit of  
analysis  
Relevant books, articles and theses published on the links among DDMRP and MRP from both  
professional and scholarly publishers. Unpublished working papers, non-English papers, and Demand 
Driven Institute articles / presentations were excluded.  
 
Type of analysis  Quantitative and Qualitative documents were considered for this research. 
 
Period of Publication Period of  analysis was from 2011 (the year of the publication of the first book) to 2019 
 
Search engines used to 
search relevant publications 
The databases chosen for the research were : Elsevier, Emerald, Springer, Taylor & Francis, and the 
Google Scholar database, or library services (e.g.Wiley online library, Ebsco, Scopus,  Metapress,  
Subito) 
 
Keywords to carry out 
the literature review 
For the search criteria, the authors used a combination of the following terms: 
1. DDMRP  
2 .Demand Driven MRP , Demand Driven Material Requirement Planning 
3. DDMRP Approach, DDMRP Process, DDMRP Method 
4. Literature Review 
 
Main journals in  
operations management 
International Journal of Production Research, International Journal of Operations & Production  
Management, Journal of Industrial Engineering and Management, International Journal of Production 
Economics 
 
Select the exclusion and  
inclusion criteria to focus  
on relevant papers  
The criteria used to select and evaluate the articles included: (1) exclusive focus on the DDMRP 
methodology, (2) inclusion of no other methodology, (3) publication in an academic journal or  
conference, (4) not being written for a terminal degree or master’s degree, (5) the chosen articles in-
cluded some case studies, both simulated and real. 
Taking the stated delimitations into account, a total of 23  relevant papers/ books were  selected 
 
Table 1: Summary of research protocol 
 
 
Descriptive analysis   
Figure 1 presents, an analysis of the distribution of 
publications per year across the period studied, to 
show the quantitative trend of research topics evolved 
over time. Figure 1 presents the year wise distribution 
of all 23 papers from 2011 to 2019. Although the star 
ting point was appeared in 2011 as part of the research 
effort conducted by Ptak, C. and C. Smith. This year is 
the year of the publication of the first book of these 
authors. It can be deduced that the DDMRP topic has 
received and continues to receive greater attention 








With regard to the present time, it can be seen that 
there has been a significant growth in the interest 
shown in the DDMRP topic since 2018.The graphical 
representation indicates the increasing number of  
research articles published over the two lasts years of 
the period: 52% of the articles were published        
between 2018 and 2019. The year 2019 has the    
highest number (7) of published articles and the year 
2018 has the second highest (6). Therefore, we can 
deduce that it is a domain of recent research, which 
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Figure1. Distribution of publications per year across the 
period studied. 
 
3 LITERATURE REVIEWS OF MAIN MPC 
SYSTEMS  
 
3.1 Material Requirements Planning: MRP 
 
Material Requirements Planning (MRP) was the most 
widespread MPC system in the word as a push system. 
It has evolved into MRP II (Manufacturing Ressource 
Planning) and ERP (Enterprise Ressource Planning).  
It properly determines the components as well as the 
parts needed to satisfy the requirements of a product. 
APICS (2016: PP.110) define MRP as « a set of   
techniques that uses Bill Of Materials (BOM) data, 
inventory data, and the Master Production Schedule 
(MPS) to calculate requirements for materials. It 
makes recommendations to release replenishment  
orders for material. 
However, many authors have analyzed MRP and  
identified some issues about this method. According 
to (Ihme, M. and R.Stratton, 2015), the MRP method 
had several problems, inaccuracy of the forecast/MPS, 
full BOM runs, manufacturing order release, limited 
early-warning functionality, lead-time ambiguity, un-
responsive demand determination and lacking priority 
consideration. Likewise, Kortabarria (2018) have  
analyzed MRP and have concluded that it is not the 
best MPC system to deal with a volatile and variable 
world. Finally, MRP was designed for a typical 1970s 
manufacturing company: it has not changed since 
(Acosta, A.P.V. et al., 2019). Therefore, traditional 
MRP is not a suitable system in the agile environment. 
 
3.2 Evolution of Supply Chain conditions:  
 
The general market behavior has evolved in the last 20 
years: more demand instabilities, more sensibility to 
crisis and economic events, more product diversity, 
increasing competition, reduced customer lead times 
and  reduced time to market, etc (Miclo, M. 2015). 
These different parameters result in creating more 
variability in the MRPII production system and diffi-
culties to establish accurate forecasts. Moreover,   
Material Requirement Planning is known to react 
nervously to demand changes being a source of the 
bullwhip effect (Ptak, C. and C. Smith, 2018) and 
causes a Bi-Modal stock level. Therefore, MRP re-
mains reliable in the absence of demand variables and 
peaks. MRP has limits with new market constraints. It 
is in this context that a new innovative approach ap-
peared: the DDMRP. 
 
3.2.1 Variability:  
The four mains DDMRP variability sources are    
identified by (Ptak, C, and C. Smith, 2011) as supply 
variability, demand variability, operational variability 
and operation time variations, and quality issues         
management variability shown on figure 2. These  
latter generate bullwhip effect and bi-modale         
distribution of inventory in the supply chain system. 
 
 
Figure 2: Main variability sources (Miclo, R., 2016) 
 
3.2.2 Bullwhip effect: 
The bullwhip effect is the phenomenon of variability 
magnification as the view moves from the customer to 
the producer in the supply chain. For example, where 
orders to the supplier tend to have larger variance than 
sales to the buyer (i.e., demand distortion), and the 
distortion propagates upstream in an amplified form 
(i.e., variance amplification). The effect indicates a 




      Figure 3: Schematic diagram of bullwhip effect  
                          (Jianhua, D., 2017) 
 
 
3.2.3 Typical Bi-Modal Distribution of inventory: 
Using a traditional MPC system, the stock level of a 
company presents a Bi-Modal distribution that  
switches between too much and too little stock      
resulting in high cost and a low level of service    
(Figure 4) (Ptak, C. and C. Smith, 2018). 
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Figure 4: Typical Bi-Modal Distribution  
(Ptak & Smith, 2018) 
 
3 .3 Demand Driven MRP: 
Given the current VUCA highly volatile and variable 
manufacturing environment where planning scenarios 
are more complex than ever, a demand-driven manu-
facturing strategy is required. This strategy aims to 
compress the deadline and align efforts with market 
demands. This includes careful planning, planning and 
execution synchronization with material consumption. 
Such a strategy encourages companies to centralize 
demand instead of storing. Thus, they can detect and 
adapt to market changes, to become more agile (Ptak, 
C. and C. Smith, 2011). 
Taking into account this dilemma and the need for an 
MPC responding to a demand-driven manufacturing 
strategy, the DDMRP methodology was developed. 
DDMRP is the engine that generates and manages the 
supply orders for a demand-driven operating model 
(Ptak, C. and C. Smith, 2018). 
DDMRP was created by Carol Ptak and Chad Smith at 
the start of the 21st century and was featured in the 
3rd edition of Orlicky's Material Requirements    
Planning in 2011 (Ptak, C. and C. Smith, 2011) and 
the book DDMRP Demand Driven Material           
Requirements Planning (Ptak, C. and C. Smith, 2018). 
To face the current market problems, DDMRP brings 
together the advantages of well-known concepts 
drawn from MRP (Material Requirements Planning), 
DRP (Distribution Requirements Planning), Lean, Six 
Sigma and TOC (Theory Of Constraints) with some 
specific innovations (Figure 5). 
 
 
  Figure 5: The six DDMRP pillars  
(Ptak & Smith, 2018) 
 
DDMRP can be applied in three key areas: purchase 
(critical/long-term purchase), production (critical item 
manufactured, sub-assemblies, finished product, and 
some critical items not stored), and distribution      
(finished product stocks).The DDMRP is composed of 
five phases (Figure 6). The first three phases define 
the initial and evolutionary modeling of the DDMRP 
model. The fourth and fifth phases define the         
operational aspects of the DDMRP system, which are 
planning and execution. 
 
Figure 6: the 3 steps and 5 components to implement          
DDMRP (Ptak & Smith, 2018) 
 
The following table 2 explains their characteristics 





Ptak and Smith (2008) found that the question 
of how much inventory one should hold needs 
to change to asking where inventory should be 
positioned. It is necessary to protect the supply 
chain from fluctuating customer demand and 
supply variability. Inventory of raw and  
intermediate items can also help to compress 





Buffers are calculated for manufactured,  
purchased and distributed items. The  
calculation is based on the average daily usage 
(ADU), variability and lead-time. Furthermore, 
minimum order quantities are considered if 
needed. Ptak and Smith (2011) define three 
distinct buffer zones (green, yellow and 
red).Green stands for nothing to do; yellow 
indicates the rebuild or replenishment zone 
and red means special attention required. 
Dynamic 
Adjustments 
DDMRP considers recalculated adjustments, 
planned adjustments and manual adjustments 





DDMRP separates parts into five distinct  
categories (replenished, replenished override, 
min-max, non-buffered and lead-time man-
aged) and parts are allocated to one of the five 




DDMRP contains a sophisticated alerting  
system that circumvents the priority by  
due-date issue of classic MRP by establishing 
alerts based on buffer states while still  
considering due dates as a second source of 
information. Alerts are created based on the 
buffer state of the part in focus. Collaboration 
is needed to establish clear rules for  
decision-making based on these buffer states. 
                Table 2: five components of DDMRP 
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4 CRITICAL ANALYSIS AND DISCUSSION  
Since the publication of this method, the research 
work done on the subject has been quite small. This 
section presents the review of 23 scholarly articles 
during 2011-2019. We identify titles, authors, years, 
research methodologies, and the research               
contributions as shown in Table 3 to draw conclusions 
and identify some gaps and lines of research. 
Table 3 presents the different research methodologies 
used by various researchers are divided into four 
types: conceptual, empirical, comparative, and explor-
atory (Dangayach, G.S. and S. G. Deshmukh, 2001).
        
N° Title Author(s) Year Methodology Contribution to research 
1 Orlicky’s Material Requirements 
Planning 
Ptak, C. and       
C. Smith 
2011 Conceptual The authors explain the DDMRP as an innovative  
multi-echelon pull methodology to plan and control  
inventories and materials 
 
2 Strategic Inventory Positioning for 
MTO Manufacturing Using ASR 
Lead Time 
Rim, S  et al. 2014 Conceptual Development  of  a  Genetic Algorithm to optimize  
strategic inventory position for MTO manufacturing using 
ASR Lead Time 
3 MRP vs. Demand-Driven MRP: 
Towards an Objective Comparison 
Miclo, R et al. 2015 Comparative A Case study was adopted  to compare MRP and DDMRP 
using a Discrete-Event Simulation (DES) approach  
4 Interpreting and applying Demand 
Driven MRP : A case study 
Ihme, M.  2015 Empirical 
Study 
Comparison between MRP and DDMRP using a  
simulation on a case study  
5 Evaluating Demand Driven MRP: a 
case based simulated study 




A case analysis was used to determine the underlying 
reasons for the current performance and a simulation study 
designed to compare the impact of adopting DDMRP and 
MRP 
6 Strategic Inventory Positioning in 
BOM with Multiple Parents Using 
ASR Lead Time 
Jiang, J  and  
S. Rim 
2016 Conceptual Development of a Genetic Algorithm to optimize strategic 
inventory position in  BOM with multiple parents using 
ASR Lead Time 
7 An empirical study of Demand-
Driven MRP 
Miclo, R. et al. 2016 Empirical 
Study 
A Discrete-Event Simulation approach used to conduct an 
objective and quantitative comparison between DDMRP 
and MRP 
8 Challenging the ”Demand Driven 
MRP” Promises : a Discrete Event 
Simulation Approach 
Miclo, R  2016 Empirical 
Study  
Comparative 
Quantitative study challenging the promises of DDMRP 
following several simulations on two case studies 
9 Effective production control in an 
automotive industry: MRP vs.    
demand-driven MRP 
Shofa, M. J and 
W. O. Widyarto 
 
2017 Comparative Evaluation was conducted through a simulation using data 
from an automotive company in Indonesia 
10 Strategic WIP Inventory Positioning 
for Make-to-Order Production with 
Stochastic Processing Times 
Jiang, J  and  
S. Rim 
2017 Conceptual Development of a Genetic Algorithm to optimize strategic 
inventory position make-to-order production with  
stochastic processing times 
11 Effective production planning for 
purchased part under long lead time 
and uncertain demand: MRP Vs 
demand-driven MRP 
Shofa,  M. J  et al. 2018 Comparative The evaluation of MRP and DDMRP was conducted 
through a Discrete Event Simulation with the long lead 
time and uncertain demand scenarios 
12 An empirical comparison study  
between DDMRP and MRP in   
Material Management 
Favaretto, D  and 
A. Marin 
2018 Comparative The fundamental characteristics of the DDMRP reviewed 
and the methodology of implementation presented 
13 Modélisation UML des processus de 
planification MRP II et DDMRP : 
Analyse critique. 
Laraje, N  and  
S. L. Elhaq  
2018 Conceptual Development of  the two methods MRPII and DDMRP 
using of a simulation model which is based on the UML 
language  
14 Vers une cartographie de processus 
explicite pour le modèle Demand 
Driven Adaptive Enterprise 
Martin, G et al. 2018 Conceptual Development of a process model mapping model applied 
to the Demand Driven Adaptive Enterprise methodology 
15 Material Management without Fore-
casting: From MRP to Demand  
Driven MRP 




Analysis of the implemented changes of a case study and 
the subsequent qualitative and quantitative results of a 
company after converting from MRP to DDMRP. 
16 Enjeux financiers de DDMRP : Une 
approche simulatoire. 




Analysis of the impact of DDMRP on the Working Capital 
Requirement using discrete event simulation 
17 Inventory Management using     
Demand Driven Material Require-
ment Planning for Analysis Food 
Industry 
Mukhlis, D. H. F 
et al. 
 
2019 Comparative Development of the DDMRP methodology and comparing 
before and after of the sauce industry material. 
18 Demand Driven MRP: assessment of 
a new approach to materials       
management 
Miclo, R  et al. 2019 Comparative Presented a comparative between DDMRP, Kanban/Lean 
and MRP II and evaluated it in a test environment 
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19 A Mathematical Safety Stock Model 
for DDMRP Inventory Replenish-
ment 
Lee, C.  and  
S. Rim 
2019 Conceptual Development of a new mathematical formula for  
calculating safety stock and make a simulation to compare 
the new safety stock with the traditional method and the 
DDMRP method 
20 Demand Driven Material Require-
ments Planning : some methodical 
and practical comments  




Extend the knowledge base in the area of demand driven 
supply logistics in the context of Industry 4.0 and verify 
the processed theoretical knowledge in a case study 
 
21 Compréhension du DDMRP et de 
son adoption : premiers éléments 
empiriques 
Bahu, B. et al.  2019 Exploratory  Presents the practical functioning of the DDMRP method 
and to propose proposals concerning the reasons which 
seem to push companies to be interested in it 
22 Decoupled Lead Time in finite  
capacity flowshop: A feedback loop 
approach 
Dessevre, G. et al. 2019 Empirical 
Study 
Defines a dynamic adjustment of the decoupled lead time, 
taking into account lead time variability. The results show 
that the dynamic adjustment of buffer sizes reduces stock 
while ensuring a good quality of service 
 
23 Applicability of Demand-Driven 
MRP in a complex manufacturing 
environment 
Acosta, A.P.V.  et 
al.    
2019 Exploratory 
longitudinal 
Evaluated the applicability of DDMRP in a complex  
manufacturing environment (four level of nemonclature) 
in terms of customer satisfaction and the level of stock by 
simulation 
Table 3: DDMRP literature review       
 
The meaning of these research methodologies is given 
below: 
 Comparative: comparison between two or more 
practices or solutions and the evaluation of the best 
practice or a solution (30%). 
 Conceptual: basic or fundamental concepts of 
DDMRP (30%). 
 Empirical: data for the study has been taken from an 
existing database, review, case study, taxonomy, or 
typological approaches (30%). 
 Exploratory (cross-sectional or longitudinal) : the 
objective of the study is to become more familiar 
through survey, in which information is collected at 
one point of time (cross-sectional) or more points 
over time in the same organization (longitudinal ) 
(10%) . 
 
Since DDMRP is a new topic, so few researches related 
have been given. In previous works, many authors have 
worked with different methodologies and on different 
areas like reducing the lead time, optimizing the        
inventory level and satisfying the customer. It shows that 
a maximum number of publications (Ihme, M., 2015; 
Miclo, R. et al., 2016; Shofa, M.J et al., 2018; Kortabar-
ria, A. et al., 2018; Miclo, R et al., 2019) have adopted 
the comparative and empirical study to compare and  test 
the DDMRP with other methods like MRP, KANBAN 
and TOC using the simulation system.  
Consequently, they seek to confirm the new concepts       
innovated by this approach to assess the benefits of 
DDMRP over other systems. While some studies       
developed a new model for the concepts of strategic  
inventory positioning to optimize it using a genetic    
algorithm (Rim, S. C et al., 2014; Jiang, J., and S. Rim, 
2016; Jiang, J., and S. Rim, 2017). Lee, C. and S. Rim, 
2019 have developed the mathematical model to propose 
a new safety stock model for DDMRP inventory          
replenishment.  
As a conclusion, they recognize that their results do not 
show the unconditional dominance of DDMRP over 
MRP, Kanban or TOC, as the study is only made on a 
limited number of environment conditions and only one 
case study. Nonetheless, on the tested perimeters, 
DDMRP shows interesting results because it gives    
superior results both in low and high variability        
conditions. However, some studies found that the 
DDMRP implementation strategy did not drive a       
significant improvement in manufacturing performance. 
Therefore, none of the available frameworks/models on 
DDMRP concepts of strategic inventory positioning   
provide a step-wise guideline or process to implement 
DDMRP in this first step. 
Unfortunately, the interpretation is made on these steps 
and gives the choice to practitioners to decide where to 
position strategic buffers based on their experience. 
Consequently, many of these decisions will have a large 
number of scenarios to each framework. This is perhaps 
the most undesirable effect of an empirical exploratory 
study in DDMRP. There is a strong need to converge 
these divergent views to some standard framework.  
4.1 Steps of implementing DDMRP:  
In this section, we will present the relevant components 
in DDMRP philosophy, Strategic Inventory Planning, 
Buffer Profiles and Levels, and Dynamic Adjustment, 
which are the main steps in DDMRP. These steps are 
modeling, planning, and managing the supply chains to 
protect and to promote the information flow of through 
the positioning and management of stock buffers       
positioned at strategic decoupling points. 
 
4.1.1 Strategic Inventory positionning: 
Strategic inventory positioning is the first step in 
DDMRP that considers where the inventory should be 
positioned to identify breakpoints, to reflect the four 
main of variability and to compresses lead time. Putting 
inventory everywhere is a huge waste of corporate    
resources. However, eliminating inventory everywhere 
puts the business and the supply chain at risk. Since the 
variability of supply and demand is the enemy of the 
flow.  
369
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
DDMRP offers six positioning factors for positioning the 
inventory. At this step, we define a new concept of 
DDMRP, Actively Synchronized Replenishment Lead 
Time (ASRLT), also called decoupling points (Ptak, C. 
and C. Smith, 2018). Acosta (2019) highlights the     
importance of strategic buffer positioning and its effect 
on manufacturing performance within DDMRP. Related 
to the implementation process, Dessevre et al., (2019) 
proposes a dynamic adjustment of the decoupled lead 
time, taking into account lead time variability.  
Nevertheless, many aspects of DDMRP are subjective 
and depend on the planner’s judgment and consultant 
experience to decide where to position strategic buffers, 
to choose the LT percentage, variability percentage,  
buffer profiles, and the frequency of dynamic buffer    
re-adjustment (Acosta, A. P. V. et al., 2019; Miclo, R. et 
al., 2016). Consequently, The DDMRP appears not   
stabilized on these aspects (Bahu, B. et al., 2019). 
Although, this issue namely, the Strategic Inventory  
Positioning (SIP) problem on the replenishment model 
introduced in DDMRP, has been studied by many     
researchers. Rim, S. et al., (2014) presents a model to 
determine the optimal position and quantity of WIP   
inventory for a given bill of material (S-BOM), in which 
any part in the BOM has only one immediate parent 
node. The authors use the actively synchronized        
replenishment (ASR) lead time and propose a genetic 
algorithm solution to solve this problem. According to 
the authors, this approach is suitable for a make-to-order 
manufacturing in which a large number of references can 
exist. 
Likewise, Jingjing Jiang (2016) extended the previous 
study to the general BOM (G-BOM) in which parts in 
the BOM can have more than one immediate parent and 
propose a new solution method using a genetic algo-
rithm. Furthermore, Jingjing Jiang (2017) addressed the 
problem with a stochastic SIP problem where processing 
times at the nodes follow a certain probability distribu-
tion. The authors presented a solution procedure for a 
simple BOM case using a genetic algorithm. However, 
DDMRP is a new approach, so few researches related 
DDMRP have been given to validate these studies on the 
other manufacturing environments. 
 
4.1.2 Buffer Profiles and Levels: 
This step of DDMRP is to determine the amount of   
protection at the buffers. Buffer inventory is composed 
of 3 zones: Red Zone (the safety stock), Yellow Zone 
(the mean in-process replenishment quantity), and Green 
Zone (the replenishment size). 
Green Zone = Max(Yellow Zone.Lead Time Factor; Lot 
Size) 
Yellow Zone = ADU. ASRLT .PAF 
Red Zone = Yellow Zone. Lead Time Factor. 
(1+Variability Factor)  
Top Of Red = Red Zone  
Top Of Yellow = Top Of Red + Yellow Zone 
Top Of Green= Top Of Yellow + Green Zone. 
ADU (Average Daily Usage) 
             
                 Table 4: Guideline for lead time factor 
 
Variability Variability factor range 
High 61-100% of Red-Base 
Medium 41-60% of Red –Base 
Low 0-40% of Red-Base 
               Table 5 : Guideline for variability factor 
 
Although the buffers must be able to absorb different 
sources of variability (demand, supply, management, and 
operations) and guarantee profitability economically 
(Ptak, C. and C.Smith, 2018), they do not include the 
supply variability factor in their dimension calculation. 
Safety stock (RZ) of DDMRP replenishment is a      
function of the lead time factor and variability factor as 
determined by the guideline (Table 4 and 5) (Ptak, C. 
and C.Smith, 2018). However, state that there is an   
excessively large deviation that can be obtained by the 
subjective choice of the factors, so that the performance 
will be naturally inconsistent (Lee, C, and S. Rim, 2019). 
 
4.1.3 Dynamic Adjustment:  
Dynamic adjustment is to adjust the buffer profile to 
adapt company production planning to a dynamic      
environment. There are three types of adjustment:         
recalculated adjustment, planned adjustment, and manual 
adjustment. After setting the initial levels of strategic 
buffers, the DDMRP approach allows you to protect the 
buffer levels by adapting them to internal and external 
changes. 
Therefore, there will be levels of strategic buffers that 
will be dynamic and no longer static. These adjustments 
also allow avoiding the risk of having a strategic stock 
out buffer when needed (Ptak, C. and C. Smith, 2018). 
Plan Adjustment Factor (PAF) is percentage used to 
raise or lower the DDMRP strategic buffer size. They 
enable modeling and smoothing big seasonal variabili-
ties, promotions. There are three plans adjustment     
factors: DAF (Demand Adjustment Factor), ZAF (Zone 
Adjustment Factor) and LAF (Lead time Adjustment 
Factor). Hence, there is a non-scientific method to     
calculate this factor of dynamic adjustment that must 
take into account operating parameters, market changes, 
and planned or known future events. 
 
4.2 Promises benefits and improvements of DDMRP: 
 
According to the Demand Driven Institute (DDI) that 
was founded in 2011 by Carol Ptak and Chad Smith, the 
DDMRP model promises benefits and improvements in 
the company that implement it. The DDI has shown that 
the companies choosing DDMRP had the following  
results in Table 6: 
 
 
Lead time Lead-time factor range 
Long 20-40% of ADU over ASRLT 
Medium 41-60% of ADU over ASRLT 
Short 61-100% of ADU over ASRLT 
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Benefit Typical Improvements 
 
Improved  Customer Service  Users consistently achieve 97-100% on time fill rate performance 
 
Lead Time  Compression  Lead time reductions in excess of 80% have been achieved in several industry segments 
 
Right-sizes  Inventory  Typical inventory reductions of 30-45% are achieved while improving customer service 
 
                                          Table 6: Typical Improvements by DDMRP (Demand Driven Institute) 
 
Those results will be compared with the different papers that will be analyzed in the state of the art of this work: table7
 
Author(s) Paper Year Service Level Lead Time Inventory level Others benefits 
Miclo, R et al. MRP vs. Demand-Driven MRP: 
Towards an Objective Comparison 
2015 Unknown Unknown Reduced between 21% 
and 26% 
Less Working Capital and  
less satisfying OTD 
Ihme, M.  Interpreting and applying Demand 
Driven MRP : A case study 
2015 Unknown Unknown Reduced high and low 
inventory alerts by 45% 
Reduced  stock outs by 95% 
Ihme, M. and 
R. Stratton 
Evaluating Demand Driven MRP:  
a case based simulated study 
2015 Unknown Unknown Reduced high and low 
inventory alerts by 45% 
Reduced  stock outs by 95% 
Miclo, R. et 
al.  
An empirical study of Demand 
Driven MRP 
2016 Unknown Unknown Unknown Unsuccessful in satisfying 
the objective OTD 
less working capital (10%) 
Shofa, M. J  
et al. 
Effective production control in an 
automotive industry: MRP vs. 
Demand Driven MRP 
2017 Unknown Reduced 
by 94% 
Unknown No stock-out condition and 
improvement of the  
inventory level 
Shofa,  M. J  
et al. 
Effective production planning for 
purchased part under long lead time 
and uncertain demand: MRP Vs 
Demand Driven MRP 
2018 Unknown Unknown Reduced by 11%    
Kortabarria,A 
et al. 
Material Management without 
Forecasting: From MRP to Demand 
Driven MRP 
2018 Maintain the 
high service 
level 
Unknown Reduced by 52.53% Material consumption  
increased by 8.7% 
Dimas 
Mukhlis H. F 
et al. 
Inventory Management using  
Demand Driven Material         
Requirement Planning for  
Analysis Food  Industry 
2019 Unknown Unknown Reduced by 53.5% Material consumption  
increased to 10% 
Miclo, M  et 
al. 
Demand Driven MRP: assessment 
of a new approach to materials 
management 
2019 Unknown Unknown Unknown Higher OTD 
Lower Average WIP 
Lee, C. and  
S. Rim,  
A Mathematical Safety Stock  
Model for DDMRP Inventory  
Replenishment 
2019 Unknown Unknown lower inventory level No Inventory shortage  
Bahu, B. et al.  Compréhension du DDMRP et de 
son adoption : premiers éléments 
empiriques 
2019 Increased 
between  14% 
to 99% 




P.V. et al.  
Applicability of Demand-Driven 
MRP in a complex manufacturing 
environment 
2019 Unknown Reduced  
by 41% 
Reduced by 18%   
                                                                               Table 7 : DDMRP performances                                                             
 
At the first glance, these results are shown by DDI, from 
many companies across a wide array of industries,     
encouraging other companies to adopt this approach.  
However, to gain objectivity, these results should be 
checked with a larger sample of companies. Further-
more, Bahu (2019) are trying to understand what 
DDMRP is and pinpoint why companies choose to    
implement DDMRP through 30 business cases. They 
confirm the same results promised by concepts of 
DDMRP in terms of customer service level and         
inventory reduction. 
Likewise, it can be noticed that during recent years, the 
application of DDMRP in different types of industries is 
growing rapidly. Some of the organizations have       
reported huge benefits (Ihme, M. 2015; Ihme, M. and R. 
Stratton, 2015; Miclo, R et al., 2015; Jihan, M., 2017; 
Kortabarria, A. et al., 2018; Mukhlis, D. H. F et al., 
2019; Acosta, A. P. V. et al., 2019 ), while many       
industries have not obtained the desired results (Miclo, 
R. et al., 2016; Miclo, R 2016; Miclo, R et al., 2019; 
Lee, C. and S. Rim, 2019).  
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Some of the literature recommended other studies, such a 
measurement of effectiveness in the aspect of the       
benefit-cost of inventory (Shofa1, M.J and 
W.O.Widyarto, 2017). Other authors (Kortabarria, A. et 
al., 2018) recommended analyzing more implementa-
tions in different sectors to improve logistical factors of       
companies while providing a competitive advantage. 
Miclo (2018) also pointed out the need for further     
research to uncover more aspects of DDMRP in terms of 
its value to manufacturing organizations. 
As a conclusion, we recognize that these results do not 
show the unconditional dominance of DDMRP over  
others Manufacturing Planning and Control (MPC)   
System  like MRPII, Kanban or TOC because these are 
limited numbers of academic studies  and limited     
manufacturing and sector’s environment. Nonetheless, 
on the tested perimeters, DDMRP shows interesting  
results because it gives superior results both in low and 
high variability conditions. 
5 CONCLUSION 
The Operations and Supply Chain Management fields 
are becoming more volatile and dynamic. Therefore, 
there is a need to adopt the new methods that manage 
efficiently the firms, protect and promote their materials 
and information flow to better deal with the new       
challenging environment demands. 
DDMRP is an approach that includes a planning system 
managed by actual demand and a visible execution    
system that allows planners to react in real-time (Acosta, 
A. P. V. et al., 2019). The literature review on DDMRP 
is rare. However, the few studies have published the 
benefits of DDMRP philosophy promise outstanding 
results. The main objective of this study was to conduct 
a literature review to identify, classify, and analyze the 
DDMRP concepts and performance proposed by several 
academic researchers. 
Based on the finding of this work, more studies will be 
needed to develop this literature review and to confirm 
objectively the benefits and disadvantages of this new 
approach. The outcomes of this work will give some 
direction of academic research and will encourage more 
industries to discover this new alternative manufacturing 
planning control system. 
This study is the first to review the existing literature 
review on Demand Driven MRP during the period 2011 
to 2019. It is also the first to extract theoretical elements 
to develop an integrated model. Also, this work aims to 
encourage research in the field of DDMRP performance 
and to stop researchers and practitioners from going off 
in unnecessary directions. Here, we highlight gaps in the 
existing literature as a basis for developing a research 
agenda. 
 
One important limitation was the availability of papers 
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ABSTRACT: In this study, we propose a multi-objective approach to address the Master Surgical Schedule (MSS) and 
the Surgical Case Assignment (SCAP) problems for the common Operating Theater (OT) in an integrated hospital facil-
ity. The approach accounts for both surgeons’ and Operating Rooms’ (OR) availability and restrictions. We propose in 
this paper a multi-objective programming model that supports OT decision making to ensure patients' and surgeons’ 
satisfaction and hospital quality of service by respecting surgeries due dates and balancing surgeons’ workloads. The 
proposed approach determines the surgical discipline to perform on each session, the surgical cases assigned on each 
session, and the operations’ start time on a weekly basis. The  -constraint method is used to solve the multi-objective 
problem. The computational experiments are performed using ILOG CPLEX optimization studio. The model is tested on 
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1 INTRODUCTION 
The OT is both the cost and revenue center of the hospi-
tal (Zhu et al., 2018). Efficiently managing its resource 
can strongly impact the quality of health service. 
Given patients waiting list, OR characteristics and sur-
geons’ timetable, the planning consists of deciding the 
scheduling of patients to be performing during the plan-
ning horizon according to multiple performances factors 
such as ORs’ utilization, patients’ due dates, throughput, 
etc.  
The surgeries are performed within the OR sessions, an 
OR session is a half or full day. The OT problem are 
studied under three strategies, the open scheduling strat-
egy, the block scheduling strategy and the modified 
block scheduling strategy. 
The block scheduling strategy is to allocate the OR to 
different surgeons or group and it is more performed in 
European hospital. Its advantages are reducing planning 
complexity. However, the block scheduling strategy may 
present some issues, since the ORs session can only be 
allocated to one surgeon, even if the surgeon does not 
perform any surgical case. This is the reason why the 
modified block scheduling is introduced (Younespour et 
al., 2019). The open scheduling strategy is more flexible 
than the block scheduling strategy because no pre-
specified session to discipline assignment exists (Agnetis 
et al., 2014). In the open scheduling strategy the schedul-
ing follows the principle of first-come first-served (Au-
gusto et al., 2010). It is more performed in the American 
hospitals (Zhu et al., 2018). 
The OT managers face complex problem to give an 
efficient planning, the problems include: 
 Deciding which surgical specialty to perform on 
each OR session 
 Assigning the patients to the OR session ac-
cording to several factors 
 Sequencing the elective patients on each OR 
session 
The first problem is tactical; it involves the Master Sur-
gical Schedule problem (MSS). The second and third 
problems are operational; the second is the Surgical Case 
Assignment problem (SCAP) and the third problem is 
the Elective Surgery Sequencing problem (ESS). 
In this paper, we present a new approach to support OT 
management; we define the MSS on a weekly basis and 
allocate surgeries to ORs with taking into account re-
sources’ availability and various OT restrictions. Balanc-
ing surgeons’ workload is one of the important factors to 
ensure surgeons’ satisfaction and provide a better quality 
of service. 
The approach proposed is a multi-objective program-
ming model that aims to balance surgeons’ workload and 
select the patients from the waiting list according to their 
due dates. 
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Given the multi-objective nature of the problem, the -
constraints method is applied to reach solutions from the 
Pareto Front using different  values. 
The reminder of this paper is as follows. The literature 
review of OT management related works is presented in 
Section 2. The problem is described in detail in Section 
3. Mathematical formulation is presented and described 
in Section 4. Section 5 presents the computational results 
of the proposed approach. Finally, Conclusions and 
perspectives are given in Section 6. 
 
2 LITERATURE REVIEW 
In past years, OT management and scheduling was re-
viewed by several researchers.  
The decision levels are organized into three levels: long-
term strategic, medium-term tactical and short-term 
operational. 
At the strategic level, the problem involves capacity 
planning, capacity allocation, and case-mix problems. 
The decisions made at the strategic level are applied in a 
planning horizon of several months (Blake et al. 2002). 
(Ma and Demeulemeester, 2013) proposed an approach 
to combine capacity allocation with case-mix. (Creemers 
et al., 2012) studied the problem of allocating service 
time slots to different patient classes to minimize the 
total expected waiting time of a patient. 
The tactical level involves the Master Surgical Schedul-
ing problem (MSS) and it is the problem under study in 
this paper. The MSS is a cyclic timetable; it allocates the 
surgical disciplines to OR under their requirements.  
(Cardoen et al., 2009) defined a MSS that decides the 
amount and type of available ORs, the open hours, and 
the surgeons. (Agnetis et al., 2014) introduced a decom-
position approach to address the MSS and SCAP by 
assigning the disciplines to the available sessions first 
and then allocate surgeries to them on a weekly basis.  
(Adan et al., 2009) proposed an approach to generate a 
MSS that aims to optimize the utilization of resources by 
considering stochastic length of stay. 
The operational level involves the Surgery Scheduling 
Problem (SSP) following tactical level decisions. The 
SSP problem is divided into two steps; the first step is 
the advance scheduling, referred in the literature as the 
Surgical Case Assignments problem (SCAP) and alloca-
tion scheduling problem. The SCAP is to assign an OR 
and a day to surgeries, while the allocation schedule 
defines the start time of surgeries.  
(Dios et al. 2015) introduced a decision support tool to 
deal with the surgery advance scheduling problem. 
(Vancroonenburg et al., 2015) proposed an approach to 
solve the allocation scheduling problem following the 
advance scheduling step. 
Some authors deal with both advanced and allocation 
problems (Aringhieri et al., 2015, Marques et al., 2012, 
Riise and Burke, 2011). 
Several solution approaches have been proposed to deal 
with multi-objective problems. Exact methods compute 
the entire Pareto Front while the heuristic search for 
solutions close to Pareto-optimal solutions (Abounacer et 
al., 2014) (Ehrgott and Gandibleux, 2002). 
One of the classical methods to handle a multi-objective 
problem is the -constraint method. This approach was 
introduced by (Haimes et al., 1971) and defined as one 
of the objective functions that are selected to be opti-
mized while the other(s) are added as an additional con-
straint in the optimization problem. 
The proposed approach in this study is a bi-objective 
problem solved using the -constraint method and aims 
to satisfy the surgeons and patients and ensure a good 
quality of service. It is considered as a combination be-
tween the MSS and the SSP that handles both SCAP and 
allocation problem. The proposed approach accounts for 
the availability of both human and material resources.  
3 PROBLEM DESCRIPTION  
This study addresses OT management, we decide which 
specialty to be performed on ORs session and allocate 
surgical cases to them with taking into account OT re-
strictions. Each surgical case has:  
 Processing time (duration of the surgical cases, 
we assume that the surgical cases are determin-
istic)  
 Due date (the nominal date for the surgical case 
to be performed) 
 Surgery discipline to be assigned to. 
 
The MSS is subject to various restrictions that must be 
taking into consideration: 
 Discipline-to-OR restrictions. Some surgical 
disciplines can only be performed in a restricted 
set of ORs. 
 Limits on discipline parallelism. A limited 
number of ORs session of the same discipline 
can take place at the same time 
 OR sessions-per-discipline restrictions. Lower 
and upper limits to the number of OR sessions 
assigned 
 OR reservation. The hospital management may 
reserve some OR sessions to certain surgical 
disciplines 
 
We assume that surgeons have a timetable and are not 
available all days in the planning horizon. 
The first objective function in this study depends on how 
close is the surgery to its due date   = ( −  ) 
where   defines the days to the due date and  is the 
maximum waiting time for low-priority surgeries. 
The second objective is considered to ensure a good 
quality of service. It aims to balance surgeons’ workload 
over the planning horizon. To do this, we maximize the 
minimum utilization factor of surgeons during the plan-
ning horizon to ensure a fair workload for all surgeons.  
The quality of service is also maintained by respecting 
patients’ due dates as much as possible. The two objec-
tives are conflicting. Because balancing surgeons work-
load may ignore surgeries’ due date and vice versa. 
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In the following model, we assign a dummy patient (1) 
to each OR session. Each session starts and ends with the 
dummy patient 1 to simplify modeling and sequencing.   
4 MATHEMATICAL MODELING 
4.1 Parameters 
   : Set of surgical disciplines 
   : Waiting list of surgeries in discipline s 
 
 : Set of surgeons in discipline s 
 
: Days to the due-date (nominal date) for patient i of 
disciplines 
  : Expected duration of patient iof discipline s 
 
: Set of the operating rooms 
 
: The score for surgery I of discipline s 
    : OR session capacity 
  : Set of days 
 
: Maximum number of OR session for discipline s 
 
: Minimum number of OR session for discipline s 
 
:  Maximum number of parallel OR session for 
discipline s 
 
:  Set of non-available ORs for discipline s 
    :  Maximum waiting time for low-priority surgeries 
  = 1 if surgeon  is available the day 0 else  
 
M: Very large number 
 




: Operating room 
 
4.3 Decision variables 
 = 1 if patient i of discipline s is assigned to room r on day j 0 else  
 
 = 1 if discipline s is assigned to room r on day j 0 else  
 = 1 if surgeon d of discipline s is assigned to room r on day j0 else  
 = 1 if the patient l is operated immediatly after the patient i in room r on day j 0 else   
: Start time of surgical case i of discipline s  
: The minimal operability factor of the surgeon that we 
aim to maximize in order to ensure a fairness workload 
  : The operability of the surgeon   of the discipline  
during the planning horizon, given by the following 
formula: 
 
 ∑ ∑ ∈∈ | | =      ∀  ∈    ∀ ∈   
 
4.4 Bi-objective Programming model 
The two objectives considered in this study: 
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Constraints (3) guarantee that a surgical case can be 
performed at most once. Constraints (4) state an upper 
limit to surgeries processing time in each OR session. 
Constraints (5) guarantee that patients of a surgery disci-
pline are assigned to an OR session only when the ses-
sion is open for that discipline. Constraints (6) guarantee 
that at most one surgical discipline assigned to an OR on 
a day. Constraints (7-8) bound the number of weekly OR 
session assigned to each discipline. Constraints (9) limit 
the number of parallel OR session assigned to the same 
surgical discipline. Discipline-to-OR restrictions are 
considered by constraints (10). Constraints (11) ensure 
that the dummy patient is assigned to each OR session. 
Constraints (12)-(13) guarantee the sequencing of the 
surgeries. Constraints (14) guarantee that one surgeon is 
assigned at most to an OR session in a day. Availability 
of surgeons in days is taken into account by constraints 
(15). Constraints (16) ensure that a surgeon is assigned at 
most to one OR on a day. Constraints (17) ensure that 
the workload of each surgeon is greater than the opera-
bility factor that we aim to maximize. Constraints (18) 
compute the start time of surgeries.  
 
 
4.5  -constraint method:  
The main of the -constraint method is to allow the mul-
ti-objective problems to be cast as a single objective 
problem by selecting one of them. The other objective 
functions will act as the constraints within some speci-
fied values. 
Moreover, the Pareto Front of a bi-objective problem can 
be efficiently generated using -constraint (Bérubé et al., 
2007); different Pareto optimal solution can be found 
using different  values. 
The model (1)-(18) is transformed: 





The selected  must be in range of   ≤ ≤ . 
Since the multi-objective problem under study is a bi-
objective problem, the -constraint method only need 
range bound (lower and upper bound) of one objective 
function. 
To generate as many Pareto optimal solutions as possi-
ble, the right-hand side of constraint (19) is gradually 
increased by a small amount and the problem is solved 
whenever  is increased (Dermir et al., 2014). 
 
 
5 COMPUTATIONAL EXPERIENCE  
 
The database is taking from the archives of a French 
medium-sized hospital. The OR session is a full day and 
takes 450min. The hospital has 8 OR, one of them is 
devoted to the emergencies (EMR). All ORs are 
equipped with the same materials but some of them are 
more suitable for some disciplines than others. 
The surgeons are grouped according to their discipline 
and availability.  
We have tested the model with different size of the OT; 
8 ORs, 12 ORs and 16 ORs and two different patients’ 
waiting list sizes: 140 and 180 patients. We set =90 
In the following, the notation P.X, R.Y is used to denote 
a given instance with X patients in the waiting list and Y 
OR in the OT.  
20 surgeons are appointed to treat the patients according 
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Discipline Surgeons 
Genecology (GYN) {1,2,3} 





Vascular Surgery (VAS) {18,19,20} 
Table1. Surgeons’ discipline 
 
Table 1 gives the surgeons according to their disciplines. 
 
Discipline     
Genecology  {1,4,5,6,7,8} 3 9 1 
Ambulatory 
surgery 
{8} 4 12 2 
Urology {1,2,8} 2 9 1 
Orthopedic 
surgery 
{2,3,5,6,7,8} 3 11 2 
Vascular 
surgery 
{1,2,3,4,5,6,8} 4 8 1 
Table2. Discipline-to-OR restrictions for instance (P.140, R.8) 
 
Table 2 shows discipline-to-OR restrictions for instance 
(P.140, R.8).   is the set of OR that can not be used by discipline 
. For example vascular surgery can only use OR 7. The 
third and fourth columns give lower and upper number 
of OR session for each surgery discipline. The last col-
umn shows the number of possible parallel session of 
each discipline. 
The model is implemented using CPLEX Optimization 
Studio 12.6, in an Intel® Core™ i5 and 6 Go Ram. 
In order to compute the epsilon values for ε-constraint 
method, the first step is to compute the (lower and up-
per) bounds of the auxiliary objective F . 
To generate many Pareto optimal solutions for the prob-
lem, the right-hand side of constraint (19) is gradually 
increased by a small amount and the problem is solved 
whenever  increased. 
 
 (S1) (S2) (S3) 
(P.140,R.8) 8175 8198 7998 
(P.140,R.12) 9388 9236 9253 
(P.140,R.16) 10151 10196 10102 
(P.180,R.8) 7918 8231 8127 
(P.180,R.12) 9454 9436 9512 
(P.180,R.16) 10208 10325 10415 
           Table 3. Numerical results  
 
Numerical results are given in Table 3. We computed 
three solutions from the Pareto optimal Front. 
 
 MONDAY TUESDAY WEDNSDAY THURSDAY FRIDAY 
R=1 ORTH  (15) DS          (5) ORTH     (17) DS         (6) ORTH  (16) 
R=2 DS         (11) EMPTY GYN         (2) GYN     (1) DS          (9) 
R=3 GYN      (3)    GYN      (3) EMPTY DS        (11) GYN      (2) 
R=4 ORTH  (16) ORTH  (17) DS             (5) ORTH  (17) ORTH  (15) 
R=5 URO     (14) URO     (13) URO        (12) URO     (13) DS          (7) 
R=6 DS          (4) DS         (10) DS             (8) EMPTY URO     (12) 
R=7 VAS      (20) VAS      (18) VAS         (20) VAS      (19) VAS      (19) 
 R=8 EMR EMR EMR EMR EMR 
Table 4. MSS planning for instance (P.140, R.8) 
 
Table 4 shows the results of the MSS and surgeons in 
each OR session using the proposed approach. The plan-
ning respect discipline-to-OR restrictions and resources’ 
availability. The obtained results show the good balanc-
ing of surgeons’ workload.  
 
6 CONCLUSION 
In this paper, we proposed a multi-objective program-
ming model that aims to balance surgeons’ workload and 
respect surgeries due dates according to resources’ avail-
ability and OT restrictions. 
The multi-objective problem is solved using ε-constraint 
method and compute several solutions from the Pareto 
Front. We believe that the approach proposed consists in 
a good tool to evaluate the quality and efficiency of the 
OT management. This study could be extended to in-
clude downstream hospital resources’ availability to 
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ABSTRACT: In this paper, we address an environment-friendly approach to solve the Green Home Health Care 
(GHHC) routing and assignment problem. The approach aims to reduce fuel consumption to minimize carbon-di-oxide 
emissions. The Home Health Care (HHC) routing and assignment problem is a very complex problem due to the multi-
factors and criteria that must be taken into consideration during the planning. The main of this work is to find an 
efficient working plan on a weekly basis, respecting continuity of care, with environmental concern, which ensures the 
satisfaction of both patients and caregivers and considers most of HHC constraints. The proposed approach is a three-
stage methodology; the first stage is a multi-objective programming model that minimizes the total traveled distance 
and fuel consumption with varying speed. In the second stage, we introduce an assignment heuristic, and the third stage 
is an Integer Linear Programming (ILP) model that aims to balance caregivers’ workload. The small and medium 
instances are solved using CPLEX optimizer studio and show that better route planning and minimum fuel consumption 
is achieved with varying speed concept. 
 
KEYWORDS: Green home health care, multi-objective optimization, integer linear programming, human resource 
planning, routing problem, continuity of care. 
 
1 INTRODUCTION 
HHC is a wide variety of health care services that are 
provided to patients at home. The HHC agencies receive 
requests from new patients every day, and need an effi-
cient planning to manage their caregivers.  
The increased costs of the subsequently required treat-
ments pressure the primary care facilities to offer care 
services at home to reduce charges. The goal of these 
programs is to reduce the hospitalization rate and con-
gestion (Lanzarone and Matta, 2012). 
The HHC services improve patients' living conditions, 
particularly for those requiring assistance and medical 
treatment (Fikar et al., 2017). 
In this paper, we discuss related optimization problems 
that occur in the HHC. During a planning horizon, a set 
of patients must be allocated to a group of qualified 
caregivers according to the treatment they need. The 
problem asks to schedule the patients according to their 
request and required care regarding their time window, 
i.e. the patient may not be available all through the day. 
In addition, the patients are allocated by taking into con-
sideration the compatibility between patient and caregiv-
ers' expertise. They may also have requests that must be 
taken into account, for example: caregiver preferences, 
gender, language, etc. For this reason, we take into ac-
count the affinity between the caregiver and the patient. 
We take into consideration the learning care factor (Gil-
lan et al., 2013) which represents the experience gained 
by the caregivers through the planning horizon while 
giving the care to patients. This experience allows the 
caregivers to be more efficient because they become 
more accustomed to the patients. Hence, the time re-
quired for care to be given would be systematically re-
duced. The learning care is improving by the continuity 
of care, i.e., the patients are assigned to a limited number 
of caregivers during the planning horizon, which makes 
the problem more difficult and challenging to solve. 
Moreover, the health of the patients improves through 
the planning horizon, in consequence, the time required 
by the patient decrease. 
The HHC transport system is designed to transform 
caregivers by cars to their patients. With regard to these 
organizational activities, one of the majorities of Green 
House Gaze (GHG) emission is the emission of . In 
real life, a vehicle is not able to travel at a constant 
speed. It is expected to travel under a maximum and 
minimum speed limit. Experiments made with constant 
and varying speed show that fuel consumption is reduced 
using varying speed constraints (Poonthalir and 
Nadarajan, 2018). 
380
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
 In this paper, we discuss the fuel-GHHC with varying 
speeds that uses triangular distribution to minimize both 
the traveled distance of the routes and fuel consumption. 
To maintain caregivers’ job satisfaction and service 
quality in the HHC, one of the objectives considered is 
to “master the overload risk” by balancing the 
caregivers’ workload to reduce the excessive assignment 
and to satisfy the majority of patients by allowing them 
to be visited, if it is possible, by their preferred 
caregivers. To achieve the workload balancing, we have 
adopted (Cappanera and Scutella, 2015) technique to 
maximize the minimum utilization factor caregiver in the 
planning horizon in order to ensure a fair workload for 
all caregivers.  
The quality of service requisites, the workload of each 
caregiver on each period, i.e., the sum of the daily ser-
vice times and traveling times of the caregiver, cannot 
exceed the duration of the caregiver workday are taking  
into consideration.  
This paper addresses a new environmental-friendly ap-
proach for the routing problem in the GHHC through 
reducing fuel consumption that leads to minimizing 
carbon dioxide with varying speed constraint and the 
satisfaction of both patients and caregivers in the home 
health care multi-period problem. 
The main contribution of this work is developing a new 
approach for the GHHC; we take into consideration 
simultaneously the set of the following criteria:  
 Balanced workload among caregivers 
 Affinity between the patient and the caregiver 
 Minimizing the total consumption of the fuel 
 Minimizing the distance between the patients 
And the following constraints:  
 Adequacy between patient’s needs and 
caregiver’s skills  
 Availability of patients 
 Precedence of care 
 Synchronization of cares  
 Continuity of the care 
 Maximum daily workload of the caregivers 
 Varying speed routes 
 
The remainder of the paper is organized as follows. 
Section 2 presents a literature review of the works relat-
ed to the HHC. Section 3 is devoted to describe the 
problem and present the models, variables, and parame-
ters. Computational results are given in Section 4. Final-
ly, conclusions are given in Section 5 with future work 
perspectives. 
2 LITERATURE REVIEW 
Different studies related to the human resources planning 
(Cissé et al., 2017).  At the strategic level, the districting 
problem considers the division of the region into districts 
to reduce the workload and the travel workload of the 
nurses according to several criteria for example the 
balancing of workloads among the designed districts. 
(Benzarti, 2012) developed two mathematical models of 
the districting problem. Resource dimensioning is done 
at a tactical level, tackles the issue of defining the level 
of resources available at HHC and distributing the 
services to the districts. 
Two major issues arise on the operational level: the 
caregiver assignment issue and the routing and 
scheduling issue for home health services.  
In this paper, we address an operational problem related 
to assignment and routing problem aiming at assigning 
the patients to the caregivers and define the order and the 
time in which visits of caregivers to patients should be 
performed.  
(En-nahli et al., 2015) developed a multi-objective 
mixed-integer linear for a daily HHC management by 
taking into consideration the affinity between the 
patients and the staff together and the skill constraints. 
The four objectives in the work were the cost, workload 
level, satisfaction level, and waiting time. (Cappanera 
and Scutella, 2015) developed a mixed linear integer to 
manage nurses' workload and reduce their waiting time. 
In their model, the authors find the idea of pattern to plan 
several visits to the same individual during the week. 
(Bertels and Fahle, 2006) presented a combination of 
linear programming, constraints programming and 
metaheuristics for a HHC problem that considers the 
staff rostering and vehicle routing components while 
minimizing transportation costs and maximizing 
satisfaction of the patients and nurses. (Moussavi et al., 
2019) proposed a metaheuristic approach to the 
integration of worker assignment and vehicle routing 
problems, the work consist on finding the optimal 
services schedules for each one of the staff members so 
that the total and individual distance traveled by the staff 
is minimized. (Shi et al., 2017) proposed a heuristic 
algorithm integrated into a hybrid genetic algorithm and 
a Monte Carlo method to address the HHC routing and 
scheduling problem with fuzzy demand. 
(Ben Bachouch et al., 2008) developed a mixed linear 
programming model of vehicle routing problem while 
respecting the availability of patients, breaks meals for 
staff, and shared visits to minimize the total distance 
traveled by the nurses. (Ehmke et al., 2015) considered 
the problem as a vehicle routing issue with time 
windows, in their case. They suggested a solution to 
guarantee the quality of service provided to all customers 
while the purpose of the problem is the classic VRP 
objective which is the cost of routing. Moreover, the 
paper studies the stochastic travel times. (Lanzarone et 
al., 2012) proposed mathematical programming models 
to balance the caregiver' workload under different 
categories. They considered the care’s continuity 
constraint, caregiver’s skills, and the districts where the 
patients and the caregivers belong. The patients’ 
demands are considered either in a deterministic or 
stochastic way. (Kergosien et al., 2009) developed a 
Mixed Integer Linear Programming (MILP) for the HHC 
planning, they consider the problem as an extension of 
Multiple Travelling Salesman Problem with Time 
Window (mTSPTW) that aims to reduce costs of travel 
times between patients with additional constraints 
specific to the HHC: patients’ availability, skills of 
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caregivers, preferences of the patients for caregivers, 
synchronization of multiple treatments for the same 
patient.  
The problem discussed in this paper is a variant of the 
problem of multi-period human resources’ planning in 
which one-period assignment has an effect on 
assignments for next periods. (Moussavi et al., 2017) 
presented a sequencing assignment model for weekly 
human resource planning. They proposed two 
metaheuristic approaches to solve the Sequencing 
Generalized Assignment Problem (SGAP). 
The green vehicle routing problem (GVRP) was 
proposed by (Erdogan and Miller-Hooks, 2012). The 
objective of the problem is to devise low cost route for a 
set of homogenous vehicles stationed at a depot. Each 
vehicle takes a tour serving a set of geographically 
distributed customers with limited fuel capacity and 
time. The Fuel GVRP (FGVRP) with varying speed was 
proposed by (Poonthalir and Nadaraja, 2018) and it is 
used in this paper.  The GVRP is a single objective 
problem that aims to reduce total route cost. While, the 
FGVRP is a bi-objective problem that aims to reduce 
both route cost and fuel consumption.  
Experiments prove that varying speed reduce fuel 
consumption which lead to reduce carbon-di-oxide 
emissions (Poonthalir and Nadaraja, 2018). 
In the literature, less environmental/green interest 
addressed to HHC. (Fathollahi-Fard et al., 2018) 
proposed a first GHHC approach using bi-objective 
optimization. The approach uses a number of 
modification and hybrid versions of metaheuristics and 
four heuristics. Later, (Fathollahi-Fard et al., 2019) 
introduced a GHHC and solve the problem using 
modified simulated annealing algorithms. 
In this work, a new GHHC approach for the multi-period 
consists of three-stage methodology. The decomposition 
reduces the computational time required to solve the 
problem. The first stage aims to determine the packages 
needed in each day. The second and third stage aims to 
assign the packages defined in the first stage to the suita-
ble/available caregivers while balancing the workload 
and maintaining the continuity of care. 
 
3 PROBLEM DESCRIPTION AND MODELING  
We consider a set of patients needing heterogeneous 
health care services. The problem consists in routing and 
scheduling caregivers to patients over a multi-period 
planning horizon taking into account multiple constraints 
involving, for example, patients’ time windows and 
preferences, caregivers’ skills and working hours, 
continuity of care, and workload balance. In addition, 
some patients may need to be serviced by two caregivers 
at the same time. The learning care factor is also 
considered in our work, which is expressed by the 
gradual reduction of the treatment duration as the 





A triangular distribution is a continuous probability 
distribution shaped like a triangle. It is defined by: 
a: the minimum value, where a ≤ c, 
c: the peak value, where a ≤ c ≤ b, 
b: the maximum value, where b ≥ c. 
The probability density function for a triangular 








0     x < a
2(x − a)
(b − a)(c − a)
 a ≤ x ≤ c
2(b − x)
(b − a)(b − c)
c ≤ x ≤ b
0      x > b
 
 
Triangular distribution is more flexible than normal 
distribution (Poonthalir and Nadaraja, 2018). Using 
triangular distribution is best interpreted. As vehicle 
speed fluctuates between a minimum and a maximum 
speed, which will travel at any of the most possible 
speed. 
 
To know the average speed between an initial speed limit 
 and a maximum speed limit , one has to calculate: 
 
E(X) = xf(x)dx 
The following example calculates the average speed 
between 30miles/hour and 40 miles/hour (Poonthalir and 
Nadaraja, 2018): 
 
E(X) = xf(x)dx 
E(X) =
2( − 30)




(40 − 30)(40 − 37)
 
E(X) = 32 miles/gallon 
 
The previous example shows the average speed between 
a minimum speed limit a = 30 and a maximum speed 
limit b = 40 and 37 be the most likely speed limit 
(Poonthalir and Nadaraja, 2018). 
 
The approach proposed in this paper consists of three-
stages; the first stage aims to determine the packages 
(routes) that caregivers perform with taking into 
consideration several constraints. In the second and third 
stage, we assign the packages to the suitable caregivers 
and balance the workload. 
 
3.1 Mathematical modeling 
3.1.1 First stage 
 
We first propose the following multi-objective model 
that aims to determine the packages on one period and 
considers minimizing both distance and fuel 
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consumption. We assume that patients cannot be 
assigned to all packages; using this technique will assure 
the continuity of care in the approach. 
 
We consider a complete directed network = ( , ) 
having  nodes corresponding to the cares required by 
the patients, plus an extra node (node 1), which is used 
to denote where the caregivers start their tour from node 
1 and arrive in node1. 
 
3.1.1.1 Parameters:  
: Set of packages 
: Set of cares  
: Set of the unavailable packages for care  (The 
packages that care  cannot be assigned to) 
: Service time at care  
: Traveling time from node i to nodej, (i, j) ∈ E 
[ , ]: Respectively the earliest and the latest service 
time for the care  (related to the time window of the 
patient required care  ) 
: Set of cares that require two caregivers ( ⊂ ) 
: The maximum daily workload for the 
package  
:  The ratio of time decreased from care time   of 
care  this ratio define the learning care 
: A high value 
: Maximum fuel capacity  
: Order of precedence of care  (if care  has to be 
planned before care  we have ≥ ) 
: One if the care  requires one caregiver. Two if the 
care requires two caregivers 
: Distance between node  and  
: Average expected speed between i and j calculated 
using the triangular distribution (Miles/hour) 
: The total miles travelled per gallon (Miles/Gallon) 
:  Fuel consumption in gallons per hour between 
nodes i and j (Gallon/hour) ( =  ) 
 
3.1.1.2 Decision variable 
=
1 if the care j is assigned after care j 





1 if the care i is assigned to the





: Arrival time of the package k  to the node i 
 
: Remaining time at node i of package k (Time left 
for package  at node ) 
 






minimize ∑ ∑ xijkdisij(i,j)∈E∈                 (1)    
 
minimize ∑ ∑ xijk
disij
spij
(i,j)∈E∈ FCGH         (2)        
 
Constraints: 
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Objective (1) aims to minimize travel distance. Objective 
(2) aims to minimize fuel consumption. Constraints (3) 
guarantee the number of caregivers that a care needs. 
Constraints (4) ensure that at most one care can be 
performed after the fictive care 1. Constraints (5) ensure 
that at most one care can be performed before the fictive 
care 1. Constraints (6) guarantee restriction of package 
for cares (This will assure the continuity of care in the 
planning). Constraints (7) guarantee that if a care is 
assigned to a caregiver, the care has a successor (Linking 
between routing and assignment variables). Constraints 
(8) are the classical flow conservation constraints on the 
routing variables. Constraints (9) and (10) ensure that the 
start time of the cares respect a time window. Constraints  
(11) gives the remaining fuel level at nodes based on the 
distance between i and j and the average expected speed 
between  and . Constraints (12) assure that the 
workload of each caregiver in each day, expressed as the 
sum of the service times and traveling times does not 
exceed the duration of a workday. Constraints (13) 
calculate the arrival time of the package to the care. 
Constraints (14) ensure that the fuel level reaches its 
maximum capacity depot. Constraints (15) ensure that 
the care must be start at the same time for cares that 
require synchronization (needs two caregivers). 
Constraints (16) ensure that the workload of packages 
reaches its maximum at the depot. Constraints (17) 
guarantee the precedence of cares. Constraints (18) give 
the remaining time at nodes based on the travel time 
between i and j and the service time. The decision 
variables of the problem are given in constraints (19). 
 
3.1.1.4 Weighted sum approach 
for multi-objective optimi-
zation 
One of the most popular techniques to solve multi-
objective optimization problems is the weighted linear 
aggregation. The problem becomes a single objective. 
This single objective function is considered as a sum of 
objective functions multiplied by weighting coefficients.  
The model is transformed into a mixed integer linear 
programming model and described as: 
 







 =  ∑ ∑ xijk × disij(i,j)∈Pk ∈    And, 
 = ∑ ∑ xijk ×
disij
spij
(i,j)∈Pk∈ × FCGH      
 
The normalization of objectives is required to get a con-
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AT ≥ A  
 
∀k ∈ K, 






AT ≤ B  
 
 
∀k ∈ K, 
∀ j ∈ I| j ≠ 1 
  
(10) 





x + (1 − x )F 
 
∀k ∈ K 







( s (1 − δ ) + t )x
( , )∈
 ≤ MAXWL  
 




AT ≥ AT + s (1 − δ ) + t x
− (1 − x )M 
 
 
∀k ∈ K 





f = F 
 
∀k ∈ K 
 
(14) 
AT = AT ′ 
 
 
∀k, k ∈ K 




RT = MAXWL  
 









∀k ∈ K 






RT ≤ RT − s (1 − δ ) + t
+ (1 − x )M 
 
 
∀k ∈ K 





x ∈ {0,1}  
y ∈ {0,1} 
AT ≥ 0 
RT ≥ 0 
f ≥ 0 
 
 
∀k ∈ K 
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= ×  , and  = ×  where  ( + = ) 
 
The normalization factor is calculated as follows: 
Where =
{ }
  and =
{ }
   
 { },  { } are respectively the minimum of 
and  
The decision maker chooses the weights and  
according to the importance of each objective function.  
Since the problem is multi-objective, we can get a set of 
optimal solutions from the Pareto Front. The weighted 
sum approach ensures finding points on the Pareto front 
by varying each time the weights and  and solving 
the model (En-nahli et al., 2015). 
3.1.2 Second Stage 
 
In the second stage, we define a “category”; which is 
group of packages of first stage that contains the same 
patients in the planning horizon. To define the number of 
caregivers required in each category, we fix the day with 
the maximum number of packages that a category 
requires. 
The number of categories is limited, due to the limited 
number of packages that a patient can be assigned to (the 
continuity of care constraint).  
To decide the caregivers to assign to each category, and 
according to the affinity and the skill required by the 
patients, we propose the following heuristic: 
 
Heuristic.1 
Input     -     SC: Set of categories 
- N: Set of caregivers 
- Aff: Affinity between the caregiver and the 
patients  
- SK : Skill of the caregiver 
- SR: Skill required by the patients  
For all  in SC 
  while (the number of caregivers required by the 
category isn’t reached)   
     X : = ( ) (Choosing 
randomly a  caregiver ) 
if ( SR(patients(i))≤ SK(a) & 
Aff(patients(i),a)≠0 &  has never been 
assigned)  
           Assign →  
       else go to X 
 
Heuristic1 is proposed to assign the caregivers to the 
suitable categories according to the affinity between the 
patients and the caregivers, as well as, the skills required 
by the patients.  
In the following stage, we aim to assign the caregivers to 
each package and to balance the weekly workload. 
3.1.3 Third Stage 
 
 
In this level of the approach, we focus on the caregivers 
assigned to each category and balance their weekly 
workloads.   
3.1.3.1 Parameters 
: Set of caregivers 
: Set of packages 
:  Set of days in the planning horizon 
: Workload of package n 
: 1 if package  is in day , 0 otherwise.  
3.1.3.2 Decision variables 
 
=
1 if the package j is assigned to the caregiver






 : The minimal operability factor of the caregiver that 
we aim to maximize in order to ensure a fairness 
workload 
 : The operability of the caregiver  during the 













L ≥ L 
 






≤ P  
 












Objective (20) aims to balance workload. Constraints 
(21) ensure that the workload of each caregiver is greater 
than the operability factor that we aim to maximize; it 
guarantees a fair workload for all caregivers and avoids 
solutions where a given caregiver has a workload less 
than others. Constraints (22) guarantee that the packages 
are assigned to the days given by the first stage model. 
Constraints (23) ensure that a caregiver is assigned to at 
most one package during a day. 
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4 COMPUTATIONAL EXPERIENCE  
The model is implemented using CPLEX Optimization 
Studio12.6, in an Intel® Core™ i5 and 6 Go Ram.  The 
heuristic.1 is implemented using C++. We have generat-
ed various instances to show the performance of the 
approach introduced for small and medium instances.  
 
4.1 Data generation: 
We have generated patients and caregivers’ instances as 
shown in Table.1. 
 P.X.C.Y denotes an instance with X patients and Y 
caregiver.  
 
Instances Caregivers Patients  
1 4 12 
2 10 24 
3 15 48 
4 18 60 
Table.1 Instances 
 
The duration of time windows of patients’ availability 
varies between 90min and 180min. The considered skills 
required by the patients vary between 1 (usual cares) and 
3 (advanced cares).  
Caregivers who have “skill 3” can treat all cares. Care-
givers with “skill 2” can treat patients requiring skill 2 
and 1. The patients may need several cares per day: one, 
two, or three. Some patients do not need any care on a 
day. The cares have an order that must be taken into 
account, (+) denotes that the patient requires the care, (-) 
otherwise. (SYN) is the synchronization of cares; it de-
notes that the cares require two caregivers at the same 
time. The following Table.2 shows the care required by 
the patient on a day for instance (P.12.C.4). 
 
 Care  Care  Care  
P1  (before ) + - + 
P2 - SYN + - 
P3 + - - 
P4 (after ) + SYN+ - 
P5 - - - 
P6 + - - 
P7 (before ) + - + 
P8 - -  + 
P9 - SYN (after )+ + 
P10 - - - 
P11 + - - 
P12 - - + 
Table.2 Data of cares required by patients on a day for 
Instance (P.12.C.4) 
 
As mentioned in Section 2. Generally, the speed of the 
vehicle fluctuates between 30 and 60. This range is con-
sidered according to the literature (Poonthalir and Nada-
raja, 2018). It is taken in an interval of 10 from 30 to 60 
as [30 40 50 60]. 
To calculate the expected speed within the interval 30- 
60, one has to calculate the average speed within each 
interval and take the average. 
 
4.2 Computational results: 
In the following, we solve the problem using CPLEX 
optimize studio, let  be route cost and  be the fuel 
consumption. 
Firstly, we take ( = 0) and minimize  as shown in 
column 2 of Table 3. Then, we take ( = 0) and mini-
mize  with constant and varying speed (column 3 and 5 
of Table 3). The learning care factor is ( = 0). 
Table.3 Fuel consumption with varying and constant speed 
 
Table 3 shows the results obtained with varying and 
constant speed. We obtain a decrease in the fuel con-
sumption when varying speed is used. Hence, the di-
oxide emission is decreased.  
Secondly, we solve the problem using the weighted sum 
and normalization approach described in Section 3, we 
take =0.5 and =0.5. 
 
 
    Instance 
 Cost with con-
stant speed 





P.24.C.10. .0.4 1.09705 1.052 
P.48.C.15. .0.4 1.0073 0.893 
P.60.C.18. .0 0.9958 0.801 
         Table.4 Results of the weighted sum approach 
 
In Table 4 the problem is solved using the weighted sum 
and normalization approach. The learning care factor 
takes ( = 0, = 0.2  = 0.4). 
The instance P.12.C.4. .0 denotes 12 patients and 4 
caregivers with leaning factor  =0.  
Experimental results show the decrease in fuel consump-
tion when varying speed.  
The weighted sum approach ensures finding points from 

























( = ) 
Speed 
P.12.C.4 11.21 1.86 40 1.77 39.25 
P.24.C.10 22.796 3.77 40 2.77 41.29 
P.48.C.15 37.19 6.28 40 5.78 40.02 
P.60.C.18 45.36 6.98 40 5.01 37.55 
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5 CONCLUSION 
In this paper, we introduced a fuel consumption 
approach with varying speed constraints to solve the 
GHHC problem. We presented a literature review of the 
works related to the HHC. A three-stage methodology 
composed of a multi-objective programming model, a 
heuristic, and an ILP model is introduced to solve the 
multi-period GHHC considering several constraints and 
criteria that make the problem more challenging to solve. 
We are working on a GHHC problem-solving approach 
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RÉSUMÉ : La segmentation des chroniques est l’un des outils de fouilles des donnés. On l’aborde, ici, en
prenant des extrema locaux pour points d’importance perceptuelle (PIP). Un théorème de décomposition additive
des chroniques, dû à Cartier et Perrin, et des techniques algébriques d’estimation des dérivées, déjà utiles en
automatique et signal, permettent d’évacuer le brouillage dû aux fluctuations rapides de toute chronique. Des
illustrations numériques valident notre approche et soulignent l’importance du choix du seuil de détection.
ABSTRACT: Time series segmentation is one of the many data mining tools. We take here local extrema
as perceptually interesting points (PIPs). The blurring of those PIPs by the quick fluctuations around any time
series is treated via an additive decomposition theorem, due to Cartier and Perrin, and algebraic estimation
techniques, which are already useful in automatic control and signal processing. Our approach is validated by se-
veral computer illustrations. They underline the importance of the choice of a threshold for the extrema detection.
MOTS-CLÉS : chroniques, segmentation, point d’importance perceptuelle (PIP), estimation algébrique.
KEYWORDS: time series, segmentation, perceptually important points (PIPs), algebraic estimation.
1 Introduction
Les chroniques, ou « time series », sont omnipré-
sentes dans la fouille de données, ou « data mining ».
Parmi les multiples méthodes utilisées, on privilégie
ici la segmentation (voir, par exemple, Abonyi et Feil
(2007); Cho et Fryzlewicz (2012); Durán-Rosal et al.
(2018a,b, 2019); Esling et Agon (2012); Keogh et al.
(2004); Kim et al. (2019); Lee et al. (2018); Liu et
al. (2008); Lu et Huang (2020); Mart́ı et al. (2014)),
c’est-à-dire une approximation par un nombre fini de
segments de droite. De nombreuses études concrètes
l’ont déjà utilisée dans des domaines variés : hydromé-
téorologie (Hubert et al. (1989)), économie (Cheong
et al. (2012), finance (Wan et al. (2016); Wan et Si
(2017)), mouvement animal (Edelhoff et al. (2016), vi-
sion par ordinateur (Liu et al. (2019)), efficacité éner-
gétique des machines outils (Seevers et al. (2019)),
collecte de données par drones aquatiques (Castellini
et al. (2020)), . . . Prendre pour bouts des segments
des points d’importance perceptuelle (PIP), ou « per-
ceptually important points », consolide ce point de vue
(voir, par exemple, Fu (2011); Fu et al. (2017)), qui
l’est encore davantage si ces PIP sont des extrema lo-
caux (Pratt et Fink (2002); Fink et Pratt (2004); Fink
et Gandhi (2011); Yin et al. (2011)). La détection des
PIP est brouillée par les fluctuations rapides de toute
chronique. Comment isoler des extrema locaux sur
la ligne bleue de la figure 1 ? Les publications exis-
tantes ignorent, semble-t-il, cette difficulté majeure.
Cet article présente un cadre mathématique et algo-
rithmique afin de détecter ces extrema locaux en dépit
des oscillations. Quelques exemples académiques sur
la réduction de dimension, préalable à toute fouille de
données, illustrent notre propos.
Notre approche des chroniques, qui s’appuie sur
(Fliess et al. (2018)), consacré à la prévision et à la
gestion du risque pour l’énergie photovoltäıque, est
née en ingénierie financière (Fliess et Join (2009);
Fliess et al. (2011)). Elle a été utilisée pour la prévi-
sion du trafic autoroutier (Abouäıssa et al. (2016)) et
des ressources nécessaires en informatique nuagique,
ou « cloud computing » (Fliess et al. (2019)). Le pivot
en est un théorème dû à Cartier et Perrin (1995) :
toute chronique X satisfaisant une hypothèse très
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lâche, s’écrit X = E(x) + Xfluctuat, où E(x) est la
moyenne, ou tendance (« trend »), etXfluctuat les fluc-
tuations rapides autour de 0. La ligne rouge de la fi-
gure 1 correspond à la moyenne. Le théorème de Car-
tier et Perrin s’exprime dans le langage de l’analyse
non standard, introduit par Robinson (1996) et outil
merveilleux pour l’intuition (voir, par exemple, Lobry
et Sari (2008)). On ne recherche pas les extrema sur
X, mais sur E(X), plus lisse. La détection d’un ex-
tremum est liée à l’annulation de la dérivée d’ordre
1. On y parvient grâce aux techniques d’estimation
algébrique (Fliess et al. (2008); Mboup et al. (2009))
pour traiter du cas bruité, connu comme important et
difficile (Lanczos (1956)). Si la dérivée est proche de
0 durant un certain temps, la chronique est rempla-
cée par un plateau, c’est-à-dire un segment horizon-
tal. Des techniques algébriques analogues ont déjà été
employées pour détecter des ruptures, ou « change-
points »(Fliess et al. (2010)).
Cette communication est organisée comme suit. Les
rappels du § 2 sont consacrés aux chroniques et à
l’estimation algébrique. On présente au § 3 des illus-
trations numériques, qui soulignent l’importance du
seuil de détection des extrema. Quelques prolonge-
ments sont proposés au § 4.
2 Rappels sur les chroniques et l’estimation
algébrique
2.1 Chroniques et analyse non standard
L’analyse non standard, qui repose sur la logique ma-
thématique, fournit un sens précis aux notions d’infi-
niment petit et d’infiniment grand. On recommande
la présentation par Nelson (1977) (voir aussi Nel-
son (1987), Diener et Diener (1995); Diener et Reeb
(1989)), conceptuellement plus simple.
Soit l’intervalle [0, 1], avec échantillonnage infinitési-
mal, comme souvent en analyse non standard,
T = {0 = t0 < t1 < · · · < tν = 1}
où ti+1 − ti, 0 ≤ i < ν, est infinitésimal, c’est-à-dire
très petit.
Remarque 2.1 Les notions d’infiniment petit ou
grand sont des idéalisations mathématiques. On doit
considérer, en pratique, un laps de temps d’une se-
conde (resp. heure) comme très petit par rapport à
une heure (resp. mois). C’est pourquoi l’analyse non
standard s’applique au monde réel.
Une chronique X est une fonction T → R. La mesure
de Lebesgue sur T est la fonction  définie sur T\{1}
par (ti) = ti+1 − ti. La mesure de tout intervalle
[c, d] ⊂ T, c ≤ d, est sa longueur d− c. L’intégrale sur







X est S-integrable si, et seulement si, l’intégrale∫
[c,d]
|X|dτ est limitée, c’est-à-dire non infiniment
grande, et, si d − c is infinitésimal, ∫
[c,d]
|X|dτ l’est
aussi. X est S-continue en tι ∈ T si, et seulement si,
f(tι) 
 f(τ) quand tι 
 τ (on écrit a 
 b si a− b est
infinitésimal). X est presque continue si, et seulement
si, elle est S-continue sur T \ R, où l’ensemble R est
rare 1. X est Lebesgue intégrable si, et seulement si,
elle est S-intégrable et presque continue.
La chronique X est rapidement fluctuante, ou oscil-





Xdτ est infinitésimal pour ensemble qua-
drable 2.
Théorème de Cartier-Perrin : Si la chronique X
est S-intégrable, il y a décomposition additive 3 (Car-
tier et Perrin (1995)) :
X(t) = E(X)(t) +Xfluctuat(t) (1)
où
— la moyenne E(X)(t) est Lebesgue-intégrable,
— Xfluctuat(t) est rapidement fluctuante.
La décomposition (1) est unique à une quantité addi-
tive infinitésimale près.
Remarque 2.2 Cette moyenne, ou tendance, sou-
vent désignée par le mot anglais « trend », est à rap-
procher du lissage par moyenne glissante ou « mo-
ving average » (voir, par exemple, Mélard (2008)).
On la retrouve aussi en analyse technique (voir, par
exemple, Béchu et al. (2014); Kirkpatrick et Dahlquist
(2016); Tsinaslanidis et Zapranis (2016)), branche de
l’ingénierie financière. Très différent est le sens ha-
bituel de trend dans la littérature sur les chroniques
(voir, par exemple, Enders (2014)).
2.2 Estimation algébrique des dérivées
Le § 2.1 démontre que l’on peut passer au continu
si les données sont en nombre suffisant et la période
d’échantillonnage petite. La dérivée est, en fait, esti-
mée sur la moyenne et non sur les données brutes.
Soit la fonction polynômiale de degré 1
p1(t) = a0 + a1t, t ≥ 0, a0, a1 ∈ R
1. R est rare (Cartier et Perrin (1995)) si, pour tout réel
standard α > 0, il existe un ensemble interne A ⊃ R tel que
(A) ≤ α.
2. Un ensemble est quadrable (Cartier et Perrin (1995)) si
sa frontière est rare.
3. Voir Lobry et Sari (2008) pour une présentation plus
abordable
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Le calcul opérationnel classique (voir, par exemple,







D’où en multipliant par s2
s2P1 = a0s+ a1 (2)
et en dérivant par rapport à s, qui, dans le domaine




+ 2sP1 = a0 (3)
Le système triangulaire (2)-(3) d’équations fournit a0,




à-dire, dans le domaine temporel, des dérivées par
rapport au temps, en multipliant les deux membres
des équations (2) et (3) par s−n, n ≥ 2. Les inté-
grales itérées correspondantes, qui, en pratique, sont
remplacées par des filtres linéaires numériques, sont
des filtres passe-bas : elles atténuent les oscillations
parasites. Une fenêtre temporelle courte suffit pour
estimer avec précision a0, a1.
La généralisation aux polynômes de degré supérieur
est évidente, donc aussi celle aux développements de
Taylor tronqués. Renvoyons à Mboup et al. (2009)
pour plus de détails.
Remarque 2.3 Les manipulations algébriques pré-
cédentes sont employées avec succès en ingénierie
(voir, par exemple, Sira-Ramı́rez et al. (2013)). Le
passage en 0 de la dérivée première a été utilisée,
en particulier, en traitement du signal (Fedele et al.
(2009)).
3 Illustrations
3.1 Polynômes par morceaux




y(t) = −10t+ 0.50 0 ≤ t < 10
y(t) = 5t− 99.5 10 ≤ t < 20
y(t) = −49.5 20 ≤ t < 25
y(t) = t2 − 49.5 25 ≤ t < 35
y(t) = 50.5 35 ≤ t ≤ 45
altéré par un bruit uniformément réparti entre −5 et
5. Soit 0.1s la période d’échantillonnage. La segmen-
tation obtenue est présentée figure 2-(a). L’estimation
de dérivée l’est, selon le § 2.2, avec un polynôme de
degré 2 sur une fenêtre de 40 échantillons. La figure
2-(b) en atteste la qualité. On note la détection des
plateaux. La segmentation est peu représentative du-
rant la branche parabolique, de courte durée heureu-
sement 4.
4. Voir, à ce sujet, le point 1 du § 4.
3.2 Sinusöıdes
Soient deux sinusöıdes de fréquences 5s et 30s, échan-
tillonnées toutes les 0.01s (voir figures 3-(a) et 4-(a)).
Elles sont altérées par un bruit uniformément réparti
entre −0.25 et 0.25. La dérivée est estimée avec un
polynôme de degré 2, sur une fenêtre glissante de du-
rée 2s. On détecte les extrema avec un seuil égal à 0.2
(voir figures 3-(b) et 4-(b)). Avec la petite fréquence,
ce seuillage conduit à un plateau (figures 4-(c) & 4-
(d)), mais pas avec la grande (figures 3-(c) & 3-(d)).
3.3 CAC 40
On reprend, pour la segmenter, la chronique du CAC
40, représentée par la figure 1. Avec des seuils diffé-
rents, 1 et 5, pour détecter les passages par zéro de la
dérivée, on modifie notablement les résultats (figures
5-(c) et 6-(c)).
4 Conclusion
1. On examinera d’autres poins d’importance
perceptuelle, comme ceux de courbure locale-
ment maximale (voir, déjà, Join et Tabbone
(2008)).
2. Aux chroniques multivariées correspondent
des courbes gauches, c’est-à-dire non planes.
Le choix des PIP exige une étude géométrique
plus délicate (voir, par exemple, Cagnac et
al. (1971)). L’analyse technique, qui examine,
souvent, prix et volumes (Béchu et al. (2014);
Kirkpatrick et Dahlquist (2016); Tsinaslani-
dis et Zapranis (2016)), y gagnerait certaine-
ment 5.
3. Des applications véritables sont en cours
d’étude, la reconnaissance de signatures entre
autres. Plusieurs publications proposent, déjà,
des techniques diverses d’analyse des chro-
niques (voir, par exemple, Henniger et al.
(2014); Hsu et al. (2015)). Nos premiers résul-
tats démontent l’inanité de rechercher mesures
ou distances universelles de similarité, c’est-à-
dire indépendantes du but poursuivi.
5. Certains liens entre analyse technique, PIP et segmenta-
tion des chroniques ont déjà été entrevus (voir, par exemple,
Tsinaslanidis et Zapranis (2016); Wan et al. (2016); Wan et Si
(2017); Yin et al. (2011)).
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Figure 1 – CAC 40. En bleu : valeur quotidienne du CAC 40 du 1er janvier 2009 au 31 décembre 2019. En
rouge : moyenne (glissante).
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(a) En bleu : signal. En rouge : segmentation
(b) Véritable dérivée (noir - -), dérivée estimée (bleu), seuils (rouge - -), passage en 0 (noir
*)
Figure 2 – Polynômes par morceaux
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(a) En bleu : signal. En rouge : segmentation (b) Véritable dérivée (noir - -), dérivée estimée (bleu), seuil
(rouge - -), passage en 0 (noir *)
(c) Zoom de (a) (d) Zoom de (a)
Figure 3 – Sinusöıde : fréquence élevée
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(a) En bleu : signal. En rouge : segmentation (b) Véritable dérivée (noir - -), dérivée estimée (bleu), seuil
(rouge - -), passage en 0 (noir *)
(c) Zoom de (a) (d) Zoom de (a)
Figure 4 – Sinusöıde : fréquence basse
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(a) En bleu : chronique. En rouge : segmentation (b) Dérivée estimée (bleu), seuil (rouge - -), passage en 0 (noir
*)
(c) Zoom de (a)
Figure 5 – CAC 40 : Seuil bas
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(a) En bleu : chronique. En rouge : segmentation (b) Dérivée estimée (bleu), seuil (rouge - -), passage en 0 (noir
*)
(c) Zoom de (a)
Figure 6 – CAC 40 : Seuil haut
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ABSTRACT: The world now knows a great evolution and explosion of new technologies in many domains
that change our lives everyday. Obviously, This lead also to the emergence of new generation of industries
commonly known as industry 4.0. Big Data is one of those great technologies, which has considered as the
backbone of this type of industry. Hence, that will arise new challenges for companies, and lead them to think
differently in the way they design, manage and automate their supply chains processes in order to compete
better in the global market and improve their business. The competition within the market space has evolved
from ”firm versus firm” towards ”supply chain versus supply chain”. During supply chain operations a great
amounts of data are generating. Consequently Big Data Analytics capabilities could be considered the main
key to improve data-driven decision making. Additionally, it enable to develop innovative ways that improve
business efficiency and effectiveness from this vast amounts of data. Moreover, it provide a 360-degree view
of company operations. This review paper is interested in showing the importance of Big Data and Big Data
Analytics in the Smart Supply Chain Management. More precisely, how they contribute in making SCM entities
( Procurement, Manufacturing, Logistic/Transportation, Warehousing and Demand management) smarter to
be suitable in industry 4.0 context.
KEYWORDS: Supply Chain Management, Big Data, Big Data Analytics, Industry 4.0, Supply Chain
Analytics.
1 Introduction
The evolution and appearance of different technolo-
gies in various domains around the world leads to
the emergence of a new generation of industry or fu-
ture industry. Commonly known as Industry 4.0
and represents the fourth revolution that has oc-
curred in the digitization of manufacturing and Sup-
ply Chain (SC). Furthermore, as Industry 4.0 unfolds,
computers and machines are connected and commu-
nicate with each another to ultimately make decisions
without even human involvement. A combination of
cyber-physical systems, Internet of Things (IoT) and
Internet of Systems (IoS) makes Industry 4.0 possi-
ble and the smart factory a reality (Marr 2018). As
a result of the support of smart machines that keep
getting smarter as they get access to more data, enter-
prises factories will become more efficient and produc-
tive and less wasteful. Thus, these enterprises if they
want compete better in the global market and im-
prove their business, they have also use and adopt all
these new technologies to manage their logistics and
supply chains. Indeed, they have to master their Big
Data, use autonomous equipment and vehicles which
provide autonomous cranes and trucks to streamline
logistic operations, use also robotics which are lever-
aging autonomous robots that help to picking prod-
ucts at a warehouse and can quickly and safely sup-
port manufacturers, 3D printing which opened up a
lot of possibilities for production and IoT which is
a key component of industry 4.0. That is probably
why some scholars argue that competition within the
market space, has evolved from ”firm versus firm” to-
wards ”supply chain versus supply chain”. Obviously,
BD has a great impact on supply chain management
(SCM) of companies due to the continuous devel-
opment of information technology which is growing
exponentially. As well known, companies generate
a great amount of data every moment which comes
from different sources namely, Customers data, Sup-
pliers data, Enterprise Resource Planing (ERP), Ra-
dio Frequency Identification (RFID), Sensors, IoT,
mobile devices, online social networks, etc.
The efforts to strengthen the supply chain
analytics capabilities become an important focus for
all supply chains, it is a fact that big data can support
the end-to-end visibility in the supply chain and cre-
ate more agile and sustainable logistics/supply chain
strategies (Tiwari, Wee & Daryanto 2018). Therefore
1
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During their supply chains operations, organizations
generate a great variety of data. These various data
type could be collected from heterogeneous or homo-
geneous sources in structured, semi-structured, and
unstructured formats. By adopting strategies of Big
Data Analitycs (BDA) to analyze, store and manage
their data, many companies have achieved sustainable
competitve advantages and enhanced their productiv-
ity in the global market (Wamba, Gunasekaran, Ak-
ter, fan Ren, Dubey & Childe 2017). In this review
paper we have interested in showing the importance
of BD, BDA and their applications in Smart Supply
Chain Management (SSCM) development of informa-
tion technology which is growing exponentially, and
summarizing the current trends and applications of
BD in every SC function. More precisely how they
contribute in making SCM functions (Procurement,
Manufacturing, Logistic/Transportation, Warehous-
ing and Demand management) smarter to be suitable
in industry 4.0 context.
This review paper is structured as follows:
the first section consist of an introduction. In the
second section, we discussed definitions and concepts
of BD and BDA levels. While in the third section
we highlighted the importance of BDA in SCM, well
known data sources in SCM and applications of BDA
in each entity of SC, and models and techniques of
BD in SCM. In the fourth section we mentioned Chal-
lenges and issues in adopting BDA for SC. Whereas
in the last section we concluded our paper and men-
tioned some future works.
2 Big Data and Big Data Analytics
BD has the potential to revolutionize the art of man-
agement and it provides innovative tools and tech-
niques in capturing and generating business value for
enterprises and thus enhancing the Supply Chain per-
formances.
2.1 Big Data Definitions and Con-
cepts
The life of an enterprise architect is becoming busy
and difficult. Before the era of big data, the en-
terprise manager only had to worry about the data
and systems within their own data center. How-
ever, over the past decade there were revolution-
ary changes to the way information is used by busi-
nesses, and how data management platforms support
the information available from modern data sources
(Ema 2017). This explosion of data was leading
(Fosso Wamba Samuel 2015) in their paper to ask
this question, Should we develop internal data cen-
ters at the firm level or move toward a cloud-based
architecture for data storage?. The increasing of data
amount that an enterprises generate introduces a host
of complexities, and make challenges for their man-
agers focused on storage, security, privacy, and con-
trol. To address all these complexities which are be-
yond the ability of typical database software tools
SGBD, many new diverse platforms have been de-
veloped to support these big data initiatives over the
last decade. The most famous platforms are Hadoop,
NoSQL platforms which include Cassandra and Mon-
goDB, Enterprise Data Warehouse, Data Marts and
operational support platforms such as enterprise ap-
plications like ERP and other SCM systems.
Many academics and professionals were try-
ing to make a definition to big data. In this paper,
we give some of them, and we refer the reader to
(Fosso Wamba, Akter, Edwards, Chopin & Gnanzou
2015) for further definitions.
(IBM, 2017) Big data is a term applied to data sets
whose size or type is beyond the ability of traditional
relational databases to capture, manage and process
the data with low latency. Big data has one or more of
the following characteristics: high volume, high veloc-
ity or high variety. Artificial intelligence (AI), mobile,
social and the Internet of Things (IoT) are driving
data complexity through new forms and sources of
data. For example, big data comes from sensors, de-
vices, video/audio, networks, log files, transactional
applications, web, and social media, much of it gen-
erated in real time and at a very large scale.
(Rouse, 2011) Big Data: description of the volu-
minous amount of unstructured and semi-structured
data a company creates or data that would take too
much time and cost too much money to load into a
relational database for analysis.
BD has been characterized in general by
5Vs: volume, variety, velocity, veracity, and value
(details and descriptions of these concepts can be
found in (Benabdellah, Benghabrit, Bouhaddou &
Zemmouri 2016) and (Fosso Wamba et al. 2015)): .
2.2 Big Data Analytics
In order to stay more competitive in the global mar-
ket, companies have to master their BD. BDA which
is an emerging technology as a holistic approach per-
mits these companies to manage, process and ana-
lyze 5Vs data-related dimensions. Accordingly, to
create relevent ideas for delivering sustained value,
measure performance and establish competitive ad-
vantages (Wamba et al. 2017). In addition, improve
data-driven decision making and develop innovative
ways that enable improving business efficiency and
effectiveness from those vast amounts of data. Re-
searchers and professionals consider BDA as a ”fourth
paradigm of science”, a ”new paradigm of knowledge
assets” or ”the next frontier for innovation, compe-
tition, and productivity” (Manyika, Chui, Brown &
Bughin 2011). The interest of BDA is to shake up
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classical analysis by providing agility in the way of
apprehending and solving problems. Indeed, by pro-
cessing heterogeneous data simultaneously and real-
time processing, and anlytics. That can be done for
example using machine learning and deep learning
technologies. In one hand it is worth noting that it is
possible to apply Business Intelligence (BI) methods,
including data visualization, and advanced analyti-
cal methods such as data mining. In the other hand
there is a set of methods and techniques specific to
Big Data, if only because, BI and data mining tools
cannot handle unstructured data.
Depending on the depth of analysis and data
types, data analytics techniques are classified into
three levels: Descriptive analytics provides infor-
mation about what has been achieved and therefore
helps to understand what has happened. Predictive
analytics provides models to predict what might will
happen. It mustily relies on Data Mining, machine
learning and deep learning techniques which provides
statistical models. A common technique is regression
analysis, which predicts the values of several related
variables. Prescriptive analytics helps to choose
the best solution among several possibl solutions to
guide what is going to happen in the future.
3 Big Data Analytics in Supply
Chain Management
In this section, we will try to answer three main ques-
tions about the use of BD in SCM. These questions
are: (i) In what areas of SC, BD is being gener-
ated? (ii) In what areas of SC, BDA is being ap-
plied? (iii) and what models and techniques of BDA
are applying in SCM? Supply Chain or Extended en-
treprises can be defined as a combination of differ-
ent and independent services such as Marketing, Pro-
curement, Warehouse Management and Transporta-
tion. All these services are interlinked and connected
to each others, directly or indirectly, by sharing in-
formation, material, financial flow (Nguyen, Zhou,
Spiegler, Ieromonachou & Lin 2018). SCM informa-
tion systems is responsible for creating and maintain-
ing the link of these organizations. More precisely
between producers and suppliers as well as between
their partners, in order to improve their businesses,
from procurement of raw materials to ultimate end
user delivery of the final product. Within the era
of Industry 4.0, the entreprises have got access to a
huge variety of advanced technologies such as sen-
sors, IoT, mobile devices, online social networks, etc.
In addition they adopt a variety of Information and
Communication Technologies for Supply Chain Man-
agement (e.g. RFID, Enterprise Resource Planning
(ERP), IoT, etc) to collect, manage and store their
data. thus, the Supply Chains become more and more
complex. This Complexity is associated with the het-
erogeneous material and information flows between
supply chain partners. Traditionally, these flows are
organized sequentially from supplier to customer. To-
day, information flows do not follow this linear tra-
jectory. Information flows rather now look like a si-
multaneous and real-time exchange or even shared,
especially through electronic exchanges between all
supply chain partners ((Benabdellah et al. 2016)),
or through collaborative platforms (Gnimpieba, Nait-
Sidi-Moh, Durand & Fortin 2015). Some key charac-
teristics of this complexity are: Number of compo-
nents, Diversity, Interdependency, Dynamicity, Un-
certainty (Benabdellah et al. 2016).
3.1 Big Data Sources in SCM
With the adoption of advanced technologies in SC,
the velocity of generating a great variety of data be-
come critical (Li & Liu 2019). The BD could come
from different SCM systems, such as:
Social Media the embedding of social me-
dia in the SC processes can help to gather informa-
tion from a broad base of different sources. In this
case BDA tools can be used to discover new trends
or for better-informed decision-making, in order to
enhance communication with customers, generate de-
mand, reduce operating costs, mitigate risk, increase
productivity, and enhance marketplace intelligence.
For instance (Chae & Bongsug 2015) in their study,
they developed an analytical framework (Twitter An-
alytics) for analyzing supply chain tweets, highlight-
ing the current use of Twitter in SC contexts, and
further developing insights into the potential role of
Twitter for SC practice and research. The main role
of their proposed framework is extracting intelligence
from 22,399 SC tweets. They found that some SC
tweets can be used by different groups of SC profes-
sionals and organizations (e.g., news services, IT com-
panies, logistic providers, manufacturers) for informa-
tion sharing, hiring professionals, and communicating
with stakeholders etc. Some others carry strong sen-
timents about companies’ delivery services, sales per-
formance, and environmental standards, and risk and
disruption in SCs.
Radio Frequency Identification
(RFID) which is a form of extremely low-power
data communication between a scanner and tags
(David & Chadwick 2015). When an item goes
through the RFID scanners, information is read
from the tag, which could include any amount of
information, such as Order ID number, Product bin
location, Order status, Serial numbers for individual
product components, Location logs. Also, it could
updates and transfers information through any RFID
receiver, when in range it can be joined with other
software to update databases, send information
online, or served for data processing (David &
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Chadwick 2015). Hence RFID technology can lead to
completely autonomous warehouses and distribution
centers. In addition in cloud manufacturing systems,
this technology is deployed to create an intelligent
production environment, where enormous manu-
facturing data are captured and collected instantly
(Zhong, Newman, Huang & Lan 2016). Deployment
of RFID tags and readers on logistic objects can
convert them from ’passive smart logistics object’ to
’active smart logistics object’ (Zhong et al. 2016).
When these physical objects start communicating
via wireless communication, an enormous volume of
data are generated in real-time making it difficult to
be handled (Arunachalam, Kumar & Kawalek 2018).
Electronic Data Interchange (EDI) has
improved communictation, coordination and collab-
oration across supply chain processes. Nevertheless,
EDI generate a volume of data through data exchange
from the involved actors in the supply chain net-
work (Arunachalam et al. 2018), for example, pur-
chase orders, shipment authorizations, shipment ac-
knowledgements, advanced shipment notices, or in-
voices, etc. SCM EDI transactions must adhere to
standardized document formats that are outlined in
international standards. The decision about which
standard to adopt is determined by factors of global
business, industry, or by mutual agreement with a
trading partner. There are four main technical stan-
dards : UN/EDIFACT, ANSI X12, TRADACOMS,
ODETTE.
Enterprises Resource Planing (ERP)
Is the popular Information Technology (IT), which of-
ten serves as a centralized data repository or data IT
infrastructure. ERP enable to manage all company’s
operational processes by integrating several manage-
ment functions: order management solution, inven-
tory management solution, payroll and accounting
management solution, e-commerce management so-
lution, BtoB or BtoC business management solution,
in one system. In other words, the ERP represents
the ”backbone” of a company. Among many benefits,
ERP has become a key enabler of data management
for supply chain through enterprise-level data acqui-
sition and data access by decision makers (Chae &
Olson 2013). Famous known ERP are SAP (mondial
leader), Oracle/Peoplesoft, Microsoft, etc).
Customer Relationship Management
(CRM) refers to information technology or software
that manages relationship between business and cus-
tomers. CRM enables analyzing customer informa-
tion based on customer data collected (preferences,
buying patterns, requested products, etc). It is also
applied to the process of managing suppliers, ven-
dors, and other stakeholders, through a buying life-
cycle (Özlen & Hadžiahmetović 2013).
Warehouse management (WMS)( see
warehouse management part in section 3.2 for more
details ).
Cyber Physical System (CPS) are sys-
tems of collaborating computational entities that are
in intensive connection with the surrounding physi-
cal world and its on-going processes. CPS provide
and use, at the same time, data-accessing and data-
processing services available on the internet. However
advanced concept of CPS today can be considered as
the main factor contributing to the development of
Industry 4.0. In addition advanced manufacturing
concept is investigating from CPS for developing new
business models. Thus, By integrating Industry 4.0
and CPS smart devices are able to access and analyse
abundant data of themselves as well as other items
and thereby automatically react to current health
condition. CPS could also be implemented in sup-
ply chain management to utilize more efficacy vehicles
called shared autonomous vehicles. Furthermore CPS
process is called Robotic Process Automation, which
could reduce manual work and provide more efficient
resource utilization in various areas (Gruzauskas &
Navickas 2018). CPS also, enable full transparency of
SC’s material flows, by collecting and using of large
amounts of data trough SC process, and by analyz-
ing and interpreting these data. For example CPS
technologies allow tracking products, ensuring secu-
rity for all chain’s elements, accessing to data commu-
nication common platform, facilitating the knowledge
about demand, stock and sales, sensorial tools for the
prediction of eventual anomalies during production,
among other factors (Frazzon, Silva & Hurtado 2015).
These complex systems are the primary data
sources for the occurrence of data deluge in supply
chains. The supply chain data generation was further
revolutionised with the advent of IoT technology fa-
cilitating real-time sensing and transfer of events data
(Arunachalam et al. 2018). In order to use these gen-
erated data and preparing them for further process-
ing, by structuring them in a standard formats to
obtain integrated data. Online Analytical Processing
(OLAP), data warehouses and cloud computing, are
examples of IT resources for transforming data to an-
alytical data. Thus, improve supply chain planning
and performance management and give decision mak-
ers effective operational reporting and dashboards.
The process of integrating data often reveals vari-
ous data quality issues such as inaccuracy and re-
dundancy.
3.2 Big Data Analytics Levels in
SCM
BDA is considered the main key that enable compa-
nies as well as SCs to be adapted in the current fast-
paced and ever-changing market environment. Many
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researchers reported that BDA in SCM has multi-
ple advantages such as reduced operational costs, im-
proved SC agility, and increased customer satisfac-
tion, etc (Nguyen et al. 2018). In addition, BDA will
arise many challenges for data scientists and com-
panies. (Nguyen et al. 2018) in their review paper
have designed a global graphical classification frame-
work that englobe SCM functions with the BDA lev-
els and models (Fig. 1). The first layer of this figure
shows the main SCM functions namely, Procurement,
Manufacturing, Logistic/Transportation, Warehous-
ing and Demand management. The second layer il-
lustrates BDA levels and the last layer mentions some
BDA models well-known in the literature.
Figure 1 – Classification Framework (Nguyen et al. 2018)
Procurement involves the longer term
planning of how a firm sets up their purchasing func-
tion (Alliance 2009). BDA dedicated in this area,
to adress three major issues, which are Supplier Se-
lection, Sourcing Cost Improvement and Sourcing
Risk Analysis (Nguyen et al. 2018). To handle Sup-
ply Chain Coordination (SCC) especially produc-
tion procurement coordination, supply chain stake-
holders have collectively posed a number of tactical
and strategic decisions to achieve mutually defined
and shared goals. One of these decisions is Sup-
plier Selection Problem which is considered as one of
the main SCC problems by professionals (Igoulalene,
Benyoucef & Tiwari 2015). (Shanin 2018) argued
that predictive analytics level more specifically, ma-
chine learning with intelligent algorithms will chal-
lenge supplier relationship management strategies.
Furthermore, he also argued that the application of
BD models on this issue still in its early stage. How-
ever, to enhance their businesses companies in pro-
curement area have to master, accurate and manage
suppliers data, and compile the actions and informa-
tion over a long period of time for present and fu-
ture use. Procurement professionals have to be in
a position of carrying out intelligent and predictive
supplier selection, by improving transparency in pro-
curement activities and create more opportunities for
relationships in a long-term and find out which sup-
pliers matches their needs and demands. The same
case for sourcing cost improvement and sourcing risk
analysis, where companies use predictive anlytics to
reduce sourcing cost and make sourcing process intel-
ligent. For example relying on large sets of historical
purchase orders and supplier delivery data, can re-
veal hidden facts and potential problems with inter-
nal sourcing processes and supplier delivery perfor-
mance (Chae & Olson 2013). Within the increasing
of uncertainty in economic, organizations are aware
to monitor and manage markets conditions including
budgets, profit objectives, market pricing, technol-
ogy insights and frauds, etc. Thus, companies have
to improve their supply chain strategies, by creat-
ing what we call supply market intelligence (SMI)
(Handfield 2010).
Logistic/transportation: in this area
BDA aims to develop intelligent transportation sys-
tems (ITS) by relying on four fundamental appli-
cations among SC: routing optimization, real-time
traffic operation monitoring, proactive safety man-
agement, logistic planning (Nguyen et al. 2018).
(Talari 2018) reveiled that BD application will change
the world of logistic and transportation due to man-
agment of massive flow of goods, and real-time traffic
flow information, that create at the same time vast
data sets (ex. millions of shipments every day, ori-
gin and destination, size, weight, content, and lo-
cation using GPS or OpenStreetMap data) are all
tracked across global delivery networks. Hence de-
livery processes in logistics have become complex due
to travel conditions or traffic information, such as in-
creasing fuel prices, driver shortages, weather condi-
tions, and government regulations and laws. Furthe-
more, the use of BDA can help to enhance the hole
transportation processes involved among SC opera-
tions. For example with the help of Big Data tech-
nologies, the entire transportation process could be
real-time end-to-end tracked (Joshi 2019). (Borgi,
Zoghlami, Abed & Naceur 2017) in their review ar-
ticle ”Big Data for Operational Efficiency of Trans-
port and Logistics”, argued that taking advantages
of capabilities of big data technologies to optimize
the utilization of resources and reduce operational
costs, can be an important advantage for any logistic
providers. In this work, five major issues in logis-
tic and trnasportation that BDA could adress, were
mentioned : Last-mile Delivery, Route Optimisation,
Crowdsourcing and Social Transportation, Smart Lo-
gistics, and Anticipatory Logistics. For last-mile de-
livery which is known to be the most complicated
and the most expensive part of the delivery process,
BDA tools can optimise the matching between de-
mand and available resources, transform the deliv-
ery network into a sef-organizing infrastructure and
help tracking and monitoring automatically freight
vehicles and chipment items in real-time. Yamato is
one of last-mile delivery company, and is considered
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as the largest Japanese door-to-door delivery service
(Steger 2017). Whereas in route optimization field,
BD descriptive and predictive capabilities and meta-
heuristic methods like genetic algorithms help com-
panies to perform optimization tasks. Among these
tasks, there are resources planning, optimal path by
relying on traffic data or traffic flow, predict and de-
tect traffic congestion on roads and improve punctual-
ity, etc. Crowdsourcing approaches use BD and social
transportation to design efficient transportation sys-
tems based on the real-time data collection and data
updated such as GPS, smart devices, social medias,
social behavior, travel behavior, chosen trajectories,
cultures and organizations data. Analyzing and man-
aging all these data provide a live description of the
traffic situation, and help to build a world of con-
nected people, vehicles, infrastructures and services
and produce ITSs (Borgi et al. 2017). The combina-
tion of Big Data capabilities and IoT technologies lead
to implementing of fully autonomous decision process
or self-driving and intelligent vehicles in the transport
and logistic field. All these innovative technologies
also lead to Smart Logistic. For example, based on
sales big data, it is possible to determine which goods
and with which quantities are kept in stock in ware-
house centers. In the same way Amazon company
applied what is called ”Antizipatory Shipping” aim-
ing to optimize the delivery time by relying on vari-
ous sources such as the purchase and search history,
notepads or wish lists and the time the mouse pointer
stays on certain offers. consequently therefore, that
help Amazon company to deliver goods to a delivery
warehouse that customers in this region have not yet
ordered (Berthold 2019).
Marketing Intelligence and E-
commerce is generally a subset of economic
intelligence that allows companies to develop deci-
sion support systems based on big data collected
from various systems as discussed above . Analyze
these data will help them to master information and
derive insights about their customers and markets
to better adapt to the environment in which they
are located. This allow also to quickly anticipate,
adapt, and react to changing business conditions.
In this part of SCM, companies are looking to
enhance their businesses using predictive analytics.
However, that will improve their demand manage-
ment in terms of shaping demand to be aligned
with production and logistics capacity, capturing
demand changes in real-time, and sensing demand
behaviors to increase the agility and accuracy of
demand forecasting (Nguyen et al. 2018). Demand
forecasting is one of the critical aspect of SCM, for
this reason to address this challenge, companies use
predictive analytics or real-time analytics capabilities
on customers data (i.e. social media ,sales , customer
reviews, behavioral data, etc) in order to improve
customer satisfaction, develop innovative products.
Thus, BDA models can help e-commerce supply
chain to identify, predict and manage demand chain
(Arunachalam et al. 2018). Analytics capabilities
especially perspective and predictive analytics can
help to enhance demand planning which is a critical
function area by gathering customer requirements,
collecting information on available resources, and
balancing requirement and resources to predict
market trends of products and services. More
precisely developing supply plans to match market
demands (Chae & Olson 2013). Furthermore, growth
of e-commerce has brought a lot of new opportunities
and challenges to the traditional business models by
enabling buyers and sellers to be much closer and
connected together on dedicated market platforms
(i.e. Amazon, eBay, etc). Indeed organizations
today have started working via websites and they are
selling or buying via the internet. Thus, e-commerce
business is completely impacts SCM, because the
development of new e-commerce sites and platforms
increases rapidly, but customers prefer that have
proper SCM to deliver the products on time and for
cheap prices.
Smart Manufacturing has always been
a backbone of the global economy (Touzout &
Benyoucef 2019). Within the evolution of technolo-
gies world become more and more digitalised. So
to aligned with this great evolution, serveral com-
panies have transfomed their manufacturing systems.
To do so they should integrate major management
disciplines such as risk management, change man-
agement, knowledge management, and project and
programme management within their production pro-
cesses (Kumar, Graham, Hennelly & Srai 2016). In
this work the authors proposed an integrated frame-
work, which summarizes the key aspects that help to
enhance links between smart city endowed with new
manufacturing technologies and logistics with sup-
ply chain network design. In addition, it is agreed
that in order to seize the smart cities opportunities,
firmes should explore their synergies with IoT and
Big Data capabilities. In fact, the new manufactur-
ing concepts ( 3D printer, Automation, etc) show us
how a smart city production system can change fu-
ture supply chain design. BDA capabilities in this
field of SCM can improve visibility, responsiveness,
and performance of material management, and pro-
vide a 360-degree view of manufacturing operations
(Arunachalam et al. 2018). In addition, all efficient
and innovative technlogies such as cloud computing,
cloud storage, and IoT are creating golden oppotu-
nities for manufacturers who can now use massive
data volumes in unexpected new ways and turn it
into actionable analytics. This enables to improve
business, reassure product quality, increase produc-
tivity, and detect anomalies, etc. More precisely, us-
ing predictive anlytics enables to monitor manufac-
turing operations and to predict when a machine or
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tool will breakdown, before it starts making up defec-
tive products. As well as, using prescriptive analytics
to make machines under a total control (White 2015).
Furthermore cloud manufacturing is a new paradigm
that transform traditional manufacturing resources
into smart manufacturing objects (SMOs). These
objects can sense, connect, react, interact, and co-
operate automatically in order to be able to provide
safe and reliable, high quality, sustainable, and on-
demand services for the entire manufacturing lifecy-
cle. To do so a large number of sensors are deployed to
create an intelligent production environment, where
enormous manufacturing data are captured and col-
lected instantly, such as RFID, barcode, QR code,
and wireless manufacturing devices, etc (Zhong, Lan,
Xu, Dai & Huang 2015).
Warehousing Management (WM) is a
key part of the supply chain management, that aims
to control the movement and storage of material flows
within a warehouse. WM treats many transactions
associated to these flows including shipping, receiv-
ing, putaway and picking, and mainlly monitors the
progress of products through the warehouse by in-
volving physical warehouse infrastructure, tracking
systems, and communication between product sta-
tions. BDA in WM focuses on three main opera-
tions namely storage assignment, inventory control
and order-picking problems (Nguyen et al. 2018). For
instance ”Wal-Mart store” relies up on modern data
management to gain competitive advantage in sup-
ply chain and inventory management, making it one
of the most profitable business organizations in the
20th Century. It has invested in one of the largest
private data management system in the world (Chae
& Olson 2013). In addition as we have already dis-
cussed about how logistics plays a key role in the sup-
ply chain, in this part we are interesting in how it
helps enterprises to manage, maintain and optimize
their inventory. Thus Warehouse Management Sys-
tem (WMS) is one of the IT logistics systems that
help enterprises to store, manage and analyse their
data within a warehouse efficiently (i.e. Master data :
supplier, items and customer data; Transaction data :
receiving, chipping, inventory tracking, cycle counts,
inventory adjustments, and value added services data;
Business data : customer requirements, consumer be-
havior, etc). WMS provides the logistics channel vis-
ibility acros all parties involved in the SCM opera-
tions. Accordingly data analytics including predic-
tive analytics, offer a new way to look at all that
data for more visibility results in the right actions,
at the right time, and efficient business forecasting
(Andiyappillai 2019).
The figure 2 below illustrates the main steps
to go through, from generating various data amount
in every function of SC, and analyzing these data by
using BDA levels in order to get insights from them.
Those insights will help companies to better gover-
nance of their business and make better decisions.
Figure 2 – General Framework of BD and BDA in SCM
3.3 SC Analytics and BDA Models
and Techniques
Based on literature review we have summarized some
BDA applications in CSM by mentioning the most
used models and techniques in this field (table 1).
4 Challenges and issues in Adopting
Big Data Analytics for Supply Chain
With the evolution and changes of BD techs and mod-
els and its increasing adoption in SCM field, in or-
der to enhance SCM performances. Companies faces
many challenges and issues which can be categorize
into two categories such as Organizational and Tech-
nical Challenges in each above SC entity :
BD complexity : Among SC, complex cross-
functional data for interlinked entities being gener-
ated, collected and stored should be streamlined. On
one hand that will rise difficulties related to access to
real time data due to lack of necessary infrastructures
to do this operation, because of the incompleteness,
the inconsistency and the heterogeneity of these BD.
On other hand will also rise another issue related to
time-consuming in making the analytics process due
to the huge volume of BD generated. When it comes
to regional or global Supply Chain Networks, compa-
nies might face difficulties in sharing data across its
different sources due to various Privacy and Security
laws, because lack of shared data in such cases can
affect the accuracy of the insights that BDA might
generate.
Lack of skills: The complexity of Big Data
generated from SC operations requires a combination
of good domain knowledge analytics skills and the
ability to interpret the usability of data which are
difficult to find.
maturity of models : Organisations in BD
models conceptualisations have not yet reach the sig-
nicant maturity. There are organisations that still
in initiation stages. They are aware of BDA and
considering it for leveraging, but have not imple-
mented it, are presumably Data Poor and Informa-
tion Poor, in this case the level of BDA capabilities
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Table 1 – SC analytics and BDA models and techniques
SC entities Analytic categories in SCM Models and Techniques SCM performance
Procurement -Enabling more supplier networks
by focusing on knowledge collabora-
tion and supplier selection
-E-procurement




-Data mining and Machine
learning: time series analy-
sis, association rule mining,
classification, clustering and


















-Risk evaluation and resilience plan-
ning.
-Monitoring the performance and




-Minimizing bottlenecks by develop-
ing forecasting techniques
-Real-time analytics: Kafka,









Warehousing -Managing and optimizing invento-
ries based on user demographics




Web mining, text mining,























-Logistics planning and in-transit in-
ventory management
-Exact and meta-heuristic op-
timization methods : Math-
ematical and dynamic pro-
gramming.
-Visualisation : OLAP, Dash-
boards, Real-time informa-









ARENA, Witness, ARIS, etc.
will be low. Whereas organisations in adoption stage
are aware of BDA technology, and possess a high
level of Data Generation and Data Integration and
Management Capabilities but not Advanced Analyt-
ics capabilities as Data Rich and Information Poor.
Besides, only few organisations that possess a high
level of all key BDA capabilities and fully integrate
their business processes at the stage of routinisation.
These organisations will be the leaders in BDA prac-
tice and are certainly Data Rich and Information Rich
(Arunachalam et al. 2018). As (Vieira, Dias, Santos,
Pereira & Oliveira 2020) argued that no study has
used Big Data concepts and technologies to store, in-
tegrate and provide real data to SC simulation models
in the BD context, despite the benefits that such so-
lutions are expected to bring to SCM. Furthermore
the scope of most studies upon the applying of BDA
models in SCM is reduced to a specific process, while
do not consider all activities occurring in a SC.
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Conclusions and Future Work
In this paper we provide an overview about the inter-
est of Big Data and Big Data Analytics capabilities
in Supply Chain Management. While relying on this
literature review, we aim to answer these three main
questions: in what areas of SCM these amount of data
are being generated?, in what parts of SCM, BDA is
being applied?, and what kind of BDA models and
techniques are applied in each part?. We also dis-
cussed the industry 4.0 and the role that BDA plays
for its implementation. Hence with the growing and
explosion of BD and its combination with another
technologies such as IoT, smart systems, and artifi-
cial intelligence algorithms companies have to think
differently in how they design and manage their SCs
operations to compete better in the global market.
In addition, several companies adopt a variety of In-
formation and Communication Technologies for SCM
(e.g. RFID, Enterprise Resource Planning (ERP),
IoT, etc) to collect, manage and store their data.
BDA capabilities are an efficient tools that enable
companies to derive valuable insights from these data
among SCM, by using three levels of analytics : de-
scriptive, predictive, and prescriptive anlytics. Their
objective is to improve data-driven decision making
and develop innovative ways that enable improving
business efficiency and effectiveness. To do so there
are several concerns concerning BD that we have take
into account, such as, insufficient resources, privacy
and security, lack of skills, etc. For further research in
the future, we will address the challenges of BDA ca-
pabilities by proposing a full big data architecture for
SCM that take into consideration all SC functions and
BDA levels to help companies to have an overview of
all their SC operations. As we have discussed in BD
challenges and issues in SCM that the proposed BDA
models in SCM is reduced to a specific process, while
do not consider all the activities occurring in a SC,
may we will handle this issue in the future.
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RÉSUMÉ : Le processus de démontage a suscité un intérêt croissant en raison de préoccupations écologiques
croissantes. Dans ce travail préliminaire, nous étudions le problème de planification de désassemblage de
Produits en Fin de Vie (PFVs). Nous tenons compte de plusieurs éléments comme l’approvisionnement
externe, les articles défectueux, la rupture de stock, les délais d’installation et la disponibilité d’une capacité
supplémentaire de désassemblage. L’objectif est de déterminer le nombre de PFVs à démonter à chaque période
afin de maximiser le prix de revente d’articles récupérés et de minimiser un ensemble de coûts lié au processus
de démontage. Le problème est modéliser sous forme d’un programme linéaire en nombres entiers (PLNE) et
résolu avec le solveur CPLEX. Un exemple numérique est présenté pour illustrer le problème étudié.
MOTS-CLÉS : Logistique inverse, désassemblage, planification, articles défectueux, contrainte de ca-
pacité.
1 INTRODUCTION
Le problème de planification de désassemblage se fo-
calise sur l’étude d’un produit que l’on désassemble
pour obtenir d’articles destinés à la revente. Dans la
plupart des cas, il existe une demande en composants
à satisfaire. L’objectif est de déterminer la quantité
de PFV à désassembler à chaque période.
Dans ce travail, nous nous référons au modèle de pla-
nification de type RMRP (Reverse Materiel Require-
ment Planning) pour souligner qu’il s’agit d’un mo-
dèle de minimisation des coûts pour la planification
du désassemblage sous une contrainte sur la capacité.
Nous formulons le problème sous forme d’un PLNE
qui maximise le profit tiré du processus de démon-
tage. Autrement dit, la différence entre les revenus
générés par la revente d’articles récupérés et les coûts
liés au processus de démontage d’un seul type de pro-
duit. La planification est faite sur plusieurs périodes
pour un système de désassemblage multi-niveau.
Le modèle proposé intègre le rejet des composants, le
stockage et la rupture en composants, et les temps
de configuration. Une décision d’achat externe est
également considérée afin de satisfaire toutes les de-
mandes en proposant le bon compromis entre le désas-
semblage et l’approvisionnement externe en compo-
sants. Dans les sections suivantes, tous ces para-
mètres seront présentés, modélisés et expliqués. A
notre connaissance, c’est pour la première fois que
tous ces paramètres sont traités simultanément dans
un problème de type RMRP déterministe. Le modèle
proposé fournit les quantités optimales de PFVs à
démonter ainsi que la quantité d’articles à s’approvi-
sionner en externe pour satisfaire toutes les demandes
de l’horizon de planification.
2 ÉTAT DE L’ART
Depuis les travaux précurseurs de Gupta and Ta-
leb (1994), le problème de planification de désas-
semblage a suscité beaucoup d’attention. Afin de
ne pas faire une étude exhaustive de la littérature,
nous allons se limiter aux études pertinentes qui re-
streignent la capacité de démontage. D’après notre
récente étude bibliographique (Slama et al., 2019),
ces travaux peuvent être classés par type de produit.
Pour un système de démontage avec un seul type de
produit, Lee et al. (2002) étaient les premiers à étu-
dier le problème déterministe avec une limitation de
capacité de désassemblage. Les auteurs ont proposé
1
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un programme en nombres entiers qui vise à minimi-
ser la somme des coûts de stockage des composants et
des coûts liés aux opérations de démontage et d’ap-
provisionnement en PFVs. Une année plus tard, Kim
et al. (2003) ont prouvé que la solution optimale est
identique que celle trouvée en relâchant la contrainte
sur la capacité. Ensuite, Kim et al. (2006) ont étendu
le modèle proposé par Lee et al. (2002) en ajoutant
des coûts d’installation fixes générés sur l’horizon de
planification une fois l’opération de désassemblage est
lancée. En règle générale, les coûts d’installation ont
tendance à être substantiels dans les processus de dé-
montage réels. Les auteurs ont suggéré une heuris-
tique lagrangienne pour résoudre le problème avec des
tests sur des instances de grande taille.
Pour un système de démontage avec plusieurs type
de produit, Ullerich and Buscher (2013) ont présenté
un programme linéaire en nombres entiers pour étu-
dier le cas d’une nomenclature à deux niveaux avec
des similitudes de pièces. Cependant, leur modèle a
ignoré le coût d’installation, qui est un paramètre es-
sentiel pour le problème de lot-sizing. Ji et al. (2016)
ont étendu le travail de Ullerich and Buscher (2013)
en introduisant à la fois les coûts d’installation et
de démarrage. Les auteurs ont proposé une heuris-
tique efficace pour résoudre le problème. En raison
des écarts entre les rendements de désassemblage et
les demandes en composants, une introduction d’un
stock au début de l’horizon a été suggérée. Le pro-
blème de la conservation inutile des composants est
traité par Godichaud et al. (2015); Godichaud and
Amodeo (2019, 2018). Une solution basée sur l’achat
externe des composants est proposée. Tian and Zhang
(2019) ont étudié le problème de lot-sizing et la ta-
rification des produits en fin de vie en utilisant des
rendements liés aux prix d’acquisition des produits.
Le problème a été résolu par optimisation de colonies
de fourmis pour déterminer les meilleurs prix d’achat
des éléments racines ainsi que le meilleur plan de
désassemblage. Récemment, Slama et al. (2020) ont
développé un nouveau modèle de programmation en
nombres entiers mixtes (PMNE) pour maximiser les
revenus du processus de démontage pour un système
de désassemblage avec un type de produit avec une
nomenclature à plusieurs niveaux et des composant
en commun.
Concernant la restriction de capacité sur les res-
sources de désassemblage, Plusieurs études ont dé-
montré qu’elle augmente la complexité du problème
(Kim et al., 2006; Kim and Xirouchakis, 2010; Kim
et al., 2009). Cependant, aucune étude n’a considéré
le temps de configuration nécessaires pour préparer le
processus de désassemblage. Le temps d’installation
est généralement un paramètre indispensable dans les
problèmes de lot-sizing. Il doit être intégré dans la
contrainte de capacité même si cela augmente consi-









Figure 1 – Système de démontage : exemple illustra-
tif.
2007).
Dans ce travail préliminaire, nos contributions sont
les suivantes : (i) nous introduisons à la fois le temps
d’installation et la capacité de désassemblage, et (ii)
nous tenons compte des composants défectueux, de la
rupture de stock et de l’achat externe des composants.
3 DESCRIPTION DU PROBLÈME
Dans ce travail, nous considérons un seul type de
PFV. Ce produit a une nomenclature à plusieurs
niveaux (voir l’exemple dans la Figure 1). Un ar-
ticle parent représente l’élément à démonter, il peut
être un élément racine ou un élément intermédiaire
(sous-ensemble). Un article parent a plusieurs enfants.
Chaque élément enfant désigne un élément non-racine
qui peut avoir un seul parent. Comme le montre la Fi-
gure 1, l’élément 1 désigne l’élément racine. Les élé-
ments 2 et 3 représentent les sous-ensembles et les
éléments 4 et 5 représentent les pièces. De même, le
nombre entre parenthèses représente le nombre d’uni-
tés de l’article obtenu lorsqu’une unité de son parent
est démontée ; par exemple, l’article 2 est démonté en
trois unités d’article 4 et une unité d’article 5. Le dé-
lai de démontage (L) comprend le temps écoulé entre
le lancement de l’ordre de démontage et la réception
d’articles démontés.
La capacité de démontage est supposée limitée à
chaque période. Une capacité supplémentaire peut
être ajoutée si le plan de démontage l’exige. Un
exemple classique est d’utiliser les heures supplémen-
taires. Nous supposons que l’utilisation de ces heures
est limitée.
Les clients ont des demandes d’articles démontés
(sous-ensemble ou pièces) sur l’horizon de planifi-
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cation. Toutes ces demandes doivent être satisfaites
soit en démontant les produits en fin de vie, soit les
achetant directement afin d’éviter tout désassemblage
avec une pénalité élevée dans la fonction objectif.
Par ailleurs, toute rupture engendre une pénalité. Un
article non-racine est en rupture de stock si la de-
mande ne peut être satisfaite à la période souhaitée.
Nous notons que l’achat des composants auprès d’un
prestataire est fait seulement si le coût de revient
d’un composant issu du désassemblage est supérieur
à son coût d’achat chez un prestataire. Nous notons
que la solution proposée par le modèle propose un
bon compromis entre l’achat et le désassemblage.
Concernant le taux de rejet de chaque article, il est
connu et concerne seulement les articles non-racine.
Le coût de stockage se produit lorsque les élé-
ments non-racine sont conservés en stock pour
répondre à une demande future. Le coût et le
temps d’installation des machine sont supposés non
nuls. Une fois qu’un élément parent est démonté,
l’équipement de désassemblage nécessaire pour cet
élément doit être configuré. Cela génère un coût
d’installation spécifique à chaque élément parent. Le
temps d’installation est généralement un paramètre
indispensable dans les problèmes de lot-sizing. Il
est défini comme le temps nécessaire pour préparer
le processus de désassemblage. Nous notons aussi
que le temps d’installation pour les opérations de
désassemblage manuel est souvent long, il doit être
intégré dans la contrainte de capacité.
Les hypothèses du problème étudié peuvent être ré-
sumées comme suit :
a) Les demandes pour les éléments non-racine sont
connues,
b) Les demandes peuvent être satisfaites par l’opé-
ration de démontage et/ou par les achats ex-
ternes,
c) Le retard sur les demandes est autorisé,
d) Les articles démontés peuvent être défectueux,
e) Le temps d’opération de démontage et le temps
de configuration pour tous les articles parents
sont non nuls,
f) Le démontage est complet, ce qui signifie que
tous les articles parents sont démontés,
g) La capacité de désassemblage et l’utilisation des
heures supplémentaire sont limitées.
4 FORMULATION MATHÉMATIQUE
Dans cette section nous présentons un modèle ma-
thématique pour formuler le problème de planifica-
tion du démontage étudié. L’objectif est de trouver
le meilleur plan de démontage qui satisfait toutes les
demandes en composants en minimisant les coûts et
en maximisant le profit.
Dans ce travail préliminaire, nous proposons une
nouvelle formulation du problème par rapport à celle
présentée dans la littérature. Afin de minimiser le
nombre de contraintes, nous fusionnons les équations
de niveau de stock des sous-ensembles et d’articles du
dernier niveau en une seule contrainte de stockage.
Ces techniques sont inspirées des travaux de Voß and
Woodruff (2006) dans lesquels les auteurs étudient
les problèmes de planification de la production dans
un environnement MRP (Material Requirements
Planning).
Pour formuler le problème, l’ordre topologique est
considéré de gauche à droite et de bas en haut pour
tous les éléments. Soit i = 1 l’indice du PFV etN l’in-
dice du dernier article démonté obtenu. Soit les trois
ensembles suivants : (i) N l’ensemble d’articles i avec
i = 1, . . . , il, . . . , N , où il désigne l’indice du premier
élément feuille. (ii) A l’ensemble des éléments feuille
i du dernier niveau de nomenclature qui ne peuvent
plus être démontés avec i = il, . . . , N . Ces éléments
vérifient l’égalité suivante : ∀i ∈ A, ∀j ∈ N | Ri,j = 0,
et (iii) AC l’ensemble des éléments restants i avec
A ∪ AC = N où i = 2, . . . , il−1. Pour faciliter la lec-
ture du modèle, nous introduisons une macro, notée
≡, pour indiquer le niveau de stock pour chaque élé-
ment non-racine à la fin de chaque période.
Les indices utilisées dans la notation sont :
— t : indice de la période t, t ∈ T ,
— i : indice de l’article i, i ∈ N .
Les paramètres utilisés dans ce travail sont :
— T : ensemble de périodes,
— N : ensemble d’articles,
— A : ensemble d’articles du dernier niveau,
— AC : ensemble des sous-ensembles (niveaux inter-
médiaires),
— Ri,j : nombre d’unités de l’article j issus du dé-
montage de i,
— Di,t : demande externe en i à la période t
— Ii,0 : niveau de stock initial de l’article i,
— Li : délai de désassemblage de l’ article i,
— hi : coût unitaire de stock de l’article i,
— Si : coût unitaire d’installation de l’article i,
— φi : parent de l’article i,
— bi : coût unitaire de rupture en article i,
— Ci : coût unitaire d’achat de l’article i,
— αi : taux de rejet pour l’article i,
— Gi : temps de l’opération de l’article i,
— Ut : capacité disponible à la période t ,
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— Ot : coût de l’ajout d’une unité de capacité sup-
plémentaire à la période t,
— Ft : capacité des heures supplémentaires à la pé-
riode t,
— SCi : prix unitaire de vente de l’article i,
— STi : temps d’installation de l’élément parent i,
— M : un grand nombre.
Les variables de décisions sont :
— Xi,t : quantité de i à démonter à la période t,
— Zi,t : quantité de i achetée à la période t.
Les variables suivantes sont utilisées dans ce travail :
— δi,t : indicateur binaire de démontage de i à t,
— I+i,t : niveau de stock de i à la fin de t,
— I−i,t : quantité en rupture de i à la fin de t,
— Wi,t : quantité défectueuse de i à la période t,
— Ot : heures supplémentaires utilisées à t,
— Qi,t : quantité de vente de i à la période t.
Le modèle est formulé en tant que PLNE. La fonction
objectif (équation 1) maximise le profit total tout en
minimisant plusieurs coûts : stockage, rupture, achats
externes, installation et dépassement de la capacité













Les contraintes (2) définissent le niveau de stock pour
chaque article non-racine i à la fin de t :
I+i,t − I−i,t = Ii,t ∀i ∈ N\{1}, ∀t ∈ T (2)
où Ii,t est la macro définie comme suit :
Ii,t ≡ Ii,t−1+Rφi,i.Xφi,t−Lφi−Di,t−Xi,t−Wi,t+Zi,t
Les contraintes (3) garantissent qu’un coût d’instal-
lation est généré dans une période si une opération de
démontage doit être effectuée pendant cette période :
δi,t − Xi,t
M
≥ 0 ∀i ∈ AC , ∀t ∈ T (3)
Les contraintes (4) représentent la quantité défec-
tueuse pour chaque article non-racine i à chaque t :
Wi,t = αi×Rφi,i.Xφi,t−Lφi ∀i ∈ N\{1}, ∀t ∈ T
(4)
Les contraintes (5) définissent la capacité de démon-
tage à chaque période t :
∑
i∈AC
(STi.δi,t +Gi.Xi,t) ≤ Ut + Yt ∀t ∈ T (5)
Les contraintes (6) représentent les limites inférieures
et supérieures disponibles pour une capacité supplé-
mentaire à chaque période t :
0 ≤ Yt ≤ Ft ∀t ∈ T (6)
Les contraintes (7) représentent la quantité vendue
pour chaque article non-racine i et la période t :
Qi,t = (Di,t−Zi,t−Ii,t) ∀i ∈ N\{1}, ∀t ∈ T (7)




i,t ≥ 0 ∀i ∈ N\{1}, ∀t ∈ T (8)
Zi,t, Qi,t,Wi,t ≥ 0 ∀i ∈ N\{1}, ∀t ∈ T (9)
Xi,t ≥0 ∀i ∈ AC , ∀t ∈ T (10)
Xi,t =0 ∀i ∈ A, ∀t ∈ T (11)
Yt ≥0 ∀t ∈ T (12)
δi,t ∈{0, 1} ∀i ∈ AC , ∀t ∈ T (13)
Le modèle proposé permet de décider :
1. Quand et combien d’articles parents doivent être
démontés, en tenant compte du fait que le pro-
cessus de démontage génère des pièces défec-
tueuses ?
2. Quand et combien d’articles non-racines doivent
être achetés en externe ?
5 Illustration avec un exemple
Le solveur CPLEX v.12.6 a été utilisé pour résoudre
de manière optimale le PLNE. Toutes les formulations
ont été codées en C avec un processeur Intel (R) Core
™ i7-5500 CPU @ 2.4 GHz.
Pour présenter la solution optimale trouvée sur une
petite instance et sur la structure du produit illustré
dans la Figure 1, nous considérons un horizon de pla-
nification de 5 périodes. Nous supposons que le temps
de l’opération de démontage Gi et d’installation STi
sont respectivement 5 et 30 pour chaque article i,
∀i ∈ AC . Le tableau 1 résume, pour chaque période t,
la demande en composants, le taux de rejet, la capa-
cité de désassemblage et le nombre maximale d’heures
supplémentaires qu’on peut allouée, ainsi que les dif-
férents coûts unitaires.
Le tableau 2 présente la solution optimale sous forme
de plan directeur de démontage. Le coût optimale est
égale 12836 et trouvé en 0.047 secondes.
6 Conclusion
Dans ce travail préliminaire, une modélisation déter-
ministe qui consiste à étendre les problèmes examinés
dans la littérature à un problème plus général. Nous
avons considéré un seul type de produit avec une
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1 2 3 4 5
2 41 85 72 38 80
3 69 65 68 96 22
4 49 67 51 61 63
5 87 66 24 80 83
Taux de rejet
Article i 1 2 3 4 5
αi 0 0,02 0 0,03 0
Capacité de désassemblage
Période t 1 2 3 4 5
Ut 480 480 480 480 480
Capacité en heures supplémentaires
Période t 1 2 3 4 5
Ft 120 120 120 120 120
Coûts unitaires
Article i 1 2 3 4 5
hi - 8 5 6 5
Si 20 20 - - -
Ai - 16 10 12 10
SCi - 42 7,5 9 7,5
Ci - 63 11,25 13,25 11,25
nomenclature multi-niveau. Le modèle mathématique
a été construit en supposant que les demandes sont
connues pour chaque article non-racine à chaque
période. La décision d’approvisionnement en externe
et l’autorisation de la rupture sont autorisées. les
temps d’installation et la capacité en heures supplé-
mentaires sont prises en considération. Les articles
démontés peuvent être rejetés lors de l’opération
de désassemblage. Un PLNE a été proposé pour
formuler et résoudre de manière optimale le problème
étudié. Un exemple numérique est présentée. C’est
une petite instance avec un système de démontage
composé de 5 articles et un horizon de planification
de 5 périodes.
Comme continuité de cette étude nous envisagerons
les perspectives suivantes. Tout d’abord, pour mon-
trer l’extensibilité et les limites du modèle proposé,
plusieurs tests de performance devront être menés sur
des moyennes et grandes. Ensuite, la prise en compte
de l’existence de plusieurs types de produits à démon-
ter avec plusieurs articles en commun. Enfin, afin de
se rapprocher des cas réels, nous compterons étudier
les systèmes de désassemblage dans un environnement
incertain.
Tableau 2 – Solution optimale obtenue par CPLEX
Quantités de PFVs à désassembler
Période t 0 1 2 3 4 5
X1,t 20 25 25 11 25
X2,t 17 22 17 20 21
Quantités à acheter
Période t 0 1 2 3 4 5
Z2,t
Z3,t 33 25 33 57
Z4,t
Z5,t 70 44 7 60
Niveaux de stock
Période t 0 1 2 3 4 5
I+2,t 22 8 16 2 1
I+3,t
I+4,t 2 1 1
I+5,t
Niveaux de rupture






Période t 0 1 2 3 4 5
Q2,t 41 73 68 38 80
Q3,t 36 40 35 39 22
Q4,t 49 67 51 61 63
Q5,t 17 22 17 20 21
Heures supplémentaire
Période t 0 1 2 3 4 5
Yt 0 0 0 0 0 0
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ABSTRACT: This study addresses a multi-item multi-period lot-sizing problem with stochastic yield and
capacity. Typically, the random yield is the result of defective items, whereas the capacity is uncertain due to
machine breakdowns. Considering both stochastic yield and capacity leads to a complex problem since these
two uncertainty types are in conflict. Indeed, the planners tend to produce large batches to overcome random
yields, but the resulting plan might not be feasible due to random capacity. We provide an analytical expres-
sion for the service level function. and a dynamic programming algorithm to find the optimal released quantities.
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1 INTRODUCTION
To respond to today’s competitive business world,
companies tend to increase the size of their prod-
uct assortments, launch new products frequently, and
adjust their production processes constantly (acquire
new equipment). In these conditions, production sys-
tems can become very difficult to manage due to the
lack of regularity and consistency in the production
process, and it becomes difficult for manufacturers
to ensure product-process quality. To face these chal-
lenges, inventory control systems must be able to cope
with uncertainties from both process (e.g., equipment
failure) and product quality. In inventory control,
machine breakdowns lead to stochastic resource ca-
pacity, whereas bad product quality leads to random
yield.
One of the first studies on inventory control with im-
perfect item quality and its effect on production run
time and economic production quantity (EPQ) was
(Karlin et al. 1958). However, despite the large num-
ber of works following this seminal work, there is a
lake of study considering both random yield and ca-
pacity. The joint consideration of these uncertainties
is critical since they are conflicting. Indeed, compa-
nies tend to produce large lot-size to hedge against
yield uncertainty. This large lot sizes lead to a tight
usage of the production capacity, which is not desir-
able when the capacity is unknown.
The only works considering jointly these two types
of uncertainties are limited to single-period models
(Schemeleva et al. 2018). However, in practice, com-
panies manage their production plan with a frozen
horizon to avoid nervousness, and the production
quantities must be decided for a given planning hori-
zon. In this multi-periods context, the uncertain-
ties in a period result in over and under productions
that affect future periods. The existing single period
model cannot be applied successively in each period,
because the uncertainty leads to backlog or inventory.
This work presents a mathematical analysis of the
multi-item lot-sizing problem under stochastic yield
and capacity. This analysis leads to the definition of
the service level function that incorporates the prob-
abilistic backlog/inventory from one period to the
next. In addition, during the talk, we will present a
dynamic programming algorithm to find the optimal
released quantities, along with some efficient speed
up strategies.
The rest of this study is as follows. Section 2 re-
views the literature, Section 3 introduces the consid-
ered problem and gives the proposed mathematical
model, and Section 4 gives the mathematical analysis.
Finally, Section 5 briefly summarizes the approaches
that will be presented in this talk.
2 LITERATURE REVIEW
Inventory control plays a crucial role in the manage-
ment of a production system since it impacts cus-
tomer satisfaction and supply chain costs. Indeed, an
improper inventory policy may lead to shortages of
products or needless stocks, and both are costly for
companies. Therefore, there is a significant motiva-
tion for developing efficient and cost-effective inven-
tory policies/methods.
There is a vast literature on lot-sizing problems under
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uncertainty, and various uncertain parameters have
been considered, such as demand, yield, lead time,
or capacity. Review papers on this topic include
(Aloulou et al. 2014; Dolgui and Prodhon 2007; Yano
and Lee 1995). In the recent review of (Aloulou et al.
2014) on non- deterministic lot-sizing models, the au-
thors classified such problems based on the number
of periods, the number of products, the number of
machines, the uncertain parameters, and the model-
ing approaches. The present work focuses on multi-
period, multi-product, single-machine, under uncer-
tain yield and capacity. Therefore, the review below
focuses on these two types of uncertainties.
Since the seminal paper of (E. Silver 1976), which ex-
tends the traditional EOQ model to yield uncertainty,
an extensive amount of research has been done on lot-
sizing problems with random yields (e.g., Gerchak
and Grosfeld-Nir 1998; Gerchak et al. 1994; Inder-
furth 2009; Khan et al. 2010; Yano and Lee 1995).
There exist three approaches to represent random
yield in a production context. The first stream of re-
search (e.g., Agnihothri et al. 2000; Dolgui and Proth
2010; Haji et al. 2008; Li et al. 2008; Papachristos and
Konstantaras 2006; Wang and Gerchak 2000) consid-
ers that the fraction of defective items is known, and
the problem is deterministic. The second stream of
research (e.g., Singh et al. 1988; Teunter and Flap-
per 2003) represents random yield with a Bernoulli
process, where a certain fraction of goods is defec-
tive, and the number of defective items depends on
the lot size. The third research stream (e.g., Mad-
dah and M. Y. Jaber 2008; Salameh and M. Jaber
2000) models random yield with a geometric distri-
bution, where the manufacturing system becomes out
of control with a given probability, and all produced
items are defective. However, yield uncertainty does
not necessarily result from bad product quality, but
it can also arise due to shortages from the suppliers
(e.g., Güllü et al. 1999; Moon et al. 2012).
Random capacity is a practical issue in different
types of industries, such as high-tech industries like
the semiconductor industry (Geng and Jiang 2007).
(Wang and Gerchak 1996a) illustrates the possible
impacts of variable capacity on the optimal solution
in the continuous lot-sizing problem. The uncertainty
on the capacity has various causes, such as unex-
pected breakdowns, unplanned maintenance, mate-
rial shortages, uncertain repair durations when the re-
pair is planned, or strikes (Ciarallo et al. 1994; Wang
and Gerchak 1996a). Among these causes, machine
breakdowns attracted the most attention in the liter-
ature (e.g., Chakraborty et al. 2009; Chiu 2010; Giri
and Dohi 2004; Lin and Gong 2006). The mathemat-
ical modeling of machine breakdown is usually based
on two factors, namely the meantime to/between fail-
ure (MTTF/MTBF) and mean time to repair. For
instance, (Lin and Gong 2006) considered the EPQ
model with random breakdowns and constant repair
times. Similarly, (Giri and Dohi 2004; Giri and Yun
2005) examined the optimal lot-sizing problem with
at most two failures during the planning period (both
failures and repair times follow a general (arbitrary)
distribution.
Very few papers (Dolgui et al. 2005; Jain and E. A.
Silver 1995; Schemeleva et al. 2018, 2012; Wang
and Gerchak 1996b) consider simultaneously random
yields and capacity. (Wang and Gerchak 1996b) pro-
posed a stochastic dynamic programming approach
for the single item case. (Jain and E. A. Silver 1995)
investigated the case where suppliers allow to re-
serve a dedicated capacity level by paying a premium
charge. This assumption leads to the independence
between the optimal order size and random capacity.
(Dolgui et al. 2005) study a sequencing and lot-sizing
problem for a multi-item single-period production
system under uncertainties. The goal of their prob-
lem is to maximize service level, and they propose a
dynamic programming approach. This work was ex-
tended in (Schemeleva et al. 2012) and (Schemeleva
et al. 2018), where the authors propose a memetic al-
gorithm for the lot sizing (production planning) part
and a heuristic method able to solve the integrated
lot-sizing and sequencing problem.
To conclude this literature review, despite its rele-
vance in practice, very few studies considered random
yield and capacity simultaneously. As these two types
of uncertainty conflict, it is crucial to manage them
simultaneously. Indeed, companies tend to produce
more than required to overcome random yield issues,
but a random capacity should not be used tightly.
The few studies on lot-sizing with random yield and
capacity are limited to one period. To the best of
our knowledge, the multi-period multi-item lot-sizing
problem with random yield and capacity uncertain-
ties has never been studied in the literature.
3 PROBLEM STATEMENT
This section gives a formulation of the considered
problem. Table 1 summarizes the notations used in
the rest of the paper. Note that we adopt the follow-
ing convention. M1...m,1...n denotes a m × n matrix,
Mi,1...n (resp. M1...m,i) denotes the i
th lines(resp.
column) denotes the ith lines, and Mi,j denotes an
elements of the matrix. Finally, Mi,1→n denotes the
sum of the components in the vector Mi,1...n.
We consider a multi-item multi-period lot-sizing
problem with stochastic yield and stochastic capac-
ity. Given the demand Dit for each item i in period t
of the planning horizon, the considered problem is to
determine the production quantity xit to released for
each item i in each period t, to maximize the service
level.
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i = 1, ..., n Index for items
t = 1, ..., T Index for period
pi
Probability to produce a
good item of type i
ki
Capacity consumption per
unit of item i
C
Production capacity per pe-
riod
Dit
Demand of item i in period
t
1/U Mean time between failures
1/Ū Mean time to repair
γ1...n Vector of the items sequence
R1...t
Repair time from period 1 to
t
x1...n,1...T
Matrix of released quantities
for all items and all periods
y1...n,1...T
Matrix of processed quanti-
ties for all items and all pe-
riods
z1...n,1...T
Matrix of produced quanti-
ties for all items and all pe-
riods
P bit(D̃it|x1...i1...t−1)
Probability to have a to-
tal demand D̃it (including
backlog and inventory) in
period t given the released
quantities.
p(zit ≥ D̃it|x1...i,1...t)
Probability to meet the de-
mand given the released
quantities.
py=it (zit|yit)
Probability to yield exactly
zit good quality items, given
the processed quantities
py>it (zit|yit)
Probability to yield at least
zit good quality items, given
the processed quantities
pc=it (yit|x1...it)
Probability to process ex-
actly yit item i in period
t given the released quanti-
ties.
pc>it (yit|x1...it)
Probability to process at
least yit item i in period
t given the released quanti-
ties.
pcy=it (zit|xit)
Probability to yield exactly
zit good quality items, given
the released quantities
pcy>it (zit|xit)
Probability to yield at least
zit good quality items, given
the released quantities
pr(R ≤ K̄|K)
Probability to have a repair
time R lower than K̄, with a
required operation time K.
Table 1 – Notations
The production must respect the capacity C of the
bottleneck resource, and the production of one unit
of item i consumes ki time of capacity. However, the
machine can breakdown during operation, and it be-
comes unusable during a random repair time. Simi-
larly to (Dolgui et al. 2005), we assume that the fail-
ure and repair incidents follow independent exponen-
tial distributions, with mean time between failures
1/U and mean time to repair 1/Ū .
In addition, the machine can produce defective items.
More precisely, we assume that each item i is of good
quality with probability pi. Therefore, the actual pro-
duced quantity yit is lower than or equal to the re-
leased quantity xit.
Because of these uncertainties, the produced quantity
might not meet the demand, and there can be backlog
and inventory. In other words, the unmet demand in
period t can be met in period t+ 1.
The decision framework assumes that the production
quantities are decided for the entire horizon, and they
are frozen. In this study, we consider a single pro-
duction line that operates with a lot for lot policy
to satisfy the demand for each item in each period.
Because of machine breakdowns, the production plan
might not be realizable. In particular, there might not
be enough capacity to process the last items. Conse-
quently, the production sequence impacts the service
level. In the present work, we assume that daily the
production sequence is given by a precedent decision
step. Multiple works in literature propose methods to
schedule the production sequence (e.g., Dolgui et al.
2005; Schemeleva et al. 2018, 2012).
In the rest of this paper, we make a distinction be-
tween the quantity released, processed and produced.
The released quantities (x1...n,1...t) is the amount of
item the planner asked to produced. The quantity
processed (y1...n,1...t) is the quantity that can be pro-
cess by the machine with its actual capacity. The
quantity produced (z1...n,1...t) is the amount of item
processed that are of good quality.
The objective is to maximize the service level S,
which is defined as the probability to meet the de-






p(zi1→t ≥ Di1→t|x1...i1...t), (1)
where p(zi1→t ≥ Di1→t|x1...i1...t) is the probability to
have a total produced quantities zi1→t from period 1
to t larger than the total demand in these periods.
4 MATHEMATICAL ANALYSIS
The service level can be decomposed based on three
stochastic parameters
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py>it (D̃it|yit)× pc=it (yit|x1...it))),
(2)
where p(zit ≥ D̃it|yit) is the probability to produce at
least D̃it good items of type i given that yit items of
type i are processed in period t, pc=it (yit|x1...it) is the
probability to process yit given the quantity released
in period t, and pb(D̃it|x1...i1...t−1) is the probability
to have a total demand D̃it (including backlog and
inventory) in period t .
This function maximizes the probability of meeting
the demand of item i from period one to the pe-
riod t when all i− 1 released quantities are planned.
The total demand D̃it can vary from Di1→t−xi1→t−1
to Di1→t. The lower bound corresponds to the case
where all released items have good quality, and there
some inventory from the previous periods, whereas
the upper bound corresponds to the case where there
is a large backlog.
Note that for the first period, as there is no variation
for the total demand (it is fixed to the initial demand),
the external summation is replaced by D̃it with Dit.
Basically, the larger are the sizes of the lots, the larger
is the value of pyit(zit ≥ D̃it|yit), and the smaller is
pc=it (yit|xit) since there may be less capacity to pro-
duce the last lots.
We detail below the computation of these three prob-
ability functions.
4.1 Yield uncertainty
The probability to pyit(zit|yit) to yield exactly zit good
quality items when yit items i are processed can be
computed with Bernoulli formula:
py=it (zit|yit) = Czityit (1− pi)(yit−zit)pziti , (3)
where pi is the probability to produce a good quality
item.
The probability to yield more than zit item i in period




Cayit(1− pi)(yit−a)pai , (4)
and the probability to yield more than zit item i in










py=it (zit|yit)× pc=it (yit|x1...it)
(6)
4.2 Capacity uncertainty
The processing of items i starts only once the first
i − 1 lots are completed. More precisely, yit items
i are processed in period t if the repairing time Rt
respects the capacity constraint
j=i−1∑
j=1
kjxjt + yitki +Rt ≤ C (7)
where ki is the capacity consumption per unit of item
i, and C is the capacity per period.
For the sake of clarity, we define:
K = K(x1...i−1t, yit)) =
∑
j∈1...i−1
kjxjt + kiyit (8)
and
K̄ = K̄(x1...i−1t, yit) = C −K(x1...i−1t, yit)) (9)
The probability pc>it (yit|x1...it) to process more than
yit items i in periods t coincides with the probability
pr(Rt < K̄|K) to have less than K̄ units of repair
time in period t if the required processing time is K.
That is,
pc>it (yit|x1...it) = pr(Rt < K̄)|K) (10)
If the time to failure and repair time follow an expo-
nential distribution, (Dolgui et al. 2005) showed that
such a repair time probability can be computed as
follows:













where 1U is the mean time between failures, and
1
Ū
is the mean time to repair. As mentioned in (Dolgui
2002), the infinite sum in (9) can be approximated
with a large enough number, since the function con-
verge quickly.
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Finally, the probability pc=it (yit|x1...it) to process pre-
cisely yit items i in period t. can be inferred from
pc>it (yit|x1...it) as follows:
pc=it (yit|x1...it) =pc>it (yit|x1...it)
− pc>it (yit + 1|x1...it)
(12)
In the case of yit = xit, if p
c>
it (yit|x1...it) would be
equal to 1, we set pc=it (yit|x1...it) for yit = xit equal
to 1 and for all yit ≤ xit the value of the probability
will ignore and consider it as 0.
4.3 Backlog and inventory uncertainty
The backlog/inventory level in period t can be com-
puted from the backlog/inventory level in period t−1.
More precisely, the flow conservation constraint can
be expressed as follows
D̃it = D̃it−1 − zit−1 +Dit (13)
Equation (14) gives a recursive formula to com-
pute the actual requirements (including back-
log/inventory) in period t, where s1 refers to the pro-
duction in period t − 1, and s2 refers to the actual





For the first period equation (14) must be replaced
by equations (15) and (16).
pbi1(D̃i1 = Di1|∅) = 1 (15)
pbi1(D̃i1 = Di1|∅) = 0 (16)




pcy=it−1(s1|x1...it−1)pbit−1(D̃it −Dit + s1|x1...i1...t−2)
(17)
5 SOLUTION METHODS
In this talk, we will present a dynamic programming
approach to compute the released quantities. In each
stage, the algorithm computes the cost Hi(V
i
1...T ) of
the optimal released quantities to complete the first
i lots before the vector of times V i1...T in each pe-
riod. Besides, we provide a speed-up strategy that
eliminates dominated states. Indeed, the number of
states in the proposed dynamic program grows expo-
nentially with the number of periods. To circumvent
this issue, we propose to prune the states based on a
lower bound and dominance properties.
To validate the model and the proposed optimization
approach, we will provide a numerical example and a
comparison between the solution of the multi-period
model against the solution obtained with the single-
period model proposed in Dolgui et al. 2005 applied
in each period independently. The results show that
the solution of the multi-period model outperforms
the single-period setting.
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Abstract—The massive ingest of non-intrusive sensors on
manufacturing processes lifecycle allows to collect and monitor
the health state of machines and serve maintenance programmes.
In this research paper, we use machines’ monitoring data in a
decentralised Cyber Physical System (CPS) architecture imple-
menting Convolution’s Neural Network algorithms to influence
the future behaviour of manufacturing equipment in a predictive
maintenance perspective. This research contributes to extend the
remaining useful life (RUL) of equipment and was implemented
in an industrial use case supported by TARDY partner for the
predictive maintenance of metal transformation machines.
Index Terms—CPS, AI, Predictive Maintenance, Industry 4.0
I. INTRODUCTION
The emergence of the industry 4.0 paradigms and their
related architectural frameworks (i.e. RAMI 4.0) in the last
decade brings the concept of Cyber Physical System (CPS) as
a promising contribution to the improvement of the reactivity
of industrial processes. Process monitoring, product quality
control, manufacturing processes optimisation, etc. emerge as
some concreate applications of these concepts. Computerized
Maintenance Management covers the concepts of preventive,
predictive and proactive maintenance paradigms, and their
related processes. Predictive Maintenance uses advanced tech-
nology to detect when failures will occur and harvests sensors
for metrics assessment, monitoring services for fault detection,
failure diagnostics or fault prognostics. In this research paper,
we propose the concepts of decentralized Cyber Physical
Systems as an approach to address the predictive maintenance
problem. The CPS architecture covers data collection from
sensors, predictive decision-making processes, and actuation
mechanisms to influence the behaviour of manufacturing ma-
chines and then their maintenance programs. Convolution’s
Neural Network algorithms emerges as effective models to
support the targeted decentralized decision-making process.
The proposed paper is organised in four sections covering after
the introduction: a related work analysis of existing initiatives
coupling CPS and predictive maintenance; the presentation of
the CPS architecture, the building of the decision process,
and finally a short presentation of an industrial use case
supported by our industrial partner TARDY on the predictive
maintenance of metal transformation machines.
II. RELATIVE WORKS
Equipment maintenance in production systems is a signif-
icant resource consuming task (money, time, labor, etc.) [1],
[2]. A trivial maintenance policy is to fix machine failure when
it occurs (corrective maintenance). This option can generate
excessively high costs, because of unexpected breakdowns,
especially for modern factories or heavy machinery [3], [4]. To
prevent such breakdowns, policies like planning maintenance
operations periodically based on machine operation time or
usage can be used. This is known as preventive mainte-
nance. This approach is more appropriate than corrective one.
However, it represents two main drawbacks. The first one is
that it can be costly to maintain particularly if maintenance
intervals are closer. The second one is the fact that there is
no knowledge capitalization about the machine degradation
mode for future improvements [4], [5]. This later is exactly
the aim of predictive maintenance, the actual evolution of
maintenance. In fact, it allows to monitor machinery status
in order to help on when to take decisions on maintenance
options (repair, replace, etc.) based on machine degradation
stage. Predictive maintenance comes with several advantages
amongst which product quality improvement, cost reduction
and increased flexibility [1]. The actual emerging technologies
(CPS, IoT, Big Data, AI, etc.) have boosted its applicability
in modern factories (Industry 4.0) [6]. Note that Prognostics
and Health Management (PHM) defines a set of methods and
techniques that can be used as maintenance inputs. Indeed,
PHM assesses a machinery health and predicts its reliability
and remaining useful life (RUL) to build a lifecycle manage-
ment system [7], [8]. Hence, PHM should not be seen as a
type of maintenance [9].
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In the literature, several studies which seek to build
formal models of predictive maintenance systems exist al-
ready [10]: MEP components [11], rail transportation and
wind energy [12], Milling activity [13], Production Logistics in
Aeronautics [14], integration into enterprise framework [15],
SIMAP example [16], online performance assessment [17],
OSA-CBM architecture [18]. Different case studies exist as
well: drag system [19], CNC machine [20], railcar wheel bear-
ing [21], vessel machinery [22], automotive brake pad [23],
Comau industrial robots [24], locomotive example [25], Ma-
chine Tool Linear Axes [26], offshore wind turbine [27],
cutting machine [28], DC motor [29], Turbomachinery [30],
etc. See [31]–[34] for more practical examples.
To achieve predictive maintenance, several methods and
techniques are used. They come from the domain of Artificial
Intelligence (AI) or Machine Learning (ML) [4], [35]–[38].
They are data-driven and capable to build models exploitable
for prediction and numerous other applications [2], [39], [40].
We can cite techniques as Neural Networks, Decision Trees,
Support Vector Machines, etc. [13], [41]–[45]. Each method
or model is selected based on various parameters : application
environment, industrial process requirements, type of handled
data, decisions to be made, solutions to be provided, etc.
In this work, we present a predictive maintenance frame-
work based on Convolution’s Neural Networks, [46]–[49],
using decentralized CPSs. Such an approach transforms data
from sensors into information to elaborate a machinery degra-
dation knowledge and predict its future behavior targeting pre-
dictive maintenance, equipment lifetime extension and quality
control applications. Advantages of the proposed strategy
among other ones are safety, robustness and self-maintenance.
The originality of this paper is given in detail in section III.
This work is conducted within the TARDY company on the
predictive maintenance of metal transformation machines. This
is the first work addressing predictive maintenance of metal
transformation machines using Convolution’s Neural Networks
algorithms and decentralized CPSs.
III. CPS ARCHITECTURE
A. CPS Overview
[50] defines Cyber-Physical Systems (CPS) as an integra-
tion of computation with physical processes where embedded
computers and networks monitor and control the physical
processes. Feedback loops are usually used enabling physical
processes to affect computations and vice versa. CPSs present
an important intellectual challenge, CPS is relative to the
intersection, not the union, of the physical and the cyber.
[51] consider that CPSs are in intensive interaction with the
embedding techno-socio-economic environment as well as the
human component. As illustrated in figure 1, [52] assume that
the technologies used in the realization of CPS can be seen as
physical technologies or cyber technologies: Cyber processing
module is responsible for computation, communication and
control.
Physics processing module is responsible for changing
material and energy flows, as regulated by the laws of nature.
Fig. 1. Decomposition of CPS.
CPSs are considered as a valuable solution to control and
monitor production systems. Hence, the emergence of the
concept of Cyber-Physical Production systems. [53] defines
it as a system that relies on advances in computer science,
information and communication technologies, manufacturing
science and technologies with the aim to lead to the 4th
Industrial Revolution. A Cyber-Physical Production System,
as presented by [54], brings to the production system a high
predictability that involves characteristics such as robustness,
self-maintenance and safety.
As explained previously, integrating CPS into manufacturing
production systems brings significant advantages: CPSs
are able to perceive the cyber as well as the physical
environments of the production system. The observations
made are taken into consideration and integrated into
computations with feedback loops through cyber modelling
of the real environment. The system’s failures prediction,
anticipation and robustness may be guaranteed in this way.
Nevertheless, deploying a CPS while being isolated from
other technologies is far from being sufficient to build an
efficient manufacturing system that can be in line with the
modern vision. The real added value brought by CPS into
factories can only be noticed when implementing a CPS
network. In order to manage those different entities while
ensuring their autonomy, self-* behaviour, distributed thinking
and scalable architecture, multi-agents paradigm may present
a successful alternative. Gathered data and achieved results of
CPS should be shared with other authenticated heterogeneous
entities. To ensure this functionality, servitization offers the
possibility to easily expose services and share information
between different parts. Finally, to guarantee both vertical
and horizontal communication between the different involved
entities, facilitate data gathering from sensors and the
communication issues, the use of IoT as an infrastructure for
CPS presents a solution.
B. Architecture
The proposal consists of designing a servitized CPS Agent-
based framework, that takes advantages of the technological
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enablers mentioned in the previous section such as CPS, MAS,
IoT and IoS. The idea is to implement a network of CPSs
agent-based in an industrial context to supervise and control
the production system. Each node of the network exposes
services to other nodes and/or the information system.
The proposal is about implementing a CPSs network in
a factory. These entities are in charge of supervising and
controlling critical resources of the manufacturing system.
Services supporting decision making are also provided by the
present solution.
Multi-agents system paradigm has been adopted to support
the interaction between the different deployed CPSs. These
entities can be clustered depending on the nature of the
tasks they perform. For example, a CPS can be in charge
of scheduling the production operations, control the products
quality, predict incident, etc.
As depicted in figure 1, the CPSs are able to communicate
with each other (intra or inter-factory such in the case of
collaboration) and also with both the information and the
production system :
1) From the information system to CPSs: Information is
transmitted through an ESB (Enterprise Service Bus)
which is an effective way to provide interactions be-
tween services and applications. ESB can be deployed
in a context of a service-oriented architecture. The
ESB’s main responsibilities are as follows (1) Recon-
cile heterogeneous environments: This is ensured by
Interoperability standards or specialized connectors.(2)
Decouple consumers and service providers(3) Aggregate
services.(4) Process monitoring.
2) From the CPSs to the external environment (i.e. infor-
mation system, other CPSs): information is transmitted
through exposed services. For instance: CPS exposes a
service that enables information system to have a real-
time visibility on the state of the production system.
3) From production system to CPS (and vice-versa): the
interaction between CPSs and workstation is performed
by the use of sensors and actuators. This interaction
is detailed in the next section through the proposed
framework.
The originality of this proposition remains in inserting an
intelligent layer between the workstation and the information
system. This layer brings a higher flexibility and robustness
by offering synergy, interaction and coordination with the
company’s resources. Functionalities such as real time moni-
toring, decision making support, last-minute self-reconfiguring
and new context self-adapting may be achieved within this
proposal.
1) Sensing unit: This unit deals with the acquisition of data
from the sensors. It is composed of (1) ”Driver repository”
which consists on a set of programs for recognizing and
using sensors (2) exhibition of a ”Service Catalogue” that
interfaces with drivers to query all available sensors. These
services are exposed via REST API and invoked later by the
”Computational unit”.
2) Computational and Physics units: The computational
unit could be seen as the core of the CPS. It collects all the
data captured by the sensing unit and perform computational
operations on it in order to make a decision which will be
sent to the actuating unit. Some of the operations could be
made by the physics unit which helps the computational unit
to analyse and prepare the data to make the right decision.
For example: in order to process raw data received from the
sensors, the computational unit invokes a service exposed by
the physics unit that performs Kalman filter. This operation
enables the data cleansing and dealing with missing and non-
coherent information.
3) Actuating unit: This unit catches the decisions from the
computational unit and, then, acts on the production system.
Also, using a set of exposed services, we can monitor the
actuators: check the status, activate the actuator, etc.
IV. DECISION PROCESS
In this section, we describe Decision process in more detail.
A. Sensor’s Data
As shown by following figure (Fig. 2), Sensor’s data are
produced by a sensor network. These sensors placed on the
observation machine are attached to a manager. This manager
has a REST API. Data is exchanged in json and formatted
Fig. 2. Sensor data’s
according to the international unit system. A first filtering steps
is applied to limit measurement errors. Low-pass filter and
Moving average were applied.
B. CNN Overview
A traditional convolutional network architecture is shown in
Figure 3. In a fully-connected neuronal network, where each
hidden activation is computed by multiplying all input Vi by
weights Wj in the layer. However, in a CNNs, each hidden
activation is computed by multiplying a local input against the
weights W . The weights W are then shared across the entire
input space. After computing the hidden units, a pooling layer
helps to remove variability in the hidden units.
Specifically, each max-pooling unit receives activations
from convolutional layer, and outputs the maximum. Most
423
CNN work in pattern recognition has the lower network layers
be convolutional, while the higher network layers are fully
connected.
1) DataSet: To build the data set, we will use the specifi-
cations of the observed machine and record the data provided
by the sensors on the nominal operating ranges.
2) Architecture: The convolution network always have the
same width as the time series, while their length can be varied.
This way, the kernel moves in one direction from the beginning
of a time series towards its end, performing convolution. It
does not move to the left or to the right as it does when the
usual 2-D convolution is applied to images. The elements of
Fig. 3. 1-D Convolution for Time Series
the kernel get multiplied by the corresponding elements of the
time series that they cover at a given point. Then the results of
the multiplication are added together and a nonlinear activation
function is applied to the value. The resulting value becomes
an element of a new “filtered” uni-variate time series, and then
the kernel moves forward along the time series to produce the
next value. The number of new “filtered” time series is the
same as the number of convolution kernels. Depending on the
length of the kernel, different aspects, properties, “features” of
the initial time series get captured in each of the new filtered
series.
C. Decision
The decision expected by the system is an evaluation of the
state of the machine. For this, the last layer of convolutional
network is composed of neuron having a ”softmax” activation
function. Among the problems we want to classify, we can
find:
• Continue service with no limitation (normal running)
• Modify operating conditions... (suspicious behavior)
• Repair specific components (impending fatigue or im-
pending failure)
• Replace exhausted components (impending failure)
• Re-inspect at suitable time intervals (routine intervention)
V. USE CASE
The TARDY group develops innovative products using ad-
vanced production technologies (Industry 4.0, Metal 3D Print-
ing, integrated diagnosis solutions, etc.). As one of the main
TARDY’s strategy pillars, TARDY evolves from part subcon-
tractor to more active partner supporting the integration of
valuable maintenance programs as a package of their products.
During the exploitation of their solutions, TARDY supports
the tuning of their products, their periodic maintenance and as
much as possible the analysis of their working conditions. Face
Fig. 4. Casing Hoop Tool
to failure or low productivity situations (more time needed for
QC), TARDY expert is faced to two possibilities:
• To diagnose the machine status and perform some restora-
tion actions such as components replacement (eg pressure
sensors)
• To reset the tuning of the machine and perform the
calibration
These two steps are the most common ones to be undertaken
for the most known problems. The operational maintenance
of the machine is limited in time and in cost. However,
after some exploitation years, several components (for fatigue
reason) may affect the machine precision and the direct
diagnosis becomes impossible. The two-step cycle should be
done for each new component installed inside the machine.
The consumed time affects the productivity and TARDY may
be subject to penalties. Due to the imperfect knowledge of
the equipment production conditions (external metal chips,
pressure, temperature, presence of liquids, etc.), the analysis
and the selection of one of the available intervention alterna-
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tives (refurbishing, upgrading, repairing or re-tuning) is very
time consuming and may be source of risk for the machine
and the final product (carter). Figure 4 illustrates the role
of the Casing Hoop Tools to support the quality controlling
process inside the carter. By implementing the decentralised
CPS architecture, TARDY aims at increasing the redundancy
of physical sensors inside the Casing Hoop Tool by adding
adapted sensors to measure the pressure, vibration, distance,
usage and presence of unappropriated titanium ships on the
carter. The analysis of these sensors’ data helps to improve the
operational reliability of the Casing Hoop Tool in the quality
control process and the assessment of the Casing Hoop Tool
lifetime.
VI. CONCLUSION
This paper presents an original predictive maintenance
framework to support life time extension of TARDY metal
transformation machines (Casing Hoop Tool), machining pro-
cesses optimization and quality improvement applications.
Developed framework integrates in an optimized manner servi-
tized decentralized CPS agent based to achieve distributed
thinking, self behavior, scalable architecture, build machinery
degradation knowledge, etc. and uses convolutional neural
network algorithms to support the decision-making process
for predictive maintenance purposes. All is implemented on
an industrial use case propped by TARDY company for the
predictive maintenance of its metal transformation machines.
The next step is the setup and deployment of proposed
system in TARDY company which will include a Casing
Hoop Tool. Such a machine will be monitored. For industrial
validation of the framework, several analyses will be per-
formed on different periods of time. Efficiency of developed
convolutional neural network training when a new component
is added should be handled.
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ABSTRACT: The discrepancy between patient demand and the emergency departments (ED) capacity, that mainly 
depends on human resources and on beds available for patients, often lead to ED’s overcrowding and to the increase in 
waiting time. In this paper, we focus on the optimization of the human (medical and paramedical staff) and material 
resources (beds) in the ED of the hospital center of Troyes, France (CHT). We seek to minimize the total number of 
waiting patients from their arrival to their discharge. We propose a mixed integer linear program solved by a sample 
average approximation (SAA) approach. The program has been tested on a set of real data gathered from the ED 
information system. Numerical results show that the optimization of human and material resources leads to a decrease 
of total number of waiting patients. 
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1 INTRODUCTION 
Over the last decades, ED overcrowding has known an 
important and serious growth around the world. This is 
due to several hospital’s internal and external factors such 
as: high demand (patient overflow) for services, seasonal 
epidemics, long waiting time and limited resources. Thus, 
this phenomenon is known to have adverse impacts on the 
performance and quality of ED services. To overcome 
these problems, resources’ optimization is an excellent 
approach by which an efficient system can be achieved 
[1].  
 
In this context, human and material resource planning of 
the healthcare system is widely reported in the literature. 
Several works have introduced simulation, mathematical, 
linear programming or heuristics models for the desired 
optimization [1,2,3,4,5,6,7,8,9].  
 
In 2009, Ahmed and Alkhamis [7] proposed a simulation-
based optimization approach as a decision support system 
for the ED in a hospital in Kuwait. The authors aimed to 
find the optimal staff number that allows to minimize the 
patients’ waiting time. The results provided a decrease of 
40% in patients’ waiting time. All the levels of the ED 
process were taken into account in this study. However, 
optimization model was limited to the staffing of the ED 
only as other resources were not considered. 
 
In 2012 and 2015, Carbera [1] and Ghanes et al. [6] were 
interested to minimize the patient’s inpatient stay using 
simulation models. Ghanes et al. [6] proposed a 
simulation-based optimization model to improve the ED 
of the French urban hospital Saint Camille taking into 
account the stochastic aspect of patient’s arrival. The new 
configuration of the ED staff yields a choice of 10% 
increase in staffing budget resulting 33% reduction of the 
patient’s length of stay (LOS). Also, Carbera [1] proposed 
an agent simulation approach coupled with an exhaustive 
search optimization to determine the optimal ED staff 
configuration (emergency physicians, nurses and 
administrative staff). 
 
In 2017, Feng et al. [5] presented a new multi-objective 
simulation optimization algorithm that integrates non-
dominated sorting genetic algorithm II (NSGA II) and 
multi-objective computing budget allocation (MOCBA) 
in order to determine the optimal medical resources 
allocation solution that minimize the patient’s LOS and 
the total medical wasted cost. 
 
El-Rifai et al. [2] proposed a stochastic mixed-integer 
linear program (MILP) solved by a sample average 
approximation (SAA) approach to allocate the physicians 
and nurses of the ED of the hospital center of Lille in 
France while taking into account the stochastic nature of 
patient’s arrivals and service times. The authors aim to 
minimize the total expected patients’ waiting time. Then, 
to evaluate the resulting personnel schedules, a discrete-
event simulation model is used. In this work, only three 
queues are considered: two assessment queues (patients 
before and after having auxiliary examinations) operated 
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by physicians and a third queue operated by nurses for 
treatment of patients. 
 
In 2018, based on the method proposed by El-Rifai et al. 
[2], Daldoul et al. [3] used a stochastic MILP solved by 
SAA to optimize human (physicians and nurses) and also 
materials (beds) resources organization in the ED at the 
La-Rabta Tunisian public hospital. They aim to minimize 
the patient’s waiting time, under the uncertainty of the 
number of patients’ arrivals and their service time. In 
contrast to El-Rifai et al. [2], the authors consider the 
entire process of an ED from the triage of patient to bed 
assignment. In the two cases study [2,3], numerical results 
proved that the patient’s waiting time can be decreased by 
optimizing the number of the human and material 
resources. 
 
Through the literature review, we note that not all works 
consider all levels of the process or optimize all the 
medical and paramedical resources. Also, few studies 
have utilized the SAA approach to solve the stochastic 
problems in ED [2,3,8].  
 
In this paper, we focus on the optimization of human 
(medical and paramedical) and material (beds) resources 
of the ED of the CHT, France. We aim to increase 
patients’ satisfaction by reducing the number of waiting 
patients from the triage process to the discharge or the 
assignment to a bed in the ED. Our model captures all the 
complexity of the ED process that varies according the 
patient’s state (more details in Section 2). In addition, the 
uncertainty related to patient’s arrival and to the service 
time are taken into consideration. To achieve this, we 
develop a stochastic MILP solved by SAA which is one 
technique of Monte Carlo sampling methods [9]. The 
proposed model is an extension of the problem proposed 
by Daldoul et al. [3]. 
 
The main contributions of our approach compared to 
existing work, particularly that of Daldoul et al. [3], are 
twofold. First, we consider all medical and paramedical 
resource in the optimization model. Second, to our best 
knowledge, our work is the first to consider the patient’s 
arrivals forecasts that are introduced as input data in the 
optimization model. The expected values of patients’ 
arrivals are obtained through forecasting models 
developed in a previous work [20]. These models proved 
a very good performance (up to 91,24 % for the annual 
total flow forecast) and a robustness during epidemic 
periods [10]. Using these forecasting models, we adapt or 
relocate necessary resources to meet demand on the long 
or short term runs. 
2 MODELLING 
Each process in the ED can be modeled as a queue where 
jobs to be served are the patients and the hospital staff are 
the servers that handle these jobs [2]. Presented as a 
queuing system, Figure 1 illustrates the patient’s process 
in the ED of CHT. Two main circuits exist: the short 
circuit and the long circuit. Within the short circuit, they 
are mostly autonomous patients, who do not need major 
paramedical care. Thus, we consider five queues: the first 
queue (q=1) is for the triage process operated by a triage 
nurse; the second (q=2) and the third (q=3) queues are for 
medical consultation in short and long circuit 
respectively. These queues are operated by the medical 
(physician, internal) and paramedical (nurse, caregiver) 
staff. The fourth queue (q=4) is dedicated to auxiliary 
exams and is operated by nurses. The fifth queue (q=5) is 
devoted to patients waiting to be assigned to a bed in ED. 
  
In the triage process (St,1), the nurse identifies the patient’s 
state and the pathway they go through: either the short (α1, 
St,1) or the long (α2, St,1) circuit. Once an appropriate box 
becomes free, the physician makes a first assessment (St,2 
or St,3 for the short and the long circuit respectively) and 
decides if the patient needs auxiliary exams to confirm or 
to refine their diagnosis (β1St,2 and γ1St,3), to be assigned 
to a bed (β2St,2and γ2St,3) or to be discharged to go home 
(β3St,2 and γ3St,3). In the case where tests are requested, a 
second assessment is required in the short or the long 
circuit (λ1St,4 and λ2St,4 respectively). 
 
 
Figure 1 : Patient flow in ED service 
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3 MATHEMATICAL FORMULATION 
A mathematical formulation based on the details 
discussed previously is presented in this section. The 
objective is to increase the patient’s satisfaction through 
the optimization of the number of human and material 




T: Planning horizon 
t: Different period of the day [1..T] 
I: The number of different types of human resources 
i: A type of human resource available [1..I] 
Q: The total number of queues 
q: The queue number [1..Q] 
Ni,q: The total number of each human resource i, 
i ∈ [1..I], q ∈ [1..Q], Q≠5  
Nb: The total number of beds 
n: Number of resources of each type [1..Ni,q] 
αj: Coefficient associated with the patient flow served in 
the triage box, j ∈ [1..4] 
βj: Coefficient associated with the patient flow served in 
the box of consultation in short circuit, j ∈ [1..4]  
γj: Coefficient associated with the patient flow served in 
the box of consultation in long circuit, j ∈ [1..2] 
λj: Coefficient associated with the patient flow served in 
the box of auxiliary exams, j ∈ [1..2] 
TTi: The number of total working hours available to 
schedule resources of type i 
LBD: Lower bound of the shift length 
UBD: Upper bound of the shift length 
At ( ): Random variable representing the number of 
patients arriving at each period t, under scenario . 
i,n,t,qL  ( ): Random variable representing the service 
capacity of the staff, i.e. the number of patients that n 
resources of type i can serve during period t for each 
queue q, under scenario . 
 
3.2  Decision variables 
, , ,
1,      n resources of type i woking at period t.
0 else.i n t q
if there are exactly
x
 
, ,i t qp  : The number of resources of type i at period t, q ∈ [1..Q], Q≠5    
, ,i t qs : The number of resources of type i starting at period 
t,  i ∈ [1..I], q ∈ [1..Q], Q≠5  
, ,i t qe : The number of resources of type i ending at period 
t, i ∈ [1..I], q ∈ [1..Q], Q≠5  
tsb : The number of occupied beds at the start of period t
teb : The number of liberated beds at the start of period t 
tb : The number of beds at period t 
,t qw ( ): The number of waiting patients in queue q at the 
start of period t, under scenario . 
,t qS ( ): The number of patients served in a queue q 
during period t, under scenario . 
 
3.3 Resource optimization stochastic model: 
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The objective function (1) aim to minimize the expected 
value (E[.]) of the total number of waiting patients while 
respecting to the distribution of the random value of 
patient arrival and service times.  designates one 
scenario of patient arrival and service time in the ED. 
Constraint (2), (3), and (4) initialize the number of 
patients in the queues in each scenario. Constraint (5) to 
(9) update the number of patients in each queue at every 
period. Constraint (10) specifies a logical bound for the 
number of patients served during a period, that cannot be 
larger than the number of patients in the queue. 
Constraints (11) through (15) limit the number of patients 
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served in each queue at every period. Constraint (16) 
limits the total number of staffing hours available for each 
type of resource. Constraints (17), (18), and (19) are 
logical constraints that define the range of values that the 
variables p, s, and e can take. Constraint (20) ensures that 
at least si,t,q resources of type i will not end their shift from 
t to (t + LBD), for each queue q. Moreover, constraint (21) 
ensures that the last pi,t,q resources of type i end their shift 
from t + 1 to (t + UBD + 1). Constraints (22), (23), and 
(24) initialize the number of existing beds, liberated and 
occupied. Constraint (25) defines the number of available 
beds at every period. Equations (26) and (27) assign a 
value to the variable x, which is used to limit the number 
obtained in constraints (11) through (15). Finally, 
constraints (28) and (29) are operational constraints to 
ensure that there are different moments of the day where 
resources of type i start working and that there is at least 
one resource of each type in every period. 
4 NUMERICAL RESULTS 
In this section, we present the numerical results of the 
MILP solved by the SAA method. The main idea of the 
SAA method is to approximate the expected objective 
function of the stochastic problem by a sample average 
estimate derived from a random sample. The resulting 
sample average approximating problem is then solved by 
deterministic optimization techniques. The process is 
repeated with different samples to obtain candidate 
solutions along with statistical estimates of their 
optimality gaps [9]. 
 
 To solve the model, we use the commercial solver IBM 
ILOG CPLEX 12.5. All the parameters, historical 
performances and input data are based on real data 
gathered from the ED’s information system and covering 
the whole year 2019. Based on these data, we use the input 
analyzer of the ARENA software to generate the 
distributions of patient’s arrivals and services’ times in 
each queue for each period of the scheduling horizon. We 
assume that the scheduling time horizon is equal 6 hours 
and the time period (time step) is equal to 1 hour. 
 
To evaluate the performance of the proposed approach, 
we varied K, the number of scenarios, to obtain K 
independent random samples of the patient’s arrival 
(At1…Atk) and the services’ times (Lt1…Ltk). The 
different values of K are [5, 10, 20, 30, 40, 50]. For each 
of these values, we run the model with seven different 
replications to produce seven Monte Carlo optimum 
solutions. The expected total patient's waiting number 
stabilizes for approximately K = 30 scenarios. We notice 
that the bigger K is, the better the solution tends towards 
convergence. 
 
Optimization results are presented in Table 1.  We 
consider 30 scenarios and we present the results of the 
proposed configurations. First, Table 1 provides the 
performance (total number of waiting patients) of the 
current configuration of the ED system which 
corresponds to the average of the different real scenarios. 
Second, the performance of the reproduction model 
(Configuration 1), in which the same number of resources 
available in the ED are considered, is displayed to 
evaluate the robustness of our model. Third, the 
performance of the optimization model (Configuration 2) 
is shown. Using this model, we measure the impact of the 
optimizing the number of medical and paramedical 
resources on each queue q. In our experiments, we 
consider that the maximum number of both medical and 
paramedical staff per period is equal to 3 (Physician P1=3, 
Internal P2=3, Nurse P3=3, Caregiver P4=3), and that the 
number of beds is 17.  
 
Table 1 shows that the total number of waiting patients 
associated with Configuration 1 (104 patients) is close the 
real total number of waiting patients (116 patients). For 
Configuration 2, our model improves the performance by 
24% by decreasing the total waiting patients from 104 
patients to 79 patients. Optimization results demonstrate 
that reducing the total number of waiting patients requires 
adding resources in certain periods and queues.  
 
4.1 Incorporating forecasts of patients’ arrival 
In our work, instead of real arrivals, we introduce patients’ 
arrivals forecasts (Afilal et al. [10]) of the ED of CHT as 
input data for each period in the optimization model. 
Following the analysis of patients’ arrival data, we 
noticed that the arrival rate follows a typical behavior 
whatever the day of the week and the hour of the day.  As 
a result, we can calculate the estimated number of patient 
arrivals per hour (estimated arrival value* percentage of 
arrivals per hour). For the resolution, the expected arrival 
value will be set K times for each period and we generate 
K independent random samples of the services time. 
 
We test the model, with data of 29-November 2019 
(Figure 2) where the mean absolute error between arrival 
forecasts and observation equal to zero and the number of 
patients’ arrivals was 10% higher than the average daily 
arrival. This allow as to test the sensitivity and the 
robustness of the model during an epidemic period for 
example. 
 
Obtained results are summarized in Table 2. We compute 
the total number of waiting patients number and the 
number of required physicians. 
 
Results demonstrate that the total number of waiting 
patients increases with the increase in the number of 
patients. Thus, by comparing the optimal configurations, 
we observe that the number of physicians remains stable 
in long circuit, except in the first two. However, for the 
short circuit, we have to add two physicians in average. 
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Table 1 : Optimization results for human and material resources 
 
 
Figure 2: Patient arrival forecasts (Afilal et al [10]) 
 Physician in short circuit 
 




Period T1 T2 T3 T4 T5 T6 T1 T2 T3 T4 T5 T6 
Current 
configuration 
1 1 1 1 1 1 2 2 2 2 2 2 




1 1 3 3 3 3 1 1 2 2 2 2 
107 patients 
Table 2: Optimization results for human and material resources considering patient arrival forecasts.




Period T1 T2 T3 T4 T5 T6 T1 T2 T3 T4 T5 T6 T1 T2 T3 T4 T5 T6 
Triage Nurse 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 3 3 
Nurse in 
short circuit 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 
Nurse in long 
circuit 




2 2 2 2 2 2 2 2 2 2 2 2 1 1 1 3 3 3 
Triage 
Caregiver 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
Caregiver in 
short circuit 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 
Caregiver in 
long circuit 
2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 3 
Internal in 
short circuit 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 
Internal in 
long circuit 
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 
Physician in 
short circuit 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 3 3 3 3 
Physician in 
long circuit 
2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 3 3 3 
Beds 17 17 17 17 17 17 17 17 17 17 17 17 17 17 17 14 14 13 
Performance  116 patients 104 patients 79 patients 
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5 CONCLUSION  
This paper is about the optimization of human and 
material resources in the ED of CHT. We proposed a 
generic approach to appropriately adjust the number of 
human and material resources from the patient arrival into 
the ED to the discharge or the assignment to emergency 
beds, taking into account uncertainties related to the 
patients’ arrival and the services times. We proposed a 
stochastic MILP solved using a SAA method to determine 
the optimal allocation of medical and paramedical staff 
and beds, thus minimizing the total number of waiting 
patients in all the queues. The program was tested on a set 
of real data gathered from the ED’s information system. 
The experimental results demonstrated that using the 
proposed approach could reduce the number of waiting 
patients. In contrast to most existing works, this paper 
considers optimizing all the humans and materials 
resources used in the overall patient process. Moreover, to 
the best of our knowledge, this is the first work that 
considers the use of forecasts of patients’ arrivals as input 
data to help the decision maker to schedule daily the 
human and material resources. 
 
In future work, we will consider testing this approach on 
other emergency structures in order to evaluate their 
performances and propose new resource organizations 
and to take into consideration other uncertainties such as 
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ABSTRACT: This work presents an approach to model the behaviour of urban public transport networks for optimizing 
the service policy, which includes the effect of mobility constraints on health emergency for pandemic cycles. During 
health emergencies, local governments strongly use two regulatory policies for contain a disease spreading: (i) social 
distancing and (ii) restriction of social interaction; these regulatory policies thoroughly affect the urban mobility. We 
propose the optimization of a stochastic discrete-event model based on a passenger demand analysis by means: (i) a 
numeric model of a multimodal network considering interdependencies and asymmetries of passengers; (ii) an integration 
of the regulatory policies for health emergency; and (iii) a process for optimizing the passengers waiting time cost. This 
work is applied to an actual metropolitan transport network comprised of metro, tramway, and ropeway lines. 
 





Health emergencies on pandemic cycles have massively 
affected the lives of people all over the world. Countries 
must take drastic measures to contain outbreaks (de Haas 
et al., 2020) and they have put in place restrictive 
measures in order to confine the pandemia and contain the 
number of casualties. Among the restrictive measures, Ur-
ban Public Transport (UPT) constraints are certainly quite 
effective in reducing the mobility on the local scale in the 
short term but it also has high social impact on the long 
and short term (Iacus, 2020). The trend of UPT has been 
rising over the last decade at a pace that is faster than the 
population growth (Recchi et al., 2019). Nevertheless, 
mobility flows have been shaped at regional scale by 
shocks due to operational and service policies (Gabrielli 
et al., 2019). In addition, UPT has shown strong depend-
ency on pandemia outbreaks in the past such as SARS in 
2003, MERS in 2015 (IATA, 2020), and Covid-19 in 
2020 (Bucsky, 2020), with effects that had repercussions 
at local and regional scale. 
The circumstances result in situations in which people 
have had to change their daily life radically. People's ac-
tivity patterns, the way they work and how they travel are 
three facets of daily life that have changed drastically. 
From both a research and social point of view, it is im-
portant to assess the mobility to these externally induced 
changes (de Haas et al., 2020). Researches show that not 
only travel patterns, but also activity patterns are less sta-
ble during pandemic cycles (Hilgert et al., 2018). Daily 
travel behaviour particularly depends on habit and routine 
(Schönfelder and Axhausen, 2010). However, several 
studies have shown that there are certain events in peo-
ple's life course that trigger change in travel behaviour 
(Müggenburg et al., 2015; Schoenduwe et al., 2015). 
Social distancing measures (the social isolation and the 
passenger transport restriction) have important effects on 
the service transport, i.e., the Passenger Waiting Time 
(PWT). Previous studies (Niu and Zhou, 2013; Barrena et 
al., 2014) have focused on reducing PWT based on the 
passenger arrival process at stations with either a uniform 
process or a Poisson process. Other study (Martinod et al., 
2019) proposes a stochastic optimisation model for inte-
grating service and maintenance policies in order to solve 
the queueing problem and the cost of maintenance activi-
ties for UPT, with a particular focus on urban ropeway 
systems. But, these previous works have considered only 
single transport line without a Public Transport Network 
(PTN) context. Our work analyses the intermodality ef-
fects integrating a study focused on the mobility con-
straints on health emergency of pandemic cycles, in which 
the UPT lines undergoes a remarkable intensity of passen-
gers’ flow in one direction over defined periods –people 
go to work, students go to schools, etc.– generating a 
strong asymmetric demand of passengers over the PTN. 
Besides, the merit of our work in is develop a mathemati-
cal framework for integrating the service policy of differ-
ent UPT line modes minimising the PWT cost and con-
sidering interdependencies of the passenger demand on 
intermodal PTNs. 
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During pandemic cycles, local governments strongly use 
two constraint policies for contain the virus spreading: (i) 
social distancing and (ii) restriction of social interaction. 
Nevertheless, under operational conditions, increasing the 
social distancing decreases the transport capacity, and as 
a result increases the PWT; however, increasing the re-
striction of social interaction decreases the transport de-
mand, and as a result decreases the PWT. The aim is to 
optimise the PWT for long-term cost of operational ser-
vice considering regulatory policies. Main contributions 
of this work can be summarised as follows: 
(i) this is the first work that develops a mathematical 
framework to model multimodal PTNs (comprised by 
a set of metro, tramway, and ropeway lines) based on 
stochastic optimization processes that integrate both 
service restrictions and passenger demand constraints 
generated by the health emergency, with the aim of 
solving the travel time; and 
(ii) this work proposes a dynamic discrete event model 
that use interrelated queuing processes to formulate 
the service problem using a cost-based expression. 
Governments and transport operators do not know for cer-
tain how long these measures will last and whether or not 
subsequent waves can be expected. In this viewpoint we 
offer a service policy optimization for PTNs considering 
constraints for pandemic health emergencies. The remain-
der of this work is organised as follows: in Section 2 we 
expose the detailed problem formulation for different 
UPT line modes. A stochastic optimisation model for ob-
taining the optimal service is developed in Section 3. Sec-
tion 4 presents a case study focused on a passenger de-
mand that was performed at a mass transport system, 
which consists of a collaborative relationship between 
metro, tramway and ropeway lines. Finally, Section 5 dis-
cusses the results of the research. 
Transport operators should consider the service policy. 
For the remainder of this work, the term service policy 
refers to the set of operational parameters which affect the 
passenger service such as vehicle capacity (number of 
available seating places and standing up places), vehicle 
density (number of service vehicles on a line), nominal 
vehicles’ speed, distance between the vehicles, and vehi-
cle frequency, which all of these affect the PWT. 
2 PROBLEM FORMULATION 
Taking an Intermodal Collaborative Transport Net-work 
(ICTN) perspective assumes that any transport network is 
more than the sum of its UPT lines (Paulsson et al., 2018). 
Collaborative transport involves a linked-work PTN, in 
which the different services policies of each UPT lines are 
integrated (Ceder, 2007), e.g., (i) a synchronisation be-
tween arrival and departure times becomes important in 
an intermodal transfer station, i.e., users of UPT lines are 
negatively inclined to transfer if it involves uncertain 
waiting time, (ii) the flow of users for a UPT line is ac-
commodated by another one, and (iii) the service quality 
of a UPT line not being affected by the service of another 
one. From this perspective, the facilitation of intermodal 
transfers is a key component in achieving full integration 
of PTNs (Nesheli et al., 2015). 
An efficient service of ICTNs should consider the PWT 
cost. We propose a cost-based approach to quantify the 
performance of the service policy for each UPT line. This 
approach has an impact on the passengers’ perceptions re-
lated to travel comfort (quality on the trip) and economic 
savings (PWT) as well. Therefore, the cost-based ap-
proach represents a comprehensive study through a quan-
titative analysis, which focuses on user experience during 
the trip. We analyse the transport demand to evaluate the 
proper service oriented to users, based on the fact that the 
queuing theory allows to evaluate the quality of service 
concerning the requested services. The probability func-
tion of passenger arrivals on the th platform belonging to 
the th UPT line behaves as a compound Poisson process 
 (Gillen and Hasheminia, 2013) and take values 
from a finite set of events; thus, given  as a proba-
bility function of discrete-time, the sequence 
  is defined as the time sequence be-
tween successive events, over each th UPT bi-directional 
line, with  stations and platforms designated as 
, where the start terminal and return terminal 
are indexed as station  and station , respectively (see 
Figure 1). 
 
Figure 1: th UPT line diagram belong to an ICTN. 
The discrete-event model deals with the analysis of the 
PWT aiming to determining its global mean, . The 
proposed model describes the queuing behaviour by 
means of the ratio between the number of users in the 
queue, , and the passengers boarding, , at the 
















































where  (metro or tramway lines) and 
 (ropeway lines), with  as 
the frequency of vehicle arrival at the platforms,  as 
the commercial vehicle speed, and  as the number of 
vehicles giving commercial service in the th UPT line. 
The discrete-event model is comprised of a set of interre-
lated queues between UPT lines at the transfer stations 
(see Figure 2), where κ defines the relationship between 
the queuing users and the different UPT lines for the 
ICTN 
 (2) 
The optimal service plan is obtained by minimising the 
expected  cost, which represents the basis to assess 
the set of penalty costs for PWT to the th UPT line. For-
mally, the problem is solved through a cost-based model 
made up of passenger waiting cost, . The general rela-
tionship to describe the cost function for PWT is ex-
pressed as 
. (3) 
Methodologies to obtain  are directly defined by the op-
eration managers of each UPT line, which is quantified in 
monetary units [mu]. Each UPT line can use different cri-
teria to quantify the penalty cost according to its service 
policy. 
 
Figure 2: Transfer station between UPT lines. 
3 OPTIMISATION PROCESS 
A discrete-event formulation is used to describe the queu-
ing, in which the passengers: (i) request a service, ; 
(ii) wait in a queue, if necessary, ; (iii) are serviced, 
; and (iv) arrive at their destination, . The dis-
crete-event model aims to determinate the  value con-
sidering a set of interrelated queues. This work introduces 
a stochastic optimisation model for improving the service 
behaviour of ICTNs by means of the cause-effect relation-
ship between the different service/operational policies for 
its UPT lines. The objective function related to the service 
policy cost can be expressed as 
,  (4) 
subject to the following constraints 
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Eq. (4.a) highlights that the occupied places in a vehicle, 
, must be lesser than or equal to the vehicle’s 
capacity, ; Eq. (4.b) means that  must be lesser 
than or equal to ; Eq. (4.c) expresses that the number 
of passengers disembarking from the vehicle, , must 
be lesser than or equal to ; Eq. (4.d) is related to an 
operational condition, which  is limited by the range 
[ , ]; Eq. (4.e) refers to another operational 
condition, which is the system must have a range of 
vehicles in commercial service , ; Eq. (4.f) is 
related to a service policy, where  is the upper limit 
of the global PWT; Eq. (4.g) indicates that at the end of a 
full working day, all passengers are served and no one 
remains within the system. 
4 CASE STUDY 
This case study is applied to urban public transport net-
work belonging to the ICTN of Medellín city (Co). This 
ICTN is a rapid transit system mainly comprised of two 
metro lines, a tramway line and four ropeway (télécabine) 
lines, which are interconnected by means transfer stations 
for the intermodal connections (see Figure 3). This ICTN 
has 27 Metro stations, 15 ropeway stations, and 9 tramway 
stations/stops for a total of 79 stations (+14 stops). All 
lines operate for 20 hours a day, 7 days a week and 360 
days in year. 
A set of field measurements, called Origin and Destina-
tion Analysis (ODA), were conducted for establishing the 
passenger demand profile during a typical working-day 
on 16 August 2018. This date was selected because it was 
a part of a large-scale measurement protocol for the Me-
dellín metropolitan area, when there were no disturbances 
(no holidays, no collective vacations, no festivals and no 
religious ceremonies) during a long time period. During 
this typical working day, the passenger demand profile 
has significant fluctuations; thus, it is possible to distin-
guish that the morning rush hour starts at 5a.m. and ends 
























MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
ends at 8p.m. The characteristics of each line are dis-
cussed hereafter. 
 
Figure 3: ICTN main lines of Medellín city. 
4.1 Metro lines 
The metro lines are similar to suburban ET420 trains, it 
first opened for service in 1995 (Castañeda et al., 2012; 
Martinod et al. 2012). The vehicle traction in half-load 
conditions ( ) is  and in full-load 
condition ( ) is reduced to . The vehi-
cle braking in service is in a range  (Ber-
nal et al, 2016; Martinod et al., 2016). They are comprised 
by two lines:  
(i) Línea A crosses the metropolitan area from North to 
South, which is  long and serves 21 stations; 
and 
(ii) Línea B crosses the metropolitan area from downtown 
to the western district, which is 5.5 kilometres long and 
serves 6 stations (+1 transfer station with Línea A). 
4.2 Tramway line 
The tramway line (Línea TA) is a Translohr rubber-tyred 
tram system. It started trial operations in 2015 and serves 
as a feeder line built to connect two ropeways lines (Línea 
M and Línea H) from eastern district of the city to a metro 
line (Línea A) at downtown. Línea TA runs  with 3 
tramway stations (+6 stops). 
4.3 Ropeway (télécabine) lines 
The ropeway lines belong to a fleet of passenger cable 
cars comprised of a gondola-type aerial cable on a contin-
uous cycle (Martinod et al., 2014). Both lines are similar 
in design and construction to those used for passenger 
tourist transports in winter regions, but serve completely 
different functions than those for tourists (Martinod et al. 
2015). They are comprised by four lines: 
(i) Línea K provides mobility to the northeaster district of 
the city since 2004. Its commercial max. speed is 
 and the system capacity is  
per direction, spread over  cable cars; 
(ii) Línea J has been operating since 2008. It crosses the 
central-western district over south-north direction, 
with a total length of . It has a maximum 
capacity of  per direction with 119 
cable cars, a travel time of , with a max. 
frequency of  between cable cars and a 
commercial speed of ; 
(iii) Línea M crosses an area of the central-eastern zone of 
the city from south-north direction, in a total length of 
. It has a max. capacity of  
per direction, 51 cable cars, a travel time of , 
with a maximum frequency of 9 seconds between 
cable cars and a commercial speed of ; and 
(iv) Línea H was inaugurated in 2016. It crosses an area 
of the central-eastern zone parallel to Línea M, in a 
total length of . It has a max. capacity of 
 per direction, 44 cable cars, a travel 
time of , with a maximum frequency of . 
between cabins and a commercial speed of . 
4.4 Mobility constraints on health emergency 
In March 2020, the World Health Organization (WHO) 
declared the Covid-19 virus outbreak as a pandemic. The 
spread of the virus has resulted in a set of variable 
measures, which have become the newnorms: 
(i) social distancing that involves urban transport capacity 
constraints, , i.e., the transport system capacity 
(stations, stops, and vehicles) has been limited; and  
(ii) restriction of social interaction, , a lot of people 
have been temporarily unemployed or work from 
home, and most out-of-home (leisure) activities have 
been cancelled; thus, passenger demand decreases. 
The proposed method provides a stochastic model optimi-
zation based on passenger demand analysis, which is ap-
plied to a commercial ICTN subject to two regulatory pol-
icies for pandemic social isolation: (i) a social distancing 
Metro line (Línea A)
Metro line (Línea B)
Tramway line (Línea TA)
Ropeway line (Línea K)
Ropeway line (Línea J)
Ropeway line (Línea M)




























MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
that implies urban transport capacity constraints, and (ii) 
restriction of activity participation in cities affecting pas-
senger demand. Therefore, the mobility constraints are 
temporal situations and we can expect that out-of-home 
activity participation (i.e. travel demand) and the transport 
system capacity will progressively rise (see Table 1). 
 









Hard confinement 85 90 
Mandatory confinement 80 80 
Flexible isolation 70 60 
Smart isolation 65 50 
Table 1: Regulatory policies for isolation levels. 
5 RESULTS 
A numeric model of the ICTN main lines of Medellín city 
was developed in a virtual environment, which allows to 
assess the effects of the social isolation levels for a wide 
range of possible conditions and parameter variations, i.e., 
predicting the behavior of the occupancy rate for the dif-
ferent transport modes of the UPT lines on each discrete-
time. As an example of results, Figure 4 shows (using a 
color code) the occupancy rate for the UPT lines by 
means: (i) the number of passengers traveling in the vehi-
cles, , and (ii) the number of passengers waiting in 
the queue on the platforms, . 
Figure 5 shows the projected PWT cost for each th UPT 
line after the governmental regulatory policy orders with 
the different isolation levels; moreover, Figure 5 also 
shows that the regulatory policy denoted as flexible isola-
tion has the highest PWT cost to the transport system due 
to the combination of the transport capacity constraint, 
, and passenger demand restriction, . The metro lines 
(Línea A and Línea B) have the lowest service impact dur-
ing the regulatory policies; indeed, Línea B has a null 
PWT cost in the different social isolation levels, i.e., Línea 
B is enough robust to provide the highest transport service 
regardless of the regulatory policies. On the other hand, 
the tramway line has a stable behaviour relative to the reg-
ulatory policies; but, the ropeway lines are sensible to dif-
ferent social isolation levels. 
A set of tests was carried out for establishing the flow of 
passengers during a commercial service by means the 
PWT. Figure 6 presents as an example a set of numerical 
tests for the flexible isolation policy, in which the rush-
hours (i.e. 7h00 and 16h00) has significative peaks due to 
the passenger demand behavior. Moreover, Figure 6 also 
shows two different behaviour of PWT for flexible isola-
tion policy: (i) a group with low PWT value comprised of 
metro and tramway lines (Línea A, Linea B , Línea TA), 
and a group with high PWT value comprised of ropeway 
lines (Línea K, Linea J, Línea M, , and Línea H). 
 
Figure 4: Numerical model for the ICTN. 
 
 
Figure 5: PWT cost for the ith UPT line, Γi 
The results of the tests are condensed in Fig. 7, in which 
the decision variables ( , ) were considered to obtain 
the general PWT cost, , considering social isolation 
level; thus, a set of combinatory tests was performed 
based on the ranges of operation for the ICTN, 
[%] and [%]. A final analy-
sis was carried out to identify the combination of the val-
ues  and  that must be provided by the ICTN to reach 
a service policy with minimum PWT cost, , it is ob-
tained by means the local optimums to improve the 
transport service. Decreasing the transport capacity 
Metro line (Línea A)
Metro line (Línea B)
Tramway line (Línea TA)
Ropeway line (Línea K)
Ropeway line (Línea J)
Ropeway line (Línea M)
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constraint and increasing the passenger demand re-
striction is the approach to obtain the local optimum. 
Thus, the hard confinement policy should be modified to 
and the mandatory confine-
ment policy should be modified to 
 
Figure 6: PWT for flexible isolation policy. 
 
Figure 7: General PWT cost of the ICTN for social isola-
tion level,  [mu]. 
6 CONCLUSIONS 
A making decision tool was developed for considering the 
mobility constraints on health emergency of pandemic cy-
cles to solve the problem of PWT costs involved in differ-
ent UPT line into ICTNs. 
The proposed method provides a stochastic discrete-event 
model optimization based on passenger demand analysis, 
which is applied to a commercial ICTN subject to two reg-
ulatory policies for pandemic social isolation: (i) social 
distancing that implies urban transport capacity con-
straints, and (ii) restriction of social interactions affecting 
passenger demand. 
In the first stage of the work, an ICTN model (two metro, 
a tramway and four ropeways lines) was developed for 
obtaining a queue process based on numeric simulations, 
one that considers the interdependencies and asymmetries 
of passenger demand. In the second stage, a set of regula-
tory policies for health emergency of pandemic cycles 
was integrated to the numeric model. In the final stage of 
our research, we solve the service problem via a cost-
based expression for obtaining a queue process of optimi-
zation. 
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RÉSUMÉ : L’exploitation optimale des ressources portuaires et le respect des clauses des contrats d’affrètement 
jouent un rôle important dans l’amélioration de la performance de la chaine logistique portuaire. Dans cet article, nous 
avons intégré le problème tactique de l’allocation des planches avec l’un des plus importants problèmes opérationnels 
de la gestion portuaire, à savoir le problème de l’allocation des postes à quai. Cette étude est menée dans le contexte 
des ports vraquiers multiquais dédiés à l’export, en considérant les contraintes liées aux marées qui limitent le départ 
des grands navires chargés et à l’acheminement des marchandises par convoyeurs depuis les zones de stockages 
jusqu’aux quais de chargement. Le problème a été modélisé sous forme d’un programme linéaire en nombres entiers où 
toutes les contraintes liées aux caractéristiques du port et des navires sont formulées sous forme de prédicats, ce qui 
améliore notablement la performance numérique du modèle. Ce dernier a été testé et validé par une série de tests 
numériques basés sur des instances inspirées de données réelles du port minéralier de Jorf Lasfar. Les résultats 
montrent que le modèle proposé peut être utilisé pour résoudre des instances allant jusqu’à 40 navires en des temps de 
calcul relativement faibles.  
 





Le transport maritime joue un rôle crucial dans la mon-
dialisation des économies et la globalisation des entre-
prises. Aujourd’hui, il représente 80% du commerce 
mondial en volume. Les vraquiers (navires destinés au 
transport de marchandises solides en vrac comme les 
céréales, le charbon, les minerais, etc.) représentent 
42,6% de la flotte mondiale contre 28,7% pour les pétro-
liers (navires destinés au transport du pétrole et de ses 
dérivées) et 13,4% pour les porte-conteneurs (navires 
destinés au transport des marchandises emballées et pla-
cées dans des conteneurs) (UNCTAD, 2019). Il est donc 
clair que le vrac solide prédomine le fret maritime. 
 
La performance de la gestion portuaire est liée à la fois à 
l’exploitation optimale des ressources portuaires (quais, 
grues, ressources humaines, etc.) et au respect des 
clauses des contrats d’affrètement. Ces contrats sont 
conclus entre le fréteur (celui qui donne un navire en 
location) et l’affréteur (celui qui loue un navire). Ils ont 
pour objet la mise à disposition d’un navire pendant un 
temps défini ou un trajet donné en contrepartie d'un 
paiement nommé le fret. Parmi les clauses présentes dans 
ce type de contrat, nous citons la planche (laycan) et le 
temps de planche (laytime). La planche est une fenêtre 
de temps datée pendant laquelle le fréteur est tenu de 
mettre un navire à la disposition de l’affréteur dans le 
port indiqué. Quant au temps de planche, il s’agit du 
temps alloué à l’affréteur pour charger sa cargaison sans 
qu’il ait à payer au fréteur d’autres sommes que celle 
convenue pour l’affrètement du navire. Quand le temps 
de chargement dépasse le temps de planche, l’affréteur 
doit payer une pénalité financière nommée « surestaries » 
(demurrage) au fréteur. Les surestaries ne sont appli-
cables que lorsque le navire du client arrive au port dans 
sa planche. A contrario, toute fin de traitement antérieure 
à la date cible générera une prime de célérité (despatch 
money) pour l’affréteur (voir figure 1).  
 
 
Figure 1 : Paramètres réels vs paramètres contractuels 
d’un navire 
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Le problème tactique de l’allocation des planches (Lay-
can Allocation Problem : LAP) génère une affectation de 
plages de temps aux navires durant lesquelles leur accos-
tage est possible sur un horizon de planification à moyen 
terme de quelques semaines. Cette affectation doit pren-
dre en considération la disponibilité des marchandises à 
charger dans les navires et des quais, d’où son interac-
tion avec le problème opérationnel de l’allocation des 
postes à quai (Berth Allocation Problem : BAP). Ce der-
nier génère un programme d’accostage qui détermine où 
un navire doit accoster dans le port et sur quelle plage de 
temps, sur un horizon de planification à court terme de 
quelques jours. Ce programme doit optimiser le séjour 
des navires en rade et à quai en prenant en compte la 
disponibilité datée des quais, leurs caractéristiques (lon-
gueur, profondeur, etc.) et celles des navires (taille, tirant 
d’eau, etc.). 
 
Dans cet article, nous étudions le problème intégré de 
l’allocation des planches et des postes à quai (Integrated 
Laycan and Berth Allocation Problem : LBAP) dans le 
contexte des ports vraquiers multiquais dédiés à l’export. 
L’objectif est d’aider les gestionnaires des ports à choisir 
les planches optimales pour les nouveaux navires à affré-
ter tout en tenant compte des décisions relatives aux al-
locations des postes à quai en faveur des nouveaux na-
vires déjà affrétés, de tel façon à maximiser leurs primes 
de célérité et réduire leurs surestaries. 
 
La différence clé entre les ports vraquiers et les ports à 
conteneurs, c’est que dans les ports vraquiers, il est né-
cessaire de considérer le type de marchandise transporté 
par les navires ainsi que les contraintes liées aux équi-
pements de transport installés dans le port (convoyeurs 
pour vrac solide et pipelines pour vrac liquide). Par con-
séquent, nous avons considéré les contraintes liées à 
l’acheminement des marchandises en vrac solide par 
convoyeurs depuis les zones de stockages jusqu’aux 
quais de chargement. Nous avons aussi considéré les 
contraintes liées aux marées qui limitent le départ des 
grands navires chargés. De plus, pour réduire le gap 
entre la représentation abstraite du problème étudié et 
son applicabilité dans des situations réelles, nous avons 
considéré de nombreux aspects à savoir des navires mul-
ticargos, des postes à quai dotés d’équipements hétéro-
gènes et les clauses présentes dans les contrats 
d’affrètement.  
 
Le reste de l’article est organisé comme suit : la section 2 
contient une revue de littérature des problèmes de 
l’allocation des planches et des postes à quai dans le con-
texte des ports vraquiers. Les sections 3 et 4 sont dédiées 
respectivement à la description et la formulation mathé-
matique du problème intégré de l’allocation des planches 
et des postes à quai. La section 5 décrit les tests numé-
riques réalisés ainsi que leurs résultats. Enfin, la section 
6 est dédiée aux conclusions et perspectives de re-
cherche. 
 
2 REVUE DE LITTÉRATURE  
Le BAP dans le contexte des ports vraquiers a reçu 
moins d’attention dans la littérature de la recherche opé-
rationnelle par rapport aux ports à conteneurs. De plus, 
dans les études précédentes, le BAP et le LAP sont réso-
lus séparément. Nous avons étudié ces deux problèmes 
conjointement dans le contexte des ports à conteneurs 
dans (Bouzekri et al., 2019a, 2019b). Au meilleur de 
notre connaissance, aucune étude précédente n’a intégré 
ces deux problèmes dans le contexte des ports vraquiers.  
 
2.1 Littérature du BAP 
Il existe une multitude de formulations possibles pour le 
BAP selon les contraintes spatiales et temporelles prises 
en compte dans le problème. L’attribut spatial concerne 
la disposition des quais (discrète, continue ou hybride) et 
leur profondeur tandis que l’attribut temporel décrit le 
processus d’arrivée des navires (arrivées statiques, dy-
namique, stochastiques ou cycliques) et leur temps de 
traitement (fixes, stochastiques, varient selon la position 
d’accostage, le nombre de grues allouées ou leur ordon-
nancement). Pour résoudre le BAP, la plupart des auteurs 
utilisent des méthodes exactes, des heuristiques et des 
métaheuristiques (algorithmes génétiques, recherche 
tabou, recuit simulé, etc.).  
 
Peu d’articles sur le BAP dans le contexte des ports vra-
quiers trouvés dans la littérature sont résumés ci-dessous. 
(Umang et al., 2013) ont étudié le BAP dans sa version 
hybride et dynamique en considérant le type de la cargai-
son et le tirant d’eau des navires. Afin d’améliorer les 
allocations des postes à quai, les auteurs ont proposé une 
métaheuristique basée sur une méthode d’optimisation 
appelée « Squeaky wheel ». (Ernst et al., 2017) ont réso-
lu le BAP dans sa version continue et dynamique en con-
sidérant les contraintes liées aux marées qui limitent le 
départ des grands navires chargés. En revanche, (Barros 
et al., 2011) ont résolu le BAP dans sa version discrète et 
dynamique en considérant des postes homogènes et les 
contraintes liées aux marées et aux niveaux de stock des 
minerais à charger, en privilégiant les navires dont le 
niveau de stock est le plus critique. Les auteurs ont aussi 
proposé une heuristique basée sur le recuit simulé. 
 
Puisque l’allocation des postes à quai est liée à la gestion 
des zones de stockage, certains auteurs ont intégré le 
BAP avec le problème de l’allocation des zones de 
stockage (Yard Assignment Problem : YAP). En effet, 
(Robenek et al., 2014) ont étendu le BAP dans sa version 
hybride et dynamique pour prendre en compte 
l’allocation des zones de stockage, sous l’hypothèse que 
les navires sont mono-cargo. Pour résoudre ce problème, 
les auteurs ont proposé un algorithme basé sur la mé-
thode du Branch-and-Price et une métaheuristique basée 
sur la recherche du « Critical-Shaking Neighborhood ». 
De même, (Unsal et Oguz, 2019) ont proposé un pro-
gramme linéaire mixte pour le problème qui intègre le 
BAP dans sa version discrète et dynamique avec le YAP 
en ajoutant des décisions relatives à l’ordonnancement 
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des récupérateurs (de grandes machines utilisées pour 
récupérer les matières en vrac solide).  
 
Dans la même logique d’intégration de problèmes, (Pra-
tap et al., 2017) ont développé un système d’aide à la 
décision pour résoudre le problème de l’allocation des 
postes et des déchargeurs des navires. Quant à (Menezes 
et al., 2017), ils ont intégré des problèmes 
d’ordonnancement et de planification de la production 
avec politique FIFO (First In, First Out) pour 
l’accostage des navires. Ce problème combiné définit la 
quantité et la destination de chaque ordre d’entrée ou de 
sortie entre la réception, les zones de stockage et les 
postes à quai, en établissant un ensemble de routes fai-
sables entre ces trois sous-systèmes, pour garantir le 
stockage et l’expédition à temps des marchandises et la 
réduction des couts opérationnels. 
 
2.2 Littérature du LAP 
Un seul article a été trouvé dans la littérature qui traite le 
LAP. Il s’agit de (Lorenzoni et al., 2006) qui ont déve-
loppé un modèle mathématique basé sur un problème 
d’ordonnancement à ressources limitées au contexte 
multimode. Leur modèle détermine les planches des na-
vires sous une utilisation efficace des ressources por-
tuaires (postes d’accostage, chenal d’accès, etc.). Par 
conséquent, les planches proposées doivent éviter les 
arrivées simultanées ou quasi-simultanées des navires 
concurrentiels pour des mêmes ressources. Cependant, 
les auteurs ont seulement considéré l’allocation tempo-
relle de ces ressources sans considérer les contraintes 
spatiales telle la longueur des postes et des navires. En-
fin, ils ont résolu le problème avec une heuristique basée 
sur un algorithme à évolution différentielle.  
 
Dans cet article, nous étendons le BAP dans un contexte 
de ports vraquiers, pour décider à la fois de l’allocation 
des postes à quai pour tous les navires et l’allocation des 
planches pour les nouveaux navires à affréter en considé-
rant les contraintes spatiotemporelles.  
3 DESCRIPTION DU PROBLÈME 
Nous considérons un port vraquier multiquais dédié à 
l’export. La disposition retenue des quais est la disposi-
tion hybride où chaque quai est divisé en un nombre de 
postes de différentes longueurs et chaque grand navire 
peut occuper plus d’un poste, cependant, les petits na-
vires ne peuvent pas partager un même poste. Dans la 
figure 2, le grand navire 3 occupe le poste 5 composé des 
postes 3 et 4. 
 
 
Figure 2 : Quai de disposition hybride 
Chaque poste est caractérisé par une longueur, une pro-
fondeur minimale et un équipement de chargement ca-
ractérisé à son tour par une productivité. La figure 3 re-
présente un port composé de 4 quais de différentes lon-
gueurs et profondeurs (la profondeur des postes croit en 




Figure 3 : Représentation du port 
 
Tous les quais du port sont liés aux hangars de stockage 
par un système de convoyage. Ce dernier peut être divisé 
en sections composées de différents nombres de con-
voyeurs identiques et parallèles (voir figure 4).  
 
 
Figure 4 : Système de convoyage du port 
 
Chaque navire est caractérisé par une date d’arrivée pré-
visionnelle (arrivées dynamiques), une longueur, un ti-
rant d’eau, un nombre de lots de marchandises de diffé-
rentes quantités à charger dedans et un temps d’attente 
maximal en rade. Le rôle de ce dernier est d’éviter des 
solutions irréelles avec de très grands temps d’attente en 
rade. De plus il permet de réduire l’espace de solutions 
des dates d’accostage dans l’horizon de planification, ce 
qui améliore la performance numérique du modèle. Les 
nouveaux navires à affréter ont un temps d’attente en 
rade assez grand pour ne pas modifier les résultats des 
navires déjà affrétés car ces derniers sont prioritaires 
puisque leur contrat d’affrètement est déjà finalisé. Le 
temps de chargement des navires dépend de leur poste 
d’accostage. Ceci est dû à la productivité de 
l’équipement de chargement présent sur ce poste. Les 
navires sont caractérisés par leurs clauses contractuelles 
à savoir le temps de chargement contractuel et les coeffi-
cients horaires de despatch et de surestarie. Nous pre-
nons aussi en compte les contraintes techniques des na-
vires qui obligent ou interdisent l’accostage des navires 
dans des postes spécifiques. 
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Chaque lot de marchandise est caractérisé par une date 
de disponibilité et un hangar de stockage. Les lots à 
charger dans un même navire ne sont pas forcément 
stockés dans le même hangar. De plus, il est interdit de 
charger deux lots en même temps depuis un même han-
gar de stockage ou bien dans un même navire. Nous 
supposons que les lots sont chargés sans temps d’arrêt 
dans le navire et dans n’importe quel ordre. Dans la fi-
gure 5, le navire et les lots chargés dedans sont représen-
tés par des rectangles. Le navire est représenté par un 
grand rectangle qui commence à partir de sa date 
d’accostage, se situe dans la zone de son poste 
d’accostage (poste 2) et a comme longueur la somme des 
temps de chargement des lots chargés dedans. Ces der-
niers sont représentés par des petits rectangles dans le 
rectangle du navire et ont comme longueur leur temps de 
chargement avec la mention de leur hangar de stockage. 
 
 
Figure 5 : Représentation d’un navire et des lots chargés 
dedans 
 
Enfin, nous prenons en considération les contraintes liées 
aux marées. En effet, quand les navires de grande taille 
sont chargés, leur tirant d’eau dépasse le niveau de la 
mer durant les marées basses et ne peuvent pas donc 
quitter le port. Par conséquent, ils doivent attendre que la 
marée devienne plus haute afin que leur tirant d’eau soit 
inférieur au niveau de la mer. Les navires de petite et 
moyenne taille sont indépendants de la marée et peuvent 
donc quitter le port à n’importe quel moment. Par consé-
quent, nous avons défini la date de début et de fin de 
chaque marée haute durant l’horizon de planification. 
Les navires de grande taille ne peuvent donc quitter le 
port que durant ces fenêtres de temps prédéterminés. 
4 FORMULATION MATHÉMATIQUE DU 
PROBLÈME 
4.1 Notation 
Indices et Ensembles 
t Indice des périodes de temps avec un découpage 
horaire 1,...,TT . 
n Indice des navires 1,..., NN  avec 
1 2 3N N N N  et 1 2 3N N N N . 
 1 11,..., NN  : ensemble des navires déjà 
accostés ; 
 2 1 1 2N 1,..., N NN  : ensemble des 
navires déjà affrétés ; 
 3 1 2N +N 1,..., NN  : ensemble des 
nouveaux navires à affréter. 
ni  Indice des lots à charger dans le navire n 
1,..., In nI . 
p Indice des postes 1,..., PP . 
s Indice des sections composées de convoyeurs 
identiques et parallèles 1,...,SS . 
h Indice des hangars de stockage 1,...,HH . 
Paramètres 
Rt  1 si la période t se produit durant une marée 
haute, 0 sinon. 
L p  Longueur du poste p. 
Wp  Profondeur minimale du poste p. 
E pp  1 si les postes p et p  partagent un même poste 
et donc ne peuvent pas être utilisés en même 
temps, 0 sinon (exemple : dans les figure 2 et 5, 
les postes 3 et 5 partagent le poste 3). Si 
,p p  E 1.pp  
Fhps  1 si un des convoyeurs qui lient le hangar h au 
poste p appartient à la section s, 0 sinon. 
Us  Nombre de convoyeurs identiques et parallèles 
dans la section s (exemple : dans la figure 4, la 
section à droite est composée de 2 convoyeurs 
identiques et parallèles). 
H nin  Hangar de stockage du lot ni  à charger dans le 
navire n. 
K nin  Date de disponibilité du lot ni  à charger dans le 
navire n. 
An  Date d’arrivée du navire déjà affrété 2n N . 
1A 1,n n N  et 3A Kmin ,nn
i
n i n n N . 
Mn  Temps d’attente maximal en rade du navire n. 
λn  Longueur du navire n. 
Dn  Tirant d’eau du navire n. 
θ ninp  Temps de chargement du lot ni  dans le navire n 
accosté au poste p. θ ninp = le tonnage du lot ni  / 
la productivité du poste p. 
Onp  Temps de chargement du navire n accosté au 
poste p : O θ , ,n
n n
i
np npi n pI N P . 
Jn  Temps de chargement contractuel du navire n. 
Bn  Jours de planche du nouveau navire à affréter 
3n N . Ces jours sont ajoutés aux temps de 
chargement planifié et contractuel des nouveaux 
navires à affréter: O B 1np n  et J B 1.n n  
Qnp  1 si le navire n peut accoster au poste p, 0 sinon. 
ωn  1 si le navire n dépend de la marée haute en 
quittant le port, 0 sinon. 
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δn  Date de fin de chargement contractuelle du 
navire n : Aδ J 1, .n n n n N  
αn  Coefficient horaire de surestarie du navire n. 
1α 0,n n N  et 3α 1,n n N . 
βn  Coefficient horaire de despatch du navire n. 
1β 0,n n N  et 3β 1,n n N . 
Variables de décision 
nptx  1 si le navire n accoste au poste p durant la 
période t, 0 sinon. 
ni
npthy  
1 si le lot ni  stocké dans le hangar h, commence 
à être chargé pendant la période t dans le navire 
n accosté au poste p. 
nu  Entière, retard du navire n. Il s’agit du temps 
perdu par rapport au temps de planche. 
nw  Entière, avance du navire n. Il s’agit du temps 
gagné par rapport au temps de planche. 
Tableau 1 : Ensemble des notations du modèle 
 
4.2 Description des prédicats 
La variable de décision nptx  détermine : 
 Pour chaque navire déjà affrété ( 2n N ) : son poste 
d’accostage p et sa date d’accostage t.  
 Pour chaque nouveau navire à affréter ( 3n N ) : 
son poste d’accostage p et sa planche , B 1nt t . 
 
L’existence de la variable de décision nptx  est 
conditionnée par cinq conditions : 
1) Le navire n doit pouvoir accoster au poste p : 
Q 1np . 
2) La longueur du navire n ne doit pas dépasser la 
longueur du poste p : Lλn p . 
3) Le tirant d’eau du navire n ne doit pas dépasser la 
profondeur minimale du poste p : WDn p . 
4) Le navire n doit accoster après sa date d’arrivée sans 
dépasser son temps d’attente maximal en rade : 
A A Mn n nt . 
5) Le navire n dont le tirant d’eau est grand (ω 1)n  
doit quitter le poste p durant les marées hautes : 
O 1(1-ω )+ω R 1npn n t
. 
 
Les conditions logiques de l’existence de la variable de 
décision nptx  sont donc les suivantes (remarque : pour 
faciliter la lecture du modèle mathématique, chaque 
condition logique est exprimée par une notation 
 où , , ,  et 1,..., 4ba n na np npt ni pt ni h bC ) : 
0,1 , ,nptx n N  
1Q 1 λ L D W ,np n p n p npp P C  




La variable de décision ninpthy  détermine pour chaque lot 
ni  stocké dans le hangar h, sa date de début de 
chargement t dans le navire n accosté au poste p. 
L’existence de la variable de décision ninpthy  est 
conditionnée par six conditions : 
1) Les conditions 1, 2 et 3 de l’existence de la variable 
de décision nptx . 
4) Le lot ni  peut être chargé entre la date d’arrivée et la 
date de fin de traitement du navire n s’il a atteint son 
temps d’attente maximal en rade, moins le temps de 
traitement du lot : A A M O θ nin n n np npt . 
5) Le lot ni  doit être chargé dans le navire n après sa 
date de disponibilité : K nint . 
6) Le lot ni  est chargé dans le navire n depuis son 
hangar de stockage h : H ninh . 
 
Les conditions logiques de l’existence de la variable de 
décision ninpthy  sont donc les suivantes : 
0,1 , , ,ni n nnpthy n iN I  
1
npp P C , 







n ni hh hH C . 
 
En conditionnant l’existence des variables de décision 
nptx  et n
i
npthy  au respect des conditions citées ci-dessus, 
il est inutile d’introduire dans le modèle des relations de 
prises en compte de ces types de contraintes, ce qui 
améliore notablement sa performance numérique. 
 
4.3 Modèle mathématique 
Le modèle du LBAP peut être formulé comme suit : 
 
β αn n n nnMax w uN            (1) 
 




nptp t x nP T NC C        (2) 
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1 3 4 1,n
np ni pt ni hn n
i
npthp t h yP T HC C C   
          , n nn iN  I  (3) 
 
, ,nin n n nn iN  I            (4) 
 
, ,nin n n nn iN  I            (5) 
 
, ,nin n n nn iN  I            (6) 
 





npt hh y t nH T NC  (7) 
 
4 1
n n ni h npnn i pN I PC C
 





npt ht t t t y t hT T HC  (8) 
 
1 3θ 1inn n np np ni ptnn i p t t t tN I P TC C
 




snpt hh y t sH T SC  (9) 
 
1E 1pp npn pN P C
 
2O 1 1, ,np np t np tt t t t
x t p
T
T PC  (10) 
 
δ ,n n nu n N          (11) 
 
δ ,n n nw n N          (12) 
 
δ ,n n n nu w n N          (13) 
 
, 0,n nu w n N          (14) 
 
La fonction-objectif (1) maximise la somme des diffé-
rences entre les primes de célérité et les surestaries des 
navires. L’équation (2) assure que chaque navire n ac-
coste à un unique poste p durant une unique période de 
temps t. Les navires déjà accostés ont une période 
d’accostage 1t  et un poste d’accostage prédéterminé. 
L’équation (3) assure que chaque lot ni  soit chargé dans 
un unique navire n. L’équation (4) assure que le poste 
d’accostage p soit le même dans les deux variables de 
décision nptx  et n
i
npthy . L’équation (5) assure que le 
chargement du lot ni  ne puisse commencer qu’une fois 
le navire n accosté. L’équation (6) assure que le navire n 
ne puisse quitter le port qu’une fois que tous les lots sont 
chargés dedans. L’équation (7) assure que deux lots ou 
plus ne puissent être chargés en même temps dans le 
navire n. L’équation (8) assure qu’au maximum un lot 
puisse quitter le hangar de stockage h. L’équation (9) 
limite le nombre de convoyeurs à utiliser simultanément 
dans une même section de convoyeurs s. L’équation (10) 
évite le chevauchement des navires dans un même poste 
p et interdit l’utilisation simultanée de postes qui parta-
gent un même poste. Enfin, les équations (11)-(14) dé-
terminent le retard et l’avance de chaque navire n. En 
effet, si le navire accoste à un poste à forte productivité, 
son temps de chargement sera inférieur au temps de 
chargement contractuel et par la suite il sera en avance. 
A contrario, si le navire accoste à un poste à faible pro-
ductivité ou bien s’il arrive avant la date de disponibilité 
du lot qu’il doit exporter, il sera en retard. 
5 TESTS NUMÉRIQUES 
Les tests numériques ont été effectués sur un ordinateur 
avec un processeur Intel® Core™ i5-6267U CPU @ 
2.90 GHz et 2 Go RAM. Le logiciel de résolution utilisé 
est le solveur d’optimisation commercial Xpress-IVE 
sous la version 1.24.24 64 bit.  
 
5.1 Génération des données d’entrée 
Les instances des tests ont été générées en se basant sur 
un échantillon de données fourni par le Groupe OCP, 
leader mondial des produits phosphatés. Ce dernier opère 
6 quais dans le port de Jorf Lasfar, plus grand port 
minéralier de l’Afrique, pour importer le soufre et 
l’ammoniac et exporter la roche de phosphate, l’acide 
phosphorique et les engrais. L’échantillon de données 
reçu fournit des informations sur les navires qui ont 
accosté aux 2 quais dédiés au chargement des engrais 
durant l’année 2019. Chacun de ces deux quais est de 
disposition hybride et partitionné en 5 postes 
hétérogènes. Chaque poste est caractérisé par une 
longueur et une profondeur minimale. Les différentes 
caractéristiques des postes à quai sont présentées dans le 
tableau 2. 
 









1 180 13,5 2000 
2 255 14,5 2000 
3 150 15,6 1000 
4 150 15,6 1000 





6 180 13,5 2000 
7 235 14,5 2000 
8 125 14,5 2000 
9 125 15,6 2000 
10 8 9  250 14,5 4000 
Tableau 2 : Caractéristiques des postes à quai 
 
Les engrais produits par le Groupe OCP dans le site de 
Jorf Lasfar (de l’ordre de 50 types d’engrais) sont 
stockés dans 9 hangars. Tous les hangars sont liés à tous 
les postes à quai par un système de convoyage divisé en 
3 sections composées de convoyeurs identiques et 
parallèles U 2,  3,  3s .  
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Nous avons considéré 3 jeux de données de 5 instances 
chacun. Chaque jeu est caractérisé par une taille de 
navires différente N 20,  30,  40  pour un horizon de 
planification de 20 jours discrétisé en unité horaire  
T 480 h.  Un exemple du résultat du modèle est illustré 
dans la figure 6. Les jeux de données et leurs résultats 

























38 39 40 4130 31 32 33 34 35 48
Navire 1
Navire 3


























1 1 2 2 2 21 1 1 1 1 1 0 0 0 0 0 01 1 1 0 0 0 1 1 11 1 1 1 1 1
1 1 1 1 1 11 1 1 1 1 1 2 2 3 3 2 22 1 1 1 1 1 0 02 2 2 2 1 01 1 1 1 1 1
2 2 3 3 3 32 2 2 2 2 2 2 2 3 3 2 23 2 2 1 1 1 2 3 3 3 2 12 2 2 2 2 2
3
30 0 0 0 0 01 1 1 1 1 1






















0 0 0 0 0 01 1 1 1 1 10 1 1
 
Figure 6 : Exemple de diagramme de Gantt de l’accostage des navires à un quai et du chargement des lots 
5.2 Résultats des tests numériques 
Pour chaque ensemble d’instances, le tableau 5 donne le 
nombre d’instances résolues, le nombre d’instances 
résolues à l’optimum, le temps de calcul moyen en 
secondes et le gap moyen en pourcentage. Pour chaque 
instance, le temps de calcul a été limité à une heure et le 
gap a été calculé comme suit : 100 /ub lb ub , où ub 
est la meilleure borne maximale obtenue durant la limite 
de temps et lb est la valeur de la fonction-objectif qui 
correspond à la meilleure solution atteinte en nombre 
entiers.  
 










20 5 5 55.9 0 
30 5 5 72.7 0 
40 5 5 979.4 0 
Tableau 5 : Résultats des tests numériques 
Globalement, depuis les résultats, on observe que le 
temps de calcul augmente avec le nombre de navires et 
le solveur peut résoudre à l’optimum toutes les instances. 
6 CONCLUSIONS ET PERSPECTIVES 
Dans cet article, nous avons étudié le problème intégré 
de l’allocation des planches et des postes à quai dans sa 
version hybride et dynamique soumis à des contraintes 
de marées et de convoyeurs dans le contexte des ports 
vraquiers multiquais dédiés à l’export. Notre étude est 
motivée par le port de Jorf Lasfar, cependant, elle reste 
valide pour n’importe quel port vraquier sous réserve de 
modifications mineures. Un nouveau modèle linéaire en 
nombres entiers a été proposé pour résoudre ce 
problème. Sa formulation mathématique est rendue 
flexible grâce à l’usage massif de prédicats dans la 
définition du domaine d’existence des variables de 
décision.  
 
Les tests numériques montrent que le modèle proposé est 
capable de résoudre des instances de taille réelle, allant 
jusqu’à 40 navires pour un horizon de planification de 20 
jours, en un temps de calcul moyen de moins d’une 
demi-heure. 
 
Comme perspectives, une extension du modèle est 
prévue pour intégrer les décisions relatives à l’allocation 
des hangars de stockage aux décisions l’allocation des 
planches et des postes à quai en tenant compte des 
restrictions qui interdisent le stockage de deux types ou 
de marchandises ou plus dans des emplacements voisins 
afin d’éviter leur mélange. Enfin, le développement d’un 
système interactif d’aide à la décision (SIAD) est aussi 
prévu pour intégrer ces différents problèmes portuaires 
d’allocation tout en tenant compte des contraintes de 
l’amont de la chaine logistique. Ce SIAD suivrait une 
approche combinant l’optimisation et la simulation. 
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13ème Conférence Francophone de Modélisation, Optimisation et Simulation- MOSIM’20 – 12 au 14 novembre 2020 - 
Agadir – Maroc « Nouvelles avancées et défis pour des industries durables et avisées »
 Un projet de conception ou d'aménagement de bâtiment industriel inclut généralement une étude 
d'implantation des espaces et des postes de travail. Le plan d'implantation qui en résulte a un impact important sur 
l'organisation et les futures conditions de travail. Dans la pratique, les surfaces d’usage nécessaires aux accès et aux 
circulations des personnes et des moyens de manutention ne sont pas toujours prises en compte ; Cela est d’autant moins 
évident dans un contexte d’évolution des systèmes de production qui implique une réorganisation de plus en plus fréquente 
des espaces de travail. Cet article propose une approche de détermination des besoins en surface lié à l'utilisation des 
équipements de travail. L'objectif est de prévoir l'ensemble des surfaces d'usage afin de réduire les risques liés aux 
contraintes d'espace (postures contraignantes, effort important) dans les projets de conception ou de réaménagement de 
locaux. Une analyse comparative de deux méthodes pratiques est présentée, celles dite de "Guerchet" et "0+5+X". Quatre 
cas d'applications industrielles sont utilisés pour illustrer la démarche. 
Dimensionnement, espace de travail, implantation, santé et sécurité, conception
le volume assigné à une ou plusieurs per-
sonnes dans un système de travail pour accomplir la 
tâche. Autrement dit, l’espace de travail est la surface au 
sol et la hauteur nécessaire pour le développement des 
activités de travail
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3.2.1 Méthode de Guerchet   
- Les équipements secondaires sont-ils compris dans la 
surface propre ? Ou dans la surface de stockage ? 
- Le nombre d’accès (N) est-il exclusivement lié opéra-
tions principales ou également aux autres activités telles 
que la maintenance et le nettoyage ? 
- La valeur du coefficient K permettant de définir la sur-
face d’évolution est-elle pertinente ?
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3.2.2 Méthode « 0+5+X Planning model » 
- Comment calculer la surface pour les accès ? Est-elle 
adaptée aux activités des opérateurs ? 
- Comment dimensionner la surface de stockage?
- Le calcul de la surface des allées de circulation est-elle 
adaptée aux activités des opérateurs ? 
3.2.3 Comparaison des deux méthodes 
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DE LA SIMULATION A EVENEMENT DISCRET AU MACHINE 
LEARNING POUR LA CHAINE LOGISTIQUE 
Rachid BENMOUSSA 
ENSA Marrakech, Université Cadi Ayyad, benmoussa.ensa@gmail.com 
RESUME : Cette article cherche essentiellement à découvrir si le Machine Learning (ML) peut mieux résoudre les 
problèmes d’aide à la décision de la Supply Chain (SC) par rapport à la simulation à événement discret. Il propose 
ainsi une étude comparative basée sur l’analyse des convergences, des divergences ainsi que des complémentarités des 
deux approches. Il s’appuie enfin sur un cas académique pour illustrer les différents propos issus de cette comparaison. 
Plusieurs résultats découlent de cette étude. Tout d’abord, le ML ne peut pas traiter tous les problèmes d’aide à la 
décision dans le contexte de la SC. Ensuite, dans le cas ou le modèle est connu, les deux approches sont exploitables 
toutes les deux avec des avantages et des inconvénients, mais elles sont également complémentaires. Enfin, dans le cas 
ou le modèle est inconnu, on ne peut avoir recours à la simulation, le ML reste alors l’unique solution. 




Généralement, les chaînes logistiques (SC) opèrent dans 
un contexte de plus en plus complexe. En effet, les 
managers de la SC sont constamment sollicités pour 
gérer différentes contraintes, parfois conflictuelles en 
raison de l’ouverture des marchés, de la concurrence 
croissante, de la diversité des produits, des coûts clients, 
de la qualité, des délais, et des nouvelles exigences 
environnementales et sociales. Pour surmonter ces 
contraintes, les chercheurs ont constamment mis à 
disposition à ces managers des outils d’aide à la décision  
 
La simulation à évènement discret est l’un des outils 
classiquement utilisé pour l’aide à la décision dans le 
contexte de la supply chain. La simulation à événements 
discrets [1] est le processus consistant à décrire le 
comportement d'un système complexe comme une série 
d'événements bien définis et ordonnés et fonctionne bien 
dans pratiquement tous les processus où il y a de la 
variabilité, des ressources contraignantes ou limitées ou 
des interactions de système complexes. Elle permet 
d’évaluer les alternatives potentielles pour déterminer la 
meilleure approche pour optimiser les performances d’un 
système ; Comprendre les performances du système en 
fonction de paramètres clés tels que les coûts, le débit, 
les temps de cycle, l'utilisation de l'équipement et la 
disponibilité des ressources ; Réduire les risques grâce à 
des tests rigoureux des changements sur les processus 
avant d'engager des dépenses réelles en capital ou en 
ressources importantes ; Déterminez l'impact de 
l'incertitude et de la variabilité des paramètres clés sur 
les performances du système et évaluer les modifications 
proposées sur les processus, … 
 
Le machine Learning (ML) [2, 3, 4] est une technique 
émergente qui est de plus en plus utilisé dans tous les 
domaines et voit son introduction récemment dans le 
contexte de la supply chain à travers l’avènement du 
paradigme de l’industrie 4.0. Issue de l’intelligence 
artificielle, elle se fonde sur des approches 
mathématiques et statistiques pour donner 
aux ordinateurs la capacité d' « apprendre » à partir de 
données, c'est-à-dire d'améliorer leurs performances à 
résoudre des tâches sans être explicitement programmés 
pour chacune. Comme pour toutes les autres disciplines, 
le ML a également impacté le domaine de la SC en tant 
qu’outil d’aide à la décision. Plusieurs auteurs ont 
adressé en effet le concept d’économie digital et son 
application à la smart supply chain [5, 6, 7]. Sans être 
exhaustif, le ML a été appliqué à différentes facettes de 
la SC tels que l’automatisation de la SC [8], la Prévision 
de la demande et la gestion des approvisionnements [9, 
10, 11, 12], la sélection des fournisseurs [13, 14, 15], la 
gestion des risques liés à la SC [16], … Tout expert dans 
le domaine de la SC peut se poser alors les questions 
légitimes suivantes. Est ce que le ML peut répondre à 
tous les problèmes d’aide à la décision de la SC ? 
Qu’apporte de plus le ML par rapport aux outils 
classiques de prise de décision en particulier la 
simulation à événement discret ? est ce que le ML et la 
simulation sont similaires, contradictoires, 
complémentaires dans le contexte de la SC ? 
 
L’analyse bibliographique qui a été conduite a permis de 
détecter certains travaux qui couple la simulation en 
général au ML [15, 17]. Cependant, elle n’a pas permis 
de répondre complétement à ces questions.  Par contre, 
[18] assume qu’auparavant, il a été déclaré que la 
simulation et l'apprentissage automatique étaient presque 
opposés dans leurs logiques en termes d’entrées et du 
modèle. Avec la simulation, les entrées de variables 
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aléatoires ne sont pas connues exactement, mais le 
modèle est souvent connu exactement. Avec 
l'apprentissage automatique, les entrées sont connues 
exactement, mais le modèle est inconnu avant 
l’apprentissage. En ce qui concerne la sortie, les 
différences sont plus subtiles. Les deux donnent une 
sortie, mais la source d'incertitude est différente. En 
simulation, la principale source d'incertitude réside dans 
les entrées. Nous devons simuler à plusieurs reprises 
pour obtenir une gamme de résultats possibles et faire 
des déclarations sur les probabilités de résultat. Dans 
l'apprentissage automatique, la principale source 
d'incertitude réside dans le modèle. Lors d'une 
prédiction, le modèle n'est souvent pas certain à 100% de 
la prédiction.  
 
En définitive, l’analyse bibliographique n’a pas permis
de trouver des travaux de recherche qui ont comparé 
l’utilisation de la simulation à évènement discret et le 
ML dans le contexte de la Supply Chain. Ce papier 
cherche dans ce sens à réaliser une étude qualitative pour 
contrecarrer cette lacune. Pour ce faire, nous avons 
identifié les processus de conduite des projets de 
simulation et du ML. Nous avons ensuite comparé les 
étapes des deux processus pour ressortir les 
convergences et les divergences des deux approches. 
Nous avons également analysé la complémentarité des 
deux approches dans le contexte de la supply chain pour 
l’organisation sur stock et à la commande. Nous avons 
enfin introduit une étude de cas académique pour 
illustrer l’utilisation du ML en SC. 
2. DEVELLOPEMENT DE L’ETUDE 
2.1. Conduite d’un projet de simulation 
Un projet de simulation se déroule selon plusieurs étapes 
décrites dans ce qui suit [1]. 
2.1.1. Spécification du problème 
Cette étape consiste à définir le problème pour lequel 
nous souhaitons réaliser un projet de simulation afin de 
réaliser des prédictions. Il s’agit globalement de prédire 
un ou plusieurs paramètres d’évaluation en fonction d’un 
ensemble de paramètres d’action. 
2.1.2. Analyse de l’existant 
Cette étape comporte deux sous étapes :
La modélisation conceptuelle : Consiste à identifier 
les règles de fonctionnement du processus concerné 
par le projet de simulation et de le modéliser en 
utilisant des formalismes formels tels que UML, 
BPMN, les modèles de traitement de Merise, … 
La collecte des données : Consiste à compléter les 
règles de fonctionnement précédentes par les données 
nécessaires à la simulation. Cela nécessite la collecte 
des données réelles par la mesure ou l’observation et 
la traduction en données au format utilisé par le 
simulateur, généralement des lois de probabilités. 
Plusieurs outils informatisés pour le traitement 
statistique des données sont disponibles pour 
supporter l’analyste à réaliser cette collecte. 
2.1.3. Validation du modèle conceptuel 
Cette étape est critique car avoir une modélisation 
conceptuelle du problème erroné conduirai 
impérativement à des solutions erronées. La validation se 
fait par des tests rigoureux de comparaison entre le réel 
perçu sur le terrain et celui modélisé. Pour plus 
d’objectivité, il est souhaitable que les testeurs ne soient 
pas ceux qui ont réalisé la modélisation. 
2.1.4. Programmation du simulateur 
Cette étape consiste à traduire le modèle réalisé dans la 
phase précédente en programme de simulation. La 
connaissance parfaite des fonctionnalités du simulateur 
est nécessaire. Plusieurs simulateurs à évènement 
discrets existent dans le marché. Nous citons à titre 
d’exemple ARENA, Simul8, Witness, … 
2.1.5. Validation du programme 
Cette étape est également critique car avoir un 
programme de simulation erroné conduirait 
impérativement à des prédictions erronées. Pour réaliser 
cette validation, il faut choisir un scénario de 
déroulement du processus pour lequel nous connaissons 
ou nous pouvons obtenir des résultats réels sur le terrain. 
On simule alors ce scenario et on vérifie l’adéquation du 
résultat de simulation avec les résultats réels. 
2.1.6. Exploitation 
Une fois le programme valide, on définit l’ensemble des 
expérimentations à réaliser afin de résoudre le problème 
identifié dans l’étape 1. A ce stade, le nombre 
d’expérimentions n’est plus critique car la simulation ne 
coûte plus rien. La réalisation effective des 
expérimentations permet de ressortir le scénario qui 
résout le problème identifié. 
 




Spécification du problème 
Collecte de données, Modélisation 
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2.2. Conduite d’un projet Machine Learning 
Le Machine Learning, ou encore l’apprentissage 
automatique en français, fait partie de l’une des 
approches de l’intelligence artificielle. Le Machine 
Learning est donc une discipline scientifique centrée sur 
le développement, l’analyse et l’implémentation de 
méthodes automatisables, qui offrent la possibilité à une 
machine d’évoluer grâce à un processus d’apprentissage, 
afin d’accomplir des tâches qui auraient été difficiles, 
voire impossibles, de réaliser avec des algorithmiques 
plus classiques. Un projet machine Learning peut ne pas 
être linéaire, mais il possède un certain nombre d’étapes 
bien identifiées [2, 3, 4]. 
2.2.1. Définir le problème. 
Cette étape consiste à fixer les objectifs de prédiction du 
machine Learning. Comme l'acquisition de données est 
une étape importante car l'algorithme se nourrit des 
données en entrée, il en va de la réussite du projet, de 
récolter des données pertinentes et en quantité suffisante 
en fonction du type d’apprentissage souhaité. En effet, le 
machine Learning comporte plusieurs types 
d’apprentissage largement décrit dans la littérature [2, 3, 
4] : l’apprentissage supervisé, l’apprentissage non 
supervisé, l’apprentissage semi-supervisé et 
l’apprentissage par renforcement. 
2.2.2. La préparation et le nettoyage de la 
donnée : 
Les données recueillies doivent être retouchées avant 
utilisation. En effet, certains attributs sont inutiles, 
d’autre doivent être modifiés afin d’être compris par 
l’algorithme, et certains éléments sont inutilisables car 
leurs données sont incomplètes. Plusieurs techniques 
telles que la visualisation de données, la transformation 
de données ou encore la normalisation sont alors 
employées. 
2.2.3. La création du modèle 
Cette étape consiste à trouver le modèle de prédiction le 
plus précis vis à vis des données, d’apprentissage en 
entrainant plusieurs algorithmes sur ces données. A ce 
niveau, on distingue trois grandes typologies 
d’algorithmes : la Régression, la Classification, et le 
Clustering. [2,3,4] récapitulent quelques uns des 
algorithmes de ML les plus couramment utilisés. 
2.2.4. Evaluation de l’Algorithme 
Une fois l'algorithme d'apprentissage automatique 
entraîné sur un premier jeu de donnée, on l'évalue sur un 
deuxième ensemble de données afin de vérifier que le 
modèle ne fasse pas de sur-apprentissage. 
2.2.5. Prédiction 
Le modèle est déployé en production pour faire des 
prédictions, et potentiellement utiliser les nouvelles 
données en entrée pour se ré-entraîner et être amélioré. 
2.3. Convergence vs divergence des deux 
approches 
L’analyse de déroulement des projets de simulation et de 
machine Learning a permis de dégager les convergences 
et les divergences des deux approches. Le tableau 
suivant synthétise ce résultat. Il met en relation les étapes 
qui sont communes aux deux approches. La colonne 
observation présente les similitudes et différences des 
deux approches dans la même étape. 
 







du problème  
Définir le 
problème 
La simulation gère un type de problème unique basé sur la compréhension 
des règles de fonctionnement du système et qui peut s’assimiler à 
l’apprentissage supervisé régression du ML. 
Le machine Learning peut appréhender plusieurs types de problème 
spécifié par la nature d’apprentissage : supervisé, non supervisé, semi-
supervisé, par renforcement. 
Modélisation 
conceptuelle  - 
Le machine Learning ne cherche pas à modéliser les règles de 




et le nettoyage 
de la donnée  
Cette étape est similaire dans les deux approches. Chaque approche utilise 
des outils spécifiques. 
Le ML a besoin d’une quantité de données de loin supérieur à celle 




- Le machine Learning ne cherche pas à modéliser les règles de fonctionnement du système contrairement à la simulation. 
Programmation 
du simulateur 
La création du 
modèle 
La simulation objet de cette étude utilise un processus à évènements 
discrets. 







Les deux approches utilisent des données de test non utilisé dans l’étape de 
développement du modèle. 
Exploitation Prédiction 
Les deux approches permettent la prédiction. La simulation permet la 
prédiction similaire à celle de l’apprentissage supervisé par régression. Elle 
ne permet pas les autres apprentissages. 
 
2.4. Complémentarité des deux approches 
En général, on distingue deux grands types 
d’organisation des systèmes logistiques : Organisation 
sur stock et Organisation à la commande. 
 
Dans une organisation sur stock, les articles sont 
approvisionnés de chez les fournisseurs puis stocker en 
attendant de les expédier aux clients à la demande. Le 
stock crée dans ce cas un découplage entre le processus 
d’approvisionnement de chez les fournisseurs et le 
processus d’expédition aux clients. De ce fait, les deux 
processus sont découplés analytiquement, c.à.d. un 
approvisionnement donné n’impacte pas directement une 
expédition précise. Ils sont néanmoins couplés 
indirectement, c.à.d. que l’ensemble des 
approvisionnements impactent sans aucun doute la 
performance des expéditions. La simulation répond très 
bien à ce genre de problèmes car la collecte de données 
consiste à considérer chaque maillon isolement afin de 
ressortir ses caractéristiques et cerner son 
fonctionnement sans chercher à les lier à une étiquette 
donnée. Ces caractéristiques seront ensuite exploitées 
pour modéliser le fonctionnement global du système et 
écrire le programme de simulation qui jouera le rôle du 
modèle de prédiction. Il suffit alors de tester les 
scénarios pour trouver celui qui répond bien aux 
objectifs de l’étude. Contrairement à la simulation, le 
machine Learning, nécessiterait un jeu de données 
(étiqueté ou non) qui relie le processus 
d’approvisionnement à celui de l’expédition point par 
point. On en déduit alors que le ML ne peut pas être 
directement exploité dans le contexte des systèmes 
logistique organisé sur stock. Il peut néanmoins être 
combiné à la simulation. Dans ce cas la simulation 
fournirait les données étiquetées en grande quantité et le 
machine Learning développerait le modèle de prédiction. 
 
Dans une organisation à la commande, c’est la demande 
du client qui déclenche toutes les étapes du système 
logistique. Les processus d’approvisionnement et 
d’expédition sont alors couplés pour chaque commande. 
La simulation répond très bien également à ce genre de 
problèmes. La collecte de données se déroule de la 
même manière que dans le cas de l’organisation sur 
Stock. Dans ce contexte par contre le ML est exploitable 
du fait que le jeu de données (étiqueté ou non) qui relie 
le processus d’approvisionnement à celui de l’expédition 
point par point est disponible. De la même manière que 
pour l’organisation sur stock, le ML peut être combinée 
à la simulation dans le contexte de l’organisation à la 
commande. 
 
Cette analyse ne concerne pas des problèmes industriels 
isolés tels que la maintenance prédictive, le contrôle de 
la qualité d’une opération, la sélection des fournisseurs 
ou encore la prévision de la demande. 
 
Tableau 02 : complémentarité de la simulation et du 
ML 
 
























3. ANALYSE D’UN CAS D’ETUDE 
3.1. Spécification du Problème initial 
Rockwell Shipping Conglomerate (RSC) est un leader 
dans le transport de produits en vrac aux clients à travers 
le monde. Dans le monde d'aujourd'hui, ces produits sont 
principalement transportés par barges.  
3.2. Règles de fonctionnement : 
Les règles de fonctionnement du cas d’étude initial sont 
les suivantes : 
• R1 : Cinq types de matières sont déplacés de 5 sites 
fluviaux au port d’expédition. Ces cinq types sont le 
charbon, le gravier, le sable, le bois et les matières 
recyclables. 
• R2 : Chaque site a un taux d'arrivée quotidienne de 
matières. Ce taux horaire d'arrivée est la moyenne 
d'une exponentielle. Quand un camion de matière 
arrive, il sera d'un type de matière donné en fonction 
des pourcentages de ce site. Par exemple, s'il y a une 
arrivée à l'heure 1, alors cette matière sera l’une des 
cinq types. Seuls certaines matières sont expédiées à 
partir de chaque site.  
• R3 : Chaque type de matière sur chaque site fluvial a 
une quantité limitée d'espace en tonnes métriques sur 
le site donné. S'il n'y a pas assez d'espace, le camion 
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devra attendre jusqu'à ce qu'il y ait suffisamment 
d'espace pour son type de matière. 
• R4 : La tâche principale de chaque site de la rivière 
est de charger ses barges dédiées avec la matière et 
les envoyer à l'installation d'expédition.  
• R5 : On suppose que les barges transportent un seul 
type de matière à la fois. Chaque barge peut contenir 
jusqu'à 5 tonnes métriques. Une barge tentera de 
charger la matière qui a le plus grand inventaire.  
• R6 : Les barges chargées sur chaque site de la rivière 
ont différents temps de transit à l'installation 
d’expédition, il dépend de l'emplacement du site sur 
la rivière.  
• R7 : Chaque site de la rivière n'a qu'un seul poste 
d'amarrage pour le chargement du matériel sur la 
barge. 
• R8 : Les installations de traitement et d'expédition ne 
sont pas une contrainte dans le système. Le temps 
pour qu’une barge effectue un voyage à l'installation 
d’expédition, décharger, et revenir au site fluvial est 
considéré comme un retard en raison de manque de 
données détaillées. Le travail n’est pas une contrainte 
sur les sites de la rivière ou l'installation d'expédition. 
 
La demande pour les matières premières et recyclées a 
poussé la RSC de prendre en considération l'impact 
d'une augmentation de 50% de l'arrivée des produits à 
chacune de ses 5 sites fluviaux sur la rivière Limlight 
vers les installations d’expédition et de traitement à 
l'embouchure de la rivière. 
3.3. Collecte de données 
Les paramètres d’actions identifiés dans ce problème 
sont présentés dans ce qui suit : 
1. Taux moyen d’arrivée pour chaque site fluvial 
2. Tonnes métriques par arrivée 
3. Pourcentage de matière pour chaque type de minerai 
4. Temps de déchargement de la matière à chaque site 
fluvial 
5. Temps de chargement pour une barge à chaque site 
fluvial 
6. Temps de transit aller-retour de chaque site fluvial 
aux installations d’expédition et de retour sur le site 
fluvial 
7. Nombre actuel de barges par site fluvial 
8. Un « instantané » initial de l'inventaire actuel des 
matières de chaque site fluvial pour chaque type de 
minerai 
9. Niveau d'inventaire maximal sur chaque site pour 
chaque type de matière 
 
Les paramètres d’évaluation considérés pour trouver des 
solutions à ce problème sont présentés dans ce qui suit : 
• Le temps d’attente des camions pour décharger la 
matière 
• La file d’attente des camions aux postes de 
déchargement de la matière 
• Le taux d’occupation des barges 
3.4. Analyse de l’applicabilité de la simulation / 
Machine Learning 
Le tableau 3 présente divers scénarios (Si) que l’on peut 
étudier par simulation et/ou ML.  Ceux-ci sont issus du 
cas d’étude initial et se situe au niveau de la SC globale 
ou d’un des maillons de cette chaine. Le tableau montre 
pour chaque scénario, les solutions que l’on peut adopter 
en fonction de la connaissance ou non des règles de 
fonctionnement R1, R2, …, R8 présentées ci-dessous. 
Conclusion  
Dans ce papier, nous nous sommes posé les questions 
suivantes : Est ce que le ML peut répondre à tous les 
problèmes d’aide à la décision de la SC ? Qu’apporte de 
plus le ML par rapport aux outils classiques de prise de 
décision en particulier la simulation à événement 
discret ? est ce que le ML et la simulation sont 
similaires, contradictoires, complémentaires, …, dans le 
contexte de la SC ? L’étude que nous avons conduit a 
révélé plusieurs résultats. 
 
Tout d’abord, le ML ne peut pas traiter tous les 
problèmes d’aide à la décision dans le contexte de la SC. 
Nous avons en effet démontré que dans le cas d’une 
organisation sur stock, il est impossible d’obtenir un jeu 
de données (étiqueté) qui relie les entrées aux sorties, 
même avec l’existence d’un système d’information 
performant. 
 
Dans le cas ou le modèle est connu, il n’y a pas un 
problème que l’on peut traiter avec le ML et que l’on ne 
peut pas traiter avec la simulation à événement discret. 
Cependant, le principal intérêt du ML par rapport à la 
simulation réside dans le traitement des problèmes ou la 
modélisation de la SC se trouve complexe voire 
impossible. Mais le revers de la médaille est que le ML 
nécessite la disponibilité des jeux de données importants, 
ce qui peut également entraver son utilisation. D’un 
autre coté, la simulation ne peut pas aboutir au scénario 
optimal tout au contraire du ML qui permet d’aboutir à 
une fonction de prédiction que l’on peut optimiser. 
Quand le modèle est inconnu, on ne peut avoir recours à 
la simulation. Le ML est alors l’unique solution. 
 
En conclusion, la logique du ML et la simulation sont 
différentes certes, mais ils ne sont pas contradictoires. 
On peut les utiliser en effet de manière complémentaires 
dans le contexte de la SC quand le modèle est connu. La 
simulation permettrait alors de générer un nombre 
suffisant de jeux de données pour permettre au ML de 
déterminer la fonction de prédiction. 
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ABSTRACT: We propose a supply chain network design model focusing on the interactions between logistic
and financial considerations. From the logistic point of view, this model determines the optimal location of
production facilities and the assignment of these facilities to customers. From the financial point of view, it
plans logistics decisions such that a financial indicator is maximized. We propose to use the Adjusted Present
Value (APV) as the objective function.
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1 INTRODUCTION
Supply Chain Network Design (SCND) aims at opti-
mizing strategic decisions such as ”where”and ”when”
to locate facilities. It also determines the capacity of
facilities and product flows in logistics networks. The
primary goal in classical SCND models is to maximize
the profit or, equivalently, to cut logistics costs.
In this paper we focus on the interactions between
the logistic and financial considerations in SCND. At
least two financial impacts must be studied. The
first one concerns the funding of logistics decisions.
There are several means to finance big investment
over a long term horizon. This funding may use inter-
nal financial resources that the company accumulated
prior to the investment. In this case, the investment
decision must be anticipated. It can also be financed
by borrowing. These two funding levers modify the
financial structure of the company and, subsequently,
some of its financial ratios. This may have a consid-
erable impact on the future value of the company.
The importance of incorporating financial consider-
ations into strategic decisions, in particular supply
chain management decisions, has been reported many
times in the literature. Shapiro (2004) discusses the
links between supply chain, demand, and corporate
financial decisions at the strategic level. He men-
tions the strong interaction between the financial fac-
tors and the strategic planning of firms and organi-
zations. In the context of closed-loop supply chain
network design, Ramezani et al. (2014) mention that
the majority of studies consider the financial aspects
as endogenous variables, and only very few studies
consider these aspects as exogenous variables used in
constraints and in the objective function. It is strik-
ing to see that financial considerations are very often
considered in the literature as side constraints, but
are never in the core of the decision model. The goal
of this paper is to fill this gap by proposing a mathe-
matical model for the joint optimization of the supply
chain network design and of the firm’s value.
2 FINDING A RELEVANT FINANCIAL
OBJECTIVE FUNCTION
2.1 Capital structure optimization
The question of defining the optimal capital struc-
ture (Modigliani and Miller, 1963) refers to the debt
over equity ratio. This question arises when large in-
vestments must be decided, which is exactly the case
in strategic supply chain management decisions. The
corresponding large investments can be financed by
the equity and by the debt. In the first case, the
necessary funds are supported by the shareholders or
generated by the firm’s activities. In the second case,
they are borrowed from banks and financial institu-
tions. The most significant incentive of debt financ-
ing, called tax shield benefit (TSB) is related to the
corporate income tax system. Given that the interest
expenses associated with the debt are tax-deductible,
the TSB is proportional to the corporate tax rate as
well as the amount borrowed to the bank. It is thus,
easy to calculate.
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The main risk of debt financing is the possibility
of bankruptcy if a firm is unable to repay debts.
There is a vast literature dedicated to the evalua-
tion of bankruptcy cost. We consider the expected
bankruptcy cost, which combines an estimation of the
cost of bankruptcy, denoted BC and the probability
π of going bankrupt. The expected bankruptcy cost
EBC is estimated as follows (Damodaran, 2012):
EBC = π ×BC.
The valuation of the bankruptcy cost BC follows the
model of Leland (1994). Let UV represent the unlev-
ered value of the firm, i.e. its value under all-equity
financing. When bankruptcy occurs, a firm loses a
fraction 0 ≤ β ≤ 1 of its unlevered value. Then,
BC = β × UV.
Myers (1984) introduced the trade-off theory, in
which the TSB is balanced by the dead-weight
bankruptcy cost. According to this theory, there is
a debt to equity ratio, driving the firm to its maxi-
mum value.
This mechanism is illustrated by Figure 1. When the
debt level increases (horizontal axis), both the value
of TSB and BC increase. It is assumed that the tax
shield, represented by the black solid line increases
roughly linearly, while BC is nonlinear. Thus, the
firm’s value (represented by the blue curve) first in-
creases, then reaches an optimal value and then de-
creases. The highest point of the firm’s value curve
helps determine the optimal debt value.
2.2 Z-score
The Z-score is an econometric scoring tool, developed
in the late 60s (Altman, 1968; Beaver, 1968), used in
decisions to grant credit limits. It is one of the most
popular bankruptcy predictors for companies and or-
ganizations. Its main use is to establish a probability
of default at 2 years on the basis of 5 financial ra-
tios. We use the following Z-score formula for private
manufacturing companies:
z = 0.717X1 + 0.847X2 + 3.107X3+
0.420X4 + 0.998X5, (1)
where X1 is the Working capital/Total assets ratio,
X2 is the Retained Earnings/Total assets ratio, X3 is
the Earnings Before Interest and Taxes (EBIT)/Total
assets ratio, X4 is the Book value of equity/Book value
of total liabilities ratio and X5 is the Sales/Total As-
sets ratio.
The primary goal of the Z-score is to predict
bankruptcy. Its value can be converted to a prob-
ability π of bankruptcy with a logistic function (see,






2.3 Adjusted Present Value (APV)
Let us first recall the definition of the Net present
Value (NPV). It is defined as the value of a project’s
future cash flows (positive or negative), translated
into today’s money i.e., the difference between a
project’s value and its costs over time. Given a set
T of time periods, the values of the profit and fixed






is used as an objec-
tive function in numerous SCND papers, especially
in models describing real-life applications or complex
supply chains.
The Adjusted Present Value (APV), proposed by My-
ers (1974) is mainly used for the valuation of invest-
ment projects. Practically, it is calculated as follows:
APV = NPV + TSB − EBC. (3)
The main principle of the APV is to adjust the un-
levered value of the firm by considering the debt ef-
fect. The total enterprise value equals the sum of the
values of the operating assets plus the present value
of debt tax shields. The main contribution of our
mathematical model is to adopt APV as the objec-
tive function in a classical SCND model, instead of
classical cost based objective functions, so as to max-
imize the overall firm’s value.
3 PROBLEM SETTINGS AND MATHE-
MATICAL FORMULATION
3.1 Problem statement
We consider a supply chain consisting of a set I of cus-
tomers delivered from a set J of potential production
centers belonging to the same company. Customers’
locations and demands are known and considered de-
terministic over a time horizon T decomposed in dis-
crete time periods, typically years. We also define
T ∗ = T\{0}. The main goal of the SCND problem
is to select a subset of production centers among the
whole set J and to assign customers’ demand to these
production centers, at each time period, so as to max-
imize the adjusted present value of the company.
Satisfying customers’ demand requires a certain num-
ber of logistic decisions: opening production facilities,
setting production levels and carrying the goods from
facilities to customers. The mathematical model pre-
sented in this section aims at determining the list of
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Figure 1 – Trade-off theory for the determination of the optimal debt value
candidate facilities selected, and the product flows
from these facilities to customers at each time period,
in order to maximize an objective function based on
both financial and logistic goals. Since one of the
main goals of this paper is to show the interactions
between logistic and financial decisions, we adopted
a set of simple logistic rules that are not too con-
straining. We assume that there is no closing option
for the facilities. In other words, once a facility is
selected, it will stay open until the end of the time
horizon. The generalization of this work to a network
with both opening and closing options does not raise
theoretical difficulties.
The main assumption is that it is not mandatory to
serve every particular customer’s demand. This can
be justified by at least two reasons. First, some cus-
tomers may be simply too far from production cen-
ters, so that delivering them would result in a loss
of money. Second, enforcing the delivery to all cus-
tomers would generate unrealistic solutions in which
large fixed cost would be paid to open facilities that
deliver only a few customers. We do not impose any
single sourcing constraint: customers can be deliv-
ered from distinct facilities at distinct periods. How-
ever, no partial satisfaction of a particular customer’s
demand is authorized. Moreover, if a customer’s de-
mand is satisfied within a given time period, then it
must be satisfied again in all subsequent time peri-
ods. Unsatisfied customers’ demands are simply lost
; back-orders are not authorized. For each time pe-
riod, the fraction of the total demand that is satisfied
is called fill rate.
All supply chain operations have a potentially large
cost that must be financed with either debt or equity.
Companies generally mix debt financing and equity
financing. Thus, for a given decision, the amount to
be borrowed to banks and the duration of repayment
varies with respect to this mix. We define a set B of
available bank offers. Each bank offer is modeled by a
tuple containing the maximum amount of money that
can be borrowed, an interest rate and a repayment
duration.
Incorporating financial decisions into an SCND prob-
lem amounts to select a subset of candidate bank offer
and optimize the financial flows of the company. The
objective function of the optimization problem con-
sidered is to maximize the firm’s value at the end of
the time horizon, where the APV described in sec-
tion 2.3 is used as a proxy for the firm’s value. We
consider only two modes for financing supply chain
strategic decisions: equity (using the available cash
accumulated in previous periods) and debt (selecting
bank offers). This study does not consider capital in-
crease, which decision depends on strategic objectives
that can hardly be modeled by mathematical models.
Moreover, our decision making framework does not
consider any decision at the tactical or operational
decision levels. The next sections detail the proposed
MILP formulation. Section 3.2 describes the variables
and constraints related to logistic decisions. Section
3.3 does the same for financial decisions. Section 3.4
describes the calculation of the APV.
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3.2 Logistic constraints
For any j ∈ J and t ∈ T , the binary variables yjt
equal 1 if the facility j ∈ J is selected at period t ∈ T ,
and 0 otherwise. As mentioned before, once a facility
is selected, it cannot be closed later. Besides, the
number of facilities selected is bounded above by a
number Jmax. These assumptions are modeled by
constraints (4) and (5).
yj,t−1 ≤ yjt ∀j ∈ J, t ∈ T ∗ (4)
∑
j∈J,t∈T∗
yjt − yj,t−1 ≤ Jmax (5)
Constraints (6), (7), (8) and (9) are related to the
delivery of customers. Due to different trade rules
between geographical areas as well as various logistic
constraints, it might be practically impossible to de-
liver some customers from some facilities. Thus, we
introduce the binary notation vij which is set at value
1 if the customer i ∈ I can be delivered by the facil-
ity j ∈ J . Moreover, we denote by qijt the quantity
delivered by facility j ∈ J to customer i ∈ I at time
period t ∈ T .
With these notations, constraints (6) set qijt to 0 if
customer i ∈ I cannot be served by facility j ∈ J
or if facility j ∈ J is not operating at period t. The
binary variables θit take value 1 if customer i ∈ I is
served at period t ∈ T , and 0 otherwise. Constraints
(7) calculate the total quantity delivered to each cus-
tomer. It is either 0 (when θit = 0) or the value of
the customer’s demand.
According to the constraints (8), once a customer is
served, it will be served at all subsequent periods.
The capacity constraints (9) enforce the total quan-
tity shipped by one facility j ∈ J to be at most equal
to its capacity kj . Note that with these constraints,
one can model several possible sizes of facilities, by
setting several candidate facilities, with distinct ca-
pacities, at the same location.
qijt ≤ vij dit yjt ∀i ∈ I, j ∈ J, t ∈ T ∗ (6)
∑
j∈J
qijt = dit θit ∀i ∈ I, t ∈ T ∗ (7)
θit ≥ θi,t−1 ∀i ∈ I, t ∈ T ∗ (8)
∑
i∈I
qijt ≤ kj yjt ∀j ∈ J, t ∈ T ∗ (9)
The constraints (10)–(13) calculate the costs related
to the manufacturing and transportation of goods.
Each candidate facility j ∈ J has a fixed cost fj ,
which is paid once when the facility is selected, as
well as the processing cost μj for each unit of product
processed by this facility. We consider a unit trans-
portation cost w. Without loss of generality, it is the
same in the whole network. The distance distij be-
tween two locations j ∈ J and i ∈ I is denoted as
distij .
Constraints (10) calculate the total processing cost
ProcCostt at time period t ∈ T by summing the pro-
cessing costs at every production center. Constraints
(11) give an estimate of the total transportation cost
TrnCostt at period t ∈ T . Constraints (12) com-
pute the sum of the fixed cost of selected candidate
locations. Finally, constraints (13) calculate the to-
tal amount of logistic expenses Expt at time period







qijt ∀t ∈ T ∗ (10)










fj × yjt ∀t ∈ T ∗ (12)
Expt = ProcCostt + TrnCostt
+ FixedCostt ∀t ∈ T ∗ (13)
Considering a selling price pi to customer i ∈ I, the







pi × qijt ∀t ∈ T ∗ (14)
3.3 Financial constraints
In this section, we present the financial constraints
that relate to debt, equity, or a combination of both.
3.3.1 Debt Financing
Debt refers to the money borrowed to financial insti-
tutions on certain conditions subject to return. We
consider a set B of bank offers, each of them con-
sisting of an upper bound Zb on the amount bor-
rowed, a duration Nb (in years) of reimbursement,
an interest rate αb. The variables Borrowbt rep-
resent the amount of bank offer b borrowed at pe-
riod t. If some bank offer b ∈ B is activated at pe-
riod tb, then the reimbursement period is the interval
[tb + 1, tb + Nb]. The amount of bank offer b repaid
at period t ∈ [tb + 1, tb +Nb] is denoted Repaybt.
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The constraints (15) introduce the upper bounds
Zb while the constraints (16) calculate the value of
Repaybt for each bank-offer and each period of in-
terest, with the corresponding financial mathematics
formula.
Borrowbt ≤ Zb, ∀b ∈ B, t ∈ T ∗ (15)
Repaybt =
Borrowbtb αb (1 + αb)
Nb
(1 + αb)Nb − 1
∀b ∈ B, t ∈ [tb + 1, tb +Nb] (16)
We define Dbt as the current debt associated with
bank offer b ∈ B at time period t ∈ T\{0}. Given the
interest rate αb, the value of the interest at period t is
given by constraints (17). The constraints (18) model
the calculation of the current value Dbt of the debt
related to bank offer b at period t. It is the value at
the preceding period, augmented by the interest Ibt
as well as the possible additional amount borrowed,
and decreased by the amount repaid. In constraints
(19), we define the total debtDebtt of the company at
period t. Constraints (20) state that this total debt
should not exceed some maximal level MaxDebt.
Ibt = αb Db,t−1 ∀b ∈ B, t ∈ T ∗ (17)
Dbt = Db,t−1 + Ibt +Borrowbt −Repaybt




Dbt ∀t ∈ T (19)
Debtt ≤MaxDebt ∀t ∈ T (20)
3.3.2 Equity Financing
Equity refers to the money supported by shareholders
and also a portion of the generated revenues plowed
back into the company after paying out the expenses
as well as the shareholders’ dividends. Assuming that
there is no possibility of capital increase, equity is de-
fined in the form of internal funds. Internal funds,
which are used to be invested for the firms’ long-term
purposes, are a portion of cash left over for the com-
panies. Thereby, internal funds at period t ∈ T , IFt,
are restricted by the available cash at the end of the
preceding period, Casht−1, as stated in constraints
(21)
IFt ≤ Casht−1 ∀t ∈ T. (21)
In order to introduce constraints related to cash man-
agement, we first define intermediate notations in
equations (22) to (26). First, the depreciation repre-
sents a yearly decrease of tangible assets’ value over
time. There are different methods to depreciate the
firm’s assets. Following Láınez et al. (2007), we im-
plement the straight-line approach to calculate the
depreciation of each facility j ∈ J as a function of
its initial value, IVj , salvage value, SVj , and lifetime,




∀j ∈ J (22)
Constraints (23) define the yearly changes in the value
of the fixed asset, ΔFAt. It results from the open-





(oj(yjt − yj,t−1)−Depj × yj,t−1)
∀t ∈ T (23)
The net changes in debt liabilities due to the bank at





(Borrowbt −Repaybt + Ibt)
∀t ∈ T (24)
In constraints (25), the Earning Before Interest and
Taxes (EBIT) at period t ∈ T , denoted EBITt, is the
difference between the firm’s revenues and expenses
(before interest and tax) at period t ∈ T . A depreci-
ation factor is considered for all open facilities.




Depj × yj,t−1 ∀t ∈ T (25)
In constraints (26), NOPATt expresses the net oper-
ating profit after taxes of period t ∈ T . By definition,
it is obtained by subtracting the interest expenses
from the EBIT at period t ∈ T , and then multiplying
the result by the term (1− τ), where τ is the firm tax
rate.
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∀t ∈ T (26)
At the strategic decision level, the level of cash at pe-
riod t ∈ T , Casht, is a function of available cash at
the end of the preceding period, Casht−1, net oper-
ating profit after tax, NOPATt, net changes in long-
term investment, ΔFAt, and net changes in long-
term liabilities, ΔLibt. Constraints (27) represent the
above-mentioned relation.
Casht = Casht−1 −ΔFAt+
NOPATt +ΔLibt ∀t ∈ T (27)
Constraints (28) explain how facility location decision








∀t ∈ T (28)
3.4 Objective function
The objective function to be maximized is the Ad-
justed Present Value (APV), briefly introduced in
equation (3). The detailed formulation of APV is













− π × BC (29)
The first term of this objective function is based on
the Future cash flows (FCFt), that measure the firm’s
ability to generate cash. In other words, FCFt is
defined as the difference between both operating and
non-operating cash inflows and outflows. Constraints
(30) indicate how to calculate this indicator.
FCFt = (1− τ)EBITt −ΔFAt
∀t ∈ T, (30)
In equation (29), the parameter rE represents the cost
of equity.
The second term of the objective function repre-
sents the net present value of the Tax Shield Bene-
fit (TSB). The last term is the Expected bankruptcy
Cost (EBC), which mainly depends on the Z-score
value. The following set of equations defines the Z-
score components listed in section 2.2.
The total assets for every period t ∈ T , denoted TAt,
is expressed by constraints (31). They include the
cash at period t and the book value at period t ∈
T , which is calculated as the accumulated changes in
fixed assets value, ΔFAt, from period 1 to t.
TAt = Casht +
t∑
t′=1
ΔFAt′ ∀t ∈ T (31)
The retained earnings are defined as the net income
left over for the company after distributing the div-
idends to its shareholders. With regards to ignor-
ing the capital expenditures, no dividends are consid-
ered. Therefore, REt, which represents the value of
retained earnings at the period t, is simply obtained
using the constraints (32).
REt = REt−1 +NOPATt ∀t ∈ T (32)
The book value of equity equals the sum of the re-
tained earnings and the paid-in capital by the share-
holders. However, ignoring capital expenditure, BEt,
which is the book value of equity at period t ∈ T is
represented by the constraints (33).
BEt = REt ∀t ∈ T (33)
The book value of liabilities, BLt, is defined as the
portion of long-term debts due to the bank at period






(Borrowbt′ −Repaybt′ + Ibt′)
∀t ∈ T (34)
Finally, the sales, at period t ∈ T are directly given
by the variables Revt defined by the equation (14).
Note that the Z-score components used in the math-
ematical model (X2 = REt/TAt, X3 = EBITt/TAt,
X4 = BEt/BLt and X5 = Revt/TAt) are all nonlin-
ear. The linearization of these ratios is fully detailed
in Rezaei et al. (2020).
4 NUMERICAL EXPERIMENTS
This section presents the computational experiments
conducted to evaluate the performance of the pro-
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posed mathematical model. To this aim, we gener-
ated a set of instances. The number of customers in
these instances is between 60 and 180, and the num-
ber of candidate facilities is always 10% of the number
of customers. Extensive details about the data gen-
eration can be found in Rezaei (2020).
FCF is used as an objective function in many SCND
models. Thus, the impact of handling financial indi-
cators in our model is highlighted through a compar-
ison between the results of APV maximization and of
the FCF maximization. Concretely, we compare two
models: (i) a restricted model whose objective func-
tion is
∑
t FCFt and where the only equity financing
constraints considered are those related to FCFt and
(ii) an exhaustive model whose objective function is
the APV and with all constraints considered.
For each instance, the network configurations ob-
tained under FCF and APV maximization are shown
in Table 1. The first column of the table repre-
sents the instance name, built from the number of
customers and the coordinates pattern (R=random,
C=clustered). The next five columns detail the list
of facilities opened at each time period. The eight
column represents the fill rate reached in the final
period. In order to compare the FCF– and APV–
driven solutions, we have a posteriori calculated the
APV corresponding to solution obtained under FCF
maximization. The percentage indicated in the ninth
column represents the gap between both APVs.
To get a more detailed picture of the model’s deci-
sion mechanism, Figures 2 and 3 present the optimal
network configurations for instance 150-C, obtained
under FCF or APV maximization, respectively.
The map represented in Figures 2 and 3 is divided
into 3 markets standing for different economic param-
eters. The markets are represented by different colors.
As presented in table 1, maximizing FCF amount to
open facilities 1,4,7 and 11 at period 1, facility 14 at
period 2 and facility 8 at period 4. Maximizing APV
amounts to select the same facilities at different time
periods. The first reason for this difference is the im-
pact of the tax shield benefit, which is higher in APV
maximization. After opening facilities 1,4 and 11 at
period 1, the company has used almost all its debt
capacity. It still can open facility 7 in the first period
using equity financing or open facility 7 at a later
period using a larger debt capacity. The same mech-
anism explains the more gradual network expansion
under APV maximization.
The second reason is the time value of money, which is
ignored by FCF. Opening facility 7 at period 2 rather
than at period 1 as well as opening facility 14 at pe-
riod 3 rather than at period 2 leads to a lower fill
rate (we recall that the firm is nonsensitive to the
consumer’s behavior and that no back-order cost is
Figure 2 – Instance 150-C: network under FCF max-
imization
Figure 3 – Instance 150-C: network under APV max-
imization
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Instance
Objective Open Facilities Fill Firm value
function t=1 t=2 t=3 t=4 t=5 Rate gap
60-R
FCF 1,3 6 84%
8.5%
APV 1 6 50%
60-C








FCF 3,6 2 73%
3.5%
APV 3,6 2 72%
120-R
FCF 3,4,9 8 10,12 91%
2.5%




APV 2,4,5,12 6 97%
150-R
FCF 6,7,10,11,14 3 89%
3.5%
APV 6,7,10,11,14 3 87%
150-C
FCF 1,4,7,11 14 8 84%
11%




APV 2,3,5,11,16 12 74%
180-C
FCF 7,9,11,14,18 13 85%
4%
APV 7,9,11,18 13 73%
Table 1 – Network configuration under FCF and APV
assumed for unsatisfied customers), higher tax shield
benefit and lower investment value due to the time
value of money.
5 CONCLUSION
In this paper, we proposed an extension of traditional
supply chain network models, driven by financial con-
siderations. We propose to use the Adjusted Present
Value (APV) as a performance indicator and show
that this indicator enables decision makers to find a
trade-off between logistic and financial priorities. The
mathematical model is tractable by state of the art
mixed integer linear programming solvers for realis-
tic sizes of instances, opening perspectives for real-
life applications. The numerical experiments show
that using APV instead of traditional indicators does
not bring considerable changes in the final configu-
ration of the supply chain, but modifies its temporal
implementation and can increase the firm value up
to around 10%. Besides, focusing on the firm value
rather on logistic costs tends to decrease the fill rate,
i.e. the satisfaction of customers’ demand. Further
research could aim at investigating the trade-offs be-
tween the interest of various suply chain stakeholders.
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RESUME : Dans ce travail, on cherche à optimiser conjointement la planification de la production, la maintenance et 
la gestion des pièces de rechange. L’objectif de notre modèle est de déterminer, pour chaque période de production, le 
nombre optimal d'éoliennes à faire fonctionner, ainsi que le taux de production d’énergie et le niveau de stock. En 
outre, notre modèle permet de planifier des actions de maintenance préventives durant un horizon donné a fin de 
réduire le taux de défaillances des éoliennes et en même temps d’optimiser les pièces de rechange en tenant compte de 
la croissance de dégradation des éoliennes en fonction de leurs taux de production et du temps.  
 
MOTS-CLES : Politiques de maintenance, Fiabilité des systèmes, Gestion de production, pièces de rechange, 
fonctionnement de l'éolienne.  
 
1 INTRODUCTION 
        Améliorer la situation des parcs éoliens, nécessite de 
minimiser les coûts et maximiser la satisfaction de la 
clientèle. Ces deux objectifs ne peuvent être atteints sans 
une bonne gestion. 
Dans ce contexte, de nombreuses recherches ont été me-
nées dans le domaine industriel sur les pièces de rechange 
et l'optimisation de la planification de la maintenance 
comme solution pour minimiser les coûts et se prémunir 
contre une importante compétitivité. Dellagi et al (2020) 
ont développé un modèle d'analyse afin de déterminer un 
plan de maintenance intégré optimal et une gestion des 
pièces de rechange pour un système de fabrication consti-
tué d'une seule machine. Huang et al 2008 ont proposé un 
modèle de politique de remplacement par blocs et d'exa-
men périodique des stocks de pièces de rechange où le dé-
lai d'approvisionnement est aléatoire. Une telle optimisa-
tion peut être plus efficace si l'on considère la dégradation 
des machines dans le temps tout en planifiant des actions 
de maintenance. Pour l'énergie éolienne, Hajej et al 2017 
ont effectué une maintenance intégrée liée aux éoliennes 
" production d'énergie ". 
Pour L'interaction production/maintenance diverses re-
cherches ont été effectuées pour traiter le problème de 
l'optimisation de la production conjointe et de la mainte-
nance en considérant le cas de nombreuses machines. 
Dans ce contexte, on peut mentionner le travail de abdel-
rahim et vizvari (2016) qu'il était basée sur l'optimisation 
simultanée du flux de la production et de la maintenance 
préventive. Ce travail prend en compte l'interaction entre 
les deux services. 
Dans notre cas, nous avons développé des stratégies de la 
maintenance intégrée à la production et de la gestion des 
piéces de rechange d’un parc eolien. Le principal résultat 
de notre modèle est qu'il permet de déterminer, pour 
chaque période de production, le nombre d'éoliennes 
fonctionnelles, la répartition de la production sur les ma-
chines nécessaires ainsi que le niveau des stocks. En outre, 
notre modèle permet de planifier la gestion des pièces de 
rechange et les actions préventives dans le temps et de se 
prémunir contre les défaillances imprévues, et ce en tenant 
compte de la dégradation des machines. 
2 PROBLEMATIQUE ET DESCRIPTION 
GENERAL 
Dans ce travail, nous soulevons le problème de l'optimi-
sation conjointe de la planification de la production 
d’énergie et de la maintenance des parcs éoliens. Qui sont 
considérés comme des sites de production sensibles car 
leur production dépend principalement de la vitesse du 
vent qui est considérée comme une variable aléatoire. Par 
conséquent, la fiabilité de chaque éolienne est un facteur 
déterminant pour le succès de l'investissement dans l'éner-
gie éolienne. Notre objectif est de satisfaire une demande 
d'électricité aléatoire sous un taux de service donné où 
tous les coûts de production, de stockage et de mainte-
nance sont minimisés. 
Il convient également de mentionner que le système est 
composé de nombreuses éoliennes identiques montées en 
parallèle. Le nombre d’éoliennes à utiliser pendant chaque 
période de production n'est pas le même, il représente 
donc une variable de décision notée Mk à déterminer. 
L'idée générale de notre problématique consiste à déter-
miner les meilleures stratégies de production, de gestion 
des pièces de rechange et de maintenance. Pour réaliser 
cette optimisation conjointe, nous utilisons une méthode 
de résolution séquentielle. Sinon, après avoir formulé le 
problème du système de production et déterminé ses va-
riables de décision, nous incluons les valeurs optimales 
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dans le modèle de maintenance afin de déterminer la stra-
tégie optimale de maintenance caractérisée par la quantité 




- Variables temporelles 
H : nombre de périodes de production. 
Δt : durée de chaque période de production (toutes les 
périodes de production sont égales). 
k : indice se référant à un numéro de période de produc-
tion où k=1, 2..., H. 
- La demande aléatoire 
Dk: Demande aléatoire pour la période k. 
d : moyenne de la demande gaussienne. 
d : Variance de la demande gaussienne. 
- La variable de la décision 
Mk : Nombre d'éoliennes pendant la période k. 
Pk : Niveau de production global au cours du période k. 
Pj,k : Énergie produite par l'éolienne J pendant période k. 
Sk: Quantité d'énergie stockée pendant la période k. 
- Les caractéristiques de vent : 
υci: la vitesse du vent minimale de foncionnement; 
υco: la vitesse du vent maximale de foncionnement; 
υr: Vitesse nominale du vent; 
υ: La vitesse du vent; 
a: Paramètres de forme du vent; 
c: Paramètres de l'échelle du vent; 
- Les constantes : 
• P max: Puissance maximale de l'éolienne; 
• Pr: Puissance nominale de l'éolienne; 
• ϴ: Taux de niveau de service; 
• 1 + 2 k: Stock net optimal; 
• Cp: Coût de production de 1 kW; 
• Cs: Coût de stockage de 1 kW 
3.2 Maintenance 
• N: Nombre d'opérations de maintenance préven-
tive sur l'horizon de planification; 
• N*: Nombre optimal d'opérations de mainte-
nance préventive sur l'horizon de planification ; 
• : Période de la maintenance préventive; 
• *: Période optimale de la maintenance préven-
tive; 
• H.Δt: Horizon de planification; 
• j,k : Taux de défaillance de la jéme  éolienne pen-
dant la période k; 
• j,0: Taux de défaillance initiale de la jème éo-
lienne; 
• n( ): Taux de défaillance de l'éolienne dans les 
conditions nominales; 
• j,k: Représente la cadence de production de la 
jéme éolienne pendant la période k; 
• : Représente le taux de production maxi-
mal de l’éolienne; 
• : Shape parameter of the wind turbine; 
• : Paramètre d'échelle de l'éolienne; 
• j: Coût d'entretien de la jéme éolienne du parc 
éolien; 
• : Coût d'entretien du parc éolien; 
• : Coût de maintenance corrective (um); 
• : Coût de maintenance préventive (um); 
• Ȳ : Nombre moyen de défaillances de la jéme    
éolienne en fonction de sa production. 
3.3 Les Pièce des Rechange 
• nrpp: Nombre de pièces de rechange utilisées pour 
une maintenance préventive parfaite. 
• nrc: Nombre moyenne des pièces de rechange utili-
sées pour une maintenance corrective. 
• De (P,Nb) : Demande totale de pièces de rechange 
pour les actions de maintenance sur H t en considé-
rant la variation du taux de production à chaque pé-
riode de production [k t, (k+1) t] 
• Cc: Coût de passation d'une commande. 
• Cpos: Coût de possession d'une pièce de rechange sur 
H t. 
• Ca: le coût d'achat de la pièce de rechange unitaire. 
• C(Q, De(P,Nb)): le coût total de la gestion des pièces 
de rechange (stockage, commande et achat) 
• CTT: Coût total incluant les coûts de maintenance et 
de gestion des pièces de rechange. 
4  ÉTUDE ANALYTIQUE 
4.1 Production 
La production d'énergie éolienne n'est pas une activité 
simple puisqu'elle dépend de la disponibilité du vent qui 
est considérée comme une variable aléatoire. Par consé-
quent, la production d'énergie éolienne est une tâche dif-
ficile qui nécessite une compréhension de la fonctionna-
lité et de la disponibilité des éoliennes afin d'assurer la sa-
tisfaction du client. Sachant que la vitesse du vent varie 
selon la distribution de Weibull (Carta et al, 2009) où sa 
fonction de distribution de probabilité (pdf) est exprimée 
comme suit : 
f(υ) = ( ) exp(−( ) )            (1) 
De nombreux chercheurs ont travaillé sur la détermination 
de l'énergie de sortie de l'éolienne, Aghazzaf and Najid 
2008 ont estimé la puissance éolienne disponible Pwind,j 
de la jeme éolienne qui s'exprime comme suit: 




∫ exp − × P , dv       (2) 
Où l'énergie globale produite pendant la période k est ex-
primée comme suit : 
P = ∑ P,       (3) 
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L'objectif du plan de production est de déterminer la meil-
leure combinaison d'éoliennes fonctionnelles au cours de 
chaque période, le niveau de production et les niveaux de 
stock qui minimisent les coûts totaux moyens sur un hori-
zon temporel limité et ce en tenant compte de la nécessité 
de satisfaire la demande fluctuante. 
- Fonction objective :  
est de trouver Mk, Pjk et Sk pour minimiser  
CT = ∑ (Cs ×  [S − (a + a × D ] ) + ∑ Cp ×
(∑ P )            (4) 
Nos principales contraintes peuvent être données par : 
≤  ≤                (5) 
 =  − 1 +   −       (6) 
( ≥ 0) ≥           (7) 
L'algorithme de la méthode de résolution a été développé 
sur MATLAB  
4.2 Stratégie de la maintenance intégrée à la gestion 
des pièces de rechange 
Inspirés notamment des travaux de HAJEJ et al 2010, 
nous prenons en compte la dégradation des machines 
tout en prévoyant les actions de maintenance. Ainsi, la 
stratégie de maintenance dépend fortement de la planifi-
cation de la production préalablement étudiée qui est en 
accord avec le principe de planification conjointe de la 
production et de la maintenance et la méthode intégrée 
adoptée. 
Dans cette section, nous supposons que les actions pré-
ventives doivent être programmées à la fin d'une période 
de production. 
nous nous sommes inspirés des recherches de HAJEJ 
2017 où l'auteur ne traitait que d'une seule machine sur 
un horizon temporel fini, c'est pourquoi nous proposons 
l'expression suivante pour décrire la fonction de taux de 
défaillance adoptée en considérant une machine j à une 
période de production k: 
, ( ) = , ( ) +
,  ( ) ; ∈ [0, ]    (8) 
( ): Représente le taux de défaillance pour les condi-
tions nominales qui correspond au taux de défaillance 
avec le taux de production maximal qui est modélisé avec 
la distribution de Weibull comme suit :  
( ) = ( )            (9) 
En général, le coût de maintenance de la jéme éolienne est 
formulé comme suit : 
= ( − 1) +  Ȳ ( , )       (10) 
L'expression de la demande totale de pièces de rechange 
s'exprime comme suit: 
= × + × Ȳ ( , )      (11) 
Où: 

















∫ ∑ × (∆ )
( )×
∆( )× ( )×∆ ×∆ +
∫
( )×∆ × ( ) +
( )× ( )×
∆
×∆




×∆            (12) 
nrc est le nombre moyen de pièces de rechange néces-
saires pour une maintenance corrective. Ce nombre 
moyen est aléatoire et nous l'avons déterminé selon les 
conditions suivantes : 
- Le nombre de pièces de rechange nécessaires pour 
chaque nrci de maintenance minimale (variable 
aléatoire) suit une distribution de Poisson avec une 
moyenne de MD. 
- Nous prenons en considération le nombre moyen de 
défaillances entre [0, T], Ȳj(Pj,Nj). 
- nrc et nrci sont des entiers. 
=
∑Ȳ ( , )
Ȳ ( , )
          (13) 
Inspiré du modèle de Wilson, la quantité Q économique 
ordonnée à une périodicité fixe est: 
= × ×       (14) 
Ainsi, le coût total de la gestion des pièces de rechange 
est: 
, ( , ) = × ( , ) + 
× ( , ) + ×                      (15) 
Le coût total de la maintenance et de la gestion des 
pièces de rechange de la jéme éolienne : 
=  
× ( , ) × ( , ) ×
×∆
+
( × ) (Ȳ ( , )× )
×∆
                                 (16) 
Le coût total des pièces de rechange et de la maintenance 
du parc éolien : 
 = ∑             (17) 
Nous calculerons le coût de maintenance correspondant à 
N ∈ {1...12}et Q. Le M*= (N*, Q*) correspondra au 
coût de maintenance et de gestion des pièces de rechange 
le moins cher MC*. 
5 ÉTUDE DE CAS 
5.1 Production 
- En ce qui concerne la période de production Δt et le 
temps à horizon fini: 
∆  =1 mois; H=60 mois; 
- les coûts de stockage et de production: 
Cs=6 um; Cp=3 um; 
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- pour a1 et a2: 
a1=20;a2=0; 
- Le nombre de éoliennes: 
m=3; M=6; 
- Paramètres de Weibull du vent: 
a=2; c=10; 
- Caractéristiques de l'éolienne: 
Pmx=20kW; Pr=10 kW; vc=3 m/s; vf =26 m/s;  
vr =10 m/s ;Hub height =15 m; Rotor diameters=8m; 
- Pour le taux de service, nous effectuons ce test en 
considérant que ϴ=90% et comme niveau de stock initial 
nous supposons que S0=0; 
Puisque nous supposons que la demande est aléatoire et 
qu'elle est gaussienne avec écart-type 
d= 1.1 and mean μd=50; 
• Résultats: 
Après avoir effectué des tests différents et successifs avec 
les mêmes entrées, nous remarquons qu'en moyenne le ré-
sultat est le suivant : 
Coût total 1971123 um 
K Mk(kw) Sk(kw) Pk(kw) Dk(kw) 
1 6 9.98 59.98 50.04 
2 5 10.88 50.89 47.78 
3 6 22.60 61.73 52.82 
4 4 14.62 42.02 50.57 
5 6 22.14 57.52 47.78 
6 3 2.89 30.75 48.84 
7 6 13.46 60.57 51.87 
8 5 15.11 51.65 51.24 
9 6 23.87 58.76 49.86 
10 4 11.50 37.63 50.50 
11 5 9.97 48.48 50.47 
12 6 16.57 56.60 50.27 
13 4 6.17 39.60 50.41 
14 5 4.35 48.18 47.80 
15 5 3.01 48.66 49.49 
16 6 14.20 61.19 49.60 
17 6 24.51 60.32 49.88 
18 6 36.13 61.62 48.08 
19 3 16.45 30.32 49.44 
20 6 27.95 61.50 48.72 
21 6 37.71 59.76 50.65 
22 6 48.81 61.10 49.61 
23 5 47.50 48.69 50.31 
24 4 38.59 41.09 49.12 
25 6 47.41 58.81 49.91 
26 6 59.16 61.75 50.70 
27 6 67.82 58.66 50.33 
28 4 57.71 39.89 48.25 
29 3 36.62 28.91 51.25 
30 6 46.27 59.65 49.34 
31 5 44.24 47.97 51.32 
32 6 54.65 60.40 48.27 
33 4 44.27 39.63 49.54 
34 6 53.53 59.26 50.23 
35 6 61.97 58.44 50.82 
36 6 72.18 60.21 51.43 
37 5 71.67 49.49 48.42 
38 5 73.92 52.25 50.38 
39 5 72.11 48.20 50.24 
40 6 80.20 58.09 51.26 
41 3 60.62 30.42 51.95 
42 4 51.17 40.55 51.28 
43 6 61.81 60.64 51.45 
44 6 72.79 60.98 51.01 
45 4 63.83 41.04 49.30 
46 4 52.71 38.88 49.85 
47 5 53.34 50.63 50.07 
48 4 43.42 40.08 50.62 
49 6 52.02 58.60 49.00 
50 6 62.43 60.41 51.46 
51 6 73.79 61.36 50.79 
52 6 82.61 58.81 49.91 
53 6 94.31 61.71 51.48 
54 6 103.80 59.49 49.52 
55 5 102.41 48.61 50.81 
56 5 100.12 47.71 50.00 
57 4 89.40 39.27 49.55 
58 3 68.49 29.09 50.67 
59 4 58.03 39.54 48.67 
60 6 68.35 60.32 50.41 
Tableau 1:Solution approximative compte tenu des para-
mètres ci-dessus. 
-Le coût total est relativement élevé. Cela s'explique tout 
d'abord par l'importance de la demande que nous avons 
prise en compte. 
-Nous remarquons que le niveau des stocks est relative-
ment important. Cela est lié à la contrainte du taux de 
service 
Le tableau suivant représente l'énergie produite par 
chaque éolienne au cours de chaque période.( en KW) : 
K E1 E2 E3 E4 E5 E6 
1 10.28 10.07 9.06 9.09 10.65 10.84 
2 10.25 10.97 10.31 9.67 9.69 0.00 
3 9.24 10.49 10.16 10.99 10.05 10.79 
4 10.55 10.94 10.39 10.14 0.00 0.00 
5 9.24 9.77 9.61 10.39 9.13 9.37 
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6 10.47 9.43 10.85 0.00 0.00 0.00 
7 10.20 9.43 10.33 10.09 10.93 9.60 
8 9.86 9.51 10.95 10.72 10.62 0.00 
9 9.09 9.09 9.72 10.82 10.18 9.86 
10 9.27 9.99 9.16 9.21 0.00 0.00 
11 9.21 9.20 10.16 9.09 10.82 0.00 
12 9.45 9.07 9.58 9.53 9.50 9.47 
13 9.68 9.33 10.38 10.21 0.00 0.00 
14 9.68 9.27 9.58 10.02 9.62 0.00 
15 9.36 10.67 9.42 9.37 9.84 0.00 
16 10.63 10.55 10.79 9.10 10.93 9.18 
17 9.85 10.00 10.39 10.52 9.13 10.42 
18 10.42 9.54 10.60 10.89 9.56 10.61 
19 10.48 10.80 9.04 0.00 0.00 0.00 
20 9.94 10.24 10.93 10.48 9.09 10.81 
21 9.18 9.75 10.88 9.37 10.31 10.26 
22 9.96 10.09 10.74 9.84 10.39 10.08 
23 10.58 10.51 9.34 9.02 9.25 0.00 
24 10.94 10.29 9.09 10.77 0.00 0.00 
25 10.08 10.67 9.76 9.88 9.30 9.13 
26 9.24 10.95 9.95 10.46 10.78 10.37 
27 9.08 9.84 10.30 9.44 9.40 10.60 
28 10.39 9.03 10.54 9.93 0.00 0.00 
29 9.63 9.68 9.59 0.00 0.00 0.00 
30 10.89 9.37 10.61 9.03 9.20 10.56 
31 9.01 9.07 9.21 10.68 9.99 0.00 
32 9.74 9.50 10.52 10.38 9.77 10.49 
33 9.36 9.70 10.78 9.79 0.00 0.00 
34 10.61 9.33 9.56 9.60 9.48 10.67 
35 9.89 9.69 9.62 10.03 9.79 9.41 
36 9.77 9.97 9.01 10.89 10.83 9.75 
37 9.35 9.96 10.48 9.90 9.80 0.00 
38 10.74 10.62 10.29 9.95 10.65 0.00 
39 9.66 9.98 9.10 9.26 10.20 0.00 
40 9.92 9.52 9.04 10.96 9.39 9.25 
41 10.79 10.07 9.56 0.00 0.00 0.00 
42 10.24 9.97 10.17 10.17 0.00 0.00 
43 10.52 9.55 9.11 10.91 10.11 10.43 
44 9.79 9.86 9.58 10.57 10.69 10.50 
45 10.69 9.95 9.78 10.62 0.00 0.00 
46 9.15 9.87 10.55 9.31 0.00 0.00 
47 9.86 10.94 10.25 9.07 10.51 0.00 
48 9.83 10.96 10.04 9.26 0.00 0.00 
49 10.94 9.02 9.13 10.37 9.86 9.28 
50 9.63 9.11 10.87 10.88 10.73 9.19 
51 10.72 10.20 10.85 9.80 9.61 10.17 
52 9.24 9.27 10.68 10.10 10.18 9.34 
53 10.86 9.58 10.68 10.29 10.63 9.66 
54 10.29 9.57 10.89 9.87 9.09 9.79 
55 9.66 9.69 9.20 10.25 9.81 0.00 
56 9.01 10.09 9.99 9.23 9.39 0.00 
57 9.63 9.21 10.27 10.17 0.00 0.00 
58 9.24 10.49 9.36 0.00 0.00 0.00 
59 9.03 9.28 10.77 10.46 0.00 0.00 
60 9.27 9.96 10.16 9.96 10.07 10.91 
Tableau 2 : Énergie produite par chaque éolienne. 
5.2 Maintenance 
Les données d’entrée : 
Input data 
Cmp=100 mu; Nrp=40; Β=100; Cc=50 mu; 
Ccm=2500mu; Nrc=20; α=2; Cpos=10 mu; 
=0 ; Ca=5 mu; = H/N ; 
Tableau 3 :Données numériques 
L'énergie produite par chaque éolienne de chaque période 
(Pj,k) est indiquée dans le tableau 2. 
Résultats:  
MC* N* Q* De 
Éolienne1 10185.57 4 42 167 
Éolienne2 10187.3 4 41 168 
Éolienne3 10183.8 4 41 167 
Éolienne4 10202.9 4 40 166 
Éolienne5 9774.61 3 36 127 
Éolienne6 9500.76 2 29 86 
Tableau 4 :Planification de la maintenance 
6 CONCLUSION 
Améliorer la rentabilité des parcs éoliens et assurer leur 
durabilité dans le temps est l'objectif principal dans un 
marché croissant qui devient de plus en plus exigeant et 
compétitif. Tout en s'efforçant d'atteindre ces objectifs au 
moindre coût, les gestionnaires ont toujours été confrontés 
à divers problèmes, qu'il s'agisse de problèmes de planifi-
cation ou de gestion des ressources. 
Nous commençons par proposer une solution pour opti-
miser les coûts de production sous des contraintes liées 
notamment au taux de service. Pour ce faire, nous déve-
loppons avec Matlab un algorithme basé sur le principe de 
la méthode d'exploration aléatoire. Cette combinaison ob-
tenue a ensuite été considérée comme une donnée d'entrée 
pour effectuer la maintenance et la gestion des pièces de 
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rechange. Pour ce faire, nous proposons un algorithme dé-
veloppé sur Mathematica pour organiser les actions de 
maintenance sur un horizon temporel fini, en tenant 
compte de la dégradation de chaque machine dans le 
temps et le taux de production. 
Pour poursuivre ce travail et l'améliorer, nous pouvons 
supposer que des actions préventives peuvent être menées 
au milieu d'une période de production et pas seulement à 
la fin. De plus, nous pouvons utiliser la maintenance mixte 
pour avoir une optimisation entre le coût des mainte-
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RÉSUMÉ : Pour faire face aux problèmes énergétiques industriels actuels qui prennent de plus en plus d'importance, 
les organisations doivent définir des stratégies énergétiques propulsant l'industrie vers un développement plus durable. 
Dans ce contexte, la mise en œuvre d'un système de gestion de l'énergie permet non seulement de réduire les coûts, mais 
aussi de protéger l'environnement, de préserver les ressources et de réduire l'empreinte carbone. Cet article relie à 
travers une image conceptuelle, les principaux axes de référence de la gestion de l’énergie trouvés dans la littérature. 
Une revue de la littérature a d’abord permis de déterminer qu'un système de gestion de l'énergie se base sur trois 
aspects primordiaux : le niveau de maturité énergétique d’une entreprise, la structure organisationnelle qui soutient 
l’implantation du système énergétique et les phases nécessaires pour gérer la performance énergétique des systèmes de 
production. Le regroupement de tous ces éléments a ensuite permis d'analyser leur importance et la manière dont l'un 
influence l'autre. Le portrait final présente l’image complète des éléments clés devant être présents dans un système de 
gestion de l'énergie. 
 
MOTS-CLÉS : Gestion de l'énergie, développement durable, systèmes de production, cadre de gestion de l'énergie. 
 
1 INTRODUCTION 
Ces dernières années, les problèmes énergétiques liés 
aux changements climatiques, à la rareté des ressources 
et aux sources d'approvisionnement en énergie ont fait 
évoluer les attitudes de la société et de l'industrie en fa-
veur de la protection de l'environnement (May et al., 
2017). Tandis que les ressources consommées et les dé-
chets résultant de la production affectent l'environnement 
à diverses échelles, les systèmes manufacturiers conti-
nueront d'être un pilier important de l'économie mon-
diale et, par conséquent, ils doivent exercer davantage de 
pression sur leurs processus et systèmes de fabrication 
pour garantir la protection de l'environnement et de la 
planète (Duflou et al., 2012). 
 
Au fil du temps, la demande de biens a augmenté et, en 
conséquence, la demande de ressources naturelles et 
d'énergie a accru abruptement. La transition vers le déve-
loppement durable nécessite des stratégies qui accrois-
sent l'efficience des opérations et des processus en met-
tant en œuvre des méthodes de production moins énergi-
vores. Pour ce faire, les stratégies de fabrication doivent 
évoluer du « profit maximum avec un capital minimum » 
au « profit maximum avec un minimum de ressources » 
(IEA, 2007). À cet égard, l'analyse de la consommation 
d'énergie et de son utilisation doit faire partie de straté-
gies exhaustives d’amélioration continue pour favoriser 
la détection des pertes énergétiques.  
 
La gestion énergétique (GE) industrielle vise ainsi à 
augmenter l'efficience énergétique dans les processus de 
production. Elle devient une priorité considérable en 
raison de trois facteurs importants qui motivent la mise 
en œuvre des systèmes de GE : la hausse des prix de 
l'énergie, les nouvelles réglementations environnemen-
tales sur les émissions de CO2 et une sensibilisation des 
clients aux produits énergétiques durables (Bunse et al., 
2011;  May et al., 2017). De ce fait, l'industrie 4.0 qui se 
trouve en pleine transition vers la création de valeur in-
dustrielle durable (Carvalho et al., 2018), offre la possi-
bilité d’atteindre cette création de valeur à travers les 
trois principaux piliers de la durabilité : environnemen-
tal, social et économique (Stock et Seliger, 2016).  
 
Traditionnellement, comme l’illustrent Schönsleben 
(2007) et Chryssolouris (2006), les performances d'un 
système de production étaient évaluées en surveillant 
quatre attributs : le coût, le temps, la qualité et la flexibi-
lité. Néanmoins, aucun ne tenait compte de l'efficience 
énergétique ou des dimensions essentielles à la durabili-
té. Toutefois, selon Bunse et al. (2011), en raison des 
impacts environnementaux et économiques importants 
associés à la consommation d'énergie, l’efficience éner-
gétique doit être considérée au même titre que les attri-
buts conventionnels. Similairement, Salonitis et Ball 
(2013) proposent d’étendre le tétraèdre de fabrication 
proposé par Chryssolouris (2006) pour inclure la « dura-
bilité » comme nouveau moteur de fabrication puisque 
les processus de production devraient optimiser leur con-
sommation d’énergie pour réduire les pertes énergétiques 
et l’utilisation des ressources.  
 
L’objectif de cet article vise donc à analyser les éléments 
devant constituer un système de GE et de quelle façon ils 
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sont liés entre eux. Pour ce faire, une revue de la littéra-
ture a d’abord été menée, afin de mieux comprendre ce 
que sont les systèmes de GE et leur rôle au sein des sys-
tèmes de production. L’analyse de la littérature a ensuite 
permis de dégager un cadre conceptuel explicitant les 
éléments clés devant constituer un système de GE et leur 
interdépendance. L’article vise ainsi à proposer un sys-
tème de GE pouvant agir comme mécanisme de support 
et de création de valeur durable dans une organisation 
afin d’améliorer sa performance énergétique.  
 
Cet article scientifique décrit, à la section 2, la méthodo-
logie de recherche qui a permis d’explorer, rassembler, 
organiser et évaluer la littérature pertinente sur la GE 
dans les systèmes de production. À la section 3, cette 
classification dévoile le portrait conceptuel des éléments 
clés des systèmes énergétiques. Il est complété par une 
conclusion. 
2 REVUE DE LA LITTÉRATURE 
L’état de l’art effectué dans cette recherche a permis 
d’identifier les principaux cadres de GE présents dans 
l’industrie et d’examiner différentes méthodologies et 
modèles de gestion visant à améliorer l'efficience éner-
gétique dans les systèmes de production. 
 
2.1 Méthodologie de la recherche 
Afin d’effectuer une interprétation itérative du sujet et de 
garder une flexibilité pour creuser la revue scientifique, 
le cercle herméneutique a guidé la stratégie de recherche. 
Les bases de données bibliographiques Engineering Vil-
lage et Web of Science ont servi de support pour effec-
tuer la revue scientifique. Ensuite, les bases de données 
textuelles comme ScienceDirect, SpringerLink et IEEE 
Xplore ont été exploitées pour pousser plus loin certains 
aspects particuliers de l’étude. L’équation de recherche a 
été définie comme suit : ("energy management" or 
"energy management framework" or “energy efficien*") 
and "manufacturing" and "sustainable development". 
Dans la phase de collecte des données, l'étude a tenu 
compte des articles publiés de 2010 à 2019. Cependant, 
les références pertinentes citées dans ces articles, même 
datant des années précédentes, ont également été prises 
en compte. Les critères de sélection ont permis de con-
server les articles abordant la GE comme sujet principal 
ou encore ceux se concentrant sur l'intégration énergé-
tique dans les systèmes de production. Cette analyse a 
permis de discerner les concepts importants liés à la GE 
et a également orienté la recherche vers les trois princi-
paux axes de référence de GE étudiés dans cet article : la 
GE dans les systèmes de production, l’intégration de la 
GE dans la structure organisationnelle et les modèles de 
maturité de la GE. 
 
2.2 Systèmes de GE 
Dans la littérature étudiée, la GE prend différentes défi-
nitions. D’après Field et Safari (2019), la GE englobe 
plusieurs approches où le contrôle des émissions pol-
luantes est aussi important que la préservation des res-
sources. Plus précisément, la norme ISO 50001 (ISO, 
2018), qui concerne les systèmes de GE, établit que les 
objectifs de la GE résident dans l'amélioration de la per-
formance énergétique d'une organisation. Autrement dit, 
cela implique de mieux gérer la consommation d'énergie 
pour améliorer la productivité, réduire l’empreinte car-
bone et éliminer les coûts associés au gaspillage énergé-
tique. Dans leur étude des écarts entre les besoins de 
l'industrie et la littérature scientifique, Bunse et al. 
(2011) précisent que la GE est constituée de différentes 
phases où l'efficience énergétique des systèmes de pro-
duction doit être mesurée, surveillée et constamment 
évaluée. De leur côté, May et al. (2017) étendent cette 
définition en disant que la GE couvre également diffé-
rents niveaux hiérarchiques opérationnels dans une usine 
de fabrication (c'est-à-dire les outils, l'équipement, les 
postes de travail, etc.). Ainsi, mesurer la performance 
énergétique à différents niveaux est nécessaire pour 
mettre en œuvre une stratégie de GE dans les systèmes 
de production (May et al., 2013). 
 
Chacune des phases de la GE permet aux décideurs 
d'identifier les opportunités d'amélioration dans le sys-
tème énergétique et de suivre les effets de leurs décisions 
sur la consommation d'énergie (May et al., 2017). Selon 
Gopalakrishnan et al. (2014), un système de GE est un 
instrument qui précise les objectifs et les politiques éner-
gétiques à cibler, les procédures et les plans d’action à 
suivre, ainsi que les processus d’amélioration continue. 
Suivant les principes de la norme ISO 50001, Menghi et 
al. (2019) ont analysé différents outils et méthodes pour 
évaluer l'efficience énergétique dans les systèmes de 
production selon trois groupes : l’analyse énergétique, 
l'évaluation énergétique et les mesures d'économie 
d'énergie. Il semble également exister des cadres axés 
sur la construction de la structure organisationnelle où 
les fonctions et les rôles des parties impliquées dans le 
système énergétique sont définis (voir G et al., 
2010; Javied et al., 2019). Finalement, il existe des outils 
pour évaluer le niveau de maturité énergétique des entre-
prises (voir Introna et al., 2014;   
2016). 
 
2.3 GE dans les systèmes de production 
La GE dans les systèmes de production est composée de 
plusieurs éléments clés nécessaires pour pouvoir intégrer 
l'efficience énergétique dans les opérations d'une entre-
prise. Cinq thèmes importants sont ressortis de l’analyse 
de la littérature : les moteurs de changement et les bar-
rières, la mesure de l'efficience énergétique, les systèmes 
de contrôle, l'évaluation de l'amélioration de l'efficience 
énergétique et les leviers. La Figure 1 illustre les élé-
ments clés de la GE dans les systèmes de production. 
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Figure 1 : Éléments clés de la GE dans les systèmes de 
production 
2.3.1 Les moteurs de changement et les barrières 
Les moteurs de changement mettent en évidence les mo-
tivations des entreprises pour améliorer l’efficience 
énergétique, grâce à l'adoption de meilleures pratiques, 
services et technologies énergétiquement efficaces. 
Ceux-ci influencent aussi l'organisation et la prise de 
décisions pour faire face aux barrières existantes qui 
entravent la transition énergétique (Trianni et al., 2016).  
Selon les auteurs, les moteurs de changement peuvent 
être classés en quatre catégories : réglementaires, éco-
nomiques, d’information et de formation. D’un autre 
côté, les barrières ralentissent et limitent le mouvement 
des entreprises cherchant à améliorer l'efficience énergé-
tique de leurs opérations. Cagno et al. (2013) ont déve-
loppé une taxonomie dans laquelle l'origine de la barrière 
par rapport à l'entreprise peut être interne ou externe. Les 
auteurs ont présenté une liste de 27 barrières classées 
dans les catégories suivantes : économiques, comporte-
mentales, manque de sensibilisation, liées aux compé-
tences, information, organisation et technologie. Par 
conséquent, avant de mener des projets d'efficience 
énergétique dans les usines de production, l'identification 
et l'évaluation des moteurs de changement et des bar-
rières semble essentielle afin d’avoir des systèmes de 
production moins énergivores et des politiques énergé-
tiques réussies (May et al., 2017). 
2.3.2 Mesure de l'efficience énergétique 
La mesure de l'efficience énergétique est la base pour 
contrôler la consommation d'énergie dans les processus 
de production, ce qui permet d’établir des décisions 
d'amélioration en fonction de ce qui a été observé et 
d’identifier les potentiels d'optimisation grâce à une sur-
veillance constante de l'efficience énergétique (Bunse et 
al., 2011). Actuellement, la mesure des données énergé-
tiques peut aller d'une mesure manuelle à des systèmes 
de mesure entièrement automatisés. D’après Dörr et al. 
(2013), la procédure de mesure commence par la défini-
tion et l'évaluation de la situation réelle, puis le plan 
d'action d'amélioration est ensuite défini. Dans le même 
ordre d’idées, Thiede et al. (2012) ont proposé d’évaluer 
et de mesurer la consommation d'énergie d'une entreprise 
en dressant un portfolio de chaque équipement en termes 
de puissance, de temps de fonctionnement et de con-
sommation d'énergie estimée. La génération de données 
crée un aperçu de la consommation d'énergie et permet 
de déterminer les indicateurs de performance (Dörr et 
al., 2013) nécessaires pour évaluer et suivre la perfor-
mance des systèmes énergétiques (May et al., 2017). La 
norme ISO 50001 (ISO, 2018) les définit comme des 
indicateurs de performance énergétique (EnPI). Les EnPI 
peuvent différer d'une entreprise à l'autre et peuvent en-
suite être utilisés pour l'analyse comparative et le con-
trôle de la consommation d’énergie des entreprises (Ja-
vied et al., 2015). Cette analyse comparative peut être 
utilisée au sein des entreprises pour évaluer périodique-
ment les progrès de la GE dans les systèmes de produc-
tion ou à l’externe avec d'autres entreprises qui ont des 
processus et machines similaires, afin de comparer la 
performance énergétique des opérations et des équipe-
ments (Kent, 2018). 
2.3.3 Systèmes de contrôle 
La surveillance de l'efficience énergétique semble par 
ailleurs nécessaire pour atteindre une meilleure GE dans 
les systèmes de production, puisqu’elle permet aux déci-
deurs de voir les possibilités d'amélioration, de surveiller 
l'utilisation de l'énergie et d’observer les résultats de 
leurs décisions. Par conséquent, dans cette phase, les 
gestionnaires peuvent déterminer si les objectifs énergé-
tiques sont atteignables ou non (May et al., 2013) et 
identifier les processus les plus énergivores (Bunse et al., 
2011). De ce point de vue, les principaux consomma-
teurs d'énergie industriels, qu'ils soient électriques, ther-
miques, chimiques ou mécaniques, doivent être identi-
fiés, suivis et analysés en temps réel, afin d’augmenter 
l'efficience énergétique dans les systèmes de production. 
Pour ce faire, Vikhorev et al. (2013) proposent un cadre 
de GE qui permet de surveiller la performance énergé-
tique à tous les niveaux d'un système de production, 
alors que Vijayaraghavan et Dornfeld (2010) offrent une 
approche qui permet une surveillance de l'énergie à tous 
les niveaux d’une organisation. Enfin, Hopf et Müller 
(2015) ont proposé une approche de gestion visuelle ba-
sée sur des cartes de données énergétiques pour visuali-
ser la consommation d'énergie des systèmes industriels. 
2.3.4 Évaluation des performances 
Pour mener à bien l’évaluation des performances, cinq 
étapes clés doivent être considérées : surveillance, me-
sure, analyse et évaluation, audit interne et revue de ges-
tion (ISO, 2018). Les actions que les entreprises dé-
ploient pour superviser les trois premières étapes peu-
vent être simples ou très complexes selon la taille de 
chaque organisation et la configuration de chaque pro-
cessus. D’autre part, l'audit interne est un levier qui as-
sure que le système de GE se conforme aux exigences et 
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objectifs de l'organisation, ainsi qu'aux normes appli-
cables (e.g. ISO 50001). La revue de gestion détermine 
si le système de GE reste efficace et évalue si les objec-
tifs établis doivent être modifiés (Field et Safari, 2019) 
ou s’il est nécessaire de lancer des actions correctives et 
préventives. Avec la génération de données de consom-
mation d'énergie, l'utilisation d'indicateurs de perfor-
mance énergétique et les outils de visualisation et d'ana-
lyse des informations, la base de référence pour évaluer 
la performance énergétique des processus est alors éta-
blie (Dörr et al., 2013). 
2.3.5 Leviers 
Les leviers soutiennent le système de GE, car ils accélè-
rent et facilitent la transition des organisations vers une 
production plus durable d’un point de vue énergétique. 
Les leviers peuvent être des supports importants au ni-
veau stratégique dans la phase de planification et au ni-
veau opérationnel dans les processus de contrôle, de me-
sure et d'évaluation de la performance énergétique. Pre-
mièrement, les politiques énergétiques élaborées par la 
haute direction aident à définir des objectifs et des cibles 
énergétiques qui visent à améliorer la consommation 
d'énergie, à réduire les émissions environnementales et à 
réduire les coûts. Ensuite, les audits énergétiques assu-
rent que le système de GE suit les objectifs et les buts 
établis (Gopalakrishnan et al., 2014) et identifient les 
domaines où des améliorations sont nécessaires et où les 
objectifs n’ont pas été atteints. Un troisième levier, la 
norme ISO 50001, est conçue pour obtenir des résultats 
mesurables en matière d'efficience énergétique et de 
consommation d'énergie, dans le but d’améliorer la per-
formance énergétique d'une organisation (ISO, 2018). 
Finalement, les technologies de l'information et de la 
communication (TIC) aident à réduire la consommation 
d'énergie et les émissions de gaz à effet de serre grâce à 
la mesure et au contrôle en temps réel du comportement 
énergétique (Vikhorev et al., 2013; May et al., 2017).  
En plus, ceux-ci facilitent l’évaluation de la performance 
de l'efficience énergétique, ce qui génère un meilleur 
contrôle des processus (May et al., 2013). 
 
2.4 Intégration énergétique dans la structure orga-
nisationnelle 
Un système de GE efficient implique un cadre organisa-
tionnel clair et bien défini dès le départ (Dörr et al., 
2013). Un tel cadre dépend de différents facteurs tels que 
la taille de l'entreprise, le type de secteur industriel, le 
nombre d'employés, les différents types d'énergie utili-
sés, etc. (Gordi et al., 2010). Le poste de gestionnaire 
de l'énergie est crucial, car il aura un rôle de facilitateur, 
de conseiller, d'expert et de gestionnaire de projets éner-
gétiques (Kent, 2018). Cela étant dit, la définition de la 
structure interne est un élément clé dans la formation des 
cadres organisationnels de l'énergie, car dans cette pre-
mière étape, les dirigeants sont choisis, les responsabili-
tés sont déléguées, les départements sont formés et les 
tâches sont définies pour les personnes qui seront impli-
quées (Javied et al., 2019). 
2.5 Modèles de maturité de la GE 
Lors de la mise en œuvre d'un plan stratégique, il est 
difficile de déterminer la portée des objectifs si l'état 
initial de la situation est inconnu. La connaissance de la 
position de l'entreprise par rapport à ses problèmes les 
plus représentatifs permettra à la haute direction de dé-
ployer des plans d'action efficaces et bien orientés. Dans 
ce contexte, les modèles de maturité énergétiques 
d’après Introna et al. (2014) permettent à toute entreprise 
d'évaluer facilement et de manière indépendante son 
niveau de maturité énergétique. Cette évaluation permet 
aussi de créer un premier schéma de la situation actuelle 
de l’entreprise et de déterminer le point de départ du plan 
de GE. De même, du point de vue des auteurs, la maturi-
té dans le domaine de la GE dépend des bonnes pratiques 
énergétiques de chaque entreprise, des technologies du-
rables employées et de la façon dont chaque entreprise 
gère ses besoins énergétiques. À cet égard, Introna et al. 
(2014) ont développé un modèle de maturité qui analyse 
les enjeux clés de la gestion de la consommation d'éner-
gie, conformément à la norme ISO 50001. Cependant, il 
existe d'autres modèles avec des approches, des dimen-
sions et des structures différentes (voir et Fili-
, 2016; Kent, 2018). 
3 PORTRAIT DE LA GE 
Les ressources financières nécessaires pour obtenir une 
certification ou pour embaucher des consultants externes 
qui aident à définir la base de la structure énergétique 
d’une organisation, peuvent être des barrières écono-
miques, surtout pour les petites et moyennes entreprises 
(Bunse et al., 2011). Pour cette raison, il ne faut pas ou-
blier qu'un système de GE peut être basé sur la norme 
ISO 50001 ou il peut s'agir d'un système interne conçu 
par n'importe quelle entreprise (Kent, 2018; Field et Sa-
fari, 2019). Ainsi, dans cette section, les trois principaux 
axes qui ont émergé de la revue de littérature sont liés 
dans une image conceptuelle illustrant les principaux 
piliers d'un système de GE dans les systèmes de produc-
tion. La Figure 2 montre les principales caractéristiques 
de chaque élément et la manière dont ils sont interreliés.  
 
La première dimension de l'image conceptuelle corres-
pond à l'évaluation initiale du degré de maturité des en-
treprises. La relation qu'elle entretient avec les deux 
autres dimensions est directe, car la connaissance de la 
magnitude des problèmes permettra de déterminer les 
ressources, les outils, les procédures et le personnel né-
cessaires pour mettre de l’avant le plan d'action. En 
d’autres mots, le niveau de développement de chacun des 
éléments clés de la GE sera crucial pour la croissance 
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Figure 2 : Portrait conceptuel d’un système de GE 
 
Par ailleurs, la dimension de la structure organisation-
nelle est fondamentale dans ce cycle, car les équipes 
construites pour faire face aux enjeux énergétiques doi-
vent partager la vision de leurs dirigeants et posséder les 
outils nécessaires leur permettant de mesurer, contrôler, 
évaluer et mettre en œuvre avec succès le système de 
GE. La formation, les compétences et les qualités de 
chaque membre de l'équipe contribueront en synergie à 
l'amélioration de la performance énergétique de l'organi-
sation (Kent, 2018) et de son niveau de maturité. De 
même, sans l'existence d'un système d'information 
(structures TIC) permettant de visualiser avec précision 
les informations critiques et essentielles des opérations, 
la structure organisationnelle sera inefficiente (Dörr et 
al., 2013). Pour cette raison, une rétroaction constante à 
tous les niveaux organisationnels permettra de suivre de 
près les résultats de chaque élément du système de GE. 
Enfin, au cœur de la troisième dimension se trouvent les 
éléments clés qui permettent d'améliorer la performance 
énergétique des systèmes de production d'une entreprise. 
Premièrement, les moteurs de changement et les bar-
rières stimuleront ou ralentiront le niveau de maturité 
organisationnelle. La mesure de l'efficience énergétique 
permettra une visualisation transparente des flux énergé-
tiques au sein des opérations (Richert, 2017) et aidera à 
identifier des secteurs pouvant être optimisés (May et al., 
2017) grâce à l'utilisation des EnPIs qui fourniront des 
informations périodiques sur la performance énergétique 
des processus (Gopalakrishnan et al., 2014). D'autre part, 
les systèmes de contrôle et de surveillance aideront à 
identifier les processus les plus énergivores à travers 
différentes interfaces graphiques (Vikhorev et al., 2013) 
montrant la consommation d'énergie en temps réel grâce 
à l'utilisation de dispositifs et de capteurs intelligents 
(May et al., 2013). Ces systèmes permettront de com-
prendre les profils d'utilisation de l'énergie et de réduire 
son utilisation dans les processus de fabrication 
(Vijayaraghavan et Dornfeld, 2010). De même, l'assu-
rance d’une performance énergétique optimale sera seu-
lement possible en tenant compte des méthodes appro-
priées d'évaluation (Bunse et al., 2011) et de la participa-
tion active de toute l'équipe. Finalement, les leviers, en 
tant que mécanismes de poussée, amélioreront la crois-
sance et la performance de l'ensemble du système de GE 
à tous les niveaux organisationnels. En l'absence de l'un 
de ces éléments, il est fort probable que les changements 
énergétiques ne perdureront pas ou ne génèreront pas les 
résultats escomptés. 
4 CONCLUSION 
Pour atteindre les cibles mondiales en matière de déve-
loppement durable et pour combattre efficacement les 
problèmes énergétiques actuels, les organisations sont 
tenues de neutraliser l’utilisation inefficiente de l'énergie 
dans leurs opérations à travers de bonnes pratiques qui 
génèrent une valeur industrielle durable. Ainsi, elles doi-
vent restructurer leur culture organisationnelle et l'ériger 
sur les dimensions de la durabilité pour rentabiliser la 
consommation d'énergie. Dans ce contexte, les systèmes 
de GE dans les processus de production sont des propul-
seurs de changement qui permettent d‘augmenter l'effi-
cience énergétique des opérations, de préserver les res-
sources et de réduire l'empreinte carbone. Le travail me-
né dans cette recherche a exploré la littérature dans le but 
d’identifier et de lier, dans une image conceptuelle, les 
éléments clés de la GE dans les systèmes de production. 
La revue de littérature a révélé qu'un système de GE se 
développe en plusieurs étapes. La première étape identi-
fie à travers une analyse de maturité initiale l’amplitude 
du problème énergétique et aide les décideurs à définir 
les ressources, les outils et le personnel à déployer pour 
mener à bien les plans d’action. La seconde étape aborde 
la structure organisationnelle qui doit être construite en 
fonction de l’envergure des objectifs énergétiques de 
l'organisation, de sa taille et des ressources disponibles. 
La dernière étape se centralise sur la mesure, le contrôle, 
l’évaluation et la mise en œuvre du système de GE. Les 
trois étapes fournissent aux organisations un cadre de GE 
montrant les dimensions sur lesquelles elles doivent tra-
vailler pour améliorer la performance énergétique de 
leurs opérations. De même, l’applicabilité du portrait 
énergétique dépendra de divers facteurs clés de succès 
tels que les stratégies énergétiques à court, moyen et 
long terme, l'existence d’une unité de gestion de 
l’énergie, le suivi de la performance énergétique des 
opérations ainsi que des audits énergétiques. La présence 
de tels facteurs tout au long du processus de mise en 
œuvre du système de GE peut ainsi faciliter l’atteinte des 
objectifs énergétiques des organisations.  
 
Dans une recherche future, il serait intéressant d’étudier 
l'évolution de la maturité énergétique d'une entreprise 
par rapport à la dimension de la structure organisation-
nelle, étant donné que la participation active de toutes les 
personnes impliquées dans le processus de changement 
favorise la croissance énergétique progressive de l'orga-
nisation. Nonobstant, la mise en œuvre de tout système 
énergétique commençant par l’approbation de la haute 
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direction d’une entreprise, le leadership des décideurs et 
leur motivation à vouloir changer les choses semble la 
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ABSTRACT: Ports and port areas’ (the hinterland and the logistics corridors) development involves innovative 
technological solutions. These solutions are at both levels of instrumentation and information systems : instrumentation 
that has become highly communicating (sensors, RFID, Internet of Things, etc.) and new information systems integra-
ting the complexity of large amounts of data (the Big Data and its semantic processing for detection and machine lear-
ning). In this framework, this article aims first at highlighting the Smart concept, second at presenting a modeling a 
smart port concept by determining its main activities as well as the essential elements that lead to the success of each 
activity. Third at presenting a systematic literature review specifying the activities, tools, technologies, software and 
offers research tracks related to smart ports, this is done through a littérature review analysis of more than 50 articles 
published during the (2003-2020). 
Our objectives are to move from traditional port supply chains (port of Rades, TUNIS “Who suffers from problems 
in using modern technology")  to smart ports in order to make informed decisions. and optimize logistics and transport 
processes. However, the integration of the IOT into the port infrastructure requires new technologies (sensors, wireless 
communications, cloud computing, etc.) to ensure the reliability of the connected system. 
 
KEYWORDS: Smart concept, Smart port, smart port modeling, systematic literature review 
1 INTRODUCTION 
The volatility of the last decade’s economic condition 
and the increase in global competitiveness have led to 
strong innovation trends, particularly among developed 
countries. However, the integration of communication 
and information technology in the port’s infrastructure 
has required new technological solutions such as the 
Internet of Things and Big Data, which create 
development opportunities, not only for the sector, but 
also contribute to the development of the management of 
port chain activities.  
 
The term “intelligence” had existed since the dawn of 
humanity. Intelligence, according to the theory of Franz 
E Weinert (Stampfli and Collaros, 2010), is divided into 
50% of genetic disposition, 25% of environmental fac-
tors and 25% of factors related to personality. 
Intelligence remains a delicate subject tackled in the vast 
field, it varies according to times, cultures and fields of 
application, among others.  
 
This paper is articulated around 4 sections. Section I 
presents an overview of Smart concept and the modeling 
of the concept of intelligent port by determining its main 
activities. Section II presents background and taxonomy 
of smart concept. Section III and IV introduce smart 
ports and the essential elements for the success of its 
activities. Section V presents a review specifying some 
attributes and suggested lines of research related to smart 
ports. The paper will be summarized with concluding 
remarks. 
2 BACKGROUND AND TAXONOMY OF 
SMART CONCEPT 
Currently, the term "Smart" is at the center of research 
concerns: different studies aim to track, monitor and 
predict the evolution of technology of such terms as 
'smart grid'. The smart grid can be considered as a 
modern power grid infrastructure for increased 
efficiency and reliability through automated control, high 
power converters, modern communication infrastructure, 
sensing and counting technologies and modern energy 
management techniques  
 
Based on optimization of demand, energy and consump-
tion (Gungor et al., 2011). According to (Petrlic, 2010) 
and (Lund et al., 2017), the smart grid is considered the 
greatest technological invention. 
 
(Postráneckỳ and Svítek, 2017) defined smart City is as: 
"The concept of smart city appears because of the mobi-
lization of populations in the cities”. In addition, a smart 
city can be considered as a contextualized interaction 
between technological innovation, managerial and or-
ganizational innovation and political innovation (Nam 
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and Pardo, 2011). In the same vein, (Su et al., 2011), 
(Qin et al., 2010) and (Hall et al., 2000) have defined 
"smart city" as the use of information and communica-
tion technologies to detect, analyze and integrate key 
information from the central systems of cities in activity. 
Indeed, in smart systems, most electronic devices will 
communicate with the basic system of the software and, 
in this way, they will allow the user to access the infor-
mation where the user is and at any time, (Arsan, 2016).  
Furthermore, 'Smart Logistics' is a key approach for a 
more efficient organization of physical logistics and 
information logistics in cross-society and international 
transport chains and networks. It integrates existing lo-
gistics technologies, such as material handling systems, 
and enables them to respond and act accordingly, 
(Uckelmann., 2008), (Oonk et al., 2013). Hence, Intelli-
gent Logistics uses Internet of Things (IoT) integrated 
technologies, such as Smart Contracts, Machine Learn-
ing, Wireless Sensor Network (WSN) and Big Data 
based on the Blockchain in order to improve the tracea-
bility of logistics processes in real time, (Arumugam et 
al., 2018). 
 
In recent years, many coastal countries, have actively 
started building smart ports and have achieved 
significant results. Smart ports in the port chain are 
inevitably indispensable for a fast, flexible and 
collaborative response to customer demand. Therefore, 
facing the changing environment of the port chain, the 
application of IoT technology to the intelligent manage-
ment of the port chain to build the port chain of happi-
ness becomes the development trend of modern compa-
nies (Xisong et al., 2013). 
3 SMART PORTS 
3.1  The complexity of the port chain 
Modern technological systems include a societal compo-
nent due to the impact of users. These systems are said to 
be complex when there are subsystems whose actors 
have divergent or even opposing objectives. Considered 
as an evolution of today's intelligent port platform, the 
Smart port is a perfect example of a complex system. 
This term refers in particular to an optimized port 
platform integrating the behavior and actions of users. 
According to (Beugin, 2006) a system is said to be com-
plex when the relationships linking the components are 
multiple, interdependent and looped. In the same aspect, 
(Guérard, 2014) asserts that the science of complex sys-
tems studies systems with many components by nature 
independent, highly interconnected and interacting. 
Next, (Bittencourt et al., 2016) presented a complex 
model as an emergent phenomenon resulting from inter-
actions within a network of determinants; methodologi-
cal implications of using a complex systemic approach 
and the application of a complex model. We say that a 
complex system is "A system that involves many 
interacting agents whose aggregated behaviors must be 
understood. 
 
Smart ports have many properties common to complex 
systems such as the heterogeneity of the elements, the 
impact of internal and external factors on port manage-
ment and the need for a measurement and control tool to 
solve the problem of behavior and dynamics at any scale. 
In addition, they interact with their environment. The 
complexity of the port systems remains a vague and 
subjective notion, it characterizes the systems whose 
mastery of design, maintenance and evolution pose 
significant problems, related to their size and the number 
of technologies used, which makes the whole difficult to 
apprehend. In this instance, complex port systems are 
being distinguished from other technically complicated 
systems. 
 
Modern technological systems include a societal compo-
nent due to the impact of users. These systems are said to 
be complex when there are subsystems whose actors 
have divergent or even opposing objectives. Considered 
as an evolution of today's intelligent port platform, the 
Smart port is a perfect example of a complex system. 
This term refers in particular to an optimized port 
platform integrating the behavior and actions of users. 
According to (Beugin, 2006) a system is said to be com-
plex when the relationships linking the components are 
multiple, interdependent and looped. In the same aspect, 
(Guérard., 2014) asserts that the science of complex sys-
tems studies systems with many components by nature 
independent, highly interconnected and interacting. 
Next, (Bittencourt et al., 2016) presented a complex 
model as an emergent phenomenon resulting from inter-
actions within a network of determinants; methodologi-
cal implications of using a complex systemic approach 
and the application of a complex model. We say that a 
complex system is "A system that involves many 
interacting agents whose aggregated behaviors must be 
understood. 
 
Smart ports have many properties common to complex 
systems such as the heterogeneity of the elements, the 
impact of internal and external factors on port 
management and the need for a measurement and control 
tool to solve the problem of behavior and dynamics at 
any scale. In addition, they interact with their 
environment. The complexity of the port systems 
remains a vague and subjective notion, it characterizes 
the systems whose mastery of design, maintenance and 
evolution pose significant problems, related to their size 
and the number of technologies used, which makes the 
whole difficult to apprehend. In this instance, complex 
port systems are being distinguished from other 
technically complicated systems. 
 
3.2 Increased competition between port terminals 
In a context of increased competition between port ter-
minals, the port reform deployed worldwide since 2008 
aims to give major maritime ports the opportunity to 
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become directly involved in the design of sustainable 
supply chains. 
 
The emergence of smart ports across Europe requires the 
integration of innovative technologies from the TIC, 
transport and energy sectors to become the benchmark 
for sustainability. The Intelligent Platform for Smart Port 
consortium (IPaSPort) is initiated by transport and 
energy to become the benchmark for sustainability. 
4 SMART PORT ACTIVITY SYSTEM 
4.1 Smart port taxonomy 
The port logistics system includes a regional environ-
mental system, an infrastructure system, a logistics in-
formation system, a business coordination support sys-
tem, a well-defined distribution system and a system that 
is close to the port industry, see Figure.1. They comple-
ment each other, are closely related, and form together a 
port logistics system (Li, 2017). 
 
 
Figure 1: Smart Port Activity System 
 
4.2 Intelligent Information System 
Smart ports aim to adopt modern information 
technologies to enable better planning and management 
within and between ports. When we talk about a 
connected port, we are referring to all the technologies 
that make it possible to lighten administrative procedures 
and better manage freight traffic. All this requires opti-
mal management of physical flows and information for 
perfect control of the port chain (Deiss, 2011). 
 
Hence, their role has changed in recent years to fit into 
an integrated logistics world. An issue that all parties 
have seized for several years, from port authorities to 
operational. The management information system would 
finally become coherent; it would give the decision mak-
er better legibility of activity flows and a much more 
accurate simulation capability, (Rowe, 2016a).  
 
On the other hand, (Rowe et al., 2018b) introduced the 
information system that reduces the asymmetry of in-
formation between transactional organizations and there-
by moderates the effect of the supply environment on 
supply chain integration (SCI). 
 
Besides, (Rai et al., 2006); (Song and Panayides, 2008) 
and (Rowe et al., 2018b) defined the Intelligent Infor-
mation System as "the use of intelligent and seamless 
communication systems that facilitate the efficient 
maintenance of supply chain operations between compa-
nies". 
 
4.3 Smart ship management 
Nowadays, the time of the intelligent ship is at the door. 
This is the result of the new fourth industrial revolution 
that is fast approaching. The fourth industrial revolution 
is the result of a huge increase in the amount of 
information acquired, stored, processed and transmitted. 
This has resulted in intelligent home appliances, robots, 
telephones, production machines and other objects, 
visible throughout everyday life. It is now debated 
whether intelligent ships would be fully autonomous, 
remotely controlled or crewed, who would be 
responsible for the vessel in question, and how smart 
ships would affect shipping. The recent trend to design 
more efficient and versatile vessels allows for a variety 
of intelligent port architectures. To improve performance 
with these architectures, intelligent control strategies are 
needed. 
 
In fact, the smart ship connected with the smart port to 
collaborate automatically in the planning of docks, in the 
preparation of cargo handling operations and work and 
materials handling and in the organization of truckers to 
the hour. The thing that improves the management of 
fleets and minimizes the waiting time of vessels at the 
dock and also the time of inactivity. This collaboration 
between the ship and the port has a considerable market-
ing impact for the port to become a smart port (Douaioui 
et al., 2018). 
 
The ship design typically includes three to four phases: 
design, fabrication, preliminary design and operation of 
vessels. These design processes are extremely complex 
processes and consume large amounts of energy 
throughout their life cycle, (Ang et al., 2016a), (Ang et 
al, 2017b). Moreover, Information technology (IT) and 
sensor technology have made many new steps possible 
in ship automation. Furthermore, Intelligent ship design 
is qualified that has interconnected capabilities that can 
potentially elevate and expand the entire shipbuilding 
process using computer intelligence techniques. Design-
ing smart ships, i.e. making ships with built-in intelligent 
capabilities (Ang et al., 2016a). 
 
In the same aspect, (Kobyliński, 2018) has defined the 
smart ship ‘According to the general understanding the 
smart ship is a ship that is either: remote controlled or 
fully autonomous. In both cases the ship could be 
unmanned or manned with a skeleton crew’. This applies 
to collecting, processing, and transmitting the data from 
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sensors and appliances on board the ship and transmit-
ting it to the shore station, to a unified bridge for remote-
controlled unmanned ships, to effective autonomous 
collision avoidance systems, and to advanced sensor 
technology. 
 
4.4 Intelligent traffic flow 
The objective of traffic management systems is to make 
use of this information infrastructure so as to interpret 
the different states of traffic flow and react accordingly 
in order to maintain or improve the overall performance 
of the supervised network. This kind of activity 
obviously requires an intelligent behavior of the system. 
An effective way of achieving this kind of intelligent 
behavior, is to endow the system with knowledge about 
the structure and the dynamics of controlled network. 
This knowledge is supplied by the human operators and 
is used to identify critical traffic situations as well as to 
decide on the most appropriate control actions to be tak-
en. (Hernández et al., 2002) argues in favor of the con-
cept of intelligent traffic management systems (ITMS) as 
a means of integrating the increasingly complex and het-
erogeneous traffic control infrastructure and providing a 
means of strategic support for traffic management. 
 
In traditional traffic detection, infrared detection systems 
are most commonly used for their ability to count traffic. 
However, when vehicles are traveling either too closely 
to each other or in parallel at high speed, such a traffic 
detection system can easily make a misjudgment, result-
ing in the failure of a supposedly intelligent traffic signal 
system to adjust the timing of traffic signals (Chao and 
Chen, 2014). However, in (Zhou et al., 2010), the con-
troller incorporates the Traffic System Communication 
Algorithm (TSCA) and the Traffic Signal Time Algo-
rithm (TSTMA) using the WSN technology proposed. 
Moreover, in (Ngoduy, 2013), The author aims to derive 
analytical conditions describing the instability of hetero-
geneous intelligent traffic flow using an extended (mi-
croscopic) multi-class Intelligent Driver Model (IDM) 
with different time delays 
 
4.5 Smart port infrastructure  
Smart ports urgently need to be tightly integrated within 
IoT to ensure efficient data sharing and stability of port 
services. In other words, smart ports are a new 
generation of ports, with new intelligent port 
infrastructure and integrated, intelligent management and 
service. So, establishing intelligent infrastructure is 
imperative to ensure smooth and efficient traffic flows 
and, ultimately, trade flows in the Port of Hamburg. 
Intelligent information technology consists of elements 
such as Bluetooth, hotspots or WLAN, cloud, mobile 
end devices, Internet of Things and Big Data. Moreover,  
ports are regional multimodal intersections of global 
supply chains. They function in the context of complex 
infrastructure, business transactions, and regulations. 
With the global economy demanding maritime transpor-
tation, ports have faced increasing pressure to optimize 
their performance in terms of economic, environmental, 
energy, and functional challenges that impact their sus-
tainability (Molavi et al., 2019). 
 
A smart port has all the information technology‘s infra-
structure and information structure, the latest technolo-
gies in the fields of telecommunications, electronics and 
mechanics, all the information technology infrastructure 
and the information structure and the latest technologies 
in the fields of telecommunications, electronics and me-
chanics. Consequently, a stepping-stone is necessary for 
the software infrastructure to allow us to rapidly proto-
type intelligent, or context-aware, services within such 
an environment (Dey et al., 2000). In addition, according 
to (Skopik et al., 2012), these three pillars, namely i) 
confidentiality, ii) integrity and iii) availability, consti-
tute the basis of the concept of smart meter infrastruc-
tures. 
The infrastructure must support interoperability of con-
text widgets and applications of computing and pro-
gramming languages on heterogeneous platforms envi-
ronment (Dey et al., 2000). 
 
4.6 Smart container 
For many years, one of the major goals for reaching a 
smart port is container evolution. The concept of the 
"Smart Container" is to make the container intelligent so 
that it can communicate useful, targeted and real-time 
information. It allows all actors (carriers, freight 
forwarders or end customers) to have value-added 
information reflecting the actual progress of a transport 
and the status of the goods. This information is essential 
for carriers to improve their services, but also for their 
customers to help them manage their supply chain. 
Smart Container as a data sharing facilitator. In 
summary, the smart container is a key element of 
multimodal coordination and exception process 
management. It can detect and communicate real-time 
information for multimodal transport and improved 
logistics. Several researches work and approaches have 
been presented to treat the methods that apply the smart 
container. We will mention some works encountered in 
the literature; because containers are densely distributed 
in a port, it is difficult to identify and transmit the data 
effectively. To protect the cargo from damage, theft and 
terrorist threats, businesses and governments are turning 
to wireless sensors and RFID tags. The Tradition 
container is replaced by a smart container. 
 
(Zhang et al., 2008) used RFID electronic seals that have 
both commercial and security interests by tracking 
commercial container shipments from their point of 
origin, en route to their destination and at the point of 
clearance. Their main purpose was to protect the cargo 
from damage, theft and terrorist threats. In 2010, 
(Brackmann et al., 2010) showed that the intelligent con-
tainer system includes universal "crates-pallets", audible, 
sealable, stackable, traceable and can be scanned. Then, 
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they were applied to electronic locks, sensors and so-
phisticated alarms powered by battery were provided, as 
well as an RF communication and GPS location module 
that transmits to a base station the time, location and 
status of the inventive Smart Cargo Container, as well as 
any abnormal events, including unauthorized attempts of 
opening or penetrating the container, or any potential 
damage. On the other hand, (Jurenoks, 2015) presented 
ICON, intelligent container abbreviations, which are 
self-managed entities providing applications or service 
infrastructures, they showed the novelty of ICON in the 
ability of containers to adapt to their environment, to 
target near-optimal service delivery and to require only 
high-level advice from application management. They 
used IT facilities provided by the Independent Edge Pro-
viders (IEPs). As for (Jakovlev et al., 2018), they pro-
posed a WSN (wireless sensor networks) technology that 
can be very useful when it is used to acquire and send 
data collected over large areas, and they have used ICT 
to quickly pre-select high risk and to develop secure and 
"smart" containers, but the results showed that this tech-
nology is not able to direct communications between 
multiple containers.(Ruckebusch et al., 2018) also pro-
posed the WSN technology. They established a wireless 
link between containers and a cellular network, i.e. an 
extra-container communication and intra-container 
communication in order to communicate from the out-
side to the inside of the container and vice versa. In addi-
tion, they created an ad hoc network of communication 
between stacked containers. The challenge is to find in-
novative solutions to balance service requirements while 
integrating automated and non-automated cargo handling 
equipment into container terminals to ensure sustainabi-
lity, safety and security. 
5 CLASSIFICATION OF ARTICLES 
After presenting the different works dealing with port 
activities in the maritime transport sector since 2003, in 
this section, we will try to classify these various works 
according to different criterion such as activities, meth-
ods, new technologies and the most representative soft-
ware commonly used in the academic and industrial 
world. 
 
Several authors have used different port activity with 
different methods have proposed the intelligent container 
as a port activity such as: (Ruckebusch et al., 2018), 
(Tang and Dai, 2008), (Moccia et al., 2008),(Arango et 
al., 2011), (Laganá et al., 2006), (Ślączka et al., 2017), 
and (Anwar, 2019). However each author has used a 
method or the technology different from the other. For 
example (Ruckebusch et al., 2018) has proposed the 
smart container as a port activity and they have used 
intelligent container overlays technology. In the same 
aspect (Zhao, 2014) has proposed the smart container as 
a port activity, but they have used wireless sensor net-
work technology. In (Najib, 2014), (Jakovlev et al., 
2018) and (Castilla et al., 2020) authors have treated the 
container terminal problem. As the problem is NP-Hard, 
they have presented an innovative mathematical formu-
lation as a Linear Programming (Zavodovski et al., 
2018), (Jakovlev et al., 2018), (Khatiashvili et al, 
2006),(Najib, 2014). In (Arango et al., 2011), (Wang et 
al., 2006), and (Cortés et al., 2007), they have tackled the 
Ship loading and unloading problem. They have solved 
this problem as Simulation in (Cortés et al., 2007), 
(Arango et al., 2011), and Metaheuristic in (Wang et al., 
2006). In (Zhao, 2014), (Mondragon et al., 2015a), 
(Mondragon et al, 2012b), (Ślączka et al., 2017),(Tang 
and Dai, 2008),(McGinley, 2014) ,(Layaa and Dullaert, 
2014),(Laganá et al., 2006), (Kim and Moon, 2003) they 
have introduced the intelligent transportation system 
problem. To solve the problem, they have proposed two 
method, the first one is the simulation method and the 
second one is the linear programming. 
 
5.1 Port activities 
According to the research discussed in this paper, the 
port activities can be treated under different activities 
which are presented in Figure 2: container terminals, 
Ship loading and unloading, intelligent transportation 
system, smart container and customs. 
 
 
Figure 2: Port activities (see annex for key description) 
 
From of the figure 2 we can note a significant number of 
container terminals and an almost total lack of work of 
the Customs. 
 
5.2 The methods 
Referring of the Figure 3, we notice that most of the 
researchers have used the simulation method, while 
others choose to use different ones noting: the 
metaheuristic method, the linear programming, etc. 
 
 
Figure 3: Used methods (see annex for the key 
description) 
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5.3 Technologies 
According of the Figure 4, we conclude that the WAN 
(wireless sensor network) is the most recent and used 
technology, meanwhile, despite being an innovative 




Figure 4: Used technologies 
 
5.4 Softwares 
From of the Figure 5, we note that the CPLEX and 
ARENA Softwares are the most used ones even though 
they are regarded as old Softwares 
 
 
Figure 5: Used Softwares 
6 CONCLUSION 
In this work, we have presented a reference paper for the 
recent literature review treating the smart port activities. 
To further develop Tunisian port research a solid aca-
demic field, new conceptualization and modeling are in 
high demand. Within the methodology followed, an in-
telligent port relies on the interconnection of port activi-
ties actors, the automation of the equipment and the ope-
rations of the port terminal to improve the fluidity, the 
reliability, the security of information exchange and to 
take real-time decisions. These practices also increase 
the productivity of the smart port and improve its ener-
getic efficiency. Based on our effort, we point out that: 
the activities, methods, new technologies and the most 
representative Software. We have noticed that most of 
the authors have used the container terminal as a port 
activity. 
For the future, we can envisage two stimulating research 
directions. The first consists in proposing resolution 
methods for the problem with instances and parameters 
of much larger size and in proposing a new concept of 
smart port with the use of the concept of artificial intelli-
gence, bigdata, Data Mining and Blockchain technology. 
in a Tunisian container terminal in Radès. 
A second avenue of interesting research would be to 
minimize the planned transfer times between storage 
locations and container berths by using AGV vehicle 
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ABSTRACT: Transport is an activity at the heart of logistics, it plays an essential role in economic and social 
development. Its contribution to the gross domestic product, to the employment  and its share in energy consumption. 
However, the road transport, especially for petroleum industry sector is not without consequences on social welfare, the 
depletion of resources, pollution to the eco-system, etc. 
 
In this paper, We present the current supply chain petroleum products model in Morocco (diesel gasoil and gasoline 
products as a case study), and we propose the "transport means pooling"  as a new organization strategies for 
sustainable logistics using a simulation approach (ARENA software) based on a real data during 78 months to estimate 
the parameters variation needed to calculate the CO2 emissions in order to improve logistics chains performance in 
sustainable development context. 




Transport has become a key of success for most 
companies facing structural changes in the supply chain, 
its importance is assessed by a consumer market 
characterized by a strong demand for raw, semi-finished 
and finished products; a very high level of customer 
requirements and strong competition between all the 
players along the logistics chain. 
 
A situation forces the different players in the supply chain 
to respond to different market demands and to develop 
their activities in the face of many constraints: social, 
economic, environmental, etc.  
 
In terms of sustainable development (SD), transport plays 
an important economic and social role. However, its 
negative impact on the environment and the degree of 
safety make it necessary to reconfigure the system. 
 
The laws and regulations currently in force in Morocco 
remain insufficient to reduce the transport impact, 
particularly in terms of regulating the flow of goods. 
 
Therefore, transport efficiency becomes an important 
indicator for improving logistics, and a new organization 
of the transport sector will be a necessity to be provided 
by companies in the current limited situation, in order to 
ensure a more efficient transport system and to reduce the 
greenhouse gas emissions (GHG) for a sustainable 
development. In this context our paper focuses on 
Moroccans hydrocarbon supply chains and propose the 
pooling of transport resources as a possible solution 
between the two largest Moroccan petroleum importers, 
through a simulation approach, an analysis of the current 
supply chain and an improvement of performance 
indicators such as loading rate, resource availability, 
average stock and the rate of greenhouse gas  emissions, 
especially CO2 emission. 
 
2  STUDY CONTEXT 
 
After the shutdown of the only Moroccan refinery in 
August 2015, the Moroccan energy security is absolutely 
depended on imports for all fossil fuels, which account 
for almost 90% of total primary energy supply (TPES) 
and Oil constituted 62% of TPES in 2017, followed by 
coal (22%) and natural gas (5%). The country’s energy 
import bill rose to MAD 69.5 billion in 2017 (USD 7.3 
billion, EUR 6.3 billion). (International Energy Agengy 
IEA report, Morocco 2019) 
 
In 2016, the total Moroccan’s storage capacity was 
around 1.8 million m3, which its concentrated about 65% 
in northern Morocco between Mohammedia and 
Mohammedia (excluding the storage capacity of 
SAMIR). (Moroccan Agency for Development of 
Logistics AMDL, 2016). 
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Furthermore, in the same year, the consumption of the 
petroleum products achieved 13 million tons, with 3% 
annual increase rate from 2010 to 2016 and it continued 
to grow, as shown Figure 1.  
 
 
Figure 1: Consumption evolution of petroleum products  
(Report of the Moroccan parliamentary committee on the 
hydrocarbons sector, 2018) 
 
Moreover, Morocco’s energy security related concerning 
the global supply chain risks is increasing, and its 
strategic stock is less than the legal requirements for all 
products. 
 
In addition, the importation and distribution process of 
petroleum products (gasoline, diesel gasoil, fuel,...) are 
dominated by road transport for almost all the flows 
between the storage facilities and the 2477 petrol stations 
in the country. (Business Economics, 2018) 
This flows tension state generates infrastructures 
saturation, road networks congestion, transport variation 
cost according to the barrel price in world market also it 
creates significant CO2 emissions. 
 
In 2017, oil was responsible for 64% of total CO2 
emissions and the transport sector created 30% of the 
global emissions from 2006 to 2017 with an increasing 
about 63% which runs counter the country's overall 
strategy for reducing the Greenhouse Gas emissions 
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* Other includes biomass and waste. 
Figure 2: Moroccan emissions by fuel, 1973-2017 
(International Energy Agengy IEA report, CO2 Emission 
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Figure 3: Moroccan emissions by sector, 1973-2017 
(International Energy Agengy IEA report, CO2 
Emissions from Fuel Combustion, Morocco 2018) 
 
Indeed, the government is worked to increase oil 
products storage capacities also for its efficient 
monitoring mechanism of all oil products supplies and it 
has defined an integrated national development strategy 
of logistics sector in the horizon 2030. One of the 
strategy objectives is to reduce of CO2 emissions by 35% 
of the road goods transport. (Moroccan Agency for 
Development of Logistics AMDL, 2016) 
 
The transport resources pooling is therefore an 
interesting way to explore, particularly in the case of 
transporting petroleum products. Before proceeding to 
the complete Moroccan hydrocarbons logistics chain 
diagnosis, we will present a summary of main works 
dealing with the transport pooling. 
 
3 LITERATURE REVIEW 
 
According to authors  (Pan et al., 2013), Logistic pooling 
corresponds to partners logistics network co-design 
(suppliers, customers, carriers, etc.) with a common 
objective, to share logistic networks (warehouses, 
platforms, means of transport, etc.) and to provide 
management needed data. In seeking common goal and 
close to facilities, pooling is appropriate for logistic 
chains operating in the same sectors. 
 
Pooling implies a flows massification; that consists in 
concentrating certain flows on the same site in order to 
optimize the supply and distribution circuits. (OITC, 
2005) 
 
Logistics chain pooling resources issue has been treated 
in several studies. The majority of works suggest that 
pooling resources is a solution of various logistics 
problems in order to improve logistics chain 
performance. 
 
The next table provides a work summary according to 
the sector activity and the pooling purpose, the authors 
highlight in their work the benefits expected from 
resources pooling in terms of economic, environmental 
and political performance. 
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Works  Sectors Objectives Results 
How fairness perceptions, 
embeddedness, and knowledge sharing 
drive green innovation in sustainable 
supply chains: an equity theory and 
network perspective to achieve 




Examination of embeddedness, 
knowledge sharing, and green 
innovation in the sustainable supply 
chain. 
 
-Embeddedness and knowledge 
sharing have a partial impact on 
green innovation in the sustainable 
supply chain; 
-Company size as a control variable 
is a positive effect on green 
innovation. 
Throughput optimization in a coal 
export system with multiple terminals 
and shared resources  
(Rocha et al., 2019) 
  Exportation -Optimization of the Hunter Valley 
coal export system in Newcastle, 
Australia with sharing  a rail 
network on their inbound/outbound 
operations; 
-Maximizing of flow at a single 
coal terminal with sharing resources 
simultaneously. 
The solutions are on average 17% 
better than those obtained with the 
current method. 
Information Sharing in Logistics 
Firms: An Exploratory Study of the 
Vietnamese Logistics Sector  
(Pham et al., 2019) 
Logistics 
firm 
-Examination the role of 
information logistics and methods 
shared with the firms and their 
partners; 
-Influencing factors of the sharing 
practice on supply chain logistics.  
Influencing factors practices   are: 
 Technical capability; 
 Security risks; 
 Organization rules and policies; 
 Mutual trust. 
Benefit analysis of shared depot 
resources for multi-depot vehicle 
routing problem with fuel consumption 
( Li et al., 2018) 
Transport/ 
Storage 
Quantifying the benefit of shared 
depot resources. 
The benefit of shared depot resources 
depends on instance characteristics 
(depot–customer geographic 
distribution, maximum route 
distance, and number of depots). 
A multi-agent system for sharing 
distributed manufacturing resources  
(Li et al., 2018) 
 Distribution Proposition a multi-agent system 
based approach to promote 
competition and cooperation among 
multi-agents and to achieve global 
optimal scheduling. 
Enterprise alliance multi-agent 
system (EA-MAS) which integrates a 
sharing resource information, 
provides shared scheduling scheme 
for distributed manufacturing with a 
good performance. 
Green supply chain game model and 
analysis under revenue-sharing contract 
(Song et al., 2017) 
Green 
supply chain 
Quantitative analysis of contact 
impact on decision variables and 
supply chain performance. 
Manufacturer and retailer get an 
important profit by using a sharing 
contract. 
Allocation of Transportation Cost & 
CO2 Emission in Pooled Supply Chains 
Using Cooperative Game Theory (Xu 
et al., 2012) 
Transport Implementation of the horizontal 
supply chain pooling for reducing 
transportation cost and CO2 
emission. 
Pooling scheme reduced the 
transportation cost and the carbon tax 
(cost-reduction rate of 25.98%). 
Table 1: Published works on the pooling of resources in different sectors 
 
In general, the hydrocarbon's transport in Morocco under 
land and sea routes constitutes nearly 14% of the global 
costs of the logistics chain, with a fleet of more than 
1200 tanker trucks rolling over the national territory. In 
2014, the distance traveled by all the tankers of the same 
company from Mohammedia to all the warehouses 
(Casablanca, El Jadida, Jorf lasfar, Larache, Mdiq, 
Tangier, Marrakech, Nador and Meknes) was estimated 
at 3 813 000 km, with an empty transport estimated at 
50% over the whole of this distance, and a total quantity   
of diesel and unleaded lead transported on the order of 
352 000 tons. (SAMIR, 2019) 
In view of these distances traveled, and these empty 
tours, naturally raises the question of the transport 
resources’ pooling for these main importers. To what 
extent would the pooling of distribution means (trucks), 
allow a reduction of CO2 emissions? Before answering 
this question in the simulation part, we present below the 
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4 METHODOLOGY FOR CALCULATING CO2 
EMISSIONS 
 
The quantity of CO2 emitted by trucks comes from the 
combustion of fuels producing the energy needed to 
transport goods. These emissions have a direct relationship 
with the quantities transported and the distances traveled. 
 
Several references are available in the literature, using 
different methodologies and units for the calculation of gas 
emissions, making comparisons difficult of all the results 
produced. For this purpose, three units are widely used for 
the measurement of Greenhouse Gases (GHG) or CO2 
alone: (Pan, S., 2010) 
• Carbon equivalent (kg eq C) 
• CO2 equivalent (kg CO2 eq) 
• Emission of CO2 alone (kg CO2). 
 
In this article, we will present all results only in CO2 
emission; it is the amount of CO2 emitted directly. 
 
The global fleet studied in this paper composed of a Heavy 
Duty Vehicle HDV tanker truck for transporting petroleum 
products, which its capacity limited on 32-40 tons. 
 
The project report of Methodologies for estimating air 
pollutant emissions from transport (MEET) defines the 
global pollutant emissions emitted of a vehicle in circulation 
as the sum of emissions when the vehicle is warm after the 
start (E hot); emissions when starting the vehicle (E start-up) 
and emissions due to fuel evaporation (E evaporation). The 
function is of the form: (Hickman et al., 1999) 
                                                      (1) 
 
According to The deliverable report of MEET (Hickman et 
al., 1999), CO2 emission is not concerned by this emission 
type E evaporation . In our study, transport is always over a long 
distance (365km), which allows us to neglect the vehicle's 




Therefore, we can calculate the rate of emission for an 
unloaded vehicle, on a road with a 0% gradient by the 
following function in form: (Hickman et al., 1999) 
 
                          (3)  
 
Where:  is the rate of emission (g/km) for an unloaded 
vehicle on a road with a 0% gradient; K is a constant; a-f are 
coefficients;  is the mean velocity of the vehicle (km/h). 
 
According to the same report, vehicle load and road gradient 
both are two correction factors the most important proposed 
to calculate the total emissions emitted by a vehicle.  
 
4.1    Gradient correction factor : 
 
The gradient factor can be calculated as a polynomial 
function in the following: (Hickman et al., 1999) 
                                                                                            (4) 
                     
 
Where: as is the correction factor ; v is the mean speed in 
km/h; A0-A6 are constants for each pollutant, vehicle and 
gradient class. 
 
Furthermore, we can calculate the emission factor due to 




where: E chot is the corrected emission by the gradient factor 
of the CO2 pollutant (g/km); E hot is the emission factor 
(g/km) with 0% gradient. 
 
4.2     Vehicle loading factor:  
 
Scientifically, a big mass requires a great energy during a 
trip to move it, in the next function we calculate the 
emission factor for a vehicle in loading state: (Hickman et 
al., 1999)  
 
hot ( ,v)                                                                (6)  
 
Where:  is the emission factor when loaded in g/km; E hot is 
the emission factor when unloaded (g/km); ( ,v) is the 
load correction factor function; is the gradient (%); v is the 
mean velocity of the vehicle (km/h). 
 
Load correction factor functions ( ,v) are of the form: 
(Hickman et al., 1999)   
 
( ,v) = k + n p q rv + sv2 + tv3 + u/v               (7)  
 
Where: k is a constant; n-u  are coefficients. 
 
According to the above factors, which are the vehicle load 
and road gradient, the total emission can be presented in 
following function form: E g/km = hot × as × ( ,v)          (8)             
 
Moreover, we calculate the CO2 emission in two levels: 
Firstly, we consider the quantity emitted is totally dependent 
on the vehicle loading rate, the distance traveled and the 
truck average speed. The following simplified formula 
allows us to calculate the CO2 emission in function only to 
the loading rate by ignoring the gradient factor, so the 
formula (8) will be by integrating the equations (4) and (7) 
as following: (Pan, S., 2010) 
 
hot ( ,v)                                                          (9) 
 
                                                                                          (10)                   
= (1576 - 17,6v + 0,00117v3 + 36067/v2) × [1 + α(0,43 - 0,916/v)] 
 
= 0,417α + 0,753                                                            (11) 
 
Where: α is the rate loading of truck; v is the mean velocity 
of the vehicle in km/h. With: α=1 for a full load regime and 
α=0 for an empty load regime. All coefficients and constants 
for the calculation of the gradient correction factor and 
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5 
 
loading vehicle factor are presented in tables A27, A40 and 
A46 on the project report MEET. (Hickman et al., 1999) 
 
Secondly, we calculate the CO2 emission by adding the road 
gradient as a parameter for analyzing the influence of this 
last on the total quantity emitted by the fleet used in our 




We build a simulation model using the software Arena 
simulation to assess gas emissions emitted by a fleet of 
tanker trucks during transportation of petroleum products. 
We start our simulation model by creating an entity for 
company A, for a regular period of a demand, then we  
assign the declared  entity with its mathematical function 
presented the company needs. 
 
The simulation is done on two possible cases: 
 
Case 1: The loading carries out with the regional stock 
using the bloc "Decide", if the demand validates the 
following condition: 
 
Tank capacity(Tangier)-Demand > 0.5×Tank capacity(Tangier) 
 
So the loading will do successfully and the process will be 
finished by the "Dispose" block. 
 
Case 2: The demand is treated by a national storage 
(Mohammedia) by creating a "process" block. After the 
trucks are loading, and they returned to Tangier city, we 
create a "Record" block to calculate the number of trucks 
used in this operation, also the quantity of CO2 emitted 
during the transportation process. 
 
The objective of our simulation will be to obtain the 
distance traveled by the carriers and their load factors in 
order to measure the CO2 emission for different fuel 
distribution companies. In this part, we propose studying the 
hydrocarbon transport‘s ecological impact. For this reason, 
we will extract from the simulation the total distance 
traveled by all the means of transport in order to measure 
the CO2 emission. To measure this distance, we will have as 
input data for our model: 
• The demand of different stations; 
• The capacity of each carrier; 
• The distance to be traveled between the different 
places of interest and The means of transport used. 
 
5.1    Modeling the hydrocarbon transport 
process 
 
The hydrocarbons’ import is mainly from the various ports 
of the country and the supply is based on need. The 
provisioning model is represented in the following diagram: 
 
 
Figure 4: Supply model 
 
The condition on order initiation will be dependent on the 
stock level of the company's tanks. 
 
5.2    Modeling the distribution process 
 
From the demand forecast, we can generate the different 
CO2 emission from the different distances that will be 
traveled to satisfy the needs of the company's customers. 
The hydrocarbon distribution model is as follows: 
Figure 5: Fuel distribution models 
 
The generated demand will be based on previous requests 
for different regions of the country for each company. 
 
6 RESULTS AND DISCUSSIONS 
 
The results presented on the following table showed a filling 
rate α varying around the 0,5 which is consistent with empty 
trucks returns. However, the two transporters’ total emission 
factor E hot with zero road gradient exceeded 49 million kg 
and there filling rates approaching 50%.   
Consequently, an increase of the filling rate would reduce 
the total distance traveled, so reducing the CO2 emissions.  
Furthermore, if the road gradient factor is taken into 
account, the simulation results show that the total corrected 
emission E chot is higher about 41% than the total emission 
E hot with 0% road gradient. 
 
Input parameters Importer A Importer T 
Tank capacity (ton×103) 71 34 
Fleet 200 67 
Distance (km) 365 
Average velocity (km/h) 70 
Slope (%) 0,52 
Emission rate (kg/km)
(Unloaded vehicle,0% gradient) 
0,7527 
Gradient correction factor as 2,1980 
Load correction factor 1,4193 
Emission factor E hot (kg/km) 
(0% road gradient) 
0,9613 0,9610 
Corrected emission E chot 
(kg/km) (gradient factor) 
1,3556 1,3556 
Emission factor l (kg/km) 
(Loaded vehicle) 
1,0683 
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Output parameters Importer A Importer T 
Average stock (ton) 448 212 
Filling rate α 0,4995 0,4989 
Total E hot (kg/km) 33 062 202 16 020 139 
Total E chot (kg/km) 46 623 449 22 598 231 
Total l (kg/km) 36 742 277 17 808 860 




The modeling approach discussed in the paper for 
hydrocarbons logistics chain in Morocco to allow doing 
simulations regarding to the means of transport’s 
organization. 
 
The simulation allowed us to estimate the parameters 
variation needed to calculate the CO2 emissions, which are 
the total distance traveled, the filling rate α and the road 
gradient. Moreover, the road gradient factor represents the 
one of the main parameters to calculate the CO2 emissions. 
Moreover, the simulation results show that the total 
corrected emission E chot is higher about 41% than the total 
emission E hot with zero road gradient. 
 
In perspective, pooling transport resources between two or 
more operators could be considered as an approach to 
increase filling rates, so reducing the environmental impact. 
Therefore, the next work will propose a mathematical model 
of petroleum supply chain to minimize the CO2 emission 
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ABSTRACT: To meet healthcare organisations’ goals such as satisfying their customers in terms of service quality, they 
need an efficient performance management system. This paper provides an approach to implement a new performance 
measurement system (PMS) for a large healthcare network in the region of Montreal, Canada (CIUSSS Centre-Sud-de-
l’île de Montréal – CCSMTL). At the beginning, we present the data collection method in an attempt to understand the 
current situation, the data is then analysed using SWOT method. Second, we present our approach consisting of five steps 
to set up a performance measurement system, for this purpose, we used Analytic Hierarchy Process (AHP) and other 
mathematical tools. Third, we explain an application of our approach by using a real case study. Finally, we discuss how 
this approach lead to solve organisational issues, meet the CCSMTL needs and promotes cultural change in the strategic, 
tactic and operational levels. We also discuss the study limits and the future work. 
  
KEYWORDS: Performance measurement, indicators, AHP, Healthcare.  
1 INTRODUCTION 
Managers in healthcare and social services sector need en-
gineering tools to contribute to provide high-performance 
services and achieve customers’ satisfaction while imple-
menting innovation and efficiency organisational culture. 
In the province of Quebec, Canada, the health and social 
services system is structured into networks called 
CI(U)SSSs. CI(U)SSSs refer to integrated (University) 
health and social services centres. They are public bodies 
under the responsibility of Ministry of Health and Social 
Services (MSSS). Their mission is to provide general and 
specialised healthcare and social services to the entire 
population throughout the province of Quebec while en-
suring that these services are accessible, effective, effi-
cient, and of high quality. In Montreal region, where this 
project is conducted, there are five CI(U)SSSs, which of-
fer services in the West, West-Centre, South-Centre, 
North and East. Our project is carried out in collaboration 
with the South-Centre CIUSSS (CIUSSS Centre-Sud-de-
l’île de Montréal - CCSMTL). 52 institutions including 
four hospitals and clinics, 10 community service centres, 
14 social rehabilitation centres, 17 residential centres for 
the elderly, five physical disability assistance centres and 
two administrative offices have been grouped and merged 
to create the CCSMTL in April 2015. In its effort to im-
prove the performance of its network and satisfy MSSS’s 
requirements regarding healthcare system performance 
assessment (MSSS Strategic plan 2019-2023) (MSSS, 
2019), the CCSMTL initiated the implementation of its 
performance model called “integrated Quality-Perfor-
mance Model” (QPM). The QPM encompasses four per-
formance dimensions: customer, quality-accessibility, 
mobilization, and optimization (Figure 1).  
 
Figure 1: Quality Performance Model of CCSMTL 
(CCSMTL, 2017) 
Each dimension addresses an aspect of CCSMTL perfor-
mance. For instance, Customer dimension reflects the 
CCSMTL performance regarding the satisfaction of its 
customers (people receiving the service or care, his/her 
relatives, the community and the population) in regards to 
services and care provided by the CCSMTL. Within each 
dimension, the CCSMTL identifies different sub-dimen-
sions, which are measured by using a set of performance 
indicators. The QPM model is based on the two main di-
mensions: accessibility-quality and customer, which are 
called in the CCSMTL the “True North” ( it is a symbolic 
name, because these two dimensions take the shape of a 
compass needle and indicate the right direction to a better 
performance). The other two dimensions (optimization 
and mobilization) support the True North in achieving its 
goals. To implement the QPM model in its network, the 
CCSMTL has implemented a visual performance man-
agement system (i.e., control rooms) encompassing a stra-
tegic decision room, tactical rooms and visual stations. 
(Lagacé & Landry, 2016). By definition, a control room 
is a dedicated space where decision-makers meet regu-
larly to take a look on the current state and initiate discus-
sions to improve future performance. The rooms are hier-
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archically structured and allow decision makers to dele-
gate tasks to a lower decision-making level or to request 
support from a higher level. 
 
However, implementing the QPM model is very challeng-
ing for the CCSMTL managers. First, the CCSMTL is a 
very large network, with 28 different services provided to 
the customers in several institutions. QPM deployment 
must be performed at various decision-making levels 
(strategic, tactical and operational) and network structures 
(programs, departments, institutions, etc.). Given the di-
versification of the services offered, this deployment is 
difficult to achieve. Second, some sub-dimensions of the 
QPM are difficult to measure. Thus, identifying relevant 
performance indicators is complex. Third, in order to 
measure the overall performance of a department or the 
CCSMTL as a whole, managers need aggregated infor-
mation that is easy to interpret and visualize to efficiently 
support decision-making. Additionally, some indicators 
are interdependent while others may be conflicting (in 
some cases, trade-offs are inevitable). Finally, several in-
dicators have heterogeneous units of measurement. 
 
The objective of this project is to support the CCSMTL 
managers to efficiently implement the QPM model. More 
precisely, the objectives are twofold: 
1) Identify, select and validate performance indicators 
relevant for each dimension of the QPM. 
2) Measure the overall performance of a structure within 
the CCMTL (e.g., a department), and translate it into 
information that is easy to interpret and visualise. 
 
To this end, we propose a framework for developing a per-
formance measurement system (PMS) aiming at imple-
menting the QPM model. The remainder of this article is 
organized as follows: the next section presents our litera-
ture review. Section 3 describes our methodology. Section 
4 presents a case study and our preliminary results. Fi-
nally, section 5 presents our conclusions, the limitations 
of our study, and future work. 
2 LITERATURE REVIEW 
2.1 Performance measurement  
According to Marin (2020), a PMS is needed in healthcare  
first to see how things works and plan performance im-
provement. Second, it is useful to make the right decisions 
and monitor the organization. Third it promotes the qual-
ity of services. Finally, it supports strategic planning and 
resource allocation. The measure the performance, the au-
thor mentions three generations of measurement systems, 
the first one is based on balanced measurements such as 
the balanced scorecard  (BSC) of Kaplan and Norton 
(1992), the perform prism of Neely et al. (2002) and the 
Skandia navigator model developed by Edvinsson and 
Malone (1997). The second generation of systems intends 
to map flows and transformations of the strategy such as 
the strategy map of Kaplan and Norton (2000), the success 
and risk maps of Neely et al. (2002) and the IC-Navigator 
model of Roos et al. (1997). The third generation proposes 
improvements to the models of the other two generations, 
especially on how to link the financial and non-financial 
aspects. 
 
The Supply Chain Operations Reference (SCOR) model 
(APISC, 2017) presents “the performance” as a grouping 
or a categorisation of metrics used to express a specific 
strategy. According to IRIS (Research and socioeconomic 
information institute) (Hébert & Hurteau, 2016), an indi-
cator is the final deliverable of a data collection for the 
purpose of achieving a goal. Thus, an indicator must be 
associated with a precise and measurable objective. In the 
literature, authors classify performance indicators based 
on different categorisations. For instance, we can differ-
entiate the indicators by their “external” or “internal” 
character (Hébert & Hurteau, 2016). According to the au-
thors, internal indicators (activity metrics) are closely 
linked to the activity of the department or the company. 
In healthcare, the internal indicators are those which are 
used to measure and manage activities, practices and re-
sources within the system. External indicators (impact 
metrics) concern the impact of actions on the market. In 
healthcare, external indicators show the impact of a health 
service on its customers (e.g. complaint rate). IRIS pro-
poses another categorisation: 1) health status indicators, 
which can be expressed positively (e.g. cancer survival 
rate) or negatively (e.g. mortality rate); 2) resource indi-
cators that are expressed as a function of costs (e.g. health 
expenditure per person) or not (e.g. number of nurses); 
and 3) indicators related to the services rendered (e.g. 
number of surgeries). Merchant (2006) discusses how to 
choose a set of measures in order to evaluate general man-
agerial performance. In his paper, several other references 
are presented, which could support choosing the right in-
dicators. From this paper and further readings, we identi-
fied the following eight criteria for choosing a perfor-
mance indicator: validity, relevance, reliability, sensitiv-
ity, simplicity, usefulness, sustainability, and specificity. 
2.2 Normalisation techniques 
Normalization consists in making an entire set of values 
have the same measurement scale, in order for instance to 
compare them. Goyal et al. (2014) published an article 
where they report the three most commonly used tech-
niques. The first one is the min-max normalization. It per-
forms a linear transformation on the original data. Assume 
that an attribute A varies between a minimum (min) and 
a maximum (max) value. The method plots a value Xreal 
 A to Xnorm in the range of [Nmin, Nmax] (New min-
max) by calculating: 
 
   (1) 
 
The second is the Zero-Score (Z-Score) normalization. It 
is used when the range of an attribute is unknown. It trans-
forms the data by converting the values to a common scale 
with an average of zero and a standard deviation of one.  
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The third method is the decimal scaling normalization. 
The value of Xnorm is obtained by using the following 
equation:  
               (2) 
Where z is the smallest integer such that Max (|Xnorm |)<1.  
 
To ensure a better normalization, it is necessary to detect 
outliers in the data to normalise and eliminate them. This 
step is primordial to ensure reliable normalised values. 
According to Al Shalabi et al. (2006), future data can be 
normalised in the same manner as current data. 
 
2.3 Aggregation and MCDM techniques 
Multiple criteria decision-making (MCDM) tools are a set 
of techniques allowing managers and researchers to 
choose the best possible decision or option. They repre-
sent an important science section of Operational Re-
search. Two main schools are known: the American 
school with the models of Saaty, Brown and Keeney & 
Raiffa, and the European school with the models of Roy, 
Brans, Mareschal and many others. Mena (2000) de-
scribed the bases of different MCDM techniques and their 
uses. The author presented a classification of these tech-
niques according to three main approaches: complete ag-
gregation, partial aggregation, local and iterative aggrega-
tion. Complete aggregation methods consider all the alter-
natives and a weight is assigned to each one of them. Par-
tial aggregation methods create a ranking relationship be-
tween the alternatives. These approaches do not neces-
sarily lead to the best result as generally expected (Mena, 
2000). Iterative and local aggregation methods are used 
when there are many or unlimited choices. Table 1 pre-
sents the most used MCDM techniques. 
 
Complete Partial Iterative and local 
AHP (Saaty, 1971) 
MAUT (Ralph 
Keeney, Howard 
Raiffa, 1960)  
Brown and Gib-
son (P. Brown, D. 





















Table 1: MCDM approaches examples 
 
The most used approach among complete aggregation 
methods is the Analytic Hierarchy Process (AHP) (Saaty, 
1971) developed by Saaty in the 1970s and improved in 
the following years. AHP is a well-known method for 
structuring and analysing complex decisions, based on hu-
man intuition and mathematical modelling. Forman and 
Gass (2001) explain in their article the effectiveness of the 
AHP method by giving descriptions of successful appli-
cations. They developed a relevant academic discourse to 
compare the AHP method with other competing ap-
proaches. The authors illustrate AHP’s applications in 
various fields such as quality management. The main use 
of AHP is for solving choice problems in multi-criteria 
environments and it converts individual preferences into 
weights. 
 
AHP has been successfully used in performance manage-
ment for prioritizing and weighting performance indica-
tors (Yaghoobi & Haddadi, 2016). Also, it is widely ap-
plied within the BSC framework (Anjomshoae et al., 
2019; Modak et al., 2019; Yaghoobi & Haddadi, 2016). 
In the health sector in particular, AHP is integrated with 
the BSC for performance evaluation, for instance, Chan 
(2006) applies the AHP method on hospital balanced 
scoreboards to identify overall measures to compare per-
formance between healthcare organizations. Regragui et 
al. (2018) combined the BSC and the AHP to develop a 
framework for evaluating the performance in hospitals 
and provide managers with indicators on the strengths and 
weaknesses of the organisational performance. Other au-
thors such as Leksono et al. (2019) ans Marcarelli (2017, 
2018) also used AHP and BSC in healthcare. 
3 METHODOLOGY 
3.1 Data gathering 
Data was collected in order to understand the internal pro-
cesses of the CCSMTL and its current situation regarding 
the implementation of the QPM model (indicators se-
lected, reference models used, etc.). We used two methods 
for gathering information: reviewing relevant documents, 
for e.g., provided by the CCMTL; and observation/inter-
views. 
3.1.1 Document review  
The CCSMTL attempts to adopt the best practices of sev-
eral Canadian and international organisations to imple-
ment its QPM model. It also uses the guidelines and rec-
ommendations of the Law on Health and Social Services 
of the MSSS. According to the ministerial reference 
framework for performance evaluation (MSSS, 2012), the 
Law provides a model for organising the human, material 
and financial resources in a way that encourages the par-
ticipation of all actors and promotes responsibility sharing 
between all stakeholders. Moreover, the Law states that 
healthcare institutions must obtain health and social ser-
vices accreditation. In 2017, the MSSS selected the ser-
vices of “Accreditation Canada” for all the institutions in 
the Quebec network. Accreditation Canada assesses or-
ganizations against standards developed by the Health 
Standards Organization (HSO). Furthermore, it recom-
mends a set of performance management practices to be 
implemented using a guide-book on the evaluation of 
quality improvement and quality indicators (Agrément-
Canada, 2014). The CCSMTL is also a member of fran-
cophone PLANETREE (Cosgrove, 1994), which is a 
grouping of health and social services institutions aiming 
at improving healthcare and social services. 
PLANETREE provides a model for integrating clinical 
and management practices centred on the customer. 
Hence, MSSS, Accreditation Canada, and PLANETREE 
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all provide several references for selecting performance 
indicators and implementing a performance management 
system. The documents studied constitute the first step to-
wards the implementation of the QPM.  
3.1.2 Interviews and observations 
At the beginning, we had limited information on the prob-
lem. Therefore, to gather more information, we conducted 
interviews with CCSMTL experts. Five steps were fol-
lowed for each interview. i) Set a specific goal for the in-
terview. The main goal, which is common to all inter-
views, was to evaluate the implementation progress of the 
QPM model within the CCSMTL. ii) Choose the inter-
view method. According to DiCicco‐Bloom and Crabtree 
(2006), there are three types of interviews: structured, 
semi-structured and unstructured interviews also called 
in-depth individual interviews. We adopted the structured 
interview method. In this method, the participants have a 
number of structured questions, which they are asked to 
answer in their own way. iii) Recruiting the participants. 
We chose the interviewee based on the study needs and 
progress. We collaborated with a manager involved in the 
implementation of the QPM who helped us to identify par-
ticipants who would be interesting for the study. iv) Con-
ducting the meeting, and planning other interviews with 
the participants if necessary. Examples of questions dis-
cussed in the interviews are what are the strategic objec-
tives? What are the practices put in place to achieve these 
objectives? How the QPM can lead to a better perfor-
mance? And how does the CCSMTL evaluate the organi-
zational performance? v) Information analysis and result 
formulation. 10 interviews in total were conducted with 
12 senior managers and stakeholders of the CCSMTL, 
from May 2019 to February 2020. Most of the meetings 
were one-to-one.  
 
The main objective of the observations was to gather data 
and identify behaviours and practices that might not be 
collected otherwise (e.g., interviews). We participated in 
the QPM Coordination Committee and the QPM Advi-
sory Committee meetings. The Coordination Committee 
is formed of a limited number of managers from the qual-
ity, ethics, organisational performance Department. Its 
mandate is to ensure successful implementation the QPM 
in the CCSMTL in accordance with the MSSS strategic 
plan. Periodically, the Coordination Committee invites 
the heads of all departments to discuss decisions to be 
made and collect their feedback. This enlarged group 
forms the QPM Advisory Committee. Besides, we at-
tended a training on performance improvement led by two 
managers of the CCSMTL. We also visited two hospitals, 
two rehabilitation centres and several control rooms.  
 
3.2 Data analysis 
Through the interviews, field visits, attendance at meet-
ings and events, we collected a large volume of infor-
mation. In order to identify the strengths and weaknesses 
related to the current implementation of the QPM model, 
we used the SWOT model (Strengths, Weaknesses, Op-
portunities, Threats). According to Pickton and Wright 
(1998), SWOT analysis is a tool from which strategies can 
be developed and which improves organisational perfor-
mance. It involves the collection and representation of 
data related to internal and external factors that have, or 
may have, an impact on the organisation. The SWOT 
analysis method helps to clarify the strengths to be main-
tained, the weaknesses to be improved, the opportunities 
to be taken advantage of, and the constraints to be re-
spected. In the following paragraph, we present our main 
results and findings (Table 2). These results were dis-
cussed and validated with CCSMTL experts. 
 
Table 2 shows that there are enough indicators in the 
CCSMTL that measure quality-accessibility (Strengths). 
Some of them are dependent with each other while others 
may be conflictual (Weaknesses). However, we observed 
a lack of indicators within the customer dimension 
(Weaknesses), which is yet the heart of the QPM model 
and the most important component. We also had difficul-
ties in finding indicators in the optimization dimension 
while most of mobilization indicators are measured by the 
human resources (HR) department (Weaknesses). We ob-
served that the QPM model is rather well implemented at 
the strategic level compared to operational or tactical lev-
els (Strengths). There is a major interest of senior manag-
ers in orienting the employees to use the QPM. However, 
up to now the QPM is not much used by the employees. 
Another interesting finding is that the majority of the in-
dicators are used to meet administrative objectives that re-
spond to ministerial constraints (Threats). These indica-
tors do not meet all the objectives of the QPM. There are 
several practices to ensure service quality and customer 
satisfaction, but there is a lack of indicators measuring 
these aspects. We observe the absence of an indicator per-
formance system. Each department/program measures its 
own indicators independently of the other depart-
ments/programs or the higher hierarchical level. How-
ever, department managers can propose other indicators 
according to their needs (other than the indicators pro-
posed by senior managers and MSSS). Senior managers 
need to exanimate the performance state in a specific de-
partment without having to check all associated indica-
tors. This is not possible with the current performance 
measurement system. We also find that sometimes the in-
dicators are not related to the established priorities and 








- Sufficient number of 
quality-accessibility in-
dicators. 
- Most mobilization in-
dicators are centralised 
at HR department. 
- MQP is well imple-
mented at the strategic 
level. 




- Some indicators are 
not linked to a spe-
cific goal. 
- Lack of customer di-
mension indicators. 
501
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco 
- Several practices en-
suring service quality 
are implemented. 
- Departments are free 
to suggest other indica-
tors. 
- Few indicators in 
optimization and mo-
bilization dimensions. 
- Lack of QPM use at 
the operational level. 
- Inadequacy between 
the QPM dimensions 
and the indicators 
used in practice. 








- Several performance 
models and practices 
are proposed by institu-







Table 2 : SWOT analysis for the CCSMTL  
 
3.3 Performance measurement system proposed 
Based on the previous analysis, we developed a perfor-
mance measurement system following an approach re-
volving around five main phases: (You will find the pa-
rameters list in the appendix).  
 
 Phase1: Structuring an indicator system 
In order to have a full picture of the performance, we need 
to have overall indicators built from several measures, 
from the operational to the strategic level. This requires 
having a network of interrelated indicators known as per-
formance measurement system (Speklé & Verbeeten, 
2014). This phase aims to shape the overall structure of 
this indicator system. it presents an organigram for an or-
ganisation with hierarchical structure that have N hierar-
chical levels, assuming that each department D(hdep)jk 
has an hierarchical level j vis-à-vis the main headquarters 
D()j=1 and a number n(hdep) of sub-departments indexed 
with the letter k. The sub-department D(hdep) takes the 
index (hdep) as (higher-department) that refers to the de-
partment name of the higher hierarchical level. For exam-
ple, D(rehabilitation)4,2 is the second sub-department un-
der the department rehabilitation and of a hierarchical 
level 4.  
 
Figure 2 hierarchically structured organization design 
 Phase2: Proposing performance indicators 
In this phase, the literature review is used to select indica-
tors that meet a number of criteria (see Section 2). In col-
laboration with CCSMTL experts and stakeholders, the 
appropriate indicators were chosen for each department 
using the balanced score card (BSC) approach (Kaplan & 
Norton, 1992). First, we created the appropriate strategy 
map (Kaplan & Norton, 2000) for the CCSMTL by taking 
into consideration the QPM dimensions (each QPM di-
mension is equivalent to one of the BSC axes). Second, 
based on these strategic objectives, we identified indica-
tors for each QPM dimension as well as the data collection 
method needed for each indicator. Sometimes, we chose 
existing indicators and other times we proposed new ones. 
Finally, the validity of each indicator was checked against 
the following eight criteria (mentioned in Section 2): 
 
1- Validity (measurable): the indicator measures the re-
sults. 
2- Relevance: the indicator is associated with an objec-
tive.  
3- Reliability: the indicator is coherent with the pro-
gram. 
4- Sensitivity: the indicator is sensitive to changes. 
5- Simplicity: information is easy to collect and to ana-
lyse. 
6- Usefulness: the information is useful for decision-
making. 
7- Specificity: the indicator allows to locate the problem 
and facilitates the choice of corrective actions.  
8- Sustainability: the indicator remains relevant over 
time. 
 
 Phase 3: Indicator normalization:  
This phase allows us to put on the same scale indicators 
having different measurement units (cost, time, number, 
etc.), that are calculated differently or having different tar-
gets (e.g., emergency wait time and consultation wait 
time). The normalization purpose is to make very differ-
ent indicators comparable with each other in phase 4. 
 
To this end, we adopt the min-max normalization because 
we can distinguish the minimum and maximum limits in 
our data. To do so, we use Equation (1) (Section 2). We 
adjust the equation’s parameters according to our need as 
follows:  
 
        (3) 
 
 : the normalised value of the indicator i 
expressed in percentage. 
 : the real measured value (before nor-
malization). 
 : the worst value of the indicator i (be-
fore normalization). 
 : the value to be achieved for the indi-
cator i (before normalization). 
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In other words, we set [Nmin, Nmax] = [0,100] to express 
the normalised values as percentages. 
In some cases, the minimum value is the best and the max-
imum value is the worst (e.g. the waiting time expected to 
be as low as possible). In these cases, the worst value is 
considered as the maximum and the best value as the min-
imum. In most cases, the historical minimum is not a sig-
nificant value. For example, if there are falls in the histor-
ical data such as a very high demand following a disaster. 
In those cases, we chose the minimum as the worst value 
after outliers’ elimination to obtain a logical and accepta-
ble value. Finally, to ensure continuous improvement, we 
chose the maximum value as the target to reach. This al-
lows us to measure the progress toward a specific goal. 
 
After phase 2 and phase 3, each department D()jk identify 
and normalize a set of indicators for each dimension (dim) 
of the QPM. we call them internal indicators  
=( , , , ), where designates the set of internal 
indicators for the customer dimension,  for accessibil-
ity quality dimension,  for mobilization dimension and 
 for optimization dimension. 
 
 Phase 4: Indicator weighting  
In this phase, weighting the indicators at the same level 
within one dimension is performed. We chose the AHP 
method. According to Kumar et al. (2017) AHP is the 
most popular MCDM method due to its simplicity in pro-
cedure. AHP allows us (easily) to weight the indicators 
without having to make a choice between them.  
Basically, AHP is a decision-making tool in a multi-crite-
rion environment that follows five steps. First, model the 
complex problem in a hierarchical structure that contains 
the choices and the criteria. Second, weight the elements 
of the hierarchy by making a set of judgements based on 
pair-wise comparisons of the elements (using comparison 
matrix). Third, check the consistency of these matrices, 
this step is clearly described by Brunelli (2014). Fourth, 
calculate the weights for the choices and finally, prioritize 
choices according to their weights. 
In our case we use step two, three and four of the AHP 
method that allows us to weigh the indicators. First, for 
every department D()jk we draw 4 matrices, one for each 
QPM dimension. Using these matrices, we make the pair-
wise comparison between the indicators. Second, we 
check the consistency of these matrices. Finally, we cal-
culate the weights for each indicator. Consistency check-
ing and weights generation is done by following algo-
rithms in AHP, for this purpose, we have developed a 
computer tool using VBA language to roll out these algo-
rithms. 
 
AHP offers flexibility by using pairwise comparison ma-
trices. The size of a given matrix corresponds to the num-
ber of indicators chosen in phase 2 ( ) and normalised 
in phase 3 ( ) for one dimension of the QPM. The man-
agers in each department are responsible for comparing 
the indicators and filling the matrices. Next, the coherence 
of the matrices is checked. If the comparisons are coher-
ent, the weighting coefficients ( ) are generated, if not, 
the pairwise comparisons are repeated. Finally, a perfor-
mance index (PIdim) that measures each dimension (dim) 
of the model is calculated for each department D()jk as 
follow: 
 
       (4) 
 
 : Performance index per dimension 
(dim) 
 : The weight associated to each indica-
tor 
 : Internal indicators 
 
 Phase 5: Indicator aggregation  
Using equation (4), each department D()jk in level j will 
have four performance indices that evaluate the four di-
mensions of the QPM (PIC,PIA,PIO,PIM)jk (one per di-
mension). Then, these indicators are transferred to the 
higher department D()j-1,k in the level j-1. D()j-1,k 
measures its internal indicators ( , , , ). Next, 
we weigh the internal indicators and level J indicators to-
gether in the same way as in phase 4 (Figure 3). Finally, 
the department D()j-1,k calculates its own performance in-
dices (PIC,PIA,PIO,PIM)j-1,k. these performance indices 
will be transferred to level J-2 and subsequently until the 
main department at level 1.  
 
Figure 3 : QPM indicators’ calculation in department 
D()j-1,k 
4 CASE STUDY 
This section shows how we implemented the performance 
measurement system that we proposed. The purpose of 
this case study is to: 
- Simulate our approach under real conditions 
- Verify the applicability of this method 
- Detect the weaknesses to be corrected and improve 
the approach. 
Given the large size of the CCSMTL, we have chosen a 
particular department referred to as DI-TSA-DP, It hosts 
2200 customers and processes approximately 10,000 ser-
vice demands annually, mainly in the South-Central terri-
tory of Montreal and in the whole province of Quebec. 
2150 employees and 58 doctors work in this department. 
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DI-TSA-DP contains three principal sub-departments: 
sub-department DI-TSA provides care for customers with 
an intellectual disability or an autism spectrum disorder, 
sub-department DP provides care for customers with 
physical disability and sub-department RMVS offers re-
habilitation services in substitute living environments like 
in nursing homes for the elderly. 
We started the implementation process by collecting data 
on DI-TSA-DP department. To do so, we planned five 
meetings and visits with the managers of DI-TSA-DP to 
present our approach, gather information on the depart-
ment and sub-departments to illustrate our approach. 
Since it is not possible to entirely apply the approach on 
DI-TSA-DP in a short time (all data was not available at 
the moment of writing this article), we have selected three 
sub-departments (in three successive hierarchical levels) 
to illustrate our approach. 
 
The SWOT analysis results (Section 3.2) are particularly 
valid for DI-TSA-DP. The QPM model is implemented in 
a very superficial way. DI-TSA-DP does not measure the 
performance in relation to each dimension of the model 
and there is no well structured performance measurement 
system that allows QPM model implementation.  
 
Currently, DI-TSA-DP has installed its main tactical room 
and tactical rooms in each of the sub-departments (DI-
TSA, DP, and RMVS). Similarly, they are deploying the 
operational rooms for all team units. In certain units, these 
control rooms are not fully implemented. So, each unit has 
a deployment rate of its control room. According to this 
deployment rate, we have chosen to work on DP sub-de-
partments. DP also contains three sub-departments: AT 
sub-department which allows the customers with a physi-
cal disability to obtain specialized assistant devices (pros-
thesis, wheelchair, etc.), LN that offers services for people 
with a physical disability due to neurological or locomotor 
impairments, and SL, which provides care for people with 
language or sensory disability. we have chosen to work on 
LN sub-department it has the highest deployment rate. 
Under LN, there are nine team units, each unit has its own 
control room. In short, this case study focuses on DI-TSA-
DP in the first level then DP in the second level, and fi-
nally LN in the third and last level. The five step-approach 
is applied as follows: 
 
Phase1: Structuring an indicator system 
In (Figure 4), we show a simplified organizational chart 
of DI-TSA-DP department. This organigram shows only 
the department and sub-departments necessary to illus-
trate our approach. For example, the LN sub-department 
named D(DP)3,2 is the 2nd sub-department under DP and 
of hierarchical level 3, with the hypothesis that the depart-
ment DI-TSA-DP (D()1,1) is the main department. Fur-
thermore, we present the 9 team units under the LN sub-
department. The figure shows the three decision-making 
levels. In each level there are the control rooms. For in-
stance, in the tactical level there is a main tactical room 
for DI-TSA-DP and other sub-tactical (considered as tac-
tical rooms for DI-TSA, DP and RMVS.  
 
  
Figure 4 : DI-TSA-DP Reduced Flowchart 
 
 Phase2: Proposing performance indicators 
In this phase, we planned working meetings of two hours 
each with managers and stakeholders of each sub-depart-
ment to choose the performance indicators according to 
their performance objectives. We started from the opera-
tional to the tactical levels. So, we began the meetings first 
with two of the team units, second with LN, then with DP 
and last with DI-TSA-DP. Our progress in this meeting 
process is stopped at the LN sub-department level, also 
the team units do not use enough indicators that measure 
all the QPM dimensions. For these reasons, we limit the 
study on presenting an example in the LN sub-department 
and then the aggregation process to the higher level in the 
next phases. 
 
In Table 3, an example of internal indicators ( ) pro-
posed for the department LN (D(DP)3,2) is presented. 
These indicators will be used in the operational room.  
 
LN: D(DP)3,2 
Dimension Indicator name  
Customer Customer satisfaction rate  
Complaint rate  
Accessibility 
Quality 
Bed occupancy rate  
Respect of access deadlines  
Average length of stay  
Mobilization Staffing level  
Hours of service (HPS)  
Employee satisfaction rate  
Optimization Reference number change rate  
Project progress rate  
Table 3: LN department indicators 
 
Subsequently, we checked the validity of each indicator 
using the eight criteria presented earlier in section 3.3 
(Validity, Relevance, Reliability, Sensitivity, Simplicity, 
Usefulness, Specificity, Sustainability). Sometimes, an 
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indicator does not satisfy the totality of these criteria, in 
this case, either we change it with another indicator or we 
try to solve this lack in criteria. For example, some indi-
cators were not “simple” because we do not have the 
means to collect the necessary information. So, we try to 
find if we can get the information in other ways: audits 
and consultations, reports (accidents/incidents), computer 
tracking system, surveys, balance sheets (e.g. financial re-
ports). These are the methods of data collection in DI-
TSA-DP. 
 
 Phase 3: Indicator normalization  
We use the indicator Average length of stay ( ) to pre-
sent the normalisation method (Table 4). For confidenti-
ality reasons, the values in the following tables are not the 
real values measured at LN department, but modified 
ones. 
 
Indicator: : Average length of stay (DMS) 
Real value ( ): 17 days 
Target: 10 days 
Min (worst value): 50 
Normalized value 
( ):  
 
Table 4: A3 indicator normalisation 
 
In the same way, using equation (3), we calculated all the 
normalised indicators (Table 5). 
 
            
 
(%) 
85 93   91  86 82.5 92  81   87 80   92 
Table 5: LN Normalized indicators 
 
 Phase 4: Indicator weighting  
In this phase we do the weighting using the pairwise com-
parison matrices of the AHP method. These matrices must 
be filled in with the responsible of each sub-department 




   
  2 
 1/2  
 
Accessibility/Quality: 
    
  1 4 
 1  5 
 1/4 1/5  
 
Mobilization: 
    
  1/2 1/2 
 2  1 
 2 1  
 
Optimization: 
   
  3 
 1/3  
 
Figure 5: Pairwise comparison matrices for LN 
 
Then, we enter our matrices on a Visual Basic for Excel 
application that we developed. This application checks the 
consistency of these matrices and generates the weights 
using the AHP algorithm. 
 
 
            
Wi 2/3 1/3 0.43 0.46 0.1 1/5 2/5 2/5 3/4 1/4 
Table 6 : weights for indicators of LN department 
 
In some cases, the weighting is done intuitively, for ex-
ample for the customer dimension  is twice as im-
portant than , so intuitively we can deduce that 
WC1=2/3=2×WC2. Last and not least, we calculate a per-
formance index =(PIC,PIA,PIO,PIM)32 that 
measures each dimension of the model using equation (4): 
 
            
Wi 2/3 1/3 0,43 0,46 0.1 1/5 2/5 2/5 3/4 1/4 
 85 93   91  86 82.5 92  81   87 80   92 
=87,6 =87,7 =85.6 =83 
Table 7: Performance indices of LN sub-department 
 
 Phase 5: Indicator aggregation  
Each sub-department in level 3 D(DP)3,k will follow the 
same steps of phase 1, 2, 3 and 4 to get its performance 
indices. the following indicators will be calculated in SL, 
LN and AT: 
 
SL D(DP)31 LN D(DP)32 AT D(DP)33 
   
Table 8: Performance indices of level 3 sub-department  
 
Now, these latter indicators will be aggregated to the 
higher hierarchical level: sub-department DP 
(D(DITSADP)2,2). Also, DP department measures its own 
internal indicators. To make the case study more clear, we 
assume that the DP internal indicators are: ( , , , 
, , , , ). Thus, the whole indicators used in 
DP sub-department are: [(internal indicators of 
DP)+(level 3 performance indices)]. These indicators are 
then weighed together as in phase 4. Next the performance 
indices =(PIC,PIA,PIO,PIM)22 are calculated using 
equation (4) the as follows: 
  
Figure 6 : QPM indicators’ calculation in DP department 
 
Finally, the 5 phases are done for the other departments in 
the same way until reaching the first hierarchical level.  
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To summarise, first, based on the control rooms deploy-
ment rates, we have chosen 3 successive sub-departments 
(DI-TSA-DP, DP, LN) with which we start our approach. 
Second, we organised meetings with managers from dif-
ferent hierarchical levels. The purpose of these meetings 
is to identify performance indicators according to the cri-
teria presented in phase 2, and then gather information on 
the selected indicators (Value, target, min etc.) and make 
the pairwise comparisons. To this end, we used an indica-
tors' selection sheet which includes indicators matrix, cri-
teria verification matrix, and four pairwise comparison 
matrices (one for each dimension). Third, we inserted the 
collected data in a computer tool that we developed using 
VBA language on Excel. This tool allows to normalise the 
selected indicators according to phase 3 instructions, to 
weight indicators according to pairwise matrices and 
phase 4 steps, to aggregate indicators using phase 5 steps 
and to calculate and display the performance indices. 
5 CONCLUSION 
The CCSMTL has developed its quality performance 
model (QPM model) based on four dimensions (Cus-
tomer, Quality-accessibility, Mobilization, Optimization). 
Our project aims to support the implementation of this 
performance model. To this end, after a SWOT analysis 
based on collected data, we proposed a five-based ap-
proach. The first phase aims to understand the overall 
structure of the measured system. The second phase sup-
port the decision-makers in selecting relevant perfor-
mance indicators. In the third phase, the indicators are 
normalised. In the phase 4, AHP method is used to coare 
and weight the indicators. The last phase consists in ag-
gregating and calculating overall indicators (performance 
indexes) for each QPM dimension. 
 
Our approach will support the CCSMTL to efficiently im-
plement its QPM model. First, it provides a scorecard that 
contains a well-structured and understandable indicator 
system that allows managers to visualise the overall per-
formance in each department and sub-department without 
having to check several indicators that are not meaningful 
at the strategic level. Second, managers will be aware of 
the importance of having performance indicators linked to 
the four dimensions of the QPM model, starting from their 
strategic objectives. Third, our approach promotes an or-
ganisational culture focused on a quality-performance 
model and allows departments to compare themselves in 
a way that fosters a competitive spirit. The following is 
testimony of a senior manager of the CCSMTL regarding 
the proposed approach: “The structured interviews ena-
bled the research team to fully understand the organisa-
tion’s QPM model and to develop accordingly the solu-
tion approach. The data structure proposed is highly rele-
vant in that it addresses both the dimensions and sub-di-
mensions of the QPM model and is is adapted to the hier-
archical structure of the CCSMTL. The rigorous process 
of indiactor validation and weighting carried out with 
stakeholders ensures a better reliability of the indicators 
developed, which will optimise their use to eventually 
support decision-making.”. 
 
This study presents some limitations. First, it does not 
consider the negative effects of indicator aggregation to 
create performance indexes. Second, a considerable effect 
is the interdependency between the indicators. Other ap-
proaches can address this problem such as ANP (Analytic 
Network Process), which is a general form of the AHP 
method, (Saaty, 1996). These limitations present interest-
ing avenues for further work. Currently, we focus on us-
ing the BSC and strategy map (Kaplan & Norton, 2000) 




i : Index for the indicators 
j : Index indicate the hierarchical 
level   j  [1..N] 
k : Index designates the order of sub-
department k  [1..n(hdep)] 
D(hdep)jk : The j’st sub-department under 
higher-department (hdep) and in 
hierarchical level k 
 : Real internal indicators 
 : Normalized internal indicators in 
dimension (dim) 
 : Weight associate to Indicator i 
 : Performance index in department 
D()jk and the dimension (dim) 
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RESUME : La prise de décision en management industriel fait un appel croissant à des modèles d’optimisation compor-
tant un éclairage économique, et donc privilégiant une performance définie en termes d’efficience. Cet éclairage éco 
nécessite le recours à un modèle de coûts qui doit être compatible avec l’impact dans le temps et dans l’espace des 
décisions envisagées. Les conséquences des décisions proposées peuvent compromettre le respect de certains critères 
d’efficacité du système productif étudié ou de systèmes clients. Pour éviter ces impacts indésirables, de nombreux modèles 
décisionnels introduisent, dans la fonction économique, des coûts de pénalité qui ne peuvent être obtenus par la compta-
bilité de gestion. Cet article tente de décrire le rôle et la détermination des pénalités dans ces modèles. 
MOTS-CLES : Gestion de production, Gestion de performance, Recherche opérationnelle, Modélisation des systèmes, 
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1 REMARQUE PREALABLE 
Cet article présente quelques observations sur le rôle et la 
définition des pénalités dans les modèles d’optimisation 
économiques de management industriel que proposés 
dans de nombreux articles et manuels de management in-
dustriel. Il n’est pas question ici de s’interroger sur la per-
tinence de ce type d’approche d’aide à la décision, ni de 
produire un état de l’art fondé sur une large revue de litté-
rature. Nous visons plus modestement à formuler 
quelques remarques méthodologiques et typologiques 
auxquelles conduisent ces observations. Toutefois, le lec-
teur est renvoyé à quelques articles illustrant l’usage de 
quelques types de pénalités peu fréquentes. 
2 INTRODUCTION 
On s’intéresse ici à un système productif fournissant des 
produits (terme générique que l’on utilisera ici pour dési-
gner aussi bien des produits que des prestations de ser-
vice) à des clients, par l’intermédiaire d’un ensemble de 
ressources matérielles, humaines et informationnelles. 
Cette définition générale permet d’inclure, notamment, 
les systèmes dédiés à la production de biens ou de ser-
vices, et à l’approvisionnement ou la distribution de biens. 
La modélisation du processus de production d’un système 
productif est une description formelle des relations entre 
l’utilisation des ressources de ce système et la fourniture 
des produits demandées. Le niveau de détail du modèle – 
sa granularité – varie selon que le modèle vise une prise 
de décisions opérationnelles, tactiques ou stratégiques. 
Dans cette description formelle, que l’on qualifie ici de 
modèle physique (voir figure 1), les décisions sont repré-
sentées par des variables quantitatives (quantité à com-
mander…) ou des variables qualitatives (itinéraire de 
transport, configuration d’investissement…) transcrites 
par des variables binaires dans certaines modélisations. 
Ces variables, qualifiées de variables de commande, in-
fluencent le fonctionnement du système productif étudié 
par un ensemble de relations causales plus ou moins com-
plexes qui sont au cœur de la modélisation retenue. Ces 
mécanismes conditionnent la valeur prise par certains pa-
ramètres physiques (niveau de stock, kilométrage par-
couru…) retenus en raison de leur impact sur la perfor-
mance du système de production étudié. Ces paramètres 
sont généralement qualifiés de variables d’état dans les 
modélisations peu complexes qui mobilisent un nombre 
restreint de paramètres physiques ; on gardera ici ce vo-
cable quelle que soit la complexité de la modélisation.  
Le modèle décisionnel peut s’appuyer uniquement sur le 
modèle physique en cherchant à optimiser un indicateur 
d’efficacité, calculé à partir d’une ou plusieurs variables 
d’état et, dans certains problèmes décisionnels, de va-
riables de commande binaires. Le plus souvent, cette ap-
proche de la performance est considérée comme insuffi-
sante car elle ne tient pas compte du coût des ressources 
mobilisées pour satisfaire la demande et qu’il existe sou-
vent plusieurs solutions alternatives ayant la même effica-
cité mais pas le même coût. Cette vision économique de 
la performance est qualifiée d’efficience et, parmi toutes 
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les solutions ayant la même efficacité, on a intérêt à privi-
légier la plus efficiente. La détermination de l’efficience 
d’une solution passe par une valorisation globale d’une 
solution obtenue dans le modèle physique (là encore, va-
riables d’état et variables de commande binaires), par un 
système de coûts fourni par une comptabilité de gestion. 
Le modèle décisionnel combine alors (voir figure 1) le 
modèle physique et le modèle comptable pour trouver la 
solution qui optimise cet indicateur d’efficience, en pre-
nant en compte la disponibilité des ressources et, parfois, 
certaines contraintes d’efficacité. 
 
Figure 1 : intégration des pénalités dans les modèles décisionnels s’appuyant sur une évaluation économique 
 
Les coûts fournis par la comptabilité reposent implicite-
ment sur une modélisation du fonctionnement du système 
productif qui peut être éloignée de celle retenue par le mo-
dèle physique pour analyser les conséquences physiques 
des décisions à prendre, cette discordance pouvant invali-
der la pertinence de la solution retenue. On reviendra en 
détail sur ce point. 
Par ailleurs, les conséquences de certaines décisions opti-
males, économiquement fondées, peuvent compromettre 
les attentes des clients de ce système productif (attentes 
mesurées par des variables d’état), invalider certaines hy-
pothèses relatives à la demande et remettre en cause la 
pertinence des décisions proposées par le modèle. Pour 
éviter cet écueil, certains modèles ajoutent au système de 
coûts, des pénalités qui ne peuvent pas être tirés de la 
comptabilité de gestion et qui sont associés à des variables 
d’état que l’on cherche à « contenir » dans la recherche de 
l’optimum. Ces pénalités sont des coûts et donc logique-
ment intégrées dans la partie modélisation économique de 
la figure 1, adaptée de (Giard, 2017). 
L’objectif de cet article est de décrire les contextes dans 
lesquels ces pénalités sont prises en compte et leurs déter-
minations. Pour ce faire, il est nécessaire de préciser les 
caractéristiques des représentations physiques sous-ja-
centes dans la modélisation décisionnelle (section 2). Ceci 
permet de distinguer le cas des pénalités associées à la dé-
faillance du système étudié se trouvant dans l’incapacité 
de répondre complètement à la demande (section 3), de 
celles qui sont associées à un critère d’efficacité de cer-
tains produits (section 4). Notre article s’achèvera par une 
rapide conclusion. 
3 MODELISATION ET PRISE DE DECISION 
EN MANAGEMENT INDUSTRIEL 
On commencera par examiner les principales caractéris-
tiques du modèle physique utilisé par le modèle décision-
nel pour prendre des décisions (§3.1), avant d’examiner 
rapidement les bases du système de coûts offert par la mo-
délisation économique – principalement la comptabilité 
de gestion – que le modèle décisionnel combine avec le 
modèle physique pour proposer la solution la plus effi-
ciente (§3.2). 
3.1 Modélisation des processus sous-jacente dans la 
modélisation décisionnelle
Une modélisation décisionnelle se caractérise principale-
ment par la combinaison de trois caractéristiques : le de-
gré de certitude des informations mobilisées, la réalité du 
système étudié et la granularité spatio-temporelle retenue. 
- Les caractéristiques du système productif et de son 
environnement sont considérées comme connues 
avec certitude et le problème décisionnel se pose 
en univers certain ou non. Le plus souvent, dans ce 
dernier cas, ces caractéristiques sont supposées être 
connues en probabilité ; on n’évoquera pas ici le cas 
de l’univers incertain parce qu’il fait généralement 
l’objet de traitements spécifiques dans lesquels l’op-
timisation joue un rôle mineur. Cette caractérisation 
a un impact sur les techniques de modélisation utili-
sables. Dans la modélisation en univers aléatoire, les 
variables d’état deviennent aléatoires. Cette caracté-
ristique conduit à travailler en espérance mathéma-
tique dans le cadre de modèles analytiques pour les 
systèmes fictifs très simples ou, dans les cas plus 
complexes, à travailler avec l’approche de Monte 
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Carlo, dans le cadre d’une modélisation sur tableur 
ou sur simulateur de processus. En univers certain, 
la programmation mathématique est bien adaptée à 
la formalisation de problèmes où les relations cau-
sales sont simples, la modélisation via un tableur 
s’imposant dans les autres cas. 
- Le système productif étudié peut être réel ou fictif. La 
littérature de la recherche opérationnelle privilégie 
des systèmes fictifs relativement simples pour établir 
la solution analytique caractérisant la solution opti-
male d’un problème décisionnel-type (par exemple, 
gestion d’approvisionnement). Les systèmes fictifs 
peuvent être plus complexes et posséder un dimen-
sionnement variable conduisant à une modélisation 
générique du problème posé (par exemple détermina-
tion d’une tournée de transport) par exemple par la 
programmation mathématique ou la théorie des 
graphes et, dans certains cas, conduire à une proposi-
tion d’algorithme de résolution spécifique. Un certain 
nombre de recherches, conduites dans le cadre de 
contrats industriels, s’intéressent à une probléma-
tique décisionnelle se posant pour un système pro-
ductif réel. Dans ce cas, la modélisation peut conduire 
à l’évaluation de scénarios décisionnels (what-if ana-
lysis), à la formulation d’un problème d’optimisation 
si la complexité est très réduite, à la formulation d’un 
modèle de simulation ou à un système d’aide à la dé-
cision combinant la logique de scénarios avec des op-
timisations locales et/ou de la simulation. La dé-
marche proposée est souvent suffisamment générique 
pour être transposable à des systèmes productifs de 
caractéristiques similaires confrontés aux mêmes 
problèmes décisionnels. 
- La granularité retenue dans la modélisation, dans ses 
dimensions spatiales et temporelles, est un élément 
important de caractérisation de la modélisation déci-
sionnelle. Le temps intervient sous plusieurs aspects : 
modélisation mono ou multi-période, amplitude de la 
période et horizon retenu dans le cas multi-période. 
La granularité comporte aussi une caractérisation 
spatiale, avec le niveau de détail (ou d’agrégation) 
des ressources et des produits. La granularité dépend 
souvent du périmètre du système étudié : en règle gé-
nérale, la granularité est fine dans l’analyse des déci-
sions opérationnelle (périmètre de modélisation res-
treint) et plus agrégée dans les autres, à ceci près que 
beaucoup de décisions stratégiques impliquent de tra-
vailler également avec une modélisation fine pour 
s’assurer de la robustesse de la solution obtenue avec 
une modélisation agrégée. 
3.2 Modélisation implicite des processus sous-
jacente dans la modélisation économique 
La comptabilité de gestion (au sens large car plusieurs ap-
proches sont utilisables) retraite les informations de la 
comptabilité générale pour mesurer le coût de fonctionne-
ment d’une entité (service, usine…), le coût de production 
d’une prestation interne (envoi d’un conteneur) et le coût 
de fabrication d’un produit. Elle a pour objectif d’aider au 
contrôle. L’établissement de ces coûts pose deux pro-
blèmes méthodologiques majeurs ; on se focalisera sur le 
coût d’un produit mais ces problèmes se posent également 
pour le coût d’un service. 
- Le premier problème est celui de l’affectation de 
charges indirectes aux produits ou entités. Les 
charges indirectes correspondent à des prestations ou 
des inputs partagées par plusieurs produits (dépenses 
énergétiques d’un atelier ne disposant que d’un 
compteur unique, frais généraux…) et peuvent (ou 
non) être réparties entre ces produits. Le caractère di-
rect ou non d’une charge est étroitement lié à l’orga-
nisation du système productif. La distinction entre 
coût direct et indirect d’un produit dépend du niveau 
d’agrégation retenu : une charge peut être indirecte 
au niveau d’une référence élémentaire de produit et 
devenir directe si l’on raisonne au niveau d’une fa-
mille de produits ou d’un ensemble de produits fabri-
qués dans un même site. Par ailleurs, on est souvent 
amené à travailler par famille de produits, les produits 
d’une famille mobilisant les mêmes ressources. Le 
calcul du coût direct d’un produit fictif représentant 
une famille est nécessairement un coût moyen pon-
déré des coûts directs des références de cette famille, 
où les coefficients de pondération correspondent à 
une structure moyenne dont la stabilité n’est pas ga-
rantie. 
Depuis plus de deux décennies, la comptabilité par 
activité s’est imposée comme une démarche de base 
en comptabilité de gestion, parce qu’elle permet de 
diminuer l’arbitraire du traitement des coûts indi-
rects. Son fondement est de remplacer la relation cau-
sale directe « les produits consomment les res-
sources », par la relation causale indirecte « les pro-
duits consomment les activités qui consomment les 
ressources ». Cette approche englobe les autres ap-
proches de la comptabilité de gestion qui peuvent 
s’en déduire ; c’est la raison pour laquelle elle est pri-
vilégiée ici. Le concept d’activité est large et ne se 
focalise pas sur la seule production d’un produit ; elle 
peut correspondre, par exemple à un lancement d’une 
série en production. Cette démarche, qui met l’accent 
sur des inducteurs d’activité, permet une définition 
plus pertinente des coûts utilisés en modélisation dé-
cisionnelle. 
- Se pose ensuite le problème de l’impact du niveau 
d’activité sur le calcul de ces coûts aussi bien pour les 
charges directes que pour les charges indirectes 
(amortissement d’une machine dédiée à une produc-
tion). On peut partir du niveau d’activité constaté  
avec l’inconvénient de rendre difficile des comparai-
sons dans le temps et dans l’espace  ou choisir de 
fonder ces calculs sur un niveau d’activité « nor-
mal ». Cette dernière solution, généralement retenue, 
facilite les comparaisons dans le temps (et dans l’es-
pace) mais soulève deux difficultés. Il ne peut exister 
de définition objective de ce niveau, ce qui est une 
source possible de contestations, voire de malversa-
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tions. La discordance entre le niveau d’activité ob-
servé et celui considéré comme normal pose néces-
sairement un problème de cohérence entre la compta-
bilité générale et la comptabilité de gestion, la somme 
des coûts de cette dernière pouvant être assez diffé-
rente de celle des charges de la comptabilité générale. 
Plusieurs solutions existent pour répondre à ces pro-
blèmes et permettre le calcul d’un coût partiel ou d’un 
coût complet. Il n’est pas nécessaire ici de les examiner, 
ce qui importe c’est la mise en évidence du fait que le coût 
que l’on utilise dans un système de valorisation est le ré-
sultat d’une modélisation du fonctionnement d’un sys-
tème productif dans laquelle il est fait usage de conven-
tions sur la répartition dans le temps de certaines charges, 
de conventions sur le niveau d’activité de ce système pro-
ductif et de conventions sur une éventuelle répartition de 
certaines charges indirectes reposant sur des relations cau-
sales parfois contestables. 
Ces coûts sont établis pour être utilisés principalement en 
contrôle de gestion ; ils ne peuvent l’être sans précaution 
pour la prise de décisions en management industriel. Dans 
ce contexte, quelques considérations additionnelles doi-
vent être prises en compte pour définir, à partir des infor-
mations fournies par la comptabilité de gestion, des coûts 
qui soient pertinents dans la perspective décisionnelle re-
tenue. Le principe conducteur est que le système de valo-
risation doit être tel que les avantages de la décision pro-
posée, par rapport à une décision de référence (qui peut 
être de ne rien faire), puissent être observables sur les ré-
sultats financiers de l’organisation concernée. À cet effet, 
quelques considérations additionnelles doivent être prises 
en compte, pour définir un système de coûts pertinent 
pour l’évaluation des décisions prises en management in-
dustriel. 
- La comptabilité de gestion est orientée vers la déter-
mination de coûts d’un produit (au sens large, rappe-
lons-le). Un problème décisionnel se pose plutôt en 
termes de coût d’une décision en comparaison avec 
une décision de référence (définie par les valeurs re-
tenues pour les variables de commande), pas toujours 
explicitée. La solution analytique optimale d’un sys-
tème fictif (règles d’approvisionnement, par 
exemple) ne considère pas de solution de référence. 
L’application de cette relation à un cas réel pour amé-
liorer une décision récurrente, fait appel à un système 
de coûts dont l’intérêt n’est pas seulement de pouvoir 
déterminer les variables de commande mais aussi de 
mesurer le gain obtenu en passant de la solution cou-
rante à la solution optimale, ce gain ayant pour voca-
tion à se retrouver dans le compte de résultats, faute 
de quoi cette optimisation est vide de sens. Dans le 
cas de systèmes réels, une alternative décisionnelle 
(portant sur un ensemble de variables de commande) 
s’évalue nécessairement en rapport avec une solution 
décisionnelle de référence qui peut être de ne rien 
faire (extension d’usine, par exemple) ou de recon-
duire l’existant à l’identique (remplacement d’une 
machine, par exemple). Cette analyse économique 
comparative porte le nom de bilan différentiel et per-
met d’éliminer toutes les charges inchangées, quelle 
que soit l’alternative décisionnelle étudiée (Bara et 
al., 2019). Certaines décisions ont un impact sur les 
recettes ; on ne traitera pas cet aspect ici car il est évi-
dent à prendre en compte dans un bilan différentiel. 
- La comptabilité de gestion propose, dans cette pers-
pective de contrôle de gestion, des objets de coûts 
(produits ou entités organisationnelles) qui peuvent 
être éloignés des besoins de l’évaluation dans les mo-
dèles décisionnels. Les fonctions de coût liées aux va-
riables de décision peuvent ne pas être identifiées 
dans le système de comptabilité de gestion. Ce cons-
tat conduit à vérifier, sur le plan méthodologique, que 
les fonctions de coûts utilisées ne sont pas trop éloi-
gnées de la maille d’analyse retenue par le système 
de comptabilité de gestion. 
- Les économistes ont introduit très tôt la distinction 
entre coût fixe et coût variable, le coût fixe étant in-
dépendant du volume de production. Ce concept est 
intéressant dans l’analyse décisionnelle, dès lors que 
l’on introduit explicitement l’horizon de temps retenu 
dans la prise de décision et qu’on le généralise à 
d’autres décisions que celles de la production. 
- Ajoutons, pour terminer, que les alternatives déci-
sionnelles étudiées peuvent avoir un impact sur plu-
sieurs périodes, ce qui conduit à utiliser l’actualisa-
tion pour synthétiser les variations de flux de trésore-
rie calculées dans le bilan différentiel pour travailler 
sur une VAN (Valeur Actuelle Nette). 
4 PENALITES ASSOCIEES A LA 
DEFAILLANCE DU SYSTEME PRODUCTIF 
On peut distinguer deux grandes familles de raisons qui 
sont à l’origine de l’introduction de pénalités dans un mo-
dèle décisionnel avec prise en compte d’un éclairage éco-
nomique, seul cas envisagé ici. 
4.1 Rétroaction possible de la solution sur les 
paramètres du modèle 
Les modèles génériques qui traitent de systèmes fictifs 
proposent des solutions génériques, définies en régime de 
croisière, qui sont souvent utilisées pour apporter des so-
lutions opérationnelles à des problèmes concrets. Ces mo-
dèles reposent tous implicitement sur l’hypothèse d’indé-
pendance entre les solutions qu’ils préconisent et les pa-
ramètres physiques et coûts qu’ils utilisent. 
- La solution proposée, en réponse à un problème con-
cret, peut invalider le système de coûts utilisé et re-
mettre en cause la pertinence des solutions proposées 
par le modèle. On évoquera rapidement ce point, gé-
néralement négligé, même s’il ne conduit pas à l’in-
troduction de pénalité. 
- Il n’en est pas de même pour la remise en cause de 
l’indépendance entre les solutions et les paramètres 
du modèle physique, principalement ceux qui traitent 
511
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc 
des caractéristiques de la demande adressée au sys-
tème productif étudié. 
Certains coûts de ces modèles génériques traitant de sys-
tèmes fictifs, comme les coûts de commande et de posses-
sion, utilisés dans les modèles d’approvisionnement, qui 
sont calculés comme la somme d’un coût variable direct 
et du quotient de charges annuelles d’un service dédié, par 
le nombre de prestations similaires que ce service fournit 
(nombre moyen de commande et niveau de stock moyen, 
historiquement constatés). L’application généralisée de ce 
type de modèle peut modifier sensiblement à la baisse ce 
nombre prestations, invalidant de ce fait le coût de com-
mande à l’origine de cette solution. Cette observation de-
vrait conduire à une démarche itérative pour faire conver-
ger la représentation du modèle physique du modèle déci-
sionnel et celle du modèle de coût, ce qui n’est presque 
jamais fait et diminue l’intérêt de l’appel à ce type de mo-
dèle. 
L’application à un problème réel, de la solution optimale 
proposée par un modèle décisionnel portant sur un sys-
tème fictif stochastique peut remettre en cause les carac-
téristiques de la demande si elle conduit à une probabilité 
de rupture suffisamment élevée pour entraîner une modi-
fication progressive des caractéristiques de la demande 
(en particulier, de son niveau). Il s’ensuit une perte de 
goodwill que l’on cherche à limiter en introduisant dans le 
modèle un coût de rupture qui a pour objet d’empêcher ou 
de limiter les modifications de la demande. Le lien entre 
ce coût de rupture et la limitation de la perte de goodwill 
est impossible à établir objectivement ; on se trouve alors 
plus dans une logique de pilotage des comportements que 
dans une approche économiquement fondée. 
4.2 Impact de la non-satisfaction de toutes les 
demandes 
La demande exprimée sur la période retenue par le modèle 
décisionnel peut ne pas pouvoir être satisfaite en totalité. 
Ce cas de figure est pris en compte dans la modélisation 
de systèmes fictifs conduisant à des solutions analytiques 
prenant en compte un éclairage économique, principale-
ment dans un contexte stochastique défini en régime de 
croisière. Dans ce type de modèle, l’arbitrage économique 
conduit à accepter de ne pas satisfaire toutes les de-
mandes. Deux cas de figure, fondés sur le type de client 
du système étudié, le client final (B2C) ou un autre sys-
tème productif (B2B), doivent être distingués pour com-
prendre les conséquences d’une défaillance et donc le type 
de pénalité à mettre en œuvre. 
4.2.1 Système productif de type B2C 
Le système étudié vend des produits directement utilisés 
par le client final. Deux cas de figure doivent être distin-
gués, selon que ce produit est personnalisé ou non. 
Dans le premier cas (prestation de transport avec réserva-
tion, série limitée…), une pénalité est versée aux clients 
si le contrat ne peut être honoré. Le yield management il-
lustre bien cette situation pour laquelle plusieurs modèles 
existent pour déterminer le nombre optimal de places à 
vendre en surréservation. Dans ce cadre, la détermination 
de la pénalité à verser aux clients acceptant de renoncer à 
la prestation achetée est une affaire de « perception des 
comportements » par les spécialistes du yield et peut dif-
ficilement être fondée rationnellement en raison de la 
multiplicité des contextes de défaillance, cette détermina-
tion pouvant toutefois être défini par une norme réglemen-
taire (c’est le cas de l’UE). 
Le système peut vendre à des clients un produit banalisé 
(par exemple, quotidiens, bouteilles d’eau), dont la de-
mande est définie sur une période séparant deux réappro-
visionnements. On commencera par une présentation de 
ce type de modèle en considérant que le modèle générique 
étudié ne traite qu’un seul produit, avant d’envisager la 
généralisation de ce type de modèle à une gestion con-
jointe de plusieurs produits. 
- Le critère économique est logiquement celui de la 
maximisation de l’espérance mathématique de la 
marge, qui fait intervenir le produit de l’espérance 
mathématique de la demande satisfaite par le prix de 
vente, diminué de l’espérance mathématique du coût 
des invendus au cours de la période. Si le prix de 
vente n’est pas sujet à des variations, on utilise alors 
une approche équivalente de minimisation d’une es-
pérance de coûts dans laquelle intervient le produit de 
l’espérance mathématique de la rupture de stock, par 
un coût de rupture. Dans le cas de demandes non sa-
tisfaites perdues, ce coût de rupture est généralement 
la marge unitaire procurée par la vente du produit, ce 
qui correspond à un coût d’opportunité. On augmente 
parfois ce coût de rupture d’une pénalité si les don-
nées du problème conduisent à une probabilité de 
rupture trop forte, pouvant remettre en cause les ca-
ractéristiques de la demande (comme évoqué à la fin 
du §3.2). On notera que ce type d’approche tient dif-
ficilement compte des reports possibles de la de-
mande sur des produits substituables. Dans le cas 
d’une demande satisfaite différée, le coût de rupture 
correspond à une estimation assez arbitraire d’un coût 
de traitements administratif de la demande différée. 
- Le plus souvent, l’hypothèse de gestion indépendante 
des approvisionnements n’est pas acceptable, le sys-
tème productif considéré devant gérer simultanément 
de nombreux produits en tenant compte de diverses 
contraintes comme celles d’un niveau maximal d’im-
mobilisation financière ou d’utilisation d’un espace 
de stockage. La fonction-objectif devient alors la 
somme des fonctions-objectifs des problèmes élé-
mentaires et, dans la résolution analytique du pro-
blème, on doit introduire les contraintes d’utilisation 
conjointe des ressources limitées considérée (Giard 
2003, chap.12). On est alors amené à optimiser un la-
grangien constitué de : 
· la somme des fonctions-objectifs des problèmes 
élémentaires et 
· de la somme pondérée des différences entre dota-
tions et consommations des contraintes, par un 
« multiplicateur de Lagrange ». 
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Les solutions analytiques trouvées dans un contexte 
d’indépendance sont alors modifiées et ce multiplica-
teur de Lagrange s’interprète comme une pénalité 
puisqu’il mesure le coût marginal du resserrement de 
la contrainte sur la ressource considérée. Il faut sou-
ligner que cette pénalité n’est pas sous contrôle du 
décideur qui ne peut agir dessus qu’en modifiant les 
dotations de contraintes. 
4.2.2 Système productif de type B2B 
Il convient de distinguer le cas de pénalités contractuelle-
ment définies entre deux parties, de celui de pénalités dé-
finies arbitrairement. 
Cas de pénalités contractuellement définies. 
Le premier cas ne suscite pas de problèmes méthodolo-
giques particuliers car il s’agit bien d’un coût réel sup-
porté en cas de défaillance du système. A priori, ce cas de 
figure ne se rencontre pas dans les modèles génériques qui 
traitent de systèmes fictifs. Les modèles décisionnels por-
tant sur des systèmes réels et utilisant ce type de pénalité 
sont plutôt en univers certain. On peut illustrer ce cas de 
figure dans la gestion portuaire : l’armateur, qui équipe le 
navire et le frète, est tenu de mettre un navire à la disposi-
tion de l’affréteur qui loue le navire pour acheminer ses 
marchandises, pour l’utiliser à quai pendant une période 
contractuellement définie ; en cas de dépassement de cette 
période, l’affréteur doit payer une pénalité financière (de-
murrage) à l’armateur ; souvent, l’affréteur gère un ou 
plusieurs quais et travaille avec plusieurs armateurs, ce 
qui le conduit à devoir intégrer l’existence de ces pénali-
tés, proportionnelles au temps de dépassement, dans les 
modèles d’utilisation optimale des quais (Bouzekri et al., 
2019a) (Bouzekri et al., 2019b). 
Cas de pénalités arbitrairement définies. 
Dans une logique de chaîne logistique (CL), la production 
du système étudié (maillon-amont, fournisseur) peut être 
acquise par un autre système de production (maillon-aval, 
client) pour permettre sa propre production (par exemple, 
approvisionnement de composants par une usine). Ren-
trent dans la même catégorie les modèles de maintenance 
qui visent à gérer la disponibilité d’un équipement four-
nissant des prestations opérationnelles à un atelier. On 
s’intéresse ici à des modèles décisionnels portant sur des 
systèmes fictifs ou réels fonctionnant en univers aléatoire, 
la modélisation en univers certain ne présentant que peu 
d’intérêt. 
Dans ce contexte, la non-satisfaction de la demande a des 
conséquences bien différentes de celles analysées au 
§3.2.1, car elle induit un arrêt de production sur un poste 
de production du système client. La propagation dans 
temps et dans l’espace de cette rupture d’approvisionne-
ment conduit progressivement à des arrêts de production 
en amont et en aval du poste concerné, respectivement par 
saturation de stock et désamorçage (composants man-
quants). Cette propagation est particulièrement rapide si 
la production du client est organisée en ligne. Dans ce 
contexte, les conséquences économiques ne sont pas di-
rectement liées à un nombre ou une durée de rupture de 
stock. 
Certains modèles d’approvisionnement proposent une so-
lution analytique s’appuyant sur une distribution de pro-
babilité de la durée de rupture et l’usage d’une pénalité 
horaire ou sur une pénalité indépendante de la durée de 
rupture, supportée en cas de rupture d’approvisionnement 
(Naddor, 1966) ; de tels paramètres semblent difficiles à 
déterminer objectivement. 
Ce problème peut être pris de manière radicalement diffé-
rente, s’il est possible d’anticiper l’occurrence de la rup-
ture de stock d’une journée ou deux, ce que l’intercon-
nexion des systèmes d’information permet assez facile-
ment. On peut alors envisager de mettre en place une pro-
cédure d’approvisionnement d’urgence certes coûteuse 
mais empêchant la rupture de stock de se produire (Sali & 
Giard 2015). Selon la solution d’urgence retenue, la péna-
lité peut être proportionnelle au nombre d’unités man-
quantes (solution de type DHL) ou varier par palier (par 
exemple, affrètement d’un ou plusieurs avions ou ca-
mions). 
5 PENALITES ASSOCIEES A LA 
VALORISATION D’UN CRITERE 
D’EFFICACITE 
Ce cas de figure peut se poser dans les modèles décision-
nels établis en univers certain et portant sur des systèmes 
réels correspondant à des maillons productifs d’une CL 
continue ou hybride. Dans ce contexte, le maillon-amont 
MP1, pour lequel on établit un modèle décisionnel a pour 
client un maillon-aval MP2 de la CL qui définit sa de-
mande en quantité et qualité. Pour mieux faire com-
prendre la problématique des pénalités dans ce cas de fi-
gure, nous nous appuyons sur un exemple réel. 
Contrairement aux processus discrets dans lesquels on ar-
rive à maîtriser la qualité des composants et modules uti-
lisés et produits, la production continue est tributaire des 
caractéristiques de la matière première, lesquelles ne sont 
pas stables. Par exemple le lot de minerais de phosphate 
utilisé par MP2 pour fabriquer un lot d’acide phospho-
rique est fourni par MP1 qui fabrique ce lot par mélange 
de minerais extraits par le maillon de l’extraction de la 
CL, dont il est client. Ces minerais extraits sont de com-
positions différentes et leur production dépend de con-
traintes géologiques. Le mélange demandé par MP2 doit 
respecter une charte-qualité définie par des plages de va-
leurs pour quelques composants chimiques et MP1 
cherche la solution la plus économique pour lui, tenant 
compte des disponibilités de minerais extraits. Ces con-
traintes de composition sont relativement faciles à prendre 
en compte mais le problème additionnel est que deux lots 
de minerais livrés successivement à MP2, tout en respec-
tant la charte qualité, n’ont pas la même composition. Au 
changement de lots de minerais dans la ligne de la fabri-
cation d’acide phosphorique, ces différences peuvent né-
cessiter, des ajustements coûteux du processus de produc-
tion d’acide, difficiles à quantifier. Dans ces conditions, il 
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est souhaitable de stabiliser la composition des lots expé-
diés à MP2, en cherchant à minimiser un indicateur de dé-
viance de la composition des lots produits par MP1, au-
tour de valeurs-cibles pour leurs compositions. Il s’agit là 
d’un indicateur d’efficacité pour MP2 que MP1 peut inté-
grer dans la recherche de sa solution de blending. Deux 
approches sont alors possibles. 
- Le goal programming a été imaginé dans les années 
soixante-dix pour traiter ce problème de recherche 
d’une double optimisation, en proposant de privilé-
gier l’un des objectifs (celui du coût, par exemple) et 
d’introduire le second sous la forme d’une contrainte 
minimale de niveau. Cette approche a pour inconvé-
nient de ne pas toujours permettre de trouver une so-
lution si la contrainte minimale de niveau est forte. 
Par ailleurs, l’introduction de telles contraintes rigi-
difient les relations client-fournisseur entre certaines 
entités de la CL, sans permettre une amélioration de 
l’efficience globale de la CL. 
- Dans ce contexte, on peut utiliser une fonction-objec-
tif constituée de la somme de la fonction-objectif de 
coût (qui correspond à une réalité économique) et du 
produit de l’indicateur de déviance par une pénalité. 
Ce faisant, on est assuré de trouver une solution, s’il 
en existe une, en l’absence de prise en compte de la 
déviance. En faisant varier progressivement cette pé-
nalité, la déviance diminue pour atteindre une limite 
déterminée par les disponibilités de minerais extraits. 
On peut alors établir un graphe représentant le couple 
« déviance- coût de production », ce qui permet 
d’établir l’accroissement de coût pour MP1 impu-
table à une réduction de déviance pour MP2. Ces in-
formations constituent une base possible de négocia-
tion de contraintes entre MP1 et MP2, et permettre 
d’améliorer la performance consolidée de MP1 et 
MP2. Dans cette perspective, la signification de la pé-
nalité et de son niveau n’a pas grande importance. 
Une telle approche, testée sur la CL de l’OCP (Az-
zamouri et al., 2020) (Bamoumen et al., 2020), est fa-






Dans cet article, nous avons cherché à montrer l’intérêt 
mais aussi les limites de l’usage des pénalités dans les mo-
dèles décisionnels. Le cadre conceptuel proposé est amé-
liorable mais il permet de donner quelques pistes sur les 
précautions méthodologiques à respecter lors de la créa-
tion de modèles utilisant des pénalités mais aussi dans 
l’utilisation de tels modèles. 
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ABSTRACT: According to researchers and practitioners, modular products are considered as key enablers for Mass 
Customization (MC). Modular design is a strategy for designing products composed by many subparts (modules), which 
are developed separately and assembled later in different ways, enabling the configuration of several product variants. 
Customers do not always know how to translate their requirements into product configurations, thus an alternative could 
be ‘co-configuring’ the product with them. This is done by an automatic modules selection based on customer 
requirements to get a first product configuration, which can be subsequently adjusted by the customer, if necessary. 
Currently, the optimal module selection is mainly conducted without considering the process planning optimization. 
Nevertheless, integrating both optimizations would increase product/process flexibility and agility, reducing the overall 
manufacturing costs. Thereby, it is important to integrate the product configuration, driven by individual customer 
requirements, with the process planning for MC. This paper proposes a 0-1 integer linear programming model to 
optimize, in terms of cost-minimization, the integration of product configuration and process planning, for MC. Results 
obtained with a 2-steps approach composed by an exhaustive search algorithm (ESA) and CPLEX-solver show that total 
cost can be considerably minimized if both optimizations are considered together. 
 
KEYWORDS: Systems optimization, Operations Research, Industry 4.0, Production systems of goods and services, 
Mass Customization, Co-design. 
 
1 INTRODUCTION 
The recent technological advances provided by the In-
dustry 4.0 together with the globalization are increas-
ingly affecting the customer behaviors and requirements 
(Koren 2010; Wang et al. 2017). Currently, customers 
no longer want just standard products; they prefer cus-
tomized and high quality products capable to satisfy 
their individual requirements. This new era of large va-
riety demand and market instability, has forced compa-
nies to find innovative and viable ways of attending cus-
tomer demands in relatively few time and low cost 
(Wang et al. 2017). 
One strategy that companies have been using in order 
to increase their product offers to attain individual cus-
tomer requirements by keeping the competitiveness is 
the Modular Product Design (MPD) strategy. MPD 
means the development of products capable to accom-
plish several functionalities through the combination of 
different modules (Pahl and Beitz 1995; Gershenson et 
al. 2003). According to some authors, the MPD seems 
to be the best product design strategy to achieve a sus-
tainable Mass Customization (MC) (Pine 1993; Sanchez 
and Mahoney 1996).   
Currently, the most common strategy used by com-
panies on the configuration of modular mass-custom-
ized products is asking customers to configure their 
product themselves, through a configurator, in which 
they can choose their desired modules (Pitiot et al. 
2014). Generally, customers are not assisted during the 
purchase process, since only options of modules are pro-
posed (Chen and Wang 2010; Piller and Walcher 2017). 
Nevertheless, customers do not always know how to 
translate their requirements into product configurations. 
Non-experts or customers new to a given product type 
do not have sufficient knowledge about the product and 
struggle to find what they want (Huffman and Kahn 
1998). In MC contexts, this kind of trouble can be even 
worse due to the high set of choices. 
Further, current configurators do not integrate pro-
duction planning or supply chain issues, such as cost and 
time. Companies usually present a product price and de-
livery date calculated by standard values of duration as 
well as material and operation costs (Pitiot et al. 2014). 
Nevertheless, costs related to manufacturing are varia-
ble and can significantly affect the product price.  
The several possibilities of sequencing and assigning 
operations, required to manufacture a product, into ma-
chines, together with the various ways of combining 
modules in a product configuration driven by individual 
customer requirements can greatly increase the system 
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complexity, regarding to product differentiation (Tseng 
et al. 1996; Koren et al. 2018). The process planning, 
product configuration and customer requirements are in-
terconnected and they must be integrated in a sense that 
process plan decisions are also based on product config-
uration (i.e. the set of modules compounding the prod-
uct), which in turn is oriented by individual customer 
requirements.   
In order to achieve this integration, this paper pro-
poses a 0-1 integer linear programming (ILP) model that 
integrates individual customer requirements, product 
configuration and process planning in order to minimize 
the overall manufacturing costs. For validating this 
model, a 2-steps approach based an exhaustive search 
algorithm (ESA) and CPLEX solver was applied to 
solve a numerical example. 
This paper is organized as follows. Section 2 presents 
a literature review. The problem statement is in Section 
3, while Section 4 brings the proposition and the numer-
ical illustration. Finally, Section 5 presents the conclu-
sion and research perspectives.  
 
2 LITERATURE REVIEW 
2.1 Product Configuration and Configurators for MC 
MPD consists of developing modular products com-
posed by a set of relatively autonomous modules that 
can be combined in several ways to accomplish various 
functionalities (Pahl and Beitz 1995). In many cases, 
modules can have variants called module instances. The 
combination of different module instances to create 
product variants takes place in the product configura-
tion, an essential stage in MPD (Jiao and Tseng 2000; 
Paes et al. 2018).  
The objective of MC is providing products that meet 
individual customer needs with mass production effi-
ciency (Jiao and Tseng 1999). In order to enable the par-
ticipation of customers into the value creation, the con-
figuration of mass-customized products is carried out 
through configurators (Chen and Wang 2010; Piller and 
Blazek 2014). Configurator is a “co-design toolkit” that 
allows customers choosing and combining different 
product components (modules), during a purchase pro-
cess, until they find a product variant that fits their needs 
(Piller and Blazek 2014).  
Most of configurators only give choices of product 
components, without assisting the customer during their 
purchase process (Chen and Wang 2010; Piller and 
Walcher 2017). Nevertheless, customers do not always 
know how to translate their needs into product configu-
rations. Further, as stated by Liu et al. (Liu et al. 2017), 
the main objective of customers when buying a product 
is benefiting from its functionalities rather than getting 
the product embodiment. Likewise, Huffman and Kahn 
(1998) state that presenting the product information 
based on its attributes/functionalities, instead of show-
ing product alternatives, reduces the purchasing process 
complexity while increases the customer satisfaction. 
This means that guiding customer choices through prod-
uct functionalities (PFs) seems to be more appropriate 
than just proposing them many product alternatives.  
Further, the high number of choices proposed by MC 
can entail customers to the “paradox of choice”, with 
risk of turning MC into “mass-confusion” (Piller and 
Walcher 2017). The large set of options proposed in an 
MC configurator together with the knowledge gap be-
tween customers and companies, makes the product 
configuration for MC being a main driver for customi-
zation complexity, from the customers’ viewpoint 
(Franke et al. 2004; Chen and Wang 2010).  
To overcome this problem, some works have tried to 
optimize product configuration driven by individual 
customer requirements in order to increase customer sat-
isfaction (Hong et al. 2008; Dou and Zong 2014; Zhao 
et al. 2020). Although these researches focused on cus-
tomer needs when configuring products, they did not 
consider costs related to manufacturing process. How-
ever, as previously stated, a sustainable MC must pro-
vide products capable of meeting individual customer 
requirements while being efficiently mass-produced. 
Thus, it seems to be of great importance to consider 
manufacturing costs when configuring a product for 
MC, and these costs depend among others on the process 
planning. 
 
2.2 Integrated product configuration and process 
planning driven by customer needs 
Process planning is related to transcribing the product 
design data into a method to manufacture it, including 
selection of machines and operations sequencing 
(Mohapatra et al. 2013). This means, manufacturing 
costs, such as operations and material handling costs, 
will vary according to the process plan. In addition to 
the overall manufacturing costs, process planning can 
significantly affect the product performance, since an in-
appropriate process plan cannot ensure the achievement 
of desired PFs (Xu and Liang 2006).  
On the other hand, product configuration without 
regard to the manufacturing system settings can imply 
in higher production cost and delivery time (Jiao and 
Tseng 2000; Xu and Liang 2005). When configuring 
products for MC, in addition to the manufacturing sys-
tem it is important to consider specific customer require-
ments in order to meet their individual needs. Although 
product configuration and process planning are essential 
elements for MC, few papers addressed both subjects to-
gether by considering individual customer needs (Pine 
1993; Pitiot et al. 2013).  
Among them, Pitiot et al. (Pitiot et al. 2013, 2014, 
2020) addressed manufacturing costs considering varia-
ble resources, but they did not precise if the same oper-
ation could be performed by different resources neither 
did they address material handling costs. Further, to our 
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best comprehension, they did not address the possibility 
of having different instances within the same module.  
Zhou et al. (2008), Li et al. (2006) and Yang et al. 
(2020) tried to optimize the product configuration for 
mass-customizing products. They considered costs of 
product modules and/or module instances in their opti-
mization problems, but they did not detail these costs in 
terms of manufacturing costs (material handling, opera-
tions cost, etc.) and raw material cost. Meaning each 
module always had the same cost, no matter the process 
plan.  
Yigit et al. ( 2002) and Yigit and Allahverdi (2003), 
in turn, were not focused on MC, but they included in-
dividual customer requirements as input/constraints to 
optimize the product configuration concurrently to the 
process planning in a reconfigurable manufacturing sys-
tem. They assumed that each type of module could have 
two or three module instances. However, they consid-
ered that for each type of module, there was a fixed pro-
duction system configuration; consequently, manufac-
turing costs were considered constant according to the 
type of fabricated module.  
The increasing globalization and demand for cus-
tomized and personalized products has forced compa-
nies to be more flexible and reactive (Najid et al. 2020). 
This is why companies have invested in flexible manu-
facturing systems (FMS) and, more recently, in recon-
figurable manufacturing systems (RMS) (Najid et al. 
2020). In these manufacturing systems different types of 
machines can execute the same operation, increasing 
their flexibility and capacity to produce high product va-
riety. 
Nevertheless, as far as we know, there is still no 
work proposing to optimize the configuration of mass-
customized products, driven by individual customer re-
quirements, integrated with the process planning in FMS 
or RMS, with machines performing many operations, 
and the same operation being performed by different 
machines.  
Further, no papers addressing the concurrent opti-
mization of product configuration and process planning 
considered material handling costs in their objective 
functions. However, this cost can significantly affect the 
overall manufacturing cost. 
3 PROBLEM STATEMENT 
Rather than proposing modules to the customers, here 
they are invited to select, among a set of options, which 
PFs they desire in their product.  Each individual cus-
tomer requirement can be translated into a PF that are 
represented by product modules. Each instance from a 
module can satisfy several PFs, while each PF can be 
satisfied by one or many module instances.  
The set of operations required to manufacture a 
product variant corresponds to the combination of the 
operations required by each module instance chosen in 
the product configuration. Operations can be performed 
by different machines, whilst the same machine can per-
form several operations. In any case, each operation is 
performed once while the same machine can be assigned 
many times, but never to multiple operations simultane-
ously. The operation’s cost can change from one ma-
chine to another and there is a cost of handling material 
between two machines. Therefore, manufacturing costs 
cannot be considered constants according to the module 
instance type.  
 Several product configurations can origin from the 
combination of module instances capable of satisfying 
PFs required by the customer, Each module instance has 
a raw material cost, in addition to that, costs of manu-
facturing, assembly and material handling are also con-
sidered. Thus, the number and types of selected module 
instances as well as how operations are sequenced and 
Figure 1. Proposition’s illustration of the integrated modular product configuration and process planning for manu-
facturing mass-customized products. 
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assigned can affect the search for the optimal product 
configuration. It means a product configuration with the 
lowest overall manufacturing cost capable to meet all in-
dividual customer requirements (required PFs). 
4 PROPOSITION 
Figure 1 illustrates the proposition for integrating the 
product configuration with the process planning with 
consideration of individual customer requirements for 
MC.  
Customers specify which PFs they want in their 
product. Only module instances capable to satisfy at 
least one PF are considered in the product configuration 
stage. Each product configuration will require a set of 
operations that must be sequenced and assigned to ma-
chines, at process level. The optimal product configura-
tion corresponds to the one that meets all customer re-
quirements (required PFs) and that has the lowest over-
all manufacturing cost, which comprises (1) costs of raw 
material, (2) operations and (3) material handling. Fi-
nally, the customer validates the product variant pro-
posed and, if she/he wants, she/he can do some changes.   
 
 
4.1 Mathematical model  
4.1.1 Assumptions  
 
i. Instances from different modules cannot require 
the same operations; 
ii. Each machine is able to perform different opera-
tions; 
iii. The same operation can be performed by different 
machines. 
4.1.2 Input parameters  
 
 
= {1,2, … , f, … , |F|}, Set of all available 
product functionalities 
 
=1, if functionality f is required;  
= 0,otherwise 
 = {1,2, … , m, … , |M|}, Set of modules 
 
= {1,2, … , i, … , |I|}, Set of module in-
stances 
, , ,  =1, if instance i of module m is compati-ble with instance i’ of module m’; 
0 ,otherwise                                                
 
=1, if instance i of module m satisfy a 
functionality f;  
= 0, otherwise                                             
 
= {1,2, … , p, … , |OP|}, Set of available 
operations 
 
=1, if instance i of module m requires an 
operation p;  
= 0,otherwise                                              
 
=1, if an operation p must be processed 
before operation p’, for p,p’ ∈ OP, p≠p’ 
=0,otherwise                                               
 
= {1,2, … , w, … , |W|},     Set of all avail-
able machines   
 
1, if an operation p is feasible on machine 
w;  
0, otherwise                                                
 
= {1,2, … , j, … , n}, Set of process plan 
positions 
 
Raw material cost of each instance i of 
 module m 
 Cost per time unit of processing opera-
tion p on machine w 
 
Cost of transporting material between 
two machines per distance unit 
,  Distance between machines  w and w' ac-cording to their layout positions 
 Processing time of operation p at ma-
chine w 
4.1.3 Decision variables 
 
 
1, if instance i of module m is selected. 0, 
otherwise.                                 
 1, if operation p is assigned to machine win 
process plan position j. 0, otherwise.             
, ,  1, if the occurrence of machine w is on the position j of process plan and the occur-rence of machine w' is on the position j+1. 
0, otherwise.                                                   
 
4.1.4 Objective function 
 
Eq. (1) presents the objective function, which consists 
of the sum of raw material cost (CRM), operations cost 
(CP) and material handling costs (CMT): 
 = + +    (1) 
Where:  
 =  ×  (2) 
=   ×  ×  (3) 
= , ×  ×  ,, ∊  (4) 
 
Subject to:  ≤ 1 ∀  ∊  (5) +  ≤ , , , + 1 ∀ ,  ∊  (6) 
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= 1 ∀  ∊  (8) 
= 1 ∀  ∊  (9) 
×
=   ×  (10) 
 ≥ , ,  ×    
(11) ∀ , ′ ∊  ∀ = 1, 2, … ,  
, ,, ∊ ≤ 1 ∀  ∊  (12) , , ≥  + − 1 (13)     ∊  {0,1} ∀  ∊   ∀  ∊  (14) ∊  {0,1} ∀  ∊   ∀  ∊  ∀  ∊  (15) , ,  ∊  {0,1} ∀  ∊  ∀  ∊  (16) 
 
Constraint Eq. (5) ensures that only one instance (i) 
of a given module (m) can be selected each time. Eq. (6) 
states that only the module instance i compatible with 
the module instance i’ can be selected to constitute a 
given product variant. Eq. (7) ensures that each required 
product functionality (f) must be satisfied by at least one 
selected module instance (  ). Eq. (8) states that each 
operation (p) is processed at one process plan position 
(j) by one machine (w), whilst Eq. (9) states that each 
operation (p) is processed once in one machine (w). 
With constraints (8) and (9), the Eq. (10) ensures that 
each of all required operations must be performed in 
only one machine (w) at one stage of the process plan 
(j). Eq. (11) describes the precedence constraint. Con-
straint (12) ensures that between position j and j+1 there 
is at most one machine change( , , ), while the 
Eq.Erreur ! Source du renvoi introuvable. states that 
if two followed machines in the process plan are differ-
ent, there is a material transfer between them 
( , , = 1). The variable domains are described by 
Eq. (14), (15) and (16). 
 
4.2 Solution approach 
 
In this paper, a 2-step solution approach (Figure 2) based 
on an exhaustive search algorithm (ESA) and CPLEX 
solver is proposed. As previously said, in this paper each 
PF can be satisfied by at least one module instance. 
Further, each combination of module instances cor-
responds to a product configuration (PC). In the first 
step, ESA lists all possible PCs, through the combina-
tion of all available module instances, while respecting 
the compatibility constraint of module instances. Then, 
based on the customer requirements, it means, their de-
sired PFs,  ESA filters all available PCs, to obtain only 
feasible product configurations (FPC). Each FPC corre-
sponds to a PC capable to satisfy all PFs required by the 
customer.  
Operations required by each feasible PC are inputs 
to the second step, in which the optimal operations se-
quence and machine assignment for each FPC is 
searched with the aid of CPLEX solver. The total cost 
as well as optimal process planning found for each FPC 
is archived. At the end, the set of optimal solutions 
found for all FPCs is enumerated and therefore the 
global optimal is selected, which corresponds to the FPC 
presenting the process plan and product configuration 
with the minimal overall manufacturing cost. Here, the 
minimal overall manufacturing cost includes costs of (1) 
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Figure 2. Framework of the 2-step solution approach to 
optimize the product configuration integrated with its 
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This approach allows for the simultaneous optimi-
zation of PC and process planning, while ensuring that: 
1) The minimum cost is obtained; 
2) All customer requirements, it means, PFs re-
quired by the customer, are attended.  
4.3 Results and discussion 
 
In order to verify the model and the solution ap-
proach, a numerical illustration with 7 available PFs, 4 
modules (with module instances varying from 2 to 5 per 
module), 13 operations, 10 machines, positioned in dif-
ferent layout positions with known distances, was used. 
The algorithm was implemented in Python 3.7 lan-
guage and all tests were conducted in a laptop computer 
powered by an Intel core i7-7600U CPU (2.80 GHz) and 
16 GB of RAM.  
In this problem, the optimal solution will always de-
pend on the PFs required by the customer. Since in the 
example 7 PFs are available, there are 127 different 
ways of requiring these PFs (e.g. PF1+PF2, 
PF2+PF4+PF5, etc.), consequently there is a global op-
timum for each case. However, no matter which PFs 
customer requires, the proposed solution approach fol-
lows the same steps. Due to that, only one example is 
presented in this paper for detailing the obtained results. 
The optimal solution found for the example consid-
ering the selection of PFs 1, 4, 5, and 7 is presented in 
Table 1. The best product configuration is composed by 
the module instances M1I3, M3I1 and M4I1 (M1I3 is 
instance 3 of module 1), with an overall manufacturing 
cost of 43.52 €. The CPU time required was 60.96 s. 
 
Table 1. Results found for the example considering the 
following selected PFs: 1, 4, 5, and 7. 
Step 1 – Filtering all FPCs 




Step 2 – Finding the global optimum 
The best FPC is composed by : Overall production cost is: 
M1I3, M3I1 and M4I1 43.52 € 
The best process planning is: 
Process  
position: 
j1 j2 j3 j4 j5 j6 j7 


















This paper proposed an approach to reduce “mass con-
fusion” through customer guidance at the product con-
figuration stage, while integrating the latter with the pro-
cess planning in order to minimize overall manufactur-
ing cost. This cost is composed of (1) raw material of 
module instances, (2) process operations and (3) mate-
rial handling. This optimization was modeled as an ILP 
problem and a 2-steps approach was used to solve it.  
 In this model, the product configuration was opti-
mized in terms of PFs required by customers, proving 
that it is possible to integrate customer requirements 
while optimizing the product configuration integrated to 
the process planning. Results found have proven that 
considering manufacturing costs when configuring a 
product for MC is relevant, because a product with a 
more expensive raw material cost does not always mean 
a higher overall manufacturing cost. Therefore, this ap-
proach can be used as an alternative to help customer 
during their decision making process in order to reduce 
the “mass confusion” caused by the too many available 
choices in MC contexts.  
Further, the exact solution approach presented in 
this paper has proven its ability to find rapidly and effi-
ciently a global optimum, for a relatively complex prob-
lem that integrate two combinatorial problems: the prod-
uct configuration and process planning.  
For future researches, we want to evaluate the inte-
gration of product configuration and process planning in 
a RMS, by exploring its ability to reconfigure at ma-
chine and layout levels simultaneously. Further, we 
want to test this solution approach with a real product, 
and therefore with higher instances.  
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DEVELOPPEMENT D’UN OUTIL DE SUIVI DES MOUVEMENTS DES 
GRAINS DE BLE BIOLOGIQUE AU NIVEAU DE LA CHAINE 
D’APPROVISIONNEMENT 
RESUME : Dans la production de farines biologique, les grains de blé suivent un processus logistique avec de nom-
breux contrôles en termes de qualité et de quantité. Différentes variétés de blé, chacune avec ses propres qualités, im-
pactent directement la qualité de la farine produite. Le manque d’information sur la qualité des grains de blé entrepo-
sés ou mélangés dans des silos le long de la chaine d’approvisionnement complexifie le suivi à destination de l’usine 
de transformation. Nous proposons de nouveaux outils pour le suivi des grains de blé. Ce suivi fournit une meilleure 
connaissance des qualités et des quantités de grains de blé en inventaire, d’où une meilleure réactivité sur la chaine 
logistique. Face à l’augmentation des flux logistiques et aux imprévus météorologiques ou économiques, il est néces-
saire d’avoir un processus d’approvisionnement en grain flexible et réactif pour assurer l’ensemble des commandes de 
chaque client. 
 
MOTS-CLES : Grain de blé biologique, chaine d’approvisionnement, transformation numérique, industrie 4.0. 
 
1 INTRODUCTION 
Dans le contexte socioéconomique actuel, plusieurs rai-
sons poussent les consommateurs à valoriser des pro-
duits biologiques, que ce soit pour des choix de santé, un 
choix environnemental, ou simplement pour soutenir 
l’économie locale [13]. Les habitudes des consomma-
teurs ainsi que leurs besoins évoluent. Avec la croissance 
démographique et des habitudes de consommation diffé-
rentes, la demande de produits alimentaires biologiques 
augmente [1], en particulier pour le blé biologique.  
Dans le secteur industriel de transformation des grains de 
blé, de nombreux contrôles sont réalisés le long de la 
chaine de valeur afin de garantir les quantités, la traçabi-
lité et la qualité de la farine. Les données collectées ne 
sont pas forcément exploitées à leur plein potentiel et 
peuvent être sauvegardées par différents intervenants à 
plusieurs endroits le long de la chaine de valeur. À partir 
des données collectées, l’objectif global est d’optimiser 
les paramètres de production d’une usine de transforma-
tion de grain biologique pour améliorer les rendements et 
maitriser la variabilité de la qualité du produit fini.  
La collecte des données sur la chaine 
d’approvisionnement et de production (qualité et quanti-
té des grains de blé, paramètres de contrôle et d’état des 
machines de production) est la première étape pour at-
teindre l’objectif global. La deuxième étape consistera à 
structurer et traiter l’ensemble des données (collectées à 
l’étape 1) afin de construire un modèle de prédiction sur 
la qualité des produits finis en fonction des paramètres 
machines et de qualités des grains de blé utilisés. Fina-
lement un modèle d’optimisation des réglages des ma-
chines de production sera élaboré à l’aide d’algorithmes 
d’apprentissage machine dans le but d’améliorer les ren-
dements des moulins à farine.  
La chaine d’approvisionnement a une influence impor-
tante dans la qualité des produits finis biologiques. En 
effet, le transformateur ne peut avoir recours à des agents 
chimiques pour corriger la qualité de ces intrants. La 
qualité des grains de blé réceptionné à l’usine de trans-
formation conditionne donc la qualité de la farine biolo-
gique pouvant être produite. Il est donc nécessaire de 
suivre de manière rigoureuse les qualités et quantités des 
lots de grain de blé arrivants de chaque fournisseur. 
Pour répondre à cette problématique, nous proposons un 
état de l’art sur les grains de blé et leurs spécificités 
(2.1), la chaine d’approvisionnement de la récolte aux 
usines de transformation au Canada (2.2) et les points de 
contrôles des grains de blé au niveau de la chaine 
d’approvisionnement au Canada (2.3). La section 3 pré-
sente la méthodologie de conception de l’outil de suivi 
pour les mouvements de grains de blé le long de la 
chaine d’approvisionnement. La section 4 expose un cas 
d’étude qui a servi à la validation de la méthode. Finale-
ment, la section 5 rappelle les résultats et propose 
quelques perspectives pour l’utilisation de l’outil. 
2 ÉTAT DE L’ART 
Le secteur de la transformation alimentaire est un do-
maine complexe notamment en raison de la manipulation 
de matières premières vivantes. La qualité des grains de 
blé peut varier en fonction des variétés, de leur prove-
nance, des conditions d’entreposage, du processus de 
mouillage des grains de blé, etc... Cette section va dé-
crire les principales caractéristiques des grains de blé, la 
LOIC PARRENIN1,2, CHRISTOPHE DANJOU 1,2, BRUNO AGARD1,2 
1 Laboratoire en Intelligence des Données 
2 Département de mathématiques et génie industriel, 
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chaîne d’approvisionnement, et les différents points de 
contrôles qualité du blé. 
2.1 Caractéristiques des grains de blé  
Deux principales sortes de blé sont plus largement culti-
vées [15] : le blé dur (durum) et le blé tendre (hard et 
soft). Le blé dur au Canada est utilisé pour la fabrication 
du couscous et des pâtes alimentaires. Le blé tendre au 
Canada est employé dans les boulangeries pour la fabri-
cation du pain (blé tendre vitreux dit blé dur ou de 
force), de pâtisserie (blé tendre dit blé faible ou mou) et 
de la pâte à pizza. Les blés sont semés à différentes pé-
riodes de l’année en fonction des zones climatiques. Le 
blé de printemps est semé généralement autour du mois 
de mars (entre avril et mai au Québec) dans les régions 
où les conditions climatiques durant l’hiver sont plus 
rudes. Le blé d’hiver est généralement semé autour du 
mois d’octobre (entre aout et septembre au Québec) dans 
les régions méditerranéennes et tempérées. La récolte se 
déroule généralement en été par temps sec. Le grain de 
blé est situé dans un épi de blé et se compose de 3 parties 
distinctes [3] : le germe (  3 % en masse) ; l’albumen ou 
amande farineuse ou endosperme (84%) et les enve-
loppes ou son (13%). Le germe est riche en matières 
grasses et en vitamines B et E, l’endosperme est princi-
palement constitué de glucides (amidon) et de protéines 
(dont le gluten) et les enveloppes sont riches en fibres, 
mais nutritionnellement pauvres par rapport à 
l’endosperme [3]. La teneur en gluten est intimement 
corrélée avec la teneur en protéine. La teneur en protéine 
de blé varie en fonction des facteurs d’environnement 
alors que la qualité du gluten varie en fonction des fac-
teurs héréditaires du blé [15].  
Pour classifier ces blés, les principales caractéristiques 
analysées lors de la réception sont : le taux d’humidité 
(quantité d’eau présente au niveau du grain), le taux de 
protéine (le gluten est à l’origine de l’élasticité de la pâte 
et le taux de protéine est un des critères principaux pour 
fixer le prix du blé), le taux d’amidon (qui permet le 
gonflement de la pâte à pain [14]), les concentrations en 
toxines DON (désoxynivalénol) et OTA (Ochratoxine A) 
- les concentrations de ces toxines produites par certaines 
espèces de moisissures peuvent nuire à la salubrité des 
grains et des aliments [7] - et le poids spécifique des 
grains (indicateur déterminant le prix du grain [16]). 
Des essais technologiques sont réalisés pour obtenir de 
l’information plus précise sur la qualité de ces grains de 
blé. Lors des essais technologiques, un des indicateurs 
clés informant sur la qualité des grains de blé pouvant 
impacter le prix d’achat est le BEM (Brabender Energy 
Max), qui se mesure grâce au Glutopeak. Le Glutopeak 
est un appareil de mesure pour tester la qualité du gluten 
[2]. Plus le BEM est élevé, meilleur est la qualité du glu-
ten et donc de la farine. 
2.2 Chaine d’approvisionnement de la récolte du 
grain de blé aux usines de transformation 
Entre la récolte du grain de blé et sa transformation en 
farine, le blé suit un long processus au cours duquel il 
sera manipulé et stocké. [15] précise que « la 
généralisation du moissonnage-battage a conduit au 
développement d’une infrastructure, concrétisée par la 
mise en place des installations (bâtiments et équipement) 
en fonction de la réception, du séchage, du nettoyage, de 
la désinfestation et de l’expédition ». Le moissonnage-
battage est l’opération qui consiste à récolter les grains 
de blé ou tout autre type de céréale dans un champ à 
l’aide d’une moissonneuse-batteuse. La moissonneuse-
batteuse aura ainsi pour rôle de couper les tiges de blé et 
battre le blé pour extraire les grains de blé des épis de 
blé. Le processus pour acheminer ces grains à l’usine de 
transformation (Figure 1) débute aussitôt que les grains 
de blé sont récoltés (1). 
À l’étape 2, le blé est transporté jusqu’aux silos de col-
lecte (3). Un échantillon est prélevé et analysé pour 
l’émission de certificat d’analyse (4). Cette étape permet 
d’identifier le type de blé et vérifier la qualité du blé. Le 
blé est transporté (5) dans un « silo terminus » (6) où il 
sera entreposé, nettoyé et séché avant d’être expédié (7) 
à l’acheteur (8). 
 
Figure 1: Processus simplifié de l'approvisionnement en 
grain de blé 
 
Les commandes de blé passées à l’agriculteur se font par 
rapport aux besoins de l’usine de transformation de ma-
nière à couvrir les besoins en matières premières pour la 
production. Le transport des grains suit un processus 
rigoureux. Le blé peut transiter à travers un centre de 
grain, une plateforme de chargement ou être acheminé 
directement à l’usine de transformation. 
La Commission canadienne des grains précise les 
règlements à suivre pour le stockage du blé [9] et le 
transport des grains [10]. La Commission canadienne des 
grains propose également un système de classement par 
grain et d’inspection permettant d’identifier la qualité du 
grain et assurer sa commercialisation [8]. 
2.3 Contrôle de la qualité du grain de blé au niveau 
du processus d’approvisionnement 
D’après la Loi sur les grains [8], la commission cana-
dienne des grains est responsable de l’approbation des 
normes de classification ainsi que des critères 
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d’inspection [5]. L’inspection est réalisée par plusieurs 
prises d’échantillons [6], en établissant un classement et 
en délivrant une certification d’analyse des lots de blé. 
Les analyses sont réalisées pour les grains manipulés aux 
silos de collecte et de terminus. Les échantillons repré-
sentatifs du lot de blé réceptionné sont prélevés à l’entrée 
des silos directement depuis les véhicules de transport à 
l’aide d’une sonde mécanique. L’analyse regroupe de 
nombreuses informations telles que : le taux d’impuretés 
(pailles, pierres, brindilles…) ; masse spécifique du 
grain ; taux d’humidité ; taux de protéine ; la catégorie 
(printemps ou hiver) ; la présence de graines étrangères ; 
la condition du grain (apparence, maturité…) ; la classe 
(blé roux de printemps de l’Est canadien, blé roux de 
printemps Canada Prairie…) [4]; l’aspect (vitreux ou 
translucide). À partir de ces analyses, le responsable de 
silo détermine le grade du blé. Il est alors possible de 
déterminer le silo dans lequel le lot de blé sera entreposé. 
Avant d’être entreposé dans le silo approprié, le lot de 
blé réceptionné subira une étape de pré-nettoyage afin de 
retirer un maximum de matières étrangères. 
Un processus de séchage est parfois nécessaire lorsque le 
taux d’humidité dépasse 14,5 % à des fins de conserva-
tion. Il faut toutefois surveiller à ne pas décolorer, fissu-
rer ou endommager le grain lors du séchage [15]. Le 
long de la chaine d’approvisionnement, le blé peut être 
stocké à divers endroits. Il est important de veiller aux 
conditions environnementales ainsi que les propriétés 
des grains de blé qui peuvent altérer leur qualité. Les 
moisissures, les insectes parasites, les acariens, les ron-
geures, les altérations d’origine mécanique (fissure, cas-
sure des grains) peuvent causer une altération de la quali-
té du grain lors du stockage [15]. Une bonne conserva-
tion du blé nécessite de préserver l’intégrité des pro-
téines notamment le gluten et de maintenir le pouvoir 
germinatif du grain (un grain non germé). 
Avant toute commande, pour s’approvisionner en blé, le 
meunier réalise des analyses sur un échantillon 
provenant des silos afin de vérifier le type et la qualité du 
grain. Une fois l’échantillon accepté, le blé peut être 
livré. Une dernière inspection est réalisée lors de la 
réception des grains de blé à l’usine de transformation. 
3 METHODOLOGIE  
De nombreuses données sont capturées le long de la 
chaine d’approvisionnement informant sur la qualité des 
grains de blé, les quantités entreposées ou en mouve-
ment. Pour une meilleure intégration et un meilleur suivi 
des flux d’approvisionnement des grains de blé entre les 
fournisseurs, les intervenants gérants les stocks de ma-
tière première et la production, nous proposons de déve-
lopper un outil intégrant l’ensemble des données perti-
nentes dans une base de données. Pour construire cet 
outil, permettant un meilleur suivi des grains de blé bio-
logique à partir de la capture des données sur la chaine 
de valeur, une méthodologie a été suivie rigoureusement. 
La méthode se compose de 3 phases détaillées ci-
dessous. Le déroulement complet de la méthode permet 
d’avoir un meilleur suivi ainsi qu’une meilleure 
traçabilité de l’information. 
3.1 Cartographie de l’approvisionnement 
Dans cette première phase, il s’agit d’observer et de do-
cumenter les tâches effectuées par chaque individu parti-
cipant dans le processus d’approvisionnement. Les sym-
boles standardisés ANSI (institut national de normalisa-
tion américain) [11], sont utilisés pour la représentation 
graphique de la cartographie. Avec un flux du processus 
d’approvisionnement assez linéaire et impliquant assez 
peu d’intervenants, le formalisme de modélisation ANSI 
a été choisi pour réaliser la cartographie.  
La cartographie du processus permet de mieux com-
prendre les interactions et d’identifier les différentes 
données utilisées. La cartographie réalisée représente les 
processus actuels de niveau intermédiaire et montre la 
séquence des activités, mais ne décrit pas les tâches de 
chacune des activités à un niveau détaillé [12]. Le but est 
d’analyser chaque processus et d’identifier les goulots 
d’étranglement potentiels, les taches jugées répétitives, 
n’apportant aucune valeur ajoutée. La démarche suivie 
pour construire la cartographie a été de : 
1. Récupérer des documents de cartographie existants 
au sein de l’entreprise (si disponibles) ; 
2. Choisir une étape spécifique du processus ; 
3. Observer et questionner sous forme d’entrevue semi-
dirigée l’activité qui est réalisée par la personne res-
source ; 
4. Passer à l’activité suivante et répéter l’étape 3 pour 
obtenir une séquence d’activité jusqu’à l’état final du 
processus. 
L’étape 3 a pour objectif de récupérer un maximum 
d’information. Les informations doivent permettre de 
connaitre : l’action de la tâche effectuée ; les types de 
données manipulés ; les documents créés ; les moyens de 
transmission des informations à partager ; les départe-
ments ou ressources externes à qui l’information est 
transmise.  
3.2 Création de bases de données et d’interfaces 
La cartographie réalisée à la phase 1 permet d’observer 
la séquence des activités et les types de données collec-
tées le long du processus d’approvisionnement. Afin 
d’éviter toute redondance d’information et s’assurer de 
partager les bonnes informations à jour à d’autres utilisa-
teurs, la création d’une base de données est nécessaire 
pour remplir les deux besoins précédemment évoqués. 
Une méthode de type agile a été appliquée afin de mettre 
en opération rapidement les outils développés tout en 
gardant une flexibilité sur la structuration et les diffé-
rents besoins de chaque utilisateur. Les bases de données 
construites et prêtes à être utilisées seront améliorées de 
manière itérative à travers des retours d’expériences des 
utilisateurs. Il est important de se questionner sur l’utilité 
de chaque type de données et garder le strict minimum 
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nécessaire comme donnée pour le bon suivi des grains de 
blé le long de la chaine d’approvisionnement. 
L’approche proposée pour construire la base de données 
ainsi que l’interface se déroule comme ci :  
1. Observer à partir de la cartographie réalisée la sé-
quence d’activité et la simplifier si possible ; 
2. Regrouper les types de données utilisés par les utili-
sateurs ; 
3. Lister l’ensemble des utilisateurs futurs nécessitant 
un accès à la base de données ; 
4. Communiquer avec chacun des utilisateurs concer-
nant leurs besoins ; 
5. Partager les responsabilités et définir les niveaux 
d’accès de chaque utilisateur ; 
6. Modéliser l’outil et les différentes interfaces (formu-
laire, base de données, rapport) 
7. Mettre en service l’outil ; 
8. Améliorer l’outil en fonction des besoins et retours 
d’expériences des utilisateurs ; 
9. Rédiger une documentation mentionnant les respon-
sabilités de chacun et présentant l’utilisation des dif-
férentes interfaces crées. 
 
3.3 Créer des indicateurs et des tableaux de bord 
À partir de la base de données structurée, il est par la 
suite possible de créer des indicateurs de performance. 
Ces indicateurs vont permettre de faire un suivi, motiver 
le personnel, fixer des objectifs à atteindre tout en 
permettant de comprendre les causes de mauvaise 
performance. Les tableaux de bord sont des interfaces 
permettant de rassembler les indicateurs pertinents en 
une seule page et d’avoir une vue en temps réel de 
l’information sur des enjeux clés du processus. 
L’agrégation de données permet de prendre de 
meilleures décisions plus rapidement. Le développement 
d’indicateurs et de tableaux de bord s’appuie sur des 
besoins réels de visualisation et de synthétisation des 
informations à différents niveaux de l’organisation. La 
démarche suivie pour créer des indicateurs et des 
tableaux de bord a été de : 
1. Comprendre les besoins des utilisateurs ; 
2. Comprendre les données, les tables et les relations 
existantes (dans le cas d’une base de données rela-
tionnelle) dans la base de données étudiée ; 
3. Créer des indicateurs qui répondent aux besoins de 
l’étape 1 et annoter les types de données manquantes 
nécessaires pour répondre aux besoins évoqués ; 
a. En cas de données manquantes, étudier les dif-
férentes possibilités pour collecter ces don-
nées sinon passer à l’étape 4 ; 
b. Intégrer ces données dans une ou plusieurs 
tables de la base de données ; 
c. Créer les relations dans la base de données entre 
les tables ; 
4. Créer des tableaux de bord à partir des indicateurs 
créés à l’étape 3 (création d’une interface visuelle).  
5. Valider les tableaux de bord auprès des utilisateurs 
 
Les résultats de chacune de ces étapes sont présentés 
dans le chapitre suivant. 
4 CAS D’ETUDE 
4.1 Contexte industriel 
L’outil développé pour le suivi des grains de blé a pour 
objectif de répondre à un besoin d’une entreprise de 
transformation de grain de blé, qui dans notre cas 
d’étude est La Milanaise. Cette PME québécoise se spé-
cialise dans la production de farine biologique.  
Pour le stockage de ses données, notamment pour la 
chaine d’approvisionnement qui nécessite une collabora-
tion entre différents intervenants s’occupant de l’entrepôt 
des grains ou du transport, La Milanaise utilise le logi-
ciel Smartsheet. Smartsheet est une plateforme hébergée 
sur le nuage informatique offrant la possibilité aux en-
treprises de planifier, capturer, gérer, automatiser et gé-
nérer des rapports sur les travaux en cours de réalisation.  
Depuis les dernières années, La Milanaise connait une 
forte croissance des ventes. Elle veut suivre de manière 
optimale les grains de blé sur sa chaine 
d’approvisionnement pour être en mesure de gérer des 
flux plus importants et éventuellement améliorer son 
fonctionnement. Pour cela, une cartographie du 
processus d’approvisionnement des grains à l’usine a été 
réalisée. 
4.2 Cartographie de l’approvisionnement 
Pour débuter ou continuer notre cartographie, nous choi-
sissons une activité spécifique dans le processus 
d’approvisionnement, par exemple une commande de 
grains de blé. Dans notre cas, pour les blés provenant du 
Québec, des ententes doivent être signées entre La Mila-
naise et l’agriculteur. De nouveaux agriculteurs peuvent 
contacter La Milanaise pour vendre leur blé ou La Mila-
naise peut contacter les agriculteurs présents dans son 
registre. Sous forme d’entrevue semi-dirigée, nous de-
mandons au responsable acheteur : 
- Par quels moyens se fait la prise de contact. 
- Quelles informations sont collectées ainsi que les 
fichiers créés et utilisés pour sauvegarder ces infor-
mations. 
- Quels utilisateur ou département ont besoin de 
l’information sauvegardée au sein de La Milanaise. 
- Comment l’information est transmise. 
Les réponses à ces questions aident à documenter 
l’activité représentée sur la cartographie (Figure 2).  
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Figure 2: Construction de la cartographie de 
l’approvisionnement des grains de blé du Québec 
 
Une fois la commande passée, on passe à l’activité sui-
vante en interrogeant et observant ce que le responsable 
de l’approvisionnement doit réaliser. On continue ces 
étapes jusqu’à ce que la commande de grain de blé soit 
arrivée à l’usine de La Milanaise. 
La cartographie de la chaine d’approvisionnement 
résume l’ensemble des opérations suivies par les grains 
de blé de la récolte au champ de blé jusqu’à l’usine de 
transformation, spécifiquement pour La Milanaise. On 
retrouve sur cette cartographie les points de collectes de 
données, les points de contrôles et les différents 
intervenants dans la chaine d’approvisionnement. Cette 
cartographie est nécessaire pour regrouper par la suite les 
données collectées dans des bases de données.  
4.3 Création de bases de données et d’interfaces 
En analysant la cartographie, on constate que les résul-
tats des analyses des échantillons et les contrats étaient 
inscrits sur un fichier Excel, sauvegardé sur un serveur 
de la compagnie. On souhaite créer une base de données 
pour centraliser, unifier et partager l’information aux 
utilisateurs. 5 informations (Nom fournisseur, Nom con-
tact, Courriel, Numéro cellulaire, Adresse postale) 
étaient redondantes et pouvaient être considérées comme 
des objets statiques faisant partie d’élément organisa-
tionnel. Une première base de données regroupe les in-
formations des agriculteurs. Une deuxième base de don-
nées regroupe les résultats d’analyses des échantillons de 
grains de blé provenant de chaque agriculteur. La base 
de données a été configurée sur Smartsheet. La plate-
forme n’étant pas une base de données relationnelle, un 
script python a permis de faire ces relations fictives 
(Figure 3) permettant d’avoir une mise à jour rapide des 
listes déroulantes.  
 
Figure 3: Relation fictive entre la table fournisseur et la 
table analyse échantillon 
 
Les résultats d’analyses entrés et sauvegardés dans la 
base de données ont permis de semi-automatiser la pro-
duction, la sauvegarde et l’envoi de certificats d’analyse.  
Une base de données a été construite au niveau d’un 
centre de grain (Figure 4), en s’appuyant sur les modèles 
précédents utilisés. Deux feuilles Excel étaient utilisées 
pour les transactions. Chaque feuille comprenait 15 co-
lonnes. La base de données (Figure 4) a permis de re-
grouper l’ensemble des ces données sous 24 entités et de 
créer une relation avec la table analyse échantillon pour 
connaitre la qualité de blé manipulé au centre de grain. 6 
nouvelles entités ont donc été rajoutées en créant une 
relation unique à partir du numéro d’échantillon. En lis-
tant les utilisateurs à partir de la cartographie et en 
échangeant à travers des réunions impliquant les dépar-
tements interne et intervenant externes, nous identifions 
14 utilisateurs. Les réunions permettent de définir les 
besoins de chacun ainsi que leurs responsabilités. Les 
responsabilités définissent les droits d’accès de chaque 
utilisateur à la base de données. Des formulaires sont 
créés pour permettre l’ajout de nouvelles transactions.  
La Figure 4 montre les lignes de transaction de grain de 
blé entrant (définis par une couleur verte) et sortant (cou-
leur rouge) d’un centre de grain de blé. Des « Cut-off » 
peuvent intervenir pour remettre à niveau le Silo vide, dû 
à des mouvements de grains « non nettoyés » en tonne 
métrique. Finalement les retours d’expériences ont per-
mis d’améliorer l’outil, s’assurer que l’ensemble des 
besoins importants des utilisateurs soit comblé et que le 
suivi des grains de blé soit possible. 
 
Figure 4: Mouvements au sein d'un centre de grain 
 
4.4 Indicateurs et tableaux de bord 
La cartographie a permis d’identifier les points de col-
lectes de données ainsi que les étapes clés de transporta-
tions du blé de la récolte jusqu’à l’usine de transforma-
tion. Des bases de données ont ainsi pu être construites 
pour regrouper certaines informations collectées le long 
de la chaine d’approvisionnement. À partir des bases de 
données, il est maintenant possible de développer des 
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indicateurs. La première étape énumérée dans la métho-
dologie consiste à comprendre les besoins spécifiques 
d’utilisateurs pour développer des indicateurs utiles. Un 
besoin de suivre les inventaires et les types de blé réper-
toriés, par numéro de lot d’échantillon, était souhaité par 
la direction, pour connaitre la qualité des grains de blé en 
stock ou en mouvement. Les centres de grains 
n’indiquent pas la qualité de blé qu’il envoie à La Mila-
naise ou qu’il entrepose.  
 
Figure 5: Exemple d'indicateurs visuels pour le suivi des 
inventaires d'un centre de grain 
 
Des indicateurs ont donc été créés de manière à connaitre 
les quantités de grains de blé restant et l’espace dispo-
nible dans chacun des silos. L’ensemble des informa-
tions nécessaires à la création des indicateurs se retrouve 
dans la base de données du centre de grain. Ces indica-
teurs sont construits par de simples calculs à partir des 
informations collectées dans la base de données.   
Pour connaitre les types et quantités de blés présents, un 
script python a dû être développé. Ce script calcule 
l’inventaire toutes les 30 minutes à partir des transac-
tions inscrites dans la base de données, dans la colonne 
« Inventory » de la base de données, par le concept 
« Dernier entré – Premier sorti » adapté à l’écoulement 
des grains de blé dans les silos. Ce script modifie les 
quantités restantes de chaque lot de blé.  
À partir des données enregistrées dans la base de don-
nées ainsi que des indicateurs créés, un tableau de bord a 
pu être construit spécifiquement pour un centre de grain 
(Figure 5). Ce tableau de bord permet de synthétiser 
l’information et partager celle-ci aux personnes concer-
nées. Le tableau de bord du centre de grain met à dispo-
sition : des formulaires pour entrer de nouvelles transac-
tions ; la base de données regroupant l’ensemble de tran-
sactions ; des indicateurs visuels sur l’inventaire des si-
los réservés à La Milanaise ; un tableau précisant le type 
de blé, sa quantité ainsi que sa qualité restant dans les 
silos. Finalement la synthétisation de l’information de 
l’inventaire des grains de blé en temps réel permet de 
prendre des décisions plus rapides et donc une meilleure 
réactivité dans la chaine d’approvisionnement. 
5 CONCLUSION 
Un outil pour le suivi des grains de blé au niveau de la 
chaine d’approvisionnement a été développé, basé sur 
une méthode en 3 étapes : (1) la cartographie du proces-
sus d’approvisionnement, (2) la création de bases de 
données et d’interfaces et enfin (3) la création 
d’indicateurs et de tableaux de bord. La méthodologie a 
pu être appliquée sur un cas d’étude avec une PME spé-
cialisée dans la production de la farine biologique.  
Les résultats obtenus ont permis d’avoir un meilleur sui-
vi des grains de blé au niveau d’un centre de grain de blé 
et d’offrir une meilleure réactivité des différents interve-
nants sur la chaine d’approvisionnement. Le tableau de 
bord précise à l’utilisateur du centre de grain le numéro 
de référence du blé qu’il envoie à l’usine. Le numéro de 
référence permet de suivre très simplement les types et 
qualités de blé en mouvement. Le suivi des types et qua-
lité de blé est important pour la planification de la pro-
duction, du réapprovisionnement des silos et l’achat de 
nouvelles matières premières. Le rendement et la qualité 
des produits finis obtenus suite au processus de trans-
formation des grains de blé sont directement impactés 
par la qualité des matières premières.  
L’outil développé démontre la faisabilité et l’intérêt de 
suivre, partager les informations captées le long de la 
chaine d’approvisionnement dans le secteur de la trans-
formation des grains. Il devra cependant être étendu à 
d’autres centres de grain et entrepôts pour inclure 
l’ensemble des intervenants de la chaine 
d’approvisionnement et prendre en compte les différents 
lieux de provenance des grains de blé jusqu’à l’usine de 
transformation. Le résultat final permettra d’avoir une 
vue globale des inventaires et une meilleure planification 
pour le réapprovisionnement des stocks.  
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ABSTRACT: In hospitals, decontamination centers are required to sort, disinfect, package, and sterilize surgical in-
struments prior to their return to the operating rooms. The market trend is to automate this function to increase the level 
of productivity, reduce the risk of human error and minimize the risk of musculoskeletal injuries related to the handling 
of heavy loads. The goal of this research is to study the automation of a decontamination center and the use of automat-
ed guided vehicles (AGV) to make the system more efficient and safer. A simulation model of the current system with 
manual transfers is compared with a scenario using two AGVs for instrument transfers. Results show that this automa-
tion of the decontamination unit could lead to the reduction of both treatment time and work in process while increasing 
the service level. It is worth mentioning that this article contributes to the field of using simulation and system analysis 
to evaluate and facilitate healthcare systems adaptation based on the Industry 4.0 concepts and its role to improve pro-
cess flows and ergonomic conditions for employees.  
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1 INTRODUCTION 
Decontamination of reusable instruments and other arti-
cles that have been used for medical purposes on patients 
is a pivotal activity in hospitals. Nowadays in most hos-
pitals, there is a central sterilization department (CSD) to 
execute this function. The instruments come from oper-
ating rooms, clinics, and emergency rooms at various 
rates. The size and density of arriving packages as well 
as the required treatments vary for different medical spe-
cialities. Employees responsible for cleaning them are 
called upon to perform specific and sequential tasks as 
well as carrying heavy loads that can cause musculoskel-
etal problems in the long term.  
Various solutions exist in the industry to move racks in a 
CSD. Among the common solutions provided by the 
industry are conveyor systems that can come with or 
without automated loading/unloading systems for the 
washers. However, these solutions still require an opera-
tor to manipulate racks with transfer carts. More recent-
ly, an automated solution based on an Automated Guid-
ed Vehicle (AGV) was developed, eliminating these rack 
manipulations. Use of AGVs in a CSD goes along the 
new trend of fourth industrial revolution (Industry 4.0), 
which is based on concepts such as cyber-physical sys-
tems, internet of things, digitalization, smart technolo-
gies, automation, and robotics (Molino et al. 2020). Bar-
codes help the robot identify the racks and the washer 
cycle. The programming system links the main objects 
and instruments and is traceable.  
According to Molino et al. (2020), new technologies can 
make changes in how organizations operate and how 
people learn and do their work. Hence system analysis 
and simulation methods can play a key role through the 
organization of digital and technology transfers. Simula-
tion also provides a decision-making tool for the users of 
new technology by validating the various effects it 
would have on their system.  
Creating a simulation model for a CSD is a complex 
modelling work as several activities must be considered. 
Each instrument used during interventions must be 
cleaned to remove any form of contamination. Each in-
strument is different and is often dedicated to an inter-
vention. Their availability must be guaranteed when car-
rying out the intervention. To our knowledge, the inter-
nal logistics of a CSD or combining a robot with human 
resources has not been considered in any previous re-
search.  
The goal of this paper is therefore to provide a simula-
tion model for a CSD system to analyse various scenari-
os, especially the introduction of automation and robotic 
transfers. To achieve this goal, the CSD process was 
analysed and a simulation model was created. A time-
and-motion study was conducted for a case-study in 
Quebec, Canada which had the possibility of using the 
first prototype of an AGV. Notability of designed AGV 
is its connection with racks to recognize instruments’ 
attributes and developing an integrated machine to 
machine interaction. The simulation model was validated 
by applying it to the case-study with a high level of de-
tail. The scenario using an AGV to transfer racks was 
analysed. Compared with the current situation, use of an 
AGV showed promising improvements in total time of 
treatment which is an important factor in the service lev-
el. This study contributes to the literature on industry 4.0 
concepts by combining simulation and automated solu-
tions to improve the healthcare system. For the CSD 
under study, the analysis results will orient decisions 
about applying this technology and the simulation pro-
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vides an analysis and decision-making tool for future 
opportunities to increase their productivity, quality and 
safety. In the remaining parts, a brief literature of simula-
tion of CSDs is presented which is followed by a de-
scription of a CSD system, the methodology and simula-
tion model, results of the tested scenario, a discussion, 
and conclusion. 
2 LITERATURE REVIEW 
In hospitals, there are complex and interrelated depart-
ments with a high level of uncertainty. Simulation is 
appropriate to analyze and predict the elements in the 
hospital system by providing a statistically accurate tool 
(Centeno et al., 2003). Various studies used simulation 
to model healthcare systems, especially the patient flow 
through different hospital departments (Mascolo and 
Gouin 2013). However, few studies simulated the sterili-
zation of medical devices in CSDs. In the review of Dis-
crete event simulation in healthcare presented by Gunal 
and Pidd (2010), no article regarding simulation of CSDs 
was mentioned. 
In a master thesis, Ethier (2003) presented a simulation 
model for a CSD and analysed the effects of increasing 
the number of arrival trays. They validated their model 
with the Royal Victoria Hospital in Montreal, Canada. 
They analysed the scenarios of adding or removing in-
struments from specific clinics or surgeries and com-
pared the average service level in each scenario. 
Ngameni (2014) provided a Mont-Carlo simulation of a 
CSD in Montreal and analyzed the scenario of using a 
case cart system. Case cart system is about to create a 
cart with all the medical devices necessary for a specific 
operation (Bonnefoy, 2015). They considered the trans-
fers from operating rooms to the CSD and the steps 
needed to apply the case cart system. They could esti-
mate how many case carts were required and the poten-
tial increase in capacity. Mascolo and Gouin (2013) pro-
posed a generic simulation model to represent steriliza-
tion services in sterilization establishments in the Rhône-
Alpes region in France. They used the generic model to 
compare the performance of several sterilization ser-
vices. Existing literature provides examples of simula-
tion of CSDs represents the process flow in this system. 
However, there is a gap concerning the internal transfers 
within the CSD and its effects. This study contributes to 
the literature by providing a simulation model including 
a very precise level of detail that can be also applied to 
analyze scheduling, capacity planning, work shifts and 
other scenarios. Another value of the presented model is 
the possibility of generalization to be applied to other 
centers. Literature concerning the application of 
simulation modelling in Industry 4.0 concept, is rather 
novel. For example, Angelopoulou et al. (2020) explored 
the impact of human error on Industry 4.0 by presenting 
a simulation model. Their work considers performance 
shaping factors that affect human work in a complex 
Industry 4.0 system. One of the limitations of these 
studies is the lack of real-world case studies. Our 
presented simulation model for a real-case for automated 
transfer with the potential of future expansions may be 
viewed as another step to enrich the research in the 
system analysis of industry 4.0 revolution.  
3 PROBLEM DEFINITION AND CASE STUDY 
The main objective in a CSD is to sterilize the medical 
instruments, removing any risk of contamination, with-
out delay for their re-use. In order to avoid contamina-
tion, soiled and sterilized devices must be separated and 
therefore a CSD includes three sections for decontamina-
tion, sterilization and storage. Pre-disinfection by hand 
and disinfection in washer machines are performed in the 
decontamination section, while packaging and steriliza-
tion are performed in the sterilization section. The main 
equipment of a CSD include washers, drying cabinet, 
and autoclaves for sterilization. There is other equipment 
such as ultrasonic washers and hydrogen peroxide steri-
lization which are used for a smaller percentage of in-
struments based on their characteristics (e.g., instruments 
having low tolerance to high temperatures). The washers 
are loaded in the decontamination section and unloaded 
in the sterilization section. There is a window between 
the sections to return empty racks from sterilization to 
decontamination.  In some centers, a case cart system is 
used which consequently needs a cart washer machine. 
For flexible endoscopes, there are special washers that 
are used in some centers. The level of automation varies 
in centers such as using a cart washer, endoscope washer 
or scanner system for traceability of equipment. Figure 1 
summarizes the principal sterilization cycle. 
 
 
Figure 1. Cycle of processes in a CSD 
The case-study of this research is a center with the ca-
pacity of treating around 300 instruments per week. It 
does not have a case-cart system. The other main pro-
cesses are the same as general CSD processes. The first 
activity after receiving the group of instruments in a cart 
is to empty the cart and separate the instruments. Four 
main groups of medical instruments are typically used: 
container, tray, basin, and peel packed individual instru-
ments (see figure 2). 
 
Figure 2. Main groups of instruments in a CSD 
 
Containers include the container box and a tray with the 
instruments inside. Container boxes and basins go 
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directly to the washers. Trays and instruments need a 
pre-disinfection process before going to the washer. 
Items are placed in racks for the washer. The capacity of 
a rack is 4 basins or 5 containers. The capacity of racks 
for trays is 8 and 9 individual instruments are considered 
as 1 tray.  
After unloading the racks from the washer in the 
sterilization section, some of the instruments will need a 
drying process. Container boxes and their trays are put 
together and packed. Other instruments are also packed 
and finally, a batch of instruments are put in the 
autoclave for sterilization. After the autoclave, the 
instruments are stored and wait to be delivered. 
There are many challenges in CSD work. The quality of 
sterilization is essential as any mistake might affect 
patients. Some instruments are unique and might need to 
be used on the same day so it is important to reduce the 
waiting time. Moreover, staff must constantly load, 
unload and move full racks of items. This highly 
physical work might affect staff’s health in the long run, 
and it is one of the reasons many quit after some years. 
Also, when a washing cycle finishes staff must interrupt 
their tasks to unload and reload the washer which leads 
to lack of concentration and productivity. The latter 
problem has affected the center under study severely. 
During the rush hour, it is difficult for staff to constantly 
stop what they are doing to transfer, load and unload the 
racks. Figure 3 illustrates the process flow in the CSD 
understudy. In the process flow, transfers (arrows) and 
processes which can be replaced by the robot are shown 










































Figure 3. Process flow in CSD under study 
4 METHODOLOGY AND MODEL 
4.1 Building Simulation Model 
This research followed the typical methodology 
associated with the development of a simulation model 
(Kelton et al., 2015). First, the CSD under study was 
visited and analyzed. Value stream mapping and process 
flows were created to illustrate resource and material 
flows. A time-and-motion study was also conducted for 
the different operations of the CSD unit. The work 
schedule and some statistics were furthermore extracted 
from the CSD database system. Rate of instrument 
arrivals, staff schedules (hours, number, specialities), 
process time, transfer time, number of outputs (number 
of instruments leaving the system), the capacity of 
equipment, batch numbers, and many other details of the 
work were gathered. Part of data was gathered by 
observation and time-study (process times, arrival 
times,…), another part was gathered by asking for 
documentation (surgery schedules, autoclave 
capacity,…) and some by a combination of observation 
and interviews with staff and supervisor (role of staff, 
process flow,…). Data gathering covered a period of 
almost 4 months. An initial simulation model was next 
created, illustrating the current (i.e., as-is) situation of 
the CSD under study. After creation of the model using 
Arena simulation software (version 15), it was validated 
by comparing the results with real data, statistical tests, 
and face-to-face meetings with the supervisor of the 
CSD. Then, performance factors were defined to analyze 
the performance of the system. The main scenario 
concerning the use of AGVs for instrument transfers was 
finally tested and the results compared to the as-is case 
where instruments are moved manually. Figure 4 
summarizes the methodology of this study. Some 
alternative methodologies include Mont-Carlo 
simulation (Ngameni 2014),  generic simulation model 
(Mascolo and Gouin 2013), optimization (Gunal and 
Pidd 2010), and simulation-optimization (Centeno et al., 
2003). Mont-Carlo simulation does not seem an 
appropriate method for our study because of its 
limitation on visualization and testing various scenarios. 
Optimization is not considered for the primary level as 
analyzing the system and scenarios is the priority of this 
research before finding optimal solutions. Expanding 
this study by creating a generic simulation and a 
simulation-optimization model to optimize the 
scheduling are under process to be accomplished in the 
future.  
Instruments from operating rooms arrive every hour 
during opening hours. There are four additional 
deliveries every day (three during opening hours of the 
clinics and one after 6 p.m. from the emergency room). 
There are three working shifts for staff: day, evening and 
night. One employee in the sterilization section starts 
earlier in the morning to test autoclaves before the day 
shift starts. The number of employees for the first, 
second and third work shifts are respectively 3, 5, and 1 
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in the decontamination section and 2, 4, 1 for the 
sterilization section. There are two employees 
responsible for autoclaves (one for the day shift and one 
for the evening shit). 
Distribution of arriving instruments was modelled based 
on a Poisson distribution with a different mean (λ) for 
each arrival time, for each instrument. The distributions 
were also different for each day of the week. For 
example, the distribution of a container for the first 
arrival at 9 a.m. on Mondays is POIS(2) while 
distribution for the second arrival at 10 a.m. is POIS(5). 
This situation is called nonstationary Poisson arrival 
(Kelton et al., 2015). Sequences for rack transfers and 
distances between stations are modeled using transfer 
modules. Records and write modules are applied to track 
the results and numbers to check the process also have 
more detailed output and results. 
 
Figure 4. Methodology 
 
4.2 Verification and Validation of the Model 
To verify the model, the details were added step by step 
and the model was verified at each step. Some of the 
methods applied for validation were output files to read 
the number of arrivals and items processed, a pause on 
the entities to follow their status during the model run, as 
well as changing the elements to check the logic of 
changes on the results. The simulation model illustrating 
the current situation of the CSD studied was first run for 
one week (5 working days) with a 4-hour warm-up time 
and 10 replications. The number of outputs for each rep-
lication was recorded in detail for each instrument for 
each day of the week. These values were used to calcu-
late the run number required to achieve a reliability level 
of ± 2.26 when building a 95% confidence interval. The 
formulation used was   
 
 
while N(m)=the required number of simulations runs, 
 ̅(m) = the sample mean from m replications, α = the 
level of significance (considered 95%), ε = an allowance 
for error (considered 0.05), m= 10, 9,0.025= 2.262. The 
test showed that N ≥ 16. To ensure solid results, 40 
simulation runs were executed. 
The average result of the simulation runs was compared 
to the average result gathered from the real system with a 
statistical t-test. The null hypothesis is  H₀: μ₁ - μ₂ = 0, 
which implies that both samples represent the same 
system and the alternative hypothesis H₁: μ₁ - μ₂ ≠ 0 
which implies that there is a significant difference 
between the real system and the simulation. The level of 
confidence is 95% which means that the parameter α = 
0.05. If the P-value ≤ α then the difference between the 
means is statistically significant (Reject H0). If P-value > 
α then the difference between the means is not 
statistically significant (accept H0). As table 1 shows, 
according to the P-value of the t-test, the null hypothesis 
is acceptable. Thus, we can conclude that the simulation 
model is valid and represents the real system of this 
CSD. 
 
  Mon Tue Wed Thu Fri 
 
Container 
Real 65 66 66 82 68 
Simulation 68 69 59 82 68 
T-test p-value 0.68 0.53 0.63 0.54 0.51 
 
Basin 
Real 43 50 40 46 42 
Simulation 44 50 39 46 41 
T-test p-value 0.7 0.56 0.54 0.59 0.61 
 
Individual 
Real 241 345 337 250 341 
Simulation 219 332 328 243 328 
T-test p-value 0.55 0.6 0.57 0.58 0.56
 
Tray 
Real 170 186 204 179 208 
Simulation 169 180 200 175 205 
T-test p-value 0.6 0.58 0.64 0.52 0.57 
Table 1: Comparing the results of the real system, 
simulation and t-test P-value 
5 INTRODUCING AN AGV 
As mentioned, the proposed solution for improving 
productivity in a CSD is using AGV robots to transfer 
and load racks into the washer, which is a step toward 
adaptation of industry 4.0 in hospitals. Automated trans-
fer seems to be beneficial not only for saving time but 
also for ensuring staff safety. An additional advantage is 
that the robot can unload and transfer the racks as soon 
as they are out of the washer while staff must wait for 
them to cool down. This CSD plans to add two robots in 
the system, one in the decontamination section and one 
in the sterilization section. Robots are designed and 
made by STERIS, a leading provider of infection pre-
vention and other procedural products and services. The 
product is named ATLAS WAV automation (figure 5).  
In the decontamination section, the robot will fetch the 
empty racks, transfer the full racks and load the washer.  
In the sterilization section, it will unload the racks from 
washers, transfer the racks to the packing area and return 
the empty racks to the return point. Applying AGVs in 
healthcare and other systems can be analysed from 
technical, economical and humanistic aspects. This study 
focuses on technical aspects. 
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Figure 5. ATLAS STERIS automation robot 
 
The objective of testing this scenario in a simulation is to 
compare the performance of both systems to measure the 
impact of adding the new technology. Three perfor-
mance indicators were considered to analyze the perfor-
mance : 
a) turnaround: in the literature, this phrase is used for the 
time interval from the instrument’s arrival in the de-
contamination section until it is ready to be deliv-
ered (Lin et al., 2008); 
b) queue time: refers to the time that an instrument or a 
group of instruments wait before a person or ma-
chine is available; and, 
c) work in process (WIP): implies the number of instru-
ments that stay in the system at night, to be treated 
the following day. 
Reducing these factors would be considered as an im-
provement and increase the service level. The results of 
these indicators are presented in the next section in com-
parison with the tested scenarios. 
6 RESULTS AND DISCUSSION 
The turnaround results comparing the manual (as-is) 
situation with the robot are illustrated in figure 6. 
 
Figure 6. Turnaround in manual and AGV scenarios 
If we look at the first indicator, results show a 15% 
reduction in turnaround time for containers and 
individuals and a 17% improvement for trays. For 
basins, there is a slight improvement of 5%. As the 
basins are not unique and crucial instruments and their 
turnaround is already shorter than other instruments, the 
reduced impact does not seem to pose a problem.  
When looking at the second performance indicator, it can 
be observed that adding robots may have a significant 
impact on the system (figure 7). The most interesting 
change is 58% decrease in the pre-disinfection queue 
which is because of the high number of transfers done by 
the robot which frees the decontamination staff. On the 
other hand, the queue time of the washing machines 
increases. The reason is that more instruments are treated 
which makes buffers of racks ready to go to the washer. 
The queue time of drying and packing shows a decrease 
of 32% and 37%. The queue for peel packing of 
individuals does not show any change. 
 
Figure 7. Queue time in manual and AGV scenarios 
Let’s recall that the third indicator, WIP, is the number 
of instruments staying in the system at night. It is 
calculated by the following equation. 
WIP per day= Number of arrivals of the day + WIP of 
the day before – number of exits on the day                 (2) 
As there are some days where the workload is lighter, the 
WIP from one day to another may also vary. Figure 8 
shows the WIP per day for each instrument. 
 
Figure 8. WIP in manual and AGV scenarios  
As the figure suggests, the WIP number for trays and 
individuals is higher compared to basins and containers. 
The reason is that the later arrivals of instruments are 
from the clinic and emergency which do not usually use 
containers and basins (i.e., they are used in operating 
rooms). Using the robot makes a significant reduction in 
the number of WIP which is promising, not only because 
it is linked with the reduction of turnaround, but also 
because contaminated instruments should not stay with-
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out treatment for a long period of time. The results show 
improvements in all three performance factors without 
creating a bottleneck in another area of work. The results 
of the AGV scenario to automate the internal transfers of 
a CSD will help hospital managers decide if it is worth 
the investment. The results of the simulation model pro-
vide the effects on performance indicators. However, 
some human factors such as the long-term ergonomic 
benefits and satisfaction of staff are also important. An 
interesting element to look at when introducing robots in 
a CSD is the number of washloads and loading time per 
equipment per day. The average number of washloads is 
329 times per week. This number implies that CSD staff 
manipulate full racks 658 (329*2) times in a week, in-
cluding 329 transfers and 329 loading/ unloading opera-
tions. There are also transfers for returning and fetching 
the empty racks. Table 2 shows the number and distance 
of transfers which can be saved per week by using the 






























14 m 132 1.8 km 396 5.5 km 
Tray 9 m 197 1.8 km 591 5.3 km 












10 m 132 1.3 km 396 3.9 km 
Tray 2 m 197 394 m 591 1.2 km 
Total 329  1.7 km 987  5.1 km 
Table 2. Distances saved by using the robots per week 
 
This result confirms the ergonomic benefits for staff be-
sides the time saved. Moreover, the potential increase in 
capacity for the center by using AGVs, and less use of 
human resources, in situations such as the Covid-19 
pandemic, could be considered in the final decision. Fi-
nally, this project is a primary step in using artificial 
intelligence in CSDs and the connection of objects and 
instruments which could lead to more accurate and safer 
work in this pivotal process. Although the results are 
promising, there are some limitations in this study. Pri-
marily, the possible unexpected events such as machine 
failure or missing staff were not considered, secondly, 
since the introduction of new technologies in work habits 
comes with its challenges, other aspects such as learning 
curve or reluctance to change were not analyzed. 
Another limit is that this research does not cover the 
economic analysis of investment return for hospitals by 
using the presented AGV. Although this aspect would be 
interesting for further study, hospitals might invest in 
this technology for the ergonomic and safety benefits in 
long-term instead of short term return of investment.  
7     CONCLUSION 
This study presents a detailed simulation model to ana-
lyze the effects of using automated transportation in a 
CSD. Based on turnaround, queue time and WIP 
measures, results showed a significant reduction in all 
indicators, except the queue time for washers. The main 
contribution of this research is to provide a simulation 
model for automation in a CDS and using AGVs in this 
system. An additional contribution for the CDS is a tool 
that can be used to analyze the performance of their sys-
tem and test various scenarios. Contribution for the in-
dustry is that the provided model could be modified and 
used as a decision-making tool by providing the effects 
of using AGV robots in the system, the number of robots 
that would be needed and the potential benefits expected 
for the customers.  
There are many potential expansions of this work, such 
as testing staff scheduling or changing arrival rates to 
analyze the impact of these changes on the system. 
Providing a combination of optimization and simulation 
is another promising future work. Finally applying the 
modified version of the model to make a generic model 
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RESUME : Ce papier présente une étude relative au développement de systèmes de production intelligents dans le 
contexte de l’industrie manufacturière. Nous montrons que de tels systèmes doivent être agile, c’est-à-dire capable de 
s’adapter rapidement à des contextes changeant comme une production particulière ou une panne. Dans cette étude 
nous modélisons le système de commande de ces systèmes par une approche en couches et générique. Nous distinguons 
plusieurs classes de modèles permettant de gérer chacun différentes catégories de flexibilité. L’objectif essentiel de 
l’étude est de fournir une méthode rigoureuse et systématique permettant de modéliser et de vérifier de manière efficace 
ce type de système. 
MOTS-CLES : Modélisation des systèmes, Industrie 4.0, Ingénierie des systèmes, Systèmes à Evènements Discrets, 
Réseaux de Petri, contrôleur.
1 INTRODUCTION 
L’Industrie 4.0 est un concept clé dans le développement 
actuel des systèmes de production (Mittal et al., 2019 ; 
Qu et al., 2019). L'idée de ce concept est la construction 
de systèmes industriels (production et logistique) qui 
peuvent adapter leur production en fonction de leur envi-
ronnement (demandes du marché, défaillances de ma-
chines ...). Cette étude concerne la conception de sys-
tèmes de production discrets et intelligents. L'agilité de 
ce type de système dépend de son degré de flexibilité et 
de ses capacités de reconfiguration (Radziwon et al. 
2014).  
L'objectif de cette étude est donc la conception du con-
trôle de tels systèmes afin de profiter des flexibilités ma-
térielles offertes par le système pour adapter en perma-
nence sa production. Pour cela, nous avons choisi de les 
modéliser par les Colored Petri Nets (CPN) qui offrent la 
possibilité d’identifier les produits tout en ayant un fort 
potentiel de concision (Jensen and Kristensen, 2015).   
L'objectif de ce travail est de fournir une méthode 
d'ingénierie systématique pour assurer la conception 
rigoureuse de modèles de contrôle. Il s'agit d'un com-
plément et d'une amélioration des travaux présentés dans 
(Toguyeni 2006). Il propose une modélisation plus con-
cise des Gammes Opératoires Etendues (GOE), réduisant 
ainsi considérablement la combinatoire des modèles en 
phase de conception. Il propose également la modélisa-
tion discrète des allocateurs de ressources, permettant 
une vérification discrète du modèle global.  
Cet article est structuré comme suit. La deuxième partie 
concerne la problématique et le contexte de l'étude. Dans 
la troisième partie, nous présenterons notre méthode de 
modélisation. Dans la quatrième partie nous proposons 
un modèle générique des GOE. Dans la cinquième par-
tie, nous présentons un modèle d’allocateur de machines 
permettant de mettre en œuvre à la fois les fonctions de 
pré-allocation (Toguyeni, 2006) et d’allocation d’une 
machine. Nous terminerons cette étude par une conclu-
sion et les perspectives de ce travail. 
2 PROBLEMATIQUE ET CONTEXTE DE 
L’ETUDE 
Les systèmes de production actuels doivent être agiles 
afin de pouvoir produire des produits personnalisés en 
faibles quantités. Cela nécessite de pouvoir fabriquer en 
temps réel des produits nouveaux et donc d’être facile-
ment reconfigurable. Pour faire face à ces défis, deux 
concepts clés doivent être pris en compte pour leur con-
ception : la flexibilité et la reconfiguration dynamique 
(Radziwon et al., 2014). 
On distingue plusieurs types de flexibilité : flexibilité du 
produit, flexibilité de gamme opératoire, flexibilité des 
fonctions de transformation, flexibilité du transport, 
flexibilité de la production ... Ces différentes formes de 
flexibilité vont induire un contrôle plus ou moins com-
plexe. Dans cette étude nous nous intéressons en particu-
lier à la flexibilité de type « open shop ». Du point de 
vue commande, la problématique majeure d’un open 
shop est de maitriser l’explosion combinatoire du mo-
dèle de comportement. Cette explosion est due au fait 
que les opérations ne sont pas ordonnées  (Toguyeni, 
2006). Dans la partie 4, nous proposerons notamment un 
nouveau modèle de gamme opératoire étendue permet-
tant de traiter ce problème.  
La reconfiguration d'un système de production est néces-
saire en cas de modification de l’ensemble des res-
sources du système. Cette modification peut être perma-
nente (cas de l’ajout d’une nouvelle ressource) ou tem-
poraire (cas d’une panne de ressource). Une panne de 
ressource est un événement imprévu qui doit être traité 
en ligne, pour gérer les produits qui sont déjà dans le 
système et pour les produits qui doivent être chargés sur 
le système. Le concept de reconfiguration a été formalisé 
il y a quelques années pour définir une nouvelle classe 
de systèmes de production appelée Système de Produc-
tion Reconfigurable ou SPR (Koren 2014).  
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La  Figure 1 décrit un système  intelligent  qui servira de 
cas d'étude illustratif tout au long de cette étude. Chaque 
machine met en œuvre différents types d’opérations 
d'usinage notées "fi". L’opération "f3" est ainsi réalisée 
par toutes les machines. À l'opposé, l'opération "f4" est 
uniquement réalisable par la machine M4. Elle est donc 
critique au sens qu’elle ne peut pas être remplacée. Les 
machines de ce système sont desservies par un con-
voyeur à bande. Sur ce convoyeur sont positionnés des 
postes de travail (Zi) permettant aux robots de palettiser 
ou de dé-palettiser les pièces chargées sur des palettes 
afin d’être transportées par  le convoyeur auprès d’une 
machine. Les relations d'accessibilité du système de 
transport sont illustrées sur la Figure 1 par des flèches 
orientées montrant la direction du mouvement des pièces 
et des palettes. Pour passer de Z1 à Z3, une pièce a deux 
possibilités : soit être routée par le chemin IS1-Z2-IS2, 
soit utiliser directement le chemin IS5. Ces alternatives 
illustrent la flexibilité du routage. De même, le robot R4
peut transférer directement une pièce du stock IN à Z2, le 
poste de chargement de la machine M1. En fonctionne-
ment normal, à partir d’IN, le stock d’entrée, il charge les 
pièces sur les palettes  bloquées sur le poste Z1. De 
même, il peut décharger des pièces finies vers le stock de 
sortie PiOUT. Les ISi (i ∈{1,2,3,4,5,6}) sont des zones 
de stockage temporaire du convoyeur. Cette étude sup-
pose que la capacité de chaque Zi est d'une palette et que 























Figure 1 : Exemple de système de production intelligent   
3 METHODE DE CONCEPTION DE LA 
COMMANDE 
3.1 Présentation synthétique du processus de con-
ception 
Notre processus de conception est basé sur un 
découplage entre les contraintes des spécifications du 
produit et les contraintes des spécifications des 
ressources. Par conséquent, il comprend deux flux de 
conception : un flux centré sur le produit et un flux 
centré sur les ressources (Toguyeni 2006).  
Cette étude se concentre sur la construction des modèles 
finaux construits par le flux de produits. Étant donné la 
distribution de ces modèles sur des ordinateurs séparés 
communiquant par le biais de réseaux informatiques 
industriels et de messagerie industrielle, on utilise une 
approche client/serveur pour prendre en compte la 
contrainte d'asynchronisme induite par cet 
environnement (voir (Toguyeni 2006)). Dans nos 
modèles, cela se traduira par l'utilisation de paires de 
places sémaphores (Requête/Acknowlege) permettant de 
synchroniser des processus Réseaux de Petri (RdP) 
distribués. 
Les principaux modèles finaux sont la Gamme 
Opératoire Etendue (GOE), le Graphe de Coordination 
du Système de Transport (GCST) et les allocateurs de 
ressources. Une GOE modélise les différentes opérations 
appliquées à un produit afin qu'il passe de son état brut à 
un état fini. Le GCST permet de gérer les opérations de 
palettisation et de dépalettisation d'une pièce sur une 
palette circulant sur un tapis roulant, ainsi que les 
transferts d'une zone de travail à une autre. Les 
allocateurs de ressources permettent d'affecter les 
ressources pour réaliser les opérations de transformation 
des pièces, en fonction de leur gamme de fabrication 
respective.  
3.2 Principes de base de la modélisation 
L’ensemble des modèles construits est basé sur notre 
technique de routage des pièces dans le système de 
production. Cette technique est inspirée des 
datagrammes, une technique de routage des paquets dans 
les réseaux informatiques. Ainsi chaque pièce est routée 
dans le système de production en fonction de deux 
paramètres : sa destination finale et l’état des ressources 
de transformation et de transport.  
La destination finale d’une pièce est définie par les 
allocateurs de ressources  de la fonction pilotage.  Pour 
comprendre le principe, nous considérons la Figure 2.  
Rs Rd
Figure 2 : Schéma générique pour le transport d’une 
pièce 
Le transport d’une pièce d’un lieu source vers un lieu 
destination est basé sur  les relations d'accessibilité 
(Toguyeni 2006) entre les différentes postes de travail du 
système de production. Si, nous considérons le système 
de la Figure 1, Z2 et M1 sont en relation d'accessibilité 
externe car il est nécessaire d'utiliser le robot R1 pour 
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transférer des pièces entre ces deux lieux : Z2 appartient 
au convoyeur et M1 représente une machine. À l'inverse, 
il existe une relation d'accessibilité interne indirecte 
entre Z1 et Z3 car ils appartiennent tous deux au 
convoyeur (Z1 et IS5 d'une part et IS5 et Z3 d'autre part 
sont en relation d'accessibilité directe).  
Etant donné une pièce située sur un lieu de départ 
comme la machine Ms sur la Figure 2, la fonction 
pilotage doit d’abord définir sa destination finale en 
fonction de la prochaine opération à réaliser du point de 
vue de sa gamme d’usinage. Compte-tenu de l’état des 
ressources de transformation, le pilotage va allouer la 
machine Md pour réaliser cette opération de 
transformation. Le GCST de transport sera alors chargé 
de gérer le transport de la pièce jusqu’à Md. La route est 
définie dynamiquement en fonction de l’état des 
ressources de transport (pannes, saturation des stocks 
intermédiaires). La présentation de la construction du 
GCST est en dehors de cette étude.  Par la suite nous 
focalisons sur la construction des allocateurs des 
ressources de la fonction pilotage et sur la conception 
d’une GOE générique permettant d’interpréter les 
gammes de fabrication de chaque pièce dans une 
approche de type open shop. 
3.3 Présentation du formalisme de modélisation 
Pour la modélisation de nos contrôleurs discrets, nous 
avons choisi les Colored Petri Nets (CPN) de Jensen. 
Dans les CPN, à chaque place doit être affecté un type 
pour définir la classe d’appartenance des jetons 
autorisés. On peut associer des expressions, voire des 
fonctions écrites dans le langage ML. On peut également 
associer aux transitions, des expressions booléennes 
appelées « gardes » qui doivent être vraies pour qu’une 
transition validée soit franchie. D’autre part, le 
formalisme donne la possibilité de relier différents 
modèles en fusionnant des places (utilisation de tag de 
fusion pour simplifier graphiquement la représentation 
du modèle).   
Garde
Marquage initial 
sous forme de 
multiset
‘PRE_R’ Nom de 
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Figure 3 : Synthèse de la syntaxe du Réseau de Petri 
CPN 
La Figure 3 donne une synthèse de la syntaxe d’un mo-
dèle CPN. En raison de la taille limitée de l’article, cette 
syntaxe et la sémantique sera précisée dans les sections 
suivantes lors de la présentation des différents modèles. 
4 LES GAMMES OPERATOIRES ETENDUES 
Une Gamme Opératoire modélise toutes les opérations à 
appliquer pour transformer une pièce brute en une pièce 
finie. Elle est étendue afin de prendre en compte ses 
interactions pour demander au pilotage de lui allouer une 
machine pour réaliser l’opération de transformation 
suivante de sa gamme de fabrication, et ensuite, de 
demander au GCST de coordonner les ressources de 
transport afin d’acheminer le produit vers cette machine.   
Dans (Toguyeni 2006), pour chaque type de pièces 
caractérisé par une gamme de fabrication distinct, nous 
définissions un modèle CPN distinct. Compte tenu du 
nombre d'opérations dans la gamme de fabrication et des 
flexibilités des machines correspondant aux différentes 
opérations de transformation, la GOE qui en résultait 
avait une combinatoire très importante. En effet, pour 
fabriquer une pièce de type f1f3 sur le système de 
production de la Figure 1, la GOE résultante a 52 places 
et 29 transitions. En réalité, la gamme de fabrication d'un 
produit comporte des dizaines d'opérations de traitement 
et chaque opération peut être effectuée sur des dizaines 
de machines différentes. Il est donc nécessaire de 
proposer un nouveau modèle de GOE qui permette de 
réduire cette combinatoire. 
  
Pour cela nous prenons en compte le schéma générique 
de transfert donné par la Figure 2 ainsi que le principe 
de routage présenté au paragraphe 3.2. Sur la base de ces 
données, nous précisons par un diagramme de séquence, 
les opérations à mettre en œuvre du point de vue du
GOE (Figure 4). Il montre que chaque transfert de pièce 
nécessite systématiquement 5 opérations : 
- Une pré-allocation sur le lieu d'origine (Ms) pour 
définir la destination de la pièce (DA pour Destination 
Area). 
-Une palettisation de la pièce de la machine source Ms
sur la zone de palettisation (appelée ici LA pour Local 
Area), en relation directe d'accessibilité avec la machine 
source.  
- Un transfert de LA vers DA. LA et DA sont a priori en 
accessibilité indirecte. Afin de ne pas modéliser au 
niveau de le GOE toutes les possibilités de routage entre 
deux zones caractéristiques en accessibilité indirecte, on 
se contente de modéliser le fait que la pièce est en 
transfert entre LA et DA. La flexibilité du transfert et 
donc les combinatoires générées par cette flexibilité sont 
prises en compte par le modèle CPN du GCST. 
- Une demande d’allocation de la machine de destination 
Md lorsque la pièce palettisée arrive en DA. 
- Une dépalettisation de la pièce en DA et son 
chargement sur la machine de destination Md. 
Une fois la pièce arrivée en Md, la GOE doit lancer le 
programme de fabrication correspondant à l'usinage 
demandé. Lorsqu'il est terminé, la situation de la pièce 
usinée sur Md est exactement la même que la situation 
initiale considérée sur la machine Ms. Ainsi, il est 
évident de considérer que Md joue maintenant le rôle de 
la machine Ms précédente et, qu'il est alors possible de 
recommencer toute la procédure décrite ici. 
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Figure 4 : Diagramme de séquences pour le transfert 
d'une pièce basé sur le schéma de la Figure 2 
Pour être générique, il faut traiter des cas spécifiques tels 
que le départ de la pièce du stock IN et son retour au 
stock PiOUT lorsqu'elle est terminée. En effet, lorsqu'il 
n'y a plus d'opération de fabrication, il est nécessaire que 
la fonction de pré-allocation/allocation oriente la pièce 
vers la sortie du système (cas 1). Un autre cas spécifique 
est celui où la pré-allocation désigne la machine actuelle 
comme celle qui doit effectuer l'opération de fabrication 
suivante. Cela signifie qu'à ce stade, la pré-allocation 
fonctionne comme une allocation et qu'il n'est donc pas 
nécessaire de transférer la pièce puisqu'elle se trouve au 
bon endroit (cas 2). 
Figure 5 : GOE générique – partie 1 
Les figures 5, 6 et 7 montrent le modèle CPN générique 
d’une GOE. Il est décomposé en 3 figures en raison de sa 
taille et pour permettre une meilleure lecture. Certaines 
places sont répétées dans ces figures afin de montrer le 
lien entre les différentes parties du modèle. Par exemple, 
la place "LAtoDA" (qui signifie un transfert du lieu "LA" 
au lieu "DA") est répétée dans les figures 5 et 6. Les 
places et transitions de couleurs noires sur ces figures 
modélisent la séquence des états opératoires pour la réa-
lisation d’une opération de transformation. La GOE est 
conçue comme une fonction qui interprète la gamme de 
fabrication de chaque pièce qui est modélisée par une 
liste d’opérations de transformation à réaliser. Les par-
ties vertes représentent les communications asynchrones 
(interfaces) avec les allocateurs de ressources. Les par-
ties bleues représentent les interfaces avec le GCST. Les 
parties rouges représentent les interfaces avec les mo-
dèles des machines. 
Les modèles CPN sont basés sur les structures de don-
nées ML suivantes : 






(* Définition des états de fabrication des produits bruts, 




(* Définition de l’état d’un produit *) 
colset PST=product PID*TRSF*OSA; 
(* Définition de l’état d’une pièce et de sa destination 
finale*) 
colset PSTD=product PID*TRSF*OSA*OSA;
Dans un modèle CPN, il est nécessaire d’affecter un type 
à chaque place du modèle. Ainsi, les places de la GOE 
sont de deux types : PST ou PSTD. Le type PST définit 
l’état d’un produit du point de vue d’une opération de 
transformation (type TRSF) et du point de vue sa locali-
sation dans le système de production (type OSA). La 
place "SRC" (Figure 5) est la première place du modèle. 
Elle définit chaque produit sous la forme d’un triplé 
(produit_identification, gamme_fabrication, localisa-
tion). Ainsi, le jeton (1,f1f2,IN), spécifie que l’on a une 
pièce de type f1f2 présente sur le stock d’entrée des 
pièces IN et qu’elle a pour identifiant la valeur 1. 
L’identifiant de chaque pièce est défini par rapport à son 
type et permet de savoir qu’elle pièce est traitée par rap-
port à l’en cours du système.  
La place "N_SRC" (figure 11) représente la fin du GOE 
conformément au diagramme de séquences de la Figure 
4. Elle est également de type PST. En fait les places 
"SRC"  et "N_SRC"  sont fusionnées par le tag ‘src’ de 
couleur bleu dans les figures. Cela permet de dire que 
ces deux places n’en font en fait qu’une, permettant de 
donner au modèle de GOE un fonctionnement récursif. 
En effet, lorsque le jeton arrive dans la place "N_SRC",  
cela signifie que toutes les opérations nécessaires pour 
réaliser une opération de transformation de la gamme 
d’usinage ont été exécutées. Par exemple, par rapport au 
produit qui était modélisé par le jeton (1,f1f2,IN) dans 
"SRC", on pourra retrouver un jeton (1,u1f2,M2) dans 
"N_SRC". Cela signifie que le produit se trouve sur la 
machine M2, sur laquelle a été réalisée l’opération de 
transformation f1, conduisant à l’obtention d’un produit 
semi-fini de type u1f2. La fusion des deux places fait que 
l’on a alors le jeton (1,u1f2,M2) dans la place "SRC", 
indiquant que l’on doit à présent recommencer tout le 
processus du GOE pour réaliser l’opération f2. 
Il est à noter la garde définie par l’expression "loc<> 
PiOUT " qui est associée à la transition "PRE". Cette 
condition permet de ne pas relancer la GOE pour une 
pièce qui a été sortie sur le stock de sortie des pièces 
"PiOUT". 
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Certaines des places d’interfaces du GOE sont de type 
PSTD. Ce type ajoute la localisation de destination (qui 
est de type OSA) au type PST précédent. Par exemple, 
c’est le cas de la place "PRE_A" (Figure 5) qui est une 
place d’interface avec l’allocateur de resources.  Par 
exemple, le jeton (1, f1f2, IN, Z3), signifie que la pièce 1 
localisée sur le stock IN doit être transportée vers le 
poste Z3 du convoyeur. C’est une pré-allocation qui sera 
expliquée dans la section suivante. La conséquence c’est 
que toutes les places d’interfaces avec le GCST (places 
de couleur bleue sur les figures) sont de type PSTD. 
Figure 6 : GOE générique – partie 2
Les place "PRE_R", "PRE_A" et "PRE_Ab" (Figure 5) 
servent à gérer une demande de préallocation. "PRE_R" 
est le sémaphore de requête et "PRE_A" est le sémaphore 
de réponse. La transition "SRCtoSRC" modélise la 
situation d'une pré-allocation équivalente à une 
allocation (à noter que les places "PRE_A" et "PRE_Ab" 
sont fusionnées par le tag "fusion 7"). Cette situation 
survient quand la machine allouée correspond à la 
machine même sur laquelle se trouve la pièce (cas 2).  
Figure 7 : GOE générique – partie 3 
Dans ce cas, le jeton modélisant la pièce va directement 
de la place "SRC" au lieu modélisant sa présence sur la 
machine de destination. Par conséquent, la place 
"DEST_Mb" (respectivement "Run_b") de la Figure 5
est fusionnée avec la place "DEST_M" (respectivement 
"Run") de la Figure 6 par le tag "fusion10" 
(respectivement "fusion 5"). Une construction similaire 
est effectuée dans la Figure 6 par la transition 
"DAtonewDA". Elle modélise la réorientation d'une pièce 
vers une nouvelle destination ("newDA") en cas de 
défaillance de la machine de destination "Md" pendant le 
transfert de "LA" à "DA". 
5 LE PILOTAGE 
Dans notre approche, le rôle du pilotage est de résoudre 
les indéterminismes résiduels de la partie commande. 
C’est une fonction intelligente qui peut être mise en 
œuvre de différentes manières et avec différents 
formalismes. Cette fonction prend notamment en charge 
l’allocation des ressources, afin d’arbitrer les demandes 
conflictuelles. Les ressources considérées sont les 
palettes, les machines, les robots, les aiguillages et les 
jonctions du convoyeur. En raison de la place limitée, 
dans cette étude, nous avons choisi de ne présenter que 
l’allocation des machines. Nous avons choisi ici 
d’utiliser le formalisme des CPN. Cela permet de vérifier 
une GOE, en intégrant le pilotage comme faisant partie 
de son environnement.  
  
Une originalité de ce travail, est de distinguer deux 
étapes en matière d’allocation d’une machine : la pré-
allocation et l’allocation finale. La pré-allocation
permet d’augmenter les performances du système de 
production.  
Pour comprendre l’idée, revenons au schéma générique 
du transport d’un produit donné par la Figure 2. Du 
point de vue du transport, il est nécessaire d'effectuer 
l'affectation de la machine de destination (Md) avant le 
départ de la pièce. Si sa capacité est d'une unité, cela 
signifie qu'on ne pourrait plus affecter cette machine à 
d’autres produits. Par conséquence, tous les autres 
produits qui devraient être usinés en Md seraient bloqués 
sur leur localisation courante, au lieu de se rapprocher de 
Md en temps masqué. Cela limiterait donc la productivité 
du système. Pour une opération de transformation 
donnée, la pré-allocation consiste à indiquer le poste de 
chargement (noté DA) de la machine où le produit doit 
être transformé. Cette pré-allocation n'exige donc pas 
que la machine soit libre. Elle a juste besoin qu'elle ne 
soit pas défaillante. Ainsi, l'allocation finale est 
demandée seulement lorsque le produit est arrivé sur DA, 
donc  à proximité de la machine Md. Si la machine de 
destination choisie par la pré-allocation n'est pas 
défaillante, l'allocation consiste à faire passer son statut 
de libre (free) a occupé (occupied), puis à indiquer en 
conséquence à la GOE la destination finale comme 
correspondant à Md.  
Dans le GOE, la pré-allocation est modélisée par la paire 
de places "PRE_R"/"PRE_A" 
L’allocation d’une machine correspond donc à la définir 
comme lieu final de destination d’un produit. C’est la 
raison pour laquelle dans notre modèle de GOE 
générique présenté à la section précédente, nous avons la 
paire de places "ALLO_R"/"ALLO_A" qui modélisent 
respectivement la demande d’allocation et la réponse 
donnée par l’allocateur de ressources.  
En fait, la pré-allocation et l'allocation fonctionnent très 
étroitement. Elles dépendent toutes deux de l'état de la 
machine et de l'emplacement de la pièce au moment où 
elles sont requises. Pour la pré-allocation, la machine 
doit être disponible (pas en panne) et la demande doit 
être faite à un endroit source tel que Ms (Figure 2). Pour 
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l'allocation, la machine doit être libre et opérationnelle et 
la demande doit est faite sur DA le poste de chargement 
de Md, la machine allouée. En cas de panne de cette 
machine (survenu au cours de l’acheminement), la 
demande d’allocation est implicitement interprétée par le 
pilotage comme une requête de pré-allocation. Il y a 
alors réacheminement de la pièce vers une autre machine 
mettant en œuvre la même fonction que celle qui est 
devenue défectueuse lors du transfert de la pièce vers Md 
(cf. transition "DAtonewDA" sur la figure Figure 6).  
A contrario, en cas de demande de pré-allocation, si la 
machine pré-allouée est la machine sur laquelle se trouve 
la pièce, la requête est interprétée  par le pilotage comme 
une demande d’allocation (cf. transition "SRCtoSRC" 
dans la Figure 5) Ces deux cas montrent qu'il est 
nécessaire d’implémenter ensemble la pré-allocation et 
l'allocation. Par conséquent, c'est le même contrôleur qui 
met en œuvre les deux fonctions. Le comportement se 
différencie en fonction de la localisation de la pièce au 
moment de la demande et en fonction de l'état de la 
machine. 
Pour implémenter le contrôleur d'allocation des 
machines, définissons les types et variables suivants dans 
CPN ML.  
(* Défini le statut d’une machine *) 
colset STAT=with free|occupied|faulty ; 
colset RES=subset OSA with [M1,M2,M3,M4]; 
colset RAWOP=subset TRSF with [f1,f2,f3,f4]; 
(* Défini une liste d’opérations de transformation *)  
colset LOP=list RAWOP; 
(* Défini  une machine par rapport à son état et sa liste 
d’opérations de transformation *) 
colset MACH=product RES*STAT*LOP*OSA; 
(* Défini le type machine alloué *) 
colset ALMAC=product 
RES*PID*TRSF*LOP*OSA*OSA; 
Ainsi le type MACH, permet de spécifier une machine 
du point de vue de l’allocateur. Par exemple, le jeton 
(M2,free,[f1,f3,f1f2],Z3), indique que la machine M2 est 
libre, et qu’elle peut réaliser des pièces de type f1, f3 ou 
f1f2. La valeur Z3 indique le lieu dans la système à partir 
duquel on peut faire une demande d’allocation. Dans 
tous les autres emplacements, toute demande 
d’allocation reçue par la place "ALLO_R" (demande 
d'allocation) est considérée comme une demande de pré-
allocation. Cette place du modèle de l’allocateur (Figure 
8) est fusionnée avec la place "ALLO_R" de la GOE 
(Figure 8). 
Ces types sont utilisés pour définir le type des places du 
CPN de la Figure 8. Ensuite, définissons les variables 
qui sont utilisées pour écrire les expressions du modèle. 
(* Identifiants de pièces *) var pid,pid2:PID; 
(* Variables de localisation *) var loc, loc2,dest,ndst : 
OSA; 
(*Variables des opérations d’usinage *) var tf,tf2 : 
TRSF; 
(* Liste d’operations d’usinage réalisées par une ma-
chine *) var ltf:LOP; 
(* Variable statut d’une machine  *) var st:STAT; 
(* Variable définissant une machine *) var m:RES;
En utilisant ces variables, on peut écrire les expressions 
des arcs CPN. Par exemple, l'expression de l'arc entre la 
place "Standby" et la transition "Reqproc" est 
(m,st,ltf,loc). Cette expression signifie que la transition 
"Reqproc" est validée s'il y a au moins un jeton de ce 
type à la place "Stanby" et un jeton d'expression 
(pid,tf,loc2) dans la place "ALLO_R". La place "Standby" 
est la place par défaut qui modélise l'état d’une machine 
disponible. 
Figure 8 : Allocateur de machines 
Pour sélectionner une machine qui peut être allouée, 
définissons la fonction ML "selmach". Sa définition est 
la suivante : 
fun selmach(r:RES, ope:TRSF, lope:LOP)= 
if lope=nil then false 
else if ope=hd lope then true 
else selmach(r,ope, tl lope) ;   
Cette fonction est utilisée dans la garde de la transition 
"Reqproc" afin de vérifier si la machine ‘r’ met en œuvre 
l'opération ‘ope’. Cette opération doit faire partie de la 
liste des opérations de 'r'. Cette fonction ML est définie 
de manière récursive.  
De la même manière, définissons en ML, la fonction 
d'allocation. 
fun allocation(r:RES,l:OSA,l2:OSA)= 
if l2=l then r else l; 
Cette fonction est utilisée dans l'expression de l'arc entre 
la transition "AckSend" (Acquittement envoyé) et la 
place "ALLO_A". Elle définit la destination d'une pièce.  
En pratique, bien que nommée allocation, elle 
implémente également la pré-allocation. En effet, si ‘l2’
le lieu de demande correspond à ‘l’, le lieu de 
chargement de la ressource ‘r’, alors la destination est la 
ressource ‘r’, et c’est donc une allocation. Sinon la 
destination est ‘l’, et c’est donc une pré-allocation.  
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Dans la Figure 8, toute la partie du modèle en couleur 
verte représente l'interface avec la GOE. La partie en 
violet modélise la gestion des pannes et des réparations 
des machines. Le reste du modèle de couleur noire 
représente le processus de pré-allocation/allocation. Il 
convient de noter l'utilisation d'une expression 
alternative pour les arcs entre la transition "AckSend" et 
les places "Standby" et "Occupied" respectivement. En 
cas de pré-allocation (cas où loc2<>loc), aucun jeton 
n'est ajouté à la place "Occupied" et un jeton de la 
machine est remis en place "Attente" avec la valeur libre 
(‘free’) pour l'état de la machine. Dans le cas d'une 
allocation, le jeton de la machine est mis à la fois à la 
place "Standby" et à la place "Occupied" avec la valeur 
occupée (‘occupied’) pour son statut. On peut être 
surpris que le jeton soit remis dans la place "Standby". 
Cela permet à d'autres pièces de pouvoir demander des 
pré-allocations même si la machine est en train de 
fabriquer une pièce. 
La garde de transition 'RestProc' est définie par 
l’expression selmach(m,tf,ltf) andalso (st=free orelse 
(loc<>loc2)).    Cette expression signifie qu’on fait une 
préallocation si la position de la pièce (loc2) et différente 
de la position de demande d’allocation de la machine 
(loc). Si la pièce est en loc, il faut que la machine choisie 
soit libre (st=free). 
Lorsqu'une machine est restituée après évacuation de la 
pièce déchargée sur DA (dans le cas où un jeton est placé 
dans la place "REST"), il est nécessaire de réinitialiser à 
la valeur "free" le champ d'état du jeton de la machine 
dans la place "Standby". C'est pourquoi la transition 
'RestProc' est validée simultanément par les places 
'Standby' et 'Occupied'. Lorsque cette transition est 
déclenchée, elle retire les jetons des deux places et remet 
dans la place "Standby" un jeton dont la valeur du champ 
d'état a été réinitialisée à la valeur "free". 
6 CONCLUSION 
Cette étude est à la fois un complément et une améliora-
tion des travaux que nous avons proposés dans (Toguye-
ni 2006). Son objectif principal  était de proposer une 
solution à l’explosion combinatoire des gammes opéra-
toires étendues (GOE). Pour cela nous avons proposé
une modélisation récursive de la gamme. La récursivité 
est obtenue en parcourant la GOE pour chaque opération 
de la pièce définie dans une liste d’opérations. Cela est 
possible grâce aux formalismes des CPN qui permettent 
de manipuler des listes. Quand la liste des opérations a 
été complètement exploitée la gamme s’arrête avec 
l’arrivée de la pièce sur le stock de sortie.  
Dans cette étude, nous avons également proposé une 
modélisation des allocateurs des ressources illustrant 
l’intérêt qu’ils prennent en compte conjointement les 
fonctions de pré-allocation et d’allocation. Cela permet 
d’exploiter au maximum les flexibilités pour la reconfi-
guration dynamique du système.   
Les perspectives de ce travail sont doubles. Dans un 
premier temps, il s'agit de développer la vérification 
formelle de telles modèles, soit en exploitant les fonc-
tionnalités des outils de CPN Tools comme la possibilité 
d'utiliser le model-checker Ask-CTL (Christensen and 
Mortensen, 1996), soit en proposant des méthodes de 
vérifications formelles basées sur le calcul d’invariants 
d’un modèle CPN. Une autre perspective concerne la 
transcription automatique des modèles CPN dans les 
langages de la norme IEEC 61131-3 pour la programma-
tion des automates programmables industriels ou des 
langages de haut niveau.  L’exploitation des techniques 
de l'ingénierie dirigée par les modèles permettrait la 
transcription automatique dans du code exécutable sur 
des calculateurs industriels. 
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RESUME : La planification à moyen terme de l’extraction d’une mine de phosphate, composée d’une superposition de 
couches de minerais de caractéristiques différentes (Qualités Sources, QS), consiste à définir les cases à extraire et à 
affecter les machines d’extraction aux opérations élémentaires au cours du temps. Un modèle de simulation développé et 
encapsulé dans un Système Interactif d’Aide à la Décision (SIAD), traite ce problème de planification. Cependant, cette 
simulation du processus d’extraction permet seulement de construire très rapidement un ensemble de programmes 
techniquement cohérents mais elle ne prend pas en compte la contrainte de la demande en Qualité Marchande (QM), 
obtenue par un mélange des QS extraites, sur les différents horizons de planification. Cet article propose un SIAD basé 
sur une approche séquentielle originale permettant de sélectionner un ensemble réduit de scénarios à proposer au 
planificateur à partir d’un ensemble de scénarios générés. Une étude de faisabilité consiste à vérifier qu’un scénario 
puisse satisfaire la demande en QM sur les horizons retenus. Ensuite un filtrage multicritères examine les scénarios 




MOTS-CLES : Aide à la décision, mine, planification, simulation des systèmes, scénarios alternatifs, étude de 
faisabilité. 
 
1 INTRODUCTION  
La demande mondiale en ressources minérales connait 
une forte croissance depuis plusieurs décennies qui crée 
un environnement très compétitif entre les industriels 
d’un même secteur minier. C’est dans ce contexte que les 
industriels en concurrence cherchent à améliorer leur ef-
ficacité et leur efficience pour pouvoir garder et améliorer 
leurs parts de marché. Pour faire face à ces enjeux, l’in-
dustrie minière se trouve obligée de chercher des outils 
d’aide à la décision permettant de répondre rapidement 
aux différentes attentes des clients et être compétitif dans 
le marché. Ainsi, la question qui se pose c’est : comment 
la recherche peut proposer un outil permettant d’aider les 
responsables miniers à la prise de décision en proposant 
des scénarios d’extraction simulés respectant les con-
traintes techniques du gisement et permettant de répondre 
à la demande client en termes de quantité et de qualité 
mais aussi en guidant les responsables dans le choix du 
meilleur scénario à adopter sur le terrain en termes d’ef-
ficacité et d’efficience ? 
Notre terrain d’étude est basé sur une mine à ciel ouvert 
de phosphate du groupe OCP dont la supply chain est 
composée de plusieurs entités permettant de passer du mi-
nerai vers un produit fini ou semi-fini. Le caractère sédi-
mentaire de la mine fait que l’extraction d’une couche ne 
peut être effectué que si le niveau supérieur est déjà en-
levé. À partir d’une vision transversale, la mine est divisée 
en des panneaux dont chacun est devisé en des cases (la 
plus petite partie géographique dans la mine dont les ca-
ractéristiques chimiques et géologiques varient d’un en-
droit à un autre) de dimensions 40m x 100m  (Azzamouri 
et al., 2018), (Azzamouri, 2018). Les cases qui se situent 
sur la même ligne représentent la tranchée. Selon une vue 
longitudinale, la case est composée d’une alternance de 
couches phosphatées (qualités sources, QS) et de couches 
non phosphatées appelées stérile. Le processus d’extrac-
tion minier est composé de plusieurs opérations élémen-
taires interdépendantes (foration, sautage, décapage, ger-
bage, chargement) consistant à décaper la couche du sté-
rile pour pouvoir accéder aux QS. Un parc matériel assez 
lourd et varié (en termes de rendement et de possibilité 
d’affectation aux niveaux phosphatés) est mobilisé pour 
l’exécution de ces opérations. On en distingue des ma-
chines dédiées à des opérations élémentaires particulières 
et d’autres polyvalentes (plusieurs opérations élémen-
taires). Les QS extraites sont transportées vers les unités 
de traitement mécanique en aval pour entrer par la suite 
dans un processus de mélange ou de blending (Azzamouri 
et Giard, 2018), (Azzamouri et al., 2019) pour constituer 
les qualités marchandes (QM). Ces dernières sont deman-
dées par le client interne (lavage et chimie) ou externe (ex-
port) et définies en termes de quantité et de qualité (carac-
téristiques chimiques exigées par le client pour chaque 
QM). 
Il est important de noter qu’il existe une différence de 
temporalité entre les deux maillons de la chaîne (l’extrac-
tion en amont et le blending en aval). En effet, nous pou-
vons qualifier le processus d’extraction de flux poussé 
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parce qu’il se base sur un programme d’extraction établi 
sur un horizon de plusieurs mois, lequel conduit parfois à 
extraire une QS dont on n’a pas besoin pour accéder à une 
QS inférieure désirée (planification à court et moyen 
terme) et la partie avale de flux tiré parce qu’elle se base 
sur la demande de QM à quelques semaines. C’est ainsi 
que les disponibilités datées de QS liées aux contraintes 
géologiques et au processus d’extraction, la multiplicité 
des blends possibles, la difficulté de prise en compte de la 
temporalité des demandes de QM à satisfaire et des QS 
disponibles font que l’extraction ne peut pas être pilotée 
par la demande exprimée en aval. Pour cette raison, nous 
avons développé un modèle de simulation (l’approche ba-
sée sur de l’optimisation est écartée vue sa résolution 
inexploitable) (Azzamouri et al., 2018), (Azzamouri, 
2018) permettant de reproduire en détails le processus ex-
tractif avec la granularité décrite précédemment tout en 
relaxant la contrainte liée à la prise en compte de la de-
mande en QM.  
Le programme d’extraction (PE) obtenu par le modèle de 
simulation respecte toutes les contraintes productives 
existantes et par la suite est soumis à un test de faisabilité 
à travers le modèle de blending pour vérifier si cela per-
mettra de satisfaire la demande en QM sur les différents 
horizons. Cette approche permet d’éliminer les PE n’as-
surant pas une satisfaction de la demande tout au long de 
l’horizon de planification annuel et ainsi éviter le choix 
d’un PE cohérent techniquement et faisable sur le court 
terme mais pénalisant sur le moyen terme. Autrement dit, 
un PE pouvant répondre à la demande sur les trois pre-
miers mois mais ne parvenant pas à satisfaire la demande 
dans les mois qui suivent. Cependant, trouver le meilleur 
PE reste une tâche difficile parce qu’il n’existe pas d’in-
dicateur unique ou synthétique permettant de choisir le 
bon programme parmi l’ensemble des programmes fai-
sables. Ainsi, le monde de la mine est un terrain managé-
rial et organisationnel bien particulier caractérisé par une 
forte variabilité et une interdépendance dans le temps et 
dans l’espace chose qui rend difficile la planification du 
processus d’extraction. Pour traiter ce problème com-
plexe, nous présentons à travers cet article la conception 
d’un système d’aide à la décision pour la planification mi-
nière basé sur une approche séquentielle encapsulant le 
modèle de simulation et permettant de passer de plusieurs 
programmes d’extraction techniquement cohérents à deux 
ou trois qui soient les meilleurs sur plusieurs dimensions.  
La suite de cet article sera organisée comme suit : en sec-
tion 2, nous allons présenter une revue de la littérature 
portant sur les SIAD orientés planification et portant sur 
des problématiques basées sur la comparaison entre plu-
sieurs scénarios alternatifs. Ensuite, nous exposerons l’ar-
chitecture du système d’aide à la décision pour la planifi-
cation minière en détaillant ses différents composants en 
section 3. En section 4, nous illustrerons la mise en œuvre 
du SIAD conçu sur le terrain de la mine d’extraction du 
phosphate de Ben Guérir avant de conclure et de présenter 
les perspectives de ce travail en section 5. 
2 REVUE DE LA LITTERATURE  
(Keen et Scott Morton, 1978) définissent le SIAD 
comme : « l’application de technologies informatiques 
disponibles et adaptées pour aider à améliorer l'efficacité 
de la prise de décision managériale dans les tâches semi-
structurées ». L’évolution des technologies de l’informa-
tion a conduit à une augmentation considérable du poten-
tiel des SIAD (Shim et al., 2002), (Eom et al., 2006), 
(Bhargava et al., 2007) sans en modifier les fondements. 
(Power, 2003) explore les développements du système 
d’aide à la décision (SAD) en commençant par la cons-
truction du SAD orienté modèle à la fin des années 1960, 
les développements théoriques dans les années 1970 et la 
mise en œuvre des systèmes de planification financière et 
de SAD basés sur des tableurs au début et au milieu des 
années 80. Enfin, il termine avec le SAD axé sur les con-
naissances et sa mise en œuvre sur le Web à partir du mi-
lieu des années 1990. Fondamentalement un SIAD se 
compose : i) d’une interface de formalisation d’un pro-
blème complexe semi-structuré permettant de définir un 
problème structuré ; ii) d’un ou plusieurs modules de ré-
solution du problème structuré, s’appuyant l’optimisation 
ou la simulation; iii) d’une interface de traitement des so-
lutions possibles permettant de les ajuster et/ou de valider 
l’une d’entre elles ; iv) si aucune de ces solutions n’est 
acceptable, les informations trouvées sont utilisées pour 
redéfinir un nouveau problème structuré. 
2.1 SIAD orientés planification 
La plupart des SIAD de la planification sont basés sur un 
modèle d'optimisation (Keskinocak et al., 2002), (Freed 
et al., 2007), (Galasso et al., 2009) (Krishnaiyer et Chen, 
2015), (Ardjmand et al., 2016). Ainsi, il s’avère intéres-
sant  d’analyser de manière plus approfondie, les SIAD de 
planification basée sur un modèle de simulation. GeSIM 
est un système de planification basé sur la simulation, pro-
posé par (Heilala et al., 2010) pour planifier la fabrication 
des produits dans une approche impliquant le client. La 
démarche suivie est basée sur: i) intégration des données, 
ii) alimentation du modèle de simulation, iii) présentation 
des résultats et iv) prise en charge de modifications inte-
ractives. (Fanti et al., 2014) présentent à leur tour un 
SIAD basé sur la simulation visant à améliorer les déci-
sions tactiques et opérationnelles de la gestion logistique. 
Il aide à gérer le transport de marchandises entre un port 
et une zone de stockage à sec d'une manière plus efficace 
en gérant en temps réel les systèmes de transport afin de 
réduire les délais dans les ports et la zone de stockage à 
sec. (Fanti et al., 2015) proposent également un SIAD in-
tégrant dans le problème précédant les transactions com-
merciales. (Comi et Rosati, 2015) proposent un SIAD per-
mettant de comprendre et de simuler la structure d'un sys-
tème urbain de transport de marchandises et de calculer 
des indicateurs du niveau de service à comparer à des va-
leurs-cibles ou de benchmark. 
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2.2 SIAD avec comparaison des scénarios alternatifs  
L’architecture du SIAD proposé dans ce papier ne suit pas 
le schéma classique décrit au début de la revue de littéra-
ture. Il se base sur une approche séquentielle permettant 
de sélectionner un ensemble réduit de scénarios à propo-
ser au planificateur à partir d’un ensemble de scénarios 
générés. Il a fallu donc, approfondir encore plus notre état 
d’art pour étudier les travaux proposant un composant de 
comparaison et/ou de filtrage des scénarios alternatifs. 
(Chan et al., 2000) proposent une approche intégrée pour 
la conception automatique de FMS qui utilise des tech-
niques de simulation et de prise de décision multicritères. 
Le processus de conception consiste à construire et à tes-
ter des conceptions alternatives à l'aide de méthodes de 
simulation. La sélection de la conception la plus appro-
priée (basée sur la technique de prise de décision multicri-
tères, le processus de hiérarchie analytique) est utilisée 
pour analyser les résultats des modèles de simulation 
FMS. Des outils intelligents sont développés pour soute-
nir le processus de conception du FMS. La technique Ac-
tive X est utilisée pour l'intégration réelle du processus de 
conception automatique FMS et du processus d'aide à la 
décision intelligent. (D.Brown et al., 2009, 2010) propo-
sent d’abord de comparer les scénarios en se basant sur la 
technique de l’empreinte écologique (EF), qui par la suite 
leurs semblent insuffisante pour évaluer et analyser le ca-
ractère multidimensionnel des scénarios. Ils s’orientent 
alors vers une autre approche utilisant une version modi-
fiée de l’analyse multicritères des décisions (MCDA) ba-
sée sur le NAIADE (Novel Approach to Imprecise As-
sessment and Decision Environments). Dans leurs proces-
sus décisionnels, les auteurs utilisent un mélange de cri-
tères d'évaluation qualitative et quantitative, en offrant un 
classement des scénarios à la fin. 
(Liu et al., 2013) proposent un système intégré d’aide à la 
décision destiné à faciliter le processus de prise de déci-
sion des directeurs manufacturiers en les guidant pour 
aboutir à des décisions combinant efficacité et efficience 
globale. Cet outil est composé de quatre composants-clés: 
un modeleur de contexte global (GCM), un modeleur de 
notation multicritères (MCSM), un configurateur et un 
coordinateur. Le choix de la bonne décision à adopter 
parmi l’ensemble des alternatives proposés par le GCM 
représente un problème décisionnel difficile. Selon les au-
teurs aucune mesure de performance unique ne peut re-
présenter suffisamment la complexité du problème, c’est 
pour cela qu’ils décident de traiter le problème comme un 
problème de décision multicritère et proposent donc le 
composant MCSM basé sur l’agrégation de cinq critères: 
coût, qualité, fiabilité, flexibilité et réactivité. Le décideur 
attribue un poids à chaque critère décrivant ainsi son im-
portance relative et le MCSM calcule la satisfaction glo-
bale pour chaque alternative décisionnelle en fonction du 
poids agrégé de tous les critères de décision, puis les or-
donne du plus satisfaisant au moins satisfaisant, permet-
tant ainsi aux décideurs de choisir facilement une des 
meilleures décisions alternatives.  
(Makarouni et al., 2013) développent une approche d'ana-
lyse décisionnelle interactive pour traiter un problème de 
programmation d'entiers bi-critères à grande échelle, en 
résolvant un problème de planification de chaîne d’assem-
blage dans le monde réel d'une entreprise de fabrication. 
L'article est basé sur une mise en œuvre interactive de la 
méthode de la contrainte-ε qui génère et évalue un grand 
nombre de solutions non dominées constituant un échan-
tillon représentatif des gammes de critères. Afin d'évaluer 
des scénarios alternatifs concernant l'énergie de chauffage 
résidentielle et la consommation d'électricité domestique 
dans une région irlandaise.(Marinakis et al., 2016) ont 
élaboré dans leurs SIAD un Framework qui répond à ce 
problème décisionnel. Ce Framework se devise en deux 
niveaux fondamentaux, le premier intègre le développe-
ment des scénarios alternatifs, utilisant un processus basé 
sur les connaissances, une approche participative et un ni-
veau d'aspiration qui permet de garder que les scénarios 
faisables vis-à-vis la valeur cible de réduction d’émission 
en CO2. Le deuxième porte sur une aide à la décision mul-
ticritère utilisant l’application d’une approche de régres-
sion ordinale multicritères et une méthode d'analyse de 
classement extrême pour estimer le meilleur et le pire 
classement des scénarios. 
D’autres auteurs comme (Yan Hou et al., 2017) ont privi-
légié la méthode Pareto dont l’avantage réside dans la pos-
sibilité de prendre en compte séparément plusieurs cri-
tères conflictuels dans l’évaluation et la sélection des 
meilleurs scénarios. Le travail de (Pablo C.Gordano et al 
., 2020) porte sur la concentration de lipides microbiens, 
matière première pour la production de biodiesel, la pre-
mière étape a été modélisée par la méthodologie de sur-
face de réponse, puis par l'application de la méthodologie 
d'optimisation de Pareto basée sur un algorithme géné-
tique (POF-GA). Dans leur étude six facteurs ont été pris 
en compte pour déterminer les solutions du front Pareto, 
deux catégoriques (agitation (S) et type source d'azote 
(NS)) et quatre numériques (temps de culture (TC), rap-
port carbone / azote (C / N), concentration (M) et pH). 
À la lumière des articles analysés, nous avons constaté 
que même si de nombreux SIAD ont été conçue pour trai-
ter des problèmes de planification, peu d'entre eux sont 
basés sur la simulation et encore moins traitant la planifi-
cation de l’extraction minière en particulier. Ce SIAD est 
donc original du point de vue du secteur d’application et 
représente un enrichissement pour la catégorie des SIAD 
de planification basé sur la simulation. Encore plus, son 
architecture séquentielle le distingue de la plupart des 
SIAD conçus suivant une architecture classique. Il est 
aussi intéressant de noter que les critères retenus pour 
comparer les scénarios alternatifs sont différents d’un pro-
blème à un autre. 
En effet, comparer les scénarios alternatifs par le biais 
d’un indicateur synthétique combinant plusieurs sous cri-
tères comme c’est le cas pour la plupart des travaux repo-
sant sur des méthodes multicritères d’agrégation, s’avère 
difficile pour notre cas. La nature des critères étant con-
flictuelles et la nature du scénario étant multidimension-
nelle, aucun critère synthétique ne permet d’explorer la 
complexité du scénario sans le réduire ou négliger certains 
aspects. Ceci, rend le choix des critères pertinents difficile 
mais essentiel pour la bonne prise de décision. Les critères 
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retenus ne pouvant pas être génériques mais propre au 
problème décisionnel abordé, peuvent être considérer une 
originalité en elle-même.  
3 SYSTEME D’AIDE A LA DECISION POUR LA 
PLANIFICATION MINIERE: CONCEPTION 
3.1 Objectif et structure 
Pour répondre au problème de la planification tactique de 
l’extraction minière, un système Interactif d’Aide à la Dé-
cision (SIAD) basé sur les approches DSS (Keen et Scott 
Morton, 1978) a été conçu (Alaoui et al., 2019a). le pro-
cessus du SIAD expliqué par (Alaoui et al., 2019b) per-
met de piloter la construction des scénarios d’extraction 
(PE) et faciliter l’interprétation dans le temps et dans l’es-
pace de chaque scénario mais aussi de comparer les scé-
narios. Ce SIAD s’appuie sur un modèle de simulation, 
piloté par des paramètres, permettant de générer des scé-
narios alternatifs. Le planificateur peut à partir d’une va-
riation de ces paramètres, obtenir plusieurs scénarios dis-
tincts qu’il pourra analyser par le biais d’un outil de vi-
sualisation spatio-temporel pour pouvoir en choisir le 
meilleur. L’outil est doté de composants interactifs et 
automatiques facilitant ainsi l’adoption d’un scénario par 
le planificateur. En effet, notre SIAD propose une inter-
face de définition du problème permettant de gérer les pa-
ramètres de pilotage à savoir : les indices de priorité des 
couches à extraire et l’horizon de planification, ainsi le 
planificateur s’appuie sur cette interface pour réajuster ces 
paramètres et relancer la simulation afin de pouvoir régé-
nérer et analyser le nouveau scénario. Notant que les in-
dices varient de 1 à 10 pour plusieurs couches, ce qui per-
met au planificateur d’obtenir une multitude de scénarios 
cohérent sur l’horizon défini. En effet, le modèle de simu-
lation ne peut pas prendre en compte la contrainte liée à la 
demande des QM, les scénarios générés ne peuvent pas 
être adoptés vu qu’ils ne garantissent pas nécessairement 
une réponse à la demande en QM sur différents horizons 
de planification. De plus, même si un scénario est faisable, 
choisir le plus pertinent peut être une tâche difficile, suite 
à la diversité de l’ensemble des scénarios faisables. De ce 
fait, il a fallu élargir les fonctionnalités du SIAD proposé 
afin de pouvoir tenir en compte ses contraintes pour la 
maîtrise de la planification de l’extraction minière et ainsi 
proposé des composants permettant en première phase de 
tester la faisabilité des scénarios et en deuxième de les fil-
trer selon des critères particuliers. 
3.2 Architecture du SIAD 
Compte tenu de la complexité spatiotemporelle des con-
traintes minières ainsi que la variété des scénarios que 
nous pouvons générer, l’adoption d’une architecture clas-
sique du SIAD s’est avérée inadéquate. C’est ainsi que 
nous proposons l’architecture du SIAD développé dans la 
figure 1 illustrant son concept de fonctionnement. Une 
structure permettant une interaction fluide entre les diffé-
rents composants fonctionnels du SIAD, basée sur une ap-
proche séquentielle originale permettant de sélectionner 
de deux à trois scénarios à proposer au planificateur.  
 
Figure 1: Architecture du SIAD
Les données d’entrée structurelles et dynamiques forma-
lisent un problème semi-structuré qui permet de définir un 
problème structuré en relaxant la contrainte de prise en-
compte de la demande en QM. Le problème structuré sera 
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par la suite introduit dans le modèle de simulation qui as-
sure une reproduction fidèle du fonctionnement du pro-
cessus d’extraction et propose ainsi des scénarios variés. 
Pour commencer, la génération d’un scénario est basée sur 
des paramètres de pilotage, principalement, des indices de 
priorité pour les qualités sources (QS) qui varient de 1 à 
10 ce qui rend le nombre de combinaisons possibles très 
grand. De ce fait, le premier composant à intégrer dans le 
SIAD est de proposer un générateur automatique de ces 
indices permettant ainsi l’obtention rapide d’un ensemble 
de PE différents et cohérents.  En s’appuyant sur un vec-
teur de couple (couche ; indice), le modèle construit un 
programme de planification techniquement cohérent en 
respectant les contraintes liées à la nature du gisement, la 
succession des opérations élémentaires et la polyva-
lence/spécialisation des machines comme expliqué dans 
(Alaoui et al., 2019b). La simulation est déterministe, 
pour chaque couple (couche ; indice) nous obtenons un 
output unique. En effet, l’output de la simulation est cons-
truit à partir des affectations des machines aux différentes 
cases à extraire tout au long de l’horizon de planification 
simulé. L’output en forme numérique est ensuite traduit 
en plusieurs formes graphiques dans le volet de visualisa-
tion du SIAD, afin de représenter séparément le Gantt des 
affectations des machines d’extraction, les courbes d’ali-
mentation évolutive des couches à extraire ainsi que 
l’évolution concrète de l’extraction sur le gisement via la 
visualisation 3D. 
Cependant la cohérence technique d’un programme de 
planification n’est pas suffisante. Par ailleurs, il est pos-
sible de générer plusieurs PE en variant les paramètres de 
pilotages sans qu’ils soient nécessairement pertinents. En 
effet, l’étude de faisabilité s’avère une étape cruciale qui 
nous permet de définir si le programme en question ré-
pond à la demande en QM sur différents horizons de pla-
nification. Ce test de faisabilité est effectué à travers dif-
férentes instances de blending, définies sur plusieurs ho-
rizons de planification, avec les mêmes contraintes de 
composition et utilisant la formulation classique du blen-
ding par la programmation linéaire décrite par (Az-
zamouri et Giard, 2018). Il s’agira de vérifier s’il est pos-
sible de satisfaire la demande cumulée de QM sur n mois, 
avec la production cumulée des QS sur ces n mois.  
Cette étude est donc pertinente dans la mesure où elle 
constitue un premier filtre qui élimine les programmes ne 
pouvant pas assurer une satisfaction de la demande en QM 
sur les différents horizons de planification. Par la suite, le 
SIAD sera doté d’un composant de filtrage permettant 
d’automatiser l’élimination des scénarios, en se basant sur 
des approches de comparaison, et de proposer ainsi au pla-
nificateur un nombre de scénarios réduits et pertinents. 
Ces derniers seront visualisés et analysés via des outils 
spatio-temporels pour en choisir le scénario à adopter. À 
tout moment, le planificateur pourra afficher le scénario 
en s’appuyant sur un outil interactif de visualisation.  Ceci 
consiste à exploiter les résultats numériques du scénario 
de la simulation sous des formes compréhensibles par les 
exploitants miniers. Par exemple, des courbes d’alimenta-
tion en volumes extraits cumulées par couche, un Gantt 
d’affectation des machines au cours de l’horizon de plani-
fication choisi, précisant les cases à extraire, l’opération 
élémentaire en cours et la machine effectuant cette opéra-
tion, etc. l’outil offre aussi la possibilité de comparer deux 
scénarios contrastés en termes de choix des cases à ex-
traire, des volumes extraits par couches, des affectations 
des machines d’extraction et du temps de déplacement 
global des machines, particulièrement les machines dites 
critiques. Dans ce qui suit, nous allons présenter une étude 
de cas réelle, illustrant le principe de vérification de la co-
hérence d’un PE vis-à-vis la satisfaction de la demande 
par le biais du composant de l’étude de faisabilité intégré 
dans l’architecture du SIAD (Figure 1). 
4 MISE EN OEUVRE DU SIAD DANS LE 
CONTEXTE DE LA MINE DE BENGUERIR  
Le groupe OCP est considéré l'un des plus grands produc-
teurs mondiaux de phosphate et de produits à base de 
phosphate. Son activité regroupe différentes opérations 
allons de l’extraction, le traitement, le transport jusqu’à la 
vente du phosphate. Les sites miniers représentent les en-
tités où l’extraction des couches phosphatées du gisement 
est effectuée. Parmi les sites d’extraction du groupe, nous 
trouvons le site minier de Ben Guérir qui représente le 
contexte de mise en œuvre de ce SIAD. En effet, la con-
ception de ce SIAD constitue une réponse globale et com-
plémentaire aux divers besoins identifiés en collaboration 
avec l’équipe planification de la mine de Ben Guérir. Les 
besoins auxquels répond le SIAD sont articulés comme 
suit : i) la modélisation du processus d’extraction et la gé-
nération rapide de scénarios alternatifs représentant des 
PE cohérents techniquement, assurées par le modèle de 
simulation à évènements discrets (SED) ; ii) la vérifica-
tion de la cohérence des PE générés, en passant par une 
étude de faisabilité ; iii) l’aide à la décision concernant le 
choix des meilleurs PE parmi plusieurs acceptables, en se 
basant sur le filtrage des scénarios ; iv) la possibilité de 
visualiser et analyser les scénarios ainsi que v) la gestion 
des données structurelles du gisement.  
 
4.1 Données d’entrée de génération du scénario 
Afin de tester la pertinence du SIAD conçu et en collabo-
rant avec l’équipe planification et méthode de la mine, 
nous avons effectué des tests sur des données réelles afin 
de générer un PE acceptable assurant la cohérence tech-
nique et permettant la satisfaction de la demande annuelle 
de 2020. Pour cette expérience, nous avons pris en compte 
l’avancement de l’exploitation sur le chantier, les volumes 
en stocks ainsi que la disponibilité des machines d’extrac-
tion pour définir l’état initial du système. Ceci nous a per-
mis d’alimenter la simulation avec des inputs concrets et 
précis. Il est aussi important de noter que le gisement étu-
dié contient sept panneaux avec trois cent-vingt-une tran-
chées, onze-mille-cinquante cases pour l'extraction et cin-
quante machines pouvant être affectées à l'exécution des 
sept opérations élémentaires de l'extraction. La génération 
d’un scénario passe par la définition des indices de priori-
tés des couches ainsi que l’horizon de planification, 
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comme expliqué dans Alaoui et al. (2019a). Cette pre-
mière étude à porter sur la génération rapide d’une ving-
taine de scénarios cohérents dont les indices de priorités 
différents et l’horizon de planification est annuel. La fai-
sabilité de chaque scénario a été ensuite étudiée pour con-
server une base de scénarios faisables pour l’étape du fil-
trage. Nous retenons à titre d’illustration, le jeu de don-
nées de l’un des scénarios répondant à la demande en QM 
sur les différents horizons de planification, de l’année en 
cours. Le PE étudié repose sur les indices de priorités (IP)  
par couche (Cs) décrits dans le Tableau 1. 
Tableau 1:  Indices de priorités retenus  
Cs SB SA2 C0 C1 C2S C3S C3I C4S C4I C5S C5I C6 
IP 6 10 1 9 7 4 3 4 6 1 1 8 
 
 
4.2 Etude de faisabilité 
Pour vérifier si le PE étudié répond ou non à la demande 
en QM, nous avons effectué une étude de faisabilité basée 
sur six instances de blending, définies sur les horizons de 
planification suivants : 1, 2, 3, 6, 9 et 12 mois. La demande 
décrite dans le tableau 2, représente les quantités prévi-
sionnelles à satisfaire en 2020, de chaque QM. Le mé-
lange des QS retenu pour produire les QM sur chaque ho-
rizon doit nécessairement respecter la charte qualité dé-
crite dans le tableau 3. Cette charte, définit les intervalles 
à respecter pour chaque composant chimique (CC: BPL, 
CO2, MgO, SiO2, Cd) afin de répondre aux exigences des 
clients. D’un autre côté, le tableau 4 synthétise les alimen-
tations en QS proposées par le PE étudié. 
Tableau 2:  Demande des QM en tonne de l’année 2020 
Demande Tess Stand  BG 10 MT  AD 
1 mois 92335 64165 8333 16667 833 
3 mois 277005 192495 25000 50000 2500 
6 mois 554010 384990 50000 100000 5000 
12 mois 1108020 769980 100000 200000 10000 
Tableau 3: Charte qualité des QM  
Bornes CC/ QM STAND TESS AD MT BG 10 
Max 
BPL (%) 65,12 65,12 67 65 65,12 
CO2 (%) 6,5 6,5 7 7 6,5 
MgO (%) 0,75 0,75 1 1 0,75 
SiO2 (%) 9,9 9,9 8 8 9,9 
Cd (ppm) 8 6,5 12 12 8 
Min 
BPL (%) 59,24 60,9 64 64 58,78 
CO2 (%) 5 5 5 5 5 
MgO (%) 0 0 0 0 0 
SiO2 (%) 5,5 5,5 0 0 5,5 
Cd (ppm) 0 0 0 0 0 
Tableau 4:  Quantités mensuelles cumulées des QS en 
tonne  
Mois/Cs M1 M2 M3 M4 M5 M6 
Sillon B 0 0 214697 252755 322198 444461 
Sillon A2 0 6342 6342 59742 59742 59742 
C 0 55553 88087 88087 268526 331777 331777 
C 1 0 0 0 0 3955 3955 
C 2S 0 5619 35673 133627 229234 229234 
C 3S 0 84013 100218 155074 192545 192545 
C 3I 0 84013 215168 391948 444955 492050 
C 4S 0 15703 15703 15703 20484 37658 
C 4I 0 61523 61523 61523 66303 74581 
C 5S 0 30534 30534 30534 30534 30534 
C 5I 0 133052 133052 133052 133052 133052 
C 6 0 0 0 0 0 0 
Mois/Cs M7 M8 M9 M10 M11 M12 
Sillon B 454879 475536 475536 475536 475536 475536 
Sillon A2 59742 86115 86115 86115 103734 253044 
C 0 335732 357608 372653 387698 387698 387698 
C 1 3955 3955 151142 199207 203865 203865 
C 2S 251253 290802 303473 303473 316219 316219 
C 3S 210079 221116 227458 227458 227458 255142 
C 3I 505431 575218 609005 609005 609005 685882 
C 4S 59263 71940 71940 71940 71940 71940 
C 4I 138670 182644 182644 182644 182644 182644 
C 5S 99774 171947 171947 171947 171947 171947 
C 5I 334876 606786 606786 606786 606786 606786 
C 6 0 122903 330031 342592 342592 342592 
 
En passant par une formulation du blending classique 
mono-période multi-produits et à partir des données dé-
crites ci-dessus et des volumes de QS initialement dispo-
nibles en stock, nous testons s’il existe, pour chaque QM 
demandé, un blend  permettant de répondre à la demande 
exprimée sur l’horizon choisi tout en respectant la charte 
qualité des QM ; pour une même QM, le mélange utilisé 
de QS varie avec l’horizon retenu, en raison de disponibi-
lités différentes et d’une structure de la demande de QM 
variant dans le temps. Pour illustrer le résultat de l’étude, 
nous présentons trois des six instances de blending effec-
tuées sur le PE généré. Dans les tableaux 5,7 et 9, nous 
décrivons les mélanges de QS proposés pour satisfaire la 
demande en QM sur les horizons de planification suivant : 
1 mois, 3 mois et 6 mois. Ainsi que leurs compositions 
chimiques décrites dans les tableaux 6, 8 et 10. Nous sou-
lignons aussi que les mélanges proposés pour chaque ho-
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Tableau 5: Mélange proposé pour satisfaire la demande 
du 1er mois (tonne) 
Cs/QM STAND TESS AD MT BG 10 
Sillon B 10000 0 0 0 0 
Sillon A2 10000 0 0 0 0 
C 0 0 28662 500 10000 3171 
C 1 10000 0 0 0 0 
C 0_1 0 10000 0 0 0 
C 2S 10000 0 0 0 0 
C 3S 3944 6056 0 0 0 
C 3I 3000 0 333 6667 0 
C 3  5391 4609 0 0 0 
C 4S 10000 0 0 0 0 
C 4I 0 8171 0 0 1829 
C 4 10000 0 0 0 0 
C 5S 10000 0 0 0 0 
C 5I 0 0 0 0 0 
C 5 0 6667 0 0 3333 
C 6 10000 0 0 0 0 
Total 92335 64165 833 16667 8333 
Tableau 6:  Caractéristiques chimiques du mélange  
CC/QM STAND  TESS AD MT BG 10 
BPL 64,36 61,19 64,00 64,00 58,78 
CO2 5,46 5,38 5,09 5,09 5,86 
MgO 0,73 0,68 0,70 0,70 0,68 
SiO2 7,48 7,02 6,74 6,74 7,13 
Cd 7,03 6,50 5,48 5,48 8,00 
Tableau 7: Mélange proposé pour satisfaire la demande 
du 3éme mois (tonne) 
Cs/QM STAND TESS AD MT BG 10 
Sillon B 38922 0 0 0 0 
Sillon A2 0 0 0 0 0 
C 0 0 57073 1500 30000 9514 
C 1 10000 0 0 0 0 
C 0_1 10000 0 0 0 0 
C 2S 0 0 0 0 0 
C 3S 110218 0 0 0 0 
C 3I 78746 125422 1000 20000 0 
C 3  0 10000 0 0 0 
C 4S 0 0 0 0 0 
C 4I 9119 0 0 0 5486 
C 4 10000 0 0 0 0 
C 5S 0 0 0 0 0 
C 5I 0 0 0 0 0 
C 5 0 0 0 0 10000 
C 6 10000 0 0 0 0 
Total 277005 192495 2500 50000 25000 
Tableau 8: Caractéristiques chimiques du mélange  
CC/QM STAND  TESS AD MT BG 10 
BPL 65,12 65,08 64,00 64,00 58,78 
CO2 5,29 5,08 5,09 5,09 5,86 
MgO 0,70 0,71 0,70 0,70 0,68 
SiO2 7,87 7,37 6,74 6,74 7,13 
Cd 5,20 5,36 5,48 5,48 8,00 
Tableau 9: Mélange proposé pour satisfaire la demande 
du 6éme mois (tonne) 
Cs/QM STAND TESS AD MT BG 10 
Sillon B 0 0 0 0 0 
Sillon A2 85790 0 0 0 0 
C 0 0 267263 3000 60000 11514 
C 1 13955 0 0 0 0 
C 0_1 0 0 0 0 0 
C 2S 150300 0 0 0 0 
C 3S 200039 2506 0 0 0 
C 3I 0 0 2000 40000 0 
C 3  0 0 0 0 10000 
C 4S 0 0 0 0 0 
C 4I 0 66095 0 0 18486 
C 4 10000 0 0 0 0 
C 5S 0 0 0 0 0 
C 5I 93926 49126 0 0 0 
C 5 0 0 0 0 10000 
C 6 0 0 0 0 0 
Total 554010 384990 5000 100000 50000 
Tableau 10: Caractéristiques chimiques du mélange 
CC/QM STAND  TESS AD MT BG 10 
BPL 63,33 61,35 64,00 64,00 58,78 
CO2 5,51 5,27 5,09 5,09 5,69 
MgO 0,74 0,71 0,70 0,70 0,73 
SiO2 7,97 6,49 6,74 6,74 7,37 
Cd 6,66 6,50 5,48 5,48 7,80 
 
Nous avons suivi la même logique pour étudier la faisabi-
lité sur 2 mois, 9 mois et 12 mois. Pour le PE étudié les 
six instances de blending effectuées ont mené à une solu-
tion réalisable en forme de proposition d’un mélange sa-
tisfaisant les QM demandées sur l’horizon choisi et res-
pectant la charte qualité des clients. Le PE étudié est donc 
cohérent techniquement et faisable vis-à-vis de la de-
mande en QM sur les différents horizons de planification. 
 
4.3 Visualisation des résultats 
La génération d’un PE doit nécessairement passer par la 
prise de deux décisions tactiques fondamentales à la pla-
nification de l’extraction minière : le choix des cases à ex-
traire et l'affectation des machines à utiliser pour effectuer 
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les opérations d’extraction. Dans le résultat que nous 
avons généré par le modèle de SED sur un horizon d’un 
an avec une maille horaire et testé faisable via l’étude de 
faisabilité, le PE est représenté par un Gantt précisant les 
affectations des machines d’extraction de différentes opé-
rations élémentaires aux cases à traiter tout au long de 
l’horizon de planification. La Figure 2 montre un extrait 
du Gantt d’affectation des machines d’extraction sur les 
quatre premiers mois de l’année. Chaque couleur définie 
une opération élémentaire. Nous retenons dans cet affi-
chage que les opérations élémentaires principales, notam-
ment la foration, le décapage et le gerbage. Pour chaque 
machine d’extraction, nous définissons la ou les cases à 
traiter ainsi que leur appartenance (tranchée et panneau), 
le niveau à traiter (stérile ou phosphate), la date de début 
du traitement et la date de fin du traitement. Le PE est 
aussi représenté par des prévisions horaires d'alimentation 
des différentes couches phosphatées (Figure 3) où chaque 
courbe précise le volume cumulé à extraire d’une couche 
spécifique par période.  
 
 
Figure 2:  Alimentations en QS sur l’horizon de planifi-
cation 
 
Figure 3: Gantt d’affectation des machines d’extraction 
En plus de cette représentation graphique du programme 
de planification étudié s’ajoute une autre représentation 
spatio-temporelle (Figure 4). En effet, cette dernière as-
sure une simulation visuelle en 3D et en 2D du scénario 
proposé comme programme de planification avec un pas 
de temps variable, qui peut être définit par le planificateur. 
L’intérêt réside encore une fois dans l’aide à la décision, 
en offrant une dimension complémentaire permettant la 
vérification et le suivi de l’évolution proposée par le PE 
étudié, sur le chantier. Ceci est réalisé via une projection 
simulée des affectations des machines aux cases choisies 
pour l’extraction, sur la base du gisement recrée en 3D en 




Figure 4:  Vue 3D du gisement 
5 CONCLUSION ET PERSPECTIVES  
 Nous proposons dans cet article un SIAD pour la planifi-
cation minière basée sur un modèle de simulation. Suite à 
la revue de la littérature effectuée, nous avons constaté 
que l’originalité de ce SIAD réside, en plus de son do-
maine d’application (mine) et de son approche de résolu-
tion (simulation), dans son architecture basée sur une ap-
proche séquentielle différente de celle classique connue 
par (Keen et Scott Morton, 1978). Cette approche séquen-
tielle nous permet de définir le passage d’un ensemble de 
solutions acceptables vers deux ou trois qui soient les plus 
performants.  
D’un point de vue concret, pour rendre facile la construc-
tion de PE alternatifs et aider le planificateur dans son 
choix du meilleur programme à adopter, le SIAD conçu 
propose plusieurs composants permettant au planificateur 
de générer rapidement et correctement différents PE co-
hérents via un modèle de simulation. Ce dernier, permet 
de prendre en compte toutes les contraintes productives 
existantes avec une relaxation de la contrainte liée à la 
prise en compte des QM. Il est encapsulé dans le SIAD, 
est alimenté par des données structurelles et dynamiques 
du gisement ainsi que les valeurs prises par un ensemble 
de paramètres de pilotage générées automatiquement.  
Cependant, parmi les PE produits certains doivent être 
écartés parce que, à une certaine échéance, la demande 
globale des QM ne peut pas être satisfaite avec les QS ex-
traites. L’intégration de l’étude de faisabilité nous garan-
tit, dans ce cas, l’élimination de tous les programmes ne 
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répondant pas à la demande en QM sur les différents ho-
rizons de planification et nous permet de conserver l’en-
semble des PE faisables. La difficulté à ce stade réside 
dans la définition de 2 ou 3 programmes performants 
parmi les PE faisables. Nous illustrons aussi la mise en 
œuvre de ce SIAD dans le contexte de la mine à ciel ou-
vert de Ben Guérir en présentant la génération, l’étude de 
faisabilité ainsi que la visualisation d’un PE portant sur 
l’année 2020. 
Notre vision s’oriente donc vers l’intérêt de l’évaluation 
de la performance de ces programmes par un dernier com-
posant de filtrage, en cours de développement. Ce dernier, 
proposera une liste réduite de PE performants et cohé-
rents. Pour ce faire, une analyse approfondie des PE fai-
sables s’avère nécessaire afin de définir les critères signi-
ficatifs et pertinents qui font qu’un programme est plus 
pertinent qu’un autre. Une étude des techniques à utiliser 
pour concevoir ce composant de filtrage s’accompagne a 
cette analyse. En effet, la revue de littérature concernant 
les SIAD ayant un composant de comparaison et sélection 
des scénarios alternatifs nous a permis dans un premier 
temps de définir et distinguer l’architecture nouvelle du 
SIAD. Cependant il est fondamental d’approfondir notre 
revue, afin de pouvoir comparer ultérieurement le compo-
sant de filtrage - en court de développement - d’un point 
de vue méthodologique traitant les techniques utilisées et 
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ABSTRACT: Nowadays, manufacturing systems should be cost-effective and environmentally friendly to cope with 
various challenges in today's competitive markets. Furthermore, being cost-effective needs to optimize the behaviour 
and functionality of the production system and being environmentally friendly requires to reduce the amount of harmful 
gasses emitted in the working area. In this context, reconfigurable manufacturing systems (RMSs) have emerged to 
fulfil these requirements. RMS is one of the latest manufacturing paradigms, where machines components, software or 
material handling units can be added, removed, modified or interchanged as needed and when imposed by the necessity 
to react and respond rapidly and cost-effectively to changing. In this paper, a multi-objective multi-product process and 
production planning problem in a sustainable reconfigurable manufacturing environment is considered. The cost 
function and three pillars of sustainability functions such as social, environmental, and economical are introduced and 
optimized. Moreover, an augmented ε-constraint method is proposed to solve the problem. Finally, an illustrative 
numerical example is presented to show the validity of the approach. 
 
KEYWORDS: Sustainability, Process planning, Production planning, Reconfigurable manufacturing systems, Multi-
Objective optimization, augmented ε-constraint method 
 
1 CONTEXT AND MOTIVATIONS 
In today's world, a manufacturing system has to be cost-
effective and environmentally harmless to acquire sus-
tainability and compete with other rivals in the market. 
According to a visionary report of Manufacturing Chal-
lenges 2020 conducted in USA, this trend will continue, 
and one of the six grand challenges of this visionary 
report is “the ability to reconfigure manufacturing sys-
tems rapidly in response to changing needs and oppor-
tunities” (Khezri et al., 2019, 2020). Moreover, due to 
the escalation in fuel prices, higher tariff for electrical 
use and environmental legislations, the reduction in 
energy consumption and carbon footprint has become 
the need of the hour in the manufacturing sector.  
 
Reconfigurable manufacturing system (RMS) is one of 
the latest manufacturing paradigms. In this paradigm, 
machine components, machines software’s or material 
handling units can be added, removed, modified or inter-
changed as needed and when imposed by the necessity to 
react and respond rapidly and cost-effectively to chang-
ing requirements. RMS is recognized as a convenient 
manufacturing paradigm for variety productions as well 
as a flexible enabler for this variety. Hence, it is a logical 
evolution of the two manufacturing systems already used 
in the industries respectively dedicated manufacturing 
lines (DML) and flexible manufacturing systems (FMS).  
According to (Koren, 2010), DMLs are inexpensive but 
their capacities are not fully utilized in several situations 
especially under the pressure of global competition, thus 
they engender losses. On the other hand, FMSs respond 
to product changes, but they are not designed for struc-
tural changes. Hence, in both systems, a sudden market 
variation cannot be countered, such as demand fluctua-
tion or regulatory requirements. RMS combines the high 
flexibility of FMS with the high production rate of DML. 
It comprises the positive features of both systems, thanks 
to its adjustable structure and design focus. Thus, in 
situations where both productivity and system respon-
siveness to uncertainties or to unpredictable scenarios 
(e.g., machine failure, market change, …) are of a vital 
importance, RMS ensures a high level of responsiveness 
to changes with a high performance. This can be 
achieved through six main principles respectively cus-
tomization, convertibility, scalability, integrability, mod-
ularity, and diagnosability.  
 
Moreover, (Koren, 2010) suggested that in manufactur-
ing systems, the key to responsiveness in markets as well 
as cope with market changes caused by fluctuating quan-
tities of demand, is to adjust the production system ca-
pacity. He stressed that this adjustment is possible thanks 
to two types of reconfiguration capabilities in manufac-
turing systems, which are functionality adjustment and 
production capacity adjustment. These characteristics are 
achievable because of reconfigurable machine tool 
(RMT), which is considered as one of the major compo-
nents of RMS. Regarding reconfigurable structure de-
signed, RMT provides a customized flexibility and offers 
a variety of alternatives features. 
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A sustainable future is the most important concern of 
human beings in today's world. This ability comprises of 
happiness, health, education, job satisfaction, and so on. 
It relies on most aspects of human race life such as so-
cial, environmental, and economic. Nowadays, numer-
ous restrictions and laws are set pointing companies to 
lower the level of damage caused to the environment. 
Furthermore, they have to consider the health condition 
of their workers and the effects of harmful materials and 
remnants of the production on their bodies as well (Mas-
simi et al., 2020). RMS is able to meet these challenges 
due to its flexibility and integrability. Moreover, it is 
thought to be one of the most suitable paradigms with 
the requirements of sustainability.  
 
In this paper, a multi-objective multi-unit multi-part 
process and production planning problem in a sustaina-
ble reconfigurable environment is addressed. Two objec-
tives are minimized respectively the total production cost 
and the total harmful effects of the dangerous liquids and 
remnants of the production on the workers' bodies. A 
mathematical formulation is proposed and solved using 
an adapted version of the augmented ε-constraint meth-
od. 
 
The rest of paper is organized as follows. Section 2 
brings up some literature review. Section 3 presents the 
problem description and its mathematical formulation. 
Section 4 describes the proposed approach. Section 5 
shows the applicability of the approach using a simple 
numerical example. Section 6 concludes the paper and 
suggests some future works directions. 
2 LITERATURE REVIEW 
As one of the newest paradigms, RMS has demonstrated 
great potential for further researches. In this section, we 
briefly review some research works in sustainability, 
process planning and production planning. 
 
2.1 Sustainability in manufacturing systems 
The most paramount part of sustainable manufacturing is 
innovative products to achieve a major part of markets 
share and implement a sustainable environment at the 
same time (Khezri et al., 2019). It is necessary to shift all 
the production sites to sustainable product development, 
which is possible by using reconfigurable manufacturing 
systems. Besides, RMS has several advantages to impact 
on manufacturing process and performance as permanent 
changes due to answer different and situational demands 
of market zones. Other elements such as cost reduction, 
improved flexibility, and high quality of final products 
make RMS a suitable choice for the enabling of econom-
ic sustainability in allover the systems. Moreover, it is 
also plausible to implement social and environmental 
sustainability by the RMS (Koren et al., 2018). 
 
Considering economic sustainability, (Garbie, 2013) 
claimed that cost is most widely use criterion for produc-
tion environment and the consideration of the final val-
ue. In the concept of environmental sustainability, (Alju-
neidi and Bulgak, 2016) believed that the implementa-
tion of the product and service design on sustainable 
business development can represent the system sustaina-
bility. (Dubey et al., 2017) considered the role of author-
ities on the final RMS sustainability by the management 
and organizational culture as sustainable indicator. Fur-
thermore, energy consumption that arose from the usage 
of the machines in the working environment can be the 
indicator of the sustainable environment (Choi and 
Xirouchakis, 2015). In the social environment, the fluc-
tuation of the customer’s demand and their satisfaction 
through the changes can represent the sustainability. 
 
2.2 Process planning 
One of the essential parts of RMS is process planning. 
Process planning leads to find the best way of manufac-
turing according to the shape, properties, surface, and 
appearance of the final product. Process planning has 
emerged as an important issue in the manufacturing 
systems because a part of the massive production can use 
only one process plan. 
 
(Khezri et al., 2020) developed an environmental orient-
ed multi-objective optimization problem in an RMS. 
Authors considered process plan generation while intro-
ducing a sustainability metric value and counting the 
manufacturing cost and time to obtain optimal process 
plans.  
 
2.3 Production planning 
Production planning links several segments in a manu-
facturing environment such as operations scheduling, 
capacity of the output, final product quality, etc. Fur-
thermore, quality control and process planning can play a 
decisive role in the decision making of the quantitative 
matters (Jacob et al.,  2019). 
 
In this context, few research works have considered the 
implication of multiple production systems to produce a 
specific amount of the final products. (Liu et al.,  2019)  
presented a mixed integer stochastic programming model 
for manufacturing systems. They introduced an effective 
tool for optimizing the production plan rely on the deci-
sion maker point of view. (Kaltenbrunner et al.,  2019)  
considered the production planning for a highly auto-
mated pallet production. They proposed a heuristic solu-
tion approach to solve the cutting stock problem with a 
constraining open stack problem occurring at the begin-
ning of the production of pallets, the saw and the down-
stream stacking robots. The objective is to minimize the 
waste of material and to ensure a continuous production 
flow at the pallet production site.  
 
From the above literature review, we can conclude that 
the combination of process and production planning in a 
sustainable environment is an interesting and new topic 
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in the RMS. Moreover, some new approaches, like the 
augmented ε-constraint method, can solve the problem 
more precisely. 
3 PROBLEM DESCRIPTION AND 
MATHEMATICAL FORMULATION 
3.1 Problem description 
In this paper, multi-unit products are considered to be 
produced by several reconfigurable machines. Each 
product requires a set of operations linked by a prece-
dence graph (see Figure 1). The problem aims to find the 
optimal process plan of each product. In this section, the 
mathematical formulation of the problem is presented, 
where two objective functions are minimized: 
 
i) Total production cost includes the cost of opera-
tions, machines changing costs, production costs 
and product costs in each sequences. 
ii) Total sustainability function includes the environ-
mental sustainability and social sustainability. 
 
Some other assumptions are considered: 
1- Workers just check the function of the machines 
during changes and process. 
2- The machines wastes are hazardous for the human 
beings bodies’. 
3- Working area is fulfilled by the hazardous gasses 
that can affect workers bodies’. 
4- The demand is deterministic. 
5- Production planning tries to consider the optimum 
amount of production according to the problem. 
6- Process planning tries to find the best sequences and 
machines. 
 
Figure 1: A simple illustrative precedence graph 
 
3.2 Mathematical formulation 
In this section, the developed multi-objective mixed-
integer linear programming (MINLP) model is 
presented, where the following notations are used. 
 
Sets 
i , i’ Indices of operations  {1, …, N} 
j , j’ Indices of position in the sequences  {1, …, J} 
p, p’ Indices of products  {1, …, P} 
m ,m’ Indices of machines  {1, …, M} 
h , h’ Indices of configurations  {1, …, H} 
Parameters 
N Number of operations 
M Number of machines 
J Number of positions 
BM A big number 
 Relative weight of social issues 
 Relative weight of environmental issues 
 Cycle time of configuration h 
 Maximum capacity of the configuration h 
PCAP Production capacity 
 Market demand of product p in the considered period 
H Number of sequences in the considered period 
 Total production time of product p 
 Assignment cost of product p to sequence h 
 Cost of changing from position j to position 
by machine number n 
 Time of changing from position j to position  
by machine number n 
 Processing time of operation i on the product p at position j 
 Processing cost of operation i on the product p at position j 
 Set of predecessors of operation 
 Production cost of product p in configuration h 
 Harmful liquid remnants of the operation i at position j 
 Harmful gases emission of the operation i at position j 
 Required liquid for operation i at the position j 
L Total available liquid 
EF The effect of harmful gases on the human body during the working hours 
Decision variables 
 
(  = 1) if operation i, of product p is processed at 
position j, using configuration h 
(  = 0)    otherwise 
 
( =1)   if machine m, is at the position j, to 
produce product p using configuration h 
(  = 0) otherwise 
 
( = 1) if there is a change in machine m 
between the position  and , to produce product p 
( = 0) otherwise 
 Production quantity of product p 
 Assignment matrix of the product p to sequence h  
 Sustainability indicator of the social aspect 
 Sustainability of the environmental aspect  
 Cost function 
 Sustainability function 
 
Objective function (1) details the total cost, where 
objective function (2) presents the sustainability matters. 
In this research work, social and environmental aspects 
are considered as the sustainability matters that can have 
impacts other than economic factors on the human being 
lives during production. 
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Constraint (3) ensures every operation is done according 
to process plan. Constraint (4) indicates that each 
operation is processed once for products in each 
configuration. Constraint (5) states that each operation is 
processed if all of the predecessors operations are 
already finished. Constraint (6) illustrates that each 
configuration contains machines and products. 
Constraint (7) ensures that if operation i performed at 
position p, machine m and configuration c are required. 
Constraint (8) shows that if there is a change in the 
machines between the positions or not during the 
production. Constraint (9) claims that the number of 
final products is equal to the production sides. 
Constraints (10) indicates that it is crucial to produce 
more than the customer demands in order to prevent 
shortage. Constraint (11) introduces the production 
capacities. Constraint (12) uses to break the loops in the 
production site of RMS. Constraint (13) indicates that 
the amount of production time should not exceed the 
available time. Constraint (14) illustrates the 
environmental impacts of the production. Constraint (15) 
considers the limitation of total required liquid in during 
the production process. Constraint (16) indicates the 
social impacts of the production. Constraint (17) is the 
sum of weights. 
4 PROPOSED APPROACH 
Several researchers categorized process plan generation 
as NP-hard problem (Khezri et al., 2020). The proof is 
simple since process plan generation is aimed to assign 
suitable machines and configurations to each operation, 
it can be translated to the well-known travelling sales-
man problem, which is known as a NP-hard problem. By 
this translation, operations are taken as nodes and prob-
lem is to minimize the objectives given. For the first 
step, the algorithm calculates the maximum and mini-
mum of each objective function (Mavrotas, 2009). For 
example, we optimize the kth objective function with 
consideration of all the constraints. Then, consider the 
set of achieved solutions for the other functions in the 
range of each one of them. In this case: 
 i= 1 contemplates cost objective function 
 i=2 contemplates sustainability objective function 
 




where i is total objective functions interval grids and is 
considered as the upper bound and by varying the kth 
objective function, the Pareto solutions can achieved. In 
this regard, the augmented ε-constraint method is im-
plemented to solve the problem. Figure 2 illustrates the 
flowchart of the algorithm. The decision maker will 
choose his preference objective function and the other 
objective will go under the constraint of the problem. It 
is contemplate as the initial step. 
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Figure 2: Flowchart of the developed augmented ε-
constraint method 
5 NUMERICAL EXPERIMENTS AND 
ANALYZES 
In this section, an illustrative example is given and the 
presented mathematical formulation is implemented in 
GAMS 30.3.0 and test problems are solved by a laptop 
computer with Intel(R) Core(TM) i7-6700HQ CPU 
2.60GHz and 12GB RAM. 
 
5.1 Solving a test problem 
We have three reconfigurable machines M1, M2 and M3 
to produce three different products P1, P2, and P3. The 
sustainability effects of each one of the sustainability 
effectors are equal to 0.5, and three different configura-
tions H1, H2 and H3 are available. The best generated 
process plans achieved by running the algorithm, and the 
best sequence of each product are shown in Table 1. As 
an example, product P3 uses machine M3 during Opera-
tion Op1 by configuration H3. The most important thing 
is to avoid irrational changes that increase costs. Fur-
thermore, the pay of table of augmented ε-constraint 
method is presented in Table 2. 
 
In this test problem, the best amount of cost function is 
716.69($) and the amount of harmful effects of liquid 
and gases is 0.27 sustainability unit (S.u). The less 
amount of final sustainability function shows lower 
environmental and social harmful impacts. Hence, we 
tried to minimize these values as much as possible.   
Moreover, for the production planning, the optimum 
amount of the products according to the solved problem 
is shown in Table 3. 
 
Product 1 
Operations Op1 - Op2 - Op5 - Op3 - Op4 - Op6 
Machines M1- M1- M1- M2 - M2 - M3 
Configuration H2 - H3 - H2 - H1 - H1 - H1 
Product 2 
Operations Op1 - Op3 - Op2 - Op4 - Op6 - Op5 
Machines M3 - M2 - M2 - M2 - M1 - M1 
Configuration H3 - H1 - H1 - H2 - H2 - H2 
Product 3 
Operations Op1 - Op3 - Op2 - Op4 - Op5 - Op6 
Machines M3 - M3 - M2 - M2 - M1 - M1 
Configuration H3 - H3 - H1 - H1 - H2 - H2 
Table 1: Optimum sequence of each product 
  
716.69  0.60  
841.22 0.27  





Table 3. Optimum product quantitates 
5.2 Changes of PT 
Changes of the processing time, can be predictable on 
the sustainability function, and the increase of this pa-
rameter will increase the final answer of second objec-
tive function. But the increases of this parameter have 
unpredictable impacts on the cost function. Figure 3 
shows the changes of this parameter. 
 
Figure 3. Changes of PT 
 
5.3 Pareto frontier solutions 
Figure 4 illustrates the Pareto frontier solutions that 
consist 22 different points by the running of the algo-
rithm. As we see in the payoff table and in the chart, the 
best amount of cost function is 716.69($) when the sus-
tainable function is 0.60 (S.u). The best amount of sus-
tainable function is 0.27 (S.u), while the cost function is 
841.22($). The Pareto frontier solutions obtained by 
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running the augmented ε-constraint method and it takes 
157.29 seconds.  
 
In most cases, decision makers prefer to maximize their 
profits; therefore, they try to minimize the cost and con-
sider the best choice for their business. The silver lining 
is that by choosing the best cost, they will put their 
workers' health into a risky position, and it is possible to 
hurt them more than the usual way. Moreover, they have 
to obey laws that exist for human rights. In the working 
area, they have to consider an average point that mini-
mum costs and doesn't cross the rolls line that means 
having proper sustainability objective function. On the 
other hand, they can’t only focus on the best sustainabil-
ity function. In this problem, the point with 766 ($) and 
0.37 (S.u) can be a suitable choice for a decision-maker. 
6 CONCLUSION 
For the first time, in this paper, the process and 
production planning are considered in the RMS concept. 
Furthermore, to make the problem more realistic, all the 
sustainability issues, such as social, environmental, and 
economic are deemed. The problem has been formulated 
with two objective functions to minimize and solved 
using an adapted version of the ε-constraint method. For 
future works, new meta-heuristic algorithms or other 
heuristic approaches to solve the problem in a large 
number can be exciting. Furthermore, considering 
inventory management and maintenance can be useful 
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ABSTRACT: Modularity of Reconfigurable Manufacturing System (RMS) reduces the system complexity, both in 
design and evaluation of the system. In this paper we proposed a modular view of the system that considers a module 
regarding four aspects: physical, control logic, KPI and simulation model. The last two one allows an accurate 
diagnosis of the system in case of disturbances. Each module is evaluated and studied. Yet, the reconfiguration decision 
is made regarding the system level, thus, modules have to be aggregated. The lack of aggregation methods for 
simulation model and control logic, and the lack of aggregation functions for KPIs constitute the issue addressed by 
this paper. The aim of our study is to investigate the aggregation of these aspects of the modules in order to have 
accurate data at the system level for reconfiguration decision making. A case study in conducted to show how 
aggregation could be made. Far from proposing rigid models of aggregation, the aim of the paper is to provide 
opportunities of thinking about the notion of aggregation of simulation models, KPI and control logic within 
manufacturing context, especially within modular reconfigurable manufacturing system. 
 




Reconfigurable manufacturing systems (RMSs) are 
designed to produce “what is needed just when is need-
ed”. (Mehrabi et al., 2000). This is possible because the 
configuration chosen for the system at a given time 
matches with the needs that arise. A deep diagnosis of 
the system is often needed to clearly identify the recon-
figuration needs and to determine an appropriate recon-
figuration strategy (Capawa Fotsoh et al., 2020). This 
involves a deep knowledge about the manufacturing sys-
tem and a good analysis of the system performances 
through KPI (Maier-Speredelozzi and Hu, 2002). 
The diagnosis should reveal the level at which the 
reconfiguration might be carried: machine level or sys-
tem level for example (Capawa Fotsoh et al., 2020). 
Herein an analysis of the performances through KPIs at 
each level is required. This task is often difficult due to 
the complexity of the systems. One way to overcome this 
issue is to use modularity. (Lameche et al., 2017) states 
that modularity reduces the system complexity  and al-
lows the organization of the system in a set of distinct 
functional component that can be developed and studied 
independently. That is, the system is broken into number 
of subsystems each having its KPIs. As KPIs results 
from the behavior of the system, the analysis of the KPIs 
at a given time should take into account the control logic 
applied at that time. 
Once the diagnosis is done and the reconfiguration 
point identified, a new configuration is chosen. This con-
figuration has to be evaluated before its implementation. 
Simulation is widely used to address this issue. (Cardin 
and Castagna, 2006), (Lateef-Ur-rehman, 2013). Yet, 
building a simulation model of a complex system, is dif-
ficult. Nevertheless, the use of the system modularity 
could lead to a modular build of the simulation model. 
That is, each subsystem is faithfully represented by a 
simulation model, as it is in real life. This principle of 
modularity in simulation models has been widely applied 
during the last decades to easily evaluate manufacturing 
system (Hibino et al., 2002).  
Therefore, modularity is seen as an answer to the 
system complexity. It helps in a deep knowledge about 
the system and guide the reconfiguration strategy. As the 
reconfiguration decision is made regarding the system 
level, the evaluation of the results of each subsystem 
have to be considered at the system level. Thereby, arises 
the need to aggregate subsystem’s KPIs, simulation 
models and even control logic. This issue is the one ad-
dressed by this paper. Our target is to investigate the 
modularity of the system regarding the simulation mod-
el, control logic and KPI of the system, and to study the 
aggregation of the module in order to have accurate data 
at the system level for reconfiguration decision making. 
Far from proposing rigid models of aggregation, the aim 
of the paper is to provide opportunities of thinking about 
the notion of aggregation of simulation models, KPI and 
control logic within manufacturing context. Herein, the 
aim of the paper is to highlight the importance of aggre-
gation, especially within the process of reconfiguration 
decision making for modular manufacturing systems.  
The remainder of this article is as follow: section 2 
presents the modular vision of RMS, section 3 states the 
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aggregation problem and present the role of aggregation. 
Section 4 uses an illustrative example to present some 
ideas about aggregation methods. Finally section 5 dis-
cusses and concludes the paper.  
2 A MODULAR VISION OF RMS 
Modularity helps in reducing the system complexity. It 
concerns physical and logical aspect (Koren and 
Shpitalni, 2010), but also KPIs and even simulation 
model used to represent the system. A module is then 
considered as a system element with four aspects: physi-
cal, logical, KPIs and simulation. The aggregation of 
several modules constitute the system. Hence, choosing 
a new configuration will be choosing the modules that 
will be put together (aggregated) and define how the 
aggregation will be made. The highest module represents 
the system itself.  
The physical aspect of the module (PM) refers to 
tangible element in the real life. It could be a work-
station, operators, storage system, etc. It is managed by a 
control logic, and has related KPI and simulation model. 
Before implementing the PM in real life, its simulation 
model can be used for evaluation.  
The control aspect (CM) describes the behavior 
and manages the PM. It represents the intelligence of the 
PM. CM is faithfully replicate in the simulation aspect of 
the module, to ensure the correspondence between the 
real world and virtual word.  
The simulation aspect (SM) is the virtual represen-
tation of the module. It allows to evaluate modules as it 
would be in real life situation. Simulation aspect of the 
module gives an insight of the system in case of recon-
figuration process.  
The KPIs measure the performance of the module. 
Value could either be measured on the real system or 
simulated. It allows the diagnosis of the module, and 
triggers the reconfiguration decision. 
A representation of this module-based view of RMS 
is given on (Fig. 5). This module based view of the sys-
tem allow to reduce the system complexity regarding the 
design or even the evaluation of the configuration, thus 
ease the reconfiguration process. The remaining issue 
concerns the aggregation of the modules  
3 AGGREGATION: PROBLEM STATEMENT 
AND ROLE 
3.1 Problem statement 
To better understand the issue, let us consider the 
following example:  A manufacturing system made of 
two workstations M1 and M2. M1 behaves following the 
FIFO (First in First out) rule and its utilization rate is 
represented by the curve denoted M1 on Fig. 1. Whereas 
M2 follows a particular control logic, depending on the 
product and its utilization curve is denoted M2 on Fig. 1.  
In order to study the behavior of the system, the 
models of M1 and M2 are put together. It is therefore 
necessary to consider an aggregation function that will 
allow the system (upper level) to combine the different 
information from the lower levels (i.e from M1 and M2). 
For example, what would be the utilization rate to con-
sider? Fig. 2 gives an glimpse of possible answers. At the 
system level, solution 1 considers the utilization rate as 
the sum of M1 and M2. Solution 2 considers maximum 
(Max) between M1 and M2, and solution 3 the average 
between M1 and M2. 
 
Fig. 1: utilization rate shape per workstations 
 
 
Fig. 2: utilization rate shape for the system 
 
A simulation model of M1 is build, as well as for 
M2. Both faithfully represent the workstation and their 
behavior as it might be in real life situation, so that the 
study of the simulation model would help in reconfigura-
tion decision. While building the system simulation 
model, what would be the system behavior, i.e.  what 
would be the control logics at the system level? 
 
3.2 Role of aggregation  
Aggregation functions are usually defined and used 
to combine and resume several values into one, so that 
the end result of the aggregation takes into account, in a 
specified way, all the individual values. The notion of 
aggregation functions is widely used in statistics, eco-
nomics, finance or even informatics (information retriev-
al) (Moulahi, 2015), where aggregated values are often 
numerical or strings, as KPIs in manufacturing domain. 
The reconfiguration decision at the system level 
takes into account the KPIs of each the module within a 
configuration. Even though the module is evaluated in-
dividually, it contributes to the system's performance. 
Therefore, the aggregation function of KPIs is needed 
and should be chosen carefully. Many mathematical 
functions are used to address numerical aggregation is-
sue. Depending on the context and the purpose of the 
study, functions such as quadratic mean, minimum, max-
imum, standard deviation, etc. could be chosen 
(Bouyssou et al., 2006). As modules of the system have 
an impact on each other and exchange information. Ag-
gregating two modules results in determining what will 
be KPIs and the behavior of the system. That is to de-
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termine the control logic that will be applied at the sys-
tem level to manage several aggregated modules. Herein, 
the aggregation of control logic is required (Leitão, 
2004), as well as the aggregation of simulation model for 
a relevant evaluation of the system. 
 For simulation models, High Level Architecture 
(HLA) is a standard that promotes aggregation, interop-
erability between simulations, and aid the reuse of mod-
els in different context (IEEE 1516, 2000). More often, 
HLA is used when simulations use different several ac-
tivities: each activity is represented by a simulation 
model which is then connected and coordinated with 
other model. HLA has proposed standards to support the 
interoperability within simulation of a whole system that 
involved several manufacturing actives such as materials 
activity, production activity and even commercial-
marketing activity. Each activity often has its simulator, 
and the drawback that remains when applying the stand-
ards in real life is about combining models from differ-
ent simulators (Pedrielli et al., 2011). The literature re-
view conducted by (Thein, 2019) gives a great overview 
about previous works carried in this field. So far, the 
concept of HLA has been implemented for systems with 
different activities and simulations. The scope of this 
paper is limited on the production activity, where the 
simulation models of each sub model is built with the 
same simulator. Unlike HLA where the system will need 
a RTI (Run Time Infrastructure) to support information 
exchange between models, here the models belong to the 
same simulation software. It is therefore not necessary to 
transit information through a RTI. However, the differ-
ent models must be able to communicate in a consistent 
manner to ensure the consistency of the production sys-
tem model. Therefore, in addition to KPIs and control 
logic aggregation, simulation models have to be aggre-
gated (Fig. 3).  
 
 
Fig. 3: Role of the aggregation functions 
4 ILLUSTRATIVE EXAMPLE 
Let us consider a manufacturing line made of three 
workstations: M1, M2 and M3. The system manufac-
tures two types of product (P1 and P2) that both uses M1 
and M2 with different operational time here denoted 
time unit (tu). M3 is the same as M2.  M1 behaves in 
FIFO, M2 gives priority to product P1 and M3 to prod-
uct P2. There is a storage zone for M2 and M3. (Fig. 4). 
 
The modular decomposition of the line considers the 
following modules: Et (entry), M1, M2 M3, Ex (exit). 
Each has its simulation model, KPI and logical control. 
The system model is obtained by putting together the 
module models. The KPI of the system depend on the 
module’s KPI, and the behavior on a system level is 
added to manage control logic of each workstation. The 
following details the aggregation methods used for this 
example. FlexSim© is the simulation software used for 
this example. 
Table 1: operation time by product by workstation 
Product Operation 1on 
M1 
Operation 2 on 
M2 or M3 
P1 2 tu 5 tu 
P2 2 tu 10tu 
 
Fig. 4: system scheme 
 
4.1 Aggregation of simulation models and control 
logic 
For the aggregation of models, we propose to build 
simulation libraries. For each module, an object and the 
behavior describing the module are associated. The re-
sulting element is stored in a library, so that whenever 
the module is needed, it can be easily extracted from the 
library. Thus, to each module of the system, we will as-
sociate a virtual module that describes it. The construc-
tion of the simulation model of the system will then im-
port from the library all the modules we need. This saves 
time in the construction of the model, since the control 
logic relative to each module will already be associated 
to the module. For this example, Fig. 6 and Fig. 8 show 
the elements of the library created and the logic associat-
ed with each module. 
Yet, the issue remains the communication between 
the elements of the library. To make them work together, 
a control logic that will trigger and manage the system is 
needed. We find here the notion of aggregations for the 
control logics. To manage the system very often the con-
trol logic at the system level is obtained by assigning 
priority order to the decisions taken by the different 
modules at specific times (Barbosa et al., 2015). These 
priorities can change over time, or remain fixed.  They 
are very often logics of the type {if, … else}. 
In our case, the module models are retrieved from 
the library and a coordination logic is added. This logic 
may be stored in a library or not. It can be derived from 
priority rules as shown in this example. The priority or-
der between M2 and M3 is manage by a system logic 
that switches between satisfying control logic of M2 and 
M3 or impose a new rule in order to avoid the system 
from stuck. In order words the logic at the system level 
is the following:  
When workstations are available (i.e idle or there is a 
place in the storage), follow the priority of M2 and M3 
(i.e send P1 on M2 and P2 on M3).  
If M2(3) is busy (i.e its storage full) ask for the availa-
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bility of M3(2). If M3(2) is available, send products (P1 
and P2) on M3 (2), else, stop production on M1, till a 
workstation become available.  
This rule is described by   the logic on (Fig. 7).  It is 
important to notice that, the logic both of the modules 
and the system, is built independently of the “object” 
representing the physical aspect. Thus we can easily add 
a new workstation (eg. Workstation type 1) to the system 
without deep changes. In other words, adding a new 
workstation means to add an object workstation from the 
library and associate the appropriate logic (the one de-
scribing the type 1 workstations), then add the behavior 
of the new workstation the system control.  
The simulation model aggregation is possible with 
the use of a library, and the control logic aggregation, by 
defining an upper control that uses the lower control in 
addition to a priority rule.  
 
4.2 Aggregation of KPI 
Many KPI could be used for a system evaluation. (ISO 
22400, 2014) described a set of KPI for manufacturing 
context. (Zhu et al., 2018) proposed a framework to or-
ganizing KPI regarding three types : measurement, 
equipment and process. For our example, we choose to 
study aggregation of one KPI from each section: Work 
In Progress (WIP) for measurement, utilization rate (U) 
for equipment and Throughput (T) for process.  
 Simulated valued for modules are given in Table 2.  
4.2.1  Aggregation of WIP 
At the system level, the WIP is considered as the sum of 
the WIP of each workstation. Of course the workstations 







ɛwip represents the products located on the transportation 
equipment between two successive work stations. If the 
two workstations follow each other (without transport 
agent) then ɛwip is zero. In some applications ɛwip can be 
neglected. However, for a complete analysis and evalua-
tion at system level, it is better to take it into account. 
The use of this aggregation function allows us to deter-
mine the system WIP, and thus to evaluate the perfor-
mance of the configuration.  A reconfiguration decision 
could aim at reducing the system WIP. 
4.2.2 Aggregation of Utilization rate 
The simulation shows that M2 and M3 are almost com-
pletely used; whereas, M1 is still available up to 40%. 
The utilization rate of the system should integrate this 
two data. More often, the utilization rate at the system 
level is calculated by using the arithmetic mean of work-
station. This could be explained by the fact that work-
stations are often the most requested in the system.   In 
this study we realize that the result obtained by just con-
sidering the workstation gives a glimpse, but not a very 
representative state of the system. Hence, we propose to 
considered the utilization rate of other modules such as 
transportation, storage. The aggregation will be made as 





4.2.3 Aggregation of Throughput   
The throughput represents the average number of prod-
ucts that can be manufactured per hour. The simulation 
for our example shows that, M1 has a higher throughput 
than M2 and M3. This can be explained by the fact that, 
the product coming from M1 are split between M2 and 
M3 for final operations. Thus, at the system level, the 
throughput will depend both on the throughput of M1 
and on the sum of the throughput of the workstations that 
perform the last operation of the task list (M2 and M3).  
The throughput at the system level is then obtained by 
considering the minimum between these two:  
 
(5) 
5 DISCUSSION AND CONCLUSION 
The aggregation method for simulation and control logic 
models is implemented by using libraries containing 
representations of each module of the system. The con-
struction of a new configuration consists of importing 
the necessary objects from the library, associating the 
necessary control logic to them, and finally, defining the 
logic to be applied to the whole system, according to the 
needs and objectives of the configuration. With the 
modular construction of the simulation model, the prop-
osition of a new configuration can be easily tested and 
evaluated. This significantly reduces the time required to 
build the simulation model. Nevertheless, the concept of 
the simulation library remains a solution that can be 
adapted to various manufacturing contexts, as long as the 
system is modular.  
About KPIs, their analysis allows an in-depth diagnosis 
of the system and allow to determine the causes of pos-
sible disturbances. For our example, we used simulation 
to obtain KPIs of each module, nevertheless, these val-
ued could be measured on the real system. KPIs can lead 
to the identification of a bottleneck station in the system 
and thus lead to a reconfiguration decision. E.g. The sys-
tem is too much busy because M3 is full (U =99%) and 
its Storage always full (WIP=10), means that M3 is a 
bottleneck. A reconfiguration decision could be to dupli-
cate M3. As the system and the KPIs are modular, it is 
easier to identify the origin of the problems and to pro-
vide a targeted solution. However, the KPI aggregation 
functions proposed here remain  
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Fig. 6: Library of modules 
 
 
Fig. 7: control logic that manages the system 
 
Fig. 8: control logic with attached workstations 
 
Table 2: Modular analysis of KPIs 
 Machine level System level 
 ET M1 M2 M3 Ex Configuration 
(aggregation) 
U(%) 99.79 53.55 99.86 99.92 99.85 90.6 
T 966 965 507 454 960 960 
WIP -- 9 10 10 -- 29 
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specific to the example. But, they can be extended to 
similar systems (i.e. modular), or inspire the definition of 
aggregation functions for other modular systems. 
Aggregation is important for a relevant analysis and 
evaluation of the system, and the notion of modularity 
helps by reducing the complexity and guiding to a rele-
vant diagnosis of the system. Yet, modularity could be a 
source of complexity in the analysis if the relationships 
between modules are not well defined. As production 
contexts are very different, it is very difficult to general-
ize aggregation functions. But the idea of building simu-
lation libraries and control logics already allows a step 
forward in the application of modularity. The construc-
tion of new configurations by module aggregation is 
similar to the formation of holarchies in holonic systems 
(Chacón et al., 2012) and to the modular construction of 
digital twins (Redelinghuys et al., 2019).  The notion of 
aggregation proposed here can thus be used to feed some 
discussion concerning the issue about aggregating data 
and models within holonic system or digital twins.  
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RÉSUMÉ : Dans cet article, nous considérons le problème d’ordonnancement de projet à compétences
multiples connu dans la littérature sous l’abréviation MSPSP (multi-skill project scheduling problem). Nous
proposons une nouvelle variante de ce problème en intégrant le concept original de préemption partielle. Il
s’agit d’une version de la préemption où seul un sous-ensemble de ressources est libéré pendant les périodes
de préemption, au croisement donc des cas considérés dans les versions préemptives (toutes les ressources
sont libérées pendant les périodes de préemption) et non-préemptives (pas d’interruption des activités).
Le problème d’ordonnancement de projet à compétences multiples avec préemption partielle qui en résulte,
appelé MSPSP-PP, est modélisé mathématiquement par différentes formulations en programmation linéaire en
nombres entiers. Des études théoriques et expérimentales permettent d’évaluer les performances respectives des
formulations proposées.
MOTS-CLÉS : recherche opérationnelle, ordonnancement de projet, multi-compétence, préemption par-
tielle, programmation linéaire en nombres entiers.
1 INTRODUCTION
Les problèmes d’ordonnancement préemptif sup-
posent que toutes les ressources sont libérées pendant
les périodes de préemption et qu’elles peuvent être
utilisées pour d’autres activités. Cependant, dans cer-
tains cas, les contraintes exigent qu’un sous-ensemble
de ressources restent affectées à l’activité lorsque
celle-ci a été interrompue, pour des questions de sé-
curité par exemple. Supposons que l’on doive exécu-
ter une activité expérimentale qui nécessite une at-
mosphère inerte pour son exécution. En pratique, on
peut arrêter cette activité et permettre aux techni-
ciens et à une partie des équipements d’être utilisés
pour d’autres activités. Cependant, des contraintes de
sécurité et de fonctionnement peuvent nous obliger
à préserver l’atmosphère inerte même lorsque l’acti-
vité est suspendue. En d’autres termes, on ne peut
pas libérer les équipements qui assurent l’atmosphère
inerte pendant les périodes de préemption. Les mo-
dèles traditionnels de calendrier de préemption ne
peuvent pas représenter ce comportement puisqu’ils
supposent que toutes les ressources sont libérées pen-
dant les périodes de préemption. Jusqu’à présent, la
seule façon de modéliser ce type d’activité, tout en
respectant les exigences de sécurité, était de la décla-
rer “non-préemptive”. Cependant, cette décision peut
augmenter la durée du projet, en particulier lorsque
les activités ont des fenêtres temporelles restrictives
et que disponibilité et capacité des ressources varient
dans le temps. Nous appelons préemption partielle la
possibilité de ne libérer qu’un sous-ensemble de res-
sources pendant les périodes de préemption d’une ac-
tivité.
Nous nous intéressons ici au problème d’ordonnance-
ment de projet multi-compétence (multi-skill project
scheduling problem ou MSPSP) (Néron, 2002), (Bel-
lenguez et Néron, 2008), (Montoya et al., 2015). Nous
présentons dans cet article une nouvelle variante du
MSPSP qui utilise le concept de préemption partielle.
Cette variante, appelée problème d’ordonnancement
de projet multi-compétence avec préemption partielle
(MSPSP-PP), n’a pas, à notre connaissance, été étu-
diée par d’autres auteurs dans la littérature scien-
tifique (Hartman et Briskorn, 2010), (Orji et Wei,
2013).
Dans le MSPSP-PP, si une activité est interrompue,
un sous-ensemble de ressources est libéré pendant que
le sous-ensemble complémentaire reste associé à l’acti-
vité. L’ensemble I d’activités peut être classé en trois
types selon la possibilité de libérer les ressources pen-
dant les périodes de préemption : 1) les activités non-
préemptives (NP ), si aucune des ressources ne peut
être libérée ; 2) les activités partiellement préemptives
(PP ), si un sous-ensemble de ressources peut être li-
béré ; et 3) les activités préemptives (P ), si toutes les
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Activité Durée (Compétence requise, (Ressource requise, Date Date de Type
Quantité) Quantité) échue disponibilité
A1 4 (c1, 1) (M1, 1) – – P
A2 2 (c3, 1), (c4, 1) (M1, 1) 5 3 NP
A3 4 (c2, 1) (M1, 1) – – PP
(M1 ne doit pas
être libérée)
Technicien Compétences mâıtrisées Ressource Capacité
tech1 {c1, c3} M1 2
tech2 {c2, c4}
Tableau 1 – Exemple d’instance de problème d’ordonnancement de projet multi-compétence partiellement pré-
emptif (MSPSP-PP)














Figure 1 – Solution admissible de l’instance du tableau 1
ressources peuvent être libérées.
Motivés par une application réelle (Polo Mej́ıa et al.,
2019b), notre objectif au niveau de l’ordonnancement
est essentiellement de réaliser toutes les tâches dans
la limite d’un horizon imposé, en respectant toutes
les contraintes, notamment celles propres au MSPSP
liées aux compétences des techniciens. Cela justifie la
considération d’une fonction objectif de minimisation
de la durée totale du projet (makespan Cmax), qui
permet de réaliser toutes les tâches au plus tôt en
maximisant naturellement l’utilisation des ressources.
Trouver une solution consiste à déterminer les pé-
riodes pendant lesquelles chaque activité est exécu-
tée et quelles ressources exécuteront l’activité dans
chaque période, tout en respectant la capacité des
ressources et les caractéristiques des activités. Les
ressources considérées sont renouvelables et à ca-
pacité limitée. Il peut s’agir de ressources mono-
valentes (à compétence unique) cumulatives (ma-
chines ou équipements) ou de ressources polyvalentes
(multi-compétences) disjonctives (techniciens) mâı-
trisant plusieurs compétences. Les ressources poly-
valentes peuvent répondre à plus d’une exigence de
compétence par activité et peuvent l’exécuter partiel-
lement (sauf pour les activités non-préemptives où les
techniciens doivent exécuter l’activité entière). Dans
notre étude, la préemption partielle ne concerne que
les ressources monovalentes (ensemble K). Plus pré-
cisément si une activité est soumise à la préemption
partielle, alors c’est la ressource monovalente qu’elle
utilise qui ne peut être libérée.
Une activité i est définie par sa durée Di, ses relations
de précédence (i, l) ∈ E, son besoin Bri,k d’une res-
source k ∈ K disponible en quantité DRk,t en période
t, son besoin Bci,c d’une compétence c ∈ C, le nombre
minimum de techniciens nécessaires pour l’exécuter
Nti et le sous-ensemble de ressources préemptives.
Les activités peuvent avoir ou non une date de dis-
ponibilité ri et une date d’échéance di (périodes). Le
tableau 1 et la figure 1 illustrent un exemple d’une
instance MSPSP-PP et une solution possible.
La complexité du MSPSP-PP peut être établie en uti-
lisant le RCPSP (Resource-Constrained Project Sche-
duling Problem) classique comme point de départ. A
565
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc
chaque instance du RCPSP, nous pouvons faire cor-
respondre une instance du MSPSP-PP, où toutes les
ressources sont monovalentes et aucune d’elles ne peut
être préemptée. Ainsi, nous pouvons définir le RCPSP
comme un cas particulier du MSPSP-PP. Etant donné
la forte NP-difficulté démontrée du RCPSP (Blaze-
wicz et al., 1983), nous pouvons donc en déduire que
le MSPSP-PP est également NP-difficile au sens fort.
Dans la suite, nous présentons cinq formulations du
MSPSP-PP utilisant la programmation linéaire en
nombres entiers (PLNE) et nous étudions leurs per-
formances respectives par des comparaisons théo-
riques et expérimentales.
2 FORMULATIONS MATHEMATIQUES
Nous présentons dans ce paragraphe quatre formu-
lations du MSPSP-PP indexées par le temps sur un
horizon discrétisé H.
Ces formulations généralisent celles déjà proposées
dans (Polo Mej́ıa et al., 2018), (Polo Mej́ıa et al.,
2019b) et de nouvelles comparaisons théoriques et ex-
périmentales sont présentées par rapport à ces précé-
dents travaux. Tous les modèles sont basés sur des
variables binaires on/off Yi,t indiquant si une activité
i est en cours pendant la période t, des variables bi-
naires on/off Oj,i,t pour un technicien j ∈ J affecté
à une activité i ∈ I pendant la période t ∈ H, des
variables binaires Sj,i pour un technicien j affecté à
une activité non-préemptive i (tout technicien affecté
à une activité non-préemptive doit y rester affecté
jusqu’à ce que l’activité soit terminée). Pour toute
activité partiellement préemptive i, une variable bi-
naire on/off Ppi,t indique si l’activité i est préemptée
dans la période t.
2.1 Modèle MSPP1
Pour le premier type de modèle, nous utilisons une
variable binaire de type “step”Zi,t qui précise si l’ac-
tivité partiellement préemptive ou non-préemptive i
commence en période t ou avant, et une variable bi-
naire du même type Wi,t pour une activité partielle-
ment préemptive ou non-préemptive i se terminant en
période t ou après. La première formulation (nommée
MSPP1a) s’écrit comme décrit au tableau 2.
L’expression (1) correspond à la fonction objec-
tif de minimisation du makespan du projet. Les
contraintes (2) assurent la satisfaction des besoins en
ressources pendant les périodes d’exécution (Yi,t = 1)
et aussi la satisfaction des besoins en ressources non-
préemptives (PRi,k = 1) pendant les périodes de
préemption (Ppi,t = 1). Les contraintes (3) garan-
tissent le respect de la disponibilité des techniciens,
et la contrainte disjonctive ; DOj,t = 1 si le techni-
cien j est disponible en période t. Avec les contraintes
(4) et (5), nous garantissons que les besoins en res-
sources, compétences et nombre minimal de techni-
ciens sont satisfaits pendant les périodes d’exécution ;
COj,c = 1 si le technicien j mâıtrise la compétence
c. Les contraintes (6) imposent que chaque activité
s’exécute durant toute sa durée et dans sa fenêtre
temporelle. Les contraintes de précédence sont indi-
quées dans (7). Ces contraintes expriment le fait que,
dans tous les cas, la somme des parties de i en exécu-
tion à partir de t ne peut excéder la quantité Di ; de
plus, si l est en exécution en période t, l’activité i, qui
doit précéder l’activité l, ne peut pas être en exécu-
tion sur toute période à partir de t. Les contraintes (8)
obligent la variable binaire auxiliaire Zi,t à être égale
à 1 pour toutes les périodes à partir de la date de
début de l’activité. Les contraintes (9), en revanche,
forcent la variable binaire auxiliaire Wi,t à être égale
à 1 pour toutes les périodes jusqu’à la date d’achève-
ment de l’activité. Grâce aux contraintes (10), nous
déterminons les périodes pendant lesquelles une ac-
tivité partiellement préemptive a été préemptée (ou
non). Ces contraintes stipulent que les activités dans
leur intervalle d’exécution (Zi,t = 1 etWi,t = 1 simul-
tanément) doivent être soit en exécution (Yi,t = 1)
soit préemptées (Ppi,t = 1). Les contraintes (11) ga-
rantissent que les activités non-préemptives ne sont
pas interrompues. Les contraintes (12) et (13) sti-
pulent que tous les techniciens affectés à une activité
non-préemptive doivent l’exécuter jusqu’à son terme.
Enfin, les contraintes (14) expriment la durée totale
du projet.
Grâce aux variables Wi,t et Zi,t, nous pouvons aussi
utiliser une version désagrégée des contraintes de pré-
cédence (7) :
Zl,t +Wi,t ≤ 1 ∀(i, l) ∈ E, ∀t ∈ H (15)
Le modèle où les contraintes (7) sont remplacées par
les contraintes (15) est appelé MSPP1b.
2.2 Modèle MSPP2
Nous proposons également deux modèles mixtes
continu/discret (MSPP2a et MSPP2b), en rempla-
çant les variables binaires Wi,t et Zi,t par des va-
riables à temps continu Gi et Fi représentant respec-
tivement les dates de début et de fin de l’activité i.
Nous remplaçons ainsi les contraintes (7–11) du mo-
dèle MSPP1a par les contraintes (16–21) ci-après :
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⎠ ∗Bri,k ≤ DRk,t ∀k ∈ K, ∀t ∈ H (2)
∑
i∈I




(Oj,i,t ∗ COj,c) ∀i ∈ I, ∀c ∈ C, ∀t ∈ H (4)
∑
j∈J
Oj,i,t ≥ Yi,t ∗Nti ∀i ∈ I, ∀t ∈ H (5)
min(di,|H|)∑
t=max(1,ri)
Yi,t ≥ Di ∀i ∈ I (6)
Di ∗ (1− Yl,t) ≥
H∑
t′=t
Yi,t′ ∀(i, l) ∈ E, ∀t ∈ H (7)
Zi,t ≥ Yi,t′ ∀i /∈ P , ∀t ∈ H, ∀t′ ≤ t (8)
Wi,t ≥ Yi,t′ ∀i /∈ P , ∀t ∈ H, ∀t′ ≥ t (9)
Ppi,t = Zi,t +Wi,t − Yi,t − 1 ∀i ∈ PP , ∀t ∈ H (10)
Zi,t +Wi,t − Yi,t = 1 ∀i ∈ NP, ∀t ∈ H (11)
Oj,i,t ≥ Sj,i + Yi,t − 1 ∀i ∈ NP, ∀j ∈ J, ∀t ∈ H (12)
Oj,i,t ≤ Sj,i ∀i ∈ NP, ∀j ∈ J, ∀t ∈ H (13)
Cmax ≥ t ∗ Yi,t ∀i ∈ I, ∀t ∈ H (14)
Tableau 2 – Modèle MSPP1a
Fi + 1 ≤ Gl ∀(i, l) ∈ E (16)
Ppi,t ≤ 1− Yi,t ∀i ∈ PP , ∀t ∈ H (17)




Ppi,t ∀i ∈ PP (18)
Fi −Gi + 1 ≤ Di ∀i ∈ NP (19)
Fi ≥ t ∗ Yi,t ∀i ∈ I, ∀t ∈ H (20)
Gi ≤ t ∗ Yi,t
+(1− Yi,t) ∗ |H| ∀i ∈ I (21)
Les relations de précédence sont données par les
contraintes (16). Les contraintes (17) indiquent que
Ppi,t doit être égale à zéro si l’activité i est en exé-
cution en période t. Les contraintes (18) font en sorte
que Ppi,t prenne la valeur 1 pour les périodes où l’ac-
tivité i a été préemptée. Les contraintes (19) garan-
tissent que les activités de NP ne sont pas préemp-
tées. La date de fin de chaque activité est calculée
grâce aux contraintes (20). Enfin, les contraintes (21)
donnent la date de début de chaque activité.
Il reste à exprimer le fait que les variables de préemp-
tion partielle Ppi,t doivent être égales à 0 en dehors
de l’intervalle d’exécution de i. Nous utilisons, soit les












∀i ∈ PP , ∀t ∈ H (22)
soit les contraintes (23) utilisant les variables F et G
(MSPP2b) :
Fi ≥ t ∗ Ppi,t
Gi ≤ t ∗ Ppi,t − (1− Ppi,t) ∗ |H|
}
∀i ∈ PP , ∀t ∈ H
(23)
Dans la suite (paragraphes 3 et 4), nous comparons les
formulations PLNE proposées en termes de qualité de
borne obtenue par relaxation linéaire et de résultats
expérimentaux sur des instances de problèmes.
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3 COMPARAISON THEORIQUE DES FORMU-
LATIONS
En utilisant les expressions de Gi et Fi, nous pouvons
montrer que les contraintes du modèle MSPP2 sont
toutes couvertes par les contraintes du modèle
MSPP1.
Théorème 1. Le modèle MSPP1 domine le modèle
MSPP2.
Démonstration. Nous opérons la transformation sui-
vante (en rappelant que Gi et Fi correspondent res-
pectivement aux dates de début et de fin de l’acti-
vité i) :
Gi = |H| −
∑
t∈H




Nous montrons dans la suite que les contraintes du
modèle MSPP2 impliquant les variables Fi sont cou-
vertes par les contraintes du modèle MSPP1 sur le-
quel nous avons effectué la transformation (nous nous
restreignons aux activités dans PP sans perte de gé-
néralité) en inscrivant les valeurs des variables bi-
naires dans l’intervalle continu [0, 1].
En lien avec les contraintes (18), on a :




t=1 Zi,t − |H|
que l’on peut simplifier, par l’expression (10), en :








En lien avec les contraintes (16), on a :












qui est une conséquence des contraintes de précé-
dence (15).
En utilisant les contraintes (9) et Fi =
∑|H|
t=1Wi,t,
nous arrivons également aux contraintes (20).
Les contraintes (21) sont impliquées par les
contraintes (9) et Gi = |H| −
∑|H|
t=1 Zi,t + 1.
Le modèle MSPP1 est donc au moins aussi bon que
le modèle MSPP2. De plus, comme les résultats expé-
rimentaux (cf. paragraphe 4) montrent qu’il y a des
cas où le modèle MSPP1 a une relaxation linéaire
strictement meilleure que le modèle MSPP2, nous en
déduisons que le modèle MSPP1 domine le modèle
MSPP2.
La dominance du modèle MSSP1 sur le modèle
MSPP2 étant faite, nous avons également tenté d’éta-
blir une relation d’ordre entre les modèles MSPP1a
et MSPP1b. Nous n’avons pas pu prouver de rela-
tion de dominance théorique entre ces modèles. En
outre, les résultats expérimentaux montrent que tan-
tôt certaines bornes obtenues par relaxation du mo-
dèle MSPP1a sont meilleures que celles obtenues par
relaxation du modèle MSPP1b, tantôt le contraire
(sur 200 instances générées, les résultats sont en fa-
veur de MSPP1a pour 45 instances, en faveur de
MSPP1b pour 6 instances, les résultats étant iden-
tiques pour le reste des 149 instances pour les deux
formulations). Ceci justifie la proposition du modèle
MSPP1c intégrant les deux types de formulation des
contraintes de précédence (7) et (15), qui assure de
toujours trouver la meilleure borne de relaxation.
4 RESULTATS EXPERIMENTAUX
Pour les campagnes d’expérimentation, nous avons
utilisé un ordinateur équipé d’un processeur Intel
Xeon E5-2695 à 2,3 GHz fonctionnant sous Ubuntu
16.04. Nous utilisons le solveur IBM ILOG CPLEX
12.7 en utilisant la configuration par défaut et en li-
mitant le nombre de threads utilisés par les solveurs à
8. Le temps de calcul a été limité à 10 minutes. Nous
avons généré quatre ensembles, chacun de 50 ins-
tances, en faisant varier aléatoirement la proportion
de type de préemption dans l’instance (tableau 3).
Toutes les instances ont 30 activités d’une durée com-
prise entre 5 et 10 unités de temps, jusqu’à 15 com-
pétences, 8 ressources cumulatives, 8 techniciens (res-
sources polyvalentes) répartis en deux équipes, 20%
des activités ont des fenêtres de temps, une densité
faible de relations de précédence, et un makespan op-
timal moyen Cmax compris entre 70 et 90 unités de
temps.
Données A1 B1 C1 D1
NP 10% 10% 80% 33.3%
PP 10% 80% 10% 33.3%
P 80% 10% 10% 33.3%
Tableau 3 – Distribution des types de préemption
pour les instances du MSPSP-PP
Nous commençons par tester les performances des dif-
férentes variantes du modèle MSPP1. Comme les for-
mulations indexées par le temps nécessitent une pre-
mière estimation de l’horizon de planification, nous
avons tout d’abord testé les formulations en utili-
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sant la somme des durées d’activité comme horizon de
planification. Pour améliorer les performances, nous
avons ensuite bénéficié de l’option de démarrage à
chaud (“warm start”) de CPLEX en utilisant une
première solution obtenue par un algorithme glouton
(Polo Mej́ıa et al., 2019a). Le tableau 4 présente le
nombre de cas pour lesquels l’optimalité a été prou-
vée, le temps moyen nécessaire pour prouver l’opti-
malité et l’écart moyen d’optimalité (distance entre
la solution optimale ou la meilleure borne inférieure
connue et la solution obtenue) pour chaque configura-
tion du modèle MSPP1. D’après ces résultats, on peut
conclure que l’utilisation simultanée des contraintes
(7) et (15) (modèle MSPP1c) n’améliore pas les per-
formances en pratique de la formulation MSPP1. En
fait, elle peut même avoir un impact négatif puis-
qu’elle réduit le nombre de cas pour lesquels l’opti-
malité a été prouvée. Les configurations MSPP1a et
MSPP1b ont un comportement similaire, et les tests
statistiques ne permettent pas de dégager une diffé-
rence sur le temps moyen pour obtenir l’optimalité
ou sur l’écart à l’optimum. Toutes les formulations
du modèle MSPP1 sont plus performantes lorsque
la proportion d’activités préemptives est élevée (don-
nées A1). Cette performance diminue lorsque la pro-
portion diminue, obtenant les plus mauvais résultats
pour les données C1.
Une analyse similaire a été effectuée pour tester les
deux formulations du modèle MSPP2. Là encore, in-
utile de se passer de la possibilité d’un démarrage
à chaud qui améliore les performances à tous les
niveaux. Le tableau 5 présente les résultats pour
les deux configurations avec “warm start”. Comme
pour le modèle MSPP1, les performances du mo-
dèle MSPP2 s’amoindrissent avec l’augmentation du
nombre d’activités non-préemptives. Rien ne permet
réellement de conclure qu’une formulation domine
l’autre. Toutefois, pour les données A1 (forte pro-
portion d’activités préemptives), on peut dire que
la configuration MSPP2b est plus rapide, et permet
d’obtenir un écart moyen à l’optimum plus faible.
Pour tous les autres jeux de données, les performances
semblent être statistiquement égales.
Si nous comparons les résultats des meilleures for-
mulations du modèle MSPP1 et du modèle MSPP2,
nous pouvons conclure que le modèle MSPP1b est
capable de prouver l’optimalité pour un plus grand
nombre d’instances, et de donner un écart moyen plus
faible pour tous les ensembles d’instances. Cependant,
le modèle MSPP2b semble être plus rapide pour les
cas des jeux d’instances A1 (nombre d’activités pré-
emptives élevé). Pour une forte proportion d’activités
non-préemptives, les deux modèles peinent à prouver
l’optimalité. Ces résultats confirment qu’une formu-
lation théoriquement plus forte n’implique pas néces-
sairement de meilleures performances en pratique.
5 CONCLUSION
Nous proposons dans cet article différentes formula-
tions mathématiques de programmation linéaire en
nombres entiers pour le problème d’ordonnancement
de projet multi-compétence avec préemption par-
tielle. Les formulations proposées sont comparées de
manière théorique et expérimentale. Ces formulations
obtiennent de meilleurs résultats que celle proposée
par Maghsoudlou et al. (2019) pour le cas préemptif.
Notons aussi que des approches de programmation
par contraintes (Polo Mej́ıa et al., 2018), (Polo Mej́ıa
et al., 2019b) dominent la meilleure formulation de
PLNE sur les instances fortement non-préemptives,
alors que les formulations de PLNE sont supérieures
sur les instances préemptives. La conception d’une
méthode exacte hybride serait ainsi une suite possible
à ces recherches, ainsi que des analyses polyédrales
poussées pour le RCPSP (partiellement) préemptif.
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RÉSUMÉ : Dans cette étude, la simulation à évènements discrets est utilisée afin d’analyser l’impact du nombre de 
tisserands sur les temps d’arrêt des machines et sur les retards de production. Les tisserands sont responsables de 
finaliser les mises en course, lancer les tâches de production et réparer les bris simples au niveau du tissu qui surviennent 
pendant la production. Le métier s’arrête automatiquement lors du bris, mais l’opérateur doit faire une brève intervention 
pour relancer la production. Puisque chaque opérateur doit s’occuper de plusieurs métiers à tisser à la fois, il arrive que 
plusieurs des bris surviennent en même temps et donc que le métier soit arrêté pour une période plus longue que 
nécessaire. Ce délai d’attente (temps d’arrêt), réduisant du même coup le taux d’utilisation de la machine, a un impact 
indéniable sur la productivité. Il a notamment été montré que même si le taux d’utilisation des tisserands pouvait 
apparaitre bas, réduire le nombre de tisserands pouvait amener à une augmentation majeure de ce temps d’arrêt et donc 
dégrader fortement la productivité de la salle de tissage. 
 
MOTS-CLES : Simulation, salle de tissage, temps d’arrêt, interférence des équipements 
 
1 INTRODUCTION 
La production de textile est un processus à la fois simple, 
et complexe. D’un côté, le processus de tissage mécanisé 
est connu depuis le milieu du 18e siècle et les principes de 
base demeurent toujours les mêmes, soit l’entrecroise-
ment de fils de chaine et de fils de trame. D’un autre côté, 
la cadence de production élevée et le grand nombre de 
produits fabriqués rendent les opérations de planification 
et de production complexes. Aujourd’hui, la production 
de textile au Canada compte plus de 1000 entreprises, 
principalement concentrées dans les provinces du Québec 
et de l’Ontario. En 2015, la production de textile s’élevait 
à quelque 3,9 milliards de dollars, employant plus de 17 
600 personnes (Industrie Canada, www.ic.gc.ca).  
 
Depuis la mondialisation et les accords commerciaux in-
ternationaux, l’industrie canadienne s’est restructurée et 
s’est tournée vers des produits de niches, en misant sur la 
rapidité d’exécution, l’adaptabilité et l’amélioration des 
processus. Les produits textiles à usage commercial repré-
sentent une de ces niches, en visant la production de pro-
duits résistants pour l’industrie commerciale, l’hôtellerie, 
la restauration et les services de santé. Les fabricants de 
textiles commerciaux, par exemple, offrent à leur client 
des produits standards qu’ils doivent garder en stock et 
livrer immédiatement selon la demande (make-to-stock) et 
des produits sur mesure (make-to-order) avec un certain 
délai de livraison. La planification de la production doit 
intégrer les deux types de produits en estimant les besoins 
en produits standards et en estimant les besoins de matière 
première pour les produits sur mesure, la matière première 
ayant un long délai de livraison. 
 
Les étapes pour la production de textiles à usage commer-
cial sont les suivantes : l’ourdissage, le tissage, la finition 
à sec, la teinture, l’inspection, l’emballage et l’expédition. 
Certains textiles ne passent pas par l’étape de finition à 
sec, alors que d’autres ne passent pas par la teinture, selon 
le type de textile.  
 
L’étape la plus importante, la plus coûteuse et la plus 
longue est celle du tissage. Une usine de production de 
textile à usage commercial peut compter sur un grand 
nombre de métiers à tisser pour l’étape du tissage, de 
l’ordre d’une centaine. C’est l’étape qui limite habituelle-
ment la capacité de production de l’usine (étape goulot). 
Généralement, une usine cherchera à maximiser le taux 
d’utilisation de ses métiers à tisser, pour maximiser sa ca-
pacité de production. Par contre, par souci de contrôle de 
ses coûts et en contexte de pénurie de main-d’œuvre, on 
emploie généralement peu d’employés pour l’opération 
des métiers à tisser. Ces employés sont responsables de 
finaliser les mises en course, lancer les tâches de produc-
tion et réparer les bris simples au niveau du tissu (ex. bris 
de fil de chaine) survenant pendant la production. Le mé-
tier s’arrête automatiquement lors du bris, mais l’opéra-
teur doit faire une brève intervention pour relancer la pro-
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duction. Puisque chaque opérateur doit s’occuper de plu-
sieurs métiers à tisser à la fois (pour un ratio variant de 5 
à une vingtaine de métiers par opérateur) il arrive que plu-
sieurs des bris surviennent en même temps et donc que le 
métier soit arrêté pour une période plus longue que néces-
saire. Ce délai d’attente (temps d’arrêt), réduisant du 
même coup son taux d’utilisation et a un impact indé-
niable sur la productivité. C’est ce qui s’appelle l’interfé-
rence des équipements (machine interference en anglais) 
(Stecke & Aranson, 1985).  
 
La productivité de l’usine dépendra donc de différents 
facteurs tels que les temps de mise en course, les taux de 
panne, les taux de bris des fils de trame et des fils de 
chaine, du temps de réparation par les opérateurs, mais 
aussi le temps d’attente avant que l’opérateur se rende à 
la machine.  
 
Dans un contexte d’amélioration des processus, il est per-
tinent de s’interroger quant à la pertinence de différents 
scénarios d’utilisation des opérateurs (appelés ici tisse-
rands) en charge des métiers à tisser. En regard à leur 
nombre et leur positionnement dans l’usine, il est possible 
de simuler des plans de production réalistes, des taux de 
bris simples et la finalisation des mises en course, de fa-
çon à comparer le temps d’arrêt des métiers à tisser qui 
impacte la production globale de l’usine. 
 
Dans cette étude, la simulation à évènements discrets est 
utilisée. La revue de littérature (Section 2) couvrira l’in-
terférence des machines et l’optimisation des opérations 
de tissage par la simulation. Par la suite (Section 3), la 
méthodologie utilisée sera décrite, incluant la collecte de 
données, le développement du modèle et la validation de 
ce modèle. La section 4 présentera les expérimentations 
ainsi que l’analyse des résultats des différentes simula-
tions, suivi d’une conclusion. 
2 REVUE DE LITTÉRATURE 
L’interférence des équipements est un concept étudié de-
puis de nombreuses années. Il s’agit de l’attente indési-
rable et non nécessaire d’un équipement de production 
causée par l’assignation d’un (ou plusieurs) opérateur à 
plusieurs équipements (Stecke & Aranson, 1985). Cette 
situation d’attente se produit lorsque les demandes de ser-
vice ne sont pas synchronisées ou planifiée : elles arrivent 
aléatoirement. Le problème pourrait se régler en assignant 
un seul équipement par opérateur, mais alors, il en résul-
terait des coûts salariaux trop importants et des opérateurs 
avec des très faibles taux d’utilisation. À l’opposé, trop 
peu d’opérateurs (par exemple, un seul) entrainerait alors 
un très grand nombre d’équipements en attente de service, 
diminuant drastiquement le taux d’utilisation de ces équi-
pements. Les entreprises sont constamment à la recherche 
du meilleur ratio possible d’équipements par opérateur, 
pour rechercher un équilibre entre les coûts salariaux et le 
taux d’utilisation des équipements. 
 
Dans le contexte de la production de textile, l’interférence 
des équipements est un problème fréquent, puisqu’on as-
signe un certain nombre de métiers à tisser par tisserand. 
Puisque les bris de fils de trame et de fils de chaine ne sont 
pas prévisibles, il arrivera des cas où plus d’un bris se pro-
duira au même moment sur des métiers à tisser différents, 
mettant en attente un des métiers pour un plus long mo-
ment que nécessaire. 
 
Des chercheurs ont divisé le problème de l’interférence 
des équipements en différents types, soit déterministes 
(les temps entre les services sont constants) et probabi-
listes (les temps entre services ne sont pas constants) 
(Stecke & Aranson, 1985). Il est aussi possible de diviser 
les types de problèmes selon le nombre d’équipements et 
d’opérateurs, soit opérateur unique pour plusieurs équipe-
ments ou plusieurs opérateurs pour plusieurs équipe-
ments. Pour tous ces cas, un certain nombre de travaux de 
recherche portent sur la recherche de la meilleure utilisa-
tion possible des équipements. Des tables et formules ont 
été développées pour donner des indications aux indus-
triels, notamment les formules de Wright, celles de Du-
vall, les tables d’Ashcroft ou de Palm (Baki Engin, 2009). 
La théorie des files d’attente peut être utile lorsque les 
taux de service et les taux d’arrivée sont les mêmes pour 
tous les équipements. Sarkar, Mukhopadhyay & Ghosh 
(2014) utilisent la théorie des files d’attente pour calculer 
le nombre optimal d’opérateurs dans une usine de textile 
en Inde pour réduire le temps total d’arrêt de métiers à 
tisser identiques. 
 
Malheureusement, pour les modèles mathématiques, tel 
que ceux issus de la théorie des files d’attente et des tables 
de calculs, un système de production comme celui com-
posé de métiers à tisser est souvent trop complexe pour 
prendre en compte les différentes interactions entre les 
équipements et les opérateurs Tunali (2004), et les varia-
tions de facteurs pour chaque équipement, tels que les 
taux de pannes et les temps de service, ainsi que les temps 
de transport des opérateurs vers les équipements. La si-
mulation informatique devient alors un outil très utile 
pour modéliser les interactions et les différents facteurs, 
et optimiser les processus de production dans un contexte 
d’interaction des équipements.   
 
Différents auteurs ont utilisé la simulation pour aborder 
différents problèmes de production de l’industrie du tex-
tile. Par exemple, Aldas, Reyes, Morales, Alvarez, Porta-
lanza & Aman (2018) comparent différentes méthodes de 
contrôle de la production d’un manufacturier de textile, 
soit les méthodes kanban, CONWIP et DBR (Drum Buffer 
Rope, concept issu de la théorie des contraintes). Ils com-
parent les méthodes en termes d’en-cours, de temps de 
cycle et de taux de production pour la production de 100 
unités. De leur côté, Crespo, Cossio & Piarpuezan (2018) 
utilisent la simulation à évènements discrets pour compa-
rer l’utilisation de différents nombres de deux types 
d’opérateurs de machines de tissage de bas, soit les répa-
rateurs et les tourneurs. Moon, Kang, Jeon et Chun (2016) 
présentent le développement d’un outil de simulation dans 
572
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc 
le but de valider les plans de production pour des métiers 
à tisser. Mohammed Faisal (2016) présente un modèle de 
simulation comparant des alternatives de systèmes de pro-
duction dans une application d’entreprises de cuir et tex-
tile. Il compare un système de production traditionnel à un 
système de production Lean, sur la base du taux de pro-
duction, des en-cours et du taux d’utilisation des équipe-
ments. 
 
Plus particulièrement pour le problème de l’interférence 
des équipements, Chien, Zheng et Lin (2014) proposent 
une méthodologie par simulation pour déterminer le 
nombre optimal d’équipements pour chaque opérateur 
pour une performance optimale. Ils présentent une appli-
cation dans un contexte réel d’installations de test de 
semi-conducteurs. Baki Engin (2009) utilise la simulation 
dans un contexte d’assignation de plusieurs machines par 
opérateur, dans l’industrie du textile. Plus particulière-
ment, il compare des approches de service des opérateurs, 
soit les services périodiques suivant un certain ordre pré-
établi et les services aléatoires (il se rend où on a besoin 
de lui). Dans le cas d’un grand nombre de machines et 
d’un faible taux d’arrêt, l’approche aléatoire est préfé-
rable. Par contre, lorsque le taux d’arrêt atteint un certain 
niveau, l’approche des services périodiques (unidirection-
nel et bidirectionnel) est préférable. L’outil permet de va-
lider ce niveau pour des applications spécifiques. 
 
La présente recherche aborde le problème de l’interfé-
rence des équipements dans un niveau de complexité peu 
présent dans la littérature, soit un parc de 84 métiers à tis-
ser, chacun ayant un taux de bris de fils de chaine et de fil 
de trame distincts qui dépend du produit tissé. De plus, les 
taux de services varient en fonction des métiers et de leur 
positionnement respectif sur le plancher d’usine. Aussi, 
les plans de production utilisés pour simuler les opérations 
sont issus d’un cas d’étude réel. 
3 MÉTHODOLOGIE 
La présente recherche a été effectuée à l’une des usines de 
tissage de l’entreprise partenaire. À toutes les unes à deux 
semaines environ, un ordonnancement est réalisé par les 
planificateurs pour déterminer quel produit sera tissé sur 
quelle machine en fonction de différentes contraintes 
(physiques, ressource humaine, configuration des 
machines, setup des machines à faire, etc.). Lors du 
tissage, chaque tisserand est responsable de plusieurs 
machines. À tout moment, des bris de fil de trame ou de 
fil de chaine peuvent se produire. Les tisserands sont 
responsables de réparer ces bris et repartir la production 
du métier à tisser. Lors d’un tel bris, un indicateur 
lumineux s’active sur la machine, indiquant au tisserand 
qu’il faut aller réparer le produit. Un problème d’attente 
supplémentaire se produit lorsque le tisserand est occupé 
à réparer un bris et qu’une autre machine dont il a la 
responsabilité est aussi sujette à un bris. Cela mène alors 
à un temps d’attente avant réparation qui peut parfois être 
long et un retard pour les de production pour les produits 
en cours. 
 
Dans cette étude, la simulation à évènements discrets est 
utilisée pour analyser l’impact du nombre de tisserands 
sur le temps d’attente avant réparation des métiers à tisser, 
ainsi que sur le retard occasionné par les bris par rapport 
au plan de production prévu. L’approche par simulation 
est largement utilisée (Law and Kelton 2000) et permet de 
simuler des scénarios parfois couteux ou simplement 
irréalisable dans la réalité. Un modèle de simulation 
utilisant le logiciel Simio a été élaboré, présentant le plus 
fidèlement possible le plancher de production de l’usine 
partenaire.  
 
La figure 1 présente la modélisation du plancher de 
production où les produits sont fabriqués. 
 
 
Figure 1 : Modélisation du plancher de production dans 
le logiciel Simio 
 
Les ordres de fabrication issus de l’ordonnancement des 
planificateurs sont envoyés sur chaque métier à tisser à la 
date de début de tissage prévue dans le plan de production. 
Les dates de début et la durée de tissage prévu sont 
associées à chaque ordre de fabrication. Le moment et la 
durée réelle de production seront connus lors de la 
simulation.  
 
Différents scénarios/simulations seront réalisés afin 
d’étudier l’impact du nombre de tisserands sur les temps 
d’attente avant la réparation, sur les retards occasionnés 
ainsi que sur la productivité en général. De plus, le modèle 
tient compte de plan d’aménagement de l’usine (incluant 
les distances entre les machines, la taille des machines, la 
vitesse de déplacements des tisserands, les chemins 
possibles empruntés par les tisserands, etc.) ainsi que les 
paramètres de planification ayant lieu lors du tissage, tel 
que l’affectation des tisserands aux différents métiers à 
tisser, le fonctionnement d’un métier à tisser, le nombre 
de tisserands utilisés ou encore la distribution statistique 
des pannes qui surviennent. 
 
Le modèle a d’abord été vérifié et validé (Sargent 2013). 
La période de vérification comprenait entre autres des 
vérifications avec les experts de l’usine sur les différents 
processus de production. Concernant la validation, une 
possibilité pour valider le modèle est d’utiliser les mêmes 
entrées au modèle que ceux utilisés par l’entreprise dans 
la réalité, et comparer les mêmes indicateurs de 
performance. (Sargent 2013). Cette comparaison a été 
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faite sur le nombre de bris. Deux types de bris sont 
représentés (casse en trame et casse en chaine). Les casses 
sont propres au type de produits et peuvent changer d’une 
machine à l’autre pour un même produit. Chaque type de 
casse entraine un temps de réparation différent. Un jeu de 
donnée réelle correspondant à 10 jours de production et 
utilisant 79 métiers à tisser a été utilisé à cet effet. D’après 
les experts de l’entreprise, c’est un jeu de données 
représentatif d’une production typique. 
 
Les taux de casses réels des produits ont été utilisés. Sur 
la figure 2, une première validation montre que la 
modélisation des bris est valide puisqu’en utilisant les 
taux de casse réels de leur ordonnancement de 10 jours, le 
nombre de pannes simulées est très semblable au nombre 
de pannes réelles. 
 
 
Figure 2 : Comparaison du nombre de bris pour chaque 
machine entre le réel et la simulation à des fins de 
vérification 
 
Il est possible de voir le nombre de pannes réelles par 
machine issue des données de l’entreprise (croix) et le 
nombre de pannes simulées (points noirs) par machine. 
Un total de 20 réplications a été utilisé pour obtenir des 
intervalles de confiance à 95%. Une loi de poisson est 
utilisée pour générer les bris. Les résultats sont proches, 
car nous utilisons le taux de bris constaté par heure pour 
notre distribution. Les temps d’arrêt dus aux bris ont 
également été comparés et étaient jugés comparables par 
les experts. Cela a permis de valider non seulement le 
processus de bris, mais aussi le processus de réparation. 
4 EXPÉRIMENTATIONS ET RÉSULTATS 
Une fois le modèle validé, il est possible de tester et 
analyser différents scénarios d’affectation des tisserands. 
Dans ces scénarios, les indicateurs de performance utilisés 
sont le temps d’attente avant réparation le retard engendré 
par les bris et le taux d’utilisation des tisserands. Le 
tableau 1 résume les différents scénarios simulés et 
étudiés. 
 




A 4 Reste en place après réparation 
B (scénario de 
référence) 5  
Reste en place après 
réparation 
C  6 Reste en place après réparation 
D 7 Reste en place après réparation 
E 79 (un par métier à tisser) Reste à son métier 
Tableau 1 : Tableau d’expérimentations 
 
Le scénario B est le scénario de référence. Il est composé 
de 5 tisserands, chacun responsable d’un nombre de 
machines bien précis. C’est ce scénario qui a été réalisé 
par la compagnie (et qui nous a servi à valider le modèle 
à la section précédente). Les autres scénarios permettent 
de faire varier le nombre de tisserands de 4 à 7. Ces 
nombres ont été suggérés par l’entreprise, estimant que 
descendre en dessous de 4 amènerait à de très longs temps 
d’attente, alors que de monter au-dessus de 7 était difficile 
par manque de main-d’œuvre. À titre comparatif et pour 
disposer d’une borne supérieure (c.-à-d. pour connaître la 
meilleure performance possible en termes de baisse des 
retards et diminution du temps d’attente avant réparation), 
nous avons simulé un scénario (E) où un tisserand est 
responsable de chaque machine, attendant un bris pour 
réparer. Cela peut également être interprété comme la 
performance qui serait obtenue avec une automatisation 
totale du processus de tissage. 
 
L’horizon de simulation est de 10 jours. Les résultats qui 
suivent montrent les performances de l’entreprise selon 
les différents indicateurs de performance choisis en 
fonction du nombre de tisserands qui opèrent sur les 
machines. Le temps de simulation est de 50 secondes pour 
l’initialisation des données, puis environ 2,6 secondes par 
réplication. Un total de 50 réplications a été réalisé par 
scénario pour obtenir des intervalles de confiance à 95%. 
 
La figure 3 montre le temps d’arrêt total des machines 
comparées au temps de tissage. En abscisse, le nombre de 
tisserands est représenté. En ordonnée, le temps converti 
en pourcentage, est représenté. Le temps a été converti en 
pourcentage par soucis de confidentialité. Il est possible 
de constater que le temps de fabrication (temps de tissage, 
en gri foncé) ne varie pas d’un scénario à l’autre. En effet, 
quelle que soit la réplication, ce temps reste fixé par la 
table de données qui indiquent le temps de tissage sans les 
bris. En gris clair, il s’agit du temps de réparation,c’est-à-
dire du temps mis à partir du moment où un tisserand 
débute une réparation jusqu’à sa fin. Ce temps n’est pas 
sujet aux aléas et est constant, bien qu’il varie 
dépendamment du type de réparation à effectuer (bris en 
chaine ou en trame). Il ne peut être compressé. Il 
représente 5% du temps de tissage. En blanc, il s’agit du 
temps d’attente avant réparation. Dans le scénario E, ce 
temps correspond à une valeur nulle, puisqu’il n’y a 
jamais d’attente. 
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Figure 3 : Temps d’arrêt total en pourcentage pour 
l’ensemble des machines comparé au temps de tissage en 
fonction du nombre de tisserands 
 
Globalement, on note une amélioration attendue à l’ajout 
de chaque tisserand. Le passage de 4 à 5 tisserands 
présente le meilleur gain et que le gain décroit ensuite 
exponentiellement au fur et à mesure qu’on ajoute des 
tisserands. De plus, il est pertinent de noter le rapport 
entre le temps d’attente avant une réparation, versus le 
temps de tissage. Par exemple, pour le scénario à 4 
tisserands, le temps d’attente représente plus 50 % du 
temps de tissage. Puisqu’il y a de nombreux bris (plus de 
13000 bris en seulement 10 jours pour 79 machines 
utilisées), il est devient important de pouvoir quantifier ce 
temps d’attente et de montrer l’évolution de celui-ci 
lorsqu’on ajoute un tisserand.  
 
La figure 4 montre le temps d’arrêt moyen par machine 
par bris, selon le nombre de tisserands utilisés. Comme 
précédemment, on note une nette amélioration entre le 
scénario à 4 et 5 tisserands. Le scénario de base à 5 
tisserands montre un temps d’arrêt de 9 minutes, dont un 
temps d’attente avant réparation de 7,9 minutes. Ceci 
signifie qu’à chaque bris, il faut en moyenne 7,9 minutes 
au tisserand pour se rendre à la machine. 
 
 
Figure 4 : Temps d’arrêt moyen en minutes par machine 
en fonction du nombre de tisserands 
 
À la figure 5, le taux d’utilisation moyen d’un tisserand 
concernant la réparation des bris a été mis en relation avec 
les résultats précédents. On constate un taux d’utilisation 
(gris foncé) allant en décroissant. En effet, plus on 
augmente le nombre de tisserands, plus le pourcentage de 
leur tâche consacré à la réparation diminue, car ils ont de 
moins en moins de machines à gérer. Le tisserand n’est 
pas nécessairement en attente, puisqu’il peut réaliser des 
tâches connexes ou de préparation. Il est alors pertinent de 
mettre en relation les résultats des figures 3, 4 et 5. Un 
gestionnaire pourrait conclure avec la figure 5 que le 
pourcentage de temps moyen consacré à la réparation 
dans le scénario de base à 5 tisserands (scénario B) est 
trop bas et que de passer à 4 tisserands serait raisonnable. 
Seulement, l’impact sur le temps d’arrêt des métiers à 
tisser serait majeur, pour un passage de 17,73 minutes 
d’attentes par bris à 7,90 minutes (Figure 4).  
 
 
Figure 5 : Taux d’utilisation moyen (%) des tisserands 
pour chaque scénario 
 
Finalement, la figure 6 présente le « retard » en heures 
cumulé sur tout l’horizon de simulation pour l’ordre de 
fabrication le plus tardif. En gris clair, on observe la part 
du « retard » qui est retard directement imputable aux 
temps de réparation. Il n’est donc pas compressible et ne 
peut être amélioré que par de la recherche ou de la 
formation de tisserands. En blanc, il s’agit du temps causé 
par les temps d’attente avant réparation. C’est ce temps 
qu’il est possible de réduire en ajoutant un ou plusieurs 
tisserands sur le plancher de production. Il est à noter que 
plus la simulation avance, plus le retard cumulé augmente, 
pour finalement atteindre un retard maximal de 133,49 




Figure 6 : Retard en heures cumulé sur tout l’horizon de 
simulation pour l’ordre de fabrication le plus tardif pour 
chaque scénario 
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5 CONCLUSION 
Dans cette étude, un modèle de simulation a été élaboré et 
modélise fidèlement la salle de tissage d’une entreprise 
partenaire. Ce modèle a été vérifié et validé au moyen de 
donnée historique fournie par l’entreprise. En utilisant ces 
données, il a été possible de réaliser une étude 
d’utilisation des tisserands en termes de nombre et de 
positionnement. Plus particulièrement, en utilisant cet 
outil, il a été montré que la durée du temps d’arrêt des 
métiers à tisser (temps de réparation et temps d’attente de 
réparation due à un bris) est grandement impactée par le 
nombre de tisserands disponible sur le plancher. Des 
scénarios faisant varier le nombre de tisserands dans les 
mêmes conditions d’utilisation que celles qui se sont 
déroulées dans l’usine ont été testés et analysés. Bien qu’il 
apparaisse logique de dire que plus le nombre de 
tisserands augmente, meilleures sont les performances en 
termes de minimisation des retards et du temps d’arrêt des 
machines, cet outil de simulation permet de chiffrer 
l’ajout ou le retrait d’un ou plusieurs tisserands. Il est 
notamment possible pour un gestionnaire de conclure que 
le temps moyen d’arrêt des métiers à tisser dans le 
scénario à 4 tisserands (scénario A) est trop élevé et que 
de passer à 5 tisserands ou 6 tisserands serait préférable. 
Alors, une étude économique serait pertinente pour 
comparer le coût d’un tisserand supplémentaire et la 
production supplémentaire effectuée pour une période 
donnée. Il s’agit donc pour l’entreprise de choisir le 
nombre de tisserands optimal qui minimiserait ce temps 
d’arrêt, tout en restant profitable. 
 
Finalement, l’outil de simulation pourrait aussi être utilisé 
pour réaliser d’autres analyses comme par exemple 
simuler un remplacement de machines plus récentes ayant 
de meilleures performances et ainsi justifier un 
investissement, en fonction de l’augmentation de la 
productivité. 
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RESUME : Cet article traite de la notion d’impact d’une expression de performance élémentaire sur une expression de 
performance globale, sachant une relation d’agrégation entre les deux expressions. Lorsque l’agrégation est fondée sur 
un opérateur mathématique tel que la moyenne pondérée, le calcul de cet impact est immédiat. Il n’en est pas de même 
pour des agrégations fondées sur des opérateurs plus complexes, lesquels, en l’occurrence, considèrent non seulement 
les poids mais aussi les interactions entre les expressions élémentaires. Partant d’un modèle d’agrégation par l’Intégrale 
de Choquet (IC), nous cherchons dans cette étude à définir cet impact. Quantifié sur l’univers de discours de l’expression 
agrégée, l’impact prend en compte la valeur de l’expression élémentaire considérée ainsi que ses liens avec les autres 
expressions impliquées dans l’agrégation. Après un bref rappel de l’évolution des SIP (Systèmes d’Indi cateurs de 
Performance) en milieu industriel, une description des fondamentaux de l’agrégation par l’IC est présentée. La définition 
de l’impact est alors argumentée et formalisée. La proposition est illustrée à partir d’une exploitation d’un modèle 
d’agrégation précédemment développé chez un partenaire industriel, leader mondial de l’automation. Des perspectives 
concluront finalement cette étude. 
 
MOTS-CLES : Systèmes d’Indicateurs de Performance (SIP), Agrégation, Intégrale de Choquet (IC), Impact.  
 
1 INTRODUCTION 
Un Indicateur de Performance (IP) identifie l’association 
d’un objectif, d’une mesure et d’un critère. Il est l’outil 
qui établit le lien entre l’objectif (état espéré associé au 
critère), la mesure (état atteint) et l’action menée dans ce 
sens (Berrah et al., 2018). L’IP fournit alors ladite expres-
sion de performance qui renseigne le pilotage de la satis-
faction liée à l’atteinte de l’objectif. Cette expression s’est 
vue totalement changer de paradigme pour les systèmes 
industriels. Son mode de calcul a évolué d’un modèle sim-
plifié, additif et monocritère vers un modèle complexe, 
systémique et multicritère. En effet, à l’ère du Taylorisme 
(entreprise 2.0), des IP productivistes, basés sur le critère 
Coût, avaient été définis, conformément à la pyramide de 
Dupont de Nemours (Johnson, 1975). L’expression de la 
performance globale, i.e. celle de l’ensemble du système 
industriel, se calculait sur le principe d’une somme des 
expressions élémentaires, retournées par les IP associés 
aux postes les plus élémentaires du système. Les informa-
tions retournées par les IP avaient pour vocation le con-
trôle de l’atteinte des objectifs de productivité. L’impact 
de chaque expression élémentaire était obtenu par simple 
opération de ratio. Quasi-redondant avec l’expression as-
sociée, cet impact permettait l’analyse de l’efficience du 
moyen (homme et équipement) utilisé. Quant à l’expres-
sion globale, elle donnait lieu à des recherches d’optimi-
sation de l’enveloppe budgétaire globale. 
Avec l’Industrie 3.0 (Bitteau and Bitteau, 1998), la défi-
nition des IP s’est progressivement élargie aux critères de 
Qualité et de Délai, induisant des interactions entre les IP 
associés. L’expression de la performance industrielle de-
vint ainsi fondée sur le fameux triptyque C-Q-D (Ducq et 
al., 2001). Des méthodologies de définition de tableaux de 
bord ont été proposées, telles le Balanced ScoreCard 
(BSC) (Kaplan and Norton, 2001). Plus généralement, la 
notion de Système d’Indicateurs de Performance (SIP) 
(Performance Measurement Systems (PMS)) (Neely, 
2005) (Nudurupati et al., 2011) était née, pour la prise en 
compte de la dimension multicritère de l’expression de la 
performance. Les SIP prônaient une prise en compte « in-
tégrée » des différents IP et devenaient un outil d’aide au 
pilotage. Réactif, ce pilotage allait ainsi au-delà du con-
trôle taylorien. L’expression de la performance globale se 
calculait à partir de l’agrégation des expressions élémen-
taires associées aux IP impliqués (Globerson, 1985) 
(Bititci et al., 2001) (Clivillé et al., 2007) (Lauras et al., 
2010). Le modèle additif a alors laissé place à des modèles 
de compromis, induisant des questions de décomposition 
d’objectif et de choix d’opérateur d’agrégation. Des con-
traintes de commensurabilité du fait de la nature différente 
des critères ont été également à prendre en compte. La part 
de chaque critère dans les résultats globaux ainsi que les 
interactions avec les autres critères étaient dans ce cas 
moins simples à déduire que dans le cas additif. L’analyse 
reposait essentiellement sur des explications a posteriori 
fournies par des données extérieures au SIP. Le pilotage 
disposait alors d’une vue synthétique (par l’expression 
577
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc 
agrégée) et de vues locales (par les expressions élémen-
taires) de la performance du système industriel considéré ; 
avec une possible caractérisation des liens entre elles. En 
effet, depuis une vingtaine d’années, des modèles fondés 
sur l’Intégrale de Choquet (IC) (Labreuche and Grabisch, 
2003) ont été proposés (Clivillé et al., 2007) (Shah et al., 
2016). Opérateur de la famille des moyennes, l’IC offre la 
possibilité de réaliser une agrégation des expressions de 
performance sur la base d’une prise en compte des liens 
entre celles-ci, à savoir des importances et des interac-
tions. Cet opérateur de moyenne généralisée peut en par-
ticulier se décliner selon son paramétrage comme une 
moyenne pondérée, un opérateur min, un opérateur max, 
l’opérateur Ordered Weighted Average (OWA) selon son 
paramétrage. Une quantification des expressions élémen-
taires et de l’expression agrégée résulte du mécanisme. Un 
modèle explicatif des résultats atteints est ainsi fourni au 
pilotage (Berrah 2019). La cohérence du mécanisme uti-
lisé est garantie grâce à des méthodologies proposées par 
l’école de la prise de décision multicritère (MultiCriteria 
Decision Aiding MCDA), telles que, pour celles connues 
en milieu industriel, MACBETH (Measuring Attrac-
tiveness by a Categorical Based Evaluation TecHnique) 
(Bana e Costa et al., 2012) ou AHP (Analytic Hierachy 
Process) (Saaty, 1977).  
Plus tard, des politiques d’industrialisation fondées sur 
des notions comme le Développement Durable (DD) 
(Sikdar, 2003), la Responsabilité Sociale et Environne-
mentale (RSE) (ISO 26000) ou l’économie circulaire 
(Rossa et al., 2019) ont vu le jour, introduisant des critères 
tels que ceux liés à l’environnement, la sécurité ou le bien-
être humain. Aujourd’hui, à l’ère de l’Industrie 4.0, les 
critères précédents demeurent (Dalenogare et al., 2018) et 
s’étendent à des critères traitant de cette introduction du 
numérique (Atik and Ünlü, 2019) (Büchi et al., 2020). La 
question des liens prend d’autant plus d’importance en la 
présence de critères « complexes ». Ces derniers couvrent 
l’ensemble du système industriel, et ce, dans toutes les 
étapes de son cycle de vie ; avec une décomposition qui 
n’obéit pas aux règles hiérarchiques classiques. L’innova-
tion (Arnold and Voigt, 2016) (Frank et al., 2019) (Müller 
et al., 2018) en est un bon exemple. Revenue en force dans 
les mécanismes de transformation digitale vécus actuelle-
ment par les systèmes industriels (Reischauer, 2018), la 
préoccupation d’intégrer l’innovation dans les tableaux de 
bord n’est toutefois pas récente (Kueng, 2000). Mais sa 
portée dépasse le système industriel et ses interactions 
avec les critères qui y sont impliqués sont difficilement 
identifiables.  
S’inscrivant plus particulièrement dans la continuité des 
modèles d’agrégation basés sur l’IC, nous proposons dans 
cet article d’enrichir les informations données par le mo-
dèle d’agrégation au pilotage, par une information supplé-
mentaire : l’impact d’une expression de performance élé-
mentaire sur l’expression agrégée. L’idée est de chercher 
à retrouver dans l’expression de la performance agrégée 
l’influence de chacune des expressions de performance 
                                                             
1.http://gerardgreco.free.fr/IMG/pdf/MA_c_moire-
Borda-1781.pdf 
élémentaires. La notion d’impact offre en effet plusieurs 
avantages. Elle présente l’intérêt d’une information expli-
cite et directement exploitable pour le pilotage. Elle per-
met également, dans un modèle qui se veut compensa-
toire, de faire ressortir clairement la part de chaque IP 
dans le SIP global. 
L’objectif de cet article est donc l’introduction de la no-
tion d’impact dans un modèle d’agrégation. Pour ce faire, 
un retour sur l’agrégation dans la performance industrielle 
par l’IC est effectué dans un premier temps. Par la suite, 
une exploitation de ce modèle pour la proposition de 
quantification de la notion d’impact est introduite. En 
guise d’application, une agrégation menée précédemment 
chez un partenaire industriel est considérée. Enfin, des 
perspectives à cette réflexion concluront ce travail. 
2 L’AGREGATION PAR L’IC 
2.1 Généralités sur l’agrégation 
De manière générale, l’agrégation, qualifiée d’approche à 
critère unique de synthèse, « consiste à prendre appui sur 
une règle apportant une réponse synthétique exhaustive et 
définitive au problème de l’agrégation des performances. 
Elle prend la forme d’un critère unique de synthèse agré-
geant les n critères de la famille par le biais d’une fonc-
tion d’agrégation. » (Roy, 1993). 




... ... ... ...Ag
:      
    
i n
i n i n
Ag E E E E E
p p p p Ag p p p
  (1) 
où chaque expression de performance élémentaire 
  1 à ip i n  est définie sur un univers de discours iE  et 
l’expression de la performance agrégée Agp  est définie 
sur l’univers de discours E  (Berrah et al., 2011). 
Le mécanisme d’agrégation doit respecter des conditions 
établies dans la théorie du mesurage, en particulier la 
commensurabilité des  ip et la signifiance de l’opérateur 
d’agrégation vis-à-vis de ces expressions (Krantz et al., 
1971). Deux expressions de performance élémentaires 
 et i jp p  sont commensurables si l’égalité  = i jp p  im-
plique qu’elles réalisent un même degré d’atteinte de l’ob-
jectif auquel elles se rattachent. En l’occurrence, la nor-
malisation des  ip sur des intervalles 0,1  garantit la 
commensurabilité de ces expressions pour  = 0i jp p  et 
pour  = 1i jp p . Par ailleurs, un opérateur d’agrégation 
est signifiant pour un ensemble ip  si les opérations ma-
thématiques exécutées ont un sens. Par exemple, il n’y a 
pas de sens à additionner le rang des ip  comme peut le 
faire la méthode de Borda1. Par contre, il y a un sens à 
Code de champ modifié
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additionner des ip  définies suivant des échelles d’inter-
valle2. 
Garantir ces conditions mène à l’utilisation d’une procé-
dure qui permet de définir dans un cadre mathématique-
ment fondé, des ip commensurables d’une part et les pa-
ramètres de l’opérateur d’agrégation signifiant d’autre 
part (Grabisch et al., 2011). Bon nombre de méthodes 
d’aide à la décision multicritère ont été introduites pour ce 
faire. La méthode MACBETH en fait partie. 
 
2.2 Procédure MACBETH pour l’agrégation  
Le choix de MACBETH permet d’identifier de façon co-
hérente les paramètres de l’IC conformément aux exi-
gences de commensurabilité et de signifiance de la théorie 
du mesurage (Fishburn 2001). Apparue dans les années 
1990, MACBETH reprend la philosophie de la méthode 
AHP dans le principe d’identifier, par expertise, les infor-
mations requises pour réaliser l’agrégation. La collecte de 
l’expertise se fait sous forme d’identification des « préfé-
rences » du pilote relativement à des « situations » prédé-
finies. Ces situations véhiculent une connaissance que le 
pilote a de son système. Elles peuvent être décrites par les 
vecteurs 1... ... i np p p . A l’issue d’un questionnement du 
pilote quant à ses préférences par rapport aux situations 
considérées, un système de relations (équations et inéqua-
tions) est obtenu. La résolution de ce système permet de : 
 quantifier les ip . Ces ip  seront définies selon 
des échelles d’intervalle, ce qui garantit leur 
commensurabilité (Bana e Costa and Vansnick, 
1997) ; les échelles sont bornées par deux va-
leurs : la borne inférieure pour laquelle 0ip  
correspond à une satisfaction nulle par rapport à 
l’atteinte de l’objectif, et la borne supérieure 
pour laquelle 1ip  correspond à une satisfac-
tion totale par rapport à l’atteinte de l’objectif ; 
 quantifier les liens entre ip et Agp  selon l’opé-
rateur retenu. MACBETH retient généralement 
la moyenne pondérée (Weighted Arithmetic 
Mean WAM) pour sa simplicité d’usage ou l’IC 
pour sa richesse en informations, chacun des 
deux opérateurs étant signifiant pour des ip  dé-
finies selon des échelles d’intervalle (Clivillé et 
al., 2007), (Mayag et al., 2011) ; 
 calculer Agp . 
Le lecteur pourra se reporter à (Bana e Costa et al., 2012) 
et (Clivillé et al. , 2007) pour de plus amples détails con-
cernant ces deux étapes ; le propos de cet article étant sur 
un autre point. Le paragraphe ci-dessous traite de la seule 
dernière étape de calcul de l’expression agrégée Agp  . 
 
                                                             
2 Les échelle de température Celsius et Fahrenheit sont des 
échelles d’intervalle. Pour ces échelles, la différence a un sens : 
i j l kp p p p  ou i j l kp p p p  ou i j l kp p p p . 
2.3 L’Intégrale de Choquet (IC) 2-additive 
L’IC est un opérateur d’agrégation de 0,1 0,1n où n  
correspond au nombre de   1 à ip i n . Généralement, ce 
sont les interactions 2 à 2 des paires ,i jp p  qui sont 
considérées, les autres interactions étant négligeables. 
L’IC 2-additive (Grabisch, 1996) (Marichal, 2005) peut 





Ag i i i j iji i j








I  pour assurer la monotonie. 
L’indice de Shapley i  donne l’importance relative de ip
par rapport aux autres jp  avec 11
n
i i . 
Les coefficients d’interaction ijI  corrigent l’importance 
de ,i jp p  selon la différence ji pp . Quand ijI  est 
positif (respectivement négatif), il réduit Agp  (respective-
ment l’augmente). 
Exemple (1) 
Afin de comprendre le principe de calcul par l’IC, consi-
dérons l’exemple d’un vecteur d’expressions élémentaires 
1 2 3, ,p p p . Imaginons alors les valeurs suivantes : 
1 0,32p , 2 0,72p  et 3 0,80p . Supposons les para-
mètres (identifiés par expertise) suivants (Tableau 1). 
 
 
Tableau 1 : Exemple de paramètres de l’IC 
 
Le calcul de Agp donne : 
0,32 0,5 0,72 0,3 0,80 0,2
1 1
0,32 0,72 0,4 0,32 0,80 0,2
2 2
1
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3 PROPOSITION DE DEFINITION DE 
L’IMPACT DE ip  SUR Agp  
3.1 La notion d’impact 
Un modèle d’agrégation fondé sur l’IC fournit au pilotage 
trois sortes d’information :   1 à ip i n , Agp  et la paire 
i et ijI . Les deux types d’expressions de performance 
sont tous deux nécessaires et complémentaires pour agir 
localement (grâce à ip ) et conserver une vision globale 
(grâce à Agp ). Les indices de Shapley et les coefficients 
d’interaction contiennent la connaissance sur la part de 
l’action locale à l’expression globale. Il demeure malgré 
tout une difficulté, de par la complexité de l’IC, dans la 
lecture de ce lien fait entre ip (et par conséquent les ac-
tions menées pour atteindre l’objectif associé) et Agp . Le 
pilotage comprend ip  (par exemple 1 0,32p ). Il lui est 
en revanche implicitement demandé de construire menta-
lement la part de cette valeur sur Agp  (par exemple 
0,40Agp ), sachant son importance relative ( 1 0,5 ) 
et ses interactions avec les autres jp  ( 12 0,4I  et 
13 0,2I ). 
Pour pallier cette difficulté, la notion de « contribution » 
de l’amélioration d’une expression élémentaire à l’amé-
lioration de l’expression globale a été proposée (Berrah et 
al., 2019). S’inscrivant dans le cadre dynamique des dé-
marches d’amélioration, cette contribution a cherché à ré-
pondre à la question : quel effet l’amélioration d’une ip  
aura sur l’amélioration de Agp  ? L’idée portée par l’im-
pact est similaire, cherchant à répondre, pour sa part, à la 
question : quelle part prend ip  dans Agp  ? 
Le terme impact a pour avantage une sémantique claire et 
un usage régulier en pilotage industriel. De manière géné-
rale, ce terme résonne avec les termes influence, effet, 
conséquence, dans une vision explicative d’un phéno-
mène, d’un état, ici en l’occurrence l’expression de la per-
formance globale du système industriel considéré. Il s’en 
distinguerait selon nous par la quantification implicite 
qu’il pourrait porter. Il s’agit en effet de préciser, de me-
surer une influence, d’en connaitre la valeur et de la com-
parer à celle des autres expressions élémentaires.  
Dans cette volonté de quantification, notre vision est de 
penser cet impact, dans le même univers que celui de l’ex-
pression de la performance globale, d’une manière la plus 
simple possible. Le résultat intuitif corollaire à cette hy-
pothèse est que l’expression de la performance globale de-
vient la somme des impacts des expressions de perfor-
mances élémentaires. La complexité de la prise en compte 
des interactions et importances sera ainsi encapsulée dans 
cette quantification. L’impact devient une information 
« intégrée » et unique qui fournit au pilotage la part prise 
par ip  dans Agp .  
 
3.2 Le calcul de l’impact 
Comment calculer l’impact d’une expression élémentaire 
_ iImp p sur Agp , sachant un modèle d’agrégation fondé 
sur l’IC et la contrainte d’un résultat défini sur l’univers 
de discours de Agp  (pour que la somme de tous les im-
pacts corresponde à Agp ) ?  
 




p w p . (4) 
le calcul de l’impact est immédiat. _ iImp p  ne dépend 
que de ip et de iw , poids de ip  dans Agp  : 
La propriété d’additivité des impacts nous ramène à la for-
mule d’agrégation par la WAM. L’impact est une pondé-
ration de l’expression élémentaire.  
_ i i imp p pI w . (5) 
our un modèle fondé sur l’IC, l’idée restera la même, à 
savoir la prise en compte de tous les termes de l’agréga-
tion qui font intervenir ip . Par conséquent, conformé-




i i i i j iji i j




 s’explique par le caractère mutuel des interactions.  
 





p pImp . (7) 
Notons qu’il est également possible de calculer l’impact 
d’un sous-ensemble de ip . En utilisant la propriété d’ad-









i j i j
n
i i j j i j ij i k iki i k j k
n
j k jkj i k i k
p p p p










Pour l’illustration, considérons à nouveau l’exemple pré-
cédent. Conformément à (6), le calcul de _ iImp p  donne : 




p p p p I pI pm Ip . 
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1_Imp p  est faible car la part de 1p  est de 1 1 0,160p . 
Interviennent également 12I  et 13I  qui diminuent cette 




p p I p p I . La figure 1 
illustre ces résultats. 
 
Figure 1 : L’impact des ip  sur Agp  
 
Les impacts 2_Imp p  et 3_Imp p  sont calculés de la 
même façon. On a alors : 
1
0,096 0,_ 172 0,132 0,400
n
Ag ii
p Im pp , 
et 1 2 0,096 0,17_ 2 0,268Im pp p .
4 APPLICATION 
4.1 Présentation 
Adaptant son mode de pilotage aux préceptes du Lean 
Manufacturing, la Société R. B., leader mondial dans le 
domaine de l’automation, s’est dotée, il y a une dizaine 
d’années, d’un ensemble de méthodes et outils pour aug-
menter la réactivité de son pilotage. En particulier, le SIP 
mis en place autour de la production a été enrichi d’un 
modèle d’agrégation (de la performance) fondé sur l’IC 
(Berrah 2011). Les informations retournées permettaient 
d’une part, une vision globale des résultats atteints et 
d’autre part, une explication de ces résultats. Plus tard, 
avec l’avènement du management visuel, l’idée fut de 
transformer les résultats numériques en symboles faciles 
à interpréter (Berrah 2018). Il n’en restait pas moins que 
les explications fournies par le modèle via les indices de 
Shapley et les coefficients d’interaction demeuraient com-
plexes, ce qui biaisait l’analyse en se focalisant sur les 
seules valeurs des expressions de performance. 
  
Le modèle d’agrégation défini a mis en avant les liens 
entre les différents IP impliqués. Pour sa représentativité 
de la production et la criticité de son pilotage, notamment 
en matière de délai, la ligne de production de Vérins Hy-
drauliques (ligne VH) a été retenue. L’objectif (global) as-
socié au Temps de traversée a été associé à quatre IP, con-
formément à la figure 2 et au tableau 2.  
 
 
Figure 2 : La décomposition des objectifs de la ligne VH 
 
 
Tableau 2 : La valeur des objectifs 
 
Le tableau 3 regroupe les paramètres de l’IC tels qu’ils 
avaient été obtenus (conformément à la procédure 
MACBETH § 2.2).  
 
 
Tableau 3 : Les paramètres de l’IC pour la ligne VH 
 
Les expressions de performance obtenues (par (2)) sont : 
1 2 3 4 = 0,330  0,400 0,580 0,150p p p p et 
 = 0,284Agp .  
 
Voyons comment la notion d’impact peut expliquer ces 
résultats. 
 
4.2 Diagnostic à l’aide de l’impact 
L’impact associé à chaque ip   est obtenu par l’application 
de (6) et illustré dans la figure 3. En l’occurrence :  




_ p p p p I p p I p p IImp
 
De la même façon :  














1 jour 0 jour 100% 1 heure
0,140 0,390 0,220 0,250
I 12 I 13 I 14
0,107 0,071 0,071
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Figure 3 : Les _ iImp p  de la ligne VH. 
 
Ainsi, la valeur atteinte pour l’expression de la perfor-
mance globale de la ligne VH vient essentiellement de 
2_Imp p  et de 3_Imp p . 1_Imp p  est très faible et 
4_Imp p  est quasi-nul. Pour le pilotage, cette explication 
établie à partir des _ iImp p  conduit à cibler l’améliora-
tion sur le Niveau d’en-cours et le Respect du takt-time. 
Alors que le diagnostic établi à partir des seules ip  con-
duit à cibler en priorité l’amélioration du seul Respect du 
takt-time.  
Le tableau 4 regroupe ip  et _ iImp p . 
 
 
Tableau 4 : Les ip et _ iImp p  de la ligne VH 
 
On peut voir dans ce tableau que l’expression de perfor-
mance élémentaire la plus haute 3 0,58p  ne donne pas 
l’impact le plus grand, et que 1p  et 2p  qui sont assez 
proches ont des impacts très différents.  
 
Par ailleurs, considérons une amélioration régulièrement 
menée par l’entreprise et qui cible le Niveau d’en-cours 
1p  et le Respect du takt-time 4p . Il s’agit de diminuer les 
arrêts de production en formant les opérateurs à la gestion 
des micro-arrêts. Les ip  atteintes sont alors : 
1 2 3 4 = 0,550  0,400 0,580 0,650p p p p . Le nou-
veau calcul d’impact est illustré figure 4. 
 
  
Figure 4 : Les _ iImp p  après amélioration. 
 
Cette fois 2_Imp p , 3_Imp p  et 4_Imp p  sont assez 
équilibrés, 1_Imp p  reste moins élevé, principalement en 
raison de son importance moyenne, 1 0,14 . Un impact 
équilibré signifie des interactions plutôt faibles, ce qui 




Cet article traite de l’agrégation par l’IC dans les SIP et 
introduit la notion d’impact d’une expression de perfor-
mance élémentaire retournée par un IP à l’expression glo-
bale associée au SIP. Nouvelle information d’aide au pi-
lotage, l’impact établit un lien unique et simple entre ex-
pression élémentaire et expression agrégée. Prenant en 
compte à la fois l’importance de l’expression de perfor-
mance élémentaire et ses interactions avec les autres ex-
pressions élémentaires, l’impact encapsule la complexité 
du modèle d’agrégation de manière à en faciliter l’exploi-
tation. De par sa vocation, fournir une synthèse unique 
d’un phénomène, l’agrégation ne traite qu’indirectement 
des mécanismes d’influence entre les informations à agré-
ger.  
Plusieurs perspectives s’ouvrent à cette étude. Revenant à 
notre préoccupation initiale d’intégration de nouveaux 
critères comme l’Innovation ou l’Economie de déchets, la 
première perspective vise à définir et calculer l’expression 
de la performance élémentaire associée à ce type de cri-
tère, préalable à l’agrégation et donc au calcul d’impact 
avant de traiter un cas industriel.  
La deuxième perspective vise à opérationnaliser cette in-
formation dans la cadre de l’Industrie 4.0 et en particulier 
de l’intégrer dans le Manufacturing Execution System et 
sa fonctionnalité d’évaluation de la performance. La re-
cherche s’appliquera d’une part, à définir le format d’af-
fichage propre à développer le management visuel, et 
d’autre part, à préparer l’aide au pilotage en intégrant ou-
tils de simulation et d’optimisation de cet impact.  
Enfin, la dernière perspective envisage de revisiter les mé-
thodes multicritères pour la collecte d’expertise. Actuel-
lement, les paramètres de l’opérateur d’agrégation sont 
identifiés par une expertise sur des situations « fictives » 
p 1 p 2 p 3 p 4
0,330       0,400       0,580       0,150       
Imp_p 1 Imp_p 2 Imp_p 3 Imp_p 4
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mal connues du pilotage. L’idée serait d’utiliser l’exper-
tise du pilotage, à notre avis plus accessible, sur l’impact 
des différentes expressions de performance élémentaires, 
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RESUME : La migration des données de gestion de cycle de vie des produits demande de maîtriser les projets de 
transformation de données impliquant d’importants volumes de données complexes. Généralement, la complexité est 
liée à la topologie du graphe de relation entre les objets et les liens. 
Lors du cadrage d’un tel projet, il faut être capable de mesurer sa complexité en un temps très court afin d’estimer la 
charge nécessaire de manière fiable. D'autre part, certains projets de transformation de données présentent un haut 
degré de complexité. Leur analyse demande une approche holistique et une remise en cause des lotissements de 
données ou de l'organisation des acteurs du projet. 
Ces besoins ont engendré l'initiative Data Systemizer qui a élaboré une méthode outillée dédiée aux projets de 
transformation de données permettant de faire émerger le meilleur lotissement de données et de le représenter 
graphiquement dans un formalisme naturel aux décideurs et de fournir des livrables clefs permettant de maîtriser 
l’exécution du projet. Le « graphe de données inextricable » doit ainsi devenir un ensemble clair et synthétique de lots 
liés entre eux, celui-ci étant optimisé mathématiquement pour minimiser les dépendances entre lots. 
 
MOTS-CLES : Gestion du cycle de vie du produit, Gestion des connaissances, Industrie 4.0, Systèmes cyber-physiques 
/ IoT (Internet of Things), Système d’information d’entreprise, Modèle de données 
 
1 INTRODUCTION 
Un système d’information PLM (SI PLM) est un sys-
tème d’information dédié à la gestion du cycle de vie 
produit. Selon (Abramovici et Schulte, 2007), “PLM is 
an integrated approach including a consistent set of 
models, methods and IT tools for managing product data, 
engineering processes, and tools throughout the product 
lifecycle.” 
 
Les processus métier de gestion des données produit, 
qu’ils soient normatifs ou spécifiques à une entreprise 
évoluent constamment. Les technologies de 
l’information et de la communication (TIC) sur les-
quelles repose le SI PLM évoluent elles-aussi. Un SI 
PLM est donc soumis à une double pression métier et 
technique qui rend nécessaire une migration du système 
tôt ou tard. 
 
Le cas de la migration est généralement compliqué. Le 
système source et le système cible ne sont pas forcément 
bâtis sur la même solution produit ce qui induit un redé-
veloppement complet du système. Certaines migrations 
fusionnent plusieurs systèmes source et un système cible, 
ce qui engendre une complexité accrue. La mécompré-
hension ou la sous-estimation de la complexité engendre 
des erreurs d’estimation de la charge du projet et par la 
suite des délais et surcoûts lors de l’exécution du projet 
(Friedman, 2019). 
 
Comparée à d’autres systèmes d’information d’entreprise 
tels que les logiciels de pilotage de la production (MES) 
ou les progiciels de gestion intégré (PGI – ERP), la mi-
gration des données PLM est fondamentale dans le sens 
où la donnée PLM est ontologiquement constitutive des 
structures de données techniques (Bricogne et al., 2014) 
(Eynard et al., 2004). 
Les systèmes PLM et se distinguent du cas général par la 
complexité de leurs liens (par exemple des liens sur entre 
un objet et un lien) et le nombre de liens qui augmente la 
complétude des graphes de données. 
 
La mise en œuvre de la migration de données PLM est 
difficile parce que : 
 La stratégie de migration de données est dimension-
nante mais est généralement élaborée à partir d’une 
réalité théorique produites par des sachants qui peut 
être très éloignée de la réalité des données. 
 Un outillage permettant de migrer effectivement les 
données est nécessaire (Friedman, 2019), 
l’expérience de nombreux projets de migration de 
données montre qu’il est en général spécifique. 
 Les méthodes projets (En  V, Agile ou Scrum) pré-
conisent des approches itératives mais n’expliquent 
pas comment définir les itérations dans le cas de la 
migration de données. 
 
Un élément clef de la stratégie de migration est la défini-
tion du phasage de la migration en procédant par des lots 
585
 
séparés (Friedman, 2019). L’identification de ces lots est 
analogue à une opération de lotissement des données 
(clustering), tout en minimisant les dépendances entre les 
lots. L’article définira un critère de mesure de la qualité 
du lotissement afin qu’il puisse engendrer une migration 
de données efficace. Ce critère permet de comparer des 
stratégies de migration de données. 
Pour répondre à ces difficultés, notre article s’intéressera 
à une méthode outillée permettant de définir, simuler et 
comparer plusieurs stratégies de migration de données 
tout en fournissant des livrables clefs permettant de maî-
triser l’exécution du projet. Il sera structuré de la ma-
nière suivante : nous nous focaliserons sur l’état de l’art 
de l’interopérabilité et la migration des données PLM. 
La proposition de méthode outillée soulignera les diffi-
cultés rencontrées et les choix faits pour atteindre une 
solution utilisable. Cette proposition sera illustrée par 
des cas d’étude industriel. Pour finir, une discussion, une 
conclusion et une vue d’ensemble des travaux futurs 
complètera cet article. 
2 DE L’INTEROPERABILITE A LA 
MIGRATION DES DONNEES 
2.1 Interopérabilité 
Le cadre européen d'interopérabilité (EIF, 2017) définit 
quatre dimensions : légale, technique, sémantique et or-
ganisationnelle. L’interopérabilité sémantique est la 
clef ; « Semantic interoperability is the key one here; it is 
the ability to automatically interpret the information ex-
changed meaningfully and accurately in order to produce 
useful results as defined by the end users of the systems 
under consideration » (Vernadat, 2010).  
(ISO 14258, 1998) explique que l’interopérabilité sé-
mantique peut être atteinte de trois manières : 
 Intégrée : « Avec les modèles intégrés, il existe une 
forme de modèle standard » La principale limite est 
ici la standardisation des modèles. 
 Unifiée : un méta-modèle existe et représente 
l’ensemble des modèles existants. Par conséquent, il 
est possible d’établir une correspondance entre les 
divers modèles. 
 Fédérée : les modèles sont hétérogènes et reposent 
sur l’établissement de correspondances dynamiques. 
 
Pour approfondir sur le sujet de l’échange de données et 
de l’interopérabilité, le lecteur peut consulter les articles 
suivants pour un état de l’art plus détaillé : (Rachuri et 
al., 2008), (Fortineau et al., 2013), (Sriti et al., 2015), 
(Leal et al., 2019) et (Danjou et al, 2017).  
 
Enfin, l’intégration est la façon la plus sollicitée 
d’aboutir à l’interopérabilité au sein du PLM dans 
l’industrie, or pour qu’une intégration se réalise, il faut 
nécessairement passer par une migration des données. 
 
Concernant les normes existantes qui pourraient être 
considérées sont principalement l’ISO 10303 et notam-
ment le protocole d’application AP239 aussi connu sous 
le nom de PLCS et la dernière version de l’AP242 visant 
l’interfaçage des solutions PLM et CFAO. D’autres tra-
vaux intéressants sont ceux relatifs à la norme ISO 
13584 aussi appelée PLib mais qui malheureusement 
datent désormais un peu et n’ont pas connu une exploita-
tion effective. 
 
2.2 Migration des données PLM 
Les recherches au travers de Scopus, Web of Science et 
de Google Scholar ont mis en exergue les éléments sui-
vants. 
 
Il existe des documents relatifs à la migration de données 
dans le domaine général (non spécifique PLM). 
Les travaux retenus sont : 
 (Friedman, 2019) propose des éléments méthodolo-
giques pour réussir une migration de données. 
L’article propose une approche minimaliste limitant 
le nombre de sources de données et de données à mi-
grer, insiste sur l’évaluation d’un phasage de migra-
tion et l’utilisation d’outils efficaces. Il est recom-
mandé de se focaliser le plus tôt possible sur la quali-
té des données. 
 (Wu et al., 1997) propose différentes méthodes inté-
ressantes de migration de données permettant de 
structurer un projet de migration de données. La mé-
thode Butterfly propose de migrer graduellement les 
données, ce qui correspond à une approche itérative, 
mais n’explique pas comment déterminer des lots de 
données applicables. 
 (Kuncheria, 2007) met en évidence les points clefs 
d’une migration de données sans toutefois les aborder 
dans ces termes : « Migration of data from legacy en-
terprise data-systems is one of the important and 
challenging tasks for most PLM implementations. 
[…] Moreover, the dependency of production activi-
ties on data, that is complete and accurate, stresses 
the importance for error free data migration. Trans-
lating data stored in formats as required or limited by 
legacy systems to conform to the PLM system speci-
fications only adds to the complexity. » Cependant, 
au travers de l’article, le processus de migration de 
données réel n’est ni explicité, ni détaillé. 
 
Aucun de ces travaux ne nous permet concrètement 
d’élaborer et de vérifier une stratégie de migration de 
données, si possible reposant sur une approche itérative 
et en procédant par phases, par lots de données séparés 
(Friedman, 2019). 
 
3 DATA SYSTEMIZER : UNE 
METHODOLOGIE DE MIGRATION DES 
DONNEES 
La problématique consiste à produire plusieurs stratégies 
de lotissement de données (clustering) simulées à partir 
des données sources et de les comparer afin de produire 
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des éléments décisifs permettant de choisir la meilleure 
stratégie de migration de données. 
 
Pour répondre à cette problématique, nous proposons 
une méthode outillée standard et réutilisable concrétisée 
par un atelier de génie logiciel nommé Data Systemizer 
qui repose sur deux principes fondateurs : 
 Découper un problème complexe en plusieurs pro-
blèmes plus simples tout en optimisant le découplage 
des sous-systèmes. En appliquant ce principe à la 
problématique étudiée, il s’agit de découper les don-
nées en lots de données les plus indépendants pos-
sibles. 
 Simuler la stratégie et le processus de migration de 
données à l’aide d’un outil disposant d’un méta-
modèle unifié mis en correspondance avec les mo-
dèles de données source (multiples ou pas) et cible. 
 
Le Data Systemizer nécessite un modèle de données spé-
cifiquement conçu pour s’adapter rapidement aux mul-
tiples grammaires et modèles de données source existant 
et être concis pour faciliter le paramétrage des analyses 
et être performant. Nous présenterons un premier modèle 
permettant d’effectuer une seule passe de lotissement 
(regroupement) produisant des lots d’objets et de liens 
ainsi que des dépendances de lots. Nous verrons par la 
suite comment généraliser ce modèle pour que le même 
modèle puisse supporter N passes de lotissement.
Nous traiterons du modèle de données en premier lieu 
puis aborderons le lotissement des données. 
 
Note : pour tous les graphes de lotissement présentés, 
Les rectangles sont des lots de données, leur label con-
tient les nombres d’objets et de liens inclus. Les flèches 
sont des dépendances de lots, leur label contient le 
nombre de liens. La couleur des lots ou dépendances de 
lots est signifiante et est expliquée pour chaque illustra-
tion. 
 
3.1 Modèle de données concis et généralisé 
Les SI PLM ayant tendance à embarquer le plus 
d’information possible, le nombre d’attributs par entité 
(objet ou lien) est élevé.
L’utilisation d’un tel modèle aurait l’inconvénient sui-
vant : le nombre de types et d’attributs trop élevé de-
mande une activité de paramétrage du modèle du Data 
Systemizer trop importante. Les études étant réalisées en 
2 à 6 semaines, cette surcharge n’est pas acceptable donc 
le modèle de données du Data Systemizer doit être sim-
plifié pour ne garder que l’essentiel nécessaire aux ana-
lyses, cette approche étant par ailleurs bénéfique à la 
performance. 
Afin de pouvoir réaliser des choix sur la topologie des 
données, seul un sous-ensemble des entités et de leurs 
attributs est requis. Le modèle du Data Systemizer ne 
doit contenir que les entités et les attributs nécessaires au 
lotissement des données. Le modèle résultat est qualifié 
de concis. 
Les SI PLM ont également tendance à ramifier les arbo-
rescences de types. Cette tendance multiplie le nombre 
de types du système. Pour généraliser le modèle, nous 
regroupons tous les types enfants en une seule entité 
parente afin de faciliter la définition des règles d’analyse. 
Le modèle concis et généralisé respecte l’approche « in-
tégrée » de l’interopérabilité sémantique. En pratique, 
cette approche a toujours fonctionné, quelle que soit la 
diversité des modèles de données client ou la diversité 
des modèles de solution éditeur. 
 
3.2 Modèle logique homogène 
Le modèle logique du Data Systemizer permet d’affecter 
des objets et liens entre objets à des lots. Voici un aperçu 
d’une première ébauche de modélisation : 
 
Figure 1 - Ebauche de modélisation 
  
Cette modélisation définit des objets et des liens, qui 
implémentent l’interface EntitéIF. Un lien binaire pointe 
vers deux objets. Pour produire des lots de données, le 
Data Systemizer applique des algorithmes de lotissement 
sur les entités, ils créent des lots et assignent les entités 
aux lots. Dans le cas de lots interdépendants, les liens 
entre deux lots sont affectés à un type de lot particulier 
nommé LienDépendanceDeLot qui ne peut contenir que 
des liens. 
Ce modèle ne fonctionne que pour une passe de lotisse-
ment car les lots et les dépendances de lots ne sont pas 
des entités. Nous souhaitons que le modèle puisse effec-
tuer plusieurs passes de lotissement. On constate qu’il 
existe un isomorphisme: Objet est isomorphe à Lot, Lien 
est isomorphe à LienDépendanceDeLot. Pour généraliser 
le modèle, on définit la classe d’une entité comme le 
numéro de la passe du lotissement et on déclare que les 
lots et les dépendances de lot sont aussi des entités. 
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Le modèle dénommé « Entité/Lien » est représenté sur la 
Figure 2.  
 
Le tableau suivant précise les entités et leurs classes cor-
respondantes : 
Elément Classe d’entité 
Objet ou lien Entité[0] 
Lot ou Dépendance de Lot 
contenant des Entités[N-1] 
Entité[N] 
 
Le modèle Entité/Lien est homogène : il est identique 
par isomorphisme après une passe de lotissement, ce qui 
permet d’enchaîner une nouvelle passe de lotissement 
sans rupture de modèle. Cette caractéristique simplifie 
fortement la mise en œuvre du moteur de lotissement. 
 
3.3 Lotissement 
Lotissement est l’équivalent en sémantique métier PLM 
de « regroupement » ou « clustering ». L’objectif du 
lotissement est en premier lieu de répondre aux besoins 
du client, par exemple de lotir les données par pro-
grammes métier (famille de produits) ou par exemple par 
site physique. Dans un deuxième temps, il faut vérifier 
que le lotissement est phasable. Par exemple, un lotisse-
ment en sites physique avec de nombreuses dépendances 
bidirectionnelles entre les sites physiques n’est pas pha-
sable, un site physique n’est pas migrable individuelle-
ment car les données résultantes ne seront pas complètes 
puisque les liens vers l’autre site n’auront pu être mi-
grées.  
Les critères expliqués ci-après permet de mesurer et 
comparer l’efficacité de lotissements de données :  
 Faible couplage des lots de données pour pouvoir 
paralléliser le traitement des lots de données. 
 Lots de données les plus signifiants fonctionnelle-
ment : les données et leurs dépendances doivent con-
tenir un ou plusieurs produits métiers complets pour 
permettre la validation métier. 
 Les lots doivent être décomposés en un arbre de lots 
faiblement couplés de manière à pouvoir appliquer 
récursivement ce processus au niveau des sous-lots 
pour produire efficacement des lots de données de 
test pour une volumétrie et un taux d’erreurs donnés. 
 
Le Data Systemizer est conçu pour paramétrer rapide-
ment un ou plusieurs lotissements et de mesurer leur 
efficacité selon les critères expliqués précédemment. Il 
propose des « lotisseurs » qui sont des algorithmes qui 
prennent des entités en entrée et produisent des lots et 
dépendances de lots en sortie. Le lotissement est consti-
tué par l’assemblage d’une séquence de lotisseurs. 
Il y a deux catégories de lotisseurs : 
 Lotisseur métier : ils utilisent des paramètres métier 
fournis explicitement par le métier et disponibles 
dans les données. Par exemple : lotir les données par 
le nom d’un programme (ensemble de produits mé-
tier), lotir les données par site de fabrication, lotir les 
données par intervalle de date de dernière modifica-
tion. 
 Lotisseur mathématique : il analyse la topologie du 
graphe et ne requiert pas de paramètre métier. Par 
exemple : le lotisseur Metis effectue une partition du 
graphe fourni en sous-graphes tout en réduisant les 
dépendances des sous-graphes ; le lotisseur Bill Of 
Material (BOM) groupe les entités jusqu’à ce qu’une 
entité soit réutilisée. 
 
Metis (Abou-Rjeili et Karypis, 2006) est un outil de par-
titionnement de graphe prenant en entrée un graphe et le 
nombre souhaité de partitions N. Il produit N sous-
graphes optimisés pour réduire le nombre d’arêtes joi-
gnant deux partitions. Metis est utilisé par la stratégie de 
lotissement « meilleur que Big Bang » ayant pour but de 
décomposer les données en lots les plus indépendants 
possible afin de réduire la complexité de la migration. 
 
Les lotisseurs peuvent être assemblés sans contrainte 
technique, ce qui produit une forte combinatoire de stra-
tégies de lotissement possibles. Il est ainsi possible de 
produire plusieurs graphes de lotissements afin de choi-
sir celui qui est le plus en adéquation avec les besoins 
clients et qui est le plus efficace. 
 
3.4 Connexion à l’ETL 
Une fois l’analyse du lotissement des données effectuée 
et validée, il faut migrer effectivement les données vers 
le système cible en respectant le phasage défini par la 
stratégie de migration de données. 
L’état de l’art actuel consiste à effectuer un traitement 
par l’ETL de lots de taille importante, par exemple de 
1M de données et de liens. Une défaillance sur le traite-
ment une entité va entrainer des défaillances sur les liens 
dépendants de cette entité. Le phénomène se poursuit 
produisant des erreurs en cascade ayant des impacts né-
gatifs sur le traitement du lot : il n’est pas testable fonc-
tionnellement et un grand nombre d’erreurs est reporté 
(600k constaté pour 1M de données en entrées). Il faut 
Figure 2 - Modèle homogène 
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alors identifier les causes racines de erreurs ce qui de-
mande un effort d’analyse important. 
 
Le Data Systemizer dispose d’une interface permettant 
de piloter l’outil ETL réalisant effectivement la migra-
tion de données. Cette interface fournit à l’ETL des fi-
chiers par lots contenant les données avec une gram-
maire identique à celle des fichiers source. Elle lance une 
opération ETL sur un lot données et analyse les résultats 
de l’opération pour décider si les lots suivants doivent 
être traités ou s’il faut interrompre l’opération, afin 
d’éviter les erreurs en cascade. 
4 APPLICATION 
4.1 Simuler la fusion de deux systèmes sources dans 
un PLM cible
Un client souhaite fusionner des données as-designed et 
as-built provenant de deux systèmes distincts dans un 
PLM cible. Pris séparément, les systèmes existants sont 
intègres. Comme il n’existe pas de vérification systéma-
tique de la cohérence des données as-designed et as-
built, le client suppose qu’il y aura des données irrécon-
ciliables ou erronées. Cependant leur volumétrie et leur 
identification n’est pas qualifiée ce qui empêche de di-
mensionner les chantiers de nettoyage de données de 
systèmes source et dans une certaine mesure des activités 
de migration. 
L’état de l’art actuel consiste à démarrer le projet de mi-
gration et de mesurer la qualité de réconciliation des 
données après la fabrication et l’exécution de plusieurs 
itérations de l’outil ETL cible. Le nettoyage des données 
démarre tardivement et se retrouve dans le chemin cri-
tique du projet de migration. 
Le Data Systemizer est utilisé pour simuler la réconcilia-
tion des données en phase d’étude de la migration de 
données. Les résultats permettent de lancer le chantier de 
nettoyage des données plus tôt. 
 
Après paramétrage des règles de réconciliation, le Data 
Systemizer simule la réconciliation des données et donne 
un état complet des erreurs de réconciliation rencontrées. 
Le Data Systemizer est paramétré pour réconcilier les 
données, rechercher les erreurs et regrouper les données 
par îlots le plus indépendant possibles. 
La Figure 3 montre le graphe du contenu d’un îlot de 
données indépendant mis en évidence par l’outil. 
 
 
Figure 3 : Contenu d’un îlot de données 
 
Des lots issus de la réconciliation as-designed / as-built 
ont été produit pour le lot métier concerné (lot englobant 
du graphe). Une dé-décomposition plus fine a été pro-
duite. Les 3 lots vert clair avec une image de charriot de 
golf sont des lots contenant le haut de l’arborescence 
d’un produit métier. L’un d’entre peut être sélectionné 
pour exporter un jeu de test fonctionnement significatif, 




 Le Data Systemizer a simulé la réconciliation et le 
chargement des données dans le PLM cible. Il a iden-
tifié les erreurs de réconciliation et d’intégrité réfé-
rentielle (liens orphelins) et a permis de dimension-
ner et alimenter le chantier de nettoyage des données. 
 La stratégie de migration des données a été confortée 
par la mise en évidence d’îlots de données indépen-
dants et extractibles. 
 Certains îlots de données sont devenus des jeux de 
données de test qui ont permis d’initier le dévelop-
pement itératif de la chaîne de production ETL1. 
 
4.2 Mesurer la qualité topologique d’un déploie-
ment par « Data Packages » séquentiels 
Le client souhaite migrer des données d’un système ori-
ginel de gestion des exigences vers un système PLM. 
Les données d’une volumétrie de 5M d’entités sont or-
ganisées par Data Packages (DP) séquentiels qui sont 
chargés par ordre chronologique. 
 
En appliquant les pratiques de l’état de l’art actuel, le 
chargement prend quatre jours sur le système cible, le 
                                                          
1 Extract/Transform/Load (ETL) : atelier logiciel spécia-
lisé dans l’exécution de migration de données 
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mode itératif est coûteux. Les erreurs sont très nom-
breuses et demandent une analyse ad hoc jetable pour 
identifier les causes racines.  
Le client souhaite diminuer le coût et le délai d’une itéra-
tion de chargement, c’est l’objectif se lequel se focalise 
le Data Systemizer. 
 
Les principales erreurs proviennent d’erreurs de dépen-
dances chronologiques de chargement des data packages 
illustrées dans la Figure 4. 
 
La Figure 4 indique un cas correct et un cas incorrect de 
précédence chronologique des Data Packages. Dans le 
cas correct toutes les dépendances de DPs suivent la 
chronologie de chargement des DPs. Dans le cas incor-
rect, le DP1 utilise des données du DP2 (flèche de dé-
pendance rouge). Le DP1 ne peut pas être chargé 
puisqu’il qu’il nécessite des données du DP2 qui n’est 




Figure 4 - Illustration des règles de chargement des DP 
 
Le Data Systemizer dispose d’un mode d’analyse chro-
nologique qui est activé. La simulation de la première 
livraison du client prend vingt minutes et aboutit au 
graphe suivant : 
 
 
Figure 5 - Première Analyse 
 
La Figure 5 présente la première analyse effectuée. La 
couleur rouge indique que des règles de cohérence n’ont 
pas été respectées. La topologie du graphe de Data Pack-
ages est confuse. Le client améliore son processus 
d’extraction des données à l’aide des rapports fournis par 
le Data Systemizer. 
 
 
Figure 6 - Quatrième Analyse 
 
La Figure 6 présente le quatrième essai qui est con-
cluant : La topologie est lisible, les erreurs restantes sont 
internes aux Data Packages. Un Go pour chargement à 
blanc est donné, il confirme les résultats de l’analyse. 
 
Ainsi, le Data Systemizer a simulé un chargement par 
Data Packages chronologique. Le rapport de vélocité est 
flagrant : 20 minutes contre 4 jours. Les résultats de si-
mulation sont globalement conformes aux tests réels ceci 
a permis de diminuer la charge des itérations. 
5 CONCLUSION ET PERSPECTIVES 
Cet article a proposé une méthode outillée permettant par 
une approche holistique et centrée métier d’analyser et 
réduire la complexité de la migration de données, tout en 
fournissant des critères pour mesurer l’efficacité d’une 
stratégie de migration de données. Cette méthode outil-
lée dispose d’un méta-modèle « unifié, concis, généralisé 
et homogène » lui permettant de supporter la majorité 
des modèles PLM client. A l’autre bout de la chaîne, une 
connexion avec les outils ETL permet de piloter la 
chaîne ETL en appliquant une stratégie déterminée tout 
en contrôlant le phénomène d’erreurs en cascade. 
Les travaux futurs consisteront à améliorer certains lotis-
seurs mathématiques (adhérence), à améliorer l’interface 
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graphique et à mesurer l’efficacité de cette méthode pour 
faciliter son déploiement. Qui plus est, cette méthode 
outillée peut s’appliquer à d’autres catégories de sys-
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Université Laval 300 rue Dieppe
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RÉSUMÉ : Pour l’industrie du sciage, l’automatisation des processus décisionnels passe par le maintien
d’un inventaire géolocalisé de la cour à bois. Cela constitue un défi technique considérable, notamment parce
qu’il s’agit d’un environnement extérieur hostile à la merci des intempéries et où il n’existe pas d’emplacement
prédéfini d’entreposage des produits. Nous avons donc entrepris la création d’un jumeau numérique permettant
de maintenir en temps réel l’inventaire géolocalisé (x,y,z) d’une cour à bois, malgré le fait que les signaux
émanant du monde réel (ex. : coordonnées GPS de la chargeuse) soient bruités. Nous proposons des algorithmes
permettant de maintenir le modèle à jour en temps réel. Des expérimentations sont réalisées à partir de
données industrielles afin d’identifier le niveau maximal d’incertitude sur les coordonnées GPS tolérable. Les
résultats montrent qu’avec nos algorithmes, il serait possible de maintenir l’inventaire à jour en faisant usage
de technologies de localisation existante et en adoptant des pratiques d’affaires légèrement modifiées.
MOTS-CLÉS : Jumeaux numériques, Industrie 4.0, Simulation, Industrie du bois, Gestion d’inventaire
1 INTRODUCTION
La production de bois d’œuvre nord-américaine im-
plique plusieurs processus complexes. Dès leur arri-
vée en usine, les billots de bois sont sciés en plu-
sieurs pièces de longueur, de largeur et d’épaisseur
variées. Elles sont alors triées en fonction de leurs
dimensions, de l’essence du bois pour ensuite être as-
semblées sous forme de paquets prenant la forme d’un
prisme rectangulaire comptant quelques centaines de
pièces identiques (Figure 1). Ceux-ci sont transportés
vers une cour extérieure, la cour à bois, afin d’y être
entreposés temporairement. Étant donné la taille et
le poids des paquets, la manutention de ces derniers
nécessite l’utilisation d’équipements de transport spé-
cialisés, telle que des chargeuses frontales (Figure 2).
Celles-ci doivent être opérées par du personnel qua-
lifié. Éventuellement, les paquets sont transportés de
nouveau vers des séchoirs industriels afin d’y être sé-
chés (les paquets sont assemblés sur un wagon qui
est ensuite poussé dans le séchoir). Le séchage peut
prendre jusqu’à quelques jours. Une fois ce processus
terminé, les paquets sont, une fois de plus, transportés
et stockés dans la cour pour finalement être envoyés
à l’usine de finition. Durant ce dernier processus, les
paquets sont désassemblés, les pièces sont rabotées,
éboutées et les pièces obtenues sont triées par lon-
gueur et par qualité.
Figure 1 – Paquets de bois
Dans une optique de modernisation des processus
d’affaires et d’amélioration de la performance, l’in-
dustrie tend à automatiser et optimiser ses activités.
Au-delà des aspects physiques liés à la transforma-
tion de la matière, l’enjeu se situe au niveau de l’op-
timisation des processus logistiques, le tout dans une
perspective Industrie 4.0 (Müller, F., 2019). Ces der-
nières années ont vu l’adoption d’un nombre crois-
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Figure 2 – Exemple d’une chargeuse frontale utilisée
dans la manutention de paquets de bois
sant de systèmes décisionnels pour la prise de décision
concernant la gestion des opérations du sciage (Gau-
dreault J. et al., 2010) (Zanjani M.K. et al., 2011), du
séchage (Gaudreault J. et al., 2011) (Marier P. et al.,
2016) (Theresia J. et al., 2019) et du rabotage (Ma-
rier P. et al., 2014), en plus bien sûr de la gestion des
approvisionnements (Beaudoin D. et al., 2006) (Zan-
jani M.K. et al., 2016), de la logistique et des ventes
(Bajgiran O.S. et al., 2016).
Toutefois, bien que la gestion de la cour à bois soit
reconnue comme un élément clé dans le processus de
transformation du bois (Dramm JR., 2004), celle-ci
n’est pas prise en compte lors des prises de décisions.
Dès leur sortie du sciage ou du séchoir, les paquets
de bois sont entreposés dans la cour selon un arran-
gement et une disposition généralement laissés à la
discrétion de l’opérateur de la chargeuse. Les déci-
sions quant aux choix des produits qui seront séchés
et rabotés sont, quant à elles, prises quelques jours
plus tard, souvent à l’aide d’un algorithme d’optimi-
sation sans égard à l’emplacement courant des pa-
quets. Pourtant, il y a un potentiel de gain important
en ce qui concerne l’efficience de la cour de prendre
ces décisions de manière à optimiser les déplacements
de la chargeuse dans la cour (Trzcianowska M. et al.
2019). Cette optimisation/planification des déplace-
ments permettrait également, éventuellement, d’au-
tomatiser la gestion des déplacements des paquets
dans la cour à bois. De plus, cela permettrait une
meilleure optimisation des opérations sous-jacentes,
notamment sur le choix des paquets à sécher et rabo-
ter plutôt que seulement le produit, et ce, en tenant
compte des déplacements induits. À terme, les déci-
sions concernant le sciage, le séchage, la finition et la
gestion de la cour seraient prises de manière synchro-
nisée.
Toutefois, cette automatisation et cette optimisation
passent, avant tout, par le maintien d’un inventaire
géolocalisé de la cour à bois (Dumetz L., 2014). Le
maintien de cet inventaire constitue un défi tech-
nique considérable, notamment parce qu’une cour à
bois n’est pas un entrepôt classique : il s’agit plutôt
d’un environnement extérieur hostile à la merci des
intempéries et où il n’existe pas d’emplacement pré-
défini d’entreposage des produits. Les approches ac-
tuelles rendent difficile de s’acquitter de cette tâche.
Par ailleurs, des essais antérieurs de suivi à l’aide de
puces RFID n’ont pas donné de résultats positifs, no-
tamment par manque de fiabilité lors de la manuten-
tion de plusieurs paquets à la fois (Pieskä S. et al.,
2009), près de bâtiment et dans un environnement
entouré de centaines de paquets. Quant aux codes à
barres, des étiquettes sont déjà présentes sur les pa-
quets ; elles sont scannées lors des entrées dans les
bâtiments, mais leur lecture automatique par les char-
geuses lors de la manutention en présence de boue, de
neige et de glace pose problème.
Nous avons donc entrepris la création d’un jumeau
numérique (Boschert S. et Rosen R., 2016) permet-
tant de maintenir en temps réel l’inventaire géoloca-
lisé d’une cour à bois ainsi que les dispositifs pour le
mettre à jour en temps réel, et ce, malgré le fait que
les signaux émanant du monde réel (ex. : coordonnées
GPS de la chargeuse) soient bruités.
L’architecture de ce jumeau numérique est décrite à
la section 2. Ensuite, à la section 3, nous comparons
la performance de différents algorithmes destinés à
maintenir l’intégrité des données. Cela nous permet-
tra d’identifier le niveau maximal d’incertitude sur les
coordonnées GPS tolérable afin de maintenir l’inven-
taire géolocalisé d’une cour à bois. Les expérimenta-
tions sont réalisées à partir de données provenant d’un
partenaire industriel. Finalement, la section 4 conclut
cet article.
2 JUMEAU NUMÉRIQUE
Figure 3 – Séquence d’interaction permettant une
prise de décision à partir de signaux numériques
La figure 3 synthétise l’architecture proposée. L’élé-
593
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc
ment central (2) est une base de données conte-
nant pour chaque paquet son emplacement géoloca-
lisé (longitude, latitude), sa hauteur par rapport au
sol (les paquets pouvant être superposés) ainsi que
son orientation. Les coordonnées de localisation et
d’orientation sont également disponibles pour la char-
geuse frontale. On y trouve aussi différentes informa-
tions de nature statique, telles que la position des in-
frastructures de la cour (ex. : bâtiments et séchoirs).
Le tableau 1 synthétise ces données.
Équipements Type de données utilisées
Chargeuse Géolocalisation et orientation
Paquets de bois Géolocalisation, orientation et élévation
Séchoirs Géolocalisation
Rails de chargement de séchoirs Géolocalisation
Sortie du sciage Géolocalisation
Entrée du rabotage Géolocalisation
Emplacements de stockage Géolocalisation
Tableau 1 – Type de données utilisées par le modèle
numérique afin de maintenir à jour la représentation
de la cour à bois
Ce modèle de données pourra à terme être exploité
par différents algorithmes de prise de décisions (1)
qui permettront de faire des choix quant aux actions
à poser dans le monde réel. Sur la base de ces déci-
sions et d’autres événements survenant en usine, des
modifications à l’état physique de la cour surviennent
dans le monde réel (3).
Il est nécessaire de détecter ces modifications. Nous
pouvons le faire grâce à la captation et l’interpréta-
tion de différents signaux numériques (8). Les prin-
cipaux signaux numériques sont la position GPS de
la chargeuse dans la cour (une série de point permet-
tant aussi de déduire l’orientation de la chargeuse).
On dispose également du moment de ramassage de
paquets (et leur nombre) ainsi que le moment du dé-
pôt de paquets. Cette information peut être déduite
des pressions d’huiles dans les bras de la chargeuse.
Il est donc nécessaire, grâce à des algorithmes (5) ana-
lysant ces données bruitées d’inférer quels événements
(6) ont eu lieu et de mettre à jour la base de données
(2).
Un outil de visualisation (4) permet de constater en
temps réel l’état de la cour (ou plutôt, de son jumeau
numérique) de manière visuelle (Figure 4). Cet ou-
til a joué un rôle primordial lors de la validation du
système développé (Section 2.1).
2.1 Validation
Nous avons travaillé avec une scierie qui nous a donné
accès à ses installations. Nous avons tout d’abord mo-
délisé la cour (emplacement des bâtiments et infra-
structure) à l’aide de données de géolocalisation et
de cartes satellites. Par la suite, une caméra vidéo a
été installée à bord d’une chargeuse frontale. Celle-ci
Figure 4 – Outil de visualisation du jumeau numé-
rique de la cour à bois
était également équipée d’une balise GPS et de cap-
teurs de pression permettant d’obtenir des signaux de
pression d’huile associée au ramassage et au dépôt de
paquets. Cela nous a permis de définir un scénario
(une liste d’événements) décrivant fidèlement ce qui
s’était passé cette journée-là.
L’identification d’une liste des événements de ramas-
sage et de dépôt de paquets ainsi que l’identification
des paquets ramassés ont été faites manuellement à
l’aide de la vidéo, des pressions d’huile à l’intérieur du
cylindre hydraulique du mât de la chargeuse ainsi que
de l’horodatage des signaux. Lors du visionnement de
la vidéo, l’horodatage des moments de ramassage et
de dépôt de paquets a été identifié dans cette dernière.
Cet horodatage a permis, par la suite, de retrouver les
signaux transmis par la chargeuse à ce moment (posi-
tion GPS et pression d’huile). À l’aide des données de
pression d’huile et de la vidéo, les moments de ramas-
sage et de dépôt ont été identifiés avec précision. Pour
chaque moment de ramassage/dépôt identifié dans la
vidéo représentant le cas de tests, il a également fallu
identifier combien et quels paquets étaient ramassés.
Étant donné que les coordonnées GPS de la char-
geuse étaient bruitées, nous avons pu corriger celles-
ci puisque nous connaissions le positionnement exact
des paquets. En effet, en assignant la coordonnée du
paquet nous avons corrigé manuellement, à l’aide de
l’outil de visualisation, la coordonnée de la chargeuse,
et ce, pour le moment exact de ramassage ou de dépôt
du paquet. De ce fait, la correction effectuée sur les
données de géolocalisation de la chargeuse a permis
de compenser l’incertitude sur les signaux initiaux de
positionnement de la balise GPS fournissant ainsi un
modèle de référence pour nos expérimentations à ve-
nir.
La validation du scénario de référence (liste des événe-
ments précédemment identifiés) s’est faite à l’aide de
l’outil de visualisation. En effet, en alimentant l’outil
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de visualisation avec cette série d’événements, il est
alors possible de rejouer le film de la journée de ma-
nière virtuelle. En comparant ce dernier avec la vidéo,
nous avons alors pu vérifier l’exactitude de notre liste
d’événements. Cela montre bien que si la perception
des données de géolocalisation et des événements est
exacte, il est possible de maintenir le modèle numé-
rique de la cour à bois à jour.
2.2 Incertitude des coordonnées géogra-
phiques
Il existe plusieurs niveaux d’incertitudes différents
quant à la géolocalisation de la chargeuse. Cette in-
certitude dépend de plusieurs facteurs, notamment le
type de balise utilisé (Wing M.G., et al., 2005), la
présence de bâtiments à proximité (Williams, M. et
Morgan, S., 2009), etc. De plus, d’après une étude
de la Federal aviation administration (FAA), l’incer-
titude associée à la composante horizontale est de
1,891 mètre 95% du temps alors que pour la compo-
sante verticale, l’incertitude est de 3,872 mètres 95%
du temps (Team G.P., 2017).
Il est généralement reconnu que pour une balise GPS
standard l’incertitude moyenne est de plus ou moins
trois mètres (US DoD, 2020), mais elle peut parfois
être d’aussi peu qu’un mètre (Wing M. et al., 2005).
Toutefois, pour un véhicule en mouvement, cette in-
certitude varie davantage. En effet, l’incertitude as-
sociée à une balise de type commerciale est d’environ
15 mètres alors que pour une balise professionnelle,
l’incertitude est plutôt de l’ordre du mètre (Sun Q.,
et al., 2017).
L’incertitude associée peut être réduite en faisant
usage d’une technique avancée de positionnement,
telle que le Differential GPS (DGPS)(Zogg J.M.,
2009). Le DGPS fait appel à du matériel supplé-
mentaire pour capter des signaux provenant de sta-
tions terrestres fixes. L’incertitude peut être ramenée
à l’ordre du mètre, ou même du centimètre selon le
type de balise utilisé, la technique de correction du
signal de positionnement utilisée et l’utilisation de
techniques de post-traitement des données (Skoglund
M. et al., 2016)(Ogaja C., 2016). Avec un DGPS, le
même niveau d’incertitude est rapporté pour les vé-
hicules en mouvement (Sun QC. Et al., 2017). Il faut
cependant noter que les études se contredisent quant
à la précision de ces approches.
2.3 Algorithmes de détection des événements
Cette section présente des algorithmes pour réaliser la
détection des événements associés aux déplacements
de paquets dans la cour à bois. Ceux-ci permettent de
compenser (jusqu’à une certaine limite) l’incertitude
sur les signaux de géolocalisation de la chargeuse dans
la cour à bois.
Nous proposons deux alternatives distinctes. Un pre-
mier algorithme exploite les données GPS, les signaux
de ramassage et de dépôt obtenus de la chargeuse
ainsi que la connaissance de certaines règles d’af-
faires concernant la manière dont les paquets doivent
être ramassés. Le second algorithme est en mesure
d’utiliser uniquement les données GPS, mais suppose
une meilleure connaissance a priori de certaines règles
d’affaires.
2.3.1 Algorithme #1 : Détection des événe-
ments en fonction de la position de la
chargeuse et des signaux de ramassage
et de dépôt obtenus des bras de la char-
geuse
Cet algorithme se base sur deux groupes de signaux
numériques distincts, soit des signaux de positionne-
ment de la chargeuse dans la cour transmis à l’aide
d’une balise GPS installée sur la chargeuse ainsi que
des signaux numériques indiquant les moments de ra-
massage, le nombre de paquets ramassés et les mo-
ments de dépôt de paquets. La figure 5 présente la
séquence d’interaction de cet algorithme.
Figure 5 – Séquence d’interaction de l’algorithme
#1
Lorsqu’un signal de ramassage est détecté (par
exemple, les pressions d’huile des bras nous indiquent
que 4 paquets ont été ramassés), l’algorithme iden-
tifie alors les paquets qui se trouvent au-dessus des
bras de la chargeuse et suppose que les 4 paquets les
plus hauts (ex. : 2 paquets de hauts par 2 paquets de
profonds) ont été ramassés.
On suppose que les paquets identifiés se déplacent en-
suite avec la chargeuse. Lors de la détection ultérieure
d’un signal de dépôt, on suppose que les paquets sont
déposés à l’emplacement actuel de la chargeuse (ou
plutôt, des bras de la chargeuse). Leur position est
alors corrigée en fonction de l’emplacement où ils se
trouvent. Par exemple, les paquets déposés sur un
rail de séchoir sont alignés avec ce dernier (pour cor-
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riger l’imprécision du signal GPS). La coordonnée z
(élévation) est corrigée en fonction de la hauteur des
paquets déjà présents.
Cet algorithme repose sur la prémisse qu’il est pos-
sible en tout temps de connâıtre la masse portée par
la chargeuse (nombre de paquets). Or, cela nécessite
un équipement coûteux et pas nécessairement fiable.
Pour cette raison, nous avons également imaginé un
algorithme travaillant uniquement avec le signal GPS.
Celui-ci est présenté à la section suivante.
2.3.2 Algorithme #2 : Détection des événe-
ments en fonction des entrées/sorties
de zones
On suppose tout d’abord que la cour est séparée en
différentes zones. Une zone est un espace logique, non
physiquement délimité, de la cour où pourraient se
trouver plusieurs paquets apparentés. Notamment, les
emplacements possibles d’entreposage de paquets, les
rails de séchoir, la sortie du sciage et l’entrée du rabo-
tage sont tous considérés comme des zones distinctes.
Figure 6 – Séquence d’interaction de l’algorithme
#2
Le signal GPS est utilisé pour détecter les en-
trées/sorties de chaque zone. Chaque paire « sortie
d’une zone X / entrée dans une zone Y » est iden-
tifiée comme étant un segment. Pour chaque type de
segment possible, nous avons établi au préalable des
règles d’affaires qui nous permettent d’induire si ce
déplacement est réputé se faire à vide, avec 1, 2 ou 4
paquets. Par exemple, dans le cas où un segment au-
rait pour zone de départ un emplacement de stockage
de bois non séché et pour zone d’arrivée un rail de sé-
choir, l’algorithme présumera qu’un déplacement sur
ce segment correspond à un déplacement de paquets.
Toutefois, l’inverse ne serait pas considéré comme un
déplacement de paquets valide. Des règles d’affaires
supplémentaires ainsi que la position d’entrée de la
chargeuse dans la zone permettent également de dé-
duire quels paquets ont été ramassés. Par exemple,
supposons une entrée à une extrémité d’une zone re-
présentant un rail de séchoir. Cette position d’entrée
permettra de conclure que ce sont les paquets les plus
près de cette extrémité qui seront ramassés.
La figure 6 présente la séquence d’interaction de l’al-
gorithme #2 pour une segment réputé se faire avec
des paquets de bois. De plus, la figure 7 présente un
exemple simplifié d’analyse des segments impliqués
dans le processus de chargement du rail de charge-
ment A et du processus de déchargement du rail de
chargement B.
Figure 7 – Exemple d’analyse de segments impli-
qués dans le processus de chargement du rail A et du
processus de déchargement du rail B
3 EXPÉRIMENTATION : IMPACT DE
L’INCERTITUDE DES DONNÉES GPS
Nous évaluerons à quel point l’incertitude sur la po-
sition GPS de la chargeuse a un impact sur la perfor-
mance des algorithmes précédents (et donc sur la ca-
pacité à maintenir notre inventaire géolocalisé). Nous
utiliserons comme scénario de référence celui décrit
à la section 2.1. Celui-ci permet de reproduire dans
le jumeau numérique de manière exacte tous les dé-
placements de paquets qui se sont produits à l’usine
lors de notre période de référence. Nous comparerons
ensuite les résultats du scénario de référence avec les
résultats que nous aurons obtenus pour différents ni-
veaux de précision GPS.
L’algorithme #1 (détection des événements sur la
base de la position de la chargeuse et des moments
de ramassage et de dépôt) permet de reproduire in-
tégralement le scénario de référence si les coordon-
nées précises (non bruitées) lui sont indiquées. Par la
suite, nous rejouons le scénario, mais une erreur est
ajoutée sur chaque signal de position de la chargeuse
permettant ainsi de simuler l’incertitude d’une balise
GPS. Nous avons simulé six niveaux d’incertitudes
distincts, soit une incertitude de plus ou moins trois
mètres (incertitude moyenne pour une balise GPS
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commerciale (US DoD, 2020)), deux mètres (niveau
de précision le plus probable d’après les données de
la FAA (Team G.P, 2017)), un mètre (incertitude at-
teignable pour des balises commerciales (Wing M. et
al., 2005)), trente centimètres (incertitude moyenne
d’un DGPS (Sun Q. et al., 2017), dix centimètres (in-
certitude moyenne pour un véhicule en mouvement
avec la technique de position RTK (Sun Q. et al.,
2017)) et deux centimètres (niveau de précision maxi-
male atteignable d’après certaines études (Dong Y. et
al., 2020)). L’incertitude ajoutée au signal de géolo-
calisation est générée aléatoirement, mais de manière
séparée pour la composante horizontale et verticale
en fonction d’une loi normale de moyenne 0 et de va-
riance égal à l’incertitude maximale (Tiberius CCJM.
et Borre K, 2000) (Zandbergen PA., 2008).
Lors de la simulation, les paquets de bois sont ramas-
sés d’après les conclusions de l’algorithme de détec-
tion des événements, puis on compare les paquets ra-
massés dans le jumeau numérique avec ceux du scéna-
rio de référence. En cas de contradiction entre le scé-
nario de référence et les choix faits par l’algorithme,
il y aura une désynchronisation dont nous prendrons
note.
Par exemple, supposons que lors d’un événement de
ramassage, l’algorithme de construction de segments
choisit de ramasser les paquets 1 et 2 alors que, selon
le scénario de référence, ce sont les paquets 2 et 3 qui
sont ramassés. Dans ce cas, le paquet 1 est considéré
comme perdu. Le paquet 3 est également considéré
comme perdu puisque le modèle numérique de la cour
a perdu la trace de ce paquet. Notons, par ailleurs,
que chaque paquet ne peut pas être considéré perdu
plus d’une fois.
Il peut arriver qu’un paquet ne soit pas ramassé, mais
qu’un autre paquet du même type (même produit,
mais pas le même paquet) soit ramassé. C’est alors
une faute moindre. Pour cette raison, nous analyse-
rons les résultats à l’égard de deux mesures de per-
formance distinctes : (1) le nombre de paquets perdus
en supposant que l’entreprise désire assurer le suivi
de chaque paquet individuel d’après son identifiant
unique et (2) le nombre de paquets perdus en suppo-
sant que l’entreprise désire assurer le suivi par type
de produit (on veut savoir qu’il y a un paquet de bois
de tel type à cet endroit, mais sans le distinguer d’un
autre paquet du même type).
4 RÉSULTATS
Chaque simulation a été répétée 50 fois. Les résul-
tats moyens avec intervalle de confiance (niveau de
confiance de 95%) sont ici rapportés.
4.1 Performance pour le suivi des paquets in-
dividuels
Les résultats sont rapportés à la figure 8. Avec l’al-
gorithme #1 et l’absence d’erreur GPS, on reproduit
sans surprise le scénario de référence de manière in-
tégrale. Pour les deux algorithmes, on observe une
augmentation du nombre de paquets perdus à me-
sure que l’incertitude sur la position de la chargeuse
dans la cour augmente. Pour de très petites erreurs
GPS (moins de 10 cm) l’algorithme #1 semble pré-
férable. Pour des erreurs supérieures à 10 cm, l’algo-
rithme #2 performe mieux, ce qui est remarquable
étant donné que ce dernier utilise moins de signaux.
En moyenne, on observe une perte de 11,75 paquets
avec l’algorithme #2 versus 17,34 paquets perdus par
l’algorithme #1, soit une différence de 6,73%.
En comparant le «film» de la simulation avec le scéna-
rio de référence, on peut comprendre davantage d’où
proviennent les erreurs. Avec l’algorithme #1 (détec-
tion des événements sur la base de la position de la
chargeuse et des moments de ramassage et de dépôt),
lorsque la chargeuse est positionnée tout près de plu-
sieurs paquets, l’incertitude sur sa position réelle peut
engendrer bon nombre d’erreurs au moment d’identi-
fier les paquets ramassés étant donné que cette iden-
tification se fait seulement en fonction de la position
de la chargeuse. De plus, étant donné l’incertitude
sur la position de la chargeuse au moment de déposer
des paquets, il peut survenir qu’un paquet soit déposé
sur un autre alors qu’il a en réalité été déposé un peu
à côté au sol. Cela fera qu’au moment de ramasser
de nouveau ce paquet, le mauvais paquet sera identi-
fié étant donné que l’empilement devant la chargeuse
n’est pas le bon. Nous avons remarqué qu’une erreur
de 30 centimètres (négligeable dans un plan x,y) est
suffisante pour engendrer une grande perturbation se-
lon l’axe des z. Il faut descendre à une précision de
2 cm pour s’affranchir de ce type d’erreurs. Dans le
cas contraire, le nombre de paquets perdus est beau-
coup trop important pour considérer cette approche
comme étant viable.
Pour l’algorithme #2 (détection des événements en
fonction des entrées et sorties de zone), une très
grande erreur GPS est nécessaire pour rater une en-
trée/sortie de zone. On note malgré tout une dizaine
de paquets (toujours les mêmes) qui sont perdus,
même lorsque l’erreur GPS est négligeable. Il s’avère
que ce sont des déplacements pour lesquels l’opéra-
teur a dérogé aux pratiques établies. Par exemple,
lors d’un ramassage de deux paquets, ce sont norma-
lement les deux paquets situés côte à côte au som-
met d’une extrémité de la zone qui sont ramassés ; si
l’opérateur déroge à cette règle, on perd alors des pa-
quets. Notons que ces règles d’affaires n’étaient pas
des règles officielles ; elles ont été déduites en analy-
sant le comportement de l’opérateur de la chargeuse.
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Il serait cependant envisageable de formaliser davan-
tage ces règles d’affaires et ainsi nous n’aurions pas
observé de pertes de paquets avec l’algorithme #2
pour une erreur GPS de moins de 30 cm. Au-delà de
30 centimètres, l’incertitude sur la position de la char-
geuse au moment de son entrée dans une zone devient
trop importante pour identifier correctement tous les
paquets ramassés. Des règles d’affaires supplémen-
taires (ex. : spécifier l’ordre dans lequel les paquets
d’un chargement doivent être chargés/déchargés d’un
séchoir) permettraient une plus grande tolérance à
l’erreur de position GPS.
Figure 8 – Nombre de paquets perdus par chaque
algorithme en fonction de l’erreur GPS (suivis des
paquets individuels)
4.2 Suivi par type de produit
On remarque sur la figure 9 que le nombre de paquets
perdus est beaucoup moins élevé que pour la figure 8
étant donné que certaines inversions de paquets (qui
étaient des erreurs avec la mesure de performance pré-
cédente) ne sont plus considérées comme des erreurs.
Pour l’algorithme #1, l’erreur est réduite d’environ
8% en moyenne. Toutefois, le nombre de paquets en
erreur augmente rapidement à mesure que l’incerti-
tude augmente également. Pour l’algorithme #2, plus
aucun paquet n’est perdu par le modèle lorsque l’er-
reur sur la position de la chargeuse est de 30 cm ou
moins. Pertes qui ont été identifiées avec la mesure
de performance basée sur l’identifiant unique des pa-
quets et qui étaient dues au non-respect de certaines
règles d’affaires par l’algorithme #2 (voir section pré-
cédente). De plus, le nombre de paquets perdus en
moyenne pour une incertitude au-delà de 30 cm est de
0,33. Il s’agit d’erreurs reliées à la position GPS qui
n’est pas assez précise pour détecter l’emplacement
d’entrée de la chargeuse dans une zone. Par exemple,
lors du déchargement d’un séchoir, si la chargeuse de-
vait ramasser les quatre derniers paquets d’un empi-
lement, mais qu’étant donné l’incertitude sur sa po-
sition d’entrée dans la zone, elle a plutôt ramassé les
paquets de l’empilement situé juste à côté où six pa-
quets étaient présents, la chargeuse n’a alors ramassé
que deux paquets (d’après les règles d’affaires éta-
blies, les empilements de trois paquets de hauts par
deux paquets de profonds, se font toujours ramassés
suivant la règle 2-4, les deux paquets du dessus suivit
des quatre paquets du bas), ce qui cause une perte de
deux paquets.
Figure 9 – Nombre de paquets perdus par chaque
algorithme en fonction de l’erreur GPS (suivis par
type de produit)
5 CONCLUSION
Avec la collaboration d’une entreprise du secteur des
produits forestiers, nous avons entrepris la mise en
place d’un jumeau numérique permettant de mainte-
nir un inventaire géolocalisé d’une cour à bois.
Deux algorithmes de détection des événements per-
mettant ainsi le maintien d’un inventaire géolocalisé
ont été proposés et testés. La position de la chargeuse
et la connaissance des moments de ramassage et de
dépôt des paquets ainsi que le nombre de paquets ra-
massés ne sont pas suffisants pour compenser l’incer-
titude sur la position de la chargeuse dans la cour à
bois puisque le niveau de précision nécessaire est dif-
ficilement atteignable pour une chargeuse en mouve-
ment. En effet, atteindre ce niveau de précision sur la
géolocalisation d’un véhicule en mouvement nécessite
l’utilisation de techniques et de systèmes complexes
qui sont encore à l’étude (Dong, Y. 2020).
Toutefois, cet article démontre également qu’avec l’al-
gorithme de détection des événements en fonction
des entrées/sorties de zone, il est possible de main-
tenir un inventaire géolocalisé dans le cas où aucune
distinction n’est faite entre les paquets contenant le
même produit. Également, il est possible de mainte-
nir un inventaire géolocalisé à l’aide de l’algorithme
de construction de segments à la condition que cer-
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taines règles d’affaires soient énoncées a priori et que
l’opérateur de la chargeuse respecte celles-ci.
Comme travaux futurs, il serait intéressant de vali-
der une approche hybride afin de compenser les la-
cunes de chacun des deux algorithmes de détection
des événements. De plus, le développement de nou-
veaux algorithmes permettant de détecter et de cor-
riger certaines situations exceptionnelles, notamment
un chargement de séchoir qui ne serait pas au maxi-
mum de sa capacité ou qui ne serait pas entièrement
vidé, permettrait également d’atténuer le nombre de
paquets perdus. Nous croyons également que réorga-
niser la cour autour de zone mieux délimitée facilite-
rait le travail de l’algorithme basé sur les segments.
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toute l’équipe de PMPSolutions pour leur implication
dans le projet. Sans leurs précieux conseils et le par-
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d’approvisionnement des scieries de bois de ré-
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ABSTRACT:  This paper presents a profit model for equipment leased with a warranty contract. During the warranty 
period, the lessor (who owns the equipment) performs and pays for repairs at failure and for preventive maintenance 
(PM) actions whenever the equipment reliability reaches a certain threshold. After the warranty expires, repairs and PM 
actions are still performed by the lessor, but they are billed to the lessee (who leases the equipment). Furthermore, in 
case the number of repairs exceeds a certain pre-specified value over the lease period, a penalty is supported by the 
lessor. This type of contract generates a profit for the lessor. A mathematical model is developed to determine the PM 
intervals, maximizing the expected total profit over the lease period. A numerical example is provided to demonstrate the 
effectiveness of the proposed model and a sensitivity analysis is carried out.  
 
KEYWORDS: leasing, reliability, warranty, imperfect PM, minimal repair. 
 
1 INTRODUCTION 
Nowadays, many businesses choose to lease equipment 
rather than buy them, mainly when dealing with 
expensive industrial, medical, mining, or transportation 
equipment. Furthermore, equipment is leased with a 
warranty contract which plays an important role in 
reassuring the lessees by offering them protection against 
early failures (Darghouth et al., 2017). The warranty is 
known as a contractual obligation offered by a lessor, 
which begins at the start of equipment leasing and 
terminates at the end of the warranty period. The purpose 
of this obligation is to establish responsibility between the 
lessor and the lessee if the leased equipment breaks down. 
In a sense, it guarantees to the lessee that the equipment 
will perform its intended functions for a specified time 
(Bouguerra et al., 2012). If it fails to do so, the lessor will 
repair (in case of minor failure) or replace (in case of 
catastrophic failure) the equipment during the warranty 
period at no cost or at a reduced cost to the lessee 
depending on the terms of the warranty contract. 
According to Darghouth et al. (2017), the warranty is also 
considered as a marketing tool to attract more customers 
since it reflects the quality and reliability of the 
equipment. In practice, a better warranty strategy 
generally means higher equipment quality and reliability. 
A review of major publications considering warranty 
policies can be found in Murthy and Djamaludin (2002), 
Wu (2012), and Wang and Xie (2018). 
 
The equipment is not reliable in the sense that it 
eventually fails. In this context, the maintenance service 
is considered as the most important part to be negotiated 
between the lessor and the lessee under a lease contract.  
 
The purpose of this service is to keep equipment 
availability and reliability at an appropriate level (Shafiee 
and Chukova, 2013). In practice, warranties and 
maintenance are closely interlinked. Indeed, carrying out 
PM actions over the warranty period can help reducing 
the likelihood of failure and, therefore, the warranty 
servicing cost from the lessor’s perspective (see Kim et 
al., 2004, Darghouth et al., 2017). From the lessee’s point 
of view, PM efforts during the warranty period can have 
an important influence on the maintenance costs during 
the post-warranty period, which must be borne by the 
lessee. In the literature, the optimization of maintenance 
policies incorporating warranty coverage has received 
extensive attention; readers are referred to Kim et al. 
(2004), Chattopadhyay and Rahman (2008), Chien (2008, 
2010), Shafiee and Chukova (2013), and Chien et al. 
(2019). 
 
Because maintenance requires highly skilled labor and 
expensive tools, equipment lessee tends to outsource 
maintenance actions to the lessor (Ben Mabrouk et al., 
2019). In such situations, proposing an effective 
maintenance strategy as an integrated package under a 
lease contract is the responsibility of the lessor. The goal 
is to minimize the number of failures and associated 
penalties during the lease period. Numerous works have 
been published on optimal maintenance strategies to be 
adopted within a specified lease period (see Jaturonnatee 
et al., 2006; Pongpech and Murthy, 2006; Pongpech et al., 
2006; Yeh and Chang, 2007; Yeh et al., 2009; Yeh et al., 
2011; Chang and Lo, 2011; Schutz and Rezg, 2013; Zhou 
et al., 2014; Ben Mabrouk et al., 2016b; Ben Mabrouk et 
al., 2017; Ben Mabrouk et al., 2019). The above studies 
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focus on developing an optimal PM strategy without 
considering the product warranty. 
 
In fact, the lessor generally offers a warranty for the 
leased equipment. So, it is worthwhile studying the PM 
policies during the warranty period. Notwithstanding the 
importance of warranty agreement, the works that 
incorporate the warranty contract into the optimization of 
maintenance policies for leased equipment are limited. 
Hajej et al. (2015) developed a mathematical model to 
study the opportunity provided to extend the warranty for 
the lessee. Hajej et al. (2016) developed a method to 
jointly optimize the production and maintenance plans for 
leased equipment under a warranty contract. Ben 
Mabrouk et al (2016a) proposed a model that determines 
the optimal levels of PM actions to be performed on a 
leased equipment between successive lease periods 
considering a given warranty period. Another type of 
problem that deals with leasing and warranty is studied by 
Wang et al. (2018). They proposed upgrade and PM 
strategies for industrial equipment during successive 
usage-based lease contracts with consideration of a 
warranty period. In these papers, the cost of PM actions is 
borne by the lessor or shared between the lessor and the 
lessee according to the contract adopted by both parties. 
 
Our literature review exposes that all papers that consider 
the warranty within the lease period model the effect of 
imperfect PM using a single approach (failure intensity 
reduction or age reduction). There are no works 
considering the warranty for leased equipment using a 
hybrid PM model. Such a model, as the one developed by 
Lin et al. (2000), combines the age reduction model 
introduced by (Malik, 1979) and the failure rate increase 
model proposed by (Nakagawa, 1988). Several 
publications have used hybrid PM models either in or out 
of the context of leased equipment (see for instance Lin et 
al., 2001; Zhou et al., 2007; Liao et al., 2010; Khatab et 
al., 2014).  
 
Ben Mabrouk et al. (2017) is the only work having 
considered hybrid PM for leased equipment but without 
considering warranty. To the best of our knowledge, no 
research that integrates the warranty contract and 
maintenance policies in the context of equipment leasing 
involving hybrid PM actions has been reported. Hence, 
based on the results of our work in Ben Mabrouk et al. 
(2017), the goal of this paper is to determine the hybrid 
PM intervals maximizing the expected profit over the 
lease period from the lessor’s perspective considering that 
warranty is offered in the lease contract.    
 
The remainder of this study is organized as follows. 
Section 2 defines the proposed strategy. In Section 3, a 
mathematical model expressing the expected total profit 
over the lease period is developed. Section 4 presents a 
numerical example and a sensitivity analysis. Finally, the 
conclusion and some future research directions are given 
in the last section.  
 
Throughout this paper, the following notation will be 
used: 
λ(t)    initial failure rate of the equipment which is 
initially assumed to be a new one   









number of PM actions to be performed during L 
number of PM actions to be performed during the 
warranty period w 
number of PM actions to be performed during the 
post-warranty period 
j ordinal of PM intervals, j = 1, 2, …, n 
Tj   length of the jth PM interval, j = 1, 2, …, n         
τj   instant of the jth PM action, τj = Ti
j
i=1  










maximum number of failures allowed before a 
penalty has to be paid   
expected number of minimal repairs during the jth 
PM interval 
expected number of minimal repairs during L 
expected number of minimal repairs during the 
warranty period 
expected number of minimal repairs during the 
post-warranty period 
aj age reduction factor corresponding to the jth PM 
action (j = 1, 2, …, n) 
bj failure rate increase factor corresponding to the 







time interval between the last PM action and the 
end of the lease period L 
expected total profit 
expected warranty cost 
expected penalty cost during the lease period L 
expected revenue generated during the post-
warranty 
cr    cost of a minimal repair following failure    
cf penalty cost for each failure beyond a given 





cost of a PM action 
profit margin associated with each PM action 
performed 
profit margin associated with each repair action 
performed 
2 STRATEGY DEFINITION AND WORKING 
ASSUMPTIONS 
In this work, we consider a repairable equipment leased 
for a period L with a warranty period w. Hence, the lessor 
gives the lessee a guarantee for the proper functioning of 
the equipment over the warranty period. Maintenance 
actions are delegated to the lessor and have negligible 
durations. The lessor has to prepare the terms of a 
maintenance service contract to be submitted and 
negotiated with the lessee. The lessor is then in charge of 
prescribing an effective maintenance strategy to keep the 
leased equipment functioning in an economical way. In 
order to reduce the frequency of failures, the contract 
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 1    
Rth 
stipulates that a PM action is performed whenever the 
equipment reliability reaches a reliability threshold Rth 
over the lease period L (Figure 1). A PM action reduces 
the effective age of the equipment and changes the slope 
of the failure rate function simultaneously. Failures are 
minimally repaired keeping the equipment failure rate at 
nearly the same level as before failure. From the lessee’s 
perspective, the equipment is maintained free of charge 
during the warranty period. However, he will have to 
support repairs and PM actions at his own expenses 
during the post-warranty period. In case the threshold 
number of failures are exceeded, penalty costs are always 
supported by the lessor. It is assumed that all costs are 
considered as known and constant. At the end of the lease 











Figure 1: The maintenance policy during the lease period 
   
Our objective is to find the PM intervals durations Tj* 
(j = 1, 2, …, n) corresponding to equipment’s reliability 
threshold Rth* which maximize the expected total profit 
during the lease period considering the warranty. 
3 MATHEMATICAL MODEL 
Recall that a PM action is performed when the reliability 
of the equipment reaches a predetermined level Rth. Using 
a hybrid PM model means that, right after the jth PM 
action, the failure rate function becomes bjλj(ajTj+t) when 
it was λj(t) just before performing the jth PM, where aj  (0 
≤ aj ≤ 1) and bj (1 ≤ bj ) are the age reduction factor and 
the failure rate adjustment factor respectively, and t ≥ 0. 
 
In this paper, we adopt the same modelling approach as in 
Khatab et al. (2014) and Ben Mabrouk et al. (2017) to 
determine the length of the jth PM interval Tj (j = 1, …, n) 
corresponding to the reliability threshold Rth. 
Tj can be obtained in the following recursive way:  
 
Tj =Ʌ 1  Ʌ Aj  - 
 ln Rth
Bj
- Aj    for j = 1, 2, . . ., n          (1) 
 
where 
  Ʌ Tj = λj t
Tj
0 dt represents the cumulative failure 
rate in the jth PM interval and Ʌ 1  .  is the inverse 
function of Ʌ  
 Aj= aiTi
j-1
i=1  such that A1= 0 and
Bj= bi
j-1
i=1  such that B1= 1        
                                           
The expected total profit Pr is calculated by subtracting 
the expected warranty servicing cost CM   and the expected 
penalty cost CP from the expected revenue Repw generated 
during the post-warranty period. It is given by the 
following expression:   
 
Pr = Repw- CM - CP      (2) 
We develop below the terms of the expression of the 
lessor’s expected total profit Pr during the lease period L 
with the consideration of the warranty period. 
3.1 The expected revenue 
The expected revenue Repw generated during the post-
warranty period is obtained by calculating the sum of the 
expected revenue generated from the imperfect PM 
actions (the first term) and repairs (the second term) 
performed during the post-warranty period. It is expressed 
as follows:   
 
Repw = npwcp 1+αp +Npwcr (1+αr)                                                          (3) 
 
where npw= n - nw and  Npw= N - Nw  
The number n of PM actions to be performed during L and 
the number nw of PM actions to be performed during the 
warranty period w are determined using the numerical 
algorithm developed below (see figure 2). 
 
In order to calculate the second term of equation (3), we 
need to compute the expected number N of minimal 
repairs (failures) during the lease period L. Following Ben 
Mabrouk et al. (2017), N can be obtained as follows: 
 
 N = N Tj 
n
j=1
+Bnbn λ t dt
An anTn x
An anTn
                          (4)  
where x = L - Tjnj=1   
Equation (4) is equivalent to: 
 
 N = Bj λ t
Tj+Aj
Aj







This equation is composed of the sum of the expected 
number of minimal repairs during the n cycles and the 
expected number of minimal repairs during the time 
            T1                        T2                            …              Tn                x    Time 
… n 
 PM actions 
Lease period L  
 Failure  
w 
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interval between the last PM action and the end of the 
lease period L. 
We also express the expected number Nw of minimal 
repairs during the warranty period by reasoning similarly 
to equation (5):  
 











where xw stands for the time interval between the last PM 
action during the warranty period w and the end of the 
warranty period. It can be expressed as follows 
xw = w - Tjnwj=1 . 
3.2 The expected warranty cost 
The expected warranty cost CM is given by:  
 
CM = nw cp + Nw cr     (7) 
 
where the first term represents the total cost of the 
imperfect PM actions performed during the warranty 
period w and the second term expresses the expected total 
cost of repair actions during the warranty period. 
 
3.3 The expected penalty cost 
In case the number of failures exceeds a specified 
contractual threshold Nmax during the lease period L, a 
penalty is incurred by the lessor. 
Let ψ be the following binary variable: 
 ψ  = 
 1 : if   -  N max > 0                       
     
 0 : otherwise                        
 
The expected penalty cost during the lease period is 
expressed as: 
 
CP = ψ cf (N -  Nmax)                                                                    (8) 
 
Hence, equation (2) can be rewritten as follows using 
equations (3), (7) and (8): 
 
Pr = npwcp 1+αp +Npwcr (1+αr) - nw cp - Nw cr - ψcf(N -Nmax) 
(9) 
    
The numerical iterative algorithm presented below has 
been developed to determine the optimal strategy for any 
given set of input parameters. The optimal PM intervals 
Tj (j = 1, 2, …, n) can be obtained from equation (1). By 
maximizing the expected total profit Pr, the threshold Rth* 
for the optimal PM intervals can also be obtained. 
Start
Introduce input data: w, cp, cr, 
cf, αp, αr, Nmax, L, nmax, Δp
j = 1
Initialize: n = 1, nw=0
j = j+1
j ≤ nNoCompute and store Pr using Eq. (9)
n = n + 1
n < nmax
Select the maximum of the assessed expected 
total profit and the corresponding n* and Rth*
End 
Yes
Compute and store Tj using Eq. (1) 
Yes
Initialize: Rth = 0.01





Compute the optimal PM intervals durations Tj*(j* = 1, 2, …, n) 
corresponding to the optimal equipment’s reliability Rth* 
τj  ≤ wnw= nw + 1 Yes
No
 
Figure 2: Numerical algorithm to find the optimal 
strategy  
A numerical example is provided, in next section, in order 
to demonstrate the use of the proposed model and the 
numerical algorithm. 
4 NUMERICAL EXAMPLE 
The solving algorithm has been extensively tested with a 
large variety of input parameters. We present here one of 
the tested examples. We assume that the repairable 
equipment is leased for a period L=60 months. The 
improvement factors aj and bj are evaluated according to 




and bj = 
12j+1
 11j+1
 (j = 1, 2, . . ., n). We can see that aj and bj 
depend on the number of PM interventions performed. 
  
The length of the warranty period may be influenced by 
the competition. In other words, due to increased 
competition, the lessor is obliged to provide to the lessee 
a warranty period w longer or equal to the warranty period 
offered on the market for similar leased equipment, even 
if this is done at the expense of a proportion of his profits 
(the maximum profit is obtained when w = 0). 
 
The following input data presented in table 1 were 




- Weibull distribution:  
Scale parameter 
Shape parameter 
-  Minimal repair cost  
-  PM action cost 
-  Penalty cost 
-  Maximum number of failures 
-  Maximum number of PM actions  
-  Warranty period  
-  Profit margin associated with each 
PM action performed during the post-
warranty period 
- Profit margin associated with each 
repair action performed during the 
post-warranty period 
-  The search ranges of Rth  [0.01, 1] 
with a step Δp = 0.01 
 
α = 21.5  
β = 3.5 
cr = 650 $ 
cp = 50 $ 
cf  = 350 $ 
Nmax = 1 
nmax = 15 
w =18 months 
αp = 0.2 
 
 
αr = 0.3 
Table 1: Costs and other input parameters 
 
Looking at figure 3, we can see that the higher the 
reliability threshold Rth, the greater the number n of PM 
actions. Thus, in order to keep the reliability of the 
equipment high, more frequent PM actions must be 
performed. Also, for a high value of Rth, n increases since 
the threshold is quickly reached. This results in an 
important PM cost. On the other hand, a low value of Rth 
implies a prolonged and uninterrupted use of the 
equipment generating, as a result, an increased risk of 
failures yielding an increase in the number of repairs. The 
problem is to find a trade-off between the reliability 
threshold Rth and the number n of PM actions in order to 
maximize the expected total profit over the five-year lease 
period. 
 
Figure 3: The effect of the reliability threshold Rth on the 
number of PM actions n 
 
Based on the input data presented in table 1 and the 
proposed algorithm, the highest expected total profit Pr* 
over the five years lease period is equal to 790.6 $ and the 
optimal number of PM actions n* is equal to 4. Obviously, 
this result is obtained when the equipment reliability 
threshold Rth* is set to 59 %.   
Table 2 below provides the various components of the 
profit over the 5 years with w = 18 months. 
 
- The expected revenue 
- The expected warranty cost  
- The expected penalty cost  
Repw = 1610.9   
CM = 393   
CP = 427.3   
Table 2: The various components of profit ($) 
 
Once the reliability threshold Rth* is obtained, we can 
easily determine the optimal PM intervals using equation 
(1). We recall that the equipment should undergo a PM 
action whenever its reliability reaches the value 
Rth* = 0.59. Figure 4 shows that the first imperfect PM 
action must be performed at T1* = 17.9 months. The 
second PM should be performed after T2* = 15.7 months 
and so on. We can clearly note that the hybrid 
maintenance policy based on the reliability threshold 














Figure 4:  The obtained optimal maintenance strategy  
 
We studied the effect of the variation of the warranty 
period on the expected total profit Pr. Recall that all the 
performed repairs and PM actions are borne by the lessor 
during the warranty period and charged to the lessee 
during the post-warranty period. Looking at table 3 
below, one can notice that when the warranty period 
increases, the expected total profit decreases. One can 
also see that from the lessor perspective, the maximum 
profit is determined in the case where w = 0. However, the 
lessor is obliged to offer to the lessee a warranty period w 
to encourage him to lease the equipment. It is also 
interesting to observe that the lessor should not offer a 
warranty period longer than two years beyond which the 
profit would turn to a loss (we reach zero profit when w is 




















L = 60 months 
  T1*=17.9                                      T2*=15.7                    T3*=12.9               T4*=10.3     x = 3.2       
w= 18 months Time 
 xw = 0.1 
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w 0  6 12 18 24 30 
Rth*  0.81 0.81 0.81 0.59 0.24 0.04 
n* 6 6 6 4 2 2 
T1* 13.8 13.8 13.8 17.9 23.8 30 
T2* 12.1 12.1 12.1 15.7 20.9 26.4 
T3* 9.9 9.9 9.9 12.9   
T4* 7.9 7.9 7.9 10.3   
T5* 6.2 6.2 6.2    
T6* 4.8 4.8 4.8    
Pr*  1490.7 1473.5 1296.5 790.6 120.7 -1105.5 
Table 3: Impact of the variation of the warranty period 
on the optimal PM policy 
 
5 CONCLUSION 
In this work, a profit model based on a hybrid PM strategy 
for leased equipment during a finite lease period including 
warranty has been developed. The lessor performs 
imperfect PM actions whenever the equipment reliability 
reaches a certain prespecified threshold.  To determine the 
optimal PM intervals durations, which maximize the 
lessor’s profit, a mathematical model and a solving 
algorithm have been developed. A numerical example and 
a sensitivity study of the effect of the variation of the 
warranty period on the optimal maintenance policy have 
been presented and discussed. It has been clearly shown 
that when the warranty period increases, the expected 
total profit decreases. 
 
For future investigation, this work can be extended to 
other types of warranty policies (free‑replacement 
warranty, pro-rata warranty, etc.). Regarding the 
maintenance policy, more realistic settings can be 
considered: PM and repairs with non-negligible durations 
and in case a repair duration exceeds a certain pre-
specified value, a penalty cost is incurred.   
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RÉSUMÉ : La différenciation retardée, l’une des techniques clés de la personnalisation de masse, s’est avérée être 
une stratégie de haute performance dans l’industrie de production discrète. Dans l’industrie de production continue, 
elle reste mal explorée, surtout lorsque la différenciation intervient aussi sur la composition du produit et non pas 
seulement sur sa forme. Le Reverse Blending est un nouveau problème de mélange de la recherche opérationnelle basé 
sur une formulation quadratique, où les exigences des outputs sont similaires à celles du blending classique, mais où 
les inputs ne sont pas préexistants et doivent être définis simultanément avec leur utilisation dans le processus de 
mélange, tout en répondant exactement aux exigences des outputs. Le Reverse Blending peut être utilisé pour obtenir 
une grande variété d’engrais personnalisés (outputs) à partir d’un petit nombre d’inputs pouvant être mélangés à 
l’extérieur de l’usine chimique, près des utilisateurs finaux. Cette solution permettrait de remplacer la production d’une 
grande variété de petits lots de produits finis par celle d’un petit nombre de grands lots de produits intermédiaires, 
permettant une rationalisation logistique précieuse et des économies substantielles. Cet article propose une étude de 
cas de l’impact potentiel du Reverse Blending sur la chaîne logistique de l’industrie des engrais. 
 




Maximiser les rendements des variétés agricoles tout en 
préservant la fertilité des sols est essentiel pour pouvoir 
assurer la sécurité alimentaire et accompagner la crois-
sance démographique. À cette fin, la concentration du 
sol en éléments nutritifs doit être optimale pour que ces 
derniers soient utilisés de manière efficace (Incrocci et 
al., 2017). Pour ce faire, il faut recourir à des formules 
d’engrais personnalisées dont les nutriments et les pro-
portions diffèrent selon les caractéristiques pédologiques 
et les cultures agricoles. En plus des nutriments majeurs 
(azote N, phosphore P et potassium K), ces engrais peu-
vent être complétés par plusieurs nutriments secondaires 
(par exemple, le soufre) et/ou micronutriments (par 
exemple, le zinc), ce qui peut se traduire par des cen-
taines, voire des milliers de formules d’engrais. Pour un 
fabricant d’engrais, cela revient à : i) produire un grand 
nombre de différents lots d’engrais personnalisés sur des 
lignes de production à flux continue, et ii)  relever un 
défi majeur qui est celui de gérer la production, le stock-
age et la distribution d’une grande variété de produits 
finis. 
Dans le contexte de la production continue, la perfor-
mance de la production et de la distribution d’une grande 
variété de produits ne peut être optimale car elle accroît 
significativement les coûts directs de la main-d’œuvre et 
des matériaux, les frais généraux de fabrication, le délai 
de livraison et les niveaux de stock (Salvador et al., 
2002). En ce qui concerne la production discrète, des 
études bibliographiques approfondies sont disponibles 
quant à l’organisation industrielle la plus appropriée 
pour gérer une grande variété de produits. Par exemple, 
dans une étude de 60 articles (dont 80 % concernent une 
production discrète et 20 % concernent le secteur des 
services), Reis et al. (2013) ont identifié sept stratégies 
capables d’atténuer les effets négatifs de la variété des 
produits. La stratégie la plus fréquente consiste à utiliser 
des composants communs (Reis et al., 2013). Selon 
Johnson et Kirchain (2009), ceci s’avère être le moyen le 
plus efficace pour réduire les coûts. Cette stratégie, éga-
lement connue sous le nom de la standardisation, est 
communément associée à la Différenciation Retardée 
(DR). Cette dernière vise à retarder les processus de dif-
férenciation en retardant la combinaison des produits 
communs aussi tard que possible afin que la chaîne lo-
gistique atteigne son rapport coût-efficacité (Boone et 
al., 2007). Dans la production discrète, DR fait référence 
à la production successive de différents produits obtenus 
en assemblant des composants alternatifs sur une chaîne 
de montage permettant des milliers de combinaisons de 
produits avec un niveau élevé de réactivité (par exemple, 
l’industrie automobile). 
À notre connaissance, aucune recherche n’a jamais été 
menée sur la gestion d’une très grande diversité dans la 
production continue, sauf là où cette diversité provient 
de la personnalisation de la forme et/ou le conditionne-
ment (par exemple, emballage dans l’industrie du café 
(Van Hoek, 2011) ou forme/coupe de produits dans 
l’industrie sidérurgique (Kerkkänen, 2007)). Nous pen-
sons que, dans l’industrie continue, le Reverse Blending 
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(RB) (une extension du mélange classique où les inputs 
doivent être définis), peut-être une approche disruptive 
efficace pour mettre en œuvre une différenciation retar-
dée efficace en ajoutant à un simple emballage une di-
mension concernant la composition interne du produit 
(Benhamou et al., 2019). En montrant son impact sur 
l’organisation de la Supply Chain (SC), notre article 
traite des avantages potentiels du RB pour les produc-
teurs d’engrais qui seraient prêts à restructurer leur 
chaine logistique. 
À la suite de cette brève introduction, notre article est 
structuré comme suit : la section 2 décrit les principes 
fondamentaux du RB avant de discuter en section 3, les 
avantages potentiels d’une organisation basée sur le RB; 
la section 4 présente les principales conclusions de notre 
étude de cas et, pour conclure, la section 5 met en évi-
dence des pistes importantes pour les futures recherches. 
2 PRINCIPES FONDAMENTAUX DU REVERSE 
BLENDING 
Pour atteindre une grande variété d’engrais personnali-
sés, le RB cherche les spécifications chimiques opti-
males du plus petit ensemble – appelé « Base Canonique 
(BC) » – d’inputs de mélange – appelés « Composites de 
la Base Canonique (CBC) » – dont les combinaisons de 
mélange forment une nomenclature à utiliser pour pro-
duire toute quantité de tout output appartenant à la varié-
té d’engrais à l’étude (Benhamou et al., 2019). D’autres 
nouvelles formules d’engrais supplémentaires peuvent 
être obtenues à partir de ces CBC par un problème li-
néaire classique de mélange visant à minimiser les écarts 
par rapport aux spécifications exactes de ces formules. 
En termes de RO, le RB est un nouveau problème de 
mélange mono-étage dont les caractéristiques des inputs 
(CBC) sont des variables de décision par opposition au 
blending classique où les spécifications des inputs sont 
des paramètres d’entrée. La revue de littérature, présen-
tée dans (Benhamou et al., 2019), démontre l’originalité 
de cette approche par rapport aux problèmes de mélange 
traités dans diverses industries (secteurs agroalimentaire, 
minier, pétrolier et chimique) et l’industrie des engrais 
en particulier.  
Étant non préexistants, certains CBC peuvent devoir être 
créés de toutes pièces, et des expériences en laboratoire 
peuvent donc être nécessaires pour obtenir des réactions 
chimiquement stables pour le développement des nou-
velles formules cibles. Une alternative consiste à pro-
duire les CBC en mélangeant les composites préexistants 
disponibles sur le marché. Cette approche constitue un 
problème de mélange à deux étages dont les composites 
existants sont mélangés pour obtenir les CBC (premier 
étage) et dont les CBC sont mélangés pour obtenir les 
engrais personnalisés (deuxième étage). Cette méthode, 
appelée Problème de Pooling Adapté (PPA), diffère du 
Problème de Pooling (PP), qui fait également référence à 
des problèmes de mélange multi-étages (Chang et al., 
2019). Les raisons de cette différence, énoncées dans 
(Benhamou et al., 2019), comprennent le fait que les 
spécifications chimiques des composites existants peu-
vent interdire l’utilisation simultanée de certains d’entre 
eux dans la production d’un CBC, empêchant ainsi la 
combinaison libre de tous les CBC dans la production 
d’un engrais ; les différences entre les modèles PPA et 
PP sont décrites dans (Benhamou et al., 2019). Compte 
tenu de ces contraintes chimiques, il est très probable 
qu’un certain nombre des composites considérés ne con-
viennent pas pour produire une BC capable de satisfaire 
tous les besoins en engrais. Nous avons donc opté pour 
une version étendue du RB consistant à produire un 
sous-ensemble des CBC en mélangeant les composites 
existants par PPA tout en complétant la fabrication du 
sous-ensemble restant par RB. 
Indépendamment de la façon dont les CBC sont créés, 
cette approche permet une concentration massive des 
flux car elle peut réduire les flux à gérer de 100 % à seu-
lement 1 % comme le montrent les résultats de notre 
étude de cas rapportée dans (Benhamou et al., 2019) où 
700 solutions d’engrais pourraient être fournies avec pas 
plus de 10 CBC. 
3 LES AVANTAGES POTENTIELS DU 
REVERSE BLENDING 
Un producteur d'engrais qui utiliserait le RB bénéficie-
rait d'un mode de production dans lequel très peu de 
CBC (produits communs) seraient produits sur son site 
de production avant d'être expédiés vers des unités de 
blending situées à proximité des consommateurs finaux, 
où tout engrais personnalisé pourrait être obtenu en mé-
langeant les CBC communs selon la nomenclature ap-
propriée. Lorsque l'on considère l'ensemble de la SC (du 
fournisseur à l'agriculteur), ce mode de production est 
basé sur une combinaison de politiques « Production 
Pour Stock (PPS) », à l'usine du producteur, et « Produc-
tion À la Commande (PAC) », en réponse à des com-
mandes spécifiquement personnalisées. 
Les conclusions d’analyses bibliographiques comparant 
la PPS, la PAC et la PPS/PAC hybride sont les suivantes. 
En général, la PPS est utilisée lorsque la production peut 
être basée sur des prévisions de la demande (Kerkkänen, 
2007 ; Sharda et Akiya, 2012), ce qui conduit générale-
ment à peu de produits standards à faible coût. Si cette 
approche permet de rationaliser les coûts de production, 
de réduire les délais de livraison aux clients, d'augmenter 
la capacité de production et de réduire les coûts liés aux 
temps de lancement, peu de systèmes productifs utilisent 
pleinement la PPS. Cela s'explique par le fait que pour 
rester compétitives, les industries doivent désormais ré-
pondre aux attentes des clients (Kerkkänen, 2007). En 
revanche, la PAC, qui consiste à lancer la production à la 
demande des clients en acceptant de livrer une assez 
grande variété de produits, induit des délais de livraison 
plus longs pour les clients et des coûts de changement de 
séries plus élevés (Gupta et Benjaafar, 2004). Une der-
nière solution consiste à combiner ces deux approches 
dans un système hybride PPS/PAC, impliquant une ap-
proche hiérarchique (par exemple, priorité à la PAC et 
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recours à la PPS pour la capacité restante (Agra et al., 
2018), ou stockage de produits semi-finis dans un entre-
pôt intermédiaire (PPS) puis assemblage en fonction des 
commandes des clients (PAC) (Sharda et Akiya, 2012 ; 
Gupta et Benjaafar, 2004 ; Morikawa et al., 2014). 
Le choix de la stratégie de production optimale est in-
fluencé par plusieurs facteurs qui dépendent des caracté-
ristiques des produits, des processus et du marché (Van 
Hoek, 2011) : par exemple, industrie discrète/continue, 
variété de produits, expiration/contamination des pro-
duits, compétitivité du marché, structure de la SC, pro-
cédés flexibles/rigides, etc. Cependant, comme 
l’affirment de nombreux chercheurs (Sharda et Akiya, 
2012 ; Gupta et Benjaafar, 2004 ; Soman et al., 2004 ; 
Jewkes et Alfa, 2009), lorsque le contexte industriel est 
propice, le mode de production le plus efficace est 
l’approche hybride PPS/PAC qui peut permettre de four-
nir des produits personnalisés avec un délai d'exécution 
des commandes des clients plus court (Jewkes et Alfa, 
2009). L'idée est de développer des approches Lean ba-
sées sur l'efficacité, l'élimination des déchets, la réduc-
tion des coûts dans les phases amont de la SC, et de con-
cevoir des processus agiles qui permettent de répondre 
rapidement aux changements de la demande en temps 
réel dans les phases aval (Fornasiero et al., 2015). Pour 
ce faire, de nombreux chercheurs considèrent la DR 
comme la meilleure option (Van Hoek, 2011; Sharda et 
Akiya, 2012 ; Gupta et Benjaafar, 2004 ; Jewkes et Alfa, 
2009). La DR s'est avérée très pertinente dans la produc-
tion discrète (par exemple, Hewlett Packard a fait état 
d'économies à deux chiffres sur les coûts logistiques en 
appliquant la DR (Van Hoek, 2011)). En revanche, dans 
l'industrie continue, elle est plus difficile à mettre en 
œuvre. Ceci est dû au fait que les processus de transfor-
mation chimique ne peuvent être découplés à un stade 
intermédiaire (Van Hoek, 2011), comme c'est le cas dans 
l'industrie discrète où le produit fini peut se décomposer 
en plusieurs sous-modules assemblés à la commande. 
La difficulté consiste en fait à trouver des points com-
muns entre différentes variétés de produits afin de pou-
voir concevoir une plateforme commune à laquelle des 
briques spécifiques peuvent être ajoutées pour obtenir 
des produits personnalisables pour des segments bien 
spécifiques (Tyagi, 2015). En outre, dans l'industrie con-
tinue, lorsque la personnalisation affecte la composition 
interne d'un produit et n'est pas un simple problème 
d'emballage/étiquetage, il devient difficile de reporter le 
point de différenciation des produits aux étapes en aval 
de la SC, ce qui limite la flexibilité et la réactivité à la 
demande des clients (Benhamou et al., 2019). 
Dans l'industrie des engrais, le RB est une solution qui 
permet de surmonter ces difficultés car : i) il fournit une 
plateforme commune solide qui peut servir une base 
étendue d'engrais personnalisés ; ii) il garantit une DR 
efficace et efficiente puisque la différenciation peut être 
effectuée à proximité des agriculteurs, plutôt que sur les 
sites de production, dans de petites unités de blending 
qui peuvent produire, à des coûts similaires (par un pro-
cessus commun de mélange), tout engrais requis en utili-
sant la formule appropriée des CBC. Le RB peut ainsi 
devenir un levier clé pour la mise en œuvre réussie d'un 
système hybride PPS/PAC dans les industrie de process. 
Avec une configuration basée sur le RB, au niveau de 
l'usine chimique, la production est pour stock et implique 
très peu de CBC. En plus d'exploiter la principale force 
de la PAC, grâce à une grande réactivité et à la préven-
tion des pertes de ventes, la transformation organisation-
nelle requise par le RB offre plusieurs avantages. Elle 
simplifie le système de production car elle permet un 
flux continu sans (ou avec très peu) de changements de 
séries sur les lignes de production. En effet, comme les 
changements de séries peuvent entraîner des charges 
importantes dans les usines chimiques (par exemple, 
pertes de produits et de temps, consommation supplé-
mentaire d'eau et d'énergie, création d'eaux usées, utilisa-
tion de produits chimiques à des fins de nettoyage, etc. 
(Gungor et Evans, 2017)), la réduction des temps de lan-
cement est très importante pour répondre à la demande 
des clients et atteindre les objectifs de productivité (Ka-
ram, 2018; Gungor et Evans, 2017 ; Ferradás et Saloni-
tis, 2013; Meixell, 2005). Une production en flux conti-
nu d’un nombre réduit de CBC (un/deux CBC par ligne 
de production) améliorerait donc considérablement la 
performance des lignes de production par rapport à une 
production en flux tiré impliquant de petites quantités 
d'une grande diversité de produits (par exemple, 
Grundermann et al. (2012) ont évalué l'impact de la 
transformation d'une production discontinue en produc-
tion continue et ont conclu que cette transformation 
pourrait réduire l'utilisation de détergent et d'eau jusqu'à 
95 %). La suppression des arrêts dus aux temps de lan-
cement permettrait également d'augmenter la capacité de 
production et d'éviter de perdre des parts de marché au 
profit des concurrents. 
Par ailleurs, il est admis que la production pour stock 
entraîne des coûts de stockage élevés et comporte des 
risques que les commandes prévues ne se concrétisent 
pas (Agra et al., 2018 ; Karasu et al., 2014). RB élimine 
presque ces risques puisque les quelques CBC à stocker 
sont censés correspondent à une plateforme commune 
universelle pour tout engrais sur mesure, ce qui va assu-
rer une forte demande pour ces CBC.  
Le RB simplifierait également la gestion des hangars de 
stockage (un ou deux CBC par hangar), éliminant ainsi 
les problèmes de stockage découlant d'une diversité ac-
crue (espace vacant en raison de petits lots de produc-
tion, engrais contaminés en raison d'une mauvaise sépa-
ration des différents produits, arrêt de la production en 
raison de la saturation des stocks, etc.)  
Au niveau des expéditions, la standardisation liée au RB 
simplifierait les opérations d'acheminement en facilitant 
la séparation des flux (puisque les mêmes CBC sont uti-
lisés pour tous les clients), réduirait les coûts liés au pro-
cessus de nettoyage des convoyeurs, ainsi que les coûts 
de livraison et tous les problèmes liés au chargement des 
engrais sur les navires, pour n'en citer que quelques-uns.  
D'un point de vue commercial, le RB garantirait une 
grande flexibilité et une grande réactivité à la demande 
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de chaque client car la différenciation serait effectuée : i) 
à proximité des agriculteurs et ii) par un simple proces-
sus de mélange dans des unités de blending probable-
ment déjà existantes. Il convient de noter que le blending 
reporté est en effet déjà utilisé, mais avec des résultats 
peu satisfaisants : il se limite au mélange de quelques 
engrais existants qui ne répondent pas vraiment à la tota-
lité des besoins en éléments nutritifs. En bref, le RB 
améliorerait considérablement la satisfaction des clients 
et augmenterait la base de clientèle, d'autant plus que 
cette personnalisation serait plus rentable que la person-
nalisation basée sur la PAC. En plus de ces avantages 
économiques, la RB préserverait la fertilité des sols à 
long terme, garantissant ainsi une agriculture durable et 
la sécurité alimentaire mondiale. 
4 ÉTUDE DE CAS 
4.1 Description 
Le groupe OCP, l’un des leaders mondiaux dans le 
secteur des engrais, cherche à accroître sa part du marché 
mondial des engrais et à conquérir de nouveaux clients 
en leur offrant des solutions d’engrais personnalisées. 
Accroître la diversité de son portefeuille de produits est 
une stratégie que le groupe OCP poursuit depuis de 
nombreuses années. En effet, depuis 2000, le groupe 
OCP a décuplé la variété de ses engrais et vend 
aujourd'hui environ 50 engrais. La figure 1 souligne 




Figure 1: Évolution du nombre d'engrais OCP depuis 
2000. 
Cette diversité croissante améliore l’agilité et la flexibili-
té, et conforte le leadership du groupe. Cependant, dans 
une approche dominée par la PAC, plus la diversité est 
grande, plus il est difficile de gérer la production, le 
stockage et la distribution. L’objectif de notre étude de 
cas est alors de montrer que les problèmes liés à la diver-
sité produite par OCP pourraient être résolus par le RB à 
travers le passage d’une PAC à une PPS. À cette fin, 
nous partons du programme de production journalière de 
l’OCP en 2019 et cherchons la composition optimale des 
CBC qui satisferaient ce programme de production. 
En 2019, le carnet de commandes d’OCP comprenait 28 
engrais dont la production globale sur 7 lignes de pro-
duction est fournie dans le fichier An-
nual_Production.xlsx inclus dans le lien Mendeley 
(http://dx.doi.org/10.17632/zfp6nzy87w.1) utilisé pour 
stocker nos grandes tables afin de conserver le texte dans 
le format prescrit. Nous avons d’abord appliqué le mo-
dèle RB à cet ensemble de données annuelles avant 
d’analyser ses résultats sur un maillage mensuel. La pro-
duction mensuelle de l’OCP est indiquée dans le fichier 
Monthly_Production.xlsx. 
4.2 Résultats 
L'application du RB aux 28 engrais différents a révélé 
qu'ils peuvent tous être produits en utilisant seulement 8 
CBC. Il convient de souligner que les résultats qui sui-
vent visent à montrer la réduction de la complexité de la 
production et du stockage en répondant à la demande 
avec seulement une dizaine de CBC, sachant qu’avec 
une dizaine de CBC, il est possible de répondre à la de-
mande de plusieurs centaines d’engrais.  
Le tableau 1 décrit la composition chimique de chaque 
CBC en termes de N, P, K, B2O3, Zn et de filler (un 
composant neutre ajouté à des fins de stabilisation chi-
mique n'ayant aucun impact sur la structure nutrition-
nelle). 
CBC 1 CBC 2 CBC 3 CBC 4 CBC 5 CBC 6 CBC 7 CBC 8 filler
%N 46,00% 11,86% 12,70% 19,00% 0% 2,34% 2,14% 0% 0%
%P 0% 56,08% 16,11% 38,00% 0% 56,00% 56,00% 51,24% 0%
%K 0% 0% 16,11% 0% 63,60% 0% 0% 0% 0%
%S 0% 0% 0% 7,00% 25,27% 11,78% 7,06% 19,67% 0%
%B2O3 0% 0% 0% 0% 6,13% 3,15% 0% 0% 0%
%Zn 0% 0% 0% 0% 0% 0% 0% 7,79% 0%
filler 54,00% 32,06% 55,07% 36,00% 5,00% 26,72% 34,81% 21,30% 100%
Composites de la Base Canonique (CBC)
 
Tableau 1: Composition optimale des CBC 
En plus d'identifier les CBC, RB indique les quantités de 
chaque CBC nécessaires pour produire le volume exact 
requis pour chaque engrais et pour satisfaire leur compo-
sition chimique précise (voir les détails de cette solution 
dans le fichier RB_Annual_Results.xlsx). Il convient de 
rappeler que le filler doit être utilisé en combinaison 
avec les CBC pour obtenir les quantités souhaitées. 
4.2.1 Résultats annuels 
Une étude plus approfondie des résultats montre que le 
volume de production annuel du groupe OCP, soit 4 440 
150 tonnes, comprenant 28 engrais (voir les parts corres-
pondantes en % dans la partie gauche de la figure 2) peut 
être entièrement obtenu en produisant seulement 
4 290 687 tonnes réparties sur 8 CBC (voir la part en % 
de chaque CBC dans la partie droite de la figure 2) dont 
les quatre premiers représentent plus de 96 % de la pro-
duction totale. 
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Figure 2 : Production actuelle de l’OCP vs. Production 
basée sur le RB. 
La massification des flux ci-dessus aurait été encore plus 
importante si nous nous étions face à une variété plus 
grande que 28 engrais. Dans (Benhamou et al., 2019), le 
RB répondait aux exigences de plus de 480 formules 
NPK avec un maximum de dix CBC. Nous croyons ce-
pendant qu'avec l'accent mis aujourd'hui sur l'agriculture 
de précision, en particulier en Afrique, l'OCP devra ac-
croître considérablement la diversité de son portefeuille 
au cours des prochaines années et la contribution du RB 
sera à ce moment-là plus révélatrice. 
4.2.2 Résultats mensuels 
L’intérêt du RB est encore plus évident sur la base des 
résultats mensuels. En effet, en adoptant le système pro-
ductif actuel (voir la figure 3), nous observons que la 
diversité des produits et les volumes de production va-
rient d’un mois à l’autre et que les volumes correspon-
dent à de petits lots (le système de production étant ali-
menté par des commandes réelles (PAC)). 
 
Figure 3: Part des engrais dans la production mensuelle 
globale de l'OCP 
Les différentes couleurs (pour chaque référence 
d’engrais différente) dans chaque bâton (production 
mensuelle globale) illustrent la diversité et fournissent 
une indication quant au nombre de changements de sé-
ries qui ont dû être effectués sur les lignes de production 
en 2019. Compte tenu du calendrier de production quoti-
dienne, le nombre total de changements de séries pour 
les 7 lignes de production s’élevait à 175. Comme le 
temps de lancement dépend de la nature du couple « ré-
férence précédente/référence suivante » et même en con-
sidérant le plus petit temps de lancement qui est 
d’environ deux heures, la production a dû être arrêtée 
pendant au moins 350 heures (175*2). L’OCP a deux 
types de lignes de production (lignes 107 et 07 avec des 
taux de production de 108,3 tonnes/heure et 80,82 
tonnes/heure, respectivement). En termes de capacité de 
production, sur les lignes 107, où l’arrêt de la production 
s’est élevé à 200 heures, la capacité de production per-
due a atteint 21 660 tonnes (108,3*200) et sur les lignes 
07, où la production a été arrêtée pendant au moins 
150 heures, la capacité de production perdue était de 
12 123 tonnes (80,82*150 tonnes). En outre, OCP con-
naît une gestion ardue des stocks dans ses 9 hangars de 
stockage, en raison, entre autres, de son système de pro-
duction qui est basé sur le lancement irrégulier de petits 
lots. 
 
Figure 4: Part des CBC dans la production mensuelle 
globale de l'OCP 
Par ailleurs, puisque nous examinons l'impact du RB sur 
le système productif de l'usine chimique, la préoccupa-
tion du producteur est le volume des CBC à produire 
dans son site de production et non la manière dont ceux-
ci seront utilisés plus loin dans la chaîne logistique au 
niveau des unités de blending. 
Cela dit, la figure 4 montre comment la production aurait 
été obtenue mois par mois si les CBC auraient été utili-
sées. Une comparaison des figures 3 et 4 montre com-
ment cette transformation simplifie considérablement la 
gestion de la production puisque les 4 premiers CBC, en 
particulier le deuxième, représentent plus de 90 % de la 
production mensuelle. 
La massification des flux présentée ci-dessus montre 
l'opportunité de concevoir un nouveau système de pro-
duction basé sur une PPS. En utilisant sept lignes de 
production, dont trois ont un débit annuel d'environ 
897 000 tonnes et quatre un débit annuel d'environ 
669 000 tonnes, la gestion de la production de 8 CBC est 
relativement simple. En effet, compte tenu des parts res-
pectives des CBC (cf. figure 2) et des débits de ces 
lignes de production, nous recommandons d'affecter les 
CBC à des lignes de production dédiées afin d'assurer 
une production continue dans toute la mesure du possible 
(un CBC par ligne de production) et de profiter ainsi 
d'une production rationalisée et économique. En effet, 
étant donné que CBC 2 représente plus de 66 % du vo-
lume de production annuel, on peut lui dédier trois lignes 
de production complètes. Pour les CBC 1, 3 et 4, repré-
sentant chacun environ 10 %, nous proposons de consa-
crer une ligne de production à chacun d’eux. Enfin, le 
reste des CBC représentant moins de 4 % de la produc-
tion totale, nous recommandons de leur affecter une 
seule ligne de production. 
En produisant en flux continu, les lignes mono-produits 
élimineraient les arrêts dus aux temps de lancement, 
augmentant ainsi la capacité de production. Quant à la 
seule ligne multi-produits restante, elle pourrait conser-
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ver une logique de production au point de commande (la 
production démarre lorsqu'un niveau de stock donné est 
atteint) pour produire CBC 5 qui représente près de 2 % 
de la production annuelle. Concernant les CBC 6, 7 et 8 
(représentant chacun moins de 1 % de la production an-
nuelle), la production pourrait être déclenchée lorsque le 
stock descend en dessous du stock de sécurité et arrêtée 
lorsque la capacité de stockage est pleinement utilisée. 
Le portefeuille de produits actuel de l'OCP couvre un 
ensemble limité d'engrais avec 5 références représentant 
plus de 60 % des ventes. Dans ce contexte, la contribu-
tion du RB paraît peu cruciale. Néanmoins, notre objectif 
n'est pas de remplacer la production des 28 engrais par 
celle des 8 CBC, mais plutôt de démontrer l'impact sur la 
production et le stockage d'une BC permettant de fabri-
quer à la demande des centaines de formules d'engrais. 
L'argument en faveur de notre solution devient très con-
vaincant si OCP poursuit sa stratégie de conquête des 
marchés émergents en leur proposant des engrais per-
sonnalisés, car il devra alors augmenter considérable-
ment la diversité de ses produits (à hauteur d’une cen-
taine d'engrais) : dans ces conditions, la contribution de 
RB devient évidente. 
5 CONCLUSION 
À travers la différenciation retardée (un hybride 
PPS/PAC), le Reverse Blending ─ une technique qui 
peut être utilisée dans les industries opérant dans des 
contextes de mélange ─ offre les avantages à la fois 
d’une PPS (c'est-à-dire faciliter la gestion de la produc-
tion, du stockage et de la distribution, augmenter la ca-
pacité de production et réduire les délais de livraison aux 
clients) et d’une PAC (c'est-à-dire offrir des produits 
personnalisés et conserver un avantage concurrentiel), 
tout en supprimant leurs principaux inconvénients res-
pectifs : les coûts élevés de stockage et les longs délais 
de livraison.  
Notre étude de cas montre que des économies impor-
tantes peuvent être réalisées au niveau du système de 
production, l'impact au niveau des stocks et des expédi-
tions reste encore à étudier. Enfin, il convient de rappeler 
que cette approche peut nécessiter un redesign des pro-
cessus de production et de distribution, car les industries 
qui cherchent à implémenter le RB pourraient devoir 
modifier leurs points de découplage. Ainsi, alors que 
plusieurs avantages potentiels du RB sont explorés dans 
cet article, la prochaine étape de cette recherche devrait 
consister à examiner les défis auxquels seraient confron-
tés les producteurs souhaitant mettre en œuvre le RB. 
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RESUME : Dans ce papier, nous présentons une approche conjointe de la Production, de la Maintenance et de la Qualité 
pour le management d’une Chaine Logistique (d'approvisionnement). Le système de production considéré est soumis à 
une défaillance aléatoire qui affecte directement la qualité des produits. La dégradation du système est en fonction de la 
durée de son utilisation et sa variabilité de la production.  Le contrôle du processus de production et de la qualité des 
produits est effectué à l'aide de son outil "carte de contrôle Moyenne-Écart type" du MSP (Maîtrise Statistique des 
Processus). Cet article présente en plusieurs entrepôts permettant de satisfaire des demandes aléatoires sur un horizon 
fini, avec un niveau de qualité exiger. L'objectif étant d'établir une stratégie optimale de planification de la production et 
de maintenance, en tenant compte de l'influence du taux de production sur la dégradation du système et en fonction de la 
moyenne des mesures de l'indicateur de qualité X par rapport aux limites de contrôle, ce qui minimise le coût total. 
 
MOTS-CLES : Demande aléatoire, Carte de contrôle, Multi-entrepôts, Qualité de la production, Taux de défaillance 
 
1 INTRODUCTION 
L'évolution des conditions économiques du marché mon-
dial, les produits de haute qualité à des prix compétitifs, 
avec des délais de livraison réduits, sont devenu une exi-
gence clients en termes de conscience et de demande. La 
qualité d'un produit, ou d'un service, n'est réduite que lors-
qu'elle affecte soit le processus qui le crée en augmentant 
les coûts, le temps ou les contraintes, soit le produit ou le 
service final utilisé par un client. Cela implique que la 
qualité ne se limite pas à la perfection d'un produit ou d'un 
service, mais qu'une qualité élevée permet d'atteindre la 
perfection dans les performances d'un produit ou d'un ser-
vice, ou bien de s'en rapprocher le plus possible. Pour ga-
rantir la conformité de la qualité ainsi que la satisfaction 
du client, plusieurs méthodes d'amélioration continue 
peuvent être appliquées dans chaque phase du processus 
de production, telles que le Six Sigma, l'analyse des sys-
tèmes de mesure, l'analyse des causes et des consé-
quences.  
Dans cette étude, nous nous concentrons sur la méthode 
Six sigma qui est utilisée dans les entreprises de produc-
tion ou les industries de services. Cette méthode utilise les 
outils de base pour améliorer la qualité des produits et des 
processus en réduisant leur variabilité et le taux de défauts 
qui y est associé, tels que la carte de contrôle qui est basée 
sur l'approche de la Maîtrise Statistique des Processus 
(MSP). 
Dans ce contexte, le Six Sigma se concentre en l'applica-
tion de la méthodologie DMAIC (Définir, Mesurer, Ana-
lyser, Améliorer, Contrôler) pour obtenir une améliora-
tion durable [Starbird D., 2002.]. D'autre part, les plans de 
maintenance et de production optimaux qui minimisent le 
coût total incluant la production, l'inventaire et la mainte-
nance sont l'une des premières actions d'un processus de 
décision hiérarchique. La défaillance ou le dysfonctionne-
ment du système de production est considéré comme l'une 
des causes de la production d'articles non-conformes. Par 
conséquent, l'intégration du contrôle statistique des pro-
cessus, de la maintenance et de la production est considé-
rée comme la solution pour réduire les défauts de produc-
tion. L'intégration de la carte de contrôle "Moyenne-Écart 
type" et de la stratégie de maintenance préventive pério-
dique est traitée dans plusieurs travaux recherches afin de 
stabiliser le processus et éviter la production de non-con-
formité ([Ben-Daya M. et al., 2000], [Pandey D. et al., 
2011], [Lesage A. et al., 2015], [Salmasnia A. et al., 
2017]). 
L'entreprise doit définir un plan de production optimal et 
une stratégie de maintenance pour fabriquer les produits 
qui satisfont une demande aléatoire dans des périodes fu-
tures. Dans ce contexte, [Buzacott J.A., 1967] a analysé le 
problème de la maintenance intégrée aux stratégies de 
production en étudiant le rôle des stocks tampons dans 
l'augmentation de la productivité du système. Plus récem-
ment, [Turki S. et al., 2012] a déterminé simultanément 
les plans optimaux de production et de maintenance ainsi 
que le plan de livraison optimal en tenant compte du délai 
de livraison, des pannes de machines, de la demande aléa-
toire et du droit de rétractation. En effet, le délai de livrai-
son et la quantité transportée sont des caractéristiques im-
portantes des systèmes de fabrication. Ainsi, les entre-
prises s'efforcent de réduire les délais de transport et de 
livraison, qui sont la période de temps que prend la pro-
duction entre un magasin de fabrication et un magasin 
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d'achat (client), et qui a généralement un grand impact sur 
les mesures de leurs performances. Ainsi, dans [Lee H. 
2011] l’auteur développe un modèle pour soutenir les stra-
tégies d'investissement concernant les stocks et la mainte-
nance préventive dans un système de production imparfait 
qui tient compte du délai de livraison au client.  
Dans cet article, nous traitons d'un système de production 
composé de plusieurs entrepôts permettant de satisfaire 
des demandes aléatoires avec une contrainte de qualité. 
L'originalité de ce travail est qu'il permet de déterminer 
les plans optimaux de production, de maintenance et de 
livraison de la production basé sur le résultat de la carte 
de contrôle et de la corrélation entre la production et la 
maintenance. En effet, afin de respecter le niveau de ser-
vice, chaque entrepôt doit contenir suffisamment de 
pièces pour satisfaire les demandes des clients. 
2 PROBLÈME DE PRODUCTION ET DE 
MAINTENANCE  
2.1 Notations 
Les paramètres suivants sont utilisés dans le calcul la for-
mulation du modèle : 
i : délai de livraison pour l'entrepôt Si 
L : numéro de l'entrepôt 
∆t : durée d'une période de production 
H : nombre de périodes de production dans l'horizon de 
planification 
H. t : longueur de l'horizon de planification finie 
u(k) : taux de production de la machine M pendant la pé-
riode k (k=0, 1,..., H-1) 
U={u(0), u(1), ..., u(H-1)} 
Qi(k) : taux de livraison pendant la période k (k=0, 1, ..., 
H-1) pour chaque entrepôt 
Qi={Qi(0), Qi(1), ..., Qi(H-1)} 
îd k :  demande moyenne pendant la période k (k=0, 1, 
..., H) pour chaque client 
Vdi(k) : variance de la demande pendant la période k (k=0, 
1, ..., H) pour chaque client 
S k : niveau d'inventaire de S à la fin de la période k 
(k=0, 1, ..., H) 
iw k : niveau d'inventaire de Si (i : 0...L) à la fin de la 
période k (k=0, 1, ..., H) pour chaque entrepôt 
Cp : coût de production unitaire de la machine M 
Ch : coût de détention en stock d'une unité de produit pen-
dant une période au premier magasin S. 
Chi : coût de détention d'une unité de produit pendant une 
période dans l'entrepôt Si (i : 0...L) 
CM : coût total de la maintenance  
Cpm : coût des actions de maintenance préventive 
Ccm : coût des actions de maintenance corrective 
Mu : unité monétaire 
Umax : taux de production maximal de la machine M 
Umin : taux de production minimal de la machine M 
i : indice de probabilité lié à la satisfaction de chaque 
client i et exprimant le niveau de service. 
J : nombre moyen d'échantillons pour détecter l'état "hors 
contrôle". 
i  : L'ampleur du passage à l'état "incontrôlable" par rap-
port à la ligne centrale 
A : Nombre d'écarts types entre la ligne centrale de la carte 
de contrôle et les limites de contrôle 
Ci : Coût unitaire de l'inspection  
Cr : Coût unitaire d'une unité défectueuse 
 
2.2 Description du problème 
Dans cette étude, une optimisation conjointe de la produc-
tion, de la maintenance et de la planification du problème 
de contrôle de la qualité est présentée. Nous considérons 
une chaîne Logistique (d'approvisionnement) composée 
d'un système de production avec une seule machine qui 
produit un type de produit, un magasin principal de fabri-
cation S et un entrepôt multi-achats (w0, w1, .... wL) (où le 
client reçoit sa demande (produits)).  Chaque entrepôt vise 
à satisfaire une demande aléatoire multiple sous un niveau 
de qualité spécifique donnée sur un horizon fini H de pro-
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Figure 1 : Exemple de chaine logistique  
 
La machine M est soumise à une défaillance aléatoire. Le 
degré de dégradation de la machine est influencé par les 
taux de production, par conséquent, le taux de défaillance 
λ(t) augmente avec le temps et le taux de production u(k) ; 
et affecte la fiabilité du processus de production, générant 
ainsi des produits non conformes. Nous avons supposé 
que la machine soit contrôlée à chaque unité de temps h 
pendant la période de production ∆t par une statistique 
quantitative de qualité X avec des mesures nt pour l'échan-
tillon t. On suppose que les mesures individuelles doivent 
toutes être comprises entre la limite supérieure de spécifi-
cation LSS et la limite inférieure de spécification LIS. Les 
résultats des mesures sont enregistrés dans une fiche de 
mesure avec un risque de la première espèce. Le processus 
de production est supposé stable si la loi de Xt est une 
gaussienne centrée réduite avec paramètres : une 
moyenne 
0 0   et un écart-type connus ou bien estimés 
0 . Le processus est sous contrôle lorsque toutes les sta-
tistiques sont comprises entre les limites de contrôle : li-
mite inférieure de contrôle LIC et limite supérieure de 
contrôle LSC.  Afin de réduire la dégradation ainsi que le 
taux de défaillance, qui lui dépend de la variation du taux 
de production de la machine, une stratégie de maintenance 
(PMMR : actions de maintenance préventive parfaite avec 
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une réparation minimale) est effectuée pendant l'horizon 
fini de la production.  
Pendant un horizon, des actions de maintenance préven-
tive parfaite d'une durée négligeable sont périodiquement 
planifiées T= . t=α. .h ( et  sont des nombres en-
tiers) ; et lorsque le processus de production est "sous con-
trôle", des actions de réparation minimale pour chaque 
panne sont entreprise entre deux maintenances préven-
tives successives (scénario 1).  
D'autre part, en raison par exemple de l'apparition d'une 
cause assignable, la moyenne des mesures de l'indicateur 
de qualité entre le jème et le (j+1)ème échantillonnage se si-
tue en dehors des limites fixées par LIC et LSC, le proces-
sus de production est dit "hors de contrôle" (scénario 2) : 
tLIC X LSC  avec 0 0LIC
n
  et   
0 0LSC
n
 ou la valeur moyenne de la caractéris-
tique de qualité change de 0  à 0 0i . Par consé-
quent, la production est suspendue par une action de main-
tenance corrective qui permet de remettre la machine dans 
un état comme neuf (As Good As New) et la planification 
classique de la maintenance préventive en fonction du 
taux de défaillance cumulé est reprise à partir de cette pé-
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Figure 2. Stratégie intégrée du contrôle qualité et de 
maintenance 
3 FORMULATION DU PROBLÈME 
L'objectif de cette étude est de déterminer dans un premier 
temps le plan de production optimal afin de satisfaire la 
demande aléatoire du client sous un niveau de service et 
de qualité donné. Ensuite, en fonction du plan de produc-
tion économique, des paramètres optimaux de la carte de 
contrôle qui sont : la taille de l'échantillon n, l'intervalle 
de contrôle h et le coefficient des limites de contrôle 
ainsi que la stratégie de maintenance optimale caractéri-
sée par le nombre optimal d'actions de maintenance pré-
ventive N. L'objectif est de minimiser les coûts escomptés 
liés à la production, au stock, à la maintenance et à la qua-
lité, y compris les coûts d'échantillonnage et de rejet pen-
dant l'horizon de temps fini. On suppose que l'horizon est 
divisé en H périodes de longueur égale à t. De plus, nous 
faisons l’hypothèse que la fluctuation des demandes est 
un processus normal avec une moyenne et une variance 
donnée respectivement par ˆid et idV  que les demandes 
sont satisfaites à la fin de chaque période. L'efficacité 
d'une carte de contrôle peut être mesurée en utilisant la 
probabilité de ne pas détecter un ajustement lors du prélè-
vement d'un échantillon de taille n. L'efficacité de la carte 
est d'autant plus grande que cette probabilité est faible. 
Lorsque le processus ne fonctionne pas correctement, la 
moyenne peut varier et prendre comme valeur . Nous no-
tons c l'expression de l'ajustement de la moyenne en fonc-




c                                           (1)  
Soit Pj(c) la probabilité de ne pas détecter un ajustement 
de c écarts-types lors du prélèvement d'un échantillon de 
n pièces.  
 
jP c F c n A F c n A  j={1, 2, …} (2) 
 
Avec F : la fonction de distribution de la loi normale cen-
trée réduite. 
Ainsi, la période opérationnelle moyenne (AOP) caracté-
rise le nombre moyen d'échantillons successifs conduisant 







P c F c n A F c n A
    (3) 
 
 Coût de détention  
Le coût total de détention HC comprend le coût de stock-
age de chaque produit. Le coût détention pour le stock 





HC C Z k                (4) 
 
( )SZ k  est la surface générée par l'évolution du niveau de 
stockage au cours de la période k (k=1,……,H) 
L'évolution du niveau de stockage est caractérisée par le 
niveau de l'équation du bilan des détentions dans le maga-






S k S k u k t Q k             (5)                       
(k=1,…, H), et Où  S(0)=0. So, 
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S k u i t Q k           (6) 
La surface générée au cours d'une période est donnée 
comme suit : 




Le coût de détention des stocks pour l'ensemble des entre-





HC C Z k                 (8) 
 
( )wZ k  est la surface générée par l'évolution du niveau de 
stockage au cours de la période k (k=1, …,H) 
 
Le niveau d'inventaire de chaque entrepôt wi à la période 
k est donné par l'équation suivante : 
1i i i i iw k w k Q k d k                  (9) 
(k=0, 1 ,…, H-1) et (i=1 ,…, L) 
 
Le niveau de stock de chaque entrepôt wi à la période k est 
égal au niveau de stock de wi à la période k-1 plus la quan-
tité de produits qui arrive à wi (c'est-à-dire Qi(k- )) moins 
la demande du client di à la période k. 
 Pour chaque entrepôt, la surface générée de l'évolu-
tion du niveau des stocks au cours d'une période est don-




1max 1 ,0 2w i i i iZ k w k t Q k t    (10) 
Par conséquent, le coût d'exploitation est exprimé 





1max 1 ,0 ( )2





S k t u k t
HC C
w k t Q k t
   (11) 
 
Les exigences de niveau de service pour chaque en-
trepôt à chaque période k est exprimée par la contrainte 
suivante. 
Prob 0i iw k              (12)                                  
        (k= 1,…, H-1) and (i=1,…, L)   
 
La contrainte suivante définit une limite supérieure 
et inférieure du niveau de production au cours de chaque 
période k.  
min maxU u k U                         (13) 
 
 Coût de Production  
 






PC C u k t                      (14) 
 Pénalités de retard 
Les pénalités de retard se justifies par les conséquences 
que peuvent causer un retard dans la satisfaction de toutes 
demandes. Si une situation de retard s'est produite à la fin 
de la période k, elle a provoqué une pénurie qui s'établie 
au cours de la période suivante (k+1) : 
Les pénalités sont déterminées en fonction de la durée re-
quise dw(.) pour produire la quantité manquante à la fin 
















 Politique de Maintenance  
 
Le coût de la maintenance est constitué des coûts de main-
tenance préventive et corrective et dépend également du 
scénario qui se produit : "scénario 1 : en contrôle" ou "scé-
nario 2 : hors contrôle". 
La résolution du problème de planification de la mainte-
nance consiste à minimiser les coûts liés à la maintenance 
préventive et corrective. La stratégie de maintenance en-
visagée dans ce travail est une maintenance périodique 
préventive avec une réparation minimum lorsque le sys-
tème est dans un état "sous contrôle". Les actions préven-
tives doivent être planifiées sur l'horizon fini H qui se di-
vise en N parties égales de durée T. Nous supposons que 
l'exécution d'une action préventive correspond aux temps 
i.T (i=1, 2, ..., N) consiste à remettre la machine dans un 
état neuf (AS GOOD AS NEW). Cependant, entre les in-
terventions préventives successives, des pannes peuvent 
survenir, une réparation minimale est effectuée. On sup-
pose que les durées de réparation et de révision sont né-
gligeables. Il est donc nécessaire de considérer et de gar-
der à l'esprit que l'état des machines dépend de leur utili-
sation et de la variation du plan de transport. 
La stratégie de maintenance est caractérisée par le nombre 
optimal N* d'actions de maintenance préventive et le 
temps le plus adéquat entre lesdites actions noté T*. 
 
1 1 2 2M M MC P S C P S C              (16) 
0 0




2 0 0Pr Pr 1P S ob X LSL ob USL X F A F A
n n
 
1 ,M pm cm M
H
C C C U N
T
               (17) 
Où ,U N est le nombre moyen de pannes en fonction 
du plan de production défini par le vecteur U et le nombre 
d'actions de maintenance préventive N.  
( 1) ( 1)( 1)
( 1) 1
0 0( ) 1
( 1) 1
max( 1)
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(18) 
  
Avec λ(t) représentant la fonction de taux de défaillance 








tt ,0                 
(19)
 
n t  est le taux de défaillance lors des conditions nomi-
nales et correspond au taux de défaillance lorsque la ma-
chine fonctionne avec une production maximale pendant 









M pm cm M j j
j j
M
pm cm M M
M
AOP AOP
C C C U N
T
H AOP
C C U N
T
     (20) 
 
0 0AOP  
M représente le nombre de détection des états "hors con-
trôle" du système. 
Avec  
( 1)









U N t dt  
1AOP AOPj j
Nj
T j  
et 
( 1)
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 Le coût total moyen de la qualité 
Le coût total moyen de la qualité correspond à la somme 
du coût de l'échantillonnage et du coût du rejet des articles 
non conformes.  





SC i j j
j
C n AOP AOP              (21) 
 
Le coût moyen des articles non-conformes (NC) est ex-
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   (23) 
4 EXEMPLE NUMERIQUE 
Une chaîne Logistique composée d'un système produisant 
un seul type de produits pour répondre à la livraison de 
deux entrepôts (L=2) qui satisferont des demandes 
aléatoires sous un horizon fini de planification : H=12 
mois avec des périodes de durée ∆t=1 mois. Nous 
supposons que l'écart type de chaque demande de produit 
est le même pour toutes les périodes et pour chaque 
demande σdi({i:1,2})=1.2 et faisons l’hypothèse que le 
niveau de stock initial est S(0)=0. 
- Limites inférieure et supérieure des capacités de produc-
tion sont : Umin=0 et Umax=500 
Cp =2 mu, Ch=0.2 mu/k, Csi=0.2 mu/k {i : 1, …, L=2},   
(0) 0 { :1,2}iS with i   
- μ0 = 5 ; σ0 = 1,5 ; δ = 0.8 
- Ci = 15$/ produit, Cr = 70$/ poste défectueuse  
- le degré de satisfaction des clients, associé à chaque con-
trainte de stock en entrepôt, est égal à 90% ( i=0.9 (i=1, 
2)). 
- Les lois de dégradation du système de production est ca-
ractérisé par une distribution de Weibull avec des para-
mètres d'échelle et de forme sont respectivement β1=100 
et 1=2. 
- Les coûts des actions de maintenance corrective et pré-
ventive sont respectivement Ccm=3000 mu Cpm=500 mu 
(unité monétaire). 
 
d1(0) d1(1) d1(2) d1(3) d1(4) d1(5) 
150 170 150 150 150 140 
d1(6) d1(7) d1(8) d1(9) d1(10) d1(11) 
160 140 160 150 150 150 
Tableau 1 : Demandes moyennes pour le client de 
l’entrepôt 1  
 
d2(0) d2(1) d2(2) d2(3) d2(4) d2(5) 
160 130 150 150 140 160 
d2(6) d2(7) d2(8) d2(9) d2(10) d2(11) 
160 160 140 150 150 140 
Tableau 2 : Demandes moyennes pour le client de 
l’entrepôt 2 
Le plan optimal de production et de livraison pour chacun 
des entrepôts 1 et 2 est donné ci-dessous. 
 
u*(1) u*(2) u*(3) u*(4) u*(5) u*(6) 
440 290 1250 320 320 420 
u*(7) u*(8) u*(9) u*(10) u*(11) u*(12) 
410 420 360 230 1540 440 
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Tableau 3 : Plan optimal de production 
 
 
u*(1) u*(2) u*(3) u*(4) u*(5) u*(6) 
440 290 1250 320 320 420 
u*(7) u*(8) u*(9) u*(10) u*(11) u*(12) 
410 420 360 230 1540 440 
Tableau 4 : Demandes moyennes pour le client 
 
Q1*(1) Q1*(2) Q1*(3) Q1*(4) Q1*(5) Q1*(6) 
440 290 1250 320 320 420 
Q1*(7) Q1*(8) Q1*(9) Q1*(10) Q1*(11) Q1*(12) 
410 420 360 230 1540 440 
Tableau 4 : Plan de livraison pour l’entrepôt 1 ( *1=3) 
 
Q2*(1) Q2*(2) Q2*(3) Q2*(4) Q2*(5) Q2*(6) 
440 290 1250 320 320 420 
Q2*(7) Q2*(8) Q2*(9) Q2*(10) Q2*(11) Q2*(12) 
410 420 360 230 1540 440 
Tableau 5 : Plan de livraison pour l’entrepôt 1 ( *1=3) 
 
Ainsi, la meilleure stratégie obtenue consiste à prélever 
des échantillons de taille 60 (n*) tous les 5 jours (h*). En 
outre, selon la carte de contrôle, le nombre optimal 
d'écarts types entre la ligne centrale (moyenne) et les li-
mites de contrôle est de 3,5 (k*). Avant le premier passage 
à l'état "hors contrôle" qui se produit en moyenne après 
AOP1=6. t=36 échantillons, deux actions de maintenance 
préventive (MP) périodique sont effectuées tous les 
T=3. t=18.h et 2T=6. t=36. h. Après ce premier état 
"hors contrôle" et jusqu'à la fin de l'horizon H. t, une 
moyenne de 2 actions de maintenance préventive (MP) 
serait effectuée.   
5 CONCLUSION 
Cet article traite d'une approche conjointe de la produc-
tion, de la maintenance, de la livraison et du problème du 
contrôle qualité. Une combinaison optimale entre la dé-
gradation de la machine, qui dépend des taux de produc-
tion, et les paramètres de la carte de contrôle est dévelop-
pée, afin de réduire les produits non-conformes ainsi que 
de garantir la fiabilité du système de production. Sur la 
base d’un politique de production et d’une stratégie de 
maintenance proposées (PMMR), un modèle mathéma-
tique qui minimise le coût total de production, de mainte-
nance, d'inventaire, de la qualité est développé. Ce modèle 
mathématique permet obtenir les différentes variables de 
décision caractérisées par : la taille des échantillons, 
l'intervalle d'échantillonnage, les coefficients des limites 
de contrôle, la période de Maintenance Préventive.  
En perspective, on peut considérer un système de multi-
produits et son impact sur la vitesse de dégradation ainsi 
que le taux de défaillance des machines, et proposer une 
nouvelle stratégie de maintenance en fonction de la qua-
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DÉPLOIEMENT DES VÉHICULES DE SECOURS ET
D’ASSISTANCE AUX VICTIMES EN TENANT COMPTE DE
L’OPTIMISME DU DÉCIDEUR
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RÉSUMÉ : Le problème d’affectation de véhicules de secours (VS) aux centres de secours (CS) de différentes
villes est traité en vue d’améliorer la réponse opérationnelle d’un service départemental d’incendie et de secours
(SDIS). Cette affectation se fait dans un contexte incertain car l’occurrence des accidents n’est pas connu préci-
sément. Nous étudions donc un problème de redéploiement à moyen terme de VD à des CS avec une incertitude
sur l’occurrence des accidents. Un modèle mathématique basé sur une approche de programmation à deux niveaux
de décision est développé afin de proposer un plan de redéploiement qui minimise le temps nécessaire pour
atteindre le lieu d’un accident. Pour permettre au décideur (DM) de mieux gérer les risques de sa décision, nous
proposons un modèle basé sur le critère de Hurwicz, qui permet de prendre en compte conjointement la meilleure
et la pire séquence d’occurrence des accidents. Le DM a ainsi à sa disposition un ensemble de solutions plus ou
moins pessimistes quant à la séquence d’apparition des accidents. Nous illustrons notre méthode sur un exemple.
MOTS-CLÉS : Service médical d’urgence, déploiement des capacités, incertitude, critère de Hurwicz.
1 INTRODUCTION
Les services d’urgence tels que les services d’incen-
die effectuent des interventions en utilisant des véhi-
cules stationnés dans des emplacements déterminés.
En France, dans chaque département il existe un ser-
vice public appelé le SDIS. Il est composé d’une unité
de lutte contre l’incendie (composée de professionnels
et de volontaires, de personnels techniques et admi-
nistratifs). Ses fonctions principales sont les opéra-
tions de secours, de préparation et de prévention. Le
SDIS vise à prévenir tous les risques pour la sécu-
rité civile, comme les accidents, les catastrophes et les
risques naturels ; il prépare des mesures de sauvegarde
et d’organisation des moyens de secours, organise sou-
vent des campagnes de prévention et d’évaluation des
risques de sécurité civile, lutte contre tout type d’in-
cendie et propose également des aides d’urgence. Dans
cet article, nous nous intéressons particulièrement au
service médical d’urgence du SDIS.
Le SDIS est composé de centres de secours (CS) qui
couvrent le département. Le département est divisé
en secteurs qui sont couverts des CS avec une liste
de priorités appelée «plan de déploiement» (DP). Le
premier CS de chaque DP, appelé ”premier centre
d’appel”, est normalement appelé pour couvrir le sec-
teur. Le deuxième sur le DP, appelé ”deuxième centre
d’appel”, est appelé lorsque le premier centre d’ap-
pel n’a pas assez de VS disponibles pour secourir
l’accident et ainsi de suite jusqu’au dernier CS. Les
DP sont construits automatiquement en fonction du
temps nécessaire pour atteindre un secteur à partir
d’un CS donné : le premier centre du DP est celui qui
est le plus proche puis le deuxième centre qui est le
deuxième le plus proche et ainsi de suite.
En cas de secours d’urgence aux personnes victimes
d’accidents, l’objectif du SDIS est, pour 80 % des in-
terventions, d’avoir un ensemble de CS pouvant in-
tervenir entre 10 à 20 minutes (selon des zones prédé-
finies). Dans ce contexte, nous cherchons à définir la
capacité de chaque CS, autrement dit, le déploiement
des véhicules de secours (VS) dans les CS en considé-
rant que les séquences d’apparition des accidents sont
incertaines. Pour déterminer ces capacités, le SDIS
ne dispose que des données concernant les besoins si-
multanés en VS dans chaque CS qui dépendent du
nombre d’accidents survenus simultanément dans les
secteurs du même DP. Cette simultanéité est due à
l’occurrence d’un ou plusieurs accidents nécessitant
un ou plusieurs VS à un moment donné.
Dans le cas où seules les données concernant les be-
soins simultanés en VS sont disponibles, la prise en
1
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compte de l’incertitude est obligatoire. Afin d’étu-
dier cette incertitude, nous prenons en compte l’opti-
misme du décideur en utilisant le critère de Hurwicz
qui considère à la fois la meilleure et la pire des sé-
quences d’occurrence des accidents. Nous allons ainsi
proposer une aide à la décision pour évaluer les per-
formances du SDIS et diminuer les temps de réponse
pour des besoins simultanés en VS.
Dans la littérature, plusieurs modèles ont été déve-
loppés pour étudier les problèmes de planification des
services d’aide médicale urgente (SAMU) pour opti-
miser l’emplacement de nouveaux établissements. Les
lecteurs intéressés peuvent se référer à Bélanger et al.
(2019), Li et al. (2019), Aboueljinane et al. (2013) et
Hulshof et al. (2012).
Cependant, les objectifs principaux de la plupart de
ces études ont été la minimisation du temps d’in-
tervention, l’amélioration des soins et la réduction
de la mortalité. Toregas et al. (1971), ReVelle and
Swain (1970) et Carbone (1974) ont été parmi les
premiers à étudier le Location Set Covering Pro-
blem (LSCP). L’objectif principal était de minimiser
le nombre d’installations (centres) pour couvrir l’en-
semble des points de demande. Après cela, le Maxi-
mal Covering Location Problem (MCLP) a été intro-
duit par Church and ReVelle (1974) pour détermi-
ner le nombre de ressources nécessaires pour maximi-
ser le nombre de points de demande couverts par un
nombre fixe et limité de ressources. Dans Akbari et al.
(2018), les auteurs ont précisé que dans ces modèles,
tous les établissements sont indépendants et considé-
rés comme des centres de secours (c’est-à-dire qu’un
établissement est un CS). Ils ont une capacité infi-
nie, ou sont considérés comme une seule ressource
(c’est-à-dire qu’une installation est un véhicule), et
sont toujours considérés comme disponibles.
Dans ce travail préliminaire, nous ne fournissons pas
une revue exhaustive de la littérature mais seule-
ment un aperçu rapide des problèmes étudiés qui sont
proches du notre. Pour tenir compte de la disponi-
bilité des ressources, des modèles probabilistes ont
été proposés pour déterminer le meilleur emplacement
qui maximise, avec une probabilité donnée, la popula-
tion couverte pouvant être satisfaite par une installa-
tion disponible. Ces modèles sont dérivés de plusieurs
problèmes connus :
— le MCLP avec optimisation d’un ensemble de
scénarios (Chow and Regan, 2011; Haight and
Fried, 2007; Serra and Marianov, 1998; Ma-
cLellan and Martell, 1996), ou avec des incer-
titudes sur l’emplacement (Zhang et al., 2017),
ou pour trouver un sous-ensemble d’installa-
tions qui maximise la couverture des demandes
client tout en respectant une contrainte bud-
gétaire sur le coût des installations (Cordeau
et al., 2019).
— le Maximum Expected Covering Location Pro-
blem (MEXCLP) introduit par Daskin (1983)
et largement étudié depuis (Bagherinejad and
Shoeib, 2018; Vatsa and Jayaswal, 2016; Gran-
nan et al., 2015; Dell’Olmo et al., 2014).
— le Maximum Availability Location Problem
(MALP) proposé par ReVelle and Hogan
(1989) et largement étudié depuis (Acuna
et al., 2020; Boutilier and Chan, 2020; Ab-
dul Ghani and Ahmad, 2017)
Ces modèles ont également été combinés avec des
modèles de simulation afin d’évaluer et comparer les
solutions optimales et approchées (McCormack and
Coates, 2015). Il existe aussi des modèles basés sur la
programmation stochastique avec des contraintes pro-
babilistes qui visent à déterminer à la fois l’emplace-
ment des installations (qui sont des sites de services
de secours) et l’allocation de véhicules de secours à
chaque site (Naoum-Sawaya and Elhedhli, 2013; Ber-
man et al., 2010; Beraldi et al., 2004). Dans ces mo-
dèles, les auteurs supposent que la probabilité de dis-
ponibilité des véhicules dans les centres ou la probabi-
lité de demande en véhicules aux points de demande
est connue.
Récemment, l’aspect dynamique du problème a été
intégré dans les modèles de localisation des SAMU
pour tenir compte du redéploiement des capacités
(Aringhieri et al., 2017). Ce problème de redéploie-
ment consiste à déplacer les véhicules entre les centres
pour faire face à la variation de la demande. Dans ce
domaine, Aboueljinane et al. (2013) distingue trois
niveaux de décision : long, moyen et court terme.
Les décisions à long terme consistent à déterminer
la région couverte, l’emplacement et la capacité des
centres. Les décisions à moyen terme concernent les
décisions de déploiement et l’affectation des véhicules
et des ressources. Les décisions à court terme visent
à déterminer les règles de répartition, la destination
de l’hôpital ou la stratégie de redéploiement.
Dans cette étude préliminaire, nous nous concentrons
sur les décisions à moyen terme et nous prenons en
compte (1) l’ajustement du plan précédent de déploie-
ment, et (2) l’évolution de la demande et des DP pré-
définis. Par conséquent, le problème étudié peut être
considéré comme un problème de redéploiement spé-
cifique et être situé entre le Capacitated Facility Loca-
tion Problem (CFLP) et le Real Time Redeployment
Problem (RTRP).
Les données disponibles auprès du SDIS concernant
la demande sont le nombre de VS nécessaires simul-
tanément SDACR35 (2010). De ce fait, nous mettons
l’accent sur la prise en compte du DP sous incertitude
d’arrivée des accidents au niveau du redéploiement
des véhicules à moyen terme qui n’a pas encore été
étudiée dans la littérature.
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2 BESOIN SIMULTANÉ EN VÉHICULES
L’objectif principal d’un service de secours est d’at-
teindre le lieu de l’accident le plus rapidement pos-
sible. Dans un contexte sans contraintes de ressources,
il y aurait suffisamment de véhicules dans chaque CS
pour satisfaire la demande de tous les secteurs les
plus proches. Dans notre cas, le nombre total de VS
est fixe. Avec cette contrainte, les DP déterminent
l’ordre des CS à contacter en cas d’accident. Le pre-
mier centre d’appel d’un DP est le CS le plus proche
du lieu de l’accident. En raison de contraintes de res-
sources, il est possible que le premier centre d’appel
ne soit pas disponible pour faire face à l’accident,
c’est pourquoi le deuxième centre d’appel, qui est le
deuxième CS le plus proche de l’accident, est appelé.
Ce CS est le deuxième CS du DP pour le secteur où
l’accident s’est produit. De la même manière, il y a
le troisième, puis le quatrième CS du DP et ainsi de
suite.
Dans cet article, les DP sont fixes et déterminés
comme suit : si le temps moyen pour atteindre un
secteur depuis CS1 est inférieur au temps moyen pour
atteindre le même secteur depuis CS2, alors CS2 suc-
cède à CS1 dans le DP de ce secteur. De plus, le
besoin en VS dans chaque CS dépend du nombre
d’accidents qui se produisent simultanément dans les
secteurs qui ont le même DP. Cette simultanéité des
besoins est due à la l’occurrence d’un ou plusieurs
accidents nécessitant un ou plusieurs VS à un même
instant. Dans notre cas, nous n’avons pas d’informa-
tion sur chaque accident mais uniquement les besoins
simultanés. Cette simultanéité ne définit pas entière-
ment la l’occurrence des accidents. Ainsi, il existe un
ensemble d’occurrences d’accidents, noté S, pour un
besoin simultané donné. Cette simultanéité impacte
les performances du SDIS en terme de temps attendu
pour atteindre les lieux des accidents.
comme le montre l’exemple suivant (eg. 2.1).
Exemple 2.1 Dans cet exemple, le total des besoins
simultanés en VS est égal à 6. Seules 2 séquences
d’occurrences sont prises en compte (voir figure 1).
Nous supposons que 4 accidents se sont produits et
chacun requiert 1 ou 2 VS. En d’autres termes, 6 VS
sont nécessaires simultanément pour secourir les vic-
times des accidents.
Pour ces cas, deux accidents (1 Acc et 2 Acc) se sont
produits dans le même secteur dont le plan de dé-
ploiement est DP a. Ils nécessitent respectivement 2
et 1 VS. Un troisième accident nécessite 2 VS et s’est
produit dans un autre secteur dont le plan de déploie-
ment est DP b. Un quatrième accident nécessite 1
VS et s’est produit dans un secteur dont le plan de
répartition est DP c.
Ainsi, la simultanéité des besoins des DP a, b et c
est respectivement de 3, 2 et 1. Néanmoins, les sé-
quences d’occurrences de ces accidents avec les mêmes
besoins simultanés sont différentes. De plus, compte
tenu des DP, ces séquences conduisent à différentes
affectations aux CS, comme illustré ci-dessous (voir
figure 1). Soient les DP suivants qui définissent la
Cas 1 Cas 2
DP a, Acc 1
DP a, Acc 2
DP b, Acc 3













Figure 1 – Simultanéité de 6
priorité des différents CS en tant que centres d’appel
pour les différents secteurs (chaque DP est associé à
un secteur) :
— a = (CS1;CS2;CS3)
— b = (CS2;CS3;CS1)
— c = (CS3;CS2;CS1)
Soient aussi, les temps moyens (en minutes) néces-
saires pour qu’un VS d’un CS donné atteigne le lieu
de l’accident :
— (CS1, a) =4 ; (CS1, b)=10 ; (CS1, c)=9
— (CS2, a) =6 ; (CS2, b)=3 ; (CS2, c)=6
— (CS3, a) =12 ; (CS3, b)=5 ; (CS3, c)=2
Initialement, 2 VS sont situés dans CS1, 1 VS dans
CS2 et 3 VS dans CS3.
Deux exemples d’occurrences d’accidents avec la
même simultanéité sont considérés (voir figure 2).
— Cas 1 : la séquence des occurrences d’accidents
est Acc 1, Acc 2 puis Acc 3 et Acc 4.
— Cas 2 : la séquence est Acc 3, Acc 4 puis Acc
1 et Acc 2.
En utilisant les DP, la séquence 1 donne les résultats
suivants (voir le cas 1, figure 2) :
— 2 accidents correspondant aux DP a et c sont
secourus par le premier centre d’appel, CS1 et
CS3, respectivement avec 2 et 1 VS respective-
ment,
— 2 accidents correspondant aux DP a et b sont
secourus par le deuxième centre d’appel, CS2
et CS3, respectivement, avec 1 et 2 VS respec-
tivement.
La séquence 2 (voir le cas 2, figure 2) donne le
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résultat suivant :
— 3 accidents correspondant aux DP a, b et c sont
secourus par le premier centre d’appel, CS1,
CS2 et CS3, respectivement, avec respective-
ment 2, 1 et 1 VS,
— 1 accident correspondant à DP b est secourus
par le deuxième centre d’appel (CS3) avec 1
VS,
— 1 accident correspondant à DP a est secourus
par le troisième centre d’appel (CS3) avec 1
VS.
Les temps prévus pour atteindre les accidents sont :
— (4 × 2 + 6 + 5 × 2 + 5)/6 ≈ 4, 34 min pour la
séquence 1





























Figure 2 – Affectation des VS aux DP
Remarque 1 Le nombre de VS de CS i alloués à
DP π (notés hi,π) est lié à la séquence d’occurrence
des accidents. Dans l’exemple (voir figure 2), la sé-
quence 1 conduit à la solution hCS1,a = 2, hCS2,a = 1,
hCS3,b = 2, hCS3,c = 1 et la solution correspondant à
la séquence 2 est hCS1,a = 2, hCS3,a = 1, hCS2,b = 1,
hCS3,b = 1, hCS3,c = 1. Dans la section suivante,
nous distinguerons le nombre de VS de CS i alloués
à DP π pour les séquences du meilleur et du pire des
cas.
Dans la section suivante, nous présentons notre ap-
proche d’optimisation à deux niveaux basée sur les
besoins simultanés incertains en VS et l’optimisme
du décideur.
3 Redéploiement des capacités en tenant
compte de l’optimisme du DM
Notre problème peut être exprimé comme un pro-
blème de programmation linéaire à deux niveaux de
décision. Le redéploiement des capacités est déter-
miné lors du premier niveau de décision (avant que la
séquence de l’accident ne soit connue), et les affecta-
tion des VS aux accidents lors du second (en utilisant
la logique DP).
Soit C l’ensemble des CS, card(C) = c et Π l’ensemble
des DP. Chaque DP est noté π = (π(1), π(2), · · · ) où
π(1) est le premier CS à être appelé (niveau 1), π(2)
le deuxième CS à appeler (niveau 2) si le premier n’a
pas de VS disponible, et ainsi de suite. Pour simplifier
la notation, nous utilisons i π j lorsque π(a) = i et
π(a + 1) = j. Pour i ∈ C et π ∈ Π, les données du
problème sont :
— ti,π : le temps nécessaire à un VS de CS i pour
atteindre le lieu de l’accident. Si CS i est le
premier centre appelé, ti,π = tπ(1),π,
— Dπ : le nombre de VS requis simultanément
pour DP π,
— Kiniti : le nombre initial de VS d’un CS i,
— Kmaxi : le nombre maximal de VS que l’on peut
affecter à CS i,
— Tmaxi,j : le nombre maximal de transfert de VS
du CS i à un CS j, ∀i, j ∈ C,
— TRCi : le nombre maximal de VS transférables
pour un CS i.
Les variables de décision sont des entiers positifs :
— Ki : le nombre de VS affectés au CS i,
— Ti,j : le nombre de VS transférés de CS i à CS
j,
— hbi,π : le nombre de VS de CS i alloués au DP
π pour la meilleure séquence d’accidents,
— hwi,π : le nombre de VS de CS i alloués au DP
π pour la pire séquence d’accidents,
— xi,π : une variable binaire telle que xi,π = 1 si
hwi,π > 0.
Sans perte de généralité, nous considérons que le be-
soin simultané est égal au nombre total de VS sur le
secteur considéré. Par conséquent, tous les VS sont
utilisés. La formulation mathématique du problème
de redéploiement en prenant en compte l’incertitude


























Tj,i = Ki, ∀i ∈ C




Ti,j ≤ TRCi , ∀i ∈ C
1.(e) Ti,j = −Tj,i, ∀i, j ∈ C,
















hwi,π = Ki, ∀i ∈ C
1.(k) hwi,π ≤ xi,πKi, ∀π ∈ Π, ∀i ∈ C
1.(l) xi,π + xj,π′ ≤ 1, ∀(i, j, π, π′) ∈ W
1.(m) Ki, Tj,i ∈ N, xi,π ∈ {0, 1}, ∀i, j ∈ C, π ∈ Π
Les contraintes 1.(a) à 1.(f) sont des contraintes sur
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les variables de décision du premier niveau. Plus pré-
cisément, la contrainte 1.(a) signifie que le nombre
de VS est constant. Les contraintes 1.(b) signifient
que la nouvelle affectation de capacité est égale à la
somme de la capacité initiale et des VS transférés.
Les contraintes 1.(c) définissent le nombre maximal
de VS transférables entre deux CS. Les contraintes
1.(d) expriment le nombre maximal de VS qui pour-
raient être transférés d’un CS. Les contraintes 1.(e)
expriment le lien entre le nombre de VS transférés de
CS i à CS j et le nombre de VS transférés de CS j à
CS i. Les contraintes 1.(f) expriment la contrainte de
capacité pour chaque CS.
Le deuxième niveau est composé de deux problèmes.
Le premier s’intéresse à l’affectation des VS aux acci-
dents dans le cas où la séquence d’accidents est la plus
favorable en terme de temps de secours (contraintes
1.(g) et 1.(h) sur le modèle). Le second se concentre
sur l’affectation des VS aux accidents pour la sé-
quence d’accidents la plus défavorable (contraintes
1.(i)-(l) sur le modèle).
Les contraintes 1.(h) et 1.(j) expriment qu’il impos-
sible pour un CS de secourir plus d’accidents que sa
capacité.
Ces deux types de contraintes définissent un problème
de transport dans lequel hbi,π (resp. H
w
i,π) est le flux
de transport en VS vers DP pour la meilleure (resp.
la pire) séquence d’accidents.
Les contraintes 1.(k) et 1.(m) où W = {(i, j, π, π′) :
π, π′ ∈ Π, i, j ∈ C : π 	= π′, i π j, j π′ i} ga-
rantissent que le plan de transport qui concerne la
pire séquence d’accidents satisfait la logique DP. Ces
contraintes peuvent être omises pour le problème de
minimisation qui considère la meilleure séquence car
elles sont nécessairement satisfaites.
4 Illustration avec un exemple
Ici, nous illustrons la méthode sur une zone d’un dé-
partement tel que la Haute Garonne (France). Nous
considérons 7 CS et 14 DP. Les capacités initiales,
maximales et minimales des CS sont :
Kinit = (18, 17, 17, 9, 16, 20, 11)
Kmax = (20, 20, 20, 10, 18, 20, 13)
Kmin = (15, 15, 15, 5, 13, 15, 8)
Les besoins simultanés sont : Dπ = (7, 11, 13, 5, 10, 9,
8, 7, 6, 5, 5, 5, 10, 7), et les transferts maximaux pour
les CS sont : TCS = (5, 4, 3, 5, 4, 5, 5). Les quantités
maximales transférées et les temps sont donnés dans
les tableaux (1-2) :
La méthode proposée permet au décideur d’esti-
mer les performances du redéploiement pour la
meilleure séquence et la pire. Pour choisir un plan
de redéploiement, le décideur calcule un ensemble
de solutions optimales avec une plus ou moins
T CS1 CS2 CS3 CS4 CS5 CS6 CS7
CS1 0 4 4 2 3 3 3
CS2 2 0 2 3 3 1 4
CS3 2 1 0 2 1 3 1
CS4 3 3 0 0 4 4 0
CS4 1 4 3 4 0 2 2
CS6 0 0 4 3 0 0 0
CS7 3 1 1 4 4 3 0
Tableau 1 – La quantité maximale transférable
π
CS
1 2 3 4 5 6 7
1 19 15 5 13 3 6 8
2 5 13 18 10 21 16 25
3 14 19 12 8 5 1 6
4 6 5 7 3 12 15 19
5 6 17 5 12 8 9 22
6 18 19 7 3 1 15 11
7 24 20 8 15 12 4 1
8 8 18 14 3 10 19 11
9 5 14 17 15 8 10 1
10 11 19 5 22 16 7 26
11 12 7 23 18 14 4 8
12 3 17 12 19 9 8 6
13 6 5 20 18 11 14 13
14 4 10 8 9 14 17 13
Tableau 2 – Le temps d’arrivée sur un lieu d’accident
forte importance sur les pires/meilleures séquences
(en utilisant le paramètre α). Le tableau 3 ré-
sume les différents résultats en fonction de α ∈
{0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1}. Le temps
moyen d’arrivée sur le lieu de l’accident pour la
meilleure séquence est indiquée dans la colonne Opt,
et le temps moyen d’arriver sur le lieu pour la pire
séquence est présenté dans la colonne Pes. Tout
α Opt Pes
[0.8, 2] 3min25s 8min35s
[0.4, 0.7] 3min28s 8min22s
[0, 0.3] 3min31s 8min21s
Tableau 3 – Intervalle des temps moyen possible d’ar-
river sur le cite des accidents
d’abord, nous pouvons remarquer que les temps pré-
vus pour la meilleure et la pire séquence sont dif-
férents. De plus, on ne peut pas optimiser les deux
temps attendus car lorsque l’un diminue l’autre aug-
mente. Néanmoins, dans cet exemple, nous n’avons
que trois solutions optimales différentes en fonction
des paramètres α. Une pour le DM optimiste (α ∈
[0.8, 1]), une pour le DM pessimiste (α ∈ [0, 0.3]) et
une autre pour le cas où α ∈ [0.4, 0.7]. On peut voir
que (i) si nous optimisons Opt, la meilleure solution
correspond au DM optimiste, (ii) si nous optimisons
Pes, la meilleure solution est donnée pour un DM pes-
simiste, et (iii) CS1, CS4 et CS6 sont indépendants
du niveau de pessimisme du DM. En revanche, CS2
et CS3 ont des variations de 3 VS (tableau 4). Nous
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K1 K2 K3 K4 K5 K6 K7
Initial 18 17 17 9 16 20 11
α K1 K2 K3 K4 K5 K6 K7
[0, 0.2] 19 15 18 9 16 19 12
[0.3, 0.6] 19 17 15 9 17 19 12
[0.7, 1] 19 18 15 9 17 19 11
Tableau 4 – Ensemble de solutions proposé aux déci-
deurs
pouvons voir que la solution, pour α ∈ [0.4, 0.7], est
un bon compromis car elle est juste 1 seconde pire que
la solution optimale pessimiste (α = 1) et seulement
3 secondes pire que la solution optimale (α = 0). De
plus l’approche proposée permet au DM de prendre
en compte d’autres aspects de la solution comme par
exemple les préférences stratégiques et politiques qui,
dans un contexte de redéploiement, jouent un rôle im-
portant dans l’acceptation d’une solution proposée.
5 Conclusion
Dans ce travail préliminaire, nous avons traité le pro-
blème de réaffectation des VS aux CS en fonction de
la simultanéité des besoins des VS en tenant compte
de l’incertitude sur les séquences d’accident. Le pro-
blème étudié est un problème de redéploiement spé-
cifique qui peut être situé entre le problème de loca-
lisation de l’installation de couverture et le problème
de redéploiement en temps réel. Néanmoins, l’objec-
tif est différent lorsque nous introduisons la notion
de DP et la simultanéité des besoins qui n’ont pas
été souvent étudiées dans la littérature. Sur la base
du critère de Hurwicz, nous proposons une approche
d’optimisation à deux niveaux pour faire face à l’in-
certitude due au besoins simultanés en VS. Dans les
travaux futurs, même si le temps de secours est le cri-
tère le plus important, nous souhaitons étudier une
optimisation multicritères pour prendre en compte le
coût de transfert de capacité. Une autre perspective
est de coupler la possibilité de modifier le DP avec le
redéploiement des capacités puisque le DP impacte la
charge de chaque CS. En d’autres termes, nous pour-
rions changer moins la capacité des CS par rapport à
l’affectation initiale en transférant la charge des CS
avec une modification des DP.
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RESUME : Les concepteurs de machines industrielles doivent légalement évaluer les risques qu’elles présentent, ce 
qui passe obligatoirement par l’identification des phénomènes dangereux mis en jeu. Pour les aider dans cette tâche, le 
modèle EZID (Energy analysis for systematic haZard Identification during Design) a été imaginé. Celui-ci se base sur 
le postulat suivant : les phénomènes dangereux n’existent qu’en présence d’énergies. Dans ce cas, identifier les 
phénomènes dangereux revient à suivre les flux d’énergies entrants dans la machine, transmis d’un élément à l’autre, 
diffusés ou transformés. Si la pertinence de ce modèle a été montrée dans le cadre de la conception d’une machine 
spéciale mono tâche, qu’en est-il lorsqu’il est appliqué sur des machines flexibles répondant au paradigme de 
l’industrie du futur ? C’est à cette question que tente de répondre cet article. Pour ce faire, la méthode EZID a été 
appliquée à un cas réel de conception d’un îlot de fabrication flexible. Les résultats sont également comparés à ceux 
obtenus avec une méthode classique d’identification des phénomènes dangereux. 
 
MOTS-CLES : Gestion des risques, Phénomène dangereux, Conception / Innovation, Industrie 4.0, Santé et sécurité. 
 
1 INTRODUCTION 
En Europe, la sécurité des machines mises sur le marché 
est réglementée par la « directive machines » (European 
parliament and council, 2006) et elle est retranscrite dans 
les textes de loi des pays membres. Cette directive est 
applicable quel que soit le paradigme industriel. Le con-
cept d’« industrie du futur » n’échappe donc pas à cette 
règle. Charge aux concepteurs de machines de répondre 
en tous points à ces exigences de santé et sécurité vis-à-
vis des utilisateurs de ces machines. Pour aider ces con-
cepteurs, la directive « machines » présente un synop-
tique pour identifier, évaluer puis réduire les risques po-
tentiellement présents sur une machine. 
Si plusieurs méthodes ont été proposées pour assister les 
concepteurs dans cette action (Lamy P. et Charpentier P, 
2009 ; Gauthier et al., 2018), elles portent pour la plupart 
sur l’étape finale d’évaluation. Inversement, l’étape ini-
tiale d’identification des phénomènes dangereux est peu 
outillée. Les experts s’appuient alors généralement sur 
une liste exhaustive des risques (NF EN ISO 12100, 
AFNOR, 2010) et repèrent ceux présents sur la machine. 
Afin de pallier ce manque, la méthode, EZID (Energy 
analysis for systematic haZard Identification during De-
sign) est proposée par De Galvez (De Galvez N. et al., 
2017). 
Cette méthode, mise au point dans un cadre industriel 
classique, offre-t-elle la même aide au concepteur con-
fronté aux attentes de l’industrie du futur (FOF, 2013), 
(Veltz P. et Weil T., 2015) ? C’est la question à laquelle 
va tenter de répondre cet article, confrontant l’utilisation 
d’EZID pour la conception d’un îlot de production 
flexible répondant aux critères de l’industrie du futur. 
Les résultats seront comparés avec ceux obtenus par une 
analyse classique basée sur l’utilisation d’une liste des 
phénomènes dangereux. 
2 CONTEXTE  
2.1 Démarche de prévention intégrée 
Comme indiqué en introduction, ces travaux s’inscrivent 
dans le cadre de la mise en application de la démarche de 
prévention intégrée qui fixe comme objectif aux concep-
teurs de machines d’obtenir le niveau de risque résiduel 
le plus faible possible compte tenu de l’état de la tech-
nique. Elle s’articule autour de 2 processus, celui de 
l’« appréciation des risques » et celui de la « réduction 
des risques » (cf.  Figure 1). 
 
Figure 1 : représentation simplifiée de la démarche de 
prévention intégrée 
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Il est donc demandé aux concepteurs de machines, tout 
au long du processus de conception, de répertorier tous 
les phénomènes dangereux présent, en s’appuyant par 
exemple sur la liste des phénomènes dangereux donnée 
en annexe de la norme NF ISO EN 12100 (AFNOR, 
2010), puis de les évaluer avant de les éliminer ou les 
réduire. De plus, il leur est demandé d’envisager pour 
cela tous les cas d’utilisation de la future machine, y 
compris ce que la directive « machines » appelle les 
« mauvais usages raisonnablement prévisibles 1». 
Les retours d’expérience de la part des entreprises qui 
conçoivent des machines spéciales, et qui pour la plupart 
appartiennent à des PME, montrent que l’identification 
des phénomènes dangereux s’appuie le plus souvent sur 
le savoir-faire et les connaissances des concepteurs eux-
mêmes avec parfois le recours à un expert en sécurité des 
machines (Marsot J., 2015). En ce qui concerne 
l’établissement des scénarios d’usages, on constate éga-
lement qu’il se limite le plus souvent aux modes de fonc-
tionnement principaux (production) dans les conditions 
nominales usages. 
2.2 Industrie du Futur 
A ce cadre légal, évoqué dans le paragraphe précédent, 
s’ajoute désormais un nouveau paradigme industriel à 
prendre en compte par le concepteur : l’industrie du fu-
tur. Ce concept est vaste mais peut se synthétiser dans le 
domaine des équipements de travail à une plus grande 
flexibilité. L’objectif visé est une adaptation rapide des 
moyens et des ressources aux demandes de produits à 
réaliser, en termes de volumes, de variantes, de person-
nalisation. Cette flexibilité entraîne pour les concepteurs 
la nécessité de prendre en compte un nombre conséquent 
de scénarios d’usages. 
A cette difficulté, s’ajoute l’identification des nouveaux 
risques pouvant être introduits par les technologies de 
production avancées qui supportent cette flexibilité (ro-
bots mobiles, collaboratifs, fabrication additive, etc.) 
(Martin P. et al, 2019).  
En conclusion de ce chapitre, l’exhaustivité demandée 
dans l’identification des scénarios d’usage et des phé-
nomènes dangereux est de la responsabilité des concep-
teurs de machines et elle s’ajoute aux difficultés déjà 
nombreuses auxquelles ils sont confrontés (qualité, 
coûts, délais, etc.). Tout outil ou démarche pouvant le 
guider sera donc apprécié, tant pour définir les usages de 
la machine que pour identifier les phénomènes dange-
reux. 
En ce qui concerne l’identification des usages, cette pro-
blématique ne sera pas abordée dans cet article. Il faut 
toutefois noter qu’il existe plusieurs méthodes et tech-
niques issues de l’ergonomie déclinées sous la forme de 
modèle en vue d’être intégré au processus de conception 
(Sun et al., 2019 ; Demarziani A. et al., 2019). La suite 
                                                          
1 Usages, intentionnels ou non, prévisibles sur la base de 
l’expérience de l’utilisation antérieure de machines simi-
laires et de la connaissance du comportement humain 
de cet article sera donc centrée sur la problématique 
d’identification des phénomènes dangereux. 
3 EZID (Energy Analysis For Systematic Hazard 
Identification During Design) 
Pour aider le concepteur de machines à répertorier de 
façon systématique les phénomènes dangereux, Nicholas 
De Galvez (De Galvez N. et al., 2017), a proposé une 
démarche dénommée EZID (Energy analysis for syste-
matic haZard Identification during Design). Elle repose 
sur le postulat que les phénomènes dangereux ne se ma-
nifestent qu’en présence d’énergie mécanique, élec-
trique, hydraulique, gravitationnelle… ou humaine. 
L’identification des phénomènes dangereux se résume 
alors à celle des énergies entrant dans la machine et au 
suivi de leur transmission et transformation entre les 
éléments la constituant. 
Pour mettre en œuvre cette démarche, De Galvez s’est 
notamment appuyé sur le modèle fonctionno-structurel 
(Constant D., 1996). Initialement développé pour 
l’analyse de système complexe, ce modèle basé sur la 
notion de circulation des flux d’énergies a été complété 
pour la conception de produit (Roucoules L. et al., 
2006). Comme représenté par la figure 2 ci-après, ce 
modèle repose sur quatre éléments de représentation : 
 une frontière qui délimite un composant, 
 des surfaces fonctionnelles qui désignent les inter-
faces par lesquelles le composant a des relations avec 
son environnement, 
 des liaisons qui associent deux surfaces fonction-
nelles n’appartenant pas au même composant 
 les associations internes qui associent deux surfaces 




Figure 2 : Choix graphique du modèle fonctionno-
structurel de Constant (Constant D., 1996) 
4 CAS D’APPLICATION 
Dans le but d’explorer les spécificités et les consé-
quences du contexte d’industrie du futur vis à vis de la 
prévention des accidents du travail et des maladies pro-
fessionnelles, l’INRS a engagé un projet de recherche 
associant sciences de l’ingénieurs et sciences humaines. 
Un des axes de ce projet mené en collaboration avec 
l’ENSAM2 porte sur la conception d’un îlot flexible de 
production. Le but de cet axe est bien, de l’écriture du 
cahier des charges jusqu’à sa réalisation, de repérer et de 
pallier les difficultés précédemment évoquées à savoir 
l’identification de l’ensemble des phénomènes dange-
                                                          
2 LC2S : Laboratoire mixte pour la Conception Sûre de 
Situations de travail 
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reux en envisageant l’ensemble des usages raisonnable-
ment prévisibles de la future machine. 
Pour ce faire, il a été imaginé une combinaison de deux 
postes de travail travaillant sur un même ensemble de 




Figure 3 : illustration de la tâche d’assemblage envisagée 
 
De même, pour illustrer la flexibilité en termes de res-
sources, l’un des postes peut être tenu par un opérateur 
ou par un robot collaboratif (cf. Figure 5). 
 
Cela donne au final six scénarios d’usages différents, 
allant du simple partage d’espace de travail, à de la col-
laboration indirecte ou directe nécessitant la participation 
de l’ensemble des ressources, humaines ou robotisée, à 
la réalisation de la même tâche. Les autres flexibilités 
décrites dans l’usine du futur (organisationnelle, diversi-
té des produits ou des moyens de production…) n’ont 
pas été retenues, dans un but de simplification de l’étude 
(focalisation sur certains points). 
5 APPLICATION D’EZID 
Pour rappel, la méthode EZID permet d’identifier les 
phénomènes dangereux présents sur une machine en 
suivant les flux d’énergies. Cette identification revient 
donc à celle des surfaces fonctionnelles. Elles représen-
tent en effet les interfaces par lesquelles sont échangées 
les énergies dans le système. Des liaisons « isolantes » 
doivent donc être envisagées par le concepteur pour évi-
ter ou réduire les échanges d’énergies entre ces surfaces 
fonctionnelles et les opérateurs. 
Nous développons ci-après le résultat de l’application 
d’EZID lors des phases de spécifications et conception 
architecturale de cet ilot pour les six scénarios d’usage 
de la phase de production évoquée précédemment. 
L’analyse des autres phases de vie (montage, mainte-
nance, réglage, démontage) n’est pas abordée dans cet 
article. 
 
5.1 Phase de spécifications 
Les différents éléments connus à ce stade sont les pièces 
à assembler : socle, couvercle, pignons, vis et l’ensemble 
monté. L’ilot peut également être ajouté en tant qu’objet 
à concevoir. Selon les principes définis par EZID, cha-
cun de ces éléments présentent par défaut les risques 
potentiels suivants (cf. figure 4) : 
 risques mécaniques (choc, coupure, piqure) dus à la 
forme (arêtes vives par exemple) des pièces en cas de 
contact (énergie mécanique apportée par l’opérateurs 
(Surfaces Fonctionnelles 7 à 12)  
 risques mécaniques (choc écrasement en cas de chute 
ou basculement) dus à l’énergie potentielle de la 
masse des pièces et de l’îlot (SF 1 à 6) 
 risques « chimiques » liés aux matériaux utilisés pour 
ces produits (SF 13 à 18) 
Par ailleurs, comme il est envisagé de réaliser manuelle-
ment l’approvisionnement, l’évacuation ainsi que tout ou 
partie de l’assemblage des pièces, les risques potentiels 
liés au non-respect des principes ergonomiques (SF 19 à 
23) sont à envisager pour ces opérations. 
 
Figure 4 : Modèle énergétique à l’issue de la phase de 
spécification 
Cette première analyse permet d’identifier 23 surfaces 
fonctionnelles, donc 23 phénomènes dangereux : 15 
peuvent déjà être considérés comme traités. Les données 
disponibles sont à ce stade insuffisantes pour évaluer les 
8 autres (cf. tableau I). A noter qu’à ce stade, les surfaces 
fonctionnelles identifiées sont indépendantes des scéna-
rios d’usages. 
 
SF Energie Mesures de 
protection 
1 Masse Cube 
La masse est suffisamment faible. 
Aucune mesure de protection requise 
2 Masse Couvercle 
3 Masse Pignons 
4 Masse Socle 
5 Masse Vis 
6 Masse Ilot Non connu à ce stade 
7 Forme Couvercle 
Mesure de protection : suppression 
des angles vifs 
8 Forme Pignons 
9 Forme Socle 
10 Forme Cube 
11 Forme Vis 
12 Forme  Ilot Non connu à ce stade 
13 Matériau cube 
Utilisation de matériau inerte 
14 Matériau Couvercle 
15 Matériau Pignons 
16 Matériau Socle 
17 Matériau Vis 
18 Matériau Ilot Non connu à ce stade 
19 Bioméca Pignons 
Données insuffisantes pour appliquer 
la norme NF EN 1005-5 
20 Bioméca Couvercle 
21 Bioméca Socle 
22 Bioméca Cube 
23 Bioméca Vis 
Tableau 1 : Liste des phénomènes dangereux identifiés 
en phase de spécifications 
5.2 Phase de conception architecturale 
Parmi plusieurs schémas d’implantations possibles, la 
conception architecturale retenue pour l’ilot est la sui-
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vante (cf. figure 5), répondant à la fois aux spécifications 
initiales du projet et aux caractéristiques géométriques 
(zones d’atteintes notamment) des robots commercialisés 
dans la gamme adaptée à la masse du produit à déplacer : 
 2 postes de travail distincts reliés mécaniquement. 
Un poste est toujours tenu par un opérateur, l’autre 
peut être tenu par un opérateur ou robotisé à l’aide 
d’un robot monté sur une plateforme déplaçable (en 
lieu et place de l’opérateur) 
 Déplacement des socles, couvercles et cubes le long 
des postes par gravité sur de goulottes inclinées pour 
une évacuation ou alimentation par un 3e opérateur. 
 
Figure 5 : Îlot flexible de production choisi pour illustrer 
le concept d’usine du futur 
Avec ces nouvelles données de conception, des mesures 
de protection peuvent être envisagées pour certains des 
phénomènes dangereux identifiés précédemment, en 
particulier, les risques de TMS liés aux 3 modes opéra-
toires manuels des postes 1 et 2 (SF 19 à 23) peuvent 
être évalués à l’aide de la norme NF EN 1005-5 
(AFNOR, 2008) car on connait les dimensions des 
postes, le positionnement approximatif des pièces, les 
modes opératoires et le temps de cycle. Les risques liés à 
la masse (SF 6), forme (SF 12) et matériaux (SF 18) des 
postes peuvent également être évalués. 
Par ailleurs, l’analyse des 6 scénarios envisagés se tra-
duit avec ces nouvelles données par celle de 2 modèles 
énergétiques : 
 un modèle avec les 2 postes de montage manuels (cf. 
figure 6). Par rapport au modèle précédent, les seules 
énergies supplémentaires sont celles de l’opérateur 3 
pour l’alimentation/évacuation des pièces et l’énergie 
potentielle des cubes, couvercles et socle pour leur 
déplacement le long des postes. Cette configuration 
recouvre les 3 scénarios de montage totalement ma-
nuels d’utilisation. 
  
Figure 6 : Modèle énergétique simplifié pour la phase de 
production manuelle 
 un second modèle pour les 3 scénarios de montage 
avec un poste tenu par un robot (cf. figure 7). Par 
rapport à la configuration précédente s’ajoute les 
risques liés aux robots et à la pince (alimentation 
électrique, formes, masses, matériaux et 
mouvements). 
 
Figure 7 : Modèle énergétique simplifié pour la phase de 
production avec un robot 
Par rapport à l’analyse précédente, 18 nouvelles surfaces 
fonctionnelles, ou phénomènes dangereux, sont à 
prendre en compte (cf. tableau II). A noter que 7 d’entre 
elles sont communes aux 2 confirgurations (en grisé). 
 




Application de la norme  




Dépl. Socle, Cube, 
Couvercle poste 1 
Pas de mesure de protection spéci-
fique : Energie faible du fait de la 
masse des pièces, de la faible distance 
et de la pente envisagée pour ces 




Dépl. Socle, Cube, 




Forme contondante sans angle vifs 




Equipement stable : socle lesté. Avec 









Voir mesure prise par le fabricant et 
l’intégrateur 
35 Risque mécanique Prévoir un moyen de protection évi-
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mouvement robot 
(x3 scénarios)  
tant les collisions avec l’opérateur 1 et 
l’opérateur 3 (pour les 3 scénarios) 
36 Masse pince Masse faible  
37 Forme Pince Forme sans angle vifs 
38 Matériau Pince Matériau inerte 
39 Risque électrique 
Pince 
Voir mesure prise par le fabricant et 
l’intégrateur 
40 Risque mécanique 
fermeture pince  
Fonction limitation de puissance lors 





Prévoir un moyen de protection évi-
tant les collisions avec l’opérateur 1 et 





Prévoir un moyen de protection évi-
tant les collisions avec l’opérateur 1 et 
l’opérateur 3 (pour les 3 scénarios) 
Tableau II : Liste des phénomènes dangereux 
supplémentaires identifiés en conception architecturale 
On constate également sur ces modèles que pour prendre 
en compte les différences entre les scénarios, il est 
nécessaire, pour certaines surfaces fonctionnelles, de 
prévoir plusieurs liaisons en parallèle, chacune étant 
spécifique à un scénario. C’est par exemple le cas pour 
les mouvements du robot qui sont différents dans les 3 
scénarios (liaison SF35-SF40). Cela implique de prévoir 
également des liaisons « isolantes » de protection 
différentes et compatibles entre elles, d’où leur 
représentation également en parallèle. 
6 DISCUSSION 
Comme l’avait montré N. De Galvez (De Galvez N. et 
al., 2017), le modèle EZID, et plus particulièrement 
l’étape de modélisation énergétique, peut être appliqué 
aux différentes étapes du processus de conception d’une 
nouvelle machine pour l’identification des phénomènes 
dangereux. 
En effet, parallèlement à l’utilisation du modèle EZID, 
une identification des phénomènes dangereux a été 
réalisée par des experts en sécurité machines. Cette 
analyse a été réalisée de façon classique en confrontant 
le projet de conception architecturale à la liste des 
phénomènes dangereux de la norme NF EN 12100 
(AFNOR, 2010) (cf. tableau III). 
Lorsque l’on compare cette identification, à celle 
obtenue à partir des modèles énergétiques, on constate 
une bonne concordance entre les deux analyses (cf. 
tableau IV). 
Les phénomènes dangereux mécaniques liés au lâché 
(n°3) ou à l’éclatement (n°4) de la pièce tenue dans la 
pince n’ont toutefois pas été identifiés par l’analyse avec 
EZID. Cette difficulté d’identifier des risques liés à une 
libération d’une énergie suite à une défaillance ou un 
dysfonctionnement avait en effet déjà été identifiée par 
De Galvez, EZID n’effectuant pas une analyse 
dysfonctionnelle de la machine. Celle-ci pourrait venir 
en complément, sous la forme d’une AMDEC par 
exemple. 
Inversement, les surfaces fonctionnelles 1 à 5 (énergie 
potentielle liée à la masse des pièces à assembler), 13 à 
18, 33, 38 (matériau des pièces et de l’ilot) et 25 à 30 
(énergie cinétique des cubes, socles et couvercles lors de 
leur déplacement par gravité), n’apparaissent pas dans ce 
tableau comparatif. Il s’agit en effet de phénomènes 
dangereux potentiels non significatifs, c’est à dire qui ne 
nécessitent pas de mesures de prévention spécifique. Ils 
apparaissent avec la méthode EZID du fait de son 
caractère systématique alors qu’ils ont été directement 
filtrés par les experts. 
Tableau III : Liste des phénomènes dangereux identifiés 
à partir de la liste des phénomènes dangereux 
 
Tableau IV : comparaison des deux analyses (EZID et 
liste de phénomènes dangereux). 
 
Par rapport à la problématique de flexibilité associée au 
paradigme de l’Industrie du futur, on constate, pour le 
cas d’aplication envisagé, que l’analyse des 6 scénarios 
d’usage se résume à celle de seulement 2 configurations 
énergétiques.  
Le postulat retenu pour EZID qui est d’associer énergie 
et phénomènes dangereux semble en effet contribuer à 
une optimisation des analyses à réaliser en cas de 
multiples scénarios d’usage 
Le modèle énergétique d’une situation de travail, qui sert 
de point de départ à EZID, est par définition représentatif 
des phénomènes dangereux présents quel que soit le 
scénario d’usage. Si les flux d’énergies, donc les 
N° Ph. dangereux / Dommage 





Renversement  sur un opérateur ou une 
tierce personne de la plateforme 






Contacts entre une personne et les 





Risques pour un opérateur ou une tierce 
personne en cas de d’éjection de la pièce 




Risques pour un opérateur ou une tierce 
personne en cas de d’éclatement de la 





Collision d'une partie du robot en 
mouvement avec un opérateur ou une 





Coincement de l’opérateur ou d’une 





Fermeture de la pince sur les doigts d’un 
opérateur ou une tierce personne 
8 Electrique  
Intervention du personnel sur les 
équipements électrique 
9 
Non respects de 
principes ergo. 
Risque TMS associés aux opérations 
manuelles (assemblage, alim/évac) 
N° selon tableau III Surfaces fonctionnelles (Tableau I et II) 
1 SF 6 – SF 32 – SF 36 
2 SF 7 à 12 - SF 31 - SF 37 
3  
4  
5 SF 35 – SF 41 – SF 42 
6 SF 35 
7 SF 40 
8 SF 34 – SF 39 
9 SF 19 à 24 
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phénomènes dangereux, sont les mêmes dans différents 
scénarios, il n’y aura logiquement qu’un seul modèle 
énergétique, donc une seule analyse pour l’identification 
des phénomènes dangereux. 
Si les flux d’énergie sont différents entre deux scénarios, 
alors plusieurs modèles énergétiques seront nécessaires. 
La comparaison de ces modèles entre eux permet 
toutefois d’identifier rapidement les surfaces 
fonctionnelles communes, c’est-à-dire les phénomènes 
dangereux communs aux scénarios concernés. Par 
exemple dans la situation présentées dans cet article, 30 
surfaces fonctionnelles sont communes sur les 42 
couvrant les 2 modèles énergétiques, eux-mêmes 
couvrant les 6 scénarios d‘usage.  
7 PERSPECTIVES  
Les travaux sur la problématique de la mise en 
application de la démarche de prévention intégrée dans 
le contexte de l’industrie du futur se poursuivent. 
Ainsi la démarche EZID sera appliquée en phase de 
conception détaillée du cas exemple retenu en intégrant 
dans le(s) modèle(s) énergétique(s) les choix de 
conception finaux ainsi que les moyens de protection 
envisagés. 
Parallèlement à ces travaux sur l’identification des 
phénomènes dangereux, une étude est menée sur 
l’identification de fonctions élémentaires, constitutives 
des machines industrielles. Le but serait de procéder à 
une analyse des risques appliquée à chacune de ces 
fonctions, seules, en interaction avec les parties 
prenantes de la machine ou en interaction avec les autres 
fonctions, pour balayer ainsi tous les usages possibles et 
se conformer au paradigme d’industrie du futur. 
D’autre part ces flux d’énergie agissent dans un espace 
limité, ces volumes d’influence peuvent être identifiés et 
limités afin de prévenir les accidents. L’association flux 
d’énergie et volume d’influence peut ainsi être 
représentée au niveau des modèles CAO et aider le 
concepteur d’équipements de production dans sa 
démarche de prévention intégrée (Gomez -Echeverri J.C. 
et al., 2019). 
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END OF LIFE MANAGEMENT OF COMPLEX PRODUCTS IN AN 
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ABSTRACT: Today, developing tools and methods for advanced management of the complex product through their 
life cycle in the new paradigms of sustainability, manufacturing, and information technology is essential.  The new 
trends in manufacturing, information technology, and logistics influence the circular economy. The long-term goal is to 
provide the recycling companies, manufacturers, and the other key players in the life cycle management of the complex 
products with tools and methods for analyzing the implications of these new trends and support the robust circular 
economy. In this article, the influence of Industry 4.0 and the customer-centric paradigm on the management of the 
complex products at the EoL is discussed. The examples of the applications in End of Life (EoL) aircraft treatment are 
also provided to shed light on the discussion. This perspective article aims to outline the research agenda that addresses 
some of the research questions in the current and future of advanced management of the complex products at the end of 
life.  
 





Today, more consumers around the world consider the 
environmental and social responsibility of producers and 
take into account the sustainability in their purchasing 
decision-making. In the new paradigm of sustainability, 
the circular economy is defined as “a regenerative sys-
tem in which resource input and waste, emission, and 
energy leakage are minimized by slowing, closing, and 
narrowing material and energy loops. This can be 
achieved through long-lasting design, maintenance, and 
repair, reuse, remanufacturing, refurbishing, and recy-
cling” (Geissdoerfer, 2017, P.759).  This proactive ap-
proach to sustainability should be integrated into new 
paradigms in manufacturing, emerging technologies, and 
the new trends in business. The emerging trends affect 
the circular economy and life cycle modeling. There are 
some significant trends and challenging areas: The glob-
al peak population and evolving global landscape as well 
as an emerging technology.  The growing population 
changes the rate of product consumption and the uncer-
tainty in supply and demand for recycled materials. It 
triggers the new federal or provincial regulations for end 
of life products treatment and cradle to grave practices. 
Evolving global context influence the complexity of the 
product recovery network, the relationship among key 
players, and life cycle modeling. Furthermore, consum-
ers need more customized products. These trends cause 
growing open-architecture and complex consumer prod-
ucts as well as the need for developing the novel meth-
ods and tools for design and material chain strategy. The 
costs, engineering aspects, subsystems, networks, and 
constructs define the complexity of the products. Moreo-
ver, the interaction between design features, construc-
tion, technology, suppliers, and legislation affect the 
degree of complexity.  Disruptive technologies such as 
Industry 4.0, Internet of things, big data, and 3D printing 
change paradigm in the supply chain context. The new 
paradigm of Industry 4.0 affects the green supply chain 
includes green design, green manufacturing and remanu-
facturing, reverse logistics, and waste management. Ex-
amination and adoption of the Internet of things (IoT) 
and big data analytics in the product recovery network 
and the role of embedded real-time data are essential. 
The opportunities and challenges for designing the prod-
uct recovery networks and assessing the dynamic inter-
actions among entities could reveal the creating value 
through these new technologies. In this article, the impli-
cations of Industry 4.0 and the customer-centric para-
digm on the management of the complex products at 
EoL are discussed. The contribution of this study is two 
folds: first, it summarizes the state of the art of the EoL 
products management in the context of Industry 4.0 and 
considering the new trends in product design. Second, it 
provides a research agenda in the field with some exam-
ples from the case of EoL aircraft. The rest of the paper 
is organized as follows: Section 2 discusses the different 
types of products and the impacts of the evolution in 
product development on the complexity of EoL man-
agement. Section 3 reviews the implications of Industry 
4.0 with some examples in data analytics deployment, 
virtual reality, and distributed network in the case of EoL 
aircraft and the perspectives of future research. Finally, 
section 4 concludes with some remarks. 
2 DIFFERENT TYPES OF PRODUCTS AND 
LIFE CYCLE CONSIDERATION  
The complex products need a systematic approach to 
integrate the ecological concept into the product design 
phase. This systematic approach requires considering 
technical, functional, aesthetic, and environmental data 
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simultaneously. For these complex products, analyzing 
ecoefficiency data for all modules, components, and 
subparts is not a simple task, and need to develop tools 
and techniques for data exploration (Keivanpour et al., 
2018). Favi et al. (2019) developed a tool for the design 
of the disassembling of mechatronic products. The au-
thors proposed improving feedbacks from tools for desi-
gners, integrating of tools into eco knowledge manage-
ment systems, and using circular economy indicators for 
assessing the sustainability of different scenarios for EoL 
treatment as the research gaps in design for environment 
tools.  Zhang et al., (2017) studied the role of big data in 
clean management and the manufacturing of complex 
products. The authors emphasized that converting the 
results of big data analytics into easily comprehensible 
forms via visualization and extracting hidden knowledge 
and rules from data mining for optimizing life cycle ma-
nagement of the complex product for the decision-
making process is essential and has not been investigated 
by scholars. Open architecture products are a new class 
of products with a fixed platform and modules that will 
be added in later stages based on customers’ preferences. 
These products have the potential to become a large 
share of the economy in Europe, North America, and 
large countries in Asia (Koren et al., 2013). The plat-
forms are produced by manufacturers and many small 
companies will be established to produce the modules for 
a variety of customers' choices. For a complex product, 
the manufacturer is responsible for design approval and 
sustainability of the final product. However, the small 
companies and some times customers interfere in pro-
duct design and they do not have access to the advanced 
design tools.    
 
The role of customers is changed in the new paradigm of 
manufacturing. They could involve in design and contri-
bute to the lifecycle of the products. Mass individualiza-
tion provides opportunities for small companies to con-
tribute to the design and manufacturing of the products. 
This paradigm causes multiple companies and buyers 
involved in product design. We will have more open 
platform products that facilitate the integration of com-
puters embedded systems and mechanical modules.  
Koren et al. (2013) defined the open architecture product 
as a platform that allows the integration of different mo-
dules from different manufacturers to meeting the cus-
tomer requirements. Some studies discuss how open-
architecture products influence the design and manufac-
turing process. However, the impacts on other stages of 
the life cycle of the product and the EoL phase have not 
received much attention in the literature. Zhang et al. 
(2015) provided a comparison between different types of 
products to highlight the characteristics of the open-
architecture products. The authors divided the product 
type into five categories: Mass-produced products, mass-
customized products, reconfigurable products, upgrada-
ble products, and open-architecture products. Here, the 
same classification is used to clarify the EoL challenges 
for each product type. For mass-produced products, there 
is not any option at purchasing and during the use 
phase. The standardized nature of the products could 
facilitate reusing and recycling. Hence, the standard pro-
cess for the EoL system could be designed. For the EoL 
management, the high degree of automation could be 
applied as there is not any change during the life cycle of 
the product. The eco-design could be done by the manu-
facturer easily.  For mass customized products, there are 
options for customers in the purchasing stage. However, 
there are not any modifications in the operation phase or 
adding the parts or modules later after purchasing. As the 
options are available in the design stage, manufacturers 
can integrate the eco-design techniques for different op-
tions of the product. For reconfigurable and upgradable 
products, recycling would be more difficult as the 
changes and modifications would happen in the opera-
tion stage too. Though, the manufacturer can still inte-
grate sustainability into the design stage and for the dif-
ferent options and modules. For open-architecture prod-
ucts, the modifications in the product modules could 
happen at the design, gate, and operation stage. Hence, 
considering the involvement of different manufacturers 
for known or unknown modules, the application of the 
3R approach (reducing, reusing, and recycling) could be 
challenging. 
 
Table 1: The complexities of 3R approaches applica-
tion based on the product types 
 
Types of the 
products 
Difficulties in applying the 3R approach (L: Low, 
M: Medium, H: High) 
Reducing  Reusing  Recycling  
Mass-produced 
product 
L L L 
Mass customized 
product 
M L L 
Reconfigurable 
product 
L M M 
Upgradeable 
product 
L H H 
Open architecture 
products 
H H H 
 
Table 1 shows the level of complexity in applying the 3R 
approach for different types of products.  
One challenge in reusing is the complexity of disassem-
bling operation. Here, the complexity of disassembling 
operation in open-architecture products is explained.  
Figure 1 shows an example of an open architecture prod-
uct with two known modules and one unknown module. 
Tseng et al. (2010) proposed a disassembly-oriented 
methodology for product module items. The first step is 
describing the physical structure of the product using the 
liaison graph. This graph is based on the parts of each 
module as shown in figure 1.  
The key element in finding the optimized sequence of 
disassembling is calculating the cost of disassembling, 
the value from the recovered parts and materials. For the 
cost of disassembly, the efforts based on unfastening 
action or destructive action, and the complexity of the 
process, the time and labor costs should be considered 
for each module. In the case of open-architecture prod-
ucts, the cost should be estimated based on the known 
and unknown modules. For the unknown module, the 
complexity of unfastening action or destructive action 
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could be increased as the result of lack of information or 
lack of the effort of the manufacturer for the design for 
disassembling. This complexity could add the disassem-
bling time and subsequently the cost. Usually, the genet-
ic algorithm could be used for the decomposition of the 
product into basic modules. The algorithm should be 
adapted in the case of open-architecture products to max-
imize the recovered value considering the unknown 













Figure 1: Example of an open-architecture Product (liai-
son graph)  
3 INDUSTRY 4.0 AND IMPLICATIONS IN EOL 
MANAGEMENT 
The implication of Industry 4.0 paradigm on the life 
cycle of the products is a fresh research theme. More 
empirical studies are required to assess the challenges 
and discuss the application perspectives. Extensive in-
formation should be analyzed to reduce the uncertainties 
in the different sub-processes of treatment. As disassem-
bly/dismantling operations are labor-intensive tasks, 
real-time scheduling by providing accurate information 
on treatment operation resources, tools breakdowns, and 
any changes in the planning process are critical. Industry 
4.0 and data analytics provide the required information 
and reduce the uncertainties in terms of the value ex-
tracted from recovered parts and material and total costs 
of the operation. Rahman et al. (2020) proposed “EoL 
4.0” for real-time data exchange among the key players 
and implementing analytical capabilities of Industry 4.0 
for maximizing the value from EoL products. The chal-
lenges of EoL systems in the new paradigm of Industry 












Figure 2: The challenges in the treatment of the EoL 
products in Industry 4.0 paradigm (source of data Rah-
man et al.,2020) 
 
Rosa et al., (2020) also provided a synthesis of the litera-
ture of circular economy in the context of Industry 4.0. 
According to these authors, the published case studies 
are related to China, the US, and Europe. The topics of 
published papers are more focused on life cycle man-
agement, supply chain management, resource efficiency, 
smart services, and the adoption of the new business 
models. Hence, more research should be performed in 
other countries and focusing on topics such as Disman-
tling 4.0, reusing, and recycling 4.0 as well as remanu-
facturing 4.0. Figures 3 and 4 highlighted these gaps. 
In the following sub-sections, the implications of data 
analytics deployment, virtual reality, and blockchain 
with perspectives of the application in the case of EoL 
aircraft treatment are discussed. 
 
  
Figure 3: The publishing nations of the case studies re-
lated to implications of Industry 4.0 in the circular 




Figure 4: The gaps in the topics of the articles( Di-
sasemblying 4.0, Reusing 4.0, recycling 4.0, and rema-
nufacturing 4.0 are the research areas that needed more 








Industry 4.0 in Supply chain 
Gaps in 
EoL
Ecological and social aspects
EOL technologies
Recycling 4.0
Customized products at the EoL
Uncertainty in input stream of treatment
EOL system employees 
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3.1 Data analytics Deployment  
Keivanpour et al., (2017) developed an interactive inter-
face for dismantling operations options, partner se-
lections, capacity planning, collaboration choices, distri-
bution networks, and performance trade-off to provide 
an expert system for the recovery of EoL aircraft. Trac-
tability of the critical parts and materials, particularly the 
hazardous material, is an essential implication of RFID 
(Radio Frequency Identification) in the treatment pro-
cess. Documentation and quality assurance of the reco-
vered parts could be performed via database manage-
ment systems and business intelligence. Simić and Dimi-
trijević (2010) discussed the advantages of using RFID 
in the context of the End of Life vehicle closed supply 
chain. The authors stressed the role of RFID and mana-
gement information systems in data sharing for dis-
mantling and design, life cycle data management, and 
product information management. Keivanpour et al. 
(2018) discussed the perspective of the application of big 
data analytics in the treatment of EoL aircraft. The se-
condary data from disassembling and dismantling of the 
horizontal stabilizer is used to illustrate the implication 
of knowledge management systems in the treatment pro-
cess of EoL aircraft. 
Poschmann et al. (2020) reviewed the studies that ad-
dressed the application of robotic in disassembling oper-
ation. The authors discussed that the application of au-
tonomous robot cells and artificial intelligence (AI) for 
optimization of the disassembly sequences is the evi-
dence of automatic robotic disassembly. Kerin and Pham 
(2019) mentioned two applications of Industry 4.0 in the 
disassembling process including simulation and models 
for virtual disassembly and smart robotic disassembly 
with real-time data application. Parsa and Saadat (2019) 
applied a hybrid optimization model for optimizing the 
disassembling sequences using multiple data fields.  
 
EoL aircraft management is a multi-aspect operation 
management problem that includes several strategic, 
tactical, and operational decisions. Advanced data mi-
ning could improve decision making in different phases 
of EoL aircraft treatment. For the successful operation of 
re-used and remanufactured parts and components, the 
reliability of the components, ease of disassembling, 
inspection, cleaning, and maintenance data should be 
considered. This data should be shared via an informa-
tion system between key players: manufacturer for de-
sign features, the operator for maintenance and condition 
monitoring, and the history of failures and dismantling 
or recycling agents for the treatment operation (Keivan-
pour et al., 2018). Databases play an important role in 
data analytics. Databases can aid in the integration of the 
data during the life cycle of the product. Now, EoL air-
craft enterprises use different databases for inventory 
management, sales, and marketing of the recovered 
parts, processing manufacturer’s data and maintenance 
records. An integrated database management system 
should be developed to facilitate the management of dif-
ferent data in all sub-processes of treatment. For 
example, data of material scarcity, recyclability, disas-
sembly time, disassembly outcomes, and condition mo-
nitoring including vibration data oil analysis, loa-
ding/speed, moisture/humidity, and temperature/pressure 
should be analyzed. Mean-time between failures and 
operational performance data will be used for the estima-
tion of the remaining useful life of the parts. The opera-
tion data including the dismantling time, labor records, 
the inventory of required tools and equipment are essen-
tial for close monitoring of dismantling time and finding 
bottlenecks in the treatment process. Moreover, this da-
tabased could be integrated with the data mining module 
for lean management of the EoL treatment operation. As 
multiple operational information systems should support 
the different sub-processes of treatment operation, the 
repository of all historical data regarding modules and 
components should be tracked and the continuing stream 
of real-time data during dismantling and disassembling 
phases should be assessed. Data warehouse creates the 
opportunity for analyzing the vast and multidimensional 
data. The different disassembling and dismantling strate-
gies should be assessed based on the types of material, 
recyclability, replicability, and material scarcity. For data 
mining purposes, first, an adaptive neuro-fuzzy inference 
system considering a large amount of stochastic (linear 
and non-linear) data in the sub-processes of treatment 
could be used. Then, a fuzzy logic model will be applied 
to maximize the value recovery by analyzing the diffe-
rent scenarios of dismantling and recycling based on the 
waste hierarchy approach.  
 
3.2 Virtual reality for integrated and sustainable 
recovery   
 
EoL aircraft recycling is a new challenge in the aviation 
industry and few scholars addressed this subject in detail 
via real case studies (e.g. Sainte-Beuve, 2012; Sabaghi et 
al., 2015; Zahedi, 2016 and Keivanpour et al., 2017). For 
the EoL aircraft, access to advanced optimization tools 
and specialized machinery for reducing dismantling time 
and decreasing the waste of operation is critical. The 
recycling of the skeleton is not a profitable operation like 
removing parts and components; however, applying 
smart sorting solutions could increase the benefits 
(Sainte-Beuve, 2012). It requires the multidimensional 
assessment including time, difficulty, and material com-
patibility of the parts or modules in dissembling strate-
gies. Hence, the use of a disassembly database including 
unfastening or cutting time, effort, the number of fas-
teners, geometrical specifications, maintenance manual, 
and structural repair manual, CAD (Computer-aided 
drafting) data, and parts database is essential (Zahedi, 
2016). The digital twin provides a dynamic digital pro-
file of a physical object and integrates 3D model, histori-
cal and real-time monitoring of the object behavior for 
optimizing the virtual reality. Recently, it has been re-
ceived much attention in design, production, operation, 
and maintenance (e.g. Tao et al., 2019; Liu et al., 2019; 
Min et al., 2019). The application of digital twins at the 
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EoL is ignored in the research like the other aspects of 
Industry 4.0 at the EoL (Rahman et al., 2020). Few stu-
dies mentioned the perspectives of the applications for 
recycling and remanufacturing (e.g. Wang & Wang, 
2019 and Wang et al., 2019). However, the application 
as the strategic tool for EoL management of complex 
products is not addressed in the literature.  Mapping the 
skeleton of the aircraft based on the material zones con-
sidering the complexity of the material mix is vital for 
optimizing the dismantling and cutting process. The digi-
tal twin could provide a digital mapping capability 
enabled with multidimensional data processing, op-
timization, visualization, intelligent decision making for 
delivering the optimum dismantling solutions. The es-
sence of the digital twin model is comparing the diffe-
rent dismantling and disassembling strategies with the 
aggregation of several dispersed databases, data analy-
tics, and visualization dashboard. These databases in-
clude aircraft manufacturers' data, OEM data, mainte-
nance, and operation historical data, and the second-hand 
parts market dataset. Data analytics aids in optimizing 
the disassembling sequences and smart cutting conside-
ring geometric improvement and edge preparation. For 
example, one scenario for dismantling is not removing 
rivers that are shared between components with similar 
materials. The analytical tool aid developing iterative 
models for finding reverts and comparing different stra-
tegies. More visibility regarding addressing the hazar-
dous material and substances of concerns will be pro-
vided. The different disassembling scenarios will be si-
mulated and visualized in an interactive decision-making 
dashboard for elaborating the process and giving in-
sights. This architecture provides the flexibility of the 
data processing and integrates the massive data for sus-
tainable solutions considering the uncertainties and com-
plex nature of the EoL aircraft recycling problem.  
 
 
3.3 Blockchain for tracing the recovered parts 
There are some challenges in the management of the 
recovered parts from the EoL complex products such as 
aircraft. According to the International Air Transport 
Association (IATA), all the changes in the part move-
ment should be tracked during the lifecycle of the prod-
ucts. Rajkov (2018) discussed the complexities of the 
aircraft supply chain due to the aircraft configuration, the 
multi-levels and global supply chain, the difficulties in 
spare part management, and the communication. Fur-
thermore, using IoT and RFID has some challenges in-
cluding energy consumption, communication, synchro-
nization, and security. Hence, assessing the business 
model for the application of blockchain technology in 
tracing and tracking the recovered parts and providing a 
use case could be an interesting research area. Rajkov 
(2018) provided a SWOT analysis for the application of 
blockchain technology in the spare part management in 
the airline industry. Evaluating the role of the EoL initia-
tive in an inter-organizational digital distributed network 
is critical.  
 
  
4 DISCUSSION AND CONCLUSION 
The important challenges in the circularity of utilized 
materials are time-tested processes of reuse, recovery, 
and recycling that reinforce circular economy initiatives 
(Tam et al., 2019).  Designing closed material chains for 
strategic and valuable materials will be more essential 
than the weight percentage target of recovered material 
(Knieke et al., 2019). The new technologies in vehicles 
and lightweight constructions require novel treatment 
processes and strategies for EoL of complex products. 
The proposed research agenda will provide an essential 
contribution to the field of the operationalization of sus-
tainable development by developing innovative tools and 
decision support systems considering the impacts of new 
business trends and cyber-physical technologies on the 
circular economy. The management of the complex 
products in the circular economy is a dynamics and 
transdisciplinarity research agenda and it facilitates and 
expedites knowledge diffusion among researchers, prac-
titioners, and policymakers. Moreover, it includes oppor-
tunities for extensive training high-quality personnel, 
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RESUME : La gestion de la production est de plus en plus complexe dans le contexte industriel actuel, volatile et 
incertain. Les approches à flux poussé et à flux tiré atteignant leurs limites, les auteurs du livre « Demand Driven 
Material Requirements Planning DDMRP », Ptak et Smith (2011), proposent une nouvelle approche de gestion de 
production. Basée sur un système de recomplètement de stock, cette approche fonctionne toutefois à capacité infinie. 
Nous proposons dans cet article de modéliser et simuler un module de calcul de charge permettant d’ajuster la capacité 
d’un atelier piloté en DDMRP. On cherche ainsi à obtenir un taux de charge autour des 80% en tout temps pour éviter 
de saturer l’atelier. Ce dernier est soumis à une demande incertaine caractérisée par des pics de commandes. Le 
module assure un taux de service satisfaisant face à différents scénarios de demande et permet d’évaluer les limites de 
charge de l’atelier. 
 
MOTS-CLES : Gestion de la production, Ajustement de la capacité, DDMRP, Simulation des systèmes 
 
1 INTRODUCTION 
Le Demand Driven Material Requirements Planning 
(DDMRP) a été créé par Ptak et Smith (2011) dans le but 
de proposer une méthode mixte entre flux poussé et flux 
tiré. Aujourd’hui, cette méthode attire l’attention, autant 
dans le monde industriel où de plus en plus d’entreprises 
la déploient avec succès, que dans le monde académique 
qui cherche à mieux comprendre, analyser et challenger 
la méthode dans différents contextes (Bahu, Bironneau, 
& Hovelaque, 2019). 
 
Le DDMRP se base principalement sur une logique de 
recomplètement de stocks : des buffers sont positionnés 
sur la nomenclature des produits et lorsque le seuil proje-
té de ces buffers atteint un certain niveau, un ordre 
d’approvisionnement (ou de production) est émis. Dans 
cette logique, la plupart des études sur le DDMRP consi-
dère des systèmes de production à capacité infinie. 
Cette mécanique de projection du seuil considère les pics 
de demande pour anticiper et lisser la charge dans le 
temps. Toutefois, la prise en compte des pics peut sur-
charger l’atelier et dépasser la capacité prévue à court 
terme, entraînant ainsi une saturation de l’atelier et une 
baisse du taux de service. 
 
Or, plusieurs leviers d’ajustement de la capacité peuvent 
être mobilisés afin de balancer la charge et la capacité. 
Ces décisions sont gérées conventionnellement une fois 
par mois par le Demand Driven Sales & Operations 
Planning (DDS&OP) de Ptak et Smith (2016). Les au-
teurs proposent par exemple d’ajuster la taille des buffers 
pour lisser la charge. Un ajustement plus fréquent de la 
capacité, sur du court terme opérationnel, pourrait être 
envisagé afin d'améliorer la performance du système de 
production. 
 
Dans cet article, nous proposons de modéliser et de si-
muler un module d’ajustement de la capacité de produc-
tion d’un atelier géré en DDMRP où les opérateurs sont 
la ressource goulot.  Le module effectue un calcul heb-
domadaire de la charge à court terme en considérant des 
pics de demande, et estime le nombre d’opérateurs né-
cessaire pour la satisfaire sans saturer l’atelier. 
 
La structure de l’article est comme suit : la section 2 
présente une brève revue de littérature sur le DDMRP et 
sur l’ajustement de la capacité ; la section 3 décrit le cas 
d’étude et le plan d’expérience ; les résultats de la simu-
lation sont présentés et analysés dans la section 4 ; pour 
finir sur la conclusion et les perspectives en section 5. 
2 REVUE DE LITTERATURE ET 
CONTRIBUTION DE L’ARTICLE  
Dans cette section, la littérature autour du DDMRP, ainsi 
que les éléments de paramétrage importants pour la 
compréhension de l’article sont présentés, suivis par une 
brève littérature sur l’ajustement de la capacité, pour 
finir avec la contribution de l’article.  
 
2.1 Littérature autour du DDMRP 
Après sa première apparition dans la troisième édition du 
Orlicky’s Material Requirements Planning de Ptak et 
Smith (2011), où les auteurs exposent les limites des 
méthodes traditionnelles et introduisent leur nouvelle 
approche, de nombreux chercheurs se sont intéressés au 
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potentiel de la méthode DDMRP. Initialement, les publi-
cations ont porté sur la comparaison du DDMRP aux 
méthodes traditionnelles (MRP2 et Kanban) pour légiti-
mer sa pertinence (Ihme & Stratton, 2015; Miclo, R, 
Fontanili, Lauras, Lamothe, & Milian, 2016; Miclo, 
Romain, Lauras, Fontanili, Lamothe, & Melnyk, 2018; 
Shofa & Widyarto, 2017). Récemment, les publications 
se sont tournées plus vers les différentes parties du 
DDMRP : Martin, Baptiste, Lamothe, Miclo et Lauras 
(2018) s’intéressent au paramétrage des buffers et propo-
sent un arbre de décision pour mieux les piloter, Lee et 
Rim (2019) présentent une méthode différente de calcul 
du stock de sécurité des buffers, (Dessevre, Martin, 
Baptiste, Lamothe, & Lauras, 2019) et (Dessevre, 
Martin, Baptiste, Lamothe, Pellerin, et al., 2019) 
s’intéressent au contrôle des temps de défilement et du 
paramètre Facteur de délai. Une étude plus récente de 
Vidal, Lauras, Lamothe et Miclo (2020) porte attention 
au niveau stratégique avec le concept de l’Adaptive Sales 
& Operations Planning. Notons que de nombreuses pu-
blications (Dessevre, Martin, Baptiste, Lamothe, 
Pellerin, et al., 2019; Ihme & Stratton, 2015; Miclo, R et 
al., 2016; Shofa & Widyarto, 2017) ont utilisé la simula-
tion comme outil d’étude. Ptak et Smith (2016) conti-
nuent d’intégrer de nouveaux éléments à la méthode 
avec l’apparition d’une œuvre plus complète, et récem-
ment l’intégration du Demand Driven Adaptive Enter-
prise dans l’œuvre de Ptak et Smith (2018). 
 
2.2 Éléments de paramétrage du DDMRP 
Selon Ptak et Smith (2016), la génération d’ordres 
d’approvisionnement se base sur l’équation du flux dé-
terminée par la formule suivante : 
Équation du flux net (EFN) = Stock en main + Stock en 
cours de production – demande qualifiée                     (1) 
où la demande qualifiée correspond à la somme de la 
demande du jour, des pics de demande détectés à court-
terme, ainsi que la demande en retard. 
Pour qu’une demande journalière soit considérée comme 
un pic, il faut que celle-ci soit dans un horizon donné et 
que l’amplitude du pic dépasse un seuil bien défini. La 
figure 1 illustre un exemple où le seuil (en tirets) est fixé 
à 100 pièces et l’horizon (en pointillés) à 6 jours : la de-
mande qualifiée correspond à la somme de la demande 
du jour 1 et du pic détecté au jour 5, soit 50 + 120 = 170 
pièces. 
 
Figure 1 : Exemple de calcul de la demande qualifiée 
Si l’EFN est au-dessous du Top du Jaune du buffer, un 
ordre de recomplètement jusqu’au Top du Vert est émis 
(voir Ptak et Smith (2016) pour plus de détails sur les 
formules de dimensionnement des buffers). Cependant, il 
n’est pas clair, en pratique comme en théorie, comment 
exploiter la flexibilité capacitaire d’un atelier afin 
d’absorber les pics de demande, tout en gardant un ni-
veau de charge raisonnable.  
 
2.3 Ajustement de la capacité dans la littérature 
La littérature sur les problèmes capacitaires à court et à 
moyen termes cherche à équilibrer la demande prévi-
sionnelle et la capacité disponible (Vollman, Berry, & 
Whybark, 1992). Il existe plusieurs approches pour ajus-
ter la charge et la capacité telles que la production anti-
cipée sur des périodes de sous-activité, entraînant un 
stockage temporaire, ou encore l’utilisation des capacités 
résiduelles postérieures en différant la satisfaction de la 
demande (Graves, 1999; Vollmann, 2005). Des revues 
exhaustives sur le sujet sont présentées par (Beach, 
Muhlemann, Price, Paterson, & Sharp, 2000) et (De Toni 
& Tonchia, 1998). 
 
La flexibilité capacitaire des ateliers est un atout majeur 
pour contrer les erreurs de prévisions.  Bish, Muriel et 
Biller (2005) exposent certains avantages, comme 
l’amélioration des ventes, et mettent en garde contre les 
effets dus aux oscillations en production et en approvi-
sionnement. Ou et Feng (2019) présentent un algorithme 
d’ajustement capacitaire considérant les coûts de produc-
tion et les coûts d’ajustement de la capacité. Hu, Guan, 
Han et Wen (2017) proposent un modèle mathématique 
pour résoudre des problèmes d’ajustement capacitaire où 
les machines peuvent être réglées différemment en fonc-
tion de la production souhaité. 
 
Du côté du DDMRP, les ajustements capacitaires sont 
gérés principalement par le DDS&OP. Il s’agit d’un ni-
veau de prise de décision faisant le pont entre le niveau 
stratégique et le niveau opérationnel, visant à harmoniser 
la demande (portfolio et nouvelles activités) et la capaci-
té en se basant sur des indicateurs de performance clés 
(Ptak & Smith, 2016). A titre d’exemple, les auteurs 
proposent d’ajuster le dimensionnement des buffers en 
utilisant un Facteur d’ajustement planifié pour lisser la 
charge. Cela dit, les ajustements capacitaires du 
DDS&OP semblent convenir pour une vision à moyen 
terme, et non pour un point de vue opérationnel à court 
terme comme nous le proposons dans cet article. 
 
2.4 Contribution de l’article 
Le DDMRP est de plus en plus sous le feu des projec-
teurs des chercheurs et la méthode se déploie dans 
l’industrie. Cependant, aucune étude ne s’est penchée sur 
les problèmes liés à l’intégration de pics de demande, 
notamment pour balancer la charge et la capacité à court 
terme dans un atelier en exploitant la flexibilité capaci-
taire. Nous proposons dans cet article de modéliser un 
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module d’ajustement de la capacité d’un atelier piloté en 
DDMRP et de simuler sa performance face à une de-
mande incertaine caractérisée par des pics de com-
mandes. 
3 METHODOLOGIE 
Dans cette section, nous introduisons le cas d’étude, soit 
les paramètres de l’atelier de production, ainsi que la 
demande à laquelle il fait face. Ensuite, nous présentons 
le module d’ajustement de la capacité proposé et le plan 
d’expérience. 
 
3.1 Paramètres de l’atelier 
Nous considérons un atelier composé d’une ligne de 
production de 6 machines en série. La ligne produit 30 
articles ayant des temps de production et des temps de 
changement de série différents. Plusieurs sources de va-
riabilité ont été incorporées au système, principalement 
reliées à la demande et aux opérations de production : les 
temps de production et de changement de série suivent 
des lois triangulaires à ±20% autour de la moyenne, et la 
première machine et la cinquième machine de la ligne 
sont sujettes à des pannes représentant respectivement 
10% et 15% du temps d’ouverture (les temps de pannes 
et les temps entre les pannes suivent des lois exponen-
tielles). Les Decoupled Lead Time, Facteur de délai et 
Facteur de variabilité sont tous égaux et valent respecti-
vement 5 jours (40 heures), 50% et 50%.  
 
La production de chaque article est pilotée par un buffer 
de stock DDMRP. Les buffers sont vérifiés tous les jours 
en même temps, et ceux dont l’EFN est inférieure au Top 
du Jaune lancent un ordre de fabrication pour recomplé-
ter le buffer jusqu’au Top du Vert. Les ordres sont or-
donnancés selon la priorité basique du DDMRP : le pro-
duit dont le ratio entre l’EFN et le Top du Jaune est le 
plus faible est prioritaire (Ptak & Smith, 2016). Pour le 
reste, les ordres sont traités en premier-arrivé premier-
servi. Le seuil de détection de pics est fixé à la moitié de 
la Zone Rouge pour tous les produits, et l’horizon de 
détection des pics est fixé à 3 semaines.  
 
Nous faisons l’hypothèse que les matières premières sont 
disponibles en tout temps et qu’un opérateur doit être 
présent durant toutes les opérations (changement de série 
et production), pour qu’un article soit produit sur une 
machine. Afin de justifier le besoin d’ajuster périodi-
quement la capacité de l’atelier, ce dernier est paramétré 
de façon à ce que les opérateurs soient des ressources 
goulots. L’atelier fonctionne 8 heures par jour, 5 jours 
par semaine et gère les commandes partielles. Nous 
avons choisi ce type d’atelier car il semble correspondre 
à ce que l’on pourrait trouver dans l’industrie entre deux 
buffers gérés en DDMRP. 
  
Nous supposons que chaque produit possède un signal de 
demande distinct, tel que détaillé dans la sous-section 
suivante. 
3.2 Génération de la demande 
L’atelier fait face à trois profils différents de demande 
pour les 30 produits fabriqués. Une demande est 
caractérisée par deux paramètres : la taille moyenne de la 
commande (en quantité de pièces) et le temps moyen 
entre deux commandes (en jours). Ces paramètres sont 
explicités ci-dessous. 
 
Pour les 30 produits, les tailles de commandes sont 
uniformément dispersées à ±20% autour de la taille de 
commande moyenne associée à chaque produit. Les 
temps inter-arrivés des commandes d’un produit sont 
exponentiellement distribués autour d’une espérance de 
2 jours. Lorsqu’une commande arrive, l’expédition doit 
se faire dans les 5 à 10 prochains jours (suivant une loi 
uniforme), permettant d’avoir une visibilité d’une 
semaine sur les expéditions à réaliser. 
 
La demande des produits 1 à 5 est relativement stable, 
sujette à des pics de commandes. Les temps entre les 
commandes représentant des pics sont également 
exponentiellement distribués autour d’une d’espérance 
de 5 ou de 20 jours (voir plus loin le tableau 1). Les pics 
de commandes sont détectés trois semaines à l’avance. 
En résumé, pour les produits 1 à 5, on reçoit en moyenne 
une commande tous les deux jours pour chaque produit, 
ainsi qu’un pic de commande tous les 5 ou 20 jours. 
 
La demande des produits 6 à 15 est à la base stable. 
Nous proposons de rajouter un effet de saisonnalité dans 
certains scénarios : les signaux de demande des produits 
6 à 15 (à la base stables) sont remplacés par des signaux 
en échelons de 25 semaines. La demande de la haute 
saison est considérée comme le double de celle de la 
basse saison.  
 
La demande des produits 16 à 30 quant à eux est stable 
en tout temps. La Figure 2 représente les signaux de 
demande pour un produit de chaque profil de demande : 
le produit 5 (courbe noire, avec des pics), le produit 10 
(courbe en pointillée, en échelons) et le produit 20 
(courbe en tiret, stable en tout temps). 
 
 
Figure 2 : Signaux de demande des produits 5, 10 et 20 
entre les jours 115 et 135 
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3.3 Module d’ajustement de la capacité 
Le module d’ajustement a pour but de calculer la charge 
de travail à court terme et d’estimer la capacité requise, 
soit le nombre d’opérateurs nécessaire pour éviter de 
saturer l’atelier en fluidifiant la charge. 
 
Le calcul se fait en fin de chaque semaine (le vendredi 
soir) dans le but de déterminer le nombre d’opérateurs 
nécessaire pour la semaine qui suit (à partir du lundi 
matin). Le nombre d’opérateurs demeure le même tout le 
long de la semaine. 
Le module suit les étapes suivantes : 
 
1) Estimation du nombre de pièces à produire dans 
les prochains jours : il s’agit de prendre en compte les 
commandes de la semaine à venir en faisant l’hypothèse 
qu’elles vont déclencher un ordre de fabrication ; 
 
2) Prise en compte des pics de la troisième semaine : 
Puisque les pics vont entrer dans l’horizon de détection à 
partir de la troisième semaine, ils vont être considérés 
dans l’EFN et seront ainsi produits dès le lundi par 
anticipation. Ils doivent donc être ajoutés aux nombres 
de pièces à produire ; 
 
3) Calcul de la charge à venir : il s’agit de multiplier 
le nombre de pièces à produire par les temps de 
production et d’ajouter les temps de changement de série 
afin d’obtenir le temps de production requis ; 
 
4) Estimation du nombre d’opérateurs nécessaire 
pour la semaine à venir : on se fixe un taux de charge 
cible de 80% pour les opérateurs, ce qui correspond au 
ratio du temps de production requis sur le temps total 
disponible. Le temps de production requis étant calculé à 
l’étape 3, le module estime dans cette étape le temps 
total disponible, c’est-à-dire le nombre d’opérateurs 




Par exemple, si le temps de production requis pour la 
semaine qui suit est estimé à 140 heures (charge calculée 
à l’étape 3), le temps total disponible doit être 140 / 0.8 = 
175 heures pour obtenir un taux de charge de 80%. 
Sachant qu’un opérateur ne peut travailler qu’au 
maximum 40 heures par semaine, il faut 175 / 40 = 4.375 
opérateurs. Le module arrondit toujours à l’unité 
supérieure, dans cet exemple il estimera alors qu’il faut 5 
opérateurs pour la semaine qui suit. 
 
Le module d’ajustement permet donc de calculer et de 
décider du nombre d’opérateurs nécessaire pour la 
semaine à venir. Cela dit, il ne peut y avoir au maximum 
que 6 opérateurs puisque l’atelier se compose de 6 
machines. 
 
Si le module calcule qu’il faut plus que 6 opérateurs, 
l’atelier risque d’être saturé et d’autres solutions de 
compensation doivent être envisagées (par exemple, 
réduire les temps de changement de série ou sous-traiter 
une partie de la production). 
 
La figure 3 reprend les étapes principales du modèle 
simulé (génération de la demande, des ordres de 
fabrication, production et module d’ajustement 
capacitaire). 
 
Dans ce qui suit, les expériences dans lesquelles le 
module a été simulé sont décrites.  
 
3.4 Plan d’expériences 
Le but de la simulation est d’analyser la performance du 
système de production avec et sans l’ajustement de la 
capacité de production. 
 
Deux indicateurs de performance sont considérés : le 
taux de service client (soit le pourcentage de commandes 
satisfaites par rapport au nombre total de commandes 
reçues) et le taux de charge des opérateurs afin de  
Figure 3 : Schéma des principales étapes du modèle simulé 
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refléter d’une part le niveau de satisfaction de la 
demande, et d’autre part le niveau de saturation de 
l’atelier. Une commande est dite satisfaite lorsque le 
stock du produit est disponible en quantité suffisante le 
jour où il doit être expédié vers le client. Sinon la 
commande est insatisfaite et entre dans une file, 
attendant que le stock soit de nouveau disponible. 
 
Le plan d’expérience est exécuté sous deux étapes : 
 
 Étape 1 : simuler différentes amplitudes de pics de 
commandes pour démontrer l’efficacité du module et 
identifier trois niveaux différents d’amplitude 
(importante, moyenne et faible) requis pour les 
expériences de l’étape 2 ;  
 Étape 2 : simuler différents signaux de demande 
dans le but de challenger davantage le module. 
 
Dans l’étape 1, nous comparons la performance de 
l’atelier avec et sans le module d’ajustement des 
opérateurs. Une première simulation a été réalisée pour 
estimer le nombre d’opérateurs nécessaire pour faire 
tourner l’atelier dans des conditions de base (scénario de 
base sans les pics et sans la possibilité de faire 
l’ajustement). Cette étude préliminaire a déterminé qu’en 
moyenne 3.75 opérateurs sont actifs dans l’atelier. Nous 
considérerons donc 4 opérateurs disponibles en tout 
temps pour l’atelier sans module d’ajustement de la 
capacité. 
 
L’amplitude moyenne des pics de commande associé à 
un produit donné correspond à un multiple de la 
consommation journalière moyenne (« Average Daily 
Usage » ADU) de ce produit. Pour cette première étape, 
nous considérons un multiple variant de 0 (aucun pic) à 
20 (les amplitudes des pics sont égales à 20 fois l’ADU).  
 
Dans l’étape 2, le plan d’expérience de la deuxième 
étape considère 24 scénarios qui se distinguent par 
quatre critères : 
- la possibilité d’ajustement de la capacité 
(modèle de simulation avec ou sans le module 
d’ajustement de la capacité) ; 
- la fréquence des pics de commandes modélisée 
par l’espérance des temps entre les pics de 
commandes est de 5 ou 20 jours ; 
- la demande des produits 6 à 15 : stable ou 
saisonnière (en échelon) ; et 
- l’amplitude des pics de demande pour les 
produits 1 à 5 : importante (I), moyenne (M) et 
faible (F). Ces trois niveaux sont identifiés à 
l’étape 1.  
 
La simulation est faite sur un horizon de 110 semaines, 
dont une mise en régime permanent de 10 semaines. Un 
total de 105 expériences sont réalisées (81 dans l’étape 1 
et 24 dans l’étape 2), considérant 100 réplications pour 
chaque expérience. La version 15.10 du logiciel Arena 














1 I En échelon 20 Oui 
2 I En échelon 20 Non 
3 I En échelon 5 Oui 
4 I En échelon 5 Non 
5 I Stable 20 Oui 
6 I Stable 20 Non 
7 I Stable 5 Oui 
8 I Stable 5 Non 
9 M En échelon 20 Oui 
10 M En échelon 20 Non 
11 M En échelon 5 Oui 
12 M En échelon 5 Non 
13 M Stable 20 Oui 
14 M Stable 20 Non 
15 M Stable 5 Oui 
16 M Stable 5 Non 
17 F Échelon 20 Oui 
18 F Échelon 20 Non 
19 F Échelon 5 Oui 
20 F Échelon 5 Non 
21 F Stable 20 Oui 
22 F Stable 20 Non 
23 F Stable 5 Oui 
24 F Stable 5 Non 
Tableau 1 : Plan d’expérience de l’étape 2 
4 RESULTATS ET DISCUSSION 
4.1 Illustration du mode de fonctionnement du mo-
dule 
La figure 4 permet de mieux comprendre le mode de 
fonctionnement du module d’ajustement de la capacité 
au cours du temps. 
 
 
Figure 4 : Nombre d’opérateurs calculé par le module au 
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Il s’agit des résultats de calcul du nombre d’opérateurs 
entre les semaines 10 et 40 pour les scénarios suivants : 
- Le scénario de base (étape 1), où aucun pic 
n’est considéré et en moyenne 4 opérateurs suf-
fisent à balancer la charge ; 
- Le scénario 17 (étape 2), où l’amplitude des 
pics est faible et la demande en échelon des 
produits 6 à 15 pousse le module à estimer qu’il 
faut 5 opérateurs au lieu de 4 à partir de la se-
maine 25 ; et 
- Le scénario 5 (étape 2), où l’amplitude des pics 
est importante et fait osciller le nombre 
d’opérateurs entre 4 et 5 (jusqu’à 6 parfois). 
 
4.2 Étape 1 – Effet de l’amplitudes des pics 
Cette étape vise à démontrer l’apport du module 
d’ajustement de la capacité en présence de pics de 
commande et à identifier trois niveaux d’amplitudes des 
pics requis pour les expériences de l’étape 2. 
 
La figure 5 présente les résultats de l’étape 1 : 
 
 En abscisse : le multiplicateur d’ADU 
caractérisant l’amplitude des pics de commande ; 
 
 En ordonné à gauche : le taux de service client, 
représenté par les marques carrées avec le module et 
triangulaires sans le module ; 
 
 En ordonné à droite : le taux de charge des 
opérateurs, représenté par la courbe en pointillé avec le 
module et pleine sans le module. 
 
Les résultats démontrent que plus l’amplitude des pics 
est importante, plus le taux de service diminue sans le 
module d’ajustement (jusqu’à 50% pour des pics 



















L’atelier peut supporter des pics assez petits, puis il 
commence à saturer. Avec le module d’ajustement, le 
nombre d’opérateurs s’adapte à la charge de l’atelier et le 
taux de service est maintenu autour des 98%. 
 
À partir des deux courbes du taux de service, nous 
identifions trois niveaux d’amplitude des pics : une 
amplitude importante de 20 ADU, une amplitude 
moyenne de 10 ADU (correspondant à un taux de service 
qui descend au-delà de 95%) et une amplitude faible de 
2,5 ADU (le seuil au-delà duquel le système sans le 
module performe moins qu’avec le module).  
 
4.3 Étape 2 – Effet des signaux de la demande 
Les résultats des 24 scénarios de l’étape 2 sont illustrés 
dans la figure 6 page suivante, avec à gauche le taux de 
service et à droite le taux de charge. Les barres grises et 
noires représentent respectivement les résultats sans et 
avec le module d’ajustement de la capacité. 
 
Sans ajustement de la capacité, le taux de charge varie 
entre 94% et 99% et le taux de service est en moyenne 
autour des 60%. Avec l’ajustement de la capacité, le taux 
de charge varie au-delà de 77 %, et le taux de service 
sont au-dessus des 90%, excepté pour les scénarios 3, 4, 
7 et 8. En effet, le taux de service est de 50% avec le 
module d’ajustement, comparé à 30% sans le module. Il 
s’agit des « pires » scénarios (taux de charge de 99 %) 
où des pics d’amplitude importante (20 fois l’ADU)  
surgissent toutes les semaines et les produits 5 à 15 su-
bissent une saisonnalité augmentant la charge de l’atelier 
en haute saison. Le module d’ajustement de la capacité 
atteint ses limites dans ces quatre scénarios : il ne peut 
plus balancer la charge et la capacité (6 opérateurs ne 
suffisent plus) et arrive à satisfaire juste 50% de la de-
mande.
Figure 5 : Taux de service et taux de charge des opérateurs en fonction de l’amplitude des pics de commande, avec 
et sans module d’ajustement des opérateurs 
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5 CONCLUSION ET PERSPECTIVES 
Dans cet article, nous modélisons et simulons un module 
d’ajustement de la capacité d’un atelier géré en DDMRP. 
Ce module permet de considérer des pics de demande et 
d’harmoniser la charge et la capacité à court terme face à 
différents scénarios de demande. 
 
Les résultats de la simulation démontrent la capacité de 
ce module à assurer un taux de service satisfaisant dans 
la plupart des scénarios, tout en permettant de réduire le 
nombre d’opérateurs s’ils ne sont pas nécessaires. 
 
Pour aller plus loin, il serait possible désormais de 
comparer et/ou combiner ce module d’ajustement de 
capacité avec d’autres mécaniques, dont celles 
intrinsèques à la méthode DDMRP, soit le 
dimensionnement des zones des buffers, utiliser le 
Facteur d’ajustement planifié, l’utilisation des buffers de 
capacité, etc. 
Des comparaisons peuvent être faites avec les solutions 
conventionnelles d’ajustement de la capacité comme le 
recours aux heures supplémentaires, à des équipes 
supplémentaires de travail, à la sous-traitance 
capacitaire, etc. Les coûts du changement fréquent du 
nombre d’employés, ainsi que les contraintes syndicales 
pourraient également être incorporés. 
 
Enfin, il serait intéressant d’étudier d’autres types 
d’atelier/de systèmes ainsi que différentes formes de 
demande pour élargir les conclusions de cette étude. 
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youssef.lahrichi@uca.fr laurent.deroussi@uca.fr, nathalie.grangeon@uca.fr, sylvie.norre@uca.fr
ABSTRACT: We deal in this paper with SDRALBP-2, namely the Sequence-Dependent Robotic Assembly
Line Balancing Problem of type 2. The problem is of industrial relevance due to the growing robotization of the
assembly lines in the new Industry 4.0 era. Given a set of operations that are necessary to assembly a product
and a set of robot types with different performances, the problem is concerned with addressing three decision
problems simultaneously while minimizing a given objective. The first decision is to assign the operations to
a given set of stations placed in a straight line [Balancing decision], the second decision is to sequence the
operations in each station due the sequence-dependent setup times [Sequencing decision] and the third decision
is to assign a robot to each station [Equipment selection decision]. We consider the objective of minimizing
the cycle time, which is the maximum duration spent by a product in some station. We propose in this
paper a method of type Sequence-First Balance-And-Select-Second. The proposed method embeds a dynamic
programming algorithm (that solves a polynomial case) in a metaheuristic. Benchmark instances are used to
evaluate the proposed method.
KEYWORDS: Line balancing, Robotic, Sequence-dependent setup times, Polynomial case, Min-max
path, Metaheuristic.
1 INTRODUCTION
We assist nowadays to the growing robotization of all
manufacturing systems. This large-scale robotization
is pushed by new industry 4.0 standards encourag-
ing the use of cyber-physical systems. Cyber-physical
systems are systems where robots or other physical
components interact with cyber or software compo-
nents in order to deliver a service or produce a good
in ways that change with context. Besides, robots
offer higher productivity and flexibility (US National
Science Foundation).
Assembly lines follow the same robotization trend.
More and more often, tasks in assembly lines
are no longer performed by human operators
(Nilakantan, Ponnambalam, Jawahar & Kanagaraj
2015), (Janardhanan, Li, Bocewicz, Banaszak &
Nielsen 2019). Human operators are only concerned
by supervising the production process while robots
perform all the operations. We consider a straight
assembly line. Such a line is a series of stations orga-
nized throw a straight line. In each station, a set of
operations is performed on a product. The product
is then moved from the current station to the next
station and a new product is moved to the current
station. The product is considered finished when it
exits from the last station. A robotic assembly line is
an assembly line where the operations are performed
by robots. Balancing an assembly line is the prob-
lem of assigning the operations necessary to assemble
a product to the stations. The maximum duration
spent by a product on some station is called the cycle
time.
Balancing a robotic assembly line raises two problems
that are not usually considered jointly in literature:
• The equipment selection problem which is con-
cerned with assigning a robot to each station.
The relevance of the problem is justified by the
different performances of the robots. Indeed, the
duration of an operation depends on the type of
robot used (Rubinovitz, Bukchin & Lenz 1993).
• The problem of sequencing the operations in each
station. The latter is justified by the considera-
tion of sequence-dependent setup. A setup time
ti,j,r between operations i and j must be consid-
ered if operations j is performed just after op-
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eration i by a robot r. The sequence-dependent
setup times are considered to provide for the nec-
essary tool change on the robot or handling on
the product. We remark that the setup times
are not only sequence-dependent but also robot-
dependent.
The considered problem in then called the SDRALBP
(Sequence-Dependent Robotic Assembly Line Balanc-
ing Problem.). If the considered objective is to mini-
mize the cycle time given a fixed number of stations,
then it is denoted SDRALBP-2.
We propose a method of type Sequence-First Balance-
And-Select-Second to tackle this problem. This
method relies on a novel algorithm, called minmax,
that computes a min-max path in some auxiliary
graph. We prove that the latter is optimal when a
sequence of all operations is given. The select and bal-
ance subproblems can be polynomially solved thanks
to minmax. The SDRALBP-2 is then reduced to find-
ing the best sequence of operations. The sequencing
subproblem is solved by metaheuristic.
The paper is organized as follows. The problem is
described in section 2. A example is given in section
3. Our contribution is then positioned in literature in
section 4. A mathematical formulation is described
in section 5. The resolution approach is described
in section 6 then tested on benchmark instances in
section 7.
2 PROBLEM STATEMENT
Given a set N of operations, a set S of stations placed
in a straight line and a set R of robot types, the
SDRALBP, is concerned with addressing three deci-
sions simultaneously:
• Balancing decision: Assign each operation to a
station.
• (Equipment) Selection decision: Assign a robot
to each station.
• Sequencing problem: Sequence the operations in
each station.
The duration of an operation i depends on the type of
robot r used and is denoted dri . Operations are linked
by precedence relations (when operation i precedes
operation j, the station to which i is assigned should
not be after that of j). Sequence-dependent setup
times are also considered. A setup times tri,i′ should
be considered if operation i is performed just before
operation i′ in some station equipped by a robot of
type r.
The workload of a station is the sum of durations
and sequence-dependent setup times induced by the
n Number of operations
N Set of operations, indexed on
{1, 2, . . . , n}
smax Max. number of stations
S Set of stations, indexed on
{1, 2, . . . , smax}
nr Number of robot types available
R Set of robot types, indexed on
{1, 2, . . . , nr}
P Set of couple(i, j) ∈ N2
s.t. i precedes j
C Cycle time
dri Duration of
i ∈ N, r ∈ R operation i on robot of type r
tri,i′ Setup time between operations i
i, i′ ∈ N, r ∈ R and i′ on a robot of type r
Table 1 – Notations used
sequence of operations assigned to it. The cycle time
stands for the maximum workload among the stations
and is a key performance indicator of the assembly
line.
In this study, the cycle time is the objective to mini-
mize given a maximum number of station.
The same type of robot can be assigned to several
stations without any limitation, i.e. we assume that
we have enough robot units of each type of robot.
The notations introduced in table 1 are used all across
the paper.
3 EXAMPLE
We illustrate the problem with a small instance. The
different attributes of the instance are given as fol-
lows:
• Number of operations: n = 10.
• Number of types of robots: nr = 4.
• Maximum number of stations: smax = 3.
Precedence relations are illustrated in the precedence
graph (figure 2). Durations and sequence-dependent
setup times are given respectively in tables 2 and 3.
A feasible solution is depicted in figure 1.
The solution is feasible since precedence relations are
satisfied and the number of stations used does not
exceed the maximum number of stations.
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Figure 1 – Feasible solution
Figure 2 – Precedence graph
Op.
Robot type
1 2 3 4
1 d11 =3 4 4 2
2 d12 = 4 3 3 2
3 1 3 2.3 1
4 3.4 7 4 2
5 3.5 5 1 1
6 2 5 4 1
7 1.3 8 2.4 3
8 5 5 3.1 2
9 3 5 2.4 2
10 5 7.5 1.1 3
Table 2 – Durations
The cycle time is obtained by computing the maxi-
mum among the workloads of the stations:








































From the above calculation we can deduce the cycle
time: C = 9.3.
4 STATE OF THE ART
The studied problem is a generalization of the Simple
Assembly Line Balancing Problem. SDRALBP be-
comes a SALBP when nr = 1 and t
1
i,j = 0, ∀i, j ∈ N .
SALBP is NP-Hard and has been extensively studied
in literature. The interested reader can find a taxon-
omy of assembly line balancing problems in (Battäıa
& Dolgui 2013).
The Sequence-Dependent Robotic Assembly line Bal-
ancing problem considers two particularities jointly:
• The consideration of the equipment selection
problem: the problem is raised whenever the
decider has to choose between different types
of equipment with different performances in
order to perform the assembly operations.
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(a) Setup times of robots of type 1
Op. 1 2 3 4 5 6 7 8 9 10
1 0 t11,2=0.9 0.5 0.3 0.2 0.2 0.6 0.4 0.6 0.4
2 0.4 0 0.6 0.1 0.3 0.4 0.1 0.6 0.6 0.4
3 0.2 0.1 0 0.1 0.1 0.2 0.7 0.8 0.6 0.2
4 0.1 0.2 0.4 0 0.1 0.2 0.1 0.2 0.6 0.3
5 0.5 0.5 0.9 0.4 0 0.7 2 0.7 0.6 0.3
6 0.2 0.1 0.2 0.2 0.2 0 0.3 0.7 0.6 0.3
7 0.7 0.5 0.4 0.2 0.7 1 0 0.2 0.6 0.4
8 0.1 0.1 0.5 0.5 0.1 0.2 0.8 0 0.6 0.3
9 0.7 0.5 0.4 0.2 0.7 1 0.1 0.2 0 0.4
10 0.1 0.1 0.1 0.5 0.1 0.2 0.5 0.2 0.6 0
(b) Setup times of robots of type 2
Op. 1 2 3 4 5 6 7 8 9 10
1 0 t21,2=0.4 0.5 0.4 0.5 0.7 0.5 0.7 0.5 0.7
2 0.1 0 0.4 0.4 0.2 0.4 0.1 0.2 0.5 0.2
3 0.1 0.3 0 0.4 0.6 0.7 0.3 0.2 0.5 0.2
4 0.1 0.2 0.5 0 0.4 0.4 0.5 1.5 0.5 0.2
5 0.5 0.5 0.9 0.4 0 0.7 2 0.7 0.5 0.2
6 0.2 0.5 0.4 0.3 0.4 0 0.4 0.2 0.5 0.1
7 0.3 0.5 0.4 0.3 0.7 1 0 0.1 0.5 0.1
8 0.5 0.5 0.1 0.1 0.4 0.2 0.7 0 0.5 0.1
9 0.7 0.5 0.4 0.2 0.7 1 0.1 0.2 0 0.4
10 0.1 0.1 0.5 0.1 0.1 0.2 0.1 0.1 0.1 0
(c) Setup times of robots of type 3
Op. 1 2 3 4 5 6 7 8 9 10
1 0 t31,2=0.1 0.9 0.7 0.4 0.4 0.5 0.7 0.5 0.1
2 0.2 0 0.4 0.4 0.3 0.1 0.1 0.2 0.5 0.1
3 0.2 0.3 0 0.1 0.4 0.6 0.3 0.2 0.5 0.2
4 0.3 0.2 0.1 0 0.5 0.4 0.4 0.5 0.5 0.2
5 0.5 0.1 0.4 0.9 0 0.1 0.1 0.3 0.5 0.2
6 0.1 0.2 0.5 0.4 0.3 0 0.3 0.1 0.5 0.7
7 0.8 0.1 0.5 0.2 0.7 0.5 0 0.1 0.5 0.2
8 0.7 0.3 0.2 0.2 0.1 0.3 0.4 0 0.5 0.7
9 0.7 0.5 0.4 0.2 0.2 1 0 0.2 0 0.4
10 0.1 0.1 0.2 0.2 0.1 0.2 0.2 0 0.6 0
(d) Setup times of robots of type 4
Op. 1 2 3 4 5 6 7 8 9 10
1 0 t31,2=0.2 0.3 0.4 0.2 0.1 0.2 0.2 0.5 0.7
2 0.5 0 0.1 0.1 0.4 0.1 0.1 0.1 0.5 0.2
3 0.2 0.1 0 0.1 0.2 0.2 0.1 0.2 0.5 0.7
4 0.3 0.1 0.2 0 0.1 0.2 0.1 0.1 0.5 0.2
5 0.2 0.1 0.2 0.3 0 0.1 0.1 0.1 0.5 0.3
6 0.2 0.2 0.2 0.4 0.3 0 0.1 0.1 0.5 0.1
7 0.2 0.1 0.5 0.2 0.1 0.3 0 0.1 0.5 0.1
8 0.2 0.3 0.2 0.2 0.1 0.2 0.5 0 0.5 0.2
9 0.7 0.5 0.4 0.2 0.7 1 0.1 0.2 0 0.2
10 0.1 0.1 0.5 0.2 0.1 0.2 0.1 0.1 0.5 0
Table 3 – Setup times
The Robotic Assembly Line Balancing Problem
(RALBP) is defined in (Rubinovitz et al. 1993).
In the context of RALBP, different types of
robots are available to perform the operations.
The durations of the operations depend on the
type of robot and the decider has to assign a sin-
gle type of robot to each station. The RALBP
has gained great importance due to its indus-
trial relevance and due to the academic challenge
it raises. The literature on RALBP is summa-
rized in table 4. We can partition the litera-
ture on RALBP within two categories. Some
authors consider that the same type of robot
can be selected by multiple stations without any
limitation (Rubinovitz et al. 1993), (Nilakantan
et al. 2015), (Borba et al. 2018) whereas other
authors consider that each robot can be se-
lected by at most one station (Gao et al. 2009),
(Janardhanan et al. 2019). The first assumption
is the original assumption of RALBP as defined
in (Rubinovitz et al. 1993), it is assumed in this
paper.
• The consideration of sequence-dependent setup
times: Sequence-dependent setup times in the
context of assembly lines were introduced in
(Andres, Miralles & Pastor 2008). Setup times
are necessary to provide for tool change or prod-
uct handling that can occur between two opera-
tions. The Sequence-Dependent Simple Assem-
bly Line Balancing problem (SDSALBP) raises
the decision of sequencing the operations in each
station. Many authors have considered sequence-
dependent setup times in the context of assem-
bly lines: (Borisovsky, Delorme & Dolgui 2014),
(Martino & Pastor 2010), (Lahrichi, Grangeon,
Deroussi & Norre 2020).
The problem considered in this paper, SDRALBP-
2, is concerned with minimizing the cycle time while
addressing the balancing, selection and sequenc-
ing decisions simultaneously. To the best of our
knowledge, the three previous decisions have never
been addressed simultaneously in literature expect in
(Janardhanan et al. 2019). Besides, (Janardhanan
et al. 2019) assume that each robot can be selected
at most once while we assume in this paper that
each type of robot can be selected by multiple sta-
tions without any limitations. The results obtained
in (Janardhanan et al. 2019) can not be compared
directly to our results, they give an upper bound for
our results.
The resolution approach described in this paper could
be seen as a Sequence-First Balance-And-Select-
Second algorithm. We propose a min-max path al-
gorithm that addresses optimally the selection and
the balancing decisions in polynomial time provided
that a sequence of all operations is given. The later
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Table 4 – Position of our study in the literature.
Article Objectives Sequence-dependent
Z1 Z2 Z3 setup times
(Rubinovitz et al. 1993) 
(Levitin, Rubinovitz & Shnits 2006) 
(Gao, Sun, Wang & Gen 2009) 
(Yoosefelahi, Aminnayeri, Mosadegh & Ardakani 2012)  
(Nilakantan et al. 2015) 
(Çil, Mete & Ağpak 2016)   
(Borba, Ritt & Miralles 2018) 
(Janardhanan et al. 2019)  
Our study  
Z1: Cycle time, Z2: Number of stations, Z3: Cost of robots used
novel algorithm is then integrated in a metaheuristic
framework.
5 MATHEMATICAL FORMULATION
To clarify the definition of the problem, we give a lin-
ear formulation based on the one from (Janardhanan
et al. 2019). The latter is considering a limited num-
ber of robots per type of robot, we adapt it for
the case of an unlimited number of robots by type.
The formulation of (Janardhanan et al. 2019) is itself
adapted from (Andres et al. 2008).
We use i to index an operation, s to index a station,
j to index a position in the sequence of operations
assigned to a station and r to index a type of robot.





1 If the operation i is assigned to the
station s at the j-th position of its





















1 If operation i is performed just
before operation i′ at station s






1 If the operation i is assigned to the
last position in the sequence of
station s.
0 Otherwise.
C = Cycle time













xi,s,j,r ≤ 1, ∀s ∈ S, ∀j ∈ N (2)
∑
i∈N
xi,s,j,r ≤ vs,r, ∀s ∈ S, ∀j ∈ N, ∀r ∈ R (3)
∑
r∈R







∀s ∈ S, ∀j ∈ N − {n}, ∀r ∈ R
(5)





























ti,i′,r.zi,i′,s,r ≤ C.ys, ∀s ∈ S
(8)
xi,s,j,r + xi′,s,j+1,r ≤ 1 + zi,i′,s,r,
∀i, i′ ∈ N2, i = i′, ∀j ∈ N − {n}, ∀s ∈ S, ∀r ∈ R (9)
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∀i ∈ N, ∀s ∈ S, ∀j ∈ N − {n}
(10)
xi,s,n,r ≤ wi,s, ∀i ∈ N, ∀s ∈ S, ∀r ∈ R (11)
wi,s + xi′,s,1,r ≤ 1 + zi,i′,s,r
∀i ∈ N, i′ ∈ N, i = i′, ∀s ∈ S, ∀r ∈ R (12)
The set of constraints (1) ensures that all operations
must be assigned once and only once. (2) ensures that
at most one operation can be assigned to the same
position. (3) ensures that an operation is carried out
by a robot of type r on a station s only if the station s
is equipped by a robot of type r and (4) ensures that
no more than one type of robot can be assigned to a
station. (5) ensures that a position is only occupied
by an operation if all of its previous positions are also
occupied. (6) ensures that a station is only used if
the previous stations are also used. (7) ensures that
the precedence constraints are respected. (8) ensures
that the cycle time constraints are respected on all
stations. (9) ensures that zi,i′,s,r = 1 when i and i
′
follow each other on the station s (equipped by the
robot r). (10) - (12) verify that zi,i′,s,r = 1 when i is
the last operation assigned to the station s and i′ the
first operation assigned at the station s (equipped by
the robot r).
6 RESOLUTION APPROACH
6.1 Overview and basic definitions
An algorithm of type Sequence-First Balance-And-
Select-Second addresses the sequencing subproblem
in the first step by giving a sequence of all operations
called giant sequence. The balancing and the selec-
tion subproblems are then solved in the second step
while respecting the giant sequence. We give some
basic definitions and the algorithm used to obtain a
giant sequence. Then, the algorithm to address the
balancing and the selection decisions is described in
subsection 6.2. This algorithm is then embedded in a
metaheuristic (subsection 6.3).
Definition 6.1. (Giant sequence) Given an instance
of the SDRALBP, a giant sequence is a permutation
of all its operations .
Definition 6.2. (A solution satisfying a giant se-
quence) A solution s of the SDRALBP is said to
satisfy a giant sequence σ = (σ1, σ2, . . . , σn) if for all
σi, σj such that i < j either σi and σj are assigned
to the same station in s or the station to which the
operation σi is assigned must be before the station to
which σj is assigned.
Definition 6.3. (Compatible giant sequence) A gi-
ant sequence σ is said to be compatible with respect to
an instance of the SDRALBP if there exists at least
a feasible solution satisfying σ.
Theorem 6.4. If we consider SDRALBP-2, a com-
patible giant sequence is simply a giant sequence re-
specting precedence constraints.
Proof. Indeed, given a giant sequence respecting
precedence constraints a feasible solution satisfying
this giant sequence could be obtained by allocating
all the operations of the giant sequence to a single
station.
Remark 1. A compatible giant sequence respecting
precedence constraints could be obtained thanks to Al-
gorithm 1.
Algorithm 1 Algorithm to build a giant sequence
respecting precedence constraints
INPUT: An instance of the SDRALBP.
OUTPUT: A giant sequence σ respecting
precedence constraints.
1: while σ is of size < n do
2: Select randomly and uniformly i an operation
without predecessor or such that all predeces-
sors have already been included in σ.
3: Append i to σ
4: end while
6.2 Giant sequence fixed: polynomial case
We suppose in this subsection that the giant sequence
is fixed. It is equivalent to the case where the prece-
dence graph is a path of length n. We suppose
without loss of generality that the giant sequence
σ = (1, 2, . . . , n).
The resolution approach relies on an auxiliary graph
HI(σ) = (V,A). The graph HI(σ) = (V,A) is di-
rected, composed of the set of nodes V and the set of
arcs A. The set of nodes is given by the set of opera-
tions plus an additional node corresponding to a fic-
titious operation, i.e V = {0}∪N . An arc (i, j) from
operation i to operation j refers to a station, the sub-
sequence assigned to this station is (i+1, i+2, . . . , j)
and the robot of type r selected for this station should









j,i+1. The arcs set A
is given by all the arcs (i, j) such that i < j. Be-











ci,j corresponds to the minimum time required to per-
form the subsequence (i + 1, . . . , j). Any value of r
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Algorithm 2 Minmax
INPUT (I,σ) where I is an instance of the SDRALBP-2 problem and σ is a giant sequence respecting
precedence constraints. We suppose without loss of generality that σ = {1, 2, ..., n}
OUTPUT S: An optimal solution (with the minimal cycle time C∗) respecting σ
1: Build the graph HI(σ)
2: L0 := {(0, 0)}
3: for t=1 to n do
4: Lt := ∅
5: end for
6: for t=0 to n-1 do
7: for all i/(t, i) ∈ A (Propagate labels from Lt) do
8: for all (at, bt) ∈ Lt do
9: if (bt < smax − 1 or i = n) then
10: (ai, bi) := (Max{at, ct,i}, bt + 1)
11: if (ai, bi) is not dominated by an element of Li then
12: Li := Li ∪ {(ai, bi)}




i) ∈ Li then







21: if Ln = ∅ then
22: C∗ :=Min(ai,bi)∈Ln(ai)
23: Decode the path of cost C∗ to build S
24: end if
that gives this min represents the type of robot as-
signed to this station. The construction of the auxil-
iary graph can be performed within time in O(n3.nr).
The optimal solution among the solutions satisfying
a giant sequence σ can be obtained by computing
a path from 0 to n in HI(σ) that minimises the
maximum weight of an arc using no more than
smax arcs. In graph theory, the problem is known
as a bottleneck path or min-max path (Chechik, Ka-
plan, Thorup, Zamir & Zwick 2016) which consists in
finding a path between a pair of vertices such as the
weight of an arc of maximum weight is minimized.
This problem is polynomial. Since the path should
not exceed smax arcs, we are dealing with a con-
strained min-max path which can also be computed
in polynomial time thanks to Algorithm 2 that we
call minmax. It could be seen as an adaptation of
Bellman-Ford algorithm to solve the problem of find-
ing a min-max path constrained not to exceed smax
arcs in the graph HI(σ). It uses a set of labels Li for
node i. Every label l = (a, b) in Li corresponds to a
path (partial solution) between 0 and i where a de-
notes the cycle time used by the path represented by
the label l and b denotes the number of stations used
by this path (i.e. the number of arcs in the path).(a, b)
is said to be dominated by (a′, b′) if a′ ≤ a and b′ ≤ b.
The dominance rule limits the number of labels per
node to smax.
Algorithm 2 starts with fictitious node 0 labelled
L0 := {(0, 0)} and continues with the other nodes
following the giant sequence. For every node t and
every label (at, bt) ∈ Lt, the algorithm explores every
outgoing arc (t, i) and tries to propagate it (i.e add
a label to the list of labels of node i denoted Li) if
(Max{at, ct,i}, bt + 1) is not dominated by a label of
Li. If so, the label (Max{at, ct,i}, bt + 1) is added to
Li and all labels dominated by (Max{at, ct,i}, bt +1)
are deleted from Li. The min-max path cost (cycle
time) is stored in C∗. The path is decoded by cre-
ating a station for each arc ci,j which is part of the
path. The subsequence (i+1, i+2, . . . , j) is assigned
to this station. The type of robot selected for this
station is any type of robot minimizing the workload
induced by this subsequence. The algorithm runs in
O(n4 + n3.nr). The obtained path represents an op-
timal balancing (and robot selection) solution.
6.3 An hybrid metaheuristic
The minmax algorithm could be used to solve the
problem optimally given a giant sequence of opera-
tions. To solve the SDRALBP-2, we should deter-
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mine the best giant sequence.
We use metaheuristic frameworks in order to explore
the space of giant sequences. The minmax algorithm
is then used as a decoding algorithm and an evalua-
tion function.
We use Iterated local search (ILS). A complete
description of ILS algorithm could be found in
(Lourenço, Martin & Stützle 2010). A local search
is iterated a number of times starting from a pertur-
bation of the best know solution. The stopping cri-
terion of the local search is the number of solutions
visited while the stopping criterion of the ILS is the
number of iterations of local search. The neighbours
are chosen randomly. The neighbourhood move used
is described below. The perturbation stands for ap-
plying the move three times.
We choose an insertion move that respects precedence
constraints. A random operation is chosen on the
giant sequence then it is re-inserted between the last
operation that precedes it and the first operation that
succeeds it with respect to precedence constraints.
7 EXPERIMENTATION
The experiments presented in this section are pre-
liminary. Other experiments are being held. The
instances are taken from (Janardhanan et al. 2019).
They are partitioned within three classes:
• Instances with null setup times: they correspond
to the same instances of (Gao et al. 2009).
• Instances with low setup times: they correspond
to the instances of (Gao et al. 2009) to which
setup times are added and generated randomly
and uniformly within [0, 0.25 ∗mini,rdi,r].
• Instances with high setup times: they correspond
to the instances of (Gao et al. 2009) to which
setup times are added and generated randomly
and uniformly within [0, 0.75 ∗mini,rdi,r].
We have smax = nr for these instances. The only
method available in literature for SDRALBP-2 is sug-
gested in (Janardhanan et al. 2019). Their method
gives an upper bound for ours because they don’t al-
low themselves to use a type of robot several times
in different stations. Our method can also apply
for RALBP (SDRALBP with null setup times) by
considering that the setup times are null. Since the
RALBP is much more investigated than SDRALBP,
we also compare our method on instances with null
setup times with the better-performing algorithms
from RALBP literature: (Nilakantan et al. 2015),
(Borba et al. 2018). The RALBP does not raise
any sequencing problem, it is only concerned with
the balancing and robot selection decisions. Even if
our method is not dedicated to RALBP, this compar-
ison can give an idea about the performance of our
method. Table 5 shows the experiments on instances
with null setup times (RALBP) and table 6 shows ex-
periments on instances with low and high setup times.
In those tables, references denote the value of the cy-
cle time obtained in those references while C and C10
denote the cycle time obtained respectively with a
stochastic local search where 10 000 neighbours are
visited and an ILS of 10 iterated local searches where
10 000 neighbours are visited in each. We do not have
the results of (Janardhanan et al. 2019) for instances
with n ≥ 89.
CPU times needed to compute C are comparable with
those from (Janardhanan et al. 2019) for n = 11..70
since they are generally below 50 seconds (i.e less
than 5 microseconds necessary to run the minmax
algorithm). The CPU time grows then drastically
while increasing the value of n. The CPU times re-
main very reasonable up to n = 148. For n = 148
and nr = 29, 0.1 seconds is needed to perform a sin-
gle minmax run. For instances with n = 297, this
value can rise up to 1.7 second for biggest nr. In
order to be used efficiently in a metaheuristic, the
minmax algorithm should be applied many times to
explore as much neighbors as needed. The minmax
algorithm is very fast for instances with n = 1..70
(small instances) and reasonable for instances with
n = 89..148 (medium and big instances). However
for very big instances n = 297 with high number of
possible robots, the CPU times of the minmax algo-
rithm exceeds one second which limits the number of
neighbours that can be visited in some metaheuristic.
For this reason, results for instances with n = 297 and
n = 148 (C10) are not presented in this preliminary
research.
Table 5 shows that even if our method is not ded-
icated to RALBP, it can retrieve most optimal val-
ues obtained by (Borba et al. 2018) and is far better
than (Nilakantan et al. 2015) which is dedicated to
RALBP.
Tables 5 and 6 show the benefit of the assumption
allowing the use of the same robot type in multi-
ple stations. Indeed, the cycle time C (and C10) is
much smaller than the cycle time from (Janardhanan
et al. 2019) for most instances. C10 is better than C
at the expense of 10 times higher CPU time. The ta-
bles also show that the consideration of setup times
has a real impact on the cycle time. This justifies
that the sequence-dependent setup times cannot be
negligible and should be taken into consideration in
the modelling/optimization step of the Robotic As-
sembly Line Balancing Problem.
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Table 5 – Instances with null setup times
n smax, nr (Nilakantan et al. 2015) (Borba et al. 2018) (Janardhanan et al. 2019) C C10
11 4 - - 128 126 126
25 3 503 503∗ 503 503 503
4 327 291∗ 327 294 291
6 200 194∗ 213 195 194
9 110 109∗ 121 109 109
35 4 341 341∗ 449 342 341
5 332 329∗ 344 329 329
7 211 201∗ 222 201 201
12 103 93∗ 112 98 93
53 5 449 449∗ 559 449 449
7 294 283∗ 320 284 283
10 221 203∗ 239 213 203
14 142 134∗ 162 137 134
70 7 430 391∗ 448 401 392
10 264 233∗ 271 238 234
14 194 170∗ 201 183 176
19 140 121∗ 152 129 126
89 8 460 436∗ - 446 445
12 320 296∗ - 309 301
16 219 205∗ - 211 207
21 170 156∗ - 164 161
111 9 523 468 - 491 472
13 321 275 - 295 287
17 240 212 - 230 224
22 182 154 - 173 166
148 10 593 550 - 583 -
14 419 351 - 376 -
21 273 225 - 244 -
29 189 154 - 171 -
∗: optimal solution
Table 6 – Instances with low and high setup times
Instance Low Setup High Setup
n smax(= nr) (Janardhanan et al. 2019) C C10 (Janardhanan et al. 2019) C C10
11 4 137 137 137 152 152 151
25 3 516 536 535 579 584 579
4 346 303 303 380 343 343
6 227 203 198 242 216 214
9 131 116 116 142 125 121
35 4 462 352 352 494 376 374
5 355 335 335 392 368 365
7 237 208 208 261 225 224
12 118 100 100 131 113 113
53 5 574 471 461 619 508 486
7 334 286 286 359 319 308
10 256 223 213 276 244 237
14 170 146 143 185 155 155
70 7 469 426 408 507 466 448
10 282 252 246 309 270 266
14 211 189 182 233 206 202
19 158 135 131 175 145 144
89 8 - 465 458 - 491 491
12 - 318 308 - 344 344
16 - 224 220 - 240 238
21 - 166 163 184 181
111 9 - 517 495 - 541 521
13 - 306 301 - 329 228
17 - 233 233 - 257 255
22 - 178 172 - 193 191
148 10 - 610 - - 685 -
14 - 391 - - 431 -
21 - 256 - - 289 -
29 - 182 - - 202 -
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8 CONCLUSION AND PERSPECTIVES
In this paper, a solvable polynomial case for the
sequence-dependent robotic assembly line balancing
problem is derived. It is solved thanks to a minmax
path algorithm. We also give an interesting use case
of the minmax proposed algorithm: embedding it on
a metaheuristic. This findings introduce a new solu-
tion encoding in a metaheuristic that searches in a
much smaller space than traditional encodings. The
first experimentation are very promising. Several di-
rections could be taken following this research :
• Reducing the CPU time of the minmax algorithm
by limiting the number of labels thanks to upper
bounds.
• Making more experiments on different sets of in-
stances.
• Using more sophisticated metaheuristics embed-
ding the minmax algorithm.
• Adapting the method for the case where each
robot can be used at most once.
• Deriving other use cases of the minmax algo-
rithm.
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RESUME : La prise en compte des facteurs humains dans la conception des systèmes de production est une nécessité 
imposée par les directives et les normes. Mais aussi elle est devenue un objectif des entreprises conceptrices des 
machines et installatrices des systèmes manufacturiers pour améliorer la performance de leurs artefacts. Dans ce 
papier, à partir d’une étude de terrain et en respectant les normes et les réglementations en vigueur, nous proposons de 
remonter des données et des informations concernant l’utilisation des artefacts (machine ou système) pour les prendre 
en compte dès la phase de conception. Pour cela nous avons choisi une méthode proposée dans la littérature pour la 
compléter par les données remontées de l’utilisation. Une application sur la prise en compte de la pénibilité de travail 
est présentée toute au long de l’article pour démontrer les avantages et les limites de la méthode. 
 
MOTS-CLES :  Facteurs humains, méthode de conception, estimation, pénibilité, retour de terrain,  
 
1 INTRODUCTION 
Dans le calcul des droits à la retraite en 2010, la pénibili-
té du travail n’est pas prise en compte. Mais depuis le 
1er Janvier 2015 le compte personnel de prévention de la 
pénibilité est entré en vigueur. Ceci a eu deux effets : 
1- Le premier consistait à établir un état des lieux des 
conditions de travail dans les ateliers de production 
existants, et mettre en place, pour les postes soumis 
à la pénibilité, des moyens de prévention pour sup-
primer ou diminuer les risques. 
2- Le deuxième (pour les entreprises conceptrices des 
machines et installatrices des systèmes de systèmes 
manufacturiers) est de prendre en compte cette pé-
nibilité lors de la conception de ces systèmes.  
L’objectif de ce papier est de proposer une méthode pour 
compléter et remonter des informations ergonomiques 
vers le processus de conception. Nous savons que la 
conception de point de vue technique (Pahl et Beitz, 
1996) ; (Rouse et Cody. 1988) n’est plus suffisante pour 
concevoir un système performant (Zhou et al. 2016) ; 
(Sun et al 2109). Dans ce sens, le concept de prévention 
intégrée a été défini et présenté dans de nombreux ar-
ticles (ISO 12100 2010), (Falck et Rosenqyist 2012), 
(Directive CE 2006) , (Hoyos-Ruiz et al. 2017), (Ghe-
mrahoui et al. 2009), (Feno et al. 2018), (de Galvez et al. 
2017)). Pour pouvoir concevoir un système utilisable 
dans les entreprises avec un niveau de risques ergono-
mique et de sécurité minimum autorisés par la loi, nous 
proposons de faire une estimation de la pénibilité pen-
dant la phase de conception des systèmes de production 
dans un contexte industrie 4.0 (Martin et al. 2019).  
 
1.1 Données de terrain  
Dans le document unique de sécurité de chaque entre-
prise, il est recommandé de préciser des points comme 
les suivants :  
- D’une évaluation des risques par poste. 
- Des fiches de sécurité des postes. 
- Les fiches de données de sécurité des utilisateurs. 
- Evaluation des TMS par poste. 
- Evaluation du bruit par poste. 
- etc. 
La question traitée dans cette article est d’identifier à 
partir des bonnes pratiques industrielles, les informations 
à remonter pour intégrer en conception le maximum de 
facteurs humains liés en particulier à la pénibilité. Pour 
cela nous avons utilisé la méthode DMAIC (définir, me-
surer, analyser, améliorer et contrôler les mesures de 
préventions à prendre en compte dès la conception). 
Cette méthode est appliquée sur un système existant dans 
l’objectif d’améliorer la conception des systèmes simi-
laires futurs et de proposer une démarche répondants aux 
conditions d’utilisation de tels types de systèmes.  
Pour cela nous avons suivi les étapes suivantes :  
- définition l’état des lieux de l’ergonomie et de la sécu-
rité de tous les postes de l’atelier de production. 
- Mise en place d’outils de mesures et des outils de tra-
vail pour gérer les facteurs de risque. 
- Rechercher des moyens afin d’éliminer ou de diminuer 
les risques dépassant les seuils. 
- Fournir une évaluation des six facteurs augmentant la 
pénibilité au travail. 
 
1.2 Eléments constitutifs de la pénibilité  
Selon le code de travail, il faut éliminer toute exposition 
du travailleur à un ou plusieurs facteurs de risques pro-
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fessionnels susceptibles de laisser des traces durables, 
identifiables et irréversibles sur sa santé.  
Depuis le 1er Juillet 2016, dix facteurs identifiés à 
l’origine de l’augmentation de la pénibilité sont entrés en 
vigueur avec leurs seuils réglementaires :  
Les facteurs de la pénibilité au travail et de risques défi-
nis par le code de travail sont classés en :  
1- Les contraintes physiques marquées  
2- L’environnement physique agressif  
3- Certains rythmes de travail  
Dans la suite en section 2, la méthode d’intégration des 
informations d’utilisation dès la première phase de la 
conception est illustrée. Avant de conclure et présenter 
quelques perspectives, dans la troisième section nous 
développons nos travaux sur l’intégration de la pénibilité 
en conception et présentons les résultats obtenus.  
2 L’INTEGRATION DE L’USAGE EN LA 
CONCEPTION 
Nous utilisons, dans ce travail, la méthode proposée par 
Sun et al. 2018. En se basant sur le retour de terrains, 
l’objectif est de démontrer et d’analyser la faisabilité de 
la méthode d’intégration des informations d’utilisation 
dès la première phase de la conception. 
Dans (Sun et al. 2019) et (Sadeghi et al. 2016) les au-
teurs ont présenté de riches états de l'art contenant 
l’intégration des facteurs humains et ergonomiques dans 
les différentes phases et démarches de conception.  
La clé pour parvenir à faire cette intégration est de com-
prendre la conception, dont son objectif principal est 
d’obtenir un produit/système qui correspond à l'utilisa-
tion et aux exigences d'utilisateur du point de vue, de la 
facilité d'utilisation, de la sécurité de l’utilisateur, de la 
fiabilité et de l'efficacité dans le lieu du travail (Mc Ruer, 
1980 ; Redström, 2006) et, en particulier, à la prise en 
compte de la pénibilité lors de l’utilisation de l’artefact 
(système ou machine).  
Sun et al. (2013) a proposé une méthode systématique 
prenant en compte les informations liées à l’utilisation.  
Sun dans (Sun et al. 2018) améliore la première proposi-
tion en intégrant le cadre « fonction-tâche-
comportement » à trois niveaux (Fig.1) et en se basant 
sur la conception simultanée du produit/système et de 
son manuel d’utilisation. Ces documents d’utilisation 
contiennent très peu d’informations concernant 
l’évaluation de l’utilisation dans les conditions exigées 
par les directives européennes. De nombreux utilisateurs 
ne comptent pas sur ces documents lors de l’utilisation 
quotidienne de leur machine (Norman 1988).  
 
Figure 1 La Méthodologie proposée par Sun et al. 2019 
 
Dans la méthode proposée par Sun et al., le concepteur 
définit le manuel d'utilisation initial qui dirige les spéci-
fications fonctionnelles et le mode de réalisation des 
fonctions manuelles suivant les exigences de 
l’utilisation. A ce niveau, le concepteur définit les tâches 
pour réaliser les fonctions prévues dans les spécifica-
tions. Il distingue les tâches effectuées par le produit en 
tant que tâches techniques, et les tâches effectuées par 
l’utilisateur en tant que tâches sociotechniques. Dans le 
deuxième niveau, le manuel d'utilisation initial sera dé-
taillé pour donner un manuel d'utilisation conceptuel qui 
est la ligne directrice de la conception détaillée. A ce 
niveau, le concepteur va proposer la structure qui remplit 
les fonctions techniques compatibles avec les tâches so-
ciotechniques (manuelles) à réaliser par l’utilisateur. 
Finalement, dans le troisième niveau, le concepteur af-
fine les tâches réalisées par l’utilisateur et celles à réali-
ser par la structure après avoir réalisé la conception dé-
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taillée de la structure. Ensuite, il analyse l'interaction 
entre le comportement de l'utilisateur et le comportement 
du système afin de vérifier la performance globale du 
système (machine) et son utilisateur.  
Cependant Sun, dans ses travaux, ne présente pas com-
ment ce manuel d’utilisation sera défini et élaboré sur les 
trois niveaux cités ci-dessous ni à partir de quelles don-
nées et informations. 
Il a été noté que la ligne directrice de la méthode est 
d’éviter les mauvaises interactions entre le sys-
tème(machine) et son utilisateur. Dans l'ensemble, toutes 
les interactions qui causent un problème ergonomique, 
ou nuisent à la sécurité et/ou à la santé de l'utilisateur 
doivent être éliminées. 
3 LA PRISE EN COMPTE DE LA PENIBILITE 
DES LA CONCEPTION  
Dans un premier temps nous avons défini les critères à 
prendre en compte : 
1- Répondre à une obligation légale, selon l’article 
L4121-3-1 du Code du travail. 
2- Préserver la santé et la sécurité des travailleurs : la 
nécessité d’évaluer les risques professionnels ne 
résulte pas uniquement du constat du grand nombre 
d’accidents de travail et de maladies 
professionnelles mais de prévenir leurs apparitions. 
3- Contribuer à la performance du système°: Les 
conséquences importantes d’un point de vue humain 
et sur les performances économiques de l’entreprise. 
Cela permet de diminuer les coûts directs et 
indirects.  
4- Améliorer et renforcer les relations sociales : les 
démarches de prévention participatives permettent 
de favoriser les échanges 
 
Ensuite et après avoir rassemblé les données nécessaires 
à une bonne approche d’un point de vue législatif, nous 
sommes allés sur le terrain pour identifier les facteurs de 
la pénibilité. Nous avons identifié des postes existants 
d’un atelier similaire au poste futur dans lequel le 
système sujet de la conception sera implanté et installé. 
Sur chaque poste nous avons observé et analysé les 
conditions de travail en comparaison à l’évaluation des 
postes dans le document unique. 
- Seul l’opérateur du poste a la connaissance du 
travail réel, sa participation active est la clé 
principale de la réussite de la démarche.  
- L’observation des postes de travail et surtout le 
dialogue avec les opérateurs est donc un caractère 
indispensable.  
- Ils permettent de prendre en compte le travail réel 
des opérateurs, de visualiser, d’objectiver et 
d’évaluer les risques. 
 
Les risques significatifs et intolérants identifiés sont 
présentés dans le tableau 1. Afin de respecter la 
confidentialité imposée par l’entreprise partenaire, deux 
postes seulement sont considérés dans le tableau 1. 
 
 Risques Significatifs  
Débit matière  Ambiance thermique  
Bruit  
Energie  
Incendie explosions  
Contact avec d’autre opérateurs 
Postures contraignante  
Conduite d'engins 
Vibration mécanique 
Manutention manuelle  
Usinage Bruit 
Postures pénibles  
Manutention manuelle  
Organisation de travail 
Intervention extérieures 
Vibrations 
Agents chimiques dangereux 
Tableau 1 : les risques identifiés 
En comparaison avec les facteurs de pénibilité, il en 
ressort les risques suivants (tableau 2): 
 










Manutention manuelle  
Agents chimiques dangereux 
Postures contraignantes 
Tableau 2 : les risques liées à la pénibilité  
 
Dans la suite, nous limitons nos observations aux 
facteurs liées à la pénibilités apparus en 2016. Dans 
l’entreprise partenaire seulement les facteurs suivants 
sont identifiés. Les autres facteurs n’existent pas dans 
cette entreprise. Par exemple il n’y a qu’une seule équipe 
de travail et pas de travail de nuit. 
 
3.1 Observation par facteur de pénibilité lors de 
débit matières: 
Le débit matière sert à réceptionner, stocker et débiter de 
la matière soit pour les sous-traitants, soit pour les ordres 
de fabrication en interne. Les facteurs de pénibilité sui-
vants sont observés :  
1- Bruit : Les sources de bruit sont les scies et la ma-
chine qui fabrique des lames de perforation. Les 
équipements de protection individuelle pour dimi-
nuer l’exposition au bruit sont les bouchons 
d’oreilles. 
2 Vibration : L’exposition aux vibrations viennent de 
la scie manuelle mais rarement en contact lors de la 
coupe. 
3 Manutention manuelle : Lors du transport de la ma-
tière vers une palette d’expédition ou vers la scie, 
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l’opérateur doit pousser les longues tiges de maté-
riaux sur le chariot élévateur qui n’est pas très adap-
té pour la tâche, car le déplacement de celui-ci n’est 
pas facile. Pour la poussée de la matière sur le con-
voyeur, cela est très difficile par le mauvais état du 
convoyeur (certains rouleaux ne tournent plus, dia-
mètres différents). 
4 Postures pénibles : Présence lors de la poussée de la 
matière sur le convoyeur car très haut par rapport à 
l’utilisateur. 
 
3.2 Observation par facteur de pénibilité dans 
l’atelier Usinage : 
Dans l’ateliers d’usinage nous avons observé certains 
facteurs identiques à ceux observé dans le débit-matière 
mais qui n’ont pas les mêmes origines et leurs évalua-
tions sont différentes : 
1- Bruit : La combinaison des machines en marche 
présente une exposition élevée, au point d’élever la 
voix pour parler à une personne à un mètre de dis-
tance. Des équipements de protection individuelle : 
bouchon d’oreille, sont présents. 
2- Postures pénibles : La matière est entreposée sur des 
chariots à une hauteur proche du sol, l’opérateur doit 
se courber pour prendre les pièces et certains outils 
de mesures sont placés en hauteur ce qui implique 
des positions contraignantes. 
3- Manutention manuelle : Le port de charges 
s’effectue régulièrement du chariot vers le poste de 
travail. Pour les pièces très lourdes, un pont 
électrique est à disposition pour les déplacer. La 
manutention est également présente lors du 
changement d’outils. 
4- Vibration : Les sources de vibration auquel peut être 
exposé l’opérateur sont toutes les machines qui 
fonctionnent dans l’ateliers. 
5- Les agents chimiques dangereux : Les produits aux-
quels les opérateurs sont le plus exposés sont les 
huiles de coupe et quelques colles pour la rectifica-
tion que l’on identifiera par la suite. 
4 EVALUATION DES RISQUES LIES DE 
PENIBILITE 
Pour pouvoir évaluer la pénibilité par facteurs, il est 
nécessaire de mettre en place des outils permettant de 
récolter les données et les comparer aux seuils 
d’exposition. Dans la suite, nous détaillons l’évaluation 
réalisé pour chaque facteur.  
 
4.1 Evaluation de Bruits 
Il faut rappeler que le seuil d’exposition est fixé par les 
normes à 81 décibels(A) sur une période de référence de 
8h soit à un nombre de 120 « chocs » par an à 135 
décibels(C). 
L’article R. 4431-2 du Code du travail interdit aux 
entreprises d’exposer les salariés à plus de 87 dB(A).  
Ainsi pour analyser et diagnostiquer l’exposition à la 
pénibilité un logigramme permet d’exclure ou non le 
facteur pour chaque poste (Figure 2). 
 
 
Figure 2 : Logigramme pour le facteur Bruit 
 
Dès que l’environnement est observé comme bruyant, il 
faut procéder à une quantification de l’intensité sonore. 
Les instruments les plus souvent utilisés pour mesurer le 
bruit sont les sonomètres, l’audiodosimètre et le 
sonomètre intégrateur. Ici nous avons décidé de 
connaitre l’exposition personnelle au bruit. Pour évaluer 
le bruit et récolter les données nécessaires, nous avons 
utilisé un exposimètre pour mesurer l’intensité perçue 
par l’opérateur. Il est plus précis pour mesurer 
l’exposition personnelle au bruit sachant que les 
opérateurs se déplacent beaucoup, Il est nécessaire de 
cartographier l’atelier de production dans son ensemble 
pour avoir des données utilisables dans le temps s’il n’y 
a pas de modification de l’emplacement des postes.  
Les mesures sont réalisées et ensuite comparées aux 
valeurs seuils fixées par la réglementation.  
4.2 Evaluer les agents chimiques dangereux  
L’évaluation des risques chimiques a nécessité une 
grande investigation avec la recherche d’un moyen 
d’évaluer et de standardiser une démarche avec les 
produits chimiques. L’évaluation est basée sur la 
méthode ND 2233 et constitue un langage commun pour 
les médecins, la CARSAT, et l’inspection du travail.  
Les étapes suivies pour l’évaluation de ce facteur sont les 
suivantes :  
1. Inventaire des produits utilisés et leur localisation 
dans l’ateliers, poste de travail et tâche. 
a. Renseigner tous les produits dans le logiciel 
choisi avec leurs mentions de danger. 
b. Enquête sur l’utilisation par les opérateurs. 
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2. Confrontation au données de l’ERP pour connaitre 
les quantités utilisées et faire le lien avec les codes 
articles de commande.  
3. Sortir les produits chimiques contenant les mentions 
de danger rentrant dans la réglementation de la 
pénibilité.  
4. Evaluer la durée d’exposition pour les produits 
concernés et les comparer aux seuils d’exposition. 
Les produits visés sont les agents chimiques dangereux 
étiquetés, ou émis dans le cadre de procédés (soudage, 
ponçage). Pour ressortir les produits dits éligibles à la 
pénibilité, nous avons procédé par effet d’entonnoir. Les 
produits avec les mentions de pénibilité sont identifiés et 
l’inventaire et la classification par poste de travail et par 
machines a permis de les localiser. Une fois les produits 
concernés repérés, nous avons quantifié la durée 
d’exposition pour chaque opérateur (les moments 
d’utilisation, la durée et la fréquence de chaque 
exposition). En chronométrant les opérateurs travaillant 
dans la cabine de peinture nous avons obtenu une durée 
d’exposition supérieure au seuil réglementaire de 150 
heures/an. Les produits dépassants les seuils sont 
identifiés. Ces produits sont utilisés pour plusieurs tâches 
ce qui multiple le temps total d’exposition.  
Nous obtenons les durées d’exposition suivantes par 






Produit 1  125,32  68,17  
produit 2 323,76  131,76  
Durcisseur 1  131,95 Heures / an 
Mélange 1 73,8 Heures / an 
Base universel  7 Heures / an 
Tableau 3 : Temps d’exposition au produit chimiques.  
 
Pour les produits dépassant les seuils, des moyens de 
prévention des risques devraient être pris en compte. 
Des équipements de protection individuelle sont 
obligatoires afin que l’opérateur soit le moins exposé tel 
qu’un scaphandre et une combinaison spécifique à la 
peinture.  
Pour chacun de ces produits, il faut diminuer les 
conditions d’exposition et améliorer la prévention par la 
reconception des systèmes.  
 
4.3 Evaluation les vibrations mécaniques  
La réforme de 2016 impose de cumuler les niveaux de 
vibration transmis aux mains et aux bras avec celles 
transmises à l’ensemble du corps et de le comparer à un 
seuil de 450 heures par an.  
Après identification préalable des postes exposés aux 
vibrations, nous avons remarqué rapidement que la 
plupart des machines dépassent le seuil de 2.5 m/s² pour 
les vibrations ressenties aux mains et aux bras, où 
l’usinage présente la plus grande exposition par rapport 
aux autres postes. 
Pour évaluer ce facteur nous avons suivi la même 
démarche en identifiant les postes qui causent des 
vibrations. Ensuite il était nécessaire de déterminer les 
durées d’exposition et de comparer le résultat aux seuils 
d’exposition. Nous avons relevé la durée d’exposition en 
chronométrant les temps des tâches réalisés par les 
différents opérateurs. Les mesures sont faites sur une 
semaine de travail normal (pas trop chargé et sans 
chômage technique). La durée maximale par jour est de 
23 minutes ce qui représente 15% du temps sur un temps 
de travail de 8h30. 
La durée globale d’utilisation de certaines machines ne 
dépasse pas les seuils par personne exposée parce que 








Moyennes/J  1,26  0,18  0,16 
Cumul prévi-
sionnel/an 285,51  39,54  35,12 
Max  1,90  0,53  0,31 
Min  0,50  0,01  0,00 
Tableau 3 : Durée d’utilisation globale  
5 DISCUSSION  
Notre objectif est d’identifier grâce à cette étude de ter-
rain les données, paramètres, facteurs, etc. nécessaires à 
la prise en compte de la pénibilité dès la phase de con-
ception. Les données récoltées lors de cette étude de ter-
rain sont plus riches que celles prises en compte dans la 
méthode proposée par Sun et al. 2018. En effet, Sun a 
focalisé sa méthode sur les données des tâches à faire par 
les utilisateurs qu’il les a jugées nécessaires pour définir 
comment seront réalisées les foncions demandées par le 
client et celles nécessaires pour une utilisation sûre d’un 
produit. Il a pris en compte les facteurs : la durée de la 
tâche, qui fait la tâche (machine ou opérateur), la posi-
tion dans les procédures d’utilisation ainsi que la struc-
ture de la tâche. Or une tâche peut être décomposée en 
sous-tâches jusqu’à un niveau élémentaire.  
Par contre, les données de terrain ont permis de constater 
le besoin de connaitre la nature des matières traitées 
(chimique, bois, métaux, etc.) mais aussi la dimension de 
l’organisation de travail (même tâche réalisable par un 
seul opérateur peut être répartie sur plusieurs opérateurs 
et en plusieurs fois).  
Aussi, la dimension des seuils imposées par les législa-
tions sont peu pris en compte dans la méthode proposée. 
En effet, les notions d’estimation de risques se basent sur 
le produit d’un indicateur de risque calculé en fonction 
de phénomènes dangereux, temps d’exposition, fré-
quence d’exposition et la gravité (Coulibaly et al. 2016). 
C’est-à-dire à la place de chercher à changer, lors de la 
conception, la solution technique fonctionnelle par une 
autre (qui peut-être plus chère pour minimiser, comme 
par exemple, la vibration), le concepteur pourrait garder 
la première solution trop vibrante en automatisant une 
partie des tâches manuelles et par conséquent minimiser 
le temps d’exposition. Il pourrait aussi préciser dans les 
documents fournis au client utilisateur qu’il faut éviter 
qu’un seul opérateur travaille tout le temps sur cette ma-
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chine mais qu’il serait bien d’alterner deux opérateurs 
dans l’année.  
6 CONCLUSION  
Nous pouvons constater que l’intégration des facteurs 
humains dans la conception de produits, machines, 
systèmes est devenue une obligation et que les méthodes 
proposées sont en amélioration permanente pour 
respecter les réglementations mais aussi plus aller plus 
loin que les normes. Dans cet article, nous avons tout 
d’abord défini le cadre de ces travaux par l’évaluation de 
la pénibilité pour respecter le code du travail afin de 
pouvoir l’estimer dès la phase de conception. Pour cela 
nous avons basé le travail sur une méthode proposée 
dans la littérature pour déterminer les données à chercher 
sur le terrain mais aussi pour les compléter par des 
données constatées sur le terrain et potentiellement 
intégrables dans la conception des systèmes similaires 
futurs. Ces travaux ont montré que la méthode prend en 
compte la plupart des données et des informations 
utilisées par les utilisateurs concernant la pénibilité de 
travail dont les facteurs ont changé récemment. Mais 
nous avons constaté que la prise en compte des matières 
utilisées et de l’organisation de travail dans la conception 
est possible et rend le respect des normes plus facile. 
Dans les futurs travaux, d’autres domaines seront 
analysés dans d’autres contexte d’utilisation pour 
proposer une démarche globale et plus complète afin 
d’alimenter les concepteurs par des données de terrain 
liées à la législation mais aussi des procédures 
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RESUME : Avec le vieillissement de la population, les personnes âgées souhaitent de plus en plus vieillir à domicile et 
retarder au maximum leur entrée en structure, type EHPAD ou Hôpital. Les raisons peuvent être multiples comme le 
coût d’entrée, le côté impersonnel et le manque de sollicitation. L’isolement et le manque d’identité sont également des 
éléments qui peuvent retarder l’entrée en structure de la personne âgée. Enfin, une nouvelle génération de seniors, les 
boomers veulent conserver leur liberté de choix et rester libre à domicile !    
 
Dans le cadre de notre étude, nous souhaitons nous intéresser plus particulièrement aux personnes atteintes de début 
de troubles neurodégénératifs majeurs (TNM) qui souhaitent rester à domicile le plus longtemps possible. Ces troubles 
sont de plus en plus présents avec le vieillissement de la population et suite à la période de pandémie COVID-19, d’où 
l’intérêt de réfléchir sur le domicile du futur 4.0 permettant aux résidents de vivre leurs activités de la vie quotidienne 
(AVQ). Les nouvelles technologies, le numérique, la téléconsultation, la domotique… et les objets connectés (IOT – 
Internet of Things) peuvent être des solutions potentielles à la conception du domicile du futur 4.0. 
 





Dans les dix ans à venir, le visage sociologique de la 
société française aura évoluée en raison du vieillisse-
ment de la population et de l’arrivée des générations des 
boomers (Delaunnay, 2019). Les personnes de plus de 
60 ans représenteront le tiers de la population en 2040 
(Renaud, Rioux, 2016). Les personnes vont vivre plus 
longtemps mais avec l’apparition de nouvelles patholo-
gies, comme les troubles neurodégénératifs majeurs 
TNM, de type Alzheimer, Parkinson, Corps de Lewis, 
les démences vasculaires (HAS, 2011) … Ces patholo-
gies différent des des autres comme les difficultés de 
mobilité ou autres handicaps physiques. Les pathologies 
neurologiques auront un effet sur les personnes restant à 
domicile, sur le niveau d’autonomie, sur leur possibilité 
de poursuivre leurs activités de la vie quotidienne, appe-
lées AVQ. 
 
Les personnes affectées par cette pathologie ont égale-
ment un impact sur le proche-aidant (Renaud et al, 
2016). Celui-ci s’épuise, se fatigue et déprime. D’où, 
une recherche de la prise en charge de ces personnes 
fragilisées à domicile. L’intérêt de ce travail de recher-
che est d’adapter le futur domicile à cette nouvelle situ-
ation en intégrant la dimension numérique, les objets 
connectés (IOT), la domotique, les capeurs intelligents, 
les robots… que nous appelerons : domicile du futur 4.0 
(Renaud et al, 2019) (Tisseron, Tordo,2018) (Nord-
linger, Villani, 2018).     
2 DOMICILE DU FUTUR 4.0 
2.1 Situation actuelle du domicile 
Actuellement, les seniors souhaitent rester à domicile le 
plus longtemps, seul(e)s ou entouré(e)s, pour retarder le 
moment d’entrer en structure (Maison de retraite, ré-
sidences-seniors ou EHPAD). Alors, les futurs résidents 
de leur domicile ne manquent pas d’innovation ou font 
preuve de prospective. Ils commencent à modifier leur 
maison ou appartement en modifiant la salle de bain 
(plain-pied) à leur future pathologie, en supprimant leur 
chambre à l’étage, en réalisant des maisons de plain-
pied, en revendant leur maison pour une plus fonction-
nelle et adaptée à leur vieillissement. 
 
En résumé, ils anticipent la manière dont ils vont 
vieillir, l’apparition de leur handicap… en aménageant 
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leur domicile. Ils veulent garder le choix du comment 
bien vieillir. Dans le cadre de ces travaux, il s’agit de 
démontrer que cette façon de préparer sa vieillesse en 
restant à domicile le plus longtemps possible peut être 
repenser autrement. Il s’agit de replacer l’utilisateur, le 
résident du futur domicile dans le cadre de ses besoins 
immédiats et d’imaginer le domicile du futur en recher-
chant ses fonctionnalités, l’usabilité, la désirabilité, 
l’accessibilité (Sun et al, 2013)…   
 
Le futur résident du domicile 4.0 peut occuper diffé-
rentes formes d’utilisateurs du domicile selon ses fonc-
tions, comme l’aide-soignante, l’infirmière, le médecin 
de famille, les voisins, le proche-aidant…                       
 
2.2 Analyse du domicile actuel 
Afin de réfléchir sur le domicile du futur 4.0, nous pro-
posons, dans un premier temps de faire un état des forc-
es et faiblesses du domicile actuel, d’une manière gé-
nérale, et de ses menaces et opportunités à partir de la 
grille SWOT1 (Forces, Faiblesses, Opportunités et 
Menaces). Cette évaluation va permettre de mieux con-
naître l’intérêt du futur domicile, ses atouts ou oppor-
tunités, ses marges de progression et ses menaces. A 
partir d’un travail de groupe composé d’Aide-
Soignantes et d’étudiantes AS, une synthèse est propo-
sée tableau 1.    
 
Tableau 1 : Grille SWOT du domicile actuel 
 
                                                          
1. Matrice SWOT, Strengths (forces), Weaknesses (faiblesses), Oppor-
tunities (opportunités), Threats (menaces) ou (Forces - Faiblesses - 
Opportunités - Menaces) ou AFOM. 
2. AVQ Activités de la Vie Quotidienne  
2.3 Réflexion du domicile du futur 4.0 (D4.0) 
Les objets connectés, automatisés vont prendre plus de 
place dans les différents projets, et particulièrement 
dans ce domicile du futur 4.0 (Acas, 2016). Il ne s’agit 
pas de mettre en place un environnement hyper con-
necté mais de partir d’un bilan d’autonomie du résident 
et d’évaluer ses besoins en qualité “d’utilisateur” de ses 
activités au quotidien afin d’évaluer ses besoins 
d’autonomie nécessaires (Salles et al, 2017). 
 
Le domicile rénové, relooké ne consiste pas uniquement 
au résident à vivre sa vie d’une manière “assistée” mais 
d’être acteur de celle-ci, de ses handicaps et degré 
d’autonomie. Le domicile ne doit pas uniquement être 
un lieu de vie mais également un lieu où la stimulation 
cognitive ou autres formes de stimulation font partie des 
activités quotidiennes (Belliès, Jourdan, 1997). 
 
Le type de domicile que nous voulons imaginer consiste 
au résident de pouvoir continuer à être dans une pra-
tique de stimulation des activités de la vie quotidienne 
(AVQ) en toute sécurité dans un cadre où le lien social 
est sauvegardé. Passer du besoin du client à l’expertise 
de l’utilisateur. Le résident du domicile n’est plus un 
client qui attend un service en contrepartie d’un payem-
ent de ce service, mais un “Utilisateur expert” qui con-
naît sa pathologie ou au travers du proche-aidant. Le 
proche-aidant change de rôle, il ne doit plus subir les 
effets de la maladie mais doit les anticiper. Il a un rôle 
d’expert et doit former un couple dynamique Proche-
Aidant expert-Aidé. Le corps médical n’apporte pas 
uniquement un soin, un service ciblé, mais doit accom-
pagner le résident dans ses activités de la vie quotidi-
enne.    
 
Enfin, le domicile du futur devra être branché, connecté, 
muni de OIT, de WIFI, téléconsultation… pour ne pas 
se marginaliser par rapport à l’évolution des technolo-
gies (Tsai,  Zhang, 2016) (Rossey et al, 2016) (Lacroix, 
2017) (Gruson, 2018).   
 
2.4 Qu’est-ce qu’une personne âgée 
La personne âgée est appelée senior ou aîné. Le vieillis-
sement est un processus progressif. Edgar Morin parle 
de continuum de l'âge et Serge Guérin, sociologue fran-
çais, insiste sur le fait que l'âge est un « construit so-
cial » qui  évolue en fonction des normes que se donne 
la société. Pour lui l'âge a « rajeuni » du fait de l'aug-
mentation de l'espérance de vie et de l'amélioration de la 
santé et de la formation des plus de 60 ans. Avec 
l’arrivée des « seniors boomers », les lois du veillisse-
ment vont être bousculées. On va passer du mourir à 
domicile à « bien vieillir à domicile ».       
 
2.5 Objectifs et résultats attendus du D4.0 
Il ne s’agit pas de rénover le domicile existant pour 
suppléer les handicaps du résident face à son vieillisse-
FORCES FAIBLESSES 
- Continuer à avoir ses habi-
tudes à domicile et ses ac-
tivités (AVQ) 
- Lien social avec ses amis et 
ou ses voisins 
- Le résident n’est pas déso-
rienté  
- Le budget est moindre par 
rapport au placement  
- Garder ses repères vis à vis 
de l’entourage, voisins, 
amis... 
- Le résident est seul avec 
une pathologie évolutive et 
avec des risques de sécurité 
- La surveillance est moindre 
ou partielle 
- Temps long avant l’arrivée 
des secours 
- La surveillance n’est pas 
continue 
- Isolement du résident, 
l’anonymat,pas de lien so-
cial 
- Non régularité des besoins 
- Pas d’alerte si problème 
(chutes, mouvements…)    
OPPORTUNITES MENACES 
- Les AVQ2 ne sont pas 
stoppées, mais actives par 
stimulation cognitive 
- Le résident “EXISTE”, a 
une identité 
- Les effets de la maladie 
peuvent être retardés  
- Libérer des places en struc-
tures 
- Maisons de seniors se dé-
veloppent… 
- Pas les moyens financiers 
pour rénover ou actualiser 
le domicile 
- Le résident est SEUL à 
domicile 
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ment, mais de l’adapter afin de retarder sa perte 
d’autonomie et d’augmenter son espérance de vie à do-
micile le plus longtemps possible (Maguire, 2014).  
 
Ce futur domicile s’inscrira dans une démarche de sti-
mulation continue des activités de la vie quotidienne à 
partir d’un programme d’activités adapté à la loi ASV3 
(Loi ASV, 2015). Ce domicile doit continuer à favoriser 
une vie sociale adaptée, voire repensée au résident. Ce 
projet du domicile du futur devra également prendre en 
compte les risques encourus pour le résident et devra 
également mettre en place des indicateurs de suivi pour 
évaluer la pertinence du domicile du futur dans 
l’accompagnement du résident à domicile.     
3 UTILISATEUR EXPERIENCE (UX) 
3.1 Innover en « Design Thinking » 
Le design thinking « penser le design », en français dé-
marche de conception créative, est une méthode de ges-
tion de l'innovation élaborée à l'université Stanford aux 
États-Unis dans les années 1980 par Rolf Faste. 
 
Le design thinking a pour but de répondre à un besoin, 
qu’il soit ou non explicite en plaçant l’utilisateur en 
immersion et en pratiquant la co-construction avec 
l’utilisateur. Le design thinking implique des personnes 
n’ayant pas les mêmes expertises, les mêmes habitudes 
de travail ni les mêmes manières de travailler. Ce qui 
favorise l’intelligence collective de façon très concrète. 
Le design thinking prend en compte la pensée analy-
tique et la pensée intuitive, dans une démarche globale 
et non linéaire, appelée design collaboratif. Les retours 
de l'utilisateur final sont étudiés dans la construction du 
besoin.  
Dans ce travail de recherche, il s’agit de mieux cerner 
les “formes d’utilisateur” et de prendre en compte non 
seulement son besoin d’une manière ponctuelle à un 
instant (t) ou d’une manière continue, mais son expéri-
ence. La conception ou l’innovation ne doit plus 
uniquement apporter une réponse fonctionnelle au be-
soin du client mais proposer un désir ou une émotion à 
l’utilisateur final (Ullman, 2010).     
3.2 Définition Utilisateur Experience (UX) 
Depuis ces dernières années, certains auteurs se sont 
intéressés sur l’expérience de l’utilisateur, appelée : 
« user experience (UX) ». Cela se réfère à l'expérience 
d'une personne utilisant un produit, un système ou un 
service particulier. Il s’agit de rendre un produit, un 
système facile d’utilisation, compréhensible 
immédiatement, ergonomique, logique…. par 
l’intégration de l’expérience, la motivation, le désir de 
l’utilisateur dans la conception de produit. 
 
                                                          
3. Loi 2015 sur l’Adaptation de la Société au Vieillissement.    
Dans la continuité de l’explication de l’utilisateur, les 
études de conception doivent être capables d’identifier 
ou de recenser les différents utilisateurs selon le cycle 
de vie du produit que nous nommerons « Profil 
d’utilisateur ». Il n’est pas rare de constater que le pro-
duit en phase de fonctionnement dispose de plusieurs 
profils d’utilisateurs.  
 
En quelque sorte, il s’agit de recenser les « personae » 
afin d’adapter le produit ou le système aux spécificités 
au profil type d’utilisateur (HAS, 2013).  
  
Par la suite, le concepteur devra hiérarchiser ces profils 
d’utilisateurs, mieux cerner les fonctionnalités du 
produit selon le type d’utilisateur. L’analyse 
fonctionnelle permet d’y répondre en partie.   
 
3.3 Différents profils d’Utilisateurs (UX) 
Analyser un besoin, c’est traduire le produit en « cahier 
des charges Client » ou en « cahier des charges 
Utilisateur ». Le « client utilisateur » raisonne en 
solutions plutôt qu’en besoins. Lorsqu’il y a plusieurs 
utilisateurs, on parle de multi-utilisateurs. La démarche 
de l’analyse fonctionnelle est une réponse à la recherche 
des besoins des utilisateurs. Dans notre étude du 
domicile du futur, nous recherchons les différents types 




















Agent de  
ménage 























réalise des soins 
Résident UX7 




maquiller…   
Agent de 
sécurité 
UX8 Système de sécurité Mise sous alarme 
Résident UX9 Diverstissement 
Travaux manuels, 
jeux, chants, 
dessin…   
Résident UX10 
Systèmes de  
mobilité 









age, thé, sorties… 








Garant vis à vis 
des institutions 
Tableau 2 : Liste des différents utilisateurs (UXi) 
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4 ANALYSE FONCTIONNELLE  
4.1 Etude de besoin 
Une étude de besoin pour ce domicile 4.0 s’avère néces-
saire afin de connaître plus exactement le besoin de ce 
nouveau domicile. Nous proposons d’utiliser l’outil 
d’étude besoin de l’analyse fonctionnelle proposé par le 
cabinet APTE. Deux questions à poser afin de défnir le 
but ou l’objectif de ce domicile du futur 4.0. 
- A qui, à quoi ça rend service ? 
- Sur qui, sur quoi ça agit ? 
- Enfin, dans quel but ou objectif 
Nous présentons ci-dessous un résultat synthétique de 
l’étude du besoin de ce domicile du futur 4.0 en utilisa-
tion l’outil du cabinet APTE. 
A qui, à quoi ça 
rend service ? 
Aux personnes atteintes de TNM qui dési-
rent rester à domicile,  
Aux proches-aidants, couple dynamique 
« Aidant – Aidant »,  
Aux acteurs médico-social… 
Sur qui, sur 
quoi ça agit ? 
Stimulation des activités des activités de la 
vie quotidienne (AVQ), Programmes indi-
vidualisés, qualité de vie, les informations, 
objets connectés…   
Dans quel but 
ou objectif ? 
Permettre aux personnes atteints de début 
de TNM de rester à leur domicile adapté à 
leur pathologie le plus longtemps possible. 
Pourquoi ce 
besoin existe ? 
(but, raison) 
Une nouvelle génération va vieillir. Elle 
souhaite rester à domicile pour vivre sa 
4ème vie ! Les EHPAD ne répondent pas à 
cette nouvelle pathologie. Minimiser la 
charge des aidants. Minimiser l’occupation 
des structures 
Qu’est ce qui 
pourrait le faire 
disparaître ? ou 
le faire évo-
luer ? 
Un remède, un médicament… qui soignent 
ces pathologies des troubles de la mé-
moire… 
Les futurs seniors ne désirent pas rester à 
domicile. 
Quel est le 
risque de le voir 
disparaître ? 
A ce jour, aucun signe positif apparaît 
comme une solution pour lutter contre ces 
pathologies ou le fait de ne pas rester à 
domicile ! 
Tableau 3 : Etude de besoin du futur domicile 4.0 
 
4.2 Organisation du domicile 4.0 
Selon la figure 1, ci-dessous, on résume l’ensemble des 
composantes du domicile du futur permettant au rési-









Figure 1 : schématisation du D4.0 
4.3 Analyse fonctionnelle 
- Recherche des milieux extérieurs 
Mp 
Type de milieu  
Extérieur 
Description des milieux  
extérieurs 
M1 Matériel de cuisine  
Ustensiles permettant de faire la 
cuisine… 
M2 Matériel de jardinage 
Pots de fleurs, ustensiles, semenc-
es 
M3 Système de mobilité Escalier, déambulateur, canne…   
M4 Résident à domicile 
Personne atteinte de début de 
Troubles Neuro-dégénératifs 
M5 
Equipe d’aide (AS, 
ASG, AD) 
Aide-soignante, ASG, AD … 
M6 Moyens de sécurité Alarme, clés, digicode 




Personnel spécialisé dans le soin 
M9 
Matériel d’hygiène à la 
personne  
Peigne, brosse à cheveux, 
crème… 
M10 
Matériel d’entretien et 
d’hygiène 
Eponge, balai, lave glace, 




Télévision, jeux, livres…  
M12 Parents, voisins… Durée, dates, qui ? … 
Tableau 4 : Liste des milieux extérieurs Mp 
*accompagnement (Aide-soignante, Auxiliaire de vie…) 
**kinésithérapeute 





CRITERES Cj Cj 
Fs1 
Le D4.0 doit permettre au  







Le D4.0 doit permettre au  
résident de prendre soin de son 
hygiène  





Le D4.0 doit permettre au  
résident de disposer du materiel 
de cuisine pour ses activités culi-






Le D4.0 doit accueillir le  
personnel médico-social (AS, 






Le D4.0 doit permettre 
d’accueillir des kinésithérapeute, 






Le D4.0 doit être adapté pour un 
suivi médical par les Médecins, 
infirmières… 
Type de suivi 




Le D4.0 doit pouvoir accueillir 
les parents, voisins, parents… 
Type de visite C13 
Fs8 
Le D4.0 doit permettre au rési-
dent de pratiquer des activités de 
jardinage en toute sécurité 
Type d’activité 




Le D4.0 doit intégrer les  
systèmes de mise en sécurité du 






Le D4.0 doit permettre au rési-
dent de continuer les activités 






Le domicile 4.0 doit être doté de 





Tableau 5 : Liste des fonctions de service FSj et de 
contrainte FCk 
Espérance de vie 
Retarder la dépendance 
Vie sociale 
Rester à Domicile 
Fonction 
MOBILITE 
Différents (UX)  
Objectifs 
Résultats 
Programmes de stimulation 
Risques encourus 















































































































































































































































































mobilité C1 Autonome 4 x x x x
Canne connectée ou 
intelligente
matériel C2 Sécurité  du résident x x x x x x x
Bracelets connectés, 
pilotage à distance
soin C3 toilette complète x
Domotique, 
ergonomie... 
matériel C4 de sécurité x Téléassistance
matériel C5
Tout matériel pour 
cuisiner
x x x x
Surveillance des 
aliments,… Ustensiles connectés…
activité C6 Plats froids et ou chauds x x x x Récipients connectés Récipients connectés
aide C7 Selon le d° autonomie x x Applications dédiées
Contrôle du poids, 
glycémie, ...   
accueil C8 Accès à tout le matériel x x Accès connectés
Caméras connectés, 
applications…
Quand C9 selon un échéancier x x Planning connecté
intervention C10 Exercices de base x x Rythme connecté Pédaliers connectés
 suivi C11
en présentiel ou à 
distance
x x x e-santé…
Pilluliers connectés, 
données partagées




pouvoir accueillir les parents, 
voisins, proches aidants…  visite C13 Uniquement identifiés x
Principe de la 
domotique
Accès sécurisés et 
connectés
activité C14 de base en jardinage x x Programme d'activités 
Matériels de jardinage 
ergonomiques
 sécurité C15 Protection adaptée x x Sécurisation
 systèmes C16
Le plus adapté au 
domicile









activité C18 Au maximum manuel x
entretien C19 de base pour l'entretien x x
autonomie C20 Seul ou à plusieurs x Homme /machine




C21 Manuel ou numérique
Deep learning Bataille naval connecté 
Développement ou 
maintien de l'autonomie




*4 A : Amnésie, Agnosie,  
Apraxie, Aphasie Stimulation des 4 A*

























































































































































































































































































































































































































































Activités de la vie quotidienne (stimulation) 
permettre de pratiquer des activités 
de jardinage en sécurité
intégrer les systèmes de sécurité










permettre au résident d’être mobile 
en toute sécurité
Solutions, principes par fonction attendue
permettre de continuer les activités 
d'entretien et d'hygiène 
permettre au résident de prendre 
soin de son hygiène
FS10




permettre au résident de disposer du 
matériel de cuisine
FS3
permettre d'accueillir le personnel 
médico-social (AS, ASG, …)FS4
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5 PROPOSITION D’EXEMPLES DE 
SOLUTIONS  
Pour compléter notre travail de prospection sur le domi-
cile du futur 4.0, nous utilisons le principe des matrices 
QFD (Quality Function Deployment, Déploiement des 
Fonctions Qualités). A partir des activités mises en 
œuvre pars les différents utilisateurs (UXi) et les fonc-
tionnalités attendues (FSi / FCk) du futur domicile 4.0, 
nous proposons des principes et concepts de solutions et 
des propositions de solutions ou des exemples de solu-
tions, selon la figure 2. 
C’est un document de travail qui présente un modèle 
global et général. Il peut s’enrichir au cours de nou-
velles solutions connectées et qui peut se personnaliser 
en fonction du résident, de sa culture, de son domicile, 
de son degré d’autonomie et de son environnement.    
A la lecture de cette grille, nous avons croisé les diffé-
rentes fonctionnalités caractérisées du domicile, avec 
les différents “Utilisateur” afin de faire émerger les 
principes et concepts de solutions afin de faire émerger 
des propositions de solutions selon les Utilisateurs et les 
fonctions et critères. Un spectre de solutions connectées 
ou numériques est proposé au concepteur de ce nouveau 
domicile dans un cadre global de stimulation des (AVQ) 
du résident.  
6 CONCLUSION 
Ce papier de recherche avait pour but de proposer une 
démarche à la fois analytique dans le cadre de l’analyse 
fonctionnelle et intuitive dans la recherche de solutions 
ou de principe de solutions pour faciliter la conception 
du domicile 4.0. Nous avons identifié les fonctions né-
cessaires en se basant sur l’analyse des besoins de diffé-
rents utilisateurs. Cette première approche se veut glob-
ale pour vérifier sa faisabilité de cette démarche. Dans 
un prochain travail de recherche, nous préciserons le 
“profil de résident” et sa pathologie associée, le type de 
domicile et son environnement, les différents acteurs ou 
utilisateurs (UXi), afin de mieux de mieux adapter les 
programmes de stimulation du résident qui souhaite 
“bien vieillir” à domicile.         
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RESUME : Les différentes qualités de minerais de phosphate extraits (Inputs Primaires  IP) ne répondent pas aux 
spécifications de qualités marchandes requises (Output). Pour y parvenir, deux traitements sont généralement néces-
saires : un mélange d’IP suivi d’un passage en laverie qui enrichit le mélange et en modifie la composition, plusieurs 
gammes étant possibles, avec des temps de changement de gamme significatifs. Sur le site minier de Khouribga, les 
laveries sont difficilement alimentées par des mélanges d’IP. Elles traitent donc en continu une succession des lots d’IP 
qui, en sortie, deviennent des lots d’Inputs Intermédiaires (II) acheminés par pipe vers une cuve de stockage avec des 
temps de transport significatifs. Le mélange obtenu par l’alimentation, pendant la même durée, de 5 lots d’II provenant 
des 5 laveries doit respecter les contraintes de composition de l’output commandé, avant expédition au client par pipe. 
Le modèle présenté vise à définir le programme synchronisé de prélèvements des IP et des gammes de laverie à utiliser, 
pour satisfaire un programme d’expédition d’outputs, tenant compte des temps d’acheminement et des disponibilités des 
IP. La modélisation de ce problème original de blending continu, non identifié dans la littérature, est quadratique. Un 
exemple réel de son utilisation est fourni. 
 
MOTS-CLES : Modélisation des systèmes continus, Recherche opérationnelle, Gestion de production, Gestion de la 
qualité, Blending, Gammes alternatives. 
 
1 INTRODUCTION 
Ce papier s’intéresse à une variante du classique problème 
de blending, rencontré sur le site de Khouribga de l’OCP 
(principale entreprise mondiale d’extraction du phos-
phate) décrit à la Figure 1 (qui fournit les principales ca-
ractéristiques du problème posé). Ce site a comme princi-
pal objectif d’alimenter les usines chimiques de l’OCP 
(client interne) et l’exportation (client externe) par des lots 
de produits (Outputs) fabriqués à partir de minerais et en-
voyés en continu par un pipeline long de 187 kms à partir 
d’une station de tête (ST) comportant deux cuves de 9000 
m3. Un output doit respecter des contraintes de composi-
tion, de type [Min-Max], portant sur un ensemble de com-
posants chimiques. Les minerais extraits, qualifiés ici 
d’Inputs Primaires (IP), sont caractérisés par ces mêmes 
composants, mais vérifient rarement les contraintes de 
composition des outputs. La solution classique d’un blen-
ding à sec d’IP, avant éventuel traitement complémentaire 
en laverie, pour obtenir un output conforme (Azzamouri 
et al, 2020), n’est techniquement pas possible sur ce site 
de Khouribga, qui comporte cinq laveries, où une laverie 
est alimentée par une séquence de lots d’IP. Le passage en 
laverie d’un lot d’IP produit un lot d’input intermédiaire 
(II) de caractéristiques volumiques et de composition qui 
dépend du choix de l’une des trois gammes de lavage pos-
sibles. Le scénario de fonctionnement modélisé et illustré 
numériquement dans cet article se fonde sur le principe 
d’un mélange dans la ST de 5 lots d’II provenant simulta-
nément des 5 laveries, ce mélange respectant les con-
traintes de composition du lot d’output demandé. 
Le problème de blending étudié dans ce papier présente 
une originalité liée à la combinaison de plusieurs caracté-
ristiques, à savoir : i) Les laveries traitent successivement 
des lots d’IP (pas de mélange en entrée de la laverie) ; ii) 
plusieurs gammes existent pour obtenir un lot d’II ; elles 
impactent à la fois la composition de l’II et la réduction 
de poids en sortie de laverie ; iii) le changement de gamme 
peut s’accompagner d’un temps de lancement qui stoppe 
la production de la laverie ; iv) les pipes d’alimentation de 
la ST contiennent des quantités d’II dépendant du débit et 
de l’éloignement de la laverie ; en conséquence, le pro-
gramme de production d’II en laverie doit tenir compte de 
temps de transport pour assurer une alimentation synchro-
nisée de la station de tête par les lots d’II en provenance 
des 5 laveries ; v) la production étant continue, il faut tenir 
compte de résidus présents dans les laveries (voir figure 
1) lors du lancement en fabrication d’un nouvel II ; les 
commandes d’outputs portant sur des volumes supérieurs 
à la capacité de la cuve de la ST, (9000 m3), chaque com-
mande est scindée en deux commandes élémentaires, la 
première de 9000 m3 et la seconde portant sur le volume 
résiduel ; la première commande élémentaire, va progres-
sivement remplir une cuve vide en commençant par ac-
cueillir les résidus des II précédent présents dans les 5 la-
veries (5 lots pour un total de 1750 m3, voir figure 1) puis 
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les nouveaux II (5 autres lots pour un total de 9000 - 1750 
= 7.250 m3), le respect des contraintes de composition de 
l’output étant assuré en pratique par ces 10 lots élémen-
taires, ce qui fait que, le vidage de la cuve de la ST n’est 
possible qu’une fois la cuve pleine ; pour la seconde com-
mande élémentaire, le vidage et le remplissage peuvent 
être simultanés, les contraintes de composition étant res-
pectée au mélange effectué à l’entrée de la cuve; vi) les 
disponibilités et caractéristiques chimiques des IP varient 
au cours du temps en fonction des prélèvements et de l’ex-
traction minière (à flux poussés). 
Les inputs qui ne sont pas exportés sont directement utili-
sés pour produire de l’acide phosphorique dans des usines 
chimiques de l’OCP. Les contraintes de composition sont 
respectées par tous les outputs et, à la demande du client 
industriel, on a introduit une contrainte technique addi-
tionnelle.  En cohérence avec le processus industriel, le 
critère d’optimisation retenu est celui de la stabilisation de 
la composition de deux commandes successives, pour li-
miter l’incidence de la variation de composition de deux 
commandes successives. 
Ce problème original de blending est formulé par un pro-
gramme mathématique quadratique en nombres entiers, 
visant à déterminer simultanément les quantités d’IP à 
prélever et leurs gammes de traitement en laverie, en te-
nant compte de l’ensemble des caractéristiques citées pré-
cédemment (§2). Une application numérique est fournie 
en §3, avant une brève conclusion. 
 
Figure 1 : Schéma de flux de la chaîne logistique étudiée 
2 DESCRIPTION DU PROBLEME ET 
FORMULATION MATHEMARIQUE 
Le problème considéré consiste à satisfaire un ensemble 
séquencé de P commandes, chacune étant caractérisée par 
un output à fabriquer parmi J outputs et un volume Wp 
(exprimé en m3). Pour chaque output, il faut respecter des 
contraintes de composition définies par des bornes infé-
rieures et supérieures pour quatre composants chimiques. 
Pour les raisons expliquées dans l’introduction, la com-
mande p est décomposée en deux commandes élémen-
taires, la première indexée par 2 1k p  et la seconde 
par 1 2k p . Le volume de la première commande 
élémentaire est équivalent au remplissage d’une cuve de 
la ST (9000 m3) par des II provenant simultanément de 
L=5 laveries, sans vidage préalable de la cuve ; la seconde 
commande élémentaire, d’un volume  9000pW  est 
constituée dès le début du vidage du lot précédent dans le 
slurry pipeline, le vidage et le remplissage pouvant donc 
s’effectuer simultanément pour ce second lot élémentaire. 
En amont de chaque ligne de laverie se trouve un sous-
ensemble de I IP, répartis dans l’une des S=6 zones de 
stockage selon le gisement d’où il a été extrait. Pour la 
constitution d’une commande élémentaire, chaque laverie 
est alimentée par un seul IP, donnant lieu à un II à l’aide 
d’une seule gamme h, parmi H 3  gammes possibles. 
Chaque gamme engendre 1) des pertes de matières suivant 
un coefficient de réduction propre à cette gamme, 2) une 
augmentation ou diminution de la concentration des com-
posants chimiques de l’IP traité, suivant des coefficients 
de distorsion relatifs à cette gamme. Le traitement d’un IP 
dans une laverie prend environ 30’, quelle que soit la la-
verie. En conséquence, lors du changement d’IP alimen-
tant la laverie l, sa cuve contient un lot de l’IP précédent, 
de volume Rl, équivalent à un résidu d’une demi-heure de 
production de la laverie en question (donc dépendant du 
débit de cette laverie). Ce changement d’IP engendre des 
coûts supplémentaires liés au déplacement de machines 
de déstockage en amont des laveries que l’on cherche à 
limiter. 
Le changement de gamme sur une laverie peut donner lieu 
à un temps de lancement pendant lequel l’IP précédent 
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séjourne dans les installations avant reprise de l’alimenta-
tion (voir figure 1). Ces temps de lancement sont pris en 
compte dans la distribution des volumes à produire sur 
chaque laverie, afin de maintenir une synchronisation de 
production de la commande élémentaire en question (si 
une laverie est momentanément neutralisée en raison d’un 
temps de lancement, la production équivalente à ce temps 
est répartie sur les autres laveries). 
Par ailleurs, le critère d’optimisation retenu dans le mo-
dèle vise à minimiser les coûts de production des outputs 
(extraction et traitements en laverie) tout en cherchant à 
stabiliser la composition des outputs commandés par le 
client interne. Pour ce dernier, la composition d’une com-
mande interne doit être la plus proche d’une structure 
cible pour éviter des coûts de réglages élevés (difficile-
ment quantifiables actuellement), ce qui conduit à intro-
duire dans le critère d’optimisation la valorisation de la 
déviance par un coût de pénalité arbitraire qui permet 
d’orienter la solution retenue dans l’ensemble des solu-
tions respectant les contraintes du problème ; nous discu-
terons au §3.2 l’impact du choix de cette pénalité.  
Le modèle détermine pour chaque laverie la quantité d’IP 
à traiter pour obtenir le lot de l’II utilisé pour fabriquer 
une commande élémentaire, en tenant compte des impé-
ratifs de synchronisation et d’éventuels temps de lance-
ments ainsi que la gamme à utiliser. 
2.1 Indices 
-i : indice de l’input ( 1...I)i . 
-c : indice du composant chimique ( 1...C)c . 
-s : indice de la zone de stockage des inputs ( 1...S)s . 
-h : indice de la gamme ( 1...H)h . 
-l : indice de la laverie ( 1...L)l . 
-p : indice de la commande à fabriquer ( 1...P)p . 
-k : indice du commande élémentaire à fabriquer 
( 1...K)k . 
-j : indice de l’output ( 1...J)j . 
2.2 Paramètres 
Les poids sont exprimés en tonne, les volumes en m3 et 
les coûts en euro, à partir de coûts conventionnels pour 
des raisons évidentes de confidentialité. La conversion de 
la tonne en m3 est assurée par un coefficient noté θ , qui 
exprime le produit de la densité (en tonne/m3) par un 
indicateur nommé taux de solide (en %), exprimant la 
concentration du produit dans l’eau.  
- τl  : numéro de l’IP présent dans la laverie l au début de 
la fabrication de la première commande élémentaire. 
- R l  : volume résiduel dans la laverie l au début de la fa-
brication d’une commande élémentaire. 
- αci  : proportion du composant c dans le poids de l’IP i.  
- τα lc  : proportion du composant c dans le poids du volume 
résiduel R l  de l’IP τl  à la laverie l au début de la fabri-
cation de la première commande élémentaire. 
-ψi  : numéro de la zone de stockage de l’IP i. 
- 0Si  : quantité de l’IP i disponible au stock amont au dé-
but de l’horizon considéré (tonne). 
-μk  : numéro d’output de la commande élémentaire k. 
-ρl  : minimum entre le débit de production et de transfert 
pour une laverie l  
- Gl  : nombre maximal de changement autorisé d’IP sur 
la ligne l. 
- Ek  : booléenne valant 1 si la commande élémentaire k 
concerne un client interne, 0 sinon. 
- ηih  : coefficient de réduction de l’IP i par la gamme h. Si 
la gamme h n’est pas utilisable pour traiter l’IP i, alors 
η 0ih . 
- γcih  : coefficient de distorsion du composant c de l’IP i 
par la gamme h. 
- 'Fhh  : temps de lancement lors du passage d’une gamme 
h à une gamme h’. 
- Minβcj  : borne inférieure de la proportion (%) du compo-
sant c dans le poids de l’output j ; l’output de la 




- Maxβcj  : borne supérieure de la proportion (%) du compo-
sant c dans le poids de l’output j ; l’output du lot 




- δcj  : valeur cible de la proportion (%) du composant c 
dans le poids de l’output j ; l’output du lot élémentaire k 
étant notée k ,  cette valeur devient δ kc . Cette valeur 
cible n’est utilisée que si l’output j est commandé par un 
client interne (E 1)k . 
- Wk  : volume de la commande élémentaire k à fabriquer. 
- sl  : booléenne valant 1 si la zone de stockage s alimente 
la laverie l, et 0 sinon. 
- θ  : coefficient de convertion du poids (tonne) en volume 
(m3). 
- σc  : coût unitaire (par m3) de la pénalité associée à l’écart 
absolu 
ck
entre la quantité cible souhaitée 
cj
 du com-
posant c de l’output j et celle obtenue par le mélange pro-
duisant cet output. 
- χ  : coût d’extraction d’une tonne d’IP. 
- δh  : coût de traitement d’une tonne d’IP par la gamme h. 
2.3 Variables 
- ihlk  : variable de décision - binaire valant 1 si l’IP i est 
traité par la gamme h sur la laverie l pour produire la 
commande élémentaire k, 0 sinon. 
- ilky  : variable intermédiaire – binaire valant 1 s’il y a 
changement d’IP à traiter sur de la laverie l entre les com-
mandes élémentaires 1k  et k, 0 sinon. 
- 'hh lkz  : variable intermédiaire – binaire valant 1 s’il y a 
changement d’une gamme h à la gamme 'h h  sur la 
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laverie l entre les commandes élémentaires 1k  et k, 0 
sinon. 
- ikS  : variable intermédiaire – stock de l’IP i (tonne) à la 
fin de fabrication de la commande élémentaire k. 
- kT  : variable intermédiaire – durée de production du lot 
élémentaire k sur les laveries. 
- klv  : variable intermédiaire - volume à produire sur la 
laverie l pour la constitution de la commande élémentaire 
k. 
- clk  : variable intermédiaire – poids du composant c 
dans le volume klv  produit par la laverie l pour la consti-
tution de la commande élémentaire k. 
- ck  : Variable intermédiaire – écart absolu du compo-
sant c de sa valeur cible dans la commande élémentaire k, 
passée par un client interne (E 1)k .  
2.4 Contraintes 
La relation 1 impose, pour la fabrication d’une commande 
élémentaire k, de traiter un seul IP i sur une laverie l avec 
une seule gamme h. La restriction ψ η 0i l ih  est 
introduite car la variable ihlk  n’existe que pour les IPs qui 
peuvent être traitées sur la laverie l ( ψ 0i l ) et utilser la 
gamme h ( η 0ih ). Cette notion de prédicat1 a l’avantage 






l k  (1) 
Les deux relations 2 permettent de respecter les 
contraintes de convoyage de telle sorte que chacune des 
deux laveries 1l et 2l  (et donc 3l ) soient 
alimentées par une seule zone parmi 1s  et 2s  
(respectivement chacune des laveries 4l  et 5l  (et 
donc 3l  l >3) soient alimentées par une seul zone parmi 
5s  et 6s  ). 
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Sur une laverie l, on a un passage de la gamme h à la 
gamme h’ ( 'h h ) entre deux commandes consécutives 
1k  et k ( 1k ), si la somme 
ψ ' ψ
' 1| 0 | 0.η .ηl ih l ihi i
ih lk ihlki i
 vaut 2. Si par contre 
cette somme vaut 1 ou 0, alors la laverie l opère les deux 
commandes successives k-1 et k avec la même gamme. 
Ainsi, la variable binaire 'hh lkz  doit vérifier les conditions 
suivantes : ' 1hh lkz  si la somme précédente vaut 2 ; 
 
1 L’opérateur " " définit une restriction de l’ensemble d’indices utilisés 
pour définir une variable souscrite, comme dans la somme ( ) de va-
riables souscrites ou dans une expression de répétition (quantificateur 
). 
' 0hh lkz  si la somme précédente est 2 . Les relations 3 
permettent de modéliser ces conditions. 
ψ ' ψ
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La relation 4 permet de déterminer la durée de production 
d’une commande élémentaire k en répartissant le volume 
total Wk  de la commande élémentaire k sur l’ensemble 
des laveries, compte tenu des arrêts de production  
'
' ', ', |F 0
F . .ρ
hh
hh hh lk lh h l
z , suite à un éventuel changement de 
gamme entre deux commandes consécutives. 
'
' '' |F 0
(W F . .ρ ) / ρ ,
hh
k k hh hh lk l lhh l l
kT z  (4) 
La relation 5 exprime le volume à produire sur la laverie l 
pour la fabrication de la commande élémentaire k compte 




( F . ).ρ , ,
hh
kl k hh hh lk lhh
l kv T z  (5) 
La relation 6 permet le calcul du stock d’un IP i à la fin de 
la production d’une commande élémentaire k, en 
retranchant du stock initial, le cumul des volumes 
consommés d’un IP i, ramené à la tonne en multipliant par 
le coefficient θ/ηih . A noter que cette relation est non 
linéaire à cause du produit de deux variables .kl ihlkv
2. 
ψ
0 ' ', , ' ' 0η| Π .
S . .θ/= η ; ,
l ihi
i k l ihlk ihh l kik k k
v iS k  (6) 
La relation 7 impose de ne pas consommer plus d’IP que 
les quantités disponibles en stock. 
; ,0ikS i k  (7) 
Sur une laverie l, on a un passage de l’IP i’ à l’IP i ( ')i i  
entre deux commandes élémentaires consécutives k-1 et k 
si les différences 1 1ihlk ihlkh h  et 
' ' 1 1i hlk i hlkh h . En effet, l’expression 
1 1ihlk ihlkh h  signifie que l’IP i n’est pas 
utilisé sur la laverie l pour la fabrication de la commande 
1k  mais l’est pour la fabrication de la commande k (et 
inversement pour l’expression 1 1ihlk ihlkh h
). Si par contre cette différence vaut 0, il n’y a pas de 
changement d’IP sur la laverie l entre deux commandes 
consécutives. Pour ne pas comptabiliser le changement 
d’IP deux fois, la variable binaire ilky  doit vérifier les 
conditions suivantes : si 1 1ihlk ihlkh h  alors 
2 Relation (6) est non linéaire mais est linéarisée par la propriété suivante 
: soient x , w  et z trois variables binaires. Alors l’expression z x w  
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1ilky  ; si 1ihlk ihlkh h  vaut 0 ou -1 alors 
0ilky . Ces conditions peuvent être exprimées de façon 
linéaire par les relations 8.  
ψ ψ
ψ ψ
Π .η 1| 0 | 0
1| 0 | 0
Π .η






, , | 1
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La relation 9 limite le nombre de changement d’IP entre 
deux commandes élémentaires consécutives sur une 
laverie l par un nombre maximal de changements 




ilk li k k
ly  (9) 
Les relations 10 calculent le poids clk  du composant c 
dans le volume klv  produit par la laverie l pour la 
fabrication d’une commande k compte tenu du résidu des 
laveries. On distingue alors deux cas : 1) pour 1k , la 
proportion τlc  du composant c du résidu sur la laverie l 
est connue au début de la fabrication de celui-ci ; 2) pour 
une commande 1k , la composition du résidu sur une 
laverie vaut la composition de l’II traité pour la fabrication 
du lot 1k . À noter que les relations 10 sont également 
non linéaires mais linéarisées par la méthode présentée en 
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La relation 11 impose le respect des bornes supérieures et 
inférieures de chaque composant c pour l’ensemble des 
flux des laveries mobilisées pour la fabrication de la 
commande élémentaire k (Tableau 2 de §3). Cette relation 
n’est pas valable pour le composant c=4 de l’output j=1, 
pour lequel la contrainte de composition est exprimée par 
la relation 12. 
Min Max
μ μβ . β .
; , | 4 ( 4 μ 1)
k kc kl clk c kll l l
k
v v
c k c c
 (11) 
La relation 12 traduit la contrainte entre les composants 
c=1 ( 1,c lkl ) et c=4 ( 4,c lkl ) pour l’output j=1, ex-
primée par le client interne, seul à commander cet output. 
Min Max
μ 1, 4, μ 1,β . 218,5. β .
; | μ 1
k kc c lk c lk c c lkl l l
kk
 (12) 
Les relations 13 calculent les écarts absolus entre la com-
position de la commande élémentaire et la valeur cible des 
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La relation 14 impose le respect de conditions d’opérabi-
lité des gammes sur certaines laveries. Dans notre cas, si 
la laverie l=4 utilise la gamme h=2, alors la laverie l=5 ne 
peut opérer qu’avec la gamme h=1. 
ψ 4
, 2, 5,
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i h l k ih l kh
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(14) 
La fonction-objectif 15 est une somme 1) du coût de la 
stabilité de la composition des commandes élémentaires k 
autour des valeurs cibles fixées pour les composants 
considérés ; ce coût totalement arbitraire est propre à 
chaque composant chimique ; 2) du coût de perte de 
matière lié à l’utilisation des gammes ; ce coût est 
composé du coût unitaire d’une tonne d’IP extrait, noté χ
, et du coût unitaire d’une tonne d’IP traité par la gamme 
h, noté δh . 
σ .
+ (χ+δ ). . .(1 η ).(θ η )
c ckck
h ihlk kl ih ihihlk
Min  (15) 
3 ILLUSTRATION 
Dans la présente section, nous présentons dans une pre-
mière partie les données d’entrée pour le test, suivie des 
résultats fournis par optimisation linéaire du modèle éla-
boré dans la section §2, avant de finir avec la génération 
du programme horaire de production des lignes sur un ho-
rizon temporel. 
3.1 Données du test 
Le modèle mathématique linéaire a été testé avec des don-
nées proches de celles employées par le Groupe OCP dans 
la planification de sa production du site minier de Khou-
ribga (les données structurelles sont réelles et les données 
concernant l’état initial sont proches de la réalité). Dans 
ce test, 18 IP répartis sur les 6 zones de stockage ont été 
retenus. Pour chaque IP sont connus les caractéristiques 
chimiques, les coefficients de réduction (Tableau 1) et les 
coefficients de distorsion des composants selon les trois 
modes de traitement possibles.  
L’étude a été réalisée sur deux outputs qui sont actuelle-
ment expédiés par pipeline ; l’output j=1 est commandé 
par un client interne. Les contraintes de composition de 
ces outputs pour les quatre composants chimiques retenus 
sont fournies dans le Tableau 2. 
Dans l’exemple retenu, quatre commandes sont program-
mées sur un horizon d’un jour. Chaque commande est 
donc décomposée en deux commandes élémentaires, soit 
huit commandes élémentaires à fabriquer au total 
(Tableau 3). 
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Sur l’horizon considéré, seul un changement d’IP est 
autorisé par laverie pour la fabrication de l’ensemble des 
huit commandes élémentaires. En outre, l’état initial des 
productions en cours sur les laveries au début de l’horizon 
considéré est fourni sur le Tableau 4. 
Par ailleurs, les coûts de la fonction-objectif sont définis 
comme suit : le coût unitaire pour chaque m3 d’écart aux 
valeurs cibles est identique pour tous les composants, fixé 
à σ σ=100c  ; les coûts unitaires d’extraction ( χ=3 ) et 
de traitement ( 1φ =2h  ; 2φ =4h  ; 3φ =5h ) sont factices 
pour des raisons de confidentialité. 
3.2 Solution obtenue 
Dans la partie présente, nous présentons les résultats d’op-
timisation obtenus avec le modeleur Xpress. Le temps de 
résolution est d’une demi-heure environ sur un serveur 
d’une vitesse d’exécution de 3.5 GHz et d’une mémoire 
installée de 64 Go. 
Le Tableau 5 présente, pour chaque laverie l, les IP à pré-
lever et leur zone de stockage s, la quantité de prélèvement 
(en tonne) et la gamme h à appliquer pour la fabrication 
de chacun des huit commandes élémentaires.
 
 
Tableau 1 : Quantité des IP disponibles, leur composition chimique αci  et leur coefficient de réduction ηih
 
 
Tableau 2 : Caractéristiques chimiques des outputs étu-
diés 
 
Tableau 3 : Commandes d’output à fabriquer et leur ré-
partition en commandes élémentaires 
 
 
Tableau 4 : Quantité du résidu par laverie et les caracté-
ristiques chimiques du premier résidu 
 
i =1 i =2 i =3 i =4 i =5 i =6 i =7 i =8 i =9 i =10 i =11 i =12 i =13 i =14 i =15 i =16 i =17 i =18
12 15 15 15 12 15 12 15 12 12 15 15 15 15 12 15 12 15
c =1 56,0% 60,0% 55,0% 54,0% 61,0% 62,0% 61,4% 58,6% 57,0% 59,0% 54,4% 61,0% 64,5% 61,5% 60,3% 55,5% 60,5% 61,0%
c =2 1,5% 1,0% 1,7% 1,3% 1,3% 1,6% 1,0% 1,1% 1,3% 1,2% 1,2% 1,4% 0,7% 0,9% 1,1% 0,9% 0,7% 1,1%
c =3 3,3% 3,1% 3,5% 3,4% 2,9% 3,2% 4,7% 5,6% 3,9% 5,0% 5,6% 4,1% 4,6% 5,1% 4,4% 7,0% 5,7% 4,8%
c =4 0,0020% 0,0019% 0,0022% 0,0018% 0,0017% 0,0019% 0,0021% 0,0022% 0,0023% 0,0022% 0,0025% 0,0021% 0,0022% 0,0020% 0,0020% 0,0021% 0,0018% 0,0020%
h =1 0,64 0,69 0,64 0,64 0,69 0,69 0,72 0,67 0,66 0,67 0,66 0,67 0,78 0,71 0,71 0,69 0,71 0,71
h =2 0,58 0,63 0,58 0,58 0,63 0,63 0,71 0,66 0,65 0,66 0,65 0,66 0,75 0,63 0,63 0,6 0,63 0,63












































65,0% 100% 66,6% 65,0% 66,0% 65,0%
c =2 0% 0,85% 0,85% - - -
c =3 - - - 2,2% 3,9% 3,2%
c =4 0 mg/P2O5 70 mg/P2O5 65 mg/P2O5 0,0018% 0,0025% 0,0025%













k =1 k =2 k =3 k =4 k =5 k =6 k =7 k =8
(m3) 9 000 13 000 9 000 9 000 9 000 14 000 9 000 13 000
(tonne) 8 064 11 648 8 064 8 064 8 064 12 544 8 064 11 648
Commande élémentaire k
Volume total des commandes d'output (m3)
Output j =1 Output j =2 Output j =1 Output j =1
22 000 18 000 23 000 22 000
W θk
Wk
c =1 c =2 c =3 c =4
l =1 450 67,40% 0,54% 1,65% 0,0018%
l =2 250 68,52% 0,72% 1,55% 0,0017%
l =3 400 68,03% 0,56% 2,21% 0,0016%
l =4 337,5 66,35% 0,48% 2,56% 0,0025%
l =5 337,5 60,73% 0,31% 3,85% 0,0024%
Quantité 
résidu (m3)
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Tableau 5 : Quantités à prélever des IP et à traiter sur les laveries avec la gamme à opérer 
 
Pour les trois commandes liées à l’output j=1, les mé-
langes ne sont pas identiques. En effet, pour les com-
mandes élémentaires k=1 et k=2, la combinaison proposée 
par le modèle fait intervenir les IP i={1, 6, 8, 14 et 
18} traitées respectivement par les modes h={1, 3, 2, 1, 
1} ; alors que pour les commandes élémentaires k=4 à 
k=8, le mélange proposé implique un prélèvement des IP 
i={2, 5, 12, 13, 17} traités respectivement par les gammes 
h={1, 2, 2, 1, 1}. Cette différence s’explique par l’insuf-
fisance des stocks des IP i = {2, 6}. Par ailleurs, on cons-
tate que le nombre maximal de changement d’IP par lave-
rie est bien respecté (un seul changement permis pour la 
fabrication de l’ensemble des commandes programmées). 
De plus, un seul changement de gamme a été proposé, qui 
est le passage du mode h=3 à h=1 sur la laverie l=1 entre 
les commandes élémentaires k=2 et k=3. Ce changement 
n’engendre pas de temps de lancement d’après la Figure 
1. 
Le modèle permet aussi de déterminer, pour chaque com-
mande élémentaire, le volume à produire sur chaque lave-
rie (en colonnes du Tableau 6) compte tenu des temps de 
changement s’ils ont lieu (variable intermédiaire), ainsi 
que la composition chimique en sortie de chaque laverie. 
k =1 k =2 k =3 k =4 k =5 k =6 k =7 k =8
Input primaire i s=2 / i=6 s=2 / i=6 s=2 / i=6 s=2 / i=6 s=1 / i=2 s=1 / i=2 s=1 / i=2 s=1 / i=2
Quantité prélevée (tonne) 3525 5091 2963 2963 2963 4609 2963 4280
Total par IP (tonne)
Gamme h  utilisée h =3 h =3 h =1 h =1 h =1 h =1 h =1 h =1
Input primaire i s=1 / i=1 s=1 / i=1 s=1 / i=1 s=1 / i=1 s=2 / i=5 s=2 / i=5 s=2 / i=5 s=2 / i=5
Quantité prélevée (tonne) 1958 2829 1958 1958 1803 2804 1803 2604
Total par IP (tonne)
Gamme h  utilisée h =2 h =2 h =2 h =2 h =2 h =2 h =2 h =2
Input primaire i s=3 / i=8 s=3 / i=8 s=3 / i=8 s=3 / i=8 s=4 / i=12 s=4 / i=12 s=4 / i=12 s=4 / i=12
Quantité prélevée (tonne) 2753 3977 2753 2753 2753 4283 2753 3977
Total par IP (tonne)
Gamme h  utilisée h =2 h =2 h =2 h =2 h =2 h =2 h =2 h =2
Input primaire i s=6 / i=18 s=6 / i=18 s=6 / i=18 s=6 / i=18 s=6 / i=17 s=6 / i=17 s=6 / i=17 s=6 / i=17
Quantité prélevée (tonne) 2160 3119 2160 2160 2160 3359 2160 3119
Total par IP (tonne)
Gamme h  utilisée h =1 h =1 h =1 h =1 h =1 h =1 h =1 h =1
Input primaire i s=5 / i=14 s=5 / i=14 s=5 / i=14 s=5 / i=13 s=5 / i=13 s=5 / i=13 s=5 / i=13 s=5 / i=13
Quantité prélevée (tonne) 2160 3119 2160 1966 1966 3058 1966 2839
Total par IP (tonne)
Gamme h  utilisée h =1 h =1 h =1 h =1 h =1 h =1 h =1 h =1
12556 18136 11994 11800 11644 18114 11644 16820
l =5
Commande élémentaire k
Output j =1 Output j =2 Output j =1 Output j =1
Total des prélèvements pour la 
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Tableau 6 : Composition chimique en sortie des laveries pour chaque commande élémentaire k 
 
Les cellules en rouges indiquent un non-respect de la 
borne supérieure ou inférieure pour le composant du lot 
de l’II produit par la laverie en colonne. Sur les quarante 
lots d’II produits pour la fabrication des huit commandes 
élémentaires, seul un lot d’II respecte totalement les spé-
cificités de tous les composants en sortie de la laverie l=5 
pour la fabrication de la commande élémentaire k=4. Cela 
étant, par le mélange des flux provenant des cinq laveries, 
toutes les commandes élémentaires respectent bien les ca-
ractéristiques des outputs demandés (Tableau 3). Cette ap-
proche fournit alors une meilleure flexibilité au niveau des 
laveries tout en opérant au niveau de performance sou-
haité. 
La fonction-objectif proposée agrège un coût lié à la com-
position du produit et un coût lié à la production. Ainsi, le 
modèle permet également de fournir des éléments de né-
gociation aux deux maillons de la chaîne étudiée (le client 
qui est le complexe chimique et le fournisseur qui est le 
site minier). En modifiant le coût de la stabilité (fixé dans 
l’exemple numérique à σ 100  pour tous les composants 
chimiques c, i.e. σ 100, c Cc ) pour prendre 
successivement les valeurs {0, 10, 20, 50, 100, 500, 1000 
et 10000}, nous obtenons les différents coûts optimaux 
dans le Tableau 7.
 
Tableau 7 : Coûts de la fonction-objectif en fonction du coût unitaire de stabilité de la composition
L’introduction d’une pénalité génère une baisse allant 
jusqu’à 33% de l’écart en m3 aux valeurs cibles par rap-
port à coût nul de stabilité pour σ 500 (cette baisse étant 
de 24% pour σ 100 ). Néanmoins, cette réduction de 
l’écart n’est possible que grace à une augmentation de la 
quantité prélevée des IPs allant jusqu’à 4% (resp. 2%) par 
rapport à σ 0  pour σ 500  (resp. σ=100 ), équivalent 
à une augmentation du coût réel de production allant 
jusqu’à 25% (resp. 9%) par rapport à σ 0 pour σ 500  
(resp. σ=100 ). Cette illustration fournit ainsi les bases 
d’une négociation entre deux maillons d’une CL. En effet, 
la perte d’efficience (augmentation du coût réel) en amont 
n’est acceptable à un niveau supérieur de supervision de 
la CL, qu’à condition que l’amélioration de l’efficacité 
l =1 l =2 l =3 l =4 l =5 TOTAL l =1 l =2 l =3 l =4 l =5 TOTAL
2282 1268 2028 1711 1711 9000 3296 1831 2930 2472 2472 13000
450 250 400 337,5 337,5 1775 450 250 400 337,5 337,5 1775
c =1 (%) 70,43% 68,54% 64,79% 64,60% 63,92% 66,55% 71,18% 68,54% 63,99% 64,17% 64,70% 66,62%
c =2 (%) 0,88% 0,81% 0,79% 0,66% 0,52% 0,74% 0,96% 0,84% 0,84% 0,70% 0,57% 0,79%
c =3 (%) 1,32% 1,68% 2,50% 2,43% 2,81% 2,13% 1,24% 1,71% 2,57% 2,40% 2,55% 2,08%
c =4 (mg/P2O5) 55,73 73,98 57,88 82,14 82,47 68,59 55,41 79,12 59,57 82,40 81,73 69,56
h =3 h =2 h =2 h =1 h =1 h =3 h =2 h =2 h =1 h =1
2282 1268 2028 1711 1711 9000 2282 1268 2028 1711 1711 9000
450 250 400 337,5 337,5 1775 450 250 400 337,5 337,5 1775
c =1 (%) 67,04% 68,54% 63,99% 64,17% 64,70% 65,58% 66,03% 68,54% 63,99% 64,17% 65,78% 65,52%
c =2 (%) 1,09% 0,84% 0,84% 0,70% 0,57% 0,83% 1,12% 0,84% 0,84% 0,70% 0,81% 0,88%
c =3 (%) 1,91% 1,71% 2,57% 2,40% 2,55% 2,24% 2,07% 1,71% 2,57% 2,40% 2,72% 2,32%
c =4 (%) 0,0020% 0,0025% 0,0017% 0,0024% 0,0024% 0,0022% 0,0021% 0,0025% 0,0017% 0,0024% 0,0024% 0,0022%
h =1 h =2 h =1 h =1 h =1 h =1 h =2 h =1 h =1 h =1
2282 1268 2028 1711 1711 9000 3549 1972 3155 2662 2662 14000
450 250 400 337,5 337,5 1775 450 250 400 337,5 337,5 1775
c =1 (%) 64,32% 68,51% 66,10% 63,75% 66,05% 65,53% 63,90% 68,50% 66,61% 63,65% 66,05% 65,52%
c =2 (%) 0,78% 0,86% 1,03% 0,50% 0,87% 0,81% 0,70% 0,87% 1,07% 0,45% 0,87% 0,79%
c =3 (%) 2,02% 1,50% 2,02% 2,76% 2,76% 2,23% 2,01% 1,45% 1,88% 2,85% 2,76% 2,20%
c =4 (mg/P2O5) 71,00 59,70 55,57 76,29 80,64 68,65 71,47 54,93 54,63 74,77 80,64 67,53
h =1 h =2 h =1 h =1 h =1 h =1 h =2 h =1 h =1 h =1
2282 1268 2028 1711 1711 9000 3296 1831 2930 2472 2472 13000
450 250 400 337,5 337,5 1775 450 250 400 337,5 337,5 1775
c =1 (%) 63,90% 68,50% 66,61% 63,65% 66,05% 65,52% 63,90% 68,50% 66,61% 63,65% 66,05% 65,52%
c =2 (%) 0,70% 0,87% 1,07% 0,45% 0,87% 0,79% 0,70% 0,87% 1,07% 0,45% 0,87% 0,79%
c =3 (%) 2,01% 1,45% 1,88% 2,85% 2,76% 2,20% 2,01% 1,45% 1,88% 2,85% 2,76% 2,20%
c =4 (mg/P2O5) 71,47 54,93 54,63 74,77 80,64 67,53 71,47 54,93 54,63 74,77 80,64 67,53









































































































































Volume résiduel du lot k -1 (m3)
Pénalité 0 10 20 50 100 500 1000 10000 Troc Efficacité / Efficience
Fonction-objectif 
(103)
207 233 258 326 427 1151 2043 18090
Ecart (m3) 2651 2536 2292 2031 2015 1783 1783 1783
Ecart % 3,12% 2,98% 2,70% 2,39% 2,37% 2,10% 2,10% 2,10%
Coût stabilité 
(103)
0 25 46 102 201 892 1783 17830
Quantité IP 
utilisée (103 t)
111 111 111 113 113 116 116 116
Coût production 
total (103)
207 207 212 224 225 260 260 260
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(ici amélioration de la qualité) en aval se traduise par des 
économies au moins égales. 
3.3 Programme horaire de production 
En plus des données de sortie présentées plus haut, le mo-
dèle permet de calculer la durée de production de chaque 
commande élémentaire, qui est identique pour toutes les 
laveries. Cette durée est calculée comme le quotient du 
volume de la commande élémentaire considérée par rap-
port à la somme des débits de production des laveries (voir 
première ligne du Tableau 8). Pour le lot k=1 par exemple, 
cette durée est de 9000 / 3550 2,54 h. La première étape 
pour établir le programme horaire de production des 
laveries consiste à déterminer la date d’arrivée des 
commandes programmées à la ST. Pour ce faire, la date 
d’expédition de chaque commande d’output est 
retranchée de la durée de production de sa première 
commande élémentaire. Ainsi, connaissant la date 
d’expédition de chaque commande d’output (3ième ligne 
du Tableau 8), on obtient leur date d’arrivée à la ST 
(dernière ligne du Tableau 8). 
 
Tableau 8 : Durée de production et date d’arrivée des 
commandes d’output à la ST 
Pour établir le programme horaire de production des lave-
ries, il faut déterminer les dates de lancement d’OF pour 
la fabrication des commandes d’output programmées. 
Pour que les flux des lignes arrivent tous à la ST à la même 
date, on retranche des dates d’arrivée à la ST, les durées 
de transport nécessaires pour acheminer les II produits par 
laveries à la ST (Tableau 9). 
 
Tableau 9 : Date de lancement d’OF sur les laveries pour 
chaque commande d’output 
Ainsi, connaissant les dates d’arrivée des lots élémen-
taires à la ST et les dates de lancement des OF d’IP sur les 
laveries, on peut schématiser les arrivées des lots à la ST 
(Gantt supérieur de la Figure 2) et les lancements d’ordres 
de fabrication sur les laveries (Gantt inférieure de la Fi-
gure 2). Comme expliqué précédemment, l’instauration 
d’un régime permanent nécessite une demi-heure environ 
lors de l’introduction d’un nouvel IP, c’est bien ce résidu 
qui arrive en premier à 3h30 pour k=1, suivi une demi-
heure après de l’II choisi par le modèle. Les dates de lan-
cements d’OF sur le Gantt inférieure sont décalées d’après 
le Tableau 9, pour tenir compte des durées de transport 
par pipelines secondaires à la ST. 
 
Figure 2 : Programme d’arrivée aux bacs de stockage et programme de production d’OF sur les laveries 
 
k =1 k =2 k =3 k =4 k =1 k =2 k =3 k =4
Durée de production 
(heure)
2,54 3,66 2,54 2,54 2,54 3,94 2,54 3,66
TOTAL (heure)
Date d'expédition de la 
commande  d'output
Date d'arrivée de la 
commande d'output à la 
ST
Output j =1 Output j =1
Commande élémentaire k
6h00 12h15 17h15 23h45
Output j =1 Output j =2
6,20 5,07 6,48
3h30 9h45 14h45 21h15
6,20
l =1 l =2 l =3 l =4 l =5
k =1 3h15 3h15 0H55
k =3 9h30 9h30 7h10
k =5 14h30 14h30 12h10




Date de lancement 
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4 CONCLUSION 
Dans ce papier, nous avons étudié un cas original du pro-
blème de blending appliqué à une Chaîne Logistique mi-
nière, dont la mission est de satisfaire un carnet de com-
mandes de produits finis (Output) sur un horizon glissant 
sur une à deux journées. Une commande d’output est 
constituée dans des bacs de réception en mélangeant 5 lots 
de produits intermédiaires (Input Intermédiaire (II)) pro-
venant de manière synchronisée de 5 laveries opérant sui-
vant un flux continu. Ces laveries ne pouvant être alimen-
tée que par un seul minerai (Input primaire (IP)) parmi un 
ensemble disponible en amont. Le passage en laverie d’un 
IP implique une modification de sa quantité et qualité pour 
obtenir un II suivant trois gammes possibles, mutuelle-
ment exclusives. L’état initial des laveries est pris en 
compte dans la modélisation, aboutissant à un modèle ma-
thématique quadratique en nombre entier. Cette formula-
tion permet d’obtenir un programme de production des 
laveries déterminant les quantités d’II à mélanger pour 
chaque commande d’output. De plus, le modèle fournit 
des bases de négociation entre deux maillons de la CL 
(fournisseur/client) en s’appuyant sur des coûts fictifs 
(pour des raisons de confidentialité). 
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RESUME :  L’objet de ce travail est de mettre en évidence les répercussions de l’intégration des technologies digitales 
sur le respect des exigences du développement durable dans une chaine logistique. Il vise à identifier la contribution de la 
digitalisation dans la performance de la chaine logistique en se basant sur les facteurs socio-économiques et 
environnementales, afin de mettre à la disposition des acteurs de la chaine logistique de la filière halio-industrielle un 
outil d’aide à la décision pour s’engager dans une démarche de digitalisation durable. 
MOTS CLES :  Digitalisation- développement durable- chaine logistique – filière halio-industrielle 
ABSTRACT:  The aim of this work is to higlight the repercussion the integration of digital technologies of sustainable 
development in a supply chain.  It aims to identify the contribution of digitalization in the performance of the supply chain 
based on socio-economic and environmental factors, in order to make available to the actors of the logistics chain of the 
industrial fishing sector a tool for decision support to engage in a sustainable digitization process.  
      KEYWORDS: Digitalization - sustainable development - logistics chain – industrial fishing sector 
1   INTRODUCTION  
Aujourd’hui une nouvelle tendance mondiale en matière 
des innovations technologiques et de digitalisation a affecté 
tous les secteurs y compris la logistique. L’émergence de la 
digitalisation a transformé la chaine logistique classique en 
digital supply chain (Büyüközkan et Göçer, 2018). 
Ce nouveau concept qui est devenu de plus en plus à la 
mode dans la communauté scientifique, nécessite d’être 
clarifié afin de décortiquer ses répercussions sur les acteurs de 
supply chain management et d’en tirer avantage pour inciter 
les entreprises de s’aventurer dans l’implémentation de digital 
supply chain(DSC). 
En effet, la digitalisation peut constituer un vrai avantage 
compétitif pour les supply chains et peut contribuer à 
améliorer leurs performances. Toutefois les supply chains 
doivent mettre en place des solutions technologiques 
innovantes afin d’accéder à des nouvelles opportunités sur le 
marché qui devient lui aussi de plus en plus axés sur les outils 
technologiques. 
Il s’agit d’un processus continue qui vise à maintenir les 
supply chains à jour et ceci ne peut se réaliser qu’à travers 
l’implémentation des innovations technologiques dans tous les 
processus de la supply chain management (Büyüközkan et 
Göçer, 2018). Suite à cette révolution technologique, les 
supply chains doivent adapter les nouvelles technologies 
d’information et de communication mais aussi 
l’automatisation des opérations afin de rester compétitives et 
suivre le contexte économique actuel qui complexifie la 
gestion de la chaine logistique en terme de croissance des 
exigences des clients, l’augmentation des références des 
produits et la personnalisation de l’offre produit. Toutefois, un 
nouveau défi s’ajoute au supply chain digitale, c’est de 
respecter les exigences du développement durable (Rogetzer et 
al,2019) 
A travers l’analyse de la revue de littérature, on constate 
que la digitalisation a plusieurs impacts positifs sur la 
durabilité d’une supply chain ainsi que sur sa performance. 
Pour le cas de la filière halio-industrielle, on constate que 
les innovations technologiques a influencé positivement sur la 
performance de la supply chain. Cependant, il s’avère difficile 
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d’évaluer l’impact de la digitalisation sur la performance 
durable de la supply chain. 
C’est dans cette perspective que s’inscrit notre 
problématique : Comment intégrer la digitalisation dans une 
chaine logistique et dans quel mesure les innovations 
technologiques digitales contribuent à améliorer la 
performance durable de la supply chain ? 
L’intention essentielle de ce travail est de mettre à la 
disposition des acteurs de la chaine logistique halio-
industrielle un modèle de référence pour l’évaluation des 
résultats de l’implémentation des innovation technologiques 
digitales dans l’amélioration de la performance globale.  
Notre recherche sera scindé en deux parties : dans une 
première partie, nous allons présenter une revue de littérature 
des recherches scientifiques relatives au digital supply chain, 
ses avantages ainsi que l’impact de la digitalisation sur la 
soutenabilité d’une supply chain. Dans une seconde partie, 
nous présenterons le modèle conceptuel qui regroupe 
l’ensemble des propositions de recherche et son application 
dans la filière halio-industrielle. 
2  ANALYSE DE LA REVUE DE LITTERATURE  
2.1  Définition  de digital supply chain : 
La digitalisation se définit comme une innovation 
technologique qui consiste à transformer des processus 
traditionnels, des transactions ou des opérations en utilisant 
des technologies digitales comme le e-commerce, blockchain, 
les ERP, et la robotique. 
L’émergence des innovations technologiques a affecté 
aussi la chaine logistique qui s’est transformé en digital supply 
chain(Büyüközkan et Göçer, 2018). L’intégration de la 
digitalisation a permis d’assurer une meilleure coopération et 
connectivité entre les acteurs de la chaine logistique ainsi que 
la traçabilité des produits et ce en utilisant des technologies 
smart (Kayikci, 2018). 
La digitalisation dans la chaine logistique a permis de 
réagir rapidement et de manière agile suite à la demande du 
consommateur et de s’adapter rapidement à tout changement 
(Büyüközkan et Göçer, 2018). Toutefois, l’intégration de la 
digitalisation dans la chaine logistique n’est pas facile en 
raison de nombreux défis en termes d’absence de cadre ou de 
guide pour l’adoption de la digitalisation dans la chaine 
logistique mais aussi l’absence de partage des informations 
entre les acteurs de la chaine logistique. Ces obstacles peuvent 
obstruer les gestionnaires de la supply chain dans leur 
déploiement des technologies digitales. 
2.2  la contribution de la digitalisation dans la sustunabilté 
d’une chaine logistique. 
 La digitalisation et la durabilité sont devenues les 
nouveaux défis de la chaine logistique, pour instaurer une 
culture plus durable. En effet, la révolution technologique peut 
améliorer la performance et la productivité de la supply chain 
tout e respectant les aspects du développement durable. 
2.2.1 Du point de vue environnementale :  
Ces transformations révolutionnaires aident les entreprises 
à développer des produits et processus de production 
écologiques. L’application de l’industrie 4.0 a permis 
d’optimiser la consommation énergétique et de minimiser les 
déchets et pertes (Luthra et Mangla, 2018). Certains auteurs 
ont démontré que la sélection des technologies plus adaptées 
comme la robotique, les capteurs digitales, les étiquettes RFID 
ont permis de concevoir et de fabriquer des produits durables 
mais aussi d’atteindre une production plus élevée tout en 
assurant une sécurité accrue des aliments (Luthra et Mangla, 
2018), (Bhat et Jõudu, 2019)  
La digitalisation contribue de manière positive à la 
préservation de l’environnement (Ait-Daoud,2012).  Des 
systèmes technologiques comme la blockchain et les RFID ont 
permis d’assurer une traçabilité des produits agroalimentaire 
en temps réel tout en veillant à respecter les règles de 
HAACP. Les technologies d’information responsables ont 
permis de dématérialiser et de numériser les procédures de 
travail.et à proposer des nouveaux services comme e-
administration et le e-payement. Ces nouveaux services 
permettent la réduction de la consommation du papier, de 
faciliter les échanges inter-organisations mais aussi de 
substituer les déplacements et le transport qui génèrent des 
émission CO2 (Ait-Daoud,2012).  
2.2.2 Du point de vue social : 
La digitalisation facilite l’accès du consommateur au 
produit et à l’information grâce à la commande ne ligne et le 
e-commerce. Donc elle a contribué à l’amélioration du bien 
être des gens ainsi que de la communauté (Kayikci, 2018) et 
(Rogetzer et al 2019). La digitalisation a aussi contribué à 
faciliter les taches et le travail des employés et assurer une 
meilleure sécurité et ergonomie dans les lieux de travail. 
2.2.3 Du point de vue économique  :  
La digitalisation a contribué à l’amélioration de l’efficacité 
et l’efficience du système de production (Kayikci, 2018). 
L’adoption des technologies de digitalisation pour une 
entreprise et sa chaine logistique affectent leur performance 
économique. Des technologies comme blockchain peut 
entrainer une désintermédiation de la chaine logistique en 
réduisant le nombre des intermédiaires qui interviennent dans 
cette chaine. Ce qui entraine une réduction du temps et des 
pertes commerciales et l’accessibilité du produit au moindre 
coût (Saberi et al , 2019). Ces innovations technologies ont 
permis d’une part de mieux rassurer les clients en leur 
fournissant des informations sur l’origine et la traçabilité des 
produits vert et écologique. D’autre part elles ont permis de 
garantir la sécurité des données partagées entre les acteurs de 
la chain logistique, ce qui a pour effet d’accroitre la confiance 
des clients et leur nombre d’achat. 
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2.3 Les innovations technologique digitales dans une        
chaine logistique et leurs impacts durables 
L’analyse de la revue de littérature (composée des 
articles récents [2015- 2020]), nous amène à déduire que 
l’étude de l’impact des technologies digitales sur la 
performance durable d’une chaine logistique n’a pas été 
suffisamment étudiée. 



























Par conséquent il existe encore des difficultés sur 
l’utilisation des instruments de mesure de la 
performance durable. La table 1 résume les principaux 
impacts durables positifs des technologiques digitales 
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Bien que cette nouvelle génération de technologies digitales  
impactent positivement sur l’ancrage du développement  
durable, cependant elle ne peut s’échapper de certains effets  
négatives. 
 Les impacts sociaux  
. D’une part, le travail en connectivité permanente avec les 
outils digitaux augmente la perturbation, la pression mais aussi 
il génère une surcharge informationnelle pour les employés ce 
qui conduit à l’apparition du « technostress » (valenduc, 
2017). 
D’autre part, la transformation digitale participe à 
l’accroissement des inégalités salariales dans la mesure que 
l’industrie 4.0 nécessite une main d’œuvre hautement 
qualifiées qui peut s’adapter à l’utilisation de ces technologies 
digitales, au détriment des employés moins qualifiés et 
faiblement rémunérés (Degryse, 2016). Dans le même 
contexte, la robotisation a fini par substituer le capital humain 
dans plusieurs taches de travail ce qui s’est répercuté sur 
l’augmentation du chômage mais aussi sur les liens sociaux au 
milieu du travail. 
 Les impacts environnementaux : 
Certes la digitalisation et l’écologie présentent des 
convergences, néanmoins ils s’opposent sur certains aspects. 
En effet, l’industrie 4.0 est jugée par certains auteurs (Pochet, 
2017) responsable du réchauffement climatique qui présente 
un grand risque pour l’environnement.  
D’une part malgré ses nombreux avantages, les technologies 
digitales continuent toujours à exploiter intensivement les 
ressources naturelles et énergétiques générant ainsi des 
déchets qui polluent l’environnement malgré les alternatifs 
envisagés en termes des énergies renouvelables. D’autres part, 
l’industrie 4.0 conduit à la déforestation et le déséquilibre de 
l’écosystème ce qui s’est répercuté négativement sur la santé 
humaine (olah et al, 2020). 
3  MODELE CONCEPTUEL ET METHDOLOGIE DE 
TRAVAIL :  
 3.1 Proposition d’un cadre conceptuel : 
Pour répondre à notre problématique de recherche, on s’est 
basé sur un nombre important de travaux de recherche qui se 
sont penchés sur l’évaluation de la logistique durable et la 
digitalisation durable. 
Ainsi pour concevoir notre modèle de recherche et afin 
d’obtenir une approche holistique, on s’est appuyé dans un 
premier temps sur le modèle proposé par Baumann(2011) qui 
porte sur l’intégration du développement durable dans chaque 
processus de la chaine logistique et l’évaluation de son  impact 
sur la performance globale. Pour compléter notre modèle de 
recherche, on s’est inspiré des modèles de : (Olah et al ,2020), 
(Bhat et Jõudu, 2019) et  (Büyüközkan et Göçer, 2018) qui 
examinent les impacts des technologies digitales dans une 





























Figure 1. La structure de notre modèle  conceptuel  
 
Nous pouvons déduire de ce modèle conceptuel plusieurs           
propositions de recherches auxquels nous allons les traiter 
dans le secteur halio-industrielle. 
 
 Niveau institutionnel : 
Proposition 1 : la pression émanant des parties prenantes 
influence positivement sur l’adoption de la digitalisation dans 
une chaine logistique. 
 Niveau organisationnel :  
Proposition 2 : les caractéristiques structurelles de l’entreprise 
influencent sur l’adoption et la performance de la soutenabilité 
digitale. 
Proposition 3 : le degré d’implémentation des pratiques 
durables influence sur la performance d’une chaine logistique 
digitale. 
 Niveau technologique :  
Proposition 4 : l’implémentation de la digitalisation influence 
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3.2   Contexte de l’étude : 
Le Maroc s’est engagé dans la démarche de développement 
durable depuis 2017, par la mise en place de la stratégie 
Nationale de développement durable (SNDD)  
 
Toutefois, le Maroc n’est pas seulement confronté à des 
problèmes de durabilité mais aussi à la révolution 
technologique en matière de digitalisation (de Man et 
Strandhagen, 2017). 
Dans la région de Souss Massa, le secteur de pêche constitue 
un levier majeur du développement. Cependant il est face à 







































Figure  2. le management durable de la chaîne logistique de la 
filière halio-industrielle (adapté de Preuss(2005), Bhat et 





3.3  Test du model conceptuel dans le secteur halio-
industriel 
En vue de tester ces propositions, nous avons mené une 
étude exploratoire dans le secteur halio-industriel qui reste 
encore peu exploité à travers la réalisation des entretien semi -
directive auprès des acteurs de la chaine logistique.  
Proposition 1 : la pression émanant des parties prenantes 
influence positivement sur l’adoption de la digitalisation dans 
une chaine logistique. 
Les parties prenantes représentés par le ministère de pêche 
et l’INRH obligent les bateaux de s’équiper de la nouvelle 
technologie digitale qui est représenté par le VMS. Il s’agit 
d’un système de surveillance par satellite qui fournie des 
informations sur la position, le parcours et la vitesse des 
navires. Cette technologie a permis de garantir une pêche 
responsable en matière du respect des périodes de repos 
biologique, mais aussi de détecter les pêches illicites et non 
réglementaires (INN). En 2015 le ministère de pêche a déclaré 
202 procès verbale d’infraction à l’INN contre les bateaux, et 
ce grâce au contrôle de VMS. 
En plus cette technologie a permis d’avoir une base de 
données sur les pêcheries et le nombre de bateaux existant 
dans chaque pêcherie ainsi que d’avoir des prévisions sur les 
quantités de tonnage des espèces en mer ce qui va permettre 
de mieux préserver les ressources halieutiques. 
Proposition 2 : les caractéristiques structurelles de 
l’entreprise influencent sur l’adoption et la performance de la 
soutenabilité digitale. 
Force est de constater que les caractéristiques structurelles 
comme la taille de l’entreprise, sa position dans la chaine 
logistique, ses certifications impactent sur l’engagement de 
l’entreprise dans des actions et pratiques de développement 
durable. En effet, plus la taille de l’organisme est important 
plus son engagement dans le développement durable est fort  
Aussi nous avons déduit que les parties prenantes sont les 
plus engagés dans une stratégie de développement durable. 
Au-delà de ce premier constat, d’autres résultats 
complémentaires émergent de cette étude. En premier lieu, les 
organismes les plus structurés sont les plus soucieux à mettre 
en place des innovations technologiques comme outil d’aide 
pour le déploiement des actions durables. En deuxième lieu les 
parties prenantes représentés par le ministère de pêche et 
l’ONP ont instauré un système de digitalisation en faveur des 
acteurs de la chaine logistique agro-halieutique(SAMACNA), 
dans le but de renforcer le contrôle du produit halieutique et de 
répondre aux exigence de développement durable en terme de 
lutte contre pêche illicite.  
 Proposition 3 : le degré d’implémentation des pratiques 
durables influence sur la performance d’une chaine logistique 
digitale. 
Dans le secteur de pêche, on constate que plus l’entreprise 
est engagée dans une démarche de développement durable, 
plus son adoption à des innovations digitales est important. 
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En effet, la digitalisation constitue une solution et 
opportunité pour les entreprises pour atteindre leur objectif de 
durabilité. à cet égard, il est intéressant d’observer que certains 
bateaux dans leur approche de valorisation de leur pêche, 
peuvent se servir des solutions digitales pour la sélectivité du 
poisson en mer. Il s’agit des capteurs reliés à un logiciel 
comme MLD(système de direction des chaluts), ces logiciels 
fournissent des données sur le type et la quantité existante 
dans cette zone et permet de réduire ainsi le nombre des rejets 
et le refoulement des juvéniles. 
Au-delà de ce premier constat, des autres actions émergent 
au niveau de la logistique interne. En effet dans le souci de 
minimisation des déchets et l’optimisation des ressources 
halieutiques ainsi qu’énergétique, les usines peuvent 
automatiser certain processus de fabrication de la conserve de 
poisson. 
Proposition 4 : l’implémentation de la digitalisation 
influence sur la performance d’une chaine logistique durable. 
Le ministère de pêche a instauré un système de traçabilité 
tout au long de la chaine halio-industrielle, il s’agit du projet 
Samacna. Ce projet consiste à assurer la traçabilité numérique 
et la certification des produits halieutiques tout au long de la 
chaine logistique  depuis la déclaration de capture jusqu’à la 
distribution et l’exportation du produit halio-industriel. En 
effet, les agents de control du département de pêche maritime 
sont équipés par un terminal de saisie mobile (Personal digital 
assistant :PDA) pour saisir les données  de la déclaration de 
capture(DC) et octroyer une étiquette de DC au profit des 
bateaux. L’office national des pêches procède à la lecture 
optique du code QR sur l’étiquette pour accéder aux données 
numériques de la DC. Bien évidement grâce à la digitalisation 
toute la procédure de commercialisation dans la halle est 
informatisé : l’identification du poisson, la criée et aussi 
l’adjudication. Tous ces transactions sont stockés et traité dans 
le big data et le cloud computing de l’ONP puis transférées 
dans le big data du ministère de pêche.  
La digitalisation constitue un vrai exploit pour l’ONP et le 
ministère de pêche. Au niveau social, la digitalisation a facilité 
la tâche de commercialisation pour les employés de l’ONP et 
rassurer le consommateur sur l’origine de poisson grâce au 
système de traçabilité. Au niveau économique, elle a procuré 
un gain de temps considérable et une efficacité dans la 
procédure de commercialisation du poisson. Au niveau 
environnemental, elle a permis de rétrécir la durée 
d’exposition du poisson et de contribuer ainsi de préserver la 
qualité du poisson. 
Au niveau de la logistique interne, on constate que dans la 
filiére de halio-industrielle certain industriels ont automatisé 
les ligne de production comme l’étalage, l’éviscération, le 
sertissage et le dosage du sel. De plus ces unités disposent des 
stations de traitement des eaux rejetés automatisés qui protège 
l’environnement. Ces solutions innovantes et digitales ont 
permis d’accroitre la performance de ces usines en terme 
d’amélioration de l’ergonomie de travail, d’optimisation des 
ressources et des énergies et le maintien de la qualité mais 
aussi en terme d’optimisation des coûts. 
Ces dispositifs contribuent à l’amélioration de la 
compétitivité des acteurs de la filiére halio-industrielle. 
4  CONCLUSION  
Suite à la révolution industrielle 4.0 , les acteurs de la 
chaine logistique sont confrontés à de nombreux défis pour 
rester compétitifs. Toutefois un défi supplémentaire s’ajoute 
c’est de suivre le contexte mondial en termes de digitalisation 
tout en respectant les exigences du développement durable. La 
digitalisation constitue une vraie opportunité pour un avenir 
durable de la supply chain management. 
La principale contribution de ce travail est d’analyser 
l’impact des innovations digitales sur la durabilité de la chaine 
logistique et sur sa performance. Ainsi de développer un 
modèle de référence pour l’évaluation de la performance 
globale permettant d’accompagner les acteurs de la chaine 
logistique de la filière halio-industrielle dans la déclinaison de 
leur démarche de développement durable. 
Les résultats obtenus  lors de l’étude exploratoire auprès 
des acteurs de la chaîne logistique halio-industrielle peuvent 
aboutir à des perspectives intéressantes. Nous envisageons 
mener une étude empirique qui va nous permettre de 
transposer notre modèle de recherche dans ce secteur. Et ce 
afin de mettre à la disposition des chefs d’entreprise un 
modèle opérationnel qui va leur permettre d’évaluer leur 
démarche de développement durable. 
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ABSTRACT: Product customization is considered as the widespread strategy for the actual market trend oriented 
toward customer focus. In this field, mass customization sights mainly to emerge economy of scale and economy of 
scope in order to integrate mass production principles with customization abilities. This research views the 
collaborative management approach by developing an integrated procurement, production and distribution mixed 
integer linear programming (MILP) model for a multi-echelon and multi-site supply chain, the corresponding 
resolution is performed with an exact method. The studied supply chain consists of leaders and followers relationships 
as follows, (a) customers: Original Equipment Manufacturers (OEMs) identified as leaders and (b) first-tier suppliers: 
customized products manufacturers (c) second-tier suppliers: raw material suppliers, identified as followers. Using this 
MILP, the operations decision-making is focused on the first-tier suppliers, an optimal solution is achieved so as to 
satisfy the customized demands from the leaders considering the specific characteristics of mass customization 
environment for the internal and external constraints through the supply chain. The illustration of the model is 
performed with an example from the automotive industry in addition to a sensitivity analysis to highlight the 
interdependence between some key parameters and provide managerial insights. 
 
KEYWORDS: Multi echelon supply chain, integrated supply chain, mass customization, product variety, mixed 
integer linear programming (MILP) 
 
1 INTRODUCTION 
The market environment change toward customer focus 
boasts firms to enhance product customization abilities 
to remain competitive while improving market share. In 
fact, consumer preferences rise up product variety level 
so that product features can fit the highlighted require-
ments. From supply chain standpoint, it could be per-
ceived as a substantial shift from mass production to 
mass customization (MC) endeavor. While multiple def-
inition of MC are proposed in the literature, the main 
understanding is the ability to provide customized prod-
ucts for a mass market (Coletti et Aichner, 2011; Davis, 
1990; Pine, 1993). (Candelo, 2019) provided the new 
market characteristics that promote the switch from mass 
production to mass customization argued by three main 
factors of change, namely, the limits of mass production 
process which requires stable inputs, reduction of market 
homogeneity and demand instability, these elements 
depict the fundamental of the economy of scale. There-
upon, the supply chain as a network should encompass 
the organizational enablers to successfully establish the 
interrelated processes of production planning and inven-
tory control as well as logistics and distribution (Ballou, 
2007). In fact, mass customization is perceived as an 
operations management perspective due to its impact on 
the adopted organizational strategies through the supply 
chain, for example, the rapid and effective integration to 
record customer requirements and production launch 
considering delivery time window in addition to the ne-
cessity of building a strong customer relationship with 
customer-supplier framework for the interactions across 
supply chain actors (Selladurai, 2004). Basically, the 
adopted customer involvement level in the supply chain 
which is well known as the customer order decoupling 
point (CODP) is the principal trigger of the supply chain 
design for downstream and upstream processes in order 
to drive value chain stages, namely, design, fabrication, 
assembly and distribution. The concept is to delay trans-
formation processes as much as possible until customer 
orders are known. The increased level of customer inte-
gration moves the CODP to upstream positions to dump 
speculation activities on products manufacturing (Budi-
man et Rau, 2019; Yang et Burns, 2003). Therefore, the 
adopted postponement strategy by the supply chain high-
lights the forecast and order-driven attributes while the 
main purpose is to ensure cost efficiency and customer 
service level. Moreover, modularity practices for product 
development is considered as a core structure design to 
enhance mass customization strategy (Tu et al., 2004). It 
is worth mentioning that postponement and modulariza-
tion approaches emphasize achieving the desired busi-
ness process of scale and scope as modularity contributes 
for postponement implementation (Mikkola et Skjøtt-
Larsen, 2004). As stated by (Blecker & Abdelkafi, 
2006), mass customization adoption come through the 
assessment of some critical implementation factors, 
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namely, (a) customer demand for customized products 
(b) market turbulence (c) supply chain readiness (d) 
knowledge driven organization. The prevailing statement 
is to ensure firms’ capability fulfilment as the implemen-
tation necessitates a substantial supply chain actors’ 
alignment to concur the strategic mass customization 
objectives. Towards that end, supply chain configuration 
should be addressed with an integrated business process 
to encompass the generated operations policies. For in-
stance, to cope with manufacturing uncertainties, make 
to order policy is perceived as a suitable process to pre-
serve the customer value perception on product devel-
opment.  The supply chain planning with pull system 
reveals a dynamic capability from management perspec-
tive where integration abilities enhance information and 
physical flows across partners according to the required 
reliability level through upstream and downstream pro-
cessing capability. As stated by (Liu et Deitz, 2011), the 
literature on mass customization and supply chain man-
agement recognized two value creation management 
competences that should impact the required capability 
which are customer focused product design and supplier 
lead-time reduction. It reflects a major fields to sustain 
the corresponding planning system approach. (Xu et al., 
2017) proposed a decision support model to sustain the 
economy of scale and scope within mass customization 
context, the constructed quantitative model allows deci-
sion makers to drive the balance between customers’ 
preferences and operational cost. 
The supply chain stakeholders need to adhere within 
collaboration framework in order to drive the cost per-
formance balance through multiple fields. For instance, 
resources cost efficiency (e.g. inventory, manufacturing), 
customer service level and internal operations’ flexibility 
to deal with changing environment. In fact, this necessity 
arises from the interdependency between actors for dif-
ferent patterns where standalone positions will hinder 
performance. The resulted coordination mechanism at-
tributes aims to foresee decision-making process to en-
hance the value chain within a high volatile market envi-
ronment (Jin et al., 2019). One approach widely adopted 
is supply chain integration of different planning process-
es such as production, storage and distribution. (Masoud 
et Mason, 2016) proposed an integrated production and 
transportation planning problem in the automotive indus-
try for the operational level, the resolution process is 
formulated with hybrid simulated annealing algorithm 
employing a constructive heuristic and an effective en-
coding-decoding strategy. (Rafiei et al., 2018) formulat-
ed a four-echelon supply chain for an integrated produc-
tion-distribution planning problem, two mixed integer 
linear programming models have been investigated ac-
cording to no competitive and competitive market, and 
the elastic constraint method is applied as a resolution 
approach. (Pasandideh et al., 2015) pointed out the stra-
tegic, tactical and planning decision making model for a 
supply chain network in order to determine, respectively, 
the number and locations of warehouses, transportation 
channels assigning in addition to production manage-
ment. For this field, a bi-objective mixed-integer non-
linear mathematical formulation has been proposed and 
solved with non-dominated sorting genetic algorithm and 
non-dominated ranking genetic algorithm. (Touil et al., 
2019) addressed a mixed integer linear programming 
model for an integrated production and distribution prob-
lem considering different uncertainty sources. The credi-
bility theory is carried out for a constructive framework 
to cope with uncertainties and the extreme cases of the 
optimistic and pessimistic criteria are handled with Hur-
wicz criterion which attempts to drive a balance in order 
to maximize profit. 
To the best of our knowledge, there is a lack of mass 
customization studies with the perspective of an inte-
grated supply chain mathematical modeling through 
MILP formulation. This paper aims to fill this gap and 
propose a MILP formulation for modeling a multi-
echelon, multi-site integrated procurement, production 
and distribution supply chain within mass customization 
environment while minimizing the total cost. The tactical 
decision planning architecture is adopted to draw the 
root assumptions classes. The motivation of this study 
arises from first-tier suppliers’ interactions with main 
contractors within demand driven supply chain. The il-
lustration of the empirical application from industrial 
case is the leader and followers dyadic relationships 
across the automotive industry. The integration aspect 
sights to evolve the dynamic capability underpinning for 
mass customization enablers outlined mainly through 
product design with modularity concepts as well as post-
ponement and the corresponding CODP in order to ad-
dress a triggered supply chain according to make to order 
production policy. 
The remainder of this paper is organized as follows. Sec-
tion 2 provides the model formulation and the adopted 
assumptions. Section 3 presents the case study in addi-
tion to the results of the computational experiments. A 
sensitivity analysis with managerial insights is consid-
ered in section 4, followed by the conclusion in section 
5. 
2 MODEL FORMULATION 
The supply chain being studied in this paper is a multi-
echelon, multi-site integrated procurement, production 
and distribution at tactical decision-making level, the 
automotive industry is considered as an illustration. The 
multi-echelon supply chain architecture is (a) customers: 
OEMs (b) first-tier suppliers: wiring harnesses manufac-
turers (c) second-tier suppliers: raw material suppliers, as 




Figure 1: Supply chain structure 
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The provided demand information with customized or-
ders are transferred from OEMs to the first-tier suppliers 
as well as the agreed capacity level between different 
stakeholders. In the studied case, customer involvement 
(i.e. CODP) occurs at product features definition level 
with configurator tools as example, the corresponding 
position of customization degree is known as customized 
standardization (Um et al., 2017). The OEMs propose a 
set of options for a vehicle model while customers afford 
the ability to customize their cars to fit their own needs. 
Whereby, product modularity approach is applied, the 
assignment is based on basic modules to include com-
mon elements and optional modules for preferences as 




Figure 2: Modular product 
 
In the studied case, the option preferences are addressed 
through penetration rate shared previously by customers 
(i.e. OEMS) to assess the percentage of products (i.e. 
wire harnesses) that will include this option. The post-
ponement level is carried out with make to order mode 
triggered by confirmed orders reception. As the focus of 
this supply chain is on the first-tier suppliers operations, 
the heterogeneous lead times from their different raw 
material suppliers have an important leverage on produc-
tion function. Thus, the procurement system is based on 
the previously shared forecasts from OEMs. Therefore, 
production and procurement systems are based respec-
tively on confirmed and forecasted demand. The product 
storage capacity for the first-tier suppliers has a limited 
behavior, the main storage locations are the advanced 
warehouses placed generally close to OEMs. Thus, sup-
plier logistic window (i.e. between first-tier suppliers 
and OEMs) addresses three main timeframe stages as 
described in figure 3 (i.e. total time in manufacturing 
sites, total transport time, safety stock).  
 
 
Figure 3: Mass customization logistic window 
 
The key figure outlines that in spite of disruptions, it is 
mandatory to preserve just in sequence deliveries (i.e. 
according to make to order), which led to highly cost 
expected solutions (e.g. premium freight). The men-
tioned finish good safety stock provides a restricted 
buffer level. The adopted model assumptions are pre-
sented as follows: 
Model assumptions: 
 
• Customer demands are handled by confirmed and 
forecasted demands 
• Customized demands approach is ensured by serial 
numbers for each product. Each serial number represents 
the product content in terms of the chosen modules by 
the customer (figure 2). The total number of the series 
depend on the received demand for each product at each 
period 
• Products inventory holding cost are set independent-
ly of their content in terms of modules 
• The manufacturing sites have a limited production 
and storage capacities 
• Production shortage in manufacturing sites can hap-
pen with backorders form, lost sales are not allowed 
• The advanced warehouses charge an inventory hold-
ing cost to manufacturing sites 
• Product storage capacity at the advanced ware-
houses is limited for each sites. However, an overstock 
can be adopted with penalty cost 
• Raw material inventory management is performed 
with (s,S) policy 
• Transportation is outsourced, there is not limit for 
vehicles availability between nodes while vehicles’ ca-
pacity is considered  
• Uncertainty on the received raw material quantity 
and the delivered products is not considered 
 
The following list presents the model notation including 
indexes, parameters and decision variables. 
 
Indexes and sets 
 
 Set of time period 
 Set of customers (OEM) 
 Set of manufacturing sites 
 Set of advanced warehouses (AW) 
 Set of product families 
 Set of serial numbers 
 Set of modules 
 Set of raw material 





 Real demand of product p received 
from customer o to the site e in period t
 
 
Forecasted demand of product p re-
ceived from customer o to the site e in 
period t 
 Minimum demand quantity contracted 
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with customer o and the site e of prod-
uct p in period t 
 Penetration rate of the module m 
 Auxiliary parameter = 1 to activate the 
serial number s of the forecasted de-
mand of product p of the customer o 
for the site e at period t 
 
 
Auxiliary parameter = 1 to activate the 
module m that belongs to the serial 
number s of the forecasted demand of 
product p of the customer o for the site 
e at period t 
 Auxiliary parameter = 1 to activate the 
serial number s of the real demand of 
product p of the customer o for the site 
e at period t 
 Auxiliary parameter = 1 to activate the 
module m that belongs to the serial 
number s of the real demand of product 






Initial backorder level at the site e of 
product p with serial number s of the 
customer o 
 Backorder cost at the site e of the prod-
uct p with serial number s of the cus-
tomer o at the period t 
 
 
Inventory holding cost at the site e of 
product p of the customer o in period t  
 Initial inventory level in the site e of 
product p of the customer o  
 Maximum storage capacity at the site e 
of product p of the customer o in the 
period t 
 Maximum production capacity at the 
site e of product p of the customer o in 
the period t 
 Minimum production capacity at the site 
e of product p of the customer o in the 
period t 




 Purchase price of component c  




Minimum contracted demand between supplier 
f and the site e for raw material c 
 Maximum contracted demand between supplier 
f and the site e for raw material c 
 
 
Parameter = 1, if replenishment from supplier f 
to the site e of raw material c in period t is al-
lowed and 0 otherwise  
 The needed quantity of raw material c in mod-
ule m (Bill of material) 






Inventory holding cost at the advanced 
warehouse v of product p of the customer o 
in period t  
 Initial inventory level at the advanced ware-
house v of product p of the customer o  
 Penalty cost of excess inventory at the ad-
vanced warehouse v of product p of cus-
tomer o in period t 
 Vehicle load capacity from the site e to the 
advanced warehouse v  
 Maximum contracted capacity at the ad-
vanced warehouse v for the product p of the 
customer o at period t 
 Vehicle load capacity from the advanced 
warehouse v to the customer o 
 
 
Vehicle trip cost from the site e to the ad-
vanced warehouse v in period t  
 Vehicle trip cost from the advanced ware-








 Total produced quantity in the site e of 
product p with serial number s for the cus-
tomer o in period t 
 Binary variable, =1 if the serial number s 
of the product p of the customer o is pro-
duced in the site e at the period t to fulfill 
the real demand, 0 otherwise 
 
 
Binary variable, =1 if the serial number s 
of the product p of the customer o is pro-
duced in the site e at the period t to fulfill 
the generated backorder, 0 otherwise 
 Binary variable, =1 if the serial number s 
of the product p of customer o is 




Inventory level in the site e of product p of 
the customer o in period t 
 Consumption level of the raw material c in 
the site e at period t from the produced 
quantity to satisfy demand 
 Consumption level of the raw material c in 
the site e at period t from the produced 
quantity to satisfy backorders 
 Total consumption level of the raw materi-





Inventory level in the site e of component c 
at the period t 
 
Purchased quantity by the site e of raw ma-
terial c from supplier f in period t 
Required quantity assessment of raw mate-
rial c for the site e in period t 
690
MOSIM’20 – November 12-14, 2020 - Agadir - Morocco
 Net required quantity to purchase of raw 
material c by the site e in period t 
 
  Distribution 
 
 
Inventory level of product p of the cus-
tomer o in period t at the advanced ware-
house v 
 Shipping quantity of product p from the 
advanced warehouse v to the customer o in 
period t 
 
Shipping quantity of product p of the cus-
tomer o from the site e to the advanced 
warehouse v in period t 
 
Number of vehicle trips from the site e to 
the advanced warehouse v in period t 
 Number of vehicle trips from the advanced 
warehouse v  to the customer o in period t 
 
The exceeded storage level at the advanced 
warehouse v of product p of the customer 
o in period t  
 Binary variable, =1 if there is no storage 
excess at the advanced warehouse v of 
product p of the customer o in period t, 0 
otherwise 
 Auxiliary variable for maximum function 
linearization  
 
Using the previously notation, the MILP model is pre-




The main objective of the proposed model is to minimize 
the total cost of the supply chain simultaneously. It in-
cludes various cost elements as shown in the objective 
function (1), each component is defined from (2) to (10) 
to highlight the cost of production, raw material holding 
cost, product inventory holding cost in the manufactur-
ing sites, product inventory holding cost at the advanced 
warehouses, the penalty cost of the overstock at the ad-
vanced warehouses, procurement cost of raw materials, 






























In order to fulfill customers’ demand on each manufac-
turing site, constraint 11 represents the total production 
 which is performed by two parts.  
denotes production to cover the real demands (i.e. con-
firmed demand), while  represents the ful-
fillment of the previously generated backorders, in the 




                                                          (12) 
 
Constraint 13 defines the backordered products and 
those to produce. This definition is established from the 
received demand which is expressed by serial numbers 
for each product family (i.e. define the serial numbers to 
produce or to backorder for an upcoming production): 
                      (13)                        
 
Constraint 14 ensures the production capacity of each 
manufacturing sites: 
                                          (14) 
 
Constraint 15 holds the backorder hurdle that should be 
less than a defined percentage δ from the confirmed de-
mand during each period: 





MOSIM’20 – November 12-14, 2020 - Agadir - Morocco
In order to handle the production of backorders, con-
straint 16 aims to settle it during two periods. Thus, the 
backordered serial numbers could be produced at either 
t+1 or t+2. Constraint 17 defines the maximum threshold 
of backorders production. Constraint 18 and 19 aim to 
define the backorder treatment during the last period, it 
has been set to 0 while ensuring the complete production 
of the generated backorders at the period T-1. At last, as 
stated by constraint 20, the total generated backorders 
over the horizon have to be produced completely. 
                                 (16) 
 
                                     (17) 
 
   (18) 
                                         (19) 
 
 
            (20) 
 
Constraint 21 illustrates production and distribution de-
cisions of the manufactured products for each site 
through the inventory balance flow. It is given by the 
inventory from the last period plus the realized produc-




             (21) 
Constraint 22 shows that product’s storage capacity in 
the manufacturing sites has a limited threshold: 
 
Distribution 
Constraint 23 calculates the number of vehicle trips from 
each manufacturing site to the advanced warehouses at 
every time period based on vehicles’ capacity: 
 
 
Constraint 24 conserves the flow at the advanced ware-
houses. It indicates the available inventory of product 
families in each period, which is the reported inventory 
from the previous period plus the received quantity from 




Constraint 25 outlines the restricted minimum quantity 
to be delivered to customers for each period. Moreover, 
constraint 26 describes the number of vehicle trips from 
the advanced warehouses to customers at every time 






Constraint 27 shows that there is a safety stock (i.e. buff-
er) level to maintain at the advanced warehouses, it is 
established according to a percentage from the confirmed 
demand presented here by β: 
                                     (27) 
 
As discussed previously, to express the inventory level 
agreement between manufacturing sites and the ad-
vanced warehouses, the overstock from the contracted 
limit is accepted. Though, a penalty cost is applied for 
the additional volume. Constraint 28 highlights the dif-
ference between the inventory level and the maximum 
contracted capacity: 
                (28) 
 
 
In order to cope with the nonlinearity generated by the 
previous maximum function, constraints 29, 30, and 31 
are added to the mathematical model: 
 
                                  (29) 
 
 
            (30) 
 
 
                                       (31) 
 
Procurement 
Constraint 32 ensures the balance equation of raw mate-
rial inventory in manufacturing sites. It is equal to the 
inventory level from the previous period plus the re-
ceived quantity from raw material suppliers in period t 
minus the consumed quantity in the sites: 
 
         (32) 
 
 
In order to assess the raw material consumption, 
constraints 33 and 34 aim to determine the consumed 
level depicted from production structure (i.e. demand 
and backorders fulfilment) using the consumption 
coefficient of each module. Constraint 35 comes to add 














                                     (35) 
 
Constraint 36 calculates the required quantity for each 
raw material based on the forecasted demand. After-
wards, constraint 37 aims  to define the net required 






                                    (37) 
 
Constraints 38 and 39 control the purchased quantity 
based on the net required quantity assessment or the 
minimum contracted level contracted with raw material 
suppliers. The policy of the replenishment frequency 
contracted with suppliers is controlled by the parameter 
. It is outlined by a binary matrix while the pur-
chased quantity variable is activated when it has a true 
value (i.e. =1). Constraint 40 enforces the activa-
tion of the purchased quantity variable according to the 
matrix value: 
                                    (38) 
 
                                  (39) 
 
                                           (40) 
 
The raw material supply capacity is represented by con-
straint 41: 
 
                                                 (41) 
 
Furthermore, the inventory control is performed consid-
ering a safety stock level for each raw material. In fact, 
(Hernandez-Ruiz et al., 2016) proposed an evaluation 
development to cope with demand variability for modu-
lar product structure based on normal distribution of de-
mand in addition to their independency. Constraint 42 
represents the adopted expression for the studied case 
where K reflects a safety factor, t is the inverse cumula-
tive normal distribution coefficient for a target service 
level highlighting the decision makers’ willingness to 
cope with demand variability: 
 
 
3 NUMERICAL RESULTS 
In this section, a numerical experiment is conducted to 
validate the proposed model and illustrate its application. 
The considered example consists of 3 customers, 3 man-
ufacturing sites, 3 advanced warehouses and 6 product 
families with a cluster of 102 modules. The bill of mate-
rial structure of all modules includes a set of 670 raw 
material. The stakeholders’ linkage in addition to prod-
ucts and modules assignment are presented in table 1. 
Real and forecasted demands are computed according to 
the normal distribution while optional module prefer-
ences are generated with the uniform distribution. After a 
defined level of customer demand for each product and 
each period, a corresponding number of series is gener-
ated accordingly which is a substantial contribution for 
mass customization context in order to ensure the tracea-
bility of the customized demand. The optional modules 
affectation to these series depends on their penetration 
rate. The model planning horizon is assumed to be 10 
periods. Due to different possible configurations, the 
product inventory holding cost at different locations has 
been set to an average cost. The initial level of 
backorders and product inventory is set to zero. Besides, 
the transportation cost between the partners is considered 
as a fixed one. According to the raw material safety 
stock to ensure at the first-tier suppliers, the correspond-
ing customer service level in this study has been set to 
95% which gives K=1,65. Furthermore, the raw material 
purchase costs have been generated randomly between 
0,05 and 12. Subsequently, they are used to define the 
modules’ costs according to their bill of materials. Table 
2 provides a summary of numerical input data.  
The resolution is performed with exact approach. The 
model is programmed and solved with GAMS 
22.5/CPLEX 12.2 optimization software and all numeri-
cal experiments are processed with a Core i5 2.49 GHz 
computer with 8 GB RAM. The presented data set pro-
vides feasible solution after a runtime of 2,29 min. Table 
3 presents the generated real demand. The total of the 
backordered serial numbers for each product is presented 
in table 4. Table 5 presents a detailed example of the 
backordered serial numbers for product p4 in the period 
t=7 for the site e =2. The tables 6,7,8 provide a summary 
of the numerical results for the production quantity for 
each product, the product inventory level at the advanced 
warehouses and the corresponding excess perceived dur-
ing each period. The cost structure of the resolution sta-
tus is presented in figure 4. 
As a global analysis of the results, for instance, the final 
product flow, it could be perceived that in spite of adopt-
ing a maximum hurdle inventory at the plants, the model 
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This status is also triggered by the applied inventory 
holding costs’ parameters, where the cost at the plants 
( ) is greater than the one at the advanced ware-
houses (  ). Moreover, we can recognize that 
products inventory cost at the plants is nil which repre-
sents the model orientation to foster deliveries to the 








Product Range of Modules Basic Module 
o1 e1 v1 
p1 M01 -> M17 M01 
p2 M18 -> M35 M18 
o2 e2 v2 
p3 M36 -> M53 M36 
p4 M54 -> M71 M54 
o3 e3 v3 
p5 M72 -> M89 M72 
p6 M90 -> M102 M90 
 
Table 1: Affectations of OEMs
  
Parameters 
Parameter Value range Parameter Value range 
N(300;50)  500 
N(300;50)  U(150;180) 
 U(1000;1100)  150 
 U(0,05;12)  U(0,05;0,9) 
 U (500;700)  U (45000;55000) 
 5  1 
 4  200 
 10 0 
100    0 
0  50 
 50  500 
 150  50 
 50  150 
 [1,2,3] - - 
Table 2 : Model parameters 
 
   t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 
o1 e1 p1 303,55 293,86 211,97 299,94 284,23 285,27 243,37 238,78 297,18 307,34 
o1 e1 p2 269,76 364,70 290,28 338,88 271,65 317,55 268,37 305,43 175,92 324,97 
o2 e2 p3 330,10 235,95 264,66 223,80 288,81 247,15 230,03 223,01 254,25 270,22 
o2 e2 p4 264,17 291,69 258,53 287,91 270,92 249,10 254,03 311,45 300,77 269,33 
o3 e3 p5 374,51 382,91 213,48 359,20 401,02 303,70 251,31 322,42 303,38 246,81 
o3 e3 p6 334,82 354,86 268,70 253,28 236,67 336,57 310,81 280,92 242,67 289,21 
Table 3 : Confirmed demand   
       
    t7 
o2 e2 p4 s35 1 
o2 e2 p4 s41 1 
o2 e2 p4 s42 1 
o2 e2 p4 s43 1 
o2 e2 p4 s44 1 
o2 e2 p4 s45 1 
o2 e2 p4 s46 1 
  
Table 4 : Total backorders for each product from    Table 5: Example of backordered serial numbers  
   t2 t4 t6 t7 t8 
o1 e1 p1 28 14 24 
o1 e1 p2 30 26 30 
o2 e2 p3 5 22 
o2 e2 p4 7 31 
o3 e3 p5 30 30 3 20 
o3 e3 p6 30 10 14 
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   t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 
o1 e1 p1 303 265 211 299 284 271 219 238 297 307 
o1 e1 p2 269 364 290 308 271 317 242 275 175 324 
o2 e2 p3 330 235 264 223 288 247 225 201 254 270 
o2 e2 p4 264 291 258 287 270 249 247 280 300 269 
o3 e3 p5 374 352 213 359 401 273 248 302 303 246 
o3 e3 p6 334 354 268 253 236 306 300 266 242 289 
Table 6 : Total produced quantity to satisfy demand from  
   t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 
o1 v1 p1 60,71 58,77 42,39 59,99 56,85 57,05 48,67 47,76 59,44 61,47 
o1 v1 p2 53,95 72,94 58,06 67,78 54,33 63,51 53,67 61,09 35,18 64,99 
o2 v2 p3 66,02 47,19 52,93 44,76 57,76 49,43 46,01 44,60 50,85 54,04 
o2 v2 p4 52,83 58,34 51,71 57,58 54,18 49,82 50,81 62,29 60,15 53,87 
o3 v3 p5 74,90 76,58 42,70 71,84 80,20 60,74 50,26 64,48 60,68 49,36 
o3 v3 p6 66,96 70,97 53,74 50,66 47,33 67,31 62,16 56,18 48,53 57,84 
Table 7 : Inventory level at the advanced warehouse  
   t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 
o1 v1 p1 10,71 8,77 9,99 6,85 7,05 9,44 11,47 
o1 v1 p2 3,95 22,94 8,06 17,78 4,33 13,51 3,67 11,09 14,99 
o2 v2 p3 16,02 2,93 7,76 0,85 4,04 
o2 v2 p4 2,83 8,34 1,71 7,58 4,18 0,81 12,29 10,15 3,87 
o3 v3 p5 24,90 26,58 21,84 30,20 10,74 0,26 14,48 10,68 
o3 v3 p6 16,96 20,97 3,74 0,66 17,31 12,16 6,18 7,84 
Table 8 : Excess inventory at the advanced warehouse  
 
Figure 4: Objective function-Cost summary 
4 SENSITIVITY ANALYSIS AND 
MANAGERIAL INSIGHTS 
In order to explore the quality of the proposed solutions, 
a sensitivity analysis is performed for some key parame-
ters from the initial nominal value. The improvement of 
the given right-hand side (RHS) input data highlights a 
deep correlation with decision-making process, for in-
stance, those related to capital investment or manpower 
decisions for the capacity allocation provided in the 
model by . Therefore, a local sensitivity analysis 
according to the one-at-a-time method (OAT) is carried 
out through 3 scenarios while decreasing the upper 
bound region in order to analyze the optimality resolu-
tion behavior of the model (Borgonovo et Plischke, 
2016). In fact, 3 instances have been launched with the 
same demand range while decreasing the capacity level. 
Table 9 describes the shifting percentage from the base 
case to the sensitivity case with the corresponding opti-
mality resolution status. Figure 5 presents the resulted 
influence for each instance on the objective function 
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which is kept slightly at the same level while decreasing 
maximum capacity allocation. 
 
Table 9 : Resolution status 
 
Figure 5: Maximum capacity cost impact 
 
Likewise, a combined variability of the input parameters 
related to raw material inventory management is imple-
mented. It is triggered by the resulted main level of the 
objective function presented previously. The considered 
parameters are the initial inventory level at each site, the 
minimum order quantity represented by the minimum 
supplier capacity as well as the contracted maximum 
capacity. The parameters’ sensitivity is measured in 
terms of their simultaneous impact on the optimality 
solution, the related parameter stability region would 
represent the suitable upper and lower bounds to be con-
sidered for the model. It is worth noting that there is de-
pendency between parameters, for example, customer 
demand impacts directly the adopted maximum and min-
imum capacities. Thus, as stated by (Yi Chaojue & Lu 
Ming, 2019), the sensitivity analysis is outlined with 
how a set of parameters called probe class can vary 
while another one known as control class is kept un-
changed. In this case, the probe class includes the chosen 
parameters (i.e. initial inventory level, minimum order 
quantity & maximum capacity), while the control class is 
defined by the forecasted demand  and the max-
imum production capacity for each site . From 
managerial standpoint, improving the bounds quality 
illustrates the related capacity threshold definition with 
raw material suppliers which is a considerable asset. 
Thus, 3 scenarios have been launched while improving 
the discussed bounds as  and  in addition to 
the initial level  as presented in table 10. As 
shown in figure 6, the objective function curve has been 
decreased to -16% for the second scenario, it is mainly 
related to the corresponding decrease behavior of raw 
material inventory (i.e. raw material purchased value and 
the inventory holding cost).  
   
The implementation of real world constraints coming 
from mass customization context into the quantitative 
modeling contributes to construct a deep understanding 
of the supply chain contracts across partners. While in-
cluding the dynamic behavior of the bill of materials 
coming from the customized products and the CODP 
positioning close to customers, the related capacity allo-
cation for different partners can be well defined consid-
ering the input demand level and the optimization lever-
age of the MILP formulation. Therefore, the resulted 
interrelation with maximum and minimum capacities to 
ensure can be well clarified. This status improves the 
win-win coordination for the overall actors with a close 
understanding of markets’ requirements. In addition, the 
numerical results highlight the global formulation as a 
system which can be adopted by managers to take plan-
ning decisions emanate from an appropriate framework, 
for instance, the inclusion of the continuous raw material 
assessment for an optimal stock planning considering 
modular product structure to accommodate replenish-




DRo,e,p,t   ̴ N(300;50) 
Scenario 1 Scenario 2 Scenario 3 
Decrease (%) -10% -20% -30% 
 * * * 
 * * * 
 
* * * 
Solving status Solved Solved Infeasible 
Table 10 : Parameters change and solving status 
 
Figure 6: Objective function cost split 
5 CONCLUSION 
The increasing importance of supply chain management 
has been recognized during time from practitioners and 
academics. Though, dealings with mass customization 
strategy according to value chain management perspec-
tive has not been sufficiently reported. In this paper, the 
supply chain fundamental framework has been drawn 
asserting mass customization enablers. The study devel-
DRo,e,p,t   ̴ N(300;50) 
 -10% -20% -30% 
Solving status Solved Solved Infeasible 
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oped a MILP model for a multi-echelon, multi-site sup-
ply chain in order to catch up on the assumptions details 
of the problem depicted from an industrial application to 
outline stakeholders’ interactions and the related aspects. 
Accordingly, the model formulation is defined through a 
tactical decision level while integrating production, pro-
curement and distribution systems. In fact, a three eche-
lon supply chain has been illustrated from the automo-
tive industry according to leaders and followers partner-
ship. Furthermore, the demand driven process inferred 
from customization products highlights the correspond-
ing decoupling point while production activities are es-
tablished with make to order policies. Thus, to develop 
further the presented work towards application potential, 
testing the model with bigger sizes from real industrial 
cases is an interesting attempt to assess its resolution 
status according to exact methods. While approaching 
the extreme boundaries, a benchmark between metaheu-
ristics would support to define the best performing algo-
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ABSTRACT: To comply with the new challenges of sustainability, the industrial sector is revising its means of supply 
and production. This entails, for instance, optimizing energy consumption and costs at the operational level. In this vein, 
this research presents an Order Acceptance Scheduling problem (OAS) on a single machine under electricity time-of-use 
tariffs and taxed carbon emission periods. The objective is to maximize the total profit. This problem arises when a 
company decides to select and process a subset of orders only if it is possible within a predetermined time-window. 
Therefore, the number of possible schedules grow at a factorial rate. To tackle this NP-hard problem, two time-indexed 
formulations are provided. Finally, to assess the performance of the proposed models, a comparative analysis against a 
classical formulation is conducted. 
 
KEYWORDS: Energy, Order Acceptance Scheduling, Time-indexed formulation. 
 
1 INTRODUCTION 
For centuries, industry has been a vector for social and 
economic prosperity, shimmering an indefinite growth. 
Although, new concerns about environmental issues, such 
as resource depletion and greenhouse gases (GHG) emis-
sion, cast doubt upon this vision. According to the Inter-
national Energy Agency, the industrial sector accounted 
for more than a third of the energy used in the world in 
2017, which is responsible for climate changes and jeop-
ardizing social advances at the same time.  
 
Industry 4.0 – through the development of smart decision 
tools and the modernizing of equipment – allows a ra-
tional and an accountable response to the sustainability 
stakes, which aim at maintaining environmental, social 
and economic viability. At the strategic level, this is em-
bodied by Corporate Social Responsibility (CSR) that ad-
vocate for ethics and green sustainability from global ref-
erence frameworks. At the operational level, this includes 
optimizing energy consumption, costs and carbon foot-
print. To perform efficient demand management, energy 
suppliers developed preferential rate, designated as time-
of-use (TOU) tariffs, at specific times of the day. In the 
meantime, industrials must abide by the rules on regula-
tion of GHG emissions, which are reflected by the imple-
mentation of carbon emission taxes by governments. We 
can mention that the objectives for reducing GHG emis-
sions were reinforced at COP22 in Marrakesh, Morocco.  
 
In this context, we present two time-indexed models for 
the OAS problem with electricity TOU tariffs and taxed 
carbon emission periods. This research follows up the 
work of (Chen et al., 2019) which presented a disjunctive 
model. 
 
The paper is organised as follows. Section 2 includes a 
review on OAS problems and scheduling under electricity 
TOU tariffs. Section 3 states the problem and presents the 
solution approach. Section 4 features the resolution 
method. Section 5 presents the computational results. The 
last section concludes the paper and draws perspectives. 
2 STATE OF THE ART 
The standard OAS problem is a double-decision problem 
that consists in the selection and the sequencing of a sub-
set of orders – among  – with the objective to maximize 
the total profit. (Slotnick, 2011) proposes a literature re-
view on this topic, indicating that OAS are studied for 
both single and multi-machines systems and with various 
job characteristics such as preemption, release date or 
setup. These problems are generally known to be NP-hard 
as demonstrated in (Palakiti et al., 2019). At worst the 
number of possible schedules is , while in stand-
ard scheduling problems, all the orders are accepted and 
thus only  sequences – which are all the possible per-
mutations of  elements without repetition –  can be ob-
tained.  (Oğuz et al., 2010) address the OAS problem with 
release dates, setup times and time-related penalties using 
a disjunctive Mixed Integer Linear Program (MILP). For 
the same problem, (Cesaret et al., 2012) propose a Tabu 
Search and (Silva et al., 2018) provide an efficient arc-
time-indexed model. However, in the literature, time-in-
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Energy considerations are essential for both economic and 
environmental reasons. With energy prices increase, de-
manding specification and taxes, the operational level 
takes a crucial part in the efforts for sustainability. Pricing 
policies, especially TOU rate, are largely studied for sin-
gle and more complex systems. For instance, 
(Aghelinejad et al., 2018) exploit machine states mecha-
nism to minimize total energy costs – comprising idle, 
transition and processing energy – on a single machine 
with a predetermined sequence. The latter use an on/off 
time-indexed model. (Che et al., 2016) formulate a time-
indexed MILP and designed a greedy heuristic for the sin-
gle machine under TOU electricity tariffs in order to min-
imize total energy costs. The same authors in (Che et al., 
2017) investigate the unrelated parallel machine under 
TOU tariffs with energy costs minimization. (Ho et al., 
2020) jointly enhance energy costs and makespan for a 
two-machine flow shop under TOU tariffs. Finally, for a 
job-shop system with TOU tariffs and peak-power con-
siderations, (Masmoudi et al., 2019) employ a time-in-
dexed formulation for the problem of minimizing energy 
costs. In the literature, energy aspects are also integrated 
as constraints. In (Liao et al., 2017), weighted completion 
time and weighted tardiness are minimized on a single 
machine with a periodic threshold on energy consump-
tion. (Fang et al., 2013) minimize the makespan of a flow 
shop under peak power consumption constraints.  
GHG emission management is another major challenge at 
the operational level. (Foumani and Smith-Miles, 2019) 
provide a comprehensive study on the different carbon 
taxes policies applied to a flow shop. (Zhang et al., 2014) 
develop a time-indexed formulation for a flow shop under 
TOU tariffs and carbon emission periods with a trade-off 
between the low-carbon emission period and the TOU on-
peak hours. In their work, peak demands are handled by 
natural gas and base energy is provided by coal-based 
sources, which emit more GHG. 
 
Few studies have been done for the OAS under TOU tar-
iffs, and even fewer have been focused on GHG emis-
sions. The work of (Chen et al., 2019) is the first of its 
kind, while proposing a benchmark and an exact solving 
approach with a disjunctive formulation. On this basis and 
upon their study, Section 3 provides two time-indexed 
MILP for the OAS problem with release dates under en-
ergy aspects. In Section 4 and 5, a comparative analysis 
based on the number of feasible and optimal solutions 
found and the time spent to solve instances is carried out. 
In addition, the characteristics of the models in terms of 
number of constraints and variables are discussed. 
3 PROBLEM FORMULATION AND SOLUTION 
APPROACH 
We investigate an OAS problem on a single non-
preemptive machine with release dates. Each order  is 
characterized by its processing time , release date , 
due date , deadline , revenue , tardiness penalty  
and power consumption .  
 
 
Figure 1: Profit calculation of an order  taken from 
(Chen et al., 2019)   
Figure 1 presents the profit calculation of an order  
according to its deadline, due date and tardiness penalties. 
An order  is accepted only if it can be finished before its 
deadline  ; besides , it earns the totality of its revenue  
until its due date , since the tardiness penalties  are 
applied after . 
 
In the initial work of (Chen et al., 2019), the horizon is 
divided into  and  intervals of electricity TOU and 
carbon emission respectively. Each electricity TOU 
interval  is characterized by an electricity cost 
 and a starting time  and each carbon emission 
interval is defined by its starting time  and 
an amount  of emitted carbon per kg, applying a  for 
each emitted kg of CO2. For the sake of simplicity, in our 
formulations the time horizon is split into  periods 
determined in equation (1), where each period is 
characterized by its electricity TOU cost and the amount 




In this problem, idle times are considered but their energy 
consumption is neglected. The objective is to maximize 
the sum of the profit of the orders minus the 
environmental costs during processing time.  
 
Two time-indexed MILP models are developed for this 
profit and time-driven problem. These formulations rely 
on the discretization of time, i.e. time is divided into 
unitary slots .  
 
The energy cost  is precomputed for each order 




In equation (2),  denotes the indicator function, which 
takes value 1 if condition  holds and  otherwise. For 
each order  at each time , the power consumption – 
expressed into minutes – is multiplied by the cost of the 
respective TOU interval  of period 
and the taxed CO2 emission interval 
 of period . 
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3.1 Pulse formulation 
The first time-indexed model is known as the pulse 
formulation, where the binary decision variables  
indicates that order  starts at time 
. Note that the possible periods for 
the starting time of an order  are .  
 
The profit  of an order  at time 
 is precomputed. Equation (3) corresponds to this 
calculation, which is the revenue minus the possible 



















The objective (4) is the maximization of the sum of the 
total profit of each order, that is the profit  including the 
tardiness penalties and environmental cost during the 
processing time, given by the sum of  from the starting 
time  until completion .  Constraints (5) 
specify that at each time , the machine can start only one 
job. Constraints (6) restrict the starting time of each order 
to the interval defined from its release date to its deadline. 
In the same manner, constraints (7) and (8) prevent each 
order to be processed before its release date and after its 
deadline. Constraints (9) prevent any order  to overlap in 
the interval  when an order  starts at time 
. 
 
Table 1 presents the optimal solution of an example with  
 orders with their processing times  
release dates  due dates , 
deadlines  revenues  
power consumption and weight penalties 
. Finally, the starting times of TOU and 
carbon emission intervals the electricity 
price  and the amount of CO2 emitted 




0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
4 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 
Table 1: Optimal solution represented by the values of 
the decision variables , sequence is 4-2-3 and order 1 is 
rejected. 
For this example, there are 180 constraints and 80 varia-
bles. The optimal solution has been found in 0.01 s. 
 
Figure 2: Gantt chart representation for the example.  
3.2 On-off formulation 
The second model presented is the on-off formulation. 
Each binary decision variable  indicates whether 
the order  is processed at time , or not 
. In addition, the binary decision variable  













The objective function (10) is the maximization of the 
total profit of the accepted orders, i.e. their revenues  
minus their possible tardiness penalties  by retrieving 
the instant  when  (completion time) 
and the environmental costs during processing time. 
Constraints (11) state that at each time the machine is 
either doing nothing or processing an order. Constraints 
(12) and (13) ensure that each order cannot be processed 
before its release date and after its deadline. Constraints 
(14) impose that each accepted order must be processed 
during the totality of its processing time. Constraints (15) 
guarantee non-preemption by forcing the continuity of the 
decision variables. 
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Table 2 presents the same solution as in 3.1 with the 




0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 
3 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 
4 0 0 1 1 1 1 0 0  0 0 0 0 0 0 
Table 2: Optimal solution represented by the values of 
the decision variables , sequence is 4-2-3. 
For this solution and this formulation, there are 97 con-
straints and 111 variables. The optimal solution has been 
found in 0.03s.   
4 RESOLUTION METHOD 
The considered benchmark derives from the work of 
(Chen et al., 2019). Similar TOU tariffs and carbon 
emission periods are used. Instances with various number 
of orders  and with different 
characteristics are tested in order to have a diverse set of 
instances. Two coefficients are used to generate the 
parameters of an instance: the tardiness factor 
 and the due date ranges . 
This first comparative study involves 45 instances. 
 
Processing time, release date and revenue are generated 
with an uniform distribution:   and 
 with . Due dates, deadlines, 
tardiness penalties and power consumption are computed 












This ensures coherent values for these parameters. For 
instance, the deadline must be greater or equal to the due 
date.  
 
The tested models are the pulse formulation, the on/off 
formulation and the disjunctive model of (Chen et al., 
2019). For the sake of comparability, each model has been 
implemented and solved in a commercial solver (IBM 
CPLEX Optimization Studio v12.9) on a desktop 
computer with processor Intel i5 2GHz CPU with 4GB 
RAM. Solving time is limited to 3600 seconds.  
 
5 COMPUTATIONAL RESULTS 
Table 3 resumes the benchmark results for each model and 
their average performances for 9 instances of same size 
and different values for and . Average solving time 
( , average gap (  and the number of feasible 
( ) and optimal ( ) solutions found are reported. 
In our tests, the gap is retrieved from CPLEX relative 
MILP gap, which represent the gap between the best 
bound and the best integral solution found by the solver.  
A summary of the performances of all formulation on the 
45 instances is also provided. 
 
The results clearly point out that time-indexed 
formulations outperform a standard disjunctive model on 
average. The pulse formulation find 38 optimal solutions 
among 44 in 711 seconds on average, which represent a 
success rate of 86%. In contrast, the disjunctive 
formulation takes on average more than twice the time to 
find half of the optimal solutions. The on/off formulation 
provides similar results to the pulse model, achieving a 
rate of 84% of optimal solutions found in 721 seconds on 
average. This model seems to be more performant than the 
pulse formulation for small to medium instances (
, finding all the optimal solutions in less 
time. However, its average gap is less tight than the pulse 
formulation.     
 
The size of time-indexed formulations (constraints and 
variables) is their main weakness. Indeed, both time-
indexed formulations cannot find all the feasible solutions 
of the benchmark due to either out-of-memory issues or 
low quality gap. At worst, the on-off formulation has 
 variables and  constraints, whereas 
the pulse formulation has  variables and  
constraints. The disjunctive formulation has 
 variables and constraints.  
 
As seen in Section 3, the pulse formulation binary 
variables contain information for both acceptance and the 
instant where the order starts, whereas the on/off 
formulation differs in semantic. A binary variable  in 
the pulse formulation corresponds to  variables in 
the on/off formulation. The pulse formulation 
effectiveness on average compared to the on/off model 
may reside in the use of less binary variables and thus 
imply a lower number of branching. Nevertheless, the 
number of constraints in the on/off model provides an 
advantage for small instances.  
6 CONCLUSION AND PERSPECTIVES 
In this paper, we presented two time-indexed formulations 
for the OAS with release dates under energy aspects. 
Our proposed formulations are more performant on aver-
age than the disjunctive formulation described in (Chen et 
al., 2019). This can be explained by their LP-relaxation 
which provide good bound for medium instances, accord-
ing to (van den Akker et al., 2000). Moreover, time-in-
dexed models seem to be the most efficient formulations 
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for this problem since the objective is the maximization of 
a time-driven profit comprising time-related penalties and 
time-varying environmental costs. However, these formu-
lations are limited by their spatial complexity. Our future 
work is focused on the development of dedicated cuts or 
other exact approaches that have the potential to improve 
the performances for large instances. Finally, time-in-
dexed formulations for an extension of the proposed prob-
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ABSTRACT : A widely adopted measure to alleviate urban traffic congestion is to give priority to public transport systems.
Bus priority lanes enable buses to move quickly with less disruption, improve transmission reliability, and provide better
scheduling-related performance. This article proposes a new bi-objective optimization model for bus priority network
design. The objectives are to maximize the total benefits which are calculated by the total saving time by deploying bus
priority lanes and the connectivity defined by a balanced connection between the selected terminal nodes subject to a given
budget, simultaneously. At first, a novel bi-objective integer linear programming model is developed for resolving the
problem. Then, an iterative ε-constraint method is proposed to obtain the Pareto frontier. Finally, a fuzzy-logic-based
approach is used to suggest a preferred Pareto-optimal solution for decision makers. The results of a case study demonstrate
that the proposed approach is able to produce a satisfactory and balanced bus priority network.
KEYWORDS : Transportation planning, bus priority lane, bi-objective optimization, iterative method.
1 INTRODUCTION
With the rapid development of economies, the daily travel
needs of people are increasing rapidly. Due to the rapid and
continuous growth of car ownership, traffic congestion has
become more and more serious. Traffic congestion and its
associated problems, such as air and noise pollution, energy
consumption and traffic accidents, have become major
issues in many cities around the world. Much worldwide
practical experience has proved that developing public
transport systems is highly expected to solve the above
problems.
However, due to the nature of low speed and uncontrol-
lable time of buses, the bus service becomes less and less
attractive. Therefore, it is necessary to design efficient and
reliable public transport networks. Because road resources
are limited, it is difficult to expand existing road sections.
To achieve the above goal, deploying bus priority lanes to
fully use existing road sections becomes an effective and
wise alternative.
In recent years, numerous bus-priority studies have been
proposed. Ceder (2004) describes the lessons learned from
six case studies in Athens, Dublin, Munich, Turin, Vienna,
and Zurich, and the benefits derived from the implementa-
tion of public transit priorities in these cities. Mesbah et al.
(2008, 2010, 2011a, 2011b) first introduce a system-wide
approach for designing priority lanes, and they propose
a bi-level model combining priority lanes selection and
traffic assignment.
In order to improve the efficiency of bus operation, more
and more cities have begun to deploy bus priority lanes,
but most of bus priority lanes in these cities are scattered
and lack a systematic planning. Thus, traffic jams often
occur at the origin and destination of a bus priority lane.
In this case, it is usually interrupted when a bus arrives at
the intersection, affecting the overall operation. Therefore,
it is necessary to deploy a connected bus priority network
instead of reserving isolated bus lanes. However, as far as
we know, limited study has deliberated optimal bus priority
network design.
Hadas et al. (2014) propose an optimization model for
selecting bus lanes for constructing a connected bus priority
network, which aims to maximize the total saving time
while maintaining balanced origin and destination terminals
subject to a given budget. The proposed model in Ceder
et al. (2014) involves two stages in which the first stage is
to enumerate a set of possible paths between any pair of
terminal nodes and the second one is to formulate an integer
program that is solved by solver CPLEX. We note that the
existing model cannot guarantee that the obtained solution
is an optimal solution, since the enumeration stage may miss
optimal paths for an optimal solution. Moreover, the work
(Ceder et al. 2014) essentially considers a single-objective
optimization problem.
Different from Ceder et al. (2014), this paper develops a new
single-stage bi-objective bus priority network optimization
model, which always ensure that an optimal solution is
obtained after it is exactly solved. For the bi-objective
model, an iterative and fuzzy-logic approach based on ε-
constraint is proposed to obtain Pareto frontier and provide
a preferred Pareto-optimal solution for decision makers.
The remainder of this paper is organized as follows. Sec-
705
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc
tion II describes the considered problem, and proposes an
optimal model for connected urban bus priority network.
Section III introduces the concept of multi-objective opti-
mization and an iterative and fuzzy-logic approach based
on ε-constraint which is proposed to solve the proposed
program. A case study based on an Israel mid-size city
(Ceder et al. 2014) is conducted to verify the performance
of the proposed model in Section IV. Section V concludes
this paper.
2 PROBLEM DESCRIPTION AND FORMULA-
TION
In this section, we first describe the studied problem for-
mally. Then, a new single-stage bi-objective bus priority
lane network optimization model is developed.
2.1 PROBLEM DESCRIPTION
Graph G(N, A) is called an urban bus transportation net-
work, where N is the set of nodes and A is the set of directed
arcs. Give a set of tasks and terminal pairs, and each task
corresponds to one terminal pair.
The purpose of the considered problem is to design a
connected urban bus network of priority lanes. However,
deploying priority lanes on existing road sections will
lead to increasing traffic pressure in other lanes. Hence,
maximizing the total benefits which are calculated by the
total saving time by deploying bus priority lanes is one
objective of the problem. The other objective is to maximize
the network connectivity defined by a balanced connection
between origin and destination nodes.
To better define and formulate the problem, we make the
following assumptions : i) there is at least one path between
any pair of terminal nodes ; and ii) at most one lane in a
road section is considered as a bus priority lane, regardless
of adding one lane as a bus priority lane on an existing road
section.
2.2 FORMULATION
Here we introduce the indices, parameters, and decision
variables which throughout the article.
2.2.1 INDICES
i, j : index of nodes
k : index of terminal pairs
2.2.2 PARAMERTERS
N : set of nodes
A : set of arcs, (i, j) ∈ A
K : set of terminal pairs, k ∈ K
I : set of terminal nodes
B : the given budget of the construction of priority
lanes
ci j : construction cost of road section (i, j)
fi j : total passengers’ flow of all routes passing
through road section (i, j)
τi j : travel time of buses on a priority lane on road
section (i, j)
τ′i j : travel time of buses on road section (i, j) when
no lanes are reserved
vi j : bus travel time saved by deploying a priority
lane on road section (i, j), vi j = τ′i j − τi j
ok : origin station of a terminal pair k ∈ K
dk : destination station of a terminal pair k ∈ K
2.2.3 DECISION VARIABLES
zi j : a binary variable equals to 1 if a priority lane
is set on road section (i, j) ; 0 otherwise, where
(i, j) ∈ A.
xki j : a binary variable equals to 1 if a priority lane is
set on road section (i, j), and a path of a terminal pair
k passes through it ; 0 otherwise, where (i, j) ∈ A,
k ∈ K .
yk : a binary variable equals to 1 if terminal pair
k is selected, priority lanes are deployed on road
sections which a path of a terminal pair k passes
through, yk = 1 ; 0 otherwise, where k ∈ K .
2.3 FORMULATION
P : F1 = max
∑
(i, j)∈A
zi jvi j fi j (1)












zi jci j ≤ B (3)
∑
(i, j)∈A
xki j = yk, i = ok,∀k ∈ K (4)
∑
(i, j)∈A
xki j = yk, j = dk,∀k ∈ K (5)
xki j ≤ yk,∀(i, j) ∈ A,∀k ∈ K (6)
xki j ≤ zi j,∀(i, j) ∈ A,∀k ∈ K (7)∑
k∈K
xki j ≥ zi j,∀(i, j) ∈ A (8)






∀ j ∈ N\{ok, dk},∀k ∈ K
(10)
Objective (1) maximizes the total benefits of deploying
priority lanes. The total benefits are computed by the total
saving time brought by bus priority lanes. Objective (2)
is to balance the selected terminal nodes. This balance
is maintained in this way that maximizing the minimal
706
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc
in-degrees and outdegrees of all terminal nodes among all
feasible solutions. If a priority lanes set is unbalanced, it
will produce an effect on the total reliability of the public
traffic network and reduce the level of service. Constraint
(3) restricts that the entire construction cost of the deploying
bus priority network can not exceed the given budget B.
Constraint (4) describes that if a terminal pair k is selected,
priority lanes will be deployed on all road sections ending
at origin station of a terminal pair k ∈ K. The same to
constraint (4), constraint (5) describes that if a terminal
pair k is selected, priority lanes will be deployed on all
road sections ending at destination station of a terminal
pair k ∈ K . Constraint (6) means that for a terminal pair
k, if a priority lane on road section (i, j) is passed (i.e.,
xki j = 1), then this pair of terminal nodes are considered to
set a priority path (i.e.,yk = 1). Constraint (7) implies that
if a path of a terminal pair k passes through road section
(i, j), then a priority lane should be reserved in this road
section (i, j). Constraint (8) indicates that a road section
(i, j) is set as a priority lane and must have at least a path of
a terminal pair k passes through it. Constraint (9) implies
xki j , yk and zi j are binary decision variables. Constraint (10)
is a flow balance constraint. It makes sure flow balance of
the intermediate nodes between the origin and destination
of each task.
It is not easy to directly deal with objective (2), hence we
reformulate objective (2) by the following equivalent way.
First, we define a new non-negative decision variable R.
Then, objective (2) can be reformulated as :








yk,∀i ∈ I (13)
Constraints (12) and (13) enforce the in-degree and out-
degree bounds.
3 SOLUTION METHODS
In this section, the basic principle of multi-objective opti-
mization is presented at first. Then, we propose an iterative
and fuzzy-logic approach based on ε-constraint to solve
the proposed bi-objective model.
3.1 THE BASIC PRINCIPLE OF MULTI-
OBJECTIVE OPTIMIZATION
On the whole, a multi-objective optimization problem is
composed of multiple objective functions and some related
equations and inequality constraints. It can be generally
described as follows.
min F(X) = [ f1(x), f2(x), ..., fm(x)]T
s.t. gi(x) ≤ 0, i = 1,2, ..., I
hj(x) = 0, j = 1,2, .., J
where m indicates the number of objectives. The number of
inequality constraints and equality constraints are denoted
by I, J, respectively.
For the sake of analysis, we make the following equivalent
substitution :
F ′1 = −F1
F ′2 = −F2
Then we reformulate the bi-objective model P as follows :
min F(φ) = {F ′1(φ),F
′
2(φ)} s.t. φ ∈ Φ
where φ andΦ are the solution vector formed by all decision
variables and the solution space defined by (3)-(9) and (12)-
(13). F ′
1
(φ) and F ′
2
(φ) imply the total benefits by deploying
priority lanes and balanced connection between the selected




(φ)|φ ∈ Φ} defines
the objective space. Then we give the definitions related to
bi-objective optimization.
DEFINITION 1 A non-dominated (Pareto-optimal) solu-
tion φ∗ ∈ Φ satisfies that no solution φ ∈ Φ exists make
F ′
1
(φ) ≤ F ′
1
(φ∗) and F ′
2
(φ) ≤ F ′
2
(φ∗), where at least one of
these inequalities is strict.





(φ∗)) is called a non-dominated (Pareto) point
in objective space. The Pareto frontier is composed of all
non-dominated points.
In the existing literature, there are two main methods for
obtaining the Pareto frontier : the weighted-sum method
and the ε-constraint method. Since the ε-constraint method
avoids the difficulty caused by scaling objective functions
and setting objective weights. Hence in this paper we
adapt the ε-constraint-based method to solve the proposed
problem next.
3.2 AN ITERATIVE AND FUZZY-LOGIC AP-
PROACH BASED ON ε-CONSTRAINT
In this section, we propose an iterative and fuzzy-logic
approach based on ε-constraint to solve the above program.
This method is composed of two steps. At first, the initial
bi-objective problem P is transferred into a single-objective
problem by ε-constraint method. The ε-constraint method
is to reserve the main objective while setting the other
objective as an ε-constraint. Then, resolving a series of
ε-constraint problems through updating ε’s value in an
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appropriate way to obtain Pareto frontier. The second step
is to select a preferred Pareto-optimal solution by employing
a fuzzy-logic-based approach.
We first need to determine which objective is main objective.
As the matter of fact, both objectives can be considered
since the Pareto frontiers are the same no matter what the
main function is. But the computational complexity of two
versions are quite different. Based on our consideration,
we choose F1 as the main objective function. Then P is
transformed into the single-objective ε-constraint problem
P(εj) as follows.
F ′1 = min−
∑
(i, j)∈A
zi jvi j fi j (14)
s.t. (3)-(9), (12), (13)
F ′2 = −R ≤ εj (15)
where εj = F ′2( j − 1) − Δ in the j-th iteration, in winch
F ′
2
( j − 1) is opposite number of decision variable R of the
( j − 1)-th iteration and Δ indicates the step length.
Identifying the value of ε is the key component of solving
model P(εj), and it further depends on the interval of ε. In
order to determine this interval, we take the following four




= min F ′1
s.t. (3)-(9), (12), (13)
F ′2
I
= min F ′2
s.t. (3)-(9), (12), (13)
F ′1
N
= min F ′1




, (3)-(9), (12), (13)
F ′2
N
= min F ′2




, (3)-(9), (12), (13)















, respectively. And the inter-








. For the first iteration,
ε0 is set as F ′2
N . For the ( j − 1) iteration ( j > 1), εj is
defined by







(εj−1) denotes R(εj−1) being the solution obtained
by solving P(εj−1), and Δ is the step length which is set
as the minimum unit value of F ′
2
(Wu et al. 2015). For the
studied problem, the minimum unit is set as 1. The Pareto
frontier of the studied bi-objective model can be derived
from solving all P(εj) with a step length which indicates 1.
Note that Δ is set as 0 in the first iteration.
Finally, a preferred Pareto-optimal solution can be selected
for decision makers by the fuzzy-logic-based method which
is proposed by Esmaili et al. (2009) among the Pareto
points obtained above. The fuzzy-logic-based method can
recommend the optimal solution according to the preference
of the decision makers. For the studied problem, linear
membership functions δ{F1( j)} represents the optimality
degree of the total benefits of the j-th Pareto point in the




1, i f F1( j) ≤ F1I
F1N − F1( j)
F1N − F1I
, i f F1I < F1( j) < F1N , j ∈ F
0, i f F1( j) ≥ F1N
(17)
where F1( j) denote the objective value of F1 the j-th Pareto




The membership functions δ{F1( j)} can be similarly de-
fined. The definition of the total membership degree δj
which indicates the optimality degree of the j-th Pareto
solution is as follows :
δj =
w1δ (F1) + w2δ (F2)
w1 + w2
(18)
where w1 and w2 are the weights for the total passenger
travel time and the balance function, respectively, and∑2
i=1 wi in this model. Without loss of generality, decision
makers select the Pareto point of maximum membership
as the Pareto optimal solution.
4 CASE STUDY
We evaluate the performance of the proposed method in this
section by testing the benchmark example in Petah-Tiqwa,
Israel (Ceder et al. 2014). The test is done on a PC with Intel
Core i5 CPU, 2.2 GHz, and 8GB RAM. The bi-objective
program is exactly solved by using C++ embedded with
commercial solver CPLEX 12.8 in Visual Studio 2019.
In Israel, Petah-Tiqwa is the fifth largest city which is
located in Israel’s largest metropolitan area (Gush-Dan).
Urban public traffic network which presented in figure 1
is provided by one bus company for this city. Private and
commercial vehicles share the same road resources. Each
arc is a segment that can be used as part of a possible
priority lane. All circled nodes are a set of possible origins
and destinations for bus lanes. This instance has 44 arcs
and 34 nodes, including 15 terminals. Transport tasks may
occur between any two terminals. The OD pairs are known
in advance.
Since the related data is not availiable in Ceder et. al
(2014), we randomly generate the data according to the
information provided in Ceder et. al (2014). After solving
the bi-objective model, we can obtain 6 different non-
dominated points. To visually and clearly show the trade-off
between the objectives, figure 2 draws the Pareto frontier of
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Figure 1 – Urban public traffic network in Petah-Tiqwa
the benchmark instance with setting B = 60,000,000. Figure
3 illustrates the obtained optimal bus priority network.
Figure 2 – The Pareto frontier of the case study
Figure 3 – Selected network of priority lanes
Table 1 present all Pareto points for the benchmark instance
with setting B = 60,000,000. For the sake of recommen-
ding the most preferred solution for decision makers, we
assume that three different preference combinations on
the objectives (i.e., w1 > w2, w1 = w2, and w1 < w2). If
w1 = 0.9 implying w2 = 0.1, which indicates that decision
makers expect to provide a high service level for passengers.
Consequently, the Pareto point (134190,14) is advised. On
the contrary, if w1 = 0.1 implying w2 = 0.9, then the Pareto
point (159945,0) is recommended, with which the F1 is
greatly increased but a much smaller F2 is obtained. In
addition, if decision makers exhibit equal preference, i.e.,
w1 = w2 = 0.5, then the Pareto point (134190,14) and
(159945,0) are selected, with which neither too high F1
nor too big F2 is achieved.
5 CONCLUSION
This study proposes a novel model for a bus priority network
design problem. The model aims to maximize the total
benefits by deploying bus priority lanes, at the same time,
maintain the balance by maximizing the minimal in-degrees
and out-degrees of all terminal nodes among all feasible
solutions. To solve the proposed bi-objective model, an
iterative and fuzzy-logic approach based on ε-constraint is
proposed. Computational results of a case study confirms
the effectiveness and correctness of the proposed model.
In the future, our research directions will include but not
be limited to : i) the effect on carbon emission reduction
caused by bus priority networks should be considered.
With the improvement of bus service level, more and
more passengers will travel by bus instead of private cars,
thus reducing carbon emissions. ii) due to the NP-hard
characteristic of the problem, the proposed model is solved
by solver CPLEX, and the solution time will increase with
the growth of the problem size. Therefore, we focus on
developing efficient algorithms (Montemanni et al. 2005,
Che et al. 2015, Ghosh et al. 2019, Wu et al. 2019, Mishra
et al. 2018), to solve large-scale problems in acceptable
time.
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RESUME :  
Des sauts technologiques significatifs sont induits par la mise en œuvre de l’usine du futur, les interactions entre l’Homme 
et les équipements de production sont modifiées afin de répondre aux objectifs de réactivité, de contrôlabilité, d’évolution 
de l’environnement de travail. Ceci conduit pour la santé-sécurité au travail à de nouveaux enjeux tout au long du cycle 
de conception et d’exploitation du système.  Afin d’apporter des éléments de réponse à ces enjeux, cet article présente les 
concepts, méthodes, outils proposés et validés sur un cas d’étude de système de production reconfigurable avec des 
opérations humaines et robotisées, dans un objectif de prévention intégrée. Au niveau du poste de travail, l’accident est 
directement associé à la présence simultanée de l’opérateur et de l’objet dangereux. L’identification de situations 
dangereuses et donc la prévention nécessite d’investiguer l’ordonnancement des tâches, l’identification de paramètres 
caractéristiques de conception (flux d’énergie, volume d’influence) associés aux risques potentiels. L’exploitation des 
données qualitative et quantitatives permet d’aider le concepteur dans ses activités de conception sûre des situations de 
travail. Le traitement de des informations (hétérogènes et en interaction) permet de proposer et de valider des 
configurations spatiales et temporelles. 
 
MOTS-CLES : industrie 4.0,  facteurs humains, conception / innovation, systèmes de production de biens et de 
service,  santé-sécurité, systèmes reconfigurables. 
 
1 INTRODUCTION - PROBLEMATIQUE 
De nombreuses études soulignent l’importance dans le pa-
radigme de l’usine du futur, de la prise en compte et de 
l’intégration de l’Homme dans les systèmes de production 
(CEE 2012, EFFRA 2019, FIM 2015, FURURPROD 
2013, Veltz et Weil 2015). L’usine du futur présente plu-
sieurs angles d’analyse: systèmes de production connectés 
et adaptatifs, virtualisation, procédés de fabrication avan-
cés, robots et machines automatisés, aspects humains et 
sociaux. Nous nous intéressons particulièrement aux as-
pects santé et sécurité au travail liés à la mise en œuvre de 
nouveaux équipements et à l’organisation de la produc-
tion. Ceci s’appuie à la fois sur l’analyse des usages et la 
modélisation des situations de travail pour leur conception 
et leur exploitation.   
Au sein de l’usine du futur les risques fondamentaux pour 
la santé–sécurité sont ceux identifiés au niveau de la nor-
malisation (AFNOR 2010) par contre leurs occurrences, 
leurs causes, leurs gravités, dépendent directement du 
nouveau contexte et des nouvelles conditions et situations 
de travail en particulier en terme : 
• De conception des équipements pour la reconfigurabi-
lité, 
• D’interactions Homme-robot et Homme - Homme 
(transport, assemblage, qualification produit, mise au 
point… .) en cours de production, 
• D’utilisation au cours des phases de production, de 
préparation, de maintenance, de reconfiguration, 
• D’organisation de la production ou du poste de travail 
(pilotage de la production, flux tiré, flux poussé, lean-
manufacturing, auto-organisation, marges de ma-
nœuvre). 
Ce nouveau contexte conduit à un certain nombre d’inter-
rogations à la fois sur les éléments à prendre en compte au 
niveau des technologies mises en œuvre, des spécifica-
tions de l’usage de l’équipement de travail, du pilotage 
des équipements et de la production. Les modélisations 
réalisées permettent ainsi de développer des simulations 
pour la validation de l’utilisation sûre de l’équipement de 
travail. 
La prise en compte de l’humain dans l’interaction avec un 
robot (Murashov et al.), une ligne d’assemblage (Kruger 
et al.) ou un système de production (Shahrokhi et Bernard, 
Thomas project) ont fait l’objet de différents travaux. Ce-
pendant ils ne répondent que partiellement à une approche 
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méthodologique complète associant à la fois les concepts, 
les éléments significatifs de qualification et de quantifica-
tion, de réponse aux exigences antagonistes de santé–sé-
curité et de performance industrielle. En particulier elle se 
positionne dans le cadre de la « prévention intégrée » qui 
consiste à appliquer au plus tôt des principes de concep-
tion sûre à un futur équipement de travail (De Galvez et 
al, 2017).  La méthodologie proposée dans cet article ré-
pond à des objectifs de généricité, de dynamisme et d’in-
tégration, et est centrée sur l’identification systématique 
des phénomènes dangereux et de leur gravité par l’utilisa-
tion des objets intermédiaires caractéristiques pour la mo-
délisation du poste de travail. Elle a été validée sur un 
exemple de système de production reconfigurable.  Les 
principaux questionnements associés à notre probléma-
tique portent sur : 
• Comment spécifier, puis concevoir des îlots de pro-
duction sécurisés qui présentent des périmètres fonc-
tionnels et d’usages évolutifs pour différentes situa-
tions de vie (montage, réglage, exploitation, modifica-
tion, démantèlement...) ?  
• Comment protéger les opérateurs dans un environne-
ment en évolution constante (plates-formes auto-
nomes, robots collaboratifs, etc.) ?  
• Comment gérer en sécurité les phases de reconfigura-
tion ?  
• Quelle est l'impact des robots collaboratifs, des nou-
velles interfaces Homme-machine, etc… sur l'activité 
des opérateurs de production ou de maintenance et sur 
leurs encadrants ? 
•  Comment assurer la conduite de la production dans 
un environnement variable et perturbé: différence 
entre prescrit et réel, phases transitoires ? 
• Comment assurer la réponse simultanée aux objectifs 
de performances (productivité, flexibilité, qualité) et 
de santé- sécurité ? 
2 SYSTEMES ET MACHINES 
RECONFIGURABLES 
Les systèmes et machines reconfigurables ont été étudiés 
depuis de nombreuses années selon des points de vue 
technologiques (Koren et al., 1999), (D’Acunto et Martin 
2009), organisationnels ou logistiques (Benyoucef 2019). 
Cette reconfiguration peut être prise en compte au niveau 
de la machine (modules, outillages…) (fig 1.) ou  ilot (ma-
chines, routage…) que ce soit au niveau physique, con-
trôle - commande (automates, réseau de communication) 
ou pilotage (centralisé, coordonné, auto – organisé). Afin 
d’assurer la productivité et la réactivité, la reconfiguration 
peut être réalisée au niveau des machines, de l’organisa-
tion des postes de travail, des flux de produits, du partage 
des tâches entre l’Homme et le robot. Les machines pos-
sèdent des redondances fonctionnelles et la gamme de fa-
brication n’est pas connue a priori.  
Aussi la gamme est établie juste avant le lancement de la 
production ou pendant la production. La modélisation de 
configurations d’ilots de production, de l’organisation 
spatiale des éléments caractéristiques, des opérations à ré-
aliser et de leur planification, doit permettre de réaliser 
des scenarii d’exploitation et d’identifier ainsi les risques 
potentiels en matière de santé-sécurité au niveau de la 
conception comme de l’exploitation.  
Pour ce faire nous avons défini un exemple type de sys-
tème de production reconfigurable comportant (fig. 2) 
comportant à la fois des opérations d’usinage sur machine 
reconfigurable, de contrôle, d’assemblage, de préparation, 
de stockage. La production prévue est celle de deux pro-
duits A et B composés comme suit : 
- pour le produit A de 2 pièces usinées P1i et P2i puis as-
semblées,  
- pour le produit B pièce P3i usinée puis assemblée avec 
P4i (prise en stock). 
Dans un premier temps seul le produit A est réalisé avec 
la pièce P1i usinée sur M1 (fraiseuse à broche verticale) 
et la pièce P2i sur M2 (fraiseuse à broche verticale). Dans 
un second temps l’ilot fabrique A et B, dans ce cas P1i et 
P2i sont réalisés sur M1 et P3i sur M2 reconfigurée en 
fraiseuse à broche horizontale. 
 
 




Figure 2: Les deux configurations de l’ilot de fabrication 
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3 IDENTIFICATION DE SITUATIONS 
DANGEREUSES 
L’accident est directement associé à la présence simulta-
née de l’opérateur et de l’objet dangereux au niveau du 
poste de travail. L’identification de situations dangereuses 
et donc la prévention nécessite donc d’investiguer: 
- l’ordonnancement des tâches; 
- l’identification des paramètres de conception caractéris-
tiques liés à la qualification des risques ; 
- la quantification des risques et leur exploitation afin d’ai-
der le concepteur dans ses activités de conception sûre des 
situations de travail. 
 
3.1 Planification  
Nous illustrons cet aspect sur notre exemple de système 
reconfigurable. Le planning des phases d’une production 
répétitive de produits A et B (fig. 3) met en évidence les 
séquences potentiellement dangereuses associant les ro-
bots (robot à base fixe 6 axes, robot mobile filoguidé) et 
les opérateurs OP1 (préparation) et OP2 (contrôle et as-
semblage), le robot 6 axes et l’opérateur OP3 (reconfigu-
ration).  Le séquencement des opérations dans le même 
espace de travail, entre l’opérateur et le robot permet de 
montrer la prise en compte de la sécurité dans la planifi-
cation des tâches (principe de séparation dans le temps). 
Ainsi la planification en temps réel des tâches réalisées 
par l’opérateur et l’élément dangereux constitue une pre-
mière réponse à la réduction des risques. 
 
  
Figure 3 : Planning des opérations montrant des périodes 
communes ou décalées entre l’opérateur et le robot d’uti-
lisation de l’espace de travail. 
 
4 PARAMETRES SIGNIFICATIFS POUR LA 
DESCRIPTION DU POSTE DE TRAVAIL 
4.1 Définition des éléments constituants 
Afin d’identifier les phénomènes dangereux au plus tôt 
durant le processus de conception, l’axe choisi a été d’uti-
liser les paramètres pertinents de conception générés par 
le concepteur au cours de cette phase.  
La figure 4 présente les différents éléments fonctionnels 
constituants un système de production permettant de défi-
nir la composition de l’ilot de production (composé de 
postes de travail et eux-mêmes de modules fonctionnels 
et des opérateurs.  A chaque module pourront être associés 
les paramètres significatifs (énergie et volume d’in-
fluence) liés aux risques potentiels. Dans ces définitions, 
l’opérateur est au même niveau que des modules fonction-
nels et peut réaliser la plupart de ces opérations. 
 
Figure 4 : Typologie des éléments constituants les ilots 
de production 
 
Chaque module possède des éléments mécaniques, phy-
siques, électroniques ou logiciels assurant des actions 
physiques, de contrôle / qualification et de décision. 
L’opérateur possède également les mêmes fonctionnali-
tés. L’interaction, à un instant donné entre les modules et 
l’opérateur (s), engendre des actions qui peuvent conduire 
à des phénomènes dangereux. Les risques sont étudiés à 
deux niveaux : machine (interaction entre modules et opé-
rateurs) et ilot (interaction entre postes de travail et opé-
rateurs). La granulométrie est choisie par le concepteur 
compte tenu de son objectif (lien organisation, gestion de 
l’espace, usage, ...), de sa connaissance de l’état de l’ilot 
de production, de la précision d’analyse recherchée. Elle 
joue ainsi un rôle déterminant afin de permettre le suivi 
des phénomènes dangereux et de leur niveau de gravité 
selon les modifications faites au système de production. 
La figure 5 illustre les liens entre ces paramètres de con-
ception et ceux utilisés pour l'analyse des risques ainsi que 
les différentes étapes permettant de réduire les risques au 
niveau de la conception comme de l’exploitation. 
 
4.2 Identification des énergies mise en oeuvre 
L’hypothèse forte de l’approche est que les phénomènes 
dangereux sont liés à la présence d’énergie. Ainsi la dé-
marche EZID (pour Energy ana-lysis for systematic ha-
Zard Identification during Design) a été proposée par (De 
Galvez et al. 2017). Les paramètres de conception liés à 
un flux d’énergie peuvent être répartis en deux familles : 
les paramètres principaux énergétiques qui caractérisent 
un flux d’énergie (description technologique de la ma-
nière dont ce flux circule dans la machine) et les para-
mètres complémentaires (forme, matériau, état de surface, 
trajectoire). En se basant sur les variables généralisées 
pour plusieurs types d’énergie (Borutsky 2009), et sur 
temps  0 70 80 90 100
postes
reconfiguration reconfiguration de M2
OP3
Préparation OP1 P14 P24 P15 P25
M1 Auto P14 P15
M2 Auto P24
Transfert et 
Contrôle auto RBT P13 P23 P14 P24
contrôle opérateur OP2 P13 P23 P14 P24
assemblage OP2 A2 A3 A4
démontage / stock RBT FG A2 A3
interaction potentielle Homme - robot
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l’analyse de normes sur la prévention des accidents 
(AFNOR 2008, AFNOR 2010), il a été possible de propo-
ser une table des paramètres représentatifs de l’ensemble 















Figure 6 : Paramètres des flux énergétiques généralisés et des paramètres complémentaires (Gomez- Echeverri, 2018) 
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4.3 Volume d’influence 
L’accident est lié à la présence de l’opérateur dans l’es-
pace occupé à un instant donné par un élément dangereux. 
Cet élément dangereux peut apparaitre au niveau de la 
tâche réalisée (outil coupant, …) mais aussi potentielle-
ment existant dans la machine et libéré au moment de la 
tâche d’une façon volontaire ou non (énergie mécanique 
potentielle, fluide sous pression, polluant, ...). Ainsi nous 
utilisons le concept de volume d’influence (VI). Il est dé-
fini comme l’espace physique où une ou plusieurs pro-
priété(s) des modules peuvent agir. Les paramètres des 
volumes d’influence ont été définis pour les énergies gé-
néralisées associées aux risques de santé-sécurité (fig. 6) 
(Gomez Echeverri 2018).  Soulignons que le VI de struc-
ture est le volume de base pour les autres types de VI, car 
les caractéristiques permettent de déterminer toutes les 
autres. 
La zone dangereuse (géométrie) est définie par les espaces 
occupées à chaque étape étudiée (suite d’images sta-
tiques) par les zones d’influence des équipements et l’opé-
rateur (modélisation simplifiée).  
Nous prenons comme hypothèse que tous les éléments 
pertinents pour notre analyse peuvent être décrits par la 
géométrie et ainsi par des modèles CAO spécifiques afin 
d’illustrer et de valider la démarche. Un exemple de vali-
dation pour l’ilot de fabrication support de l’étude est pré-





Figure 7 : Modélisation CAO des volumes d’influence 
 
5 QUANTIFICATION DES RISQUES 
La simulation géométrique sert à représenter les volumes 
d’influence correspondant à chaque module présent dans 
le système de production, il s’agit ensuite de représenter 
le niveau de gravité associé à chaque volume d’influence, 
permettant ainsi de connaître les risques potentiels et d’en 
déduire les mesures de prévention.  L’information utile 
pour le concepteur pour choisir la solution technique à 
mettre en œuvre se limite au niveau gravité mais ne porte 
pas ni sur la fréquence ni sur la probabilité. 
La quantification de la gravité est réalisée par l’analyse 
des normes associées (INRS 2017, INRS 2018 a, b, c, 
INRS 2019, ISO/TS 15066:2016) à chaque type d’énergie 
identifié. Nous avons pu constater que les informations 
disponibles sur chaque type de risque ne sont pas les 
mêmes : sous forme de tableaux à plusieurs paramètres, à 
trois ou quatre niveaux, associée à une partie du corps….  
A partir de ces informations la valeur énergétique maxi-
male à laquelle le travailleur est exposé, a été classée sur 
une échelle de niveau de gravité de 1 à 3 ou 4. Cette in-
formation permet au concepteur de choisir une solution 
technique ou organisationnelle de façon à éliminer les cas 
graves et très graves (Morales Aristizabal 2019). Les fi-
gures 8 et 9 illustre les résultats de cette analyse de gravité 
pour deux cas : énergie cinétique et énergie thermique. 
 
D’autre part, le tableau 2 présente les résultats d’une si-
mulation pour l’identification de risques potentiels et de 
leurs niveaux de gravité pour les cas 1 (arrêt total de la 
ligne lors de la reconfiguration) et pour le cas 2 (modifi-
cation de la ligne avec production en parallèle) lors du 
scenario défini au paragraphe 3.1 (fig. 3). Les valeurs dans 
le tableau indiquent la gravité potentielle des tâches pour 
trois types de volume d’influence et pour différentes 
étapes du planning de production.  
 
 













Temps VI physique  VI cinétique VI Potentielle
Cas 1 
70 1 1 2
90 1 2 2
110 1 2 2
130 0 4 3
150 1 0 1
Cas 2 
70 1 1 2
90 2 4 2
110 3 4 2
130 0 4 3
150 1 2 1
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Des sauts technologiques significatifs sont induits par la 
mise en œuvre de l’usine du futur, les interactions entre 
l’Homme et les équipements de production sont modifiées 
afin de répondre aux objectifs de réactivité, de contrôlabi-
lité, d’évolution de l’environnement de travail.  Ceci con-
duit pour la santé-sécurité au travail à de nouveaux enjeux 
tout au long du cycle de conception et d’exploitation du 
système par la maitrise (identifier, évaluer, agir) de façon 
dynamique de la situation de travail (interaction système 
/ opérateurs / organisation).  
Afin de répondre à ces objectifs, nos travaux qui se posi-
tionnent dans un objectif de prévention intégrée ont porté 
sur l’identification de paramètres caractéristiques de si-
tuations dangereuses : flux d’énergie, volume d’influence 
associés aux risques potentiels définis dans les normes 
existantes pour l’ensemble des types d’énergie. Ces élé-
ments sont mis en œuvre dans des outils de traitement 
d’informations hétérogènes et en interaction (CAO, bases 
de données, tableaux de liens) permettant de proposer et 
de valider des configurations spatiales et temporelles.  
Une difficulté apparue lors de ces études a été d’adapter 
une échelle de gravité commune à tous les volumes d’in-
fluence, car les informations disponibles sur chaque type 
de risque ne sont pas les mêmes. Il serait pertinent d’utili-
ser une échelle de gravité plus large afin que le concepteur 
puisse proposer selon le niveau de gravité une solution op-
timale et efficace pour supprimer le risque tout en assurant 
une productivité et une qualité suffisante. Le niveau de 
dangerosité potentiel lié aux énergies généralisées pré-
sentes à un instant donné et dans un espace défini est iden-
tifié lors de la phase de conception architecturale. Ainsi le 
concepteur peut proposer des modifications de configura-
tion physique ou imposer une modification de la planifi-
cation des tâches permettant de passer d’un niveau de gra-
vité élevé à un niveau sans risque dans le respect des 
normes. De plus il serait intéressant d’affiner les données 
énergétiques à l’aide d’une échelle continue.  
La démarche et les outils proposés ont été validés sur un 
cas simple, leurs mises en œuvre sur des cas industriels 
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reste à entreprendre afin d’étudier le comportement dyna-
mique du système de production et d’identifier les condi-
tions limites d’usage.   
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RESUME : La robotique industrielle a connu des évolutions remarquables. Grâce au développement technologique et 
à l’évolution des dispositifs de sécurité, une nouvelle génération de robots fonctionnant sans barrières matérielles est 
apparue. Cette nouvelle génération de robots, dits collaboratifs, ouvre des perspectives pour des systèmes de 
production où humains et robots ‘collaborent’ pour gérer la fluctuation de la demande et les nombreuses formes de 
variabilités rencontrées sur un poste de travail. 
Ces nouvelles perspectives donnent lieu à des discussions et débats englobant la sécurité des futurs utilisateurs, la 
rentabilité de ces investissements et leurs impacts sur la productivité, la qualité, les conditions de travail des opérateurs 
humains et leurs activités réelles. Elles ont renforcé le besoin d’une conception qui ne se focalise pas seulement sur 
l’élément technologique, mais aussi sur son utilisation potentielle en prenant en compte le travail réel et les futurs 
utilisateurs dès les premières phases de conception. Pour contribuer à ce débat, nous proposons dans cette 
communication un cadre méthodologique de conduite des projets cobotiques en prenant en compte les différents enjeux 
(de sécurité, de faisabilité, de rentabilité, etc.)  et en s’inspirant des principales disciplines intégrant le travail réel et 
les futurs utilisateurs dès les premières étapes du processus de conception.  
 
MOTS-CLES : Ergonomie de l’activité, Interaction Humains-Machines, Facteurs Humains, Management de projet, 
Robotique collaborative, conception centrée utilisateur. 
 
1 INTRODUCTION 
La robotique a connu des évolutions diverses et rapides. 
En moins d’un demi-siècle, ce domaine a traversé diffé-
rents niveaux d’évolution (Hägele et al., 2016 ; Vicenti-
ni, 2020), transformant ainsi le travail, et impactant de 
plus en plus la place de l’opérateur humain dans les sys-
tèmes de production. Passant d’une époque où 
l’intégration d’un robot signifiait une automatisa-
tion complète ; désormais, une robotisation n’implique 
pas forcément une suppression de l’activité humaine, car 
une nouvelle typologie de robots dits ‘collaboratifs’ est 
apparue. Grace à leurs mesures de sécurité intrinsèque 
(capteurs de couple par exemple), ces robots peuvent 
partager le même espace de travail, ainsi qu’un ensemble 
de tâches avec les opérateurs (Safeea et al., 2019 ; Sallez 
et al., 2020). 
 
Ces nouvelles générations de robots s’ajoutent aux solu-
tions robotiques conventionnelles pour constituer une 
large famille de solutions robotiques qui peuvent être 
classées en 3 sous-familles de solutions robotiques 
(Bounouar et al., 2019) :  
- Les solutions robotiques qui reprennent les élé-
ments conventionnels de la robotique indus-
trielles, où le robot réalise les tâches en auto-
nomie, sans aucune intervention humaine. Avec 
la possibilité de remplacement des éléments de 
sécurité matérielles (barrière, grille de protec-
tion, etc.) au profit de dispositifs immatériels 
(barrière optique, scanner laser, etc.) ;  
- Les solutions cobotiques qui nécessitent la pré-
sence humaine pour l’accomplissement des 
tâches. Dans ce cadre, les cobots, les exosque-
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lettes ou encore les robots manipulateurs téléo-
pérés sont manipulés par les utilisateurs. Ces 
solutions cobotiques sont employées pour aider 
l’opérateur à accomplir sa tâche en guidant ses 
mouvements, en démultipliant l’effort exercé, 
ou en compensant le poids d’un objet ou d’un 
outil ;        
- Les robots manipulateurs collaboratifs qui peu-
vent partager le même espace de travail et des 
tâches avec les opérateurs humains. Parmi les 
applications typiques de cette catégorie, on re-
trouve par exemple : le déplacement des pro-
duits fabriqués, la préparation d’outils (de mon-
tage, par exemple), etc.  
 
Ces nouveaux dispositifs technologiques sont de plus en 
plus présentés comme une clé de modernisation et de 
compétitivité des entreprises, en combinant le savoir-
faire et le pouvoir décisionnel de l’être humain avec la 
force, l’endurance et la précision du robot. Cette combi-
naison est présentée comme une solution potentielle pour 
répondre aux besoins de flexibilité et d’agilité liées à la 
variabilité de production et à la mondialisation de la con-
currence en offrant des nouvelles possibilités 
d’assistance pour des tâches parfois difficilement auto-
matisables, tout en contribuant également à 
l’amélioration des conditions de travail. Si le déploie-
ment de ces technologies reste encore limité et ne remplit 
pas totalement ces promesses, leur futur semble très 
prometteur. 
 
Ces nouveaux dispositifs technologiques donnent lieu à 
un débat autour d’un ensemble de questions englobant la 
sécurité des futurs utilisateurs (INRS, 2018), la rentabili-
té de ces investissements et leurs impacts sur la produc-
tivité (Bounouar et al., 2020 ; Cherubini et al., 2016), la 
qualité et les conditions de travail des opérateurs hu-
mains (Haeflinger, 2017). De ce fait, ils ont renforcé le 
besoin d’une conception qui ne se focalise pas seulement 
sur l’élément technologique, mais aussi sur son utilisa-
tion potentielle en prenant en compte le travail réel, ces 
particularités et ces sources de variabilités pour conce-
voir des systèmes Humains-Robots favorisant un travail 
en sécurité, en qualité et élargissant les marges de ma-
nœuvres des opérateurs humains afin de pouvoir gérer 
les variabilités et les difficultés rencontrées en situation 
de travail. 
 
Pour enrichir ce débat, nous proposons dans cette com-
munication un cadre méthodologique de conduite des 
projets cobotiques en prenant en compte les différents 
enjeux de ce type de projets (sécurité, faisabilité, rentabi-
lité, etc.)  et en s’inspirant des principales disciplines 
intégrant le travail réel et les futurs utilisateurs dès les 
premières étapes du processus de conception. Ce cadre 
méthodologique vise à orienter vers une conception des 
systèmes humains-robots alliant sécurité, rentabilité, et 
amélioration des conditions de travail. 
Après avoir présenté ce contexte technologique et les 
questions induites, nous présenterons brièvement dans la 
partie suivante des exemples d’approches de conception 
centrées sur l’Humain. Nous discuterons ensuite les 
étapes et les particularités de chacune de ces approches 
et nous présenterons par la suite notre proposition de 
cadre méthodologique de conception des systèmes cobo-
tiques. 
2 LES APPROCHES DE CONCEPTION 
CENTRÉES SUR L’HUMAIN 
2.1 La conception centrée utilisateur 
C’est dans (Norman et Draper, 1986) que le terme «user-
centered design » fut pour la première fois employé pour 
exprimer un type de conception dans lequel l’utilisateur 
de l’application, appelé « end-user », influence la con-
ception elle-même. Ce terme a été utilisé par la suite 
dans plusieurs publications et manifestations scienti-
fiques.  
La norme ISO 9241 (ISO 9241, 2010) fournit un cadre 
pour la conception centrée sur l'être humain. Complé-
mentaire aux méthodologies de conception existantes, ce 
cadre offre une perspective centrée sur l'être humain qui 
peut être intégrée dans différents processus de concep-
tion et de développement d'une manière adaptée au con-
texte de chaque cas particulier. Une approche centrée sur 
l'être humain devrait suivre, entre autres, les principes 
énumérés ci-dessous :  
- La conception est fondée sur une compréhen-
sion explicite des utilisateurs, des tâches et des 
environnements :  
Les produits, systèmes et services devraient être conçus 
de manière à tenir compte des personnes qui les utilise-
ront et qui pourraient être touchées (directement ou indi-
rectement) par leur utilisation.  
- Les utilisateurs sont impliqués tout au long de la 
conception et du développement : 
La participation des utilisateurs à la conception et au 
développement constitue une source précieuse de con-
naissances sur le contexte d'utilisation, les tâches et la 
façon dont les utilisateurs sont susceptibles de travailler 
avec le futur produit.   
- La conception est pilotée et affinée par une éva-
luation centrée sur l'utilisateur : 
L'évaluation des conceptions avec les utilisateurs et leur 
amélioration en fonction de leurs commentaires consti-
tuent un moyen efficace pour réduire les risques qu'un 
système ne réponde pas aux besoins des utilisateurs ou 
de l'organisation (y compris les exigences cachées ou 
difficiles à spécifier explicitement). Une telle évaluation 
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permet de tester les solutions de conception préliminaire 
et contribuer à l’élaboration des solutions progressive-
ment affinées.  
- Le processus est itératif : 
L'itération implique que les descriptions, les spécifica-
tions et les prototypes soient révisés et affinés lorsque de 
nouvelles informations émergent en cours de conception, 
au fur et à mesure d’affinement de la compréhension des 
utilisateurs et de leurs tâches. Ceci, afin d’éliminer pro-
gressivement l'incertitude pendant le développement des 
systèmes interactifs (humains-machines) et de réduire le 
risque que le système en cours de développement ne 
réponde pas aux besoins des utilisateurs.  
- L'équipe de conception comprend des compé-
tences et des perspectives multidisciplinaires : 
L'équipe de conception centrée sur l’utilisateur doit être 
suffisamment diversifiée pour veiller sur la prise en 
compte des différents aspects liés à la conception et pour 
pouvoir prendre des décisions sur les compromis à faire. 
Un avantage supplémentaire d'une approche multidisci-
plinaire est que les membres de l'équipe prennent davan-
tage conscience des contraintes et des réalités des autres 
disciplines ; par exemple, les experts techniques peuvent 
devenir plus sensibles aux problèmes des utilisateurs et 
les utilisateurs peuvent devenir plus conscients des con-
traintes techniques. 
Un exemple de mise en œuvre de cette démarche a été 
partagé par (Loup-Escande et al., 2016) dans le cadre 
d’un projet visant la conception d’un environnement 
virtuel favorisant l’apprentissage de concepts scienti-
fiques. Les contributions effectives de plusieurs profils 
d’utilisateurs (les enseignants, les élèves) à la compré-
hension et à la spécification des contextes d’usage, à 
l’identification des besoins des utilisateurs et aux évalua-
tions de solutions intermédiaires et finales ont été dé-
crites dans ce retour d’expérience. 
2.2 La conception centrée sur l’activité 
Comme son nom l’indique, la conception centrée sur 
l’activité souligne l’importance d’une analyse et d’une 
compréhension des activités individuelles et collectives 
développées et mises en œuvre par les opérateurs dans 
leur quotidien de travail durant le processus de concep-
tion.  
Ces étapes essentielles permettront d’alimenter le pro-
cessus de conception et de l’orienter vers des choix en 
capacité d’élargir les marges de manœuvre des futurs 
utilisateurs de telle manière à pouvoir mettre en œuvre 
des moyens cohérents pour faire face à la variabilité du 
travail (technique, organisationnelle, etc.) dans l’objectif 
de préserver leur santé et d’atteindre les objectifs de pro-
ductivité. 
Les approches de conception développées dans ce cadre 
s’appuient sur une analyse stratégique des enjeux du 
projet, la construction de diagnostics opérants visant la 
compréhension des activités réelles de travail, la con-
duite de simulations du travail permettant de se projeter 
dans l’activité future probable, la formalisation des résul-
tats des simulations et l’accompagnement du projet 
jusqu’à son démarrage.  
 
L’ensemble des étapes de cette démarche se fonde sur 
une mobilisation et une participation active de 
l’ensemble des acteurs concernés par le projet, y compris 
les opérateurs (Benchekroun, 2016 ; Bounouar et al., 
2019). Dans ce sens, l’une des finalités centrales d’une 
approche ergonomique est l’aboutissement à des accords 
de développement conjoint de la santé, de la perfor-
mance, et des personnes en centrant le dialogue entre les 
différentes parties prenantes du projet sur le travail et les 
activités mobilisées en situation réelle ou simulée (Ben-
chekroun, 2016). 
2.3 Le Design Thinking 
Le Design Thinking (DT) rendu populaire par la compa-
gnie IDEO et l’Université de Stanford, est une approche 
basée sur l’empathie et utilisant des méthodes et des ou-
tils pour permettre à des équipes multidisciplinaires 
d’innover en mettant en correspondance attentes des 
utilisateurs, faisabilité technologique et viabilité écono-
mique. (Brown and Barry, 2011)  
L’objectif de cette démarche est de déplacer les référen-
tiels traditionnels du design qui mettent l’accent sur la 
résultante du processus à savoir la plupart du temps 
l’objet créé. Elle s’articule sur des phases cycliques et 
itératives ayant comme source d’inspiration première la 
compréhension des individus pour qui on veut innover 
(utilisateurs finaux), et ce par l’art d’interagir avec eux 
d’une façon fine et efficace, l’art de l’observation, du 
recadrage et du prototypage rapide pour mieux appro-
fondir la compréhension du terrain et enrichir les propo-
sitions de solutions. Dans cette démarche, plutôt que de 
développer tout le produit (service, espace, technologie, 
organisation, etc.) pendant des mois et de le présenter 
sous sa forme finale au client pour avis, il ne faut déve-
lopper que les briques demandées et tester avec les utili-
sateurs l’usage au moyen de versions bêta et échanger 
avec eux en boucles courtes, en contexte réel, jusqu’à la 
finalisation et la mise en œuvre. (Mathieu and Hillen, 
2016) 
Il existe plusieurs variantes des processus en Design 
Thinking, le plus populaire est celui développé par la 
d.school de l’université de Stanford qui définit le proces-
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sus en cinq étapes qui s'enchaînent logiquement mais qui 
ne doivent pas être prises comme un processus linéaire 
(The Bootcamp Bootleg, 2013) : La phase d’empathie 
pour comprendre les besoins des utilisateurs, la phase de 
définition qui vise à exprimer explicitement le problème 
à résoudre et l’angle d’attaque du problème, la phase 
d’idéation durant laquelle l’ensemble des participants du 
groupe de conception génèrent une diversité 
d’alternatives de conception pour répondre au à l’objectif 
défini, puis la phase du prototypage pour permettre aux 
idées de sortir au monde réel et la phase de test pour re-
cueillir les avis des utilisateurs, d’améliorer les solutions, 
d’affiner et de continuer à apprendre davantage sur les 
utilisateurs pour gagner encore une fois en empathie afin 
d’enrichir les prochaines itérations. 
D'autres exemples intéressants d’approches de concep-
tion centrées sur l’humain existent (Sun H. et al., 2013 ; 
Sun X. et al., 2018). 
3 LES ENJEUX DE LA CONCEPTION DES 
SYSTÈMES COBOTIQUES 
La conception d’un système collaboratif humains-robots 
est une tâche complexe. Ceci est dû à un ensemble 
d’enjeux complémentaires mis en jeu durant ce type de 
projets de conception.  
Tout d’abord, l’enjeu de sécurité a une place essentielle 
durant le processus de conception d’un système interactif 
incluant des robots collaboratifs. En fait, contrairement 
aux robots industriels isolés par des grilles et barrières 
physiques, le partage physique d’un même espace de 
travail entre les robots collaboratifs et les opérateurs hu-
mains rend la notion de risque prédominante.   
Malgré l’implantation de différentes mesures de protec-
tion intrinsèques (fonctions de sécurité intégrées, cap-
teurs de couple, etc.) et respect des exigences de sécurité 
normatives (ISO 10218-1, 2011) par les fabricants de 
cobots, les risques de ces nouveaux moyens technolo-
giques sont présents pour les utilisateurs. Dans ce sens, Il 
est important de distinguer le robot, qui est considéré au 
sens de la directive machines1 2006/42/CE comme une 
quasi-machine qui ne peut assurer à elle seule une 
application définie, et le système cobot comprenant le 
cobot, son effecteur (une pince, une visseuse, etc.), et 
l’ensemble des éléments de péri-robotique et de 
l’environnement de travail. Ce dernier n’est pas « sûr » 
par définition, mais sa sécurité doit être étudiée et assu-
rée dans le contexte de l'utilisation. A titre d’exemple, 
les effecteurs (pince, visseuse, etc.), les objets manipu-
lés, la vitesse, etc.  peuvent être générateurs de risques de 
pincement, de collision, de coincement, etc.  
 
                                                         
1 Les Directives machines rapprochent les législations des États 
membres de l’union européenne relatives aux machines. Elles visent à 
assurer la sécurité des personnes sur le lieu de travail et à réduire les 
risques 
D’autre part, l’introduction d’une nouvelle technologie 
dans un système industriel constitue un changement ma-
jeur au niveau de l’activité des opérateurs humains et de 
l’organisation. En ce sens, introduire une technologie, 
c’est aussi agir sur un système socio-organisationnel 
(Bobillier-Chaumon, 2016). Ceci peut avoir des impacts 
sur le savoir-faire développé par les opérateurs tout au 
long de leurs carrières pour effectuer un travail de qualité 
et gérer les variabilités rencontrées tout en préservant 
leur santé.  
 
Puis, il ne faut pas oublier que l’introduction d’une cel-
lule de robotique collaborative, au même titre que tout 
autre moyen de production, est un investissement impor-
tant qui est souvent conditionné de façon prédominante 
par des critères économiques. Il est naturel que les di-
mensions liées aux coûts engendrés (pour l’achat, la 
mise en fonction et l’entretien de la cellule robotique), à 
l’impact sur l’efficacité des postes de travail concernés, 
et au retour sur investissement soient discutées et prises 
en compte dans les processus de prise de décision et de 
conception. 
Le challenge durant la conduite de projets cobotiques 
consiste à trouver, pour chaque cas de poste de travail 
industriel à cobotiser, le compromis entre les différents 
enjeux essentiels liés à l’introduction de cette nouvelle 
technologie.  
En se basant sur la richesse des disciplines de conception 
centrées sur l’humain présentées précédemment et sur la 
connaissance de la réglementation en vigueur, nous pro-
posons dans la partie suivante un cadre méthodologique 
en construction, visant à aider les concepteurs des sys-
tèmes humains-robots de prendre en compte les diffé-
rents enjeux présentés dans cette partie, dans un objectif 
d’aboutir à un système humains-robots alliant sécurité, 
acceptabilité et rentabilité.  
4 PRÉSENTATION ET MISE EN 
PERSPECTIVE DE LA PROPOSITION DU 
CADRE MÉTHODOLOGIQE DE 
CONCEPTION DES SYSTÈMES HUMAINS-
ROBOTS 
Avant de commencer les étapes de conception, pour veil-
ler à la bonne prise en compte de l’aspect multi-enjeux 
précité, l’équipe de projet devrait être pluridisciplinaire. 
C’est d’ailleurs une des bases de la conceptions centrée-
utilisateurs (section 2.1). Une équipe de projet pluridis-
ciplinaire devrait inclure les opérateurs concernés par le 
projet, des représentants de la direction (pour la discus-
sion de l’investissement), des managers (de production, 
de maintenance, de qualité, de la sécurité), un ergonome 
et un intégrateur de robot. 
Au début du projet, l’équipe pluridisciplinaire serait 
amenée à analyser la situation actuelle de l’organisation, 
du poste de travail et des tâches à cobotiser. Plus préci-
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sément, il s’agira, d’une part d’analyser les enjeux du 
projet en définissant les objectifs, en identifiant les 
postes à cobotiser, les personnes impactées, leurs at-
tentes et les contraintes économiques et organisation-
nelles liées au projet (budget, importance du poste dans 
le processus de production, etc.), et d’une autre part, 
d’analyser l’activité des opérateurs à travers des observa-
tions en situation réelle, des entretiens de compréhen-
sion, et une analyse des données et documents liés aux 
postes de travail concernés (descriptifs des postes, objec-
tifs de performance, suivi de productivité et de qualité, 
données de santé et de sécurité, etc.). 
En se basant sur les résultats de la phase d’analyse de 
l’existant, les étapes de conception devront être con-
duites de manière participative et itérative (principes de 
la conception centrée utilisateurs : section 2.1). En com-
mençant par une étape importante d’idéation de scéna-
rios de cobotisation (comme au Design Thinking : sec-
tion 2.3). Cette étape essentielle va contribuer à favoriser 
l’approche participative en donnant la parole à tous les 
membres de l’équipe de conception, y compris les opéra-
teurs humains, pour proposer des pistes de solutions qui 
doivent être discutées, évaluées et hiérarchisées à travers 
des simulations organisationnelles (simulations rapides 
en maquettes 2D ou 3D, par exemple).   
Ensuite, les pistes de solutions les mieux classés doivent 
être étudiés dans un objectif de choix des solutions tech-
nologiques adaptées, afin également de déterminer leurs 
faisabilités et d’estimer leurs enveloppes budgétaires. Si 
les principes de solutions et leurs coûts potentiels sont 
acceptés par l’organisation et les opérateurs concernés, 
une étape de simulation fonctionnelle (tirant bénéfice des 
nouvelles technologies de visite virtuelle et d’analyse 
ergonomique de poste) permettrait l’évaluation du fonc-
tionnement spatial et temporel et de son impact potentiel 
sur la performance du système.  
Après l’étude de faisabilité et l’évaluation de la rentabili-
té économique de l’investissement, une étape d’analyse 
des risques et d’évaluation de l’utilisabilité et de 
l’acceptabilité de la solution par les opérateurs est néces-
saire pour déterminer si la solution est potentiellement 
convenable, et mérite d’être prototypée, ou s’il y a une 
nécessité de faire des itérations pour améliorer des as-
pects de la solution.  
Ces itérations et retours vers la phase d’étude de faisabi-
lité pour modifier la solution proposée, ou vers la phase 
d’idéation, pour revoir les scénarios de cobotisation doi-
vent d’être envisageables pour éviter d’aller vite vers des 
investissements inutiles. Même après la validation d’une 
solution finale et son implantation, des évaluations après 
la mise en fonctionnement permettront de recueillir le 
retour des utilisateurs et la prise des décisions néces-
saires pour éviter tout rejet de la nouvelle technologie 
après investissement. 
Les étapes présentées ci-dessous sont schématisées sous 
forme d’un cadre méthodologique de conduite des pro-
jets cobotiques (figure 1). Ce cadre méthodologique vise 
à orienter vers des solutions systèmes humains-robots 
alliant sécurité, acceptabilité et productivité. 
5 CONCLUSION 
La cobotique présente de nombreuses perspectives pour 
le secteur industriel, englobant l’amélioration de l’agilité 
des systèmes de production et l’amélioration des 
conditions de travail des opérateurs humains. Ces 
nouveaux moyens technologiques engendrent des points 
de vigilance liés à la bonne prise en compte des enjeux 
multidisciplinaires de la robotique collaborative 
(Sécurité, rentabilité et conditions de travail). 
Dans cet article, différentes approches de conception 
centrées sur les utilisateurs finaux ont été présentées. 
Ensuite, les enjeux multidisciplinaires liés à la robotique 
collaborative ont été discutés. Puis, un cadre 
méthodologique de conception des systèmes humains-
robots a été élaboré. Ce cadre méthodologique, 
comprenant les étapes de conception avec leurs livrables, 
leurs outils et données d’entrées nécessaires, met en 
avant l'importance de la structuration participative de 
l'équipe de conception, des étapes préliminaires de la 
compréhension et d’analyse de l'activité en cours et des 
étapes itératives de conception et d'évaluation pour 
parvenir à une conception combinant performance 
productive, santé et sécurité.  
Pour un premier temps, ce cadre méthodologique a été 
mis en pratique –aux conditions de laboratoire- lors d'un 
processus de conception d'une cellule robotique collabo-
rative visant l’amélioration d’un poste de travail de recy-
clage des boites plastiques contenant un produit de net-
toyage (Bounouar et al., 2020). Au cours de cette expé-
rience, l'activité manuelle a été analysée par le biais 
d'observations et d'entretiens avec les utilisateurs. Des 
scénarios d'amélioration ont été proposés, discutés et 
priorisés. Ensuite, une étude de faisabilité a été réalisée 
et a conduit à la réalisation des prototypes techniques des 
solutions retenues. Ces prototypes ont permis d'évaluer 
les solutions proposées et de recueillir les réactions des 
utilisateurs volontaires.  Actuellement, ce cadre métho-
dologique est en train d’être mis en œuvre dans un con-
texte plus formel ; un projet d’étude des possibilités 
d’assistance des opérateurs humains sur un poste de tra-
vail de finition d'une PME industrielle française. Cette 
entreprise produit des pièces mécaniques fragiles et sen-
sibles pour le secteur aéronautique. Cette application 
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Figure 1:  Proposition de cadre méthodologique du processus de conception des systèmes humains-robots
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RESUME : Dans une chaine logistique, la planification tactique à horizon glissant est utilisée pour synchroniser la 
production et la distribution. Ainsi, un acteur qui reçoit des planifications de ses partenaires (clients ou fournisseurs) peut 
chercher à étudier leur incertitude en analysant les variations de celles reçues dans le passé. Cet article propose un 
processus de modélisation d’incertitudes en utilisant une méthode de classification non supervisée pour identifier les 
horizons de re-planification ayant des niveaux de variation similaires, puis d’estimer l’incertitude sur les groupes 
d’horizons obtenus. La méthode proposée est appliquée à un cas pratique industriel. Nous discutons les résultats obtenus 
qui mettent en avant des comportements spécifiques de décideurs. 
 
MOTS-CLES : Planification tactique, Horizon glissant, Incertitudes, classification non supervisé. 
 
1 INTRODUCTION 
Dans une chaîne logistique de partenaires indépendants, 
la synchronisation des plans directeurs de production 
(PDP) et de distribution est souvent obtenue par un 
processus de planification des ressources de distribution 
(DRP), une méthode permettant de définir sur un horizon 
donné, les besoins en approvisionnement le long de la 
chaine logistique (Martin André J 1996).  
Dans ce processus, les partenaires s’échangent des plans 
à horizon glissant révisés périodiquement en fonction des 
actualisations des plans reçus des partenaires, ou des 
perturbations internes tels que changement dans les 
demandes client, les prévisions de demande, des pannes 
machines, des non-qualités, de l’absentéisme, des retards 
dans les dates de livraison des matières premières. Ces 
révisions fréquentes entrainent une nervosité dans le 
système de planification (Steele 1975), accentuent l’effet 
bullwhip (Hau L. Lee 1997) et engendrent une perte de 
confiance sur la crédibilité des plans. Nous cherchons 
ainsi à estimer l’incertitude sur les planifications reçues.  
L’instabilité, la nervosité d’un plan et les impacts sur les 
systèmes de planification ont été souvent étudiés. (Steele 
1975) a nommé cet effet de "system-nervousness" dans 
les systèmes MRP. Plusieurs mesures de nervosité ont été 
proposées (Steele 1975), (Jensen T 1993). (Vàncza J 
2008) mesure l’imprécision    par une moyenne des 
différences absolues entre la quantité réalisée et les 
différentes re-planification.  
(Genin P 2003) et (Van Donselaar 2000) ont proposé de 
réduire la nervosité en prenant en compte des limitations 
sur les modifications entre deux re-planifications. 
(Herrera C Jun 2009) et  (Gharbi H 2008) ont exploré la 
coordination de la planification agrégée tactique et la 
planification détaillée afin d’assurer une planification 
robuste et réactive aux perturbations. Une autre approche 
est la modélisation de l’incertitude dans le processus 
planification (G. B. Guillaume R 2013) et (Grabot B 
2005)). Néanmoins la fuzzyfication du plan 
d’approvisionnement qui est l’entrée de ces approches est 
à notre connaissance peu investiguée et est souvent faite à 
dire d’expert. 
Dans ce papier, nous proposons une méthode de 
fuzzyfication basée sur l’étude des données historiques. 
Des méthodes d’exploration des données permettent 
d’enrichir la compréhension et l’évaluation d’un plan 
dans un processus de planification à horizon glissant, et 
ainsi d’estimer l’incertitude des plans. L’approche est 
intrinsèque et ne s’appuie pas sur d’autres variables 
externes pour expliquer l’incertitude. 
L’article est organisé comme suit : dans la première 
section le problème est décrit et le processus global de 
modélisation d’incertitudes est présenté. Par la suite, nous 
appliquons notre approche sur des données réelles d’une 
planification logistique et interprétons les résultats 
obtenus sur cette application.  
2 DESCRIPTION ET FORMULATION DU 
PROBLEME  
2.1 Planification à l’horizon glissant 
L’actualisation des plans à horizon glissant peut 
engendrer une importante nervosité. Notre objectif est de 
caractériser les écarts de quantités re-planifiées, entre 2 
planifications successives et/ou entre une planification et 
sa réalisation. Afin de limiter les effets de bord entre deux 
périodes, nous nous focalisons uniquement sur les 
données cumulées des plans. 
La figure 1 montre un exemple de quantités re-planifiées 
sur un horizon de 6 semaines, où représente la 
quantité cumulée de production programmée pour la 
période j dans le plan réalisé en période i. Cette figure 
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introduit aussi la notion d’horizon: l’horizon h caractérise 
les quantités planifiées h périodes avant leur réalisation. 
Ainsi la quantité  appartient à l’horizon (j-i). Cet 
article fait l’hypothèse que les incertitudes sont fonction 
de l’horizon car les leviers de décisions du partenaire qui 
transmet le plan sont aussi fonctions de l’horizon. 
 
Figure 1 : Les plans de planification dans un horizon 
glissant (N=10,H=6) 
Les notations qui seront utilisées tout au long de cet article 
seront les suivants :  
 :         plan reçu/émis à la période i, i [1..N]. 
:      quantité prévu dans le plan Pi pour la période j. 
i [1..N], j [i..(i + H)] 
:  taille maximum de l’horizon glissant  
 : écart entre l’horizon h et h-1  
pour le plan i, l [1..H]. (Les déviations (1) dans la figure 
1) 
 : écart à l’horizon h du plan i et 
son réalisé, h [1..H]. (Les niveaux (2) dans la figure 1) 
 
Nous étudions deux types d’écart formalisés dans 2 
matrices : la matrice des déviations (D) ne regardant que 
l’incertitude d’une étape de re- planification (donc entre 
deux plans consécutifs), et la matrice des niveaux (L) 
comparant chaque re- planification au réalisé.  
2.2 Matrice des déviations 
En s’appuyant sur les travaux antérieurs portant sur les 
mesures de la nervosité (Jensen T 1993), (Meixell 2005) 
nous reprenons l’idée introduite par (Herrera C Jun 2009) 
pour mesurer la nervosité par une moyenne des 
différences entre les quantités planifiées et ré-planifiées.  
Dans le premier onglet (1) de la figure (1), on considère 
que les plans arrivent chaque semaine. Chaque arrivée est 
une observation de la planification à horizon glissant. 
Dans chaque observation, on récupère les déviations 
absolues selon l’équation de (Jensen T 1993) (E1) :  
  
On obtient ainsi une matrice (Observation*Déviation) de 
déviations absolues (|D|) : chaque ligne i est une 
observation qui contient les déviations entre le plan reçu 
à i et celui reçu à i+1. 
2.3 Matrice des niveaux 
Le deuxième effet de variation est entre les quantités re- 
planifiée et la quantité réalisée. On peut aussi introduire 
une mesure absolue (E2) : 
 
On obtient ainsi une matrice (Observation* Niveau) 
d’écarts de niveaux absolue (|L|). Chaque ligne est une 
observation et contient les écarts entre la quantité 
planifiée et la quantité réalisée.  
2.4 Matrice de sens de variation 
En s’inspirant sur les travaux de (Marques G 2010), cette 
matrice (S) identifie les signes des déviations  pour 
mesurer une Augmentation, une Stabilité ou une Baisse 
dans (E5).  
 
3 PROCESSUS DE CARACTERISATION 
D’INCERTITUDE    
La figure 2 présente les 4 étapes du processus de 
traitement des données proposé: 1/extraction, 2/ 
transformation, 3/ regroupement, 4/ modélisation 
incertitude.  
L’originalité de l’approche réside dans un regroupement 
de différents horizons (3 /) en exploitant les données 
historiques avec la méthode de classification hiérarchique 
ascendante (CAH) (Gower J.C 1986).  
Une fois les groupes d’horizons obtenus, les incertitudes 
sur un plan sont obtenues en se basant sur les informations 
portées par chaque groupe. Cette analyse permet de 
comprendre où se trouvent les perturbations les plus 
importantes ? et comment elles évoluent au cours de 
l’horizon ?  
3.1 L’extraction 
La démarche doit être adaptée par rapport  à la taille des 
données disponibles (Kantardzic M 2011). Deux 
situations sont à distinguer: (i) celles où l’historique est 
important (N> 2H), (ii) de celles où l’historique est réduit 
(N≤H). Dans le cas (i), l’extraction peut être limitée sur 
des périodes « j » pour lesquelles le réalisé est connu. 
Auquel cas, la matrice (L) est pleine et contient de 
nombreuses observations. Dans le cas (ii), aucune donnée 
(triangles jaune de la figure 2) n’est éliminée. Ainsi, le 
plan fait à des horizons lointains n’est pas connu pour les 
premières réalisations observées. Et le réalisé des 
horizons finaux des dernières observations ne sont pas 
connus non plus. Par suite, la matrice (L) sera 
partiellement vide. 
  (E1) 
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3.2 Transformation  
Les matrices des écarts sont calculées. Dans le cas (i), les 
matrices sont pleines et exploitables sans effet particulier. 
Dans le cas (ii), la matrice des écarts de niveaux (L) peut 
ne contenir que très peu d’observations pour des tailles 
d’horizon H grands (H=N) ce qui rend son exploitation 
inutile. La matrice des déviations (D) et des signes (S) sera 
toujours plus dense. Néanmoins, chaque modèle de 
déviation sera basé sur un ensemble de dates « j=i+h » 
différents.  
3.3 Regroupement des horizons  
Nous avons utilisé la méthode de classification 
hiérarchique ascendantes (CHA) pour construire des 
groupes d’horizons similaires. C’est une façon de 
compacter les horizons et d’identifier des structures dans 
les horizons. 
Cette méthode d’exploration descriptive des données 
(Kantardzic M 2011) permet de produire des nouvelles 
informations non négligeables basées sur l’ensemble des 
données disponibles.  
Dans la première itération, nous avons utilisé la distance 
euclidienne (E6) pour mesurer la ressemblance entre deux 
horizons ou M est une matrice normalisée de la matrice  
ou une matrice normalisée de la matrice . 
 
Dans les itérations suivantes : nous utilisons l’écart de 
Ward  pour regrouper deux groupes (A, B). Le 
regroupement provoque une minimisation de la dispersion 
à l’intérieur de chaque groupe (Kaufman L 2005). Cet 
écart est défini comme : 
 
3.4 Estimation des incertitudes  
Les informations obtenues dans chaque groupe d’horizon 
servent à estimer les incertitudes d’un plan. 
Il existe plusieurs types de méthodes d’estimation des 
incertitudes : intervalle Minimax, ou intervalle 
interquartile. Ici, deux estimations d’incertitudes par 
l’intervalle Minimax sont utilisées : une estimation basée 
sur les écarts entre les niveaux (L) et l’autre sur les 
déviations (D).  
 
 
Figure 2:Processus de caractérisation des incertitudes 
4 APPLICATION NUMERIQUE 
4.1 Contexte 
Le projet ANR « Cloud Adaptation for an Agile Supply 
Chain » (CAASC) vise à améliorer l’agilité et la réactivité 
d’une chaine d’approvisionnement dans une plateforme 
cloud qui regroupe les différentes entités d’une chaine 
logistique.   
 
Une partie de la chaine logistique du partenaire industriel 
est un cas d’utilisation pour appliquer les modèles 
développés (Tiss S 2019). 
 
Notre travail a pour but de quantifier les incertitudes dans 
les plans reçus par chaque acteur de la chaîne. Ici, à titre 
d’exemple, nous considérons les besoins 
d’approvisionnement reçus par un centre de distribution 
central (CDC) en provenance d’un pays X pour un produit 
A. 
4.2 Description des données : 
Pour sa planification tactique, le CDC utilise des plans à 
horizon glissants sur 25 semaines révisés toutes les 
semaines (N = 42 observations).  
Dans chaque planification, la quantité de la première 
période du plan d’approvisionnement est exécutée dans 
les systèmes opérationnels, les prévisions des 23 périodes 
suivantes sont ajustées, et une autre nouvelle quantité 
planifiée arrive en fin d’horizon.  
Notre objectif est d’identifier, analyser et regrouper les 
horizons de planification ayant des écarts similaires. Deux 
angles différents ont été utilisés selon que le 
regroupement est basé sur les déviations (D) ou les 
niveaux (L). 
     
 (E7) 
:   Centre de gravité associé au groupe A   
   Effective de groupe A 
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4.3 Ecart entre les horizons successifs 
Dans cette analyse, nous exploitons la matrice de 
déviation ( ).  
 h0 h1 h 2 h3 … h21 h22 h23 h24 
Ob_0 520 0 0 0 … 0 0 0 0 
Ob_1 1762 971 971 971 … 971 971 971 971 
Ob_2 1097 0 0 0 … 0 0 0 0 
Ob_3 449 0 540 1540 … 2474 2474 2456 2474 
Ob_4 957 5158 0 0 … 0 0 0 0 
….. ….. ….. ….. ….. … ….. ….. ….. ….. 
Tableau 1:Les déviations entre le niveaux i et le niveau 
i+1 
Dans le prétraitement de nos données de la matrice de 
déviation, nous utilisons une normalisation Minimax :   
 
Cette transformation permet d’amener tous les écarts de 
chaque observation dans la plage [0 ,1] comme ceci :  
Tableau 2:Matrice de déviation normalisé Minimax 
La mesure de ressemblance définie en (E6) sur la matrice 
de déviation normalisée permet de calculer la distance 
entre chaque paire d’horizon. La mesure de distance 
utilisée accorde une valeur maximale à deux horizons 
complètement différents et minimale (0) à deux horizons 
identiques. Ces distances peuvent être visualisées dans la 
représentation ci-dessous.  
  
Figure 3: distance euclidienne entre deux paires 
d'horizons sur |D| 
D’après cette représentation de similarité, nous constatons 
qu’à partir de l’horizon h9 et jusqu’à h24, les quantités re-
planifiées sont faiblement modifiées : les planificateurs 
ont tendance à faiblement adapter la planification. Par 
contre les horizons (h0, h1) s’éloignent beaucoup des 
autres horizons. Ce qui signifie qu’il y a des nombreuses 
modifications à court terme lors de l’exécution d’un plan.  
4.3.1 Regroupement des horizons 
Nous appliquons la classification hiérarchique ascendante 
(CHA) sur la matrice de distance générée. L’arbre ci-
dessous permet de visualiser la structure « naturelle » 
(Kantardzic M 2011) des groupes des horizons. 
L’arbre peut se couper à plusieurs hauteurs selon le choix 
du décideur (ligne unie) dans le nombre de regroupement 
souhaité.  
Par exemple, le tiret pointillé sur la figure 4, génère trois 
groupes qui sont la meilleure répartition des horizons en 
trois classes bien différentes.  
 
Figure 4:Les groupes d’horizons similaires  
Tableau 3:Les sous-groupes et leur sens de variation 
Nous constatons que les regroupements ont une certaine 
logique mais l’approche de classification ne le garanti 
pas : C1 = début de l’horizon, C2= milieu de l’horizon, 
C3 = fin de l’horizon. De plus le sens de variation obtenu 
par (E5) indique une tendance à surestimer les quantités 
planifiées : les décideurs ont tendance à diminuer les 
quantités à chaque  re planification, quel que soit le groupe 
d’horizon considéré. Enfin, chaque cluster a des 
possibilités de déviation différentes.  
4.4 Ecart entre les horizons et le réalisé (L) 
Dans cette deuxième analyse, nous étudions la matrice des 
niveaux ( ) selon la même méthodologie mais en 
réduisant les données sur les observations où le réalisé des 
prévisions à H24 est connu. La représentation donne les 
similarités entre horizons (bleu lorsqu’ils sont proches et 
jaunes lorsqu’ils sont très différents) 
 h0 h1 h 2 h3 ….. h21 h22 h23 h24 
Ob_0 0.05 0.0 0.0 0.0 ….. 0.0 0.0 0.0 0.0 
Ob_1 0.18 971 0.19 0.46 ….. 0.16 0.16 0.16 0.16 
Ob_2 0.11 0.0 0.0 0.0 ….. 0.0 0.0 0.0 0.0 
Ob_3 0.04 0.0 0.25 0.25 ….. 0.40 0.40 0.40 0.40 
Ob_4 0.09 1.0 0.0 0.0 ….. 0.0 0.0 0.0 0.0 
….. ….. ….. ….. ….. ….. ….. ….. ….. ….. 
 Horizons |D| Sens de variation des écarts 
A (%) S (%) B(%) 
Full 
ensemble 
{  h0, h1, h2, h3, h4, h5, h6, 
h7, h8, h9, h10, h11, h12, 
h13, h14, h15, h16, h18, 








Cluster 1 { h0, h1} 17 25 58 
Cluster 2 { h2, h3 , h4, h5, h6, h7, h8 
} 
17 50 33 
Cluster 3 { h9, h10, h11, h12, h13, 
h14, h15, h16, h18, h19, 
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Figure 5:La distance entre les L de paires d'horizons 
D’après la matrice de distance sur les L, nous constatons 
que les quantités planifiées sur les horizons (h0 à h7) 
correspondent fortement aux quantités réalisées, et nous 
constatons que les quantités planifiées à partir de 
l’horizon h16 à h24 ont tendance à s’éloigner de la 
quantité réalisée. On identifie bien un horizon figé (h0. 
h7) et un horizon libre (h16.. h24). 
4.4.1 Regroupement des horizons 
La classification hiérarchique selon la stratégie de 
« Ward » est appliquée à L (figure 6) pour regrouper 
les horizons.  
 
Figure 6: Les groupes d’horizons similaires 
Pour un objectif de 3 groupes, les résultats de 
regroupement des horizons de la matrice L sont donnés 
dans le tableau ci-dessous. Le tableau montre une franche 
tendance à surestimer le besoin. 
 Horizons |L| Sens de variation des 
écarts 
A (%) S (%) B(%) 
Full 
ensemble 
{  h0, h1, h2, h3, h4, h5, h6, h7, h8, 
h9, h10, h11, h12, h13, h14, h15, h16, 







Cluster 1 { h0, h1, h2, h3, h4, h5, h6, h7, h8, h9, 







Cluster 2 { h16, h18, h19, h20  } 100 00 00 
Cluster 3 { h21, h22, h23, h24} 100 00 00 
Tableau 4: Les sous-groupes et leur sens de variation 
5 ESTIMATION D’INCERTITUDES 
Dans ce type d’estimation, nous allons délimiter les 
variations des plans de re- planification par deux 
bornes , ]  une borne inferieure 
et une borne supérieurs pour les deux matrices, D’après 
le tableau 4, cela correspond à un écart minimum 
de -9940 et un écart maximum de 
9940. Par contre les bornes obtenues sont très 
différentes d’un groupe à l’autre. Elles ont une relation 
d’inclusion comme le montre le tableau suivant :   
A partir de la matrice  |D| 
 Taille Q2 Mean S.dev Q3 Max 
Full ensemble 650 972 1235.9 1742 1951 9940 
Cluster 1 52 224.5 1358.4 2030 2011 9940 
Cluster 2 182 0 972 1453 1522 6434 
Cluster 3 416 117 1335.9 1806 1951 6444 
A partir de la matrice  |L| 
 Taille Q2 Mean S.dev Q3 Max 
Full ensemble 325 4386 5906 6389 10668 21954 
Cluster 1 65 9534 9905.7 3396.8 12270 17220 
Cluster 2 52 17112 16444 3269 19153 21954 
Cluster 3 208 0 2022 3107 3756 13240 
Tableau 5:Caractéristique des deux matrices D&L 
La figure 7 représente les intervalles d’incertitudes 
estimés soit d’après D soit d’après L.  Pour chaque 
matrice cinq courbes sont proposées : une courbe bleue 
correspondant au plan de planification 42 sur un 
horizon de planification de 25 périodes (pour lequel 
uen mesure d’incertitude est recherchée), deux courbes 
en rouge qui correspondent au bornes inférieures (avec 
classification (CAH) des horizons et sans classification 
CAH) et deux autres courbes en vert (avec CAH et sans 
CAH) correspondent aux bornes supérieures. 
 
Figure 7 : Synthèse d’estimation d’incertitude par les 
deux matrices 
Dans les deux matrices, nous observons que l’intervalle 
d’incertitude obtenu par l’intervalle minmax de groupes 
est plus serré que  celui intervalles 
. Cela montre l’intérêt d’évaluer 
l’incertitude sur des clusters d’horizon pour obtenir des 
estimations d’incertitude plus significatives. 
Le graphe obtenu par la matrice D montre un fort 
écartement de l’intervalle sur les horizons 
proches, et une stabilité de l’intervalle sur le reste de 
l’horizon. Cela montre que les décisions des décideurs 
dans l’élaboration du plan planification sur cet horizon 
varient beaucoup par rapport au reste de l’horizon. Par 
contre dans la matrice L, l’intervalle s’écarte  
de plus en plus à partir de l’horizon [h15-h25] qui va avoir 
une tendance à écarter les quantités planifiées à des 
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6 CONCLUSION ET SUITE DES TRAVAUX  
Cet article a présenté un processus d’estimation des 
incertitudes liées aux horizons dans des plans tactiques à 
horizon glissant reçus d’un partenaire d’une chaîne 
logistique.  
L’idée principale a été de transformer les données de la 
planification à l’horizon glissant en deux types de forme 
matricielle. La méthode de classification automatique 
permet de générer des groupes d’horizons ayant des 
degrés de variation similaires.  
Un indicateursur le sens de variation a été utilisé pour 
donner une visibilité sur les sens de variation des 
replanifications, afin d’enrichir les informations portées 
par ces groupes. Enfin à partir de ces groupes on estime 
les incertitudes de la planification à l’horizon glissant 
selon les deux matrices D et L. Ces plans incertains 
pourront ensuite être utilisés comme une entrée dans 
les problèmes d’optimisations robustes de la 
planification (T. C. Guillaume R 2017). 
Trois pistes de recherche supplémentaires sont 
envisageables pour estimer les incertitudes:  La première 
est, d’appliquer des méthodes de machine Learning tel 
que le principe de re- échantillonnage (Bootstrap), le k-
means ou le mélange gaussien pour estimer les 
incertitudes sur les sous-groupes obtenus. La deuxième 
piste serait de combiner les groupes obtenus par la matrice 
D à celle de matrice L, pour mieux estimer l’incertitude. 
La troisième piste serait de développer une méthode pour 
classer notamment le comportement des partenaires de la 
chaine logistique sur des groupes de produits (par pays ou 
fournisseur), et de pouvoir les réincorporer dans le modèle 
typique. La quatrième perspective serait d’aller vers des 
mesures de possibilité des incertitudes. 
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ABSTRACT: Cyber Physical Systems (CPSs) play a crucial role in the Industry 4.0 paradigm. The application of 
CPSs in production environments gave rise to the term Cyber Physical Production Systems (CPPSs). The emergence of 
CPPSs transforms the automation pyramid into a decentralized structure. Manufacturing Execution Systems (MES) are 
being highly influenced by this transformation. Currently, there remains a dispute on the role of MES in CPPSs, specif-
ically with respect to the functions they support in CPPSs. This paper aims to shed light on the role of MES in CPPSs 
by analyzing the functional models of the two. Firstly, functional models of CPPSs and MES are proposed in the form of 
IDEF0 diagrams. Then, data flows between the functional models of CPPSs and MES are described and the functions 
of the two are compared. We find that MES will continue to play a significant role in CPPSs, but it will take new forms. 
The next-generation of MES requires greater flexibility, dynamism and improved functionality.  
 
KEYWORDS: Cyber physical systems; Cyber physical production systems; Manufacturing execution systems; 
Functional modelling (IDEF0); 5C architecture; ANSI/ISA-95 
 
1 INTRODUCTION 
In the era of Industry 4.0, Cyber Physical Systems 
(CPSs) play an essential role because they make the fu-
sion of the physical and the virtual worlds (Kagermann 
et al., 2013). The application of CPSs in production envi-
ronments leads to the development of Cyber Physical 
Production Systems (CPPSs). The first detailed descrip-
tion of a CPPS was given by Monostori et al. (2016), 
which has been widely cited and broadly accepted in 
recent years. As a complement to Monostori’s descrip-
tion, Cardin (2019) added several missing points, includ-
ing knowledge management, decision making and adapt-
ability, and adapted it as following (the complementary 
part of Cardin’s description has been highlighted in 
bold): “CPPSs are systems of systems of autonomous 
and cooperative elements connecting with each other in 
situation dependent ways, on and across all levels of 
production, from processes through machines up to pro-
duction and logistics networks, enhancing decision-
making processes in real-time, response to unforeseen 
conditions and evolution along time”. 
 
Monostori et al. (2016) claimed that CPPSs partly break 
with the traditional automation pyramid. Traditionally, 
the Manufacturing Execution Systems (MES) was posi-
tioned as a middle layer to bridge the shop-floor with the 
Enterprise Resource Planning (ERP) system (left side of 
Figure 1). Today, the automation pyramid will be trans-
formed into a more decentralized structure (right side of 
Figure 1). However, this transformation leads to vague 
on the role of MES in CPPSs: Does this decentralized 
structure of CPPSs make MES superfluous? If not, what 
is the role of MES in CPPSs? And how does MES need 
to change to fulfill this role? Some scholars attempted to 
answer these questions. For example, Rossit et al., 
(2018) claimed that current MES, which take care of 
scheduling and dispatching work orders, will be ab-
sorbed by CPPSs. This minimizes response times, in-
crease the flexibility of the entire system, which is useful 
for decision making. However, Arica & Powell, (2017) 
and Mantravadi & Møller, (2019) outlined that with data 
collection, analysis, and communication functions across 
the value chains, MES should play a central role in In-
dustry 4.0 manufacturing systems. ZVEI, (2017) work-
ing group also indicated that the significance of MES in 
Industry 4.0 will increase and not decrease. But the focus 
will shift away from simple execution management to-
wards comprehensive coverage of all Manufacturing 
Operation Management (MOM) activities and away 
from the control of production towards optimization in-
cluding the incorporation of events. Almada-Lobo, 
(2016) pointed out that MES is required to change to 
cope with the challenges created by Industry 4.0, espe-
cially considering the following four aspects: decentrali-
zation, vertical integration, connectivity and cloud com-
puting and advanced analysis. We find that, in current 
academic research, there still remains a dispute on the 
role of MES in CPPSs, ranging from “no role because 
the hierarchical structure will be dissolved” and “fewer 
and fewer role because MES functions will be cannibal-
ized by enhanced CPPSs and ERP functions” right up to 
“central role because MES will be the decision-making 
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center of an organization and create the optimal value 
chain”. The existing studies are either based on literature 
reviews or empirical methods, but no one builds func-
tional models to elaborate and compare the functions 
between CPPSs and MES. Therefore, this paper aims to 
shed light on the role of MES in CPPSs, by proposing 
functional models of CPPSs and MES in the form of 
IDEF0 diagrams and thus comparing their functions. 
 
 
Figure 1: Decomposition of the automation hierarchy 
with distributed services (VDI/ VDE, 2013) 
 
The rest of the paper is organized as follows. In Section 
2, functional models of CPPSs and MES are proposed 
using IDEF0 diagrams. In Section 3, the data flows be-
tween the functional models of CPPSs and MES are de-
scribed and then the functions of the two are compared. 
Section 4 concludes this paper and indicates future work. 
2 FUNCTIONAL MODELS OF CPPS AND MES 
IDEF0 (Integration DEFinition of function modelling) 
offers a functional modelling methodology for activity 
and information-flow analysis, focusing on the hierar-
chical decomposition of activities and the interaction 
flows between activities (IDEF0, 1993). In this section, 
using IDEF0 diagrams, the functional model of a CPPS 
based on the 5C architecture proposed in (Lee et al. 
2015) and the functional model of an MES based on the 
ISA-95 standard (ISA-95 2005) are worked out. 
 
2.1 Functional models of CPPSs 
2.1.1 5C architecture 
 
Lee et al. (2015) proposed a 5C architecture as a guide-
line for implementing CPSs. It defines the requirements 
and functions of what CPSs need to perform, through a 
sequential workflow manner. As shown in Figure 2, it 
consists of five levels: smart connection, data-to-
information conversion, cyber, cognition and configura-
tion levels. It can equally be extended to CPPSs. As the 
5C architecture is a functional architecture, we propose 
to use it to build the functional model of a CPPS. 
 
Level I (smart connection level) represents the physical 
space, where raw data are acquired from sensors and 
controllers and transferred to the network. At Level II 
(data-to-information level), raw data is processed to get 
meaningful data. Level III (Cyber level) is a central data 
hub, where each CPPS can interact with other CPPS to 
enrich its own data. Level IV (cognition level) generates 
a thorough insight of the whole system, which supports 
expert users to make decisions. At Level V (configura-
tion level), CPPSs can self-configure and self-adapt to 
return to normal behaviors. For each level, we can ex-
tract a major activity, which is “acquire raw data from 
the physical space”, “convert raw data to meaningful 
data”, “build the cyber space”, “make decisions”, and 
“self-configure and self-adapt”, respectively. 
 
 
Figure 2: 5C architecture for the implementation of CPSs 
(Lee et al., 2015) 
2.1.2 Functional model of CPPSs 
 
According to the description of the 5C architecture, each 
level has a major activity. Therefore, the context diagram 
A0 “Implement a CPPS” can be decomposed into these 
five sub-activities, A1-A5, as shown in Figure 3, which 
shows the activities involved in the manufacturing pro-
cess along with the information flows required to support 
these activities. A detailed description of the function 
modules and their relationship is given as follows. 
 
A1—Acquire raw data from the physical space 
This box describes the main activity in the Level I of the 
5C architecture. The input is “operational commands”, 
which is transformed into “raw data”. The raw data re-
fers to measurements data from plant instrumentation. 
The activity uses the mechanisms “data sources (such as 
sensors and controllers)”, “communication protocols 
(such as MTConnect)” and “data acquisition methods”, 
with the controls “production rules”, “production capa-
bility” and “production routing”. 
 
A2—Convert raw data to meaningful data 
This box describes the main activity in the Level II of 
the 5C architecture. The input that is linked to the prior 
output “raw data” of the activity A1 is transformed into 
“meaningful data”. The meaningful data refers to the 
data at a higher semantic level, such as movement events 
of resources and statuses data of resources. Data analysis 
technologies as the mechanism are needed for getting 
meaningful data. In addition to having the same controls 
as the activity A1, another control is the data format. 
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A3—Build the cyber space 
This box describes the main activity in the Level III of 
the 5C architecture. It has one input which is linked to 
the prior output “meaningful data” of the activity A2, 
one output “simulation data of status and behaviors of 
CPPSs”, and the same controls as the activity A1. Simu-
lation software and information systems are needed to 
support the activity and its function. 
 
A4—Make decisions 
This box describes the main activity in the Level IV of 
the 5C architecture. It has one input which is linked to 
the prior output “simulation data” of the activity A3, and 
one output “corrective and preventive decisions”. Simu-
lation software, information systems, proper presentation 
tools and expert users are needed to support the activity 
and this function. In addition to having the same controls 
as the activity A1, another control, the risk criterion, is 
needed to support the correct decisions to be taken. 
 
A5—Self-configure and self-adapt 
This box describes the main activity in the Level V of 
the 5C architecture. The input that is linked to the prior 
output “decisions” of the activity A5 is transformed into 
“adjusted production activities”. It has the same controls 
as the activity A1. Physical entities in shop floor are 
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Figure 3: Activity A0 - Implement a CPPS. 
 
2.2 Functional models of MES 
2.2.1 ANSI/ISA-95 standard 
 
The part 3 of the standard ISA-95 (2005) gives a detailed 
overview of all the activities and data flows of MOM in 
the area of production, inventory, maintenance and 
quality operational management. MOM could be regard-
ed as the upper limited range of functions involved in 
MES applications. Generally speaking, the main focus of 
current MES applications is only on the production oper-
ations management.  However, future MES functions 
will have to be developed towards MOM. Therefore, in 
this paper, MES refers to MOM, which covers all areas 
of operations management. One of the main advantages 
of ISA95 is the definition of the main functions and data 
flows within MOM. Therefore, for this study, MES func-
tion's classification is based on the ISA-95.  
2.2.2 Functional model of MES 
 
The ISA-95 described the generic activities in MOM, as 
shown in Figure 4. Each of the four areas of operations 
management (production, inventory, maintenance and 
quality) is composed of these eight activities. According 
to this, the context diagram B0 “Implement an MES” 
was decomposed into eight sub-activities, B1-B8, as 
depicted in Figure 5. 
 
Activity B1 (Manage definitions of work) manages the 
work information and develop work rules. Activity B2 
(Manage resource) manages the information about the 
resources including machines, tools, labor, materials and 
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energy. Activity B3 (Detailed schedule) makes the 
schedule and determines the optimal use of resources to 
meet the schedule requirements. Activity B4 (Dispatch 
work) dispatches work lists to equipment and personnel. 
Activity B5 (Manage executions of work) directs the 
performance of work, as specified by the dispatch list. 
Activity B6 (Track work) summarizes and reports infor-
mation about the personnel and equipment used, the ma-
terial consumed, material produced and other relevant 
data such as costs and performance analysis results. Ac-
tivity B7 (Collect data) gathers, compiles and manages 
data for specific work processes. Activity B8 (Analyze 
performance) analyzes and reports performance infor-
mation of production systems. 
 
The data flows between these activities are extracted 
from part 3 of the ISA-95. For example, one of the tasks 
in product definition management, a subset of “B1-
manage definitions of work”, is extracted from the ISA-
95: providing product production rules to personnel or 
other activities. From this task, we can conclude that the 
production rule is the output of B1. Like this, the data 
flows between these activities can be found in the ISA-
95, so we will not discuss them here. 
 
 
Figure 4: Generic activity model of manufacturing oper-
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Figure 5: Activity B0 – Implement an MES 
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3 FUNCTION ANALYSIS OF MES IN CPPS 
Based on the established functional model of CPPSs and 
MES, this section describes the data flows between 
CPPSs and MES, which represents the functional inter-
faces between them. Then based on the data flow, this 
section analyses which functions of MES are redundant 
in CPPSs and which functions are central. 
 
There are two-way data flows in MES. On the one hand, 
MES deals with the top-down data flow: the require-
ments provided by the organizational level must be 
transformed into detailed operational commands to the 
production areas. On the other hand, it manages the bot-
tom-up data flow. MES collects shop floor data, analyzes 
it, and extracts useful information to provide key per-
formance indicators (KPIs) to the company for making 
commercial decisions and improving production perfor-
mance. Therefore, the data flows between CPPSs and 
MES are described as follows.  
 
 Data flow 1: “equipment and process rules” from 
the output of the Activity B1  mechanisms of the Ac-
tivity A1 to A5. 
Equipment and process rules define the specific produc-
tion/inventory/maintenance/quality test instructions that 
are executed in the shop floor based on the specific as-
signed tasks, such as programs for CNC machines. 
 Data flow 2: “operational commands” from the 
output of the Activity B5  the input of the Activity A1. 
Operational commands define the commands to start or 
complete elements of a work order in the shop floor, 
such as procedures for setting up machines or mainte-
nance of machines. 
 Data flow 3: “operational responses” from the 
output of Activity A3  the input of the Activity B5. 
Operational responses define information received from 
the shop floor in response to commands, such as the 
completion or status of elements of work orders. 
 Data flow 4: “equipment and process specific data, 
resource data, maintenance history, quality test data, 
inventory data ” from the output of Activity A3  the 
input of the Activity B7. 
Equipment and process specific data defines the data 
about the process being performed and the resources 
involved. 
 Data flow 5: “Production, maintenance, quality and 
inventory related KPIs” from the output of Activity B8 
 the input of Activity A4 
The manufacturing operations management areas have 
different sets of performance indicators, which are used 
together to make decisions and to monitor the realization 
of enterprise business objectives. 
 Data flow 6: “current resource availability” from 
the output of Activity A3  the input of Activity B2. 
Resources include machines, tools, labor (with specific 
skill sets), materials, and energy. 
 Data flow 7: resource capability  from the out-
put of Activity B2  the input of A3 
Resource capability defines the committed available, or 
unattainable of resources. The information is based on 
the current statuses and future needs (as identified in 
Activity B3). 
 Data flow 8: “production and movement events” 
from the output of Activity A3  the input of the Activity 
B6. 
Production and movement events include the movements 
of the path of materials and updates to lot locations. 
 
For the data flow 1, 3, 4, 6, 7 and 8, MES mainly serves 
as an information platform that contains all information 
in the production, inventory, maintenance and quality 
test operations management and we find that the func-
tions of MES are very similar to those of digital twin in 
terms of work definitions management, resource man-
agement, work track and data collection. For example, in 
terms of the MES’s function “data collection”, digital 
twins store all data from the field and other information 
systems in real-time, as in the MES. Digital twin refers 
to the virtualization of the physical resources in the 
cyber world and its main purpose is to facilitate the deci-
sion-making process through real-time simulation (Tao 
et al., 2018). Therefore, future MES can be used as a 
digital twin due to its ability to provide digital images 
and monitor manufacturing processes in real-time. 
 
For the data flow 5, MES analyzes and reports perfor-
mance information to expert users for decision-making. 
In the Industry 4.0 context, the function of performance 
analysis in MES becomes more complex and important. 
With the development of information and communica-
tion technology (ICT), the amount of data collected from 
the shop floor increases tremendously. MES should al-
ways be required to present the most relevant data to the 
humans for decision making. 
 
For the data flow 2, MES sends the operational com-
mands to the physical space of CPPSs. The function of 
executions management is equally important because it 
is not only necessary to have data coming from the shop 
floor to MES, but also to be able to act from the MES to 
the shop floor, by offering operational commands on the 
production control system. In the CPPSs context, it 
should be possible in the future to decentralize opera-
tional decisions and delegate a part of decisions made 
previously in MES to lower levels of production systems, 
such as smart machines and smart products. This reduces 
the number of tasks of this function in terms of the oper-
ational level decisions. Since MES covers all the areas of 
MOM, it can collect all data related to production, quali-
ty, inventory and maintenance. This endows MES with 
the holistic insights for the manufacturing processes and, 
which can make commands before any disruptions. 
4 CONCLUSION AND FUTURE WORK 
The paper studies the role of MES in CPPSs by analyz-
ing the functional models of CPPSs and MES. MES’s 
functions are still required for CPPSs, but they need to 
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be presented in new and different forms, with some be-
ing incorporated into the CPPSs’ functions, some ex-
panding their horizons and some decentralizing to the 
local intelligent entities. For example, the MES’s func-
tion “detailed schedule” will only have high level tasks, 
making rough planning of manufacturing orders, while 
flexible planning of partial orders will be made by local 
entities of CPPSs through taking into account local re-
source availabilities in real-time. Correspondingly, MES 
software will move from monolithic software systems 
towards functional modules that will be implemented in 
a highly distributed way. Therefore, the next-generation 
MES requires greater flexibility, dynamism and im-
proved functionality than today’s MES. 
 
In the future work, validation in a real platform will be 
worked out to evaluate the quality of the proposed model. 
Besides, we will implement a “dynamic link” between 
CPPSs and MES from a functional perspective. In our 
view, the functional level is the best suited for this 
implementation as it enables to free of the underlying 
technical solutions. Indeed, the MES and CPPS 
interrelated functions cannot be engineered 
independently and then simply combined together. The 
idea is rather to coordinate the design of both systems to 
explore hidden functions and ensure that their 
interactions are mutually supportive. This “dynamic 
link” is twofold: one the one hand, if the configuration of 
CPPSs (e.g. the layout of CPPSs) changes, the 
organization and business processes will be changed 
automatically. One the other hand, if new functionalities 
of EISs are needed, CPPSs can configure themselves 
automatically to meet these new requirements. The 
digital twin could be a solution to implement such 
dynamic link as the change of state of the physical object 
will have impacts on the state of the cyber object 
automatically and vice versa in digital twins. Cimino et 
al., (2019) pointed out the future possibility of 
integrating the digital twin of the field devices with the 
MES in order that decision making could be made in a 
fully reactive way through the digital twin to the MES. 
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ABSTRACT: 
At the present, there is a need to give further importance to circular economy and its resulting methods such as the 
industrial symbiosis (IS), to reduce dependency on raw materials, and to encourage optimal resource use and recycling. 
That is the reason why, in this paper, we propose an approach to highlight the establishment of an IS in the East of 
France. We identify potential flows and we study the potential gains obtained under different strategies by participating 
in the symbiosis. We propose a mathematical model in order to identify for firms involved the interest of the participation 
in the IS given different costs and earnings, considering economic, societal and environmental impacts. The proposed 
model is based on an economic approach etc. 
 
KEYWORDS: Systems modeling, circular economy, industrial symbiosis, economic approach, materials flow. 
 
1 INTRODUCTION 
Sustainability is an elementary issue of natural ecosys-
tems. A highly sustainable ecosystem should be well 
structured in resource utilization and ecological compati-
bility (Odum, 1996). As an important component of sus-
tainable engineering, industrial ecology has drawn great 
attention (Sikdar, 2003). Industrial ecology (IE) is the 
study of the effect of industrial development, technology, 
applications, and the associated changes in society and 
economy on the environment. Industrial symbiosis (IS) is 
a sub-field of the IE, a discipline emerged more than 
twenty years ago that studies the flows of materials and 
energy in industrial and consumer activities as well as 
their environmental effects. Moreover, it studies the influ-
ences of economic, political, regulatory and social factors 
on these flows (Chertow, 2000).  
 
There is a need to give further importance, to reduce de-
pendency on raw materials, and to encourage optimal re-
source use and recycling. Industrial symbiosis (IS) has 
been considered as one of the effective solutions to reduce 
the impact of waste emissions and primary input con-
sumption moving towards sustainable production models. 
In fact, IS can be approached from various perspectives 
(e.g. social, economic, environmental, spatial, organiza-
tional, and technical) where case studies (such as eco-in-




1 ADEME: is a public establishment under the supervision 
of the Ministry of Ecological Solidarity Transition  
 
In this paper, we describe a part of collaboration with 
ADEME1which aims implementing a symbiotic project 
in an industrial area in the east of France (ADEME). The 
main objective of the project is to design a decision-sup-
port tool to facilitate the implementation and management 
over time of symbiotic flows within this industrial zone. 
Indeed, for the industrial symbiosis to last, the investment 
(and its sustainability over time) of each of the stakehold-
ers (companies, government, etc.) is essential. Even if the 
reasons for this investment over time are diverse, the eco-
nomic dimension remains a key success factor. That’s 
why, in this paper, we propose an economic approach in 
order to identify the economic factors allowing for a 
strong involvement of stakeholders and we focus here on 
companies (even if the government is considered through 
fines and subsidies). The proposed mathematical model 
based on an economic approach is only a small part of the 
decision support tool that will be defined. As a partnership 
with stakeholders, this project is carried out within the 
framework of promoting a circular economic model 
where nothing is lost, all is transformed. 
 
The paper is structured as follows. In section 2, we high-
light the main interests of industrial symbiosis. In section 
3, we describe the identification of the symbiotic flows for 
the considered industrial area. In section 4, we propose a 
mathematical model based on an economic approach ap-
plied to our industrial problem. In section 5, we address a 
simulation of our proposed model applied on the case of 
two factories. Finally, we end with a conclusion and per-
spectives in section 6. 
and the Ministry of Higher Education, Research and In-
novation. 
738
MOSIM’20–November 12-14, 2020 - Agadir - Morocco 
2 INDUSTRIAL SYMBIOSIS 
The industrial symbiosis (IS) principles expect that turn-
ing waste output from one facility into raw material for 
another facility will lead to environmental benefits caused 
by a reduced intake of virgin material and/or reduced 
emissions (Chertow, 2000). 
 
The economic aspects of the exchange relationships are 
estimated and discussed as a combination of investments 
at the time of initiation, and direct and/or indirect eco-
nomic savings related to upstream or downstream produc-
tion associated issues. The direct economic savings are 
usually resulting from avoided discharge fees or disposal 
costs and from reduced prices achieved by substitution. 
The indirect economic benefits are related to avoided in-
vestments, increased flexibility or supply security. Thus 
the economic aspects of the IS projects are estimated and 
discussed as a combination of direct cost reductions. The 
most important investment is the treatment cost, which 
gives us multiple investment scenarios and estimated pay-
back times corresponding to the different costs incurred at 
the project creation time. 
 
An IS approach has several benefits for a company. In the 
following, we present the relationship between these ben-
efits and their impacts on costs and earnings of a business. 
A company that adopts industrial ecology practices (such 
as symbiosis) may have: 
 Reduced raw material costs. It is obvious that the 
costs of extracting raw materials are increasing, 
hence the increase in purchase prices. The sym-
biosis proposes a strategy of substitution of these 
raw materials by others derived from wastes of 
other companies. In most cases, these wastes are 
less expensive than the raw materials. The IS 
promotes sustainable management of raw mate-
rials. It allows the company to reduce the quan-
tities of materials used and replace one raw ma-
terial by another, more sustainable. If well done, 
this management sometimes allows the company 
to realize considerable financial gains (Meadows 
et al., 2004). 
 Reduction in management costs for residual ma-
terials/savings in disposal costs: Participation in 
the IS allows companies to sell their industrial 
scraps (waste, co-products) rather than pay the 
costs of treatment and disposal of waste, thus 
achieving a large economic benefit. Indeed the 
recovery of waste makes it possible to provide 
reduced prices, which are difficult to obtain in 
the raw state. This recovery, therefore, has a high 
added value (Hoornweget al., 2013). 
 Pooling of transport, storage and infrastructure: 
The IS promotes the pooling of resources. We 
consider the pooling of transport, treatment or 
packaging that occurs before reuse of waste by 
another company, or the pooling of supplies of 
raw materials and manufactured products. This 
cooperation also makes it possible to minimize 
environmental impacts and economic costs. 
 Processes number optimization: Waste treatment 
and disposal methods or extraction of raw mate-
rials require a well-defined set of processes, for 
example the unloading, immersion and burial of 
waste. Symbiosis can avoid certain processes, 
thereby minimizing waste treatment costs. 
 Improved brand image: The IS favors green mar-
keting which consists in using an ecological ap-
proach to improve its brand image. The latter is 
a crucial point for any business. Being a green 
business can directly influence the sales number. 
In fact, when the products and the brand have a 
positive image, they are more easily marketable 
and attractive, hence increasing the number of 
new customers (improving reputation and in-
creasing competitiveness).  
 Energy saving: Most of all industrial energy con-
sumption is linked to the extraction or production 
of basic materials, while only about a quarter is 
used in processing from raw materials to finished 
products. On the one hand, the IS reduces the ex-
traction of raw materials. On the other hand, the 
more the industrial system produces from virgin 
materials, the more it consumes energy. Alterna-
tively, using residual materials as inputs would 
save energy by avoiding extraction and transfor-
mation operations, which leads to the minimiza-
tion of the energy used. 
 Creation of new employment opportunities: One 
company's waste may become another's raw ma-
terial. This exchange can be either direct or 
through an intermediary, which requires the cre-
ation of new job opportunities and sometimes of 
new business resulting in the reduction of unem-
ployment rate and the improvement of social 
brand image (Morgan and Mitchell, 2015). 
 Reduction of the environmental costs: The sym-
biosis contributes to the reduction of pollution 
related to waste and to its landfill since the waste 
of a company will be recovered and not thrown 
away. This allows the company to decrease the 
carbon tax rate as well as increase the financial 
aid received from the government (Le Moigne, 
2014). 
We present in this part the hurdles and difficulties gener-
ally encountered which can slow down the symbiosis. 
 
 A company can have a resistance to change since 
changing habits can be a real challenge. The 
changes in waste management, the introduction 
of new professional figures, etc. can therefore be 
a source of anxiety. This can create a brake on 
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real and concrete applications of industrial sym-
biosis. 
 The company must deal with the complexity and 
number of products flows to be exchanged in the 
symbiosis, the degradation of the material and 
the impurity of the by-products used in the sym-
biotic process. The physical characteristics of re-
coverable flows can make it impossible to estab-
lish a synergy (Adoue, 2007). The conception of 
certain materials does not allow them to be re-
used and they are practically impossible to re-
cover, since the separation of their components 
poses several difficulties and represents signifi-
cant costs for the company. 
 In addition, certain information related to these 
flows of products or energy exchanged may be 
critical for a company (confidentiality problem 
related for example to particular processes used 
generating waste that may integrate a symbiosis, 
etc.). 
 Achieving synergy between companies depends 
essentially on their economic interest. The deci-
sion to implement a symbiotic flow is based on 
the relation between benefit and cost. The flow 
of waste potentially reusable by the companies 
participating in the symbiosis is also considered 
as a limit, since it generates additional costs: 
when the transformation of waste into raw mate-
rials requires significant investments (Geldron, 
2011). 
In what follows, we describe one of the types of symbiotic 
flow identified 
 
3 IDENTIFICATION OF POTENTIAL 
SYMBIOTIC FLOWS 
In this paper, we consider an industrial zone. This indus-
trial zone is a logistics platform with two industrial activ-
ity areas. It is recognized as the most important logistics 
park in east of France. To date, nearly 120 companies are 
located there, not only in the sectors of transport and lo-
gistics, but also in industrial production and trading, total-
ing nearly 8,000 salaried jobs. This site is particularly at-
tractive for implementing a symbiotic project. Among the 
types of flows found, we can cite: wood, aggregates, met-
als (ferrous metals, non-ferrous metals), plastics (thermo-
plastics, thermosets), paper, cardboard, edible oils and 
fats, water, steam and sludge. 
 
In parallel, with the search for flows, we identify the list 
of companies, existing in this industrial zone. In order to 
identify the material and energy flows that can be ex-
changed between these several companies, we grouped 
them by their activity sectors. Then, based on the collected 
information, we did a general analysis of each activity 
sector identified, in order to find its possible INPUT and 
OUTPUT. Figure1 shows a general overview of the po-
tential exchanges between activity sectors of the consid-
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In this paper, we chose to identify synergies between com-
panies by defining sector of activities. In fact, in similar 
works, the authors generally adopt an approach based on 
life cycle analysis (Daddy et al, 2017) (Zang et al, 
2017).Although this approach is exhaustive and precise, it 
requires a lot of details and a huge amount of data. Since 
we consider an industrial zone with a limited number of 
companies as well as a sector of activity essentially ori-
ented around logistics (even if it is not the only industrial 
sector established), our idea in a first step is the classifi-
cation by sector. By following this methodology, the ex-
changes with companies become easier and more under-
standable which will facilitate discussion and companies’ 
engagement around the implementation of the symbiosis. 
 
The concretization of the symbiotic flows is our main ob-
jective. Based on the characteristics of this industrial 
zone, we try to choose the flows having the cheapest costs. 
This region constitutes a logistics platform, hence the 
wide use of pallets and cardboard. Moreover, it contains a 
unit of energy production through the combustion of bio-
mass, which generally comes from wood residues as well 
as from wood industries. According to all these indicated 
flows, we design in the figure 2, an alternative circular or-
ganization including flows very specific to this industrial 
zone. 
 
Figure 2: cyclic flows 
 
 
The establishment of a symbiotic flow changes the organ-
ization and logistics of the economic activities concerned. 
This can generate additional costs but also generate bene-
fits due to the saving of a resource and its substitution 
and/or pooling. To interest an economic actor, an indus-
trial symbiosis must represent financial added value and 
must enable this actor to reduce the production costs of a 
product (Nouinou et al, 2019) (Hennequin et al, 2019). 
The objective is to promote projects generating a double 
environmental and socio-economic gain. It is then possi-
ble to talk about a win-win solution for the environment 
(the location and its environmental and social characteris-
tics) and the economy (Dong et al, 2013). the model pro-
posed in the following section allows the evaluation of the 
economic feasibility which consists in the quantification 
of the costs and the gains relative to the establishment of 
a synergy by means of a cost / benefit analysis. 
 
In the next section, we propose a mathematical model 
studying the interest of each of the companies that partic-
ipate in the symbiosis, with an economic approach. 
 
It was almost impossible to collect data from companies 
in the field due to the Covid 19 virus, for this reason the 
mathematical model presented in this section is only a first 
version which will be improved after the concrete visits. 
4 MATHEMATICAL MODEL 
It has to be noted that it was almost impossible to collect 
data from companies in the field due to the covid-19 virus, 
for this reason the mathematical model presented in this 
section is only a first version which will be improved after 
concrete visits and the complete data collection. 
 
The industrial system considered is represented by a set of 
N factories, which are located in the same industrial zone. 
Factories will be denoted by i, with i € {1… N}. For each 
of these factories, we have different physical flows of ma-
terials and energy, which can be inflows such as raw ma-
terials, energy and water (inputs), or outflows, such as 
heat and water (outputs).Different types of inputs and out-
puts could be defined such as wood, cardboard, metals, 
etc., they will be denoted k, with k € {1… K}.  
 
We suppose that we have environmental and social costs, 
which could correspond for example to cost related to car-
bon or pollutions emissions and cost related to accidents 
at work, working conditions, etc. 
 
The costs of transport, environmental, social and storage 
of an INPUT (respectively OUTPUT) k for the factory i 







The environmental cost of an INPUT (respectively 
OUTPUT) k imported (respectively exported) out of the 
IS by the factory i is  (respectively 
.The social cost of an INPUT 
(respectively OUTPUT) k imported (respectively 
exported) out of the IS by the factory i is  
(respectively  and the storage cost of 
an INPUT (respectively OUTPUT) k imported 
(respectively exported) out of the IS by the factory i is 
 (respectively . 
 
The cost of an INPUT k, imported from outside the IS by 
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INPUT k, transferred from factory j to factory i is given 
by  
 
We suppose that the INPUTs imported from outside the 
IS are assumed to be ready for use and do not require prior 
processing (there is no cost of treatment). The cost of pro-
cessing an OUTPUT (respectively INPUT) k exported 
from the IS by the factory i is  (re-
spectively ). 
 
We suppose that the factory I can apply a kind of internal 
symbiosis such that it recovers its own waste then reuses 
them as input. The treatment, handling and environmental 
costs of a flow k transferred in the internal symbiosis of 
the factory i are denoted, respectively, by 
and ).The gain 
obtained from internal symbiosis related to the flow k for 
the factory i is denoted by ., as shown in the figure 
3. 
 
Figure 3:  Flow exchanges between factories i and j 
 
The economic profit of a factory i is denoted by P(i). The 
Total gain realized by the factory i is denoted by G(i). It 
is given by the sum of ,, the sales turnover of outputs 
outside and inside the IS denoted respectively by 
and the earnings from sales of finished 
products GPF and the financial aids given by government 
either when the factory i participates in the symbiosis 
 or not participates .  
 
The total cost to be paid by the factory i is defined by D(i) 
given by equation (3).It is the sum of the total costs to be 
paid for INPUTs and OUTPUTs denoted respectively by 
and , the total cost of internal 
symbiosis and the cost of finished products . 
 
The economic profit of a firm participating in the IS is 
described using equation (1). As noted, it is the difference 
between the total gain and the total cost of a factory i. 
 
 ( 1) 
 
Such as,   
. ( 2) 
 
Equation (2) describes the total gains made by a company 
when it participates in the symbiosis. 
 
  ( 3) 
 
Equation (3) represents the total costs made by a company 
when it participates in the symbiosis. 
 
  ( 4) 
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We give in equation (4) the sum of the costs, incurred by 
the company, of the inflows coming either from outside 
or inside the symbiosis. 
 
 ( 5) 
 
Equation (5) presents the sum of the costs, incurred by the 
company, of the outflows coming either from outside or 




If there are internal symbiotic flows, the sum of the costs 
of these flows is denoted by and is given by 
equation (6) 
 
The mathematical model is proposed to encourage the 
concept of IS and especially, to recover waste while en-
suring economic gain. The objective of the model is to 
study the interest that a company participates in an IS. 
This model is based on the different impacts of the partic-
ipation in the symbiosis. 
In the next section we are going to apply our model in a 
numerical experiment where we use generic values to ac-
quire new knowledge about our model, and study its be-
havior. 
5 NUMERICAL EXPERIEMENT 
In this section, we conduct an experiment drawing 
inspiration from the considered industrial zone located in 
east of France. We consider a single flow (k = 1), "the 
wood" which will be exchanged between two factories i 
and j (N=2).  
In a general way, participation in a symbiosis generates 
many changes in costs and earnings for each company.  
The symbiosis allows the improvement of the brand 
image of a company, which allows it to increase its market 
share as well as its gains of finished product. Table 1 show 
the impact of symbiosis on the 
value for the factory i going from 600000 to 750000 
monetary units. 
The IS generates a reduction in green house gas emission 
and then a reduction in the environmental cost. Industrial 
symbiosis promotes geographic rapprochement and 
resources pooling. The latter are relevant solutions for 
controlling transport costs and minimizing the 
environmental footprint of actors on the supply chain. It 
could also create new employment opportunities. 
Environmental, handling and treatment costs of the 
internal symbiosis are assumed to be zero. The costs and 
earnings of each company participating in the IS will vary. 
These variations are presented in tables 1and 
4respectively for factory i and j. 
 
Table 1: Data associated with the Factory i 








 6000000 750000 
sales turno-
ver(outside SI) 
 10000 10000 
Classic subsi-
dies 




 70 60 


















Total gain  710000 1090600 
Total cost  664180 598664,63 
Profit 
 
 45820 491935,38 
 
By participating in symbiosis other new parameters ap-
pear such as gains from internal symbiosis (  . In fact 
by participating in the internal symbiosis, a company re-
covers its own waste and reuses it as inputs for itself, 
which generates new gains. Also companies can benefit 
from subsidies and financial aid from the government. 
This value, noted , is given in the following table by 
20000 monetary units for the factory i, all the new param-
eters are listed in tables 2 and 4 respectively for factory i 
and j. 
 
Table 2: The values of the parameters added by the sym-
biosis for factory i 
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Internal symbio-


















Storage cost  11,75 





Table 3: Data associated with the Factory j 








 700000 856000 

















 3 0.9 
 2 0.7 






 500000 427500 
Total gain G 797000 975900 
Total cost D 503717.5s 430328,02
5 
Profit P 293282.5 545571,97
5 
 
Table 4: The values of the parameters added by the sym-
biosis for factory j 



























Storage cost  4,4 




The chosen values are generic (since the COVID-19 made 
it difficult to collect the data) and, therefore, the interpre-
tations of the results may change. 
 
According to data presented in tables 3 and 4 and based 
on the given values, we find that companies with higher 
earnings are those which participate in the symbiosis.  
 
To study the behavior of our model, we should vary some 
parameters. Since we are still in the data collection phase, 
pending verification of our model, we limit ourselves to 
two variables. We choose to vary the cost of treatment be-
cause it is considered as the highest cost borne by the com-
pany, when the symbiosis takes place. In fact, most of 
flows must be transformed to reach the desired quality. 
These transformations require different technologies, 
which can be very expensive. However, sometimes the 
outgoing material flow is perfectly suitable for the second 
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company where the processing cost will be zero. This var-
iation from extreme to extreme justifies our choice. Obvi-
ously, the increase in processing costs generates profits 
for the company. For this reason, we consider the total 
gains as our second variable. 
 
It is assumed that each increase in the treatment costs is 
proportional to an increase of the business gains with a 
coefficient c = 0.02. 
 
Different scenarios are considered and different profit val-
ues are obtained by varying the treatment cost in an inter-
val [0, 600000], considering a step of 60000 UM. Figure 
4 presents the resulting profit corresponding to the differ-
ent scenarios.  
 
 
Figure 4: Variations of treatment cost and gain 
 
Figure 4 shows the importance of the treatment cost. By 
varying the gains according to this cost, we can notice the 
impact on the profit of the company, which can tip over to 
have negative values. 
I was limited in the simulation because of the sanitary 
conditions; this simulation will be improved as soon as the 
data is fully collected 
 
Knowing the importance of the symbiosis in relation with 
the environment and since the realization of this is not ob-
vious, the proposed modeling highlights direct and indi-
rect impacts such as gains linked to pooling, increased 
market share (and better brand image of the company), 
etc. A company can therefore know its economic interest 
in the event that it participates in the symbiosis. These val-
ues can be a motivation to actively participate in industrial 
symbiosis. 
6 CONCLUSION  
In this paper, we try to explore the possibilities to estab-
lish a symbiosis on an industrial zone in the east of France. 
For this reason; we identified potential symbiotic flows 
that could exist between the companies. Then we propose 
a mathematical model based on economic approach to 
evaluate the profit of the company and we suggested a 
first simulation to verify the behavior of our model. We 
are currently in the data collection phase. As soon as this 
phase ends, we can check and validate our model. 
Our previous works which have addressed IS on the stra-
tegic part (Nouinou, 2019) (Hennequin, 2019) focused 
mainly and the tactical level. The specificity of this paper 
is that we consider the operational part. 
 
As a matter of perspective, first we will visit all the com-
panies and collect the data necessary to improve our 
model and rectify it based on these concrete data and in-
terviews. Secondly, even if the participation in the symbi-
osis seems "easy" and interesting, it is difficult to ensure 
the sustainability of the IS project. In fact, the difficulty 
of implementation and the resistance to change are con-
sidered as many brakes of real and concrete applications. 
For this reason, the effective participation of companies 
in the symbiosis can be partial. So we may consider a sec-
ond case which represents a degradation of the participa-
tion by using for example game theory. We will then be 
able to define our complete decision-support tool allow-
ing us to integrate different dynamic evolutions and the 
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Linking 4.0 Technologies and performance indicators based on a 








The challenge in the context of a supply chain is to provide a broad visibility of the decisions and imperatives necessary 
to achieve a reliable business network. Several performance models exist but none specifically related to supply chain 
decisions based on modelling. Moreover, the enormous amount of data collected for the control of supply chain leads 
often enterprise to implement technologies 4.0 without a clear vision of their requirements in terms of indicators. In this 
work we will present a complete methodology to help enterprises to control their supply chain and to choose the best 
technologies 4.0 to support their indicators. This methodology is based of supply chain decision reference models 
called Grailog based on the Grai method. The objective is to enrich the functions in order to provide decision support 
with the most comprehensive decisions. We will analyze how these technologies 4.0 are likely to support the reliability 
of performance indicators to make them “smarter” and best support decision-making throughout the supply chain.  
 




The last decade has seen the emergence of the notions of 
corporate network, supply chain and extended enterprise. 
These notions highlight that any product is the result of 
group companies work, organized in more or less 
structured networks. The mastery of global logistics is a 
complex and transversal phenomenon (Morana 2017). 
Complex in the sense that the supply chain can be 
extended and involves multiple and varied partners 
(public authorities, industrialists, distributors, 
assemblers, etc.). The speed of traffic and the tension of 
flows is constantly increasing and the constraints to be 
respected, both contractual and regulatory, are becoming 
numerous (Baglin 2013). 
 
To manage their supply chain, companies seek to 
manage their activities in an optimal way by playing 
both on the organization of their productive process on a 
global scale and on their information system allowing 
them to steer this organization. To meet this challenge, 
the logistics processes in companies in all industries 
must of course be digitized and optimised accordingly. 
Companies that operate in international markets, such as 
the automotive industry, and have a large customer base, 
in particular, must make heavy decisions and digitalise 
their internal and external logistics and more broadly 
their global supply chain in order to improve the flow of 
information and not threaten their sales. 
 The basics of digital logistics are processes and objects 
that can be controlled, organized and qualified as smart 
(intelligent). In this context, we are also talking about 
intelligent logistics or 4.0 logistics. GPS, RFID, cloud 
computing architectures, computerized data interchange 
(EDI), large data, telematics and many others are used. A 
functional intralogistics system is the key to efficient 
production in Industry 4.0. 
 Beyond the production aspect described above, logistics 
4.0 supports the performance of the global supply chain. 
It allows the networking and nesting of processes, 
objects, supply chain partners and customers through 
information and communication technologies with 
decentralized decision-making structures to increase 
effectiveness and efficiency  
However, companies need to be guided to the most 
relevant technologies to use to drive their logistics. In 
order to ensure a better management organization for a 
global management of the global supply chain this work 
proposes an original methodology allowing companies to 
choose the best technologies from industry 4.0 to drive 
their supply chains. The originality of the proposed 
approach consists in starting from the decisions 
necessary for the management of the logistics. Then it 
deduces the objectives and the means of actions to 
manage it and finally select the most relevant 
technologies to make the system of indicators, reliable, 
available and manage from the strategic level to the real-
time indicators. The originality of the proposed 
methodology is also to select steering decisions in a 
reference model that will also be explained in this paper. 
The technologies of industry 4.0 will be selected on the 
basis of the benchmarking indicators related to these 
Y. EL KIHEL A. AMRANI and Y. DUCQ 
Univ.Bordeaux, Laboratory IMS, France yousra.el-kihel@u-
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decisions, which will also be given in this article. Thus, 
section 2 proposes a state of the art of the reference 
models for supply chains and technologies of Industry 
4.0. The proposed methodology will be presented in a 
second step, as well as the proposed reference model for 
supply chain management and the selected technologies. 
Finally, the most relevant technologies for each step of 
the indicator life cycle, the reference model of 
monitoring indicators to measure the performance of the 
supply chain and the technologies of Industry 4.0 most 
relevant to support each group of indicators in its 
reliability, availability and updating will be presented.  
2  LITERATURE REVIEW 
2.1 Methodology and reference models for supply 
chains 
According to the literature review (Ducq 2007), there are 
several methods that allow to measure the performance 
of large industrial enterprises, and several works have 
been done on the modelling of the supply chain. Among 
these models one can mention the most famous in 
logistics: the SCOR model (Apics 2017), the reference 
model EVALOG (2004), the logistic guide ASLOG 
(2006), and the VRM (Value Chain Group, 2007).  
The table 1 below presents our comparative study of the 




Table 1. Comparison of SCM reference models 
 
This study shows that all of these models propose a 
process models and indicators, but excepted GRAI, none 
of them present a decisional reference model.                                                                         
 
2.2 Technologies in Industry 4.0 
The “Industry 4.0” concept was built on digital 
technologies to make manufacturing more flexible, agile 
and more responsive to customer needs. The real-time 
acquisition of data, the ability to process them with 
advanced means and the use of internet and sensors 
make the factory better controlled. Today it is possible to 
create a smart factory where the Internet, wireless 
sensors, software and other advanced technologies are 
used to optimize production in cost and quality and 
improve customer satisfaction. According to (Moeuf 
2017) Industry 4.0 is an industrial management concept 
aimed at real-time synchronization of different flows and 
customized product production.  
 
According to (Mayer, 2017) the industry of the future 
refers to factories connected, made flexible and 
intelligent through the networking of machines, products 
and people. Several technologies have been identified in 
the literature. 
 
The integration of different digital technologies in the 
industry offers many advantages especially when they 
are connected. These tools (table 2) enable the company 
to respond more quickly to market fluctuations, to offer 
more customized products and to increase its operational 
efficiency as part of a continuous improvement cycle. 
They are also very effective in supporting decision-
making (Dombrowski et al.2017). 
 
  
Table 2. Technologies 4.0 commonly admitted in 
literature (Mayer 2018) 
 
In the literature, numerous techniques and methods are 
cited for deploying digital transformation and improving 
performance towards a 4.0 enterprise. The choice of 
these techniques and methods depends in particular on 
the strategic orientations, the stakes, the internal and 
external contexts and the available resources, both 
human and technological. Although in (Hermann et 
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al.2015), the authors refer to Cyber-Physical Systems, 
the Internet of Services and the Internet of Things as the 
basis for Industry 4.0 technologies, other authors have 
taken a broader view: (Gamache 2019) conducted a 
study of 51 publications to highlight the tools most 
frequently associated with Industry 4.0 such as Big data, 
Smart factory, Cloud computing, Internet of things, 
M2M, Internet of services, additive manufacturing...  
From our literature review one can highlight technology 
groups related to Industry 4.0. For this purpose, this 
work exploited a list of 15 most relevant technology 
groups that can be organized as follows: Big Data / 
Artificial Intelligence, RFID, Digital Twin, Cloud 
Computing, Cyber Physical System, M2M 
Communication, Virtual Reality, Cyber Security, 
Internet of Things (IoT) Energy Internet, Collaborative 
Robots, Additive Manufacturing & 3D Printing, 
Machine Learning, Simulation and Internet of Services 
(IoS).  
 
The first vocation of 4.0 technologies will be to support 
the process of updating indicators in order to provide 
them as close as possible to decision makers and to make 
them reliable and displayed correctly. An analysis of the 
life cycle of a performance indicator was conducted to 
consistently support each of its development phases. The 
proposed contributions of Technologies 4.0 to the 
different phase of PI life cycle are detailed in the section 
4. 
3 METHODOLOGY 
3.1 The global PERFLOG Method  
In parallel with the development of new forms of 
management, we have witnessed the emergence of new, 
more flexible Industry 4.0 technologies that are changing 
production methods and the operating rules of logistics 
systems. It is currently difficult for companies to choose 
which technologies are best suited to their management 
methods and generally to their needs.  
 
The stated objective of the methodology proposed in our 
research work is to allow companies to choose in 
coherence the control and monitoring modes (decision 
and indicators) and technologies of the 4.0 industry in 
order to set up a real logistics 4.0. These modes of 
control and monitoring must be based on process 
models, some of which have been described in the 
previous section, but also on decision-making models. 
 
The PERFLOG methodology proposed in Figure 1 
achieves the objectives presented above. In a first step it 
proposes the decisional modeling of the supply chain 
design by proposing a reference model of SC design 
decisions. This reference model will not be presented in 
this article. In a second phase, PERFLOG proposes the 
modelling of the operating decisions of the supply chain, 
based on a second reference model that will be slightly 
presented below. The third, fourth and fifth steps are 
dedicated to defining objectives, decision variables and 
performance indicators. The final stage is dedicated to 













Figure 1 : PERFLOG Method 
 
3.2 Global Supply Chain decision modeling 
Global supply chain decision modeling is a complex task 
because it requires mastery of the chain's components 
and modeling to optimize processes and reduce the 
logistics costs associated with production, storage and 
distribution.  
 
To do so, this work wants to design a grid adapted to this 
perimeter which is more and more requested by the 
companies in order to better control the flows of their 
supply chain. Modeling is an essential step to 
understand, analyze and master the process of the entire 
supply chain. In this phase, we propose decisional 
reference models. 
 
The originality is that companies can use these reference 
models to design and manage the supply chain. They are 
not obliged to select all the decisions proposed in the 
model but must at the end ensure the coherence between 
all the selected ones in order to have a real decision 
system and not only disparate decisions. 
Two reference models (for SC design and SC operations) 
were therefore defined in this research work. These 
reference models are based on the GRAI model and in 
particular the GRAI grid. 
The first GRAI grid of reference developed, GRAILOG-
Cop, is a grid for the control of the SC design (how to 
control the design of the network of partners in a supply 
chain up to its implemented operation. In order to enrich 
the existing GRAI model the existing process models (as 
SCOR) were considered in order to achieve a better 
exhaustiveness in the functions (Summary Table 2). 
Therefore, it is important to converge towards design 
decisions in a supply chain, this is the usefulness of the 
Grailog-cop proposal. 
The second reference model, GRAILOG-Exp, means 
Grailog Exploitation (operation) aims in step 2 to build 
the supply chain operations control. 
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This work intends to disconnect the design from the 
operation even if both must be coherent. This is why the 
first grid must be elaborated before the second one. Both 
reference models are intended to be modular, linking two 
phases. In the GRAILOG-Exp grid, the selected 
monitoring functions are also inspired from the SCOR 
model, which is essential in a supply chain because it 
allows visualization by key process: PLAN, SOURCE, 
MAKE, DELIVER, and RETURN and other added 
columns expressing the "vital functions" of monitoring a 
company or a network of companies: Manage sales, 
industrialization, and "more recent functions": Manage 
sustainable development and social responsibility and 
Manage crisis/risks. All the functions of the GRAILOG-
Exp model are justified and referenced in the literature 
by standards such as RSE, ASLOG... and standards such 
as ISO 9001, ISO 26000 in order to have a global 
management of the supply chain. 
Without going into the details, the table 3, presenting the 
Grailog grid of KPI’s, shows the list of functions 
selected in the GRAILOG-Exp reference model. 
 
3.3 Identification of performance indicators 
The identification of performance indicators in the 
PERFLOG method is based on the ECOGRAI method 
(Ducq 2005) which proposes to define the indicators 
based on the objectives and decision variables relating to 
each decision. The identification of indicators is 
therefore divided into three phases. 
Thus, the third phase of our methodology, consists in 
identifying the objectives for the global Supply Chain 
and then supply chain decisions. Based on the models 
studied, a set of main objectives is proposed by decision 
for each of the two grids GRAILOG-Cop and 
GRAILOG-Exp. The selected objectives come from a 
bibliographical research (SCOR, Value Reference Model 
(Mohammadi and Mukhtar, 2018) which showed a 
preponderance of certain objectives compared to others. 
Thus, 6 performance areas were selected: Reliability, 
responsiveness, cost, quality, innovation, environmental 
and social aspect. Then, in the fourth phase, decision 
variables are identified that represent the variables on 
which decision-makers act to make the system evolve so 
that it can achieve its objectives.  
Identification of performance indicators (PI Grid) 
In the fifth phase, decision makers need to identify their 
performance indicators that will be consistent with their 
objectives and decision variables. To help them in this 
direction, the PERFLOG method proposes a KPI’s grid 
for each proposed function of the exploitation grid 
(Table 3). The indicators chosen are based on three 
performance measurement frameworks: SCOR, ASLOG, 
and BSC. This KPI grid gives generic indicators for each 
function that appear to be important in any type of 
industrial sector. Of course, this grid is not exhaustive 
and other indicators can be proposed. 
4 THE CONTRIBUTION OF INDUSTRY 4.0 TO 
PERFORMANCE INDICATORS 
4.1 Industry 4.0 technologies at the service of 
performance indicators and supply chain 
management: 
The first five steps of the PERFLOG methodology make 
possible to identify a number of relevant indicators. 
However, performance indicators must, on the one hand, 
be SMART (Simple, Measurable, Accessible, Realistic 
and Time-bound) and must therefore updated where and 
when necessary for decision. For this reason, some 
technologies in Industry 4.0 can help in this direction, 
and the rest of this work proposes to list the main 
technologies useful for indicators for each step of their 
life cycle and to target more precisely which technique 
can be used for which group of indicators. 
 
4.2 PI Life Cycle and Technologies 4.0  
The first analysis starts by observing the different phases 
of obtaining a performance indicator. In order to make it 
more reliable and SMART, all phases of what could be 
called an “PI lifecycle” must be properly powered and 
supported by 4.0 technologies.  
 
As shown in Figure 2, the obtaining of an indicator must 
begin with the acquisition of the required data. The "data 
acquisition or ETL" is the phase 1of the birth of an IP, 
then follows the phase of "data storage or 
datawarehouse" then the phase of "calculation" and the 
final phase which is the display of indicator useful for 
the decision-maker. 
The technologies identified in the previous paragraph 
form the basis of our cross-analysis.  
The Figure 2 below shows the contribution of each 












Figure.2: Technologies 4.0 supporting KPI lifecycle 
 
Data acquisition: In this phase it is essential to have 
reliable, relevant data in the nearest field and in real time. 
Often, ETL (Extract Transform Load) tools are used but 
in a very traditional way. Big data is interesting in this 
phase to process all the required data. Given the 
importance of the data flow, it can be assigned to most 
phases of the acquisition, calculation and restitution life 
cycle. Data Storage is only a repository and data cleaning 
for which big data processing is not necessary. For the 
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digital twin, data is injected into a simulation and a virtual 
representation, which is made to evolve as its ages. This 
allows for interesting data capture and visual restitution to 
be considered in two phases: "acquisition data" and "KPI 
display". The Iot connects an ever-growing number of 
systems, devices, sensors, and people through both low-
power extended wireless networks and high-capacity 
wired networks. It makes it possible to improve the data 
collection system, in particular via the RFID, RTLS, and 
its help is crucial in the data acquisition phase. Cloud 
computing naturally falls into the category of data 
acquisition but mainly data storage, as it includes cost-
effective data processing and storage solutions. The 
growth of connected objects in production, mobile devices 
and the cloud requires a company to develop it security 
management (Cyber security) associated with data storage 
to ensure that data that are stored and transiting over the 
network are not vulnerable to cyber-attacks. In the KPI 
calculation the chosen technologies allow to do the 
calculation like simulation and machine learning / 
artificial intelligence.  These techniques are interesting to 
support the concatenation of indicators. Machine Learning 
techniques make it possible to fully exploit the potential 
of Big Data in the calculation of performance. For the KPI 
display, are retained the technologies of display and 
communication that allow to visualize the instantaneous 
performance, in time in trend..., like the virtual reality, or 
the digital twin. They add visual information to reality in 
order to facilitate maintenance, assembly, equipment 
control, product design, etc. 
The technologies analysed and considered interesting 
were selected for implementation and management 
assistance. Each decision-maker will be able to judge the 
criticality of one of the phases and implement the 
appropriate 4.0 technologies. 
One can also consider that some technologies prove to be 
interesting at several phases of the life cycle (such as 
digital twin and cloud computing) but also that some 
technologies are useless for PI implementation and usage 
such as 3D printing which does not interfere in any of the 
phases of the PI life cycle.  
 
4.3 Results and first application on PSA  
The following grid (Table 3) reflects the functions and 
decision levels of the GRAILOG-Exp grid explained 
above. Decisions are not given but reference 
performance indicators are proposed for each function at 
each decision level. These performance indicators are 
necessary for decision-making by function throughout 
the SC. 
The objective here is to show the contribution of each 
technology to the identified PI’s. This analysis is 
complementary to the previous analysis concerning the 
link between technologies and the life cycle of each 
indicator. 
A colour code is used to observe the contribution of each 
4.0 technology in the implementation and usage of the 
indicators. 
This work shows that all these techniques can be very 
useful for performance evaluation and can therefore help 
the company that wants to efficiently manage its supply 
chain to know which indicators would be the most 
relevant and which technologies can accompany these 
indicators. 
 
The model has been applied in an automotive company 
of the PSA Morocco group. The PSA Group, with a 
more than 200 years as a history in the automotive world 
through its 3 brands "Peugeot, Citroën and DS", is the 2 
nd European automobile manufacturer operating 
worldwide. The PSA plant in Kenitra is an automotive 
production site located at the Atlantic Free Zone. The 
site has 3000 employees and produces the Peugeot 208. 
Its production capacity is 200,000 vehicules by year, 
with an integration rate of 60%. After analyzing the 
production process and the different activities of supply 
chain with production and logistics managers.About 
twenty interviews took place with these managers at the 
rate of one hour by interview,  we identified on the basis 
of the reference models, decisions of monitoring with 
about twenty of them proposed by our model, seven 
objectives and about ten performance indicators are 
selected. The model allowed a decision support 
according to the three decisional levels to monitor the 
decisions of PSA supply chain. The model designed 
integrates all the functions of the supply chain, allows 
too well understand the PSA’s supply chain which 
remains valid for any industry. We found that the 
decision system of the PSA Kénitra group is in adequacy 
with our model. 
This study is under development and the enrichment of 
the decisions, objectives and indicators is still pursued. 
The proposed is model is targeted to fit as much as 
possible the complex supply chain relality with the 
majority of the functions (strategies, objectives, decision 
variables, indicators...) chosen with some specific 
adjustement to PSA Morocco. 
A diagnosis of the supply chain is in progress on new 
technologies of the 4.0 industry to analyze their degree 
of integration in various supply chain activities and their 
impact on competitiveness.  The results will be 
published in a forthcoming communication. 
5 CONCLUSION 
 
This paper presents the PERFLOG Methodology with 
the ideas for new reference decision-making models of 
the supply chain GRAILOG-Cop and GRAILOG-Exp 
from the design of a network of partners to the 
exploitation of the supply chain. During the operational 
phase, indicators become a key issue for decision 
making. So, this work presents also a reference grid for 
performance indicators. However, the implementation 
and usage of these PI is crutial for the appropriate 
control of the SC. So, it is proposed to link the 4.0 
technologies to the different life cycle phases of the PI’s 
and to each Pi presented in the reference grid. 
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This new methodology highlignts big data, artificial 
intelligence, digital twin and Iot and brings factors of 
competitiveness, optimizing management on a large 
scale certainly useful for instance for the automotive 
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ABSTRACT: In this paper, we present an application of machine learning models with real-world data in order to 
enhance a company's performance. First, we present a brief literature review about the new trends in the field of supply 
chain predictive analytics and about the models used during this case study. We present then the industrial data-driven 
models to improve the overall supply chain performances in the scope of the Sales and Operations Planning (S&OP) 
process. We will present in our work, the considered assumptions and the methodology developed in order to implement 
a sales prediction engine, through several time series forecasting models. In this work, we use and mix classic time 
series models like ARIMA and Exponential Smoothing, and the recent Prophet algorithm. Finally, we present the results 
of the implementation of our methodology and the noted improvements on the predictions accuracy. Our discussions 
derive on how predicting customer demand for many products from different natures and on how the model parameters 
affected our sales forecasting process.  
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1 INTRODUCTION 
In an economic world characterized by increased compe-
tition, companies are still seeking to strengthen their 
competitiveness in order to gain a foothold in the market. 
To achieve this goal, several areas of development are 
considered, among which, the improvement of the sup-
ply chain through exploiting emerging data-driven tech-
niques. 
 
Our paper is related to an industrial application seeking 
for improving the industrial performance of the company 
elm.leblanc (subsidiary of Bosch Group and a French 
market leader in the heating systems industry). We aim 
to implement innovative methods around data-driven 
modelling, which will ensure better management and 
efficiency of the supply chain.  
 
In order to reduce storage costs and effectively plan the 
company production, we realized investigations and di-
agnostics over the Supply Chain stockholders. A com-
mon point reported is the poor quality of sales forecasts 
as it is the first step in the Sales & Operations Planning 
process (will be discussed later) and the conductive 
phase of the rest of the Supply Chain.  
 
The sales prediction task represents multiple complexi-
ties due to the influence of internal and external envi-
ronments (Sun et al., 2008) such as the diversity of the 
products, the several variables that could affect the sales 
and the various non-linear patterns that can be represent-
ed in the data. Added to that, a huge data volumes are 
generated leading to difficulties in manually making 
accuracy forecasts. In order to raise these challenges, 
machine-learning techniques are considered as interest-
ing approaches and suitable methods to deal with such 
data (Cheriyan et al., 2019) through extracting useful 
information and insights. To respond to this industrial 
need, we investigate the state-of-the-art data-driven 
models and exploit them to implement a sales prediction 
engine. 
 
Our proposition consists in a scalable methodology 
which aims to improve sales forecasting through select-
ing the accurate model for each product based on several 
assumptions. This is motivated by the fact that products 
have specific sales signatures and trends. These works 
illustrate an industrial experience of implementing a ma-
chine learning approach with real-world data. The pur-
pose is to reduce costs, enhance planning processes, im-
prove inventory management and optimize the overall 
supply chain to satisfy customer demand. 
 
In this paper, we present a brief literature review about 
the new trends for supply chain improvements coupled 
with the S&OP process and its relation with these trends. 
We also present a literature review about different mod-
els used for time series forecasting. Then, we will intro-
duce the framework application and the followed meth-
odology in order to implement an accurate prediction 
engine for a variety of products and sales patterns. Final-
ly, we discuss the results and experiments and our future 
intended works. 
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2 SUPPLY CHAIN PREDICTIVE ANALYTICS 
2.1 Sales & Operations Planning (S&OP) 
The S&OP process is an integral process that aims to 
balance supply and demand, and to make the link be-
tween the company’s strategic and its operational plans 
(Thome et al., 2012a). These objectives are achievable 
through the deployment of a vertical alignment between 
the planning levels (strategic, tactical, operational) 
(Thome et al., 2012b) as well as a horizontal alignment 
between the different functions of the company or inter-
functional alignment. This process typically involves 
five steps as shown in the following figure 1. 
Figure 1: The S&OP process 
 
According to (Wallace and Stahl, 2008), the demand-
planning step can be the most challenging within the five 
steps of the S&OP for many companies. This step is pre-
ceded (and strongly influenced) by the demand forecast-
ing, in which statistical techniques are used. (Lapide, 
2011) stresses the importance of the demand forecasts 
for the smooth running of the S&OP process since the 
plans are driven by it. (Wang et al., 2016) affirm that 
there are two widely quantitative techniques used in sup-
ply chain analytics which are “times-series analysis and 
forecasting” and “regression analysis”. The first aims to 
determine existing patterns in historical data and predicts 
future events based on that, and the second intends to 
understand relationships and causality between variables. 
Beyond these classic methods, several models are devel-
oped by associating other machine learning techniques 
like Artificial Neural Networks. The rest of the paper is 
devoted to that objective, requesting the use of efficient 
time series modelling techniques. 
 
2.2 New trends and field of research 
Recent works on Supply Chain Management (SCM) 
field are interested in the integration of new technologies 
derived from Data science such as big data and predic-
tive analytics. These trends bring out new opportunities 
for professionals. (Waller, Fawcett and Beane, 2013) 
suggest different definitions and concepts in this pur-
pose, namely, SCM Predictive analytics and SCM data 
science. They are defined as the application of advanced 
analytic techniques including data mining, statistical 
analyses and predictive analytics on big datasets (Tiwari, 
Wee and Daryanto, 2018). They bring more possibilities 
to create data-driven decision-making tools in order to 
improve supply chain profitability. 
 
In this context, our works focus on a new contribution of 
SCM predictive analytics in the objective to improve the 
operation planning decision process by the means of a 
better understanding and a better prediction of the de-
mand. The next section gives an overview of models, 
used for predictive analysis and time series forecasting. 
3 TIME SERIES FORECASTING MODELS 
Time series, is a sequence of data points representing the 
evolution of a quantity over time, such as product sales. 
This area has attracted the attention of researchers over 
last few decades due to its different applications, espe-
cially in economy, finance, retail and industry. Time 
series forecasting fits under supervised machine learning 
problems and specifically regression ones. It aims to 
determine the way in which time series are changing by 
describing the relationship between its historical data 
points and/or other explanatory variables through a 
mathematical model. Several models were developed in 
the literature in order to model and predict time series. 
We present hereafter the models that were studied and 
used in our approach. 
 
3.1 ARIMA and Seasonal ARIMA 
ARIMA, which stands for Autoregressive Integrated 
Moving Average, is a linear forecasting model mainly 
used for stationary time series prediction (Panigrahi and 
Behera, 2017) .i.e. time series with time independent 
properties such as mean and variance. It is a combination 
of autoregressive (AR) and moving average (MA) mod-
els, with a term of differencing (I) used to overcome the 
non-stationarity of some time series. ARIMA is charac-
terized by (p,d,q) parameters which are respectively, the 
number of lag observations, the size of moving average 
window and the number of times to differentiate the time 
series in order to make it stationary. ARIMA can be ex-
pressed (Hyndman, R.J. Athanasopoulos, 2019) as the 
following equation (1): 
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     (1) 
 
Where  is the data values at time t,  an identically 
distributed random error with a null mean and a constant 
variance,  and  are respectively the Auto Regression 
and the Moving Average coefficients. A backshift opera-
tor B defined as . 
 
The most important phase in the process of forecasting 
using ARIMA model is identifying the best parameters 
that lead to well fit the data and provide forecasts with a 
good accuracy. In the literature, different methods are 
proposed to find these parameters. The most popular 
way is to follow the Box-Jenkins methodology (BOX et 
al., 2016). It relies on an iterative approach of identify-
ing a model, estimate its parameters and diagnostic 
checking to determine the best model. The choice of 
models is generally based on ACF (autocorrelation func-
tion), PACF (partial autocorrelation function), AIC 
(Akaike Information Criterion) or BIC (Bayesian Infor-
mation Criterion) calculation. Another method is to 
simply try all possible values of the parameters through a 
grid search and then compare them by a metric like AIC. 
A more intelligent and automated method is the Hynd-
man-Khandakar algorithm described in (Robin Hyndman 
et al., 2008). It is an automated process of best order 
identification through combining unit root tests, minimi-
zation of the AICc (corrected AIC) and MLE (Maximum 
Likelihood Estimation) (Hyndman, R.J. Athanasopoulos, 
2019). 
 
In the Seasonal ARIMA extension, additionally to the 
(p,d,q) ARIMA orders, (P,D,Q,m) orders represents the 
seasonal part of the model. “P” represents the seasonal 
autoregressive order, “Q” represents the seasonal moving 
average order, “D” is the seasonal difference order and 
“m” is the seasonal period of the time. SARIMA can be 
expressed through the following equation (2):
 
    (2) 
 
Where  of order P and  of order Q are respectively 
the seasonal Auto-Regression and the seasonal Moving 
Average coefficients, and B the backshift operator. 
Comparing to ARIMA model, SARIMA(p,d,q) 
(P,D,Q,m) has more possible combinations, and in order 
to fit the best model, the parameters can be chosen 
through the same methods presented before for ARIMA. 
 
3.2 Exponential Smoothing 
Exponential smoothing models are classical time series 
forecasting models widely used in business and industry 
(De Gooijer and Hyndman, 2006). They include 24 dif-
ferent variants presented in (Hyndman et al., 2002). 
Simple exponential smoothing consists in calculating 
future values based on weighted averages of past values 
with an exponential decreasing of the weights. It is char-
acterized by an α parameter representing a forgetting 
factor (Hyndman, R.J. Athanasopoulos, 2019) i.e. the 
importance that will be given to the last observation. It is 
usually used with data representing no trend and no sea-
sonality patterns, to predict the level i.e. the average val-
ue of the series.  
 
This model was improved later with (Holt, 2004) works, 
adding the capacity of detecting the trend component in 
the time series through adding another component with a 
second parameter β. This is known as double exponential 
smoothing model with constant trend. The works of 
(Gardner, 1985), (Taylor, 2003) proposed to model a 
“damped” trend through introducing a damping parame-
ter ϕ able to capture a constant long-term evolution, 
which forces the trend to converge to a constant value in 
the long-term future.  
Through adding a seasonal component, the triple expo-
nential smoothing comes with two variants: additive and 
multiple seasonality components (Hyndman, R.J. 
Athanasopoulos, 2019). The seasonal effect is deter-
mined through an exponential weighting method with a 
learning rate γ. (Hyndman, R.J. Athanasopoulos, 2019) 
presented in their book the different taxonomies and 
formulas of level, slope and seasonality calculation. The 
following equation (3) presents an example of an expo-
nential smoothing model with additive trend and season-
ality: 
     (3) 
 
Where , ,   and  represent respectively the predicted 
values, the level, the slope and the seasonal component 
of the series at time t. h denotes the number of predicted 
periods and k is the integer part of   m is the frequen-
cy of seasonality. The choice of the best parameters (α, 
β, ϕ, γ) is done by the analyst or fitted automatically by 
an optimization tool. In the most of the cases, the selec-
tion is based on maximizing of the likelihood i.e. the 
probability of the data arising from the specified. 
 
3.3 Prophet 
Recently, (Taylor and Letham, 2018) published a new 
forecasting model based on the Generalized Additive 
Models (GAM) (Hastie, Tibshirani and Friedman, 2008). 
GAMs are recently used in the data science field 
(LARSEN, 2015). They represent an interesting model 
structure thanks to their interpretability, flexibility and 
automation with the predictors’ capacity to model differ-
ent behaviours. Based on this approach, Prophet model 
was proposed by the research team of Facebook in order 
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to predict time series. The model is composed from three 
main components: trend, seasonality and holidays as 
presented in the equation (4).  
 
         (4) 
 
The trend  can represent a nonlinear behaviour by 
the mean of a piecewise logistic growth model, and a 
linear one through a piecewise linear model. An interest-
ing feature in trend modelling is the “change points” 
aspect where the user can specify special date points 
where trend may change according to his knowledge on 
the time series. The seasonality aspect  is modelled 
through a standard Fourier series that can handle yearly, 
monthly and weekly seasonality. The Prophet model can 
handle additive or multiplicative seasonality in the time 
series. The third component  represents holidays or 
special events modelling. 
 
3.4 Machine learning approach 
Several works are presented in the literature on solving 
sales prediction task with machine learning techniques. 
In (Cheriyan et al., 2019), authors evaluate the perfor-
mances of three models: generalized linear model, deci-
sion tree and gradient boosted tree, and select the best 
algorithm to make sales prediction for an e-fashion store. 
In the same idea, (Gumani et al., 2017) compare various 
machine learning models namely XGBoost, Support 
Vector Machines (SVM) and Regressive Neural Net-
work (ARNN) with ARIMA, hybrid methods and STL 
decomposition based methods in order to figure out the 
most accurate model to forecast drug store company 
sales. They concluded that non-linear models such SVM 
and XGBoost performed better than ARIMA, however, 
hybrid models gave better performances than individual 
ones. Added to that, STL decomposition based methods 
gave the best results in terms of prediction accuracy.  
 
An interesting approach has drawn attention in the recent 
years by combining multiple machine learning models to 
make final predictions. (Punam, Pamula and Jain, 2019) 
present in their works a two-level model for sales fore-
casting. First, predictions are made individually by the 
different models such as linear regression and support 
vector regression (SVR). Then, these predictions are 
combined using another model such as cubist to make 
more accurate final predictions. In the same idea, 
(Pavlyshenko, 2019) implement a multilevel model 
composed of several machine learning models, and the 
final predictions are generated through summing 
weighted results of the last level. 
 
3.5 Other approaches 
Other interesting approaches also exist in the state of the 
art and has recently emerged. Long Short-term Memory 
(LSTM) represents a successful application of the Artifi-
cial neural networks (ANN) for time series forecasting 
(Pankaj Malhotra et al., 2015). However these models 
present some inconvenient especially their complexity 
and over-parameterization (De Gooijer and Hyndman, 
2006). In addition, generally, they need very long time 
series to produce good forecasts, so that for short-time 
series, classic methods perform better.  
 
Another approach emerged recently through the use of 
hybrid methods through combining linear and nonlinear 
models such as ARIMA with ANN in (Zhang, 2003) 
works, or combining Exponential Smoothing with ANN 
models (Panigrahi and Behera, 2017).  
 
Several works in the literature have proved that classic 
methods such as ARIMA and Exponential Smoothing 
outperform ANN (Gorr, Nagin and Szczypula, 1994). 
However, others have demonstrated that ANN are more 
accurate in terms of forecasting (Aras and Kocakoç, 
2016). Actually, these results depend on the application, 
the type, and the length of the time series in question. 
For our case, we are treating univariate noisy time series 
that are more or less short (60 data points at maximum). 
Therefore, ANN will not deliver accurate results as stat-
ed due to the lack of long-time series data. Added to that, 
our data may represent linear behaviour that can be mod-
elled with ARIMA and simple or double exponential 
smoothing, and nonlinear patterns that can be modelled 
through Triple exponential smoothing or Prophet. Based 
on these facts, we decided to use classical models to im-
plement a prediction engine for all our time series. 
4 PROPOSED METHODOLOGY 
4.1 Data preparation 
Our first step is the data collection. It is represented by 
the sales information such as the quantities, products, 
type of customers, products family, etc. from 2015 until 
the end of 2019. Data are gathered from different sources 
namely the enterprise resource planning system, market-
ing department and sales department. These data are 
merged together and aggregated to construct time series 
representing monthly quantities per product. Then, the 
whole dataset of time series is fed as input to the algo-
rithms as explained later in the methodology.  
 
4.2 Assumptions 
Our time series represent sales quantities of several 
products per month. Some products present seasonal 
patterns, however, others do not and these products be-
long to different families, which lead to different nature 
of time series. Another challenge is that some products 
have been recently launched, so with short time series 
and others that are older with longer time series.  
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As (Hyndman and Kostenko, 2007) explained in their 
article, the use of seasonal models requires a minimum 
number of observations on the data since they should be 
at least larger than the number of parameters by one. 
They highlight that the use of Holt-Winters method for 
example, requires at least 17 observations for monthly 
data, and for SARIMA(0,1,1)(0,1,1)12 at least 16 obser-
vations. Additionally, the randomness and variations also 
require more data to fully capture the patterns in data. 
Based on these statements, we decided to separate our 
data into two groups: short time series with fewer than 
24 observations to be forecasted with non-seasonal mod-
els, and long-time series with more than 24 observations 
can be forecasted using seasonal models.  
 
As mentioned in (Hyndman, R.J. Athanasopoulos, 
2019), exponential smoothing methods with multiplica-
tive trend tend to produce poor forecasts quality, howev-
er, (McKenzie and Gardner, 2010) argue that a damped 
multiplicative trend has performed well in numerous 
empirical studies. In addition, during experiments we 
found that for some time series a multiplicative trend 
produce better forecasts than other models, so we decid-
ed to keep some multiplicative trend models in the pre-
diction engine.  
 
The proposed methodology helps to forecast several 
products with different models, and as was expected, 
algorithms do not behave in the same way for all prod-
ucts. The modelling stage consists in fitting the best 
model for each product, model that outperforms the oth-
ers. Based on these findings and assumptions, the fol-
lowing methodology was developed to implement the 
forecasting engine for the different products. 
 
4.3 Methodology 




Figure 2: Global forecasting methodology 
 
After cleaning and preparing the data, we select the most 
suitable model structure and fit it to the data in order to 
identify the best parameters. These latter are selected 
based on different measures for each model type such as 
AIC minimization for ARIMA and SARIMA models. 
Then, the trained model with optimized parameters will 
be used to forecast the N periods. The most important 
step is the model type selection that will be explained 
hereafter.
Figure 3: Model type selection methodology 
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Figure 3 explains our methodology for model type selec-
tion. The first phase corresponds to data splitting and 
preparation. As mentioned before, based on each time 
series observations, the appropriate group of models will 
be fitted on the data.  
 
The second stage consists in the estimation of the mod-
els. For each time series, a variety of different model 
structures are fitted using a complete training and valida-
tion procedure. For model type, the best parameters are 
estimated. During the model fitting, the selection of the 
best ARIMA and SARIMA parameters is based on AIC 
measure. For exponential smoothing models, the selec-
tion of different parameters of each model is based on 
likelihood maximization as mentioned in the state of the 
art. Moreover, for Prophet, parameters tuning is based on 
the L-BFGS optimization.  
 
For the next stage, the trained   models are in competi-
tion during the testing phase in order to choose the best 
model structure with respect to the following equation: 
 
      (5) 
 
The error metric   is used to identify the winning model. 
In our model selection, we used the Root Mean Squared 
Error (RMSE) (Chai and Draxler, 2014) in order to se-
lect the best model for a given time series. RMSE is de-
fined as: 
 
      (6) 
 
Where   are the observed values,   the predicted values 
and n the number of observations. 
 
The choice of the best model type for each product de-
pends, actually, on the number of periods given by the 
user to be forecasted. In fact, if the user asks for one-
month (one-step) forecasting, that means that we should 
choose the best model for short-term prediction. In this 
case, the selection procedure is done using the walk-
forward (back testing) technique: we fit a model on a 
training data until the period t and we predict the t+1 
period. Then, the predicted t+1 period will be compared 
to the real t+1 value from the testing set to save the error. 
Later, we add this real value to the training dataset and 
refit the model. We continue this process until we finish 
all the test dataset. In the case where the user asks for 
mid or long-term forecasts, the test is done directly over-
all the test set. In both cases, the model structure with the 
minimal RMSE will be chosen to make predictions. 
 
The implementation of the different algorithms is done 
in Python using stats models library for Exponential 
Smoothing models, pmdarima library for ARIMA and 
SARIMA models and the fbprophet package for Prophet 
model. 
5 EXPERIMENTS OF INDUSTRIAL USE CASE 
5.1 Framework and experiments 
These works are conducted within elm.leblanc company 
in their Research and Development department. To per-
form different experiments, we gathered sales data repre-
sented by time series of all components, products and 
spare parts from data warehouse. In order to simplify the 
context application, we decided to focus our works on a 
limited perimeter represented by the top sold accessories 
and by the wall boilers products assembled in one plant, 
for the French market. These boilers represents 80% of 
the sales, and bring the most profitability to the compa-
ny. The sales are composed of three product types 
among them there are different product families and 
among every family several products considered as time 
series. To make forecasts, the data is split in training and 
testing datasets using 90% to train models and 10% to 
test them. In our use case study, we have monthly time 
series data of different natures (stationary or not) and 
lengths (60 months for old products to 16 months for 
recent ones). 
  
The approach presented in 4 has been applied on the 316 
different products using real-world data to make midterm 
(3 months) and short-term (1 month) predictions. Before 
presenting the impact of these experiments, we are inter-
ested to see how products are gathered by model type in 
order to more understand and categorize our time series 
based on forecasting models. This identification can lead 
to create a sort of product groups, study the similarities 
presented in these time series and obtain a better under-
standing on the product sales in order to improve fore-
casts.  
 
For midterm forecasting, the table below presents the 
repartition of the products modelled by each model.  
 
Models Modelled products 
Prophet 40 products 
ARIMA/SARIMA 43 products 
Exponential Smoothing 233 products 
Table 1: Number of products for each model 
 
We found that Prophet model was selected for 40 prod-
ucts which are time series representing almost a similar 
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Figure 4: Examples of products modelled by Prophet. 
 
Most of the products represent a recognizable seasonal 
behaviour presented by decreasing sales in August from 
each year and an important increase on the quantities in 
the end and the beginning of each year. Prophet succeed-
ed in capturing the variability on these products better 
than other models. Therefore, this example supports our 
methodology in choosing suitable model for each time 
series and not to apply one model for all products. 
The ARIMA model was used for 24 products represent-
ing different behaviours but we found that some products 
having a special behaviour is well captured by ARIMA 
as presented in the next figure 5. 
 
 
Figure 5: Examples of captured behaviour by ARIMA 
 
We notice that this type of product presenting an im-
portant increase on sales quantities in the end of 2018 
was well captured by ARIMA than by other models. 
Also, these time series do not represent strong seasonal 
patterns which justify why ARIMA performed over oth-
er seasonal models. 
 
The most used model type were Exponential Smoothing 
(ES) techniques, they were selected for 233 time series, 
with different components. 12 Exponential Smoothing 
models competed to make forecasts with multitude com-
binations. Table 2 summarizes the repartition of the 



















 None - 47 pdts - 
Additive 81 pdts 50 pdts 10 pdts 
Multiplicative 24 pdts 9 pdts 12 pdts 
 
Table 2: Number of products for each ES model 
 
We noticed that a model with additive trend (damped or 
not) was the most selected over other ES models and 
other models types with 141 products, which explain that 
most of the products have a slowly increasing trend. 
Some products do not present a trend, so a pure seasonal 
model won the competition. However, others with im-
portant trend are modelled through a multiplicative trend 
and a seasonal component. As we can also see, many 
products are modelled through an additive seasonal 
component, which also explains that from year to anoth-
er, the seasonal pattern do not increase rapidly.  
 
Comparing these products to others modelled by Prophet 
and ARIMA/SARIMA, we notice some differences be-
tween time series. Those with a clear trend but little vari-
ability were almost modelled with a double exponential 
smoothing. Other times series representing an important 
seasonality but no trend pattern was almost modelled 
with a simple exponential smoothing model. The figure 
below represents examples of products modelled with a 
double exponential smoothing with a multiplicative 
damped trend.  
 
 
Figure 6: Examples of products with multiplicative 
damped trend 
 
Through these examples, we can explain why a model 
can be used for a time series and not for another, which 
justify the importance of using several models in our 
sales forecasting methodology. 
 
For short-term predictions, we applied this methodology 
also to predict 3 months, one month each time. The 
model type selection differs from month to month and 
we do not find the same model taxonomy as for the mid-
term predictions. This fact also justifies, our interests on 
using different models since while we evolve on time, 
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we get more data and the time series patterns and behav-
iours can change according to external factors. There-
fore, this methodology permits this prediction engine to 
be scalable over time.  
 
An interesting aspect also noted is that products that be-
long to the same product family are modelled with dif-
ferent methods, which prove their different natures and 
the necessity to be treated separately. 
 
The next paragraph will present the impact on company 
sales forecasting after implementing and running the 
algorithms 
 
5.2 Methodology Impact on company sales forecast-
ing 
In the following graph (figure 7), we present a sample of 
different products histogram of sales versus models fore-
casts versus sales department forecasts for the last tri-
mester of 2019, and then we will present an example of 
the results on the top four sold boilers.  
We note first that the actual method used in the sales 
department for forecasting is done manually and it is 
based on the intuition and the customers’ demands. 
 
Figure 7: Sales VS Models Forecasts VS Sales Depart-
ment Forecasts. 
 
As we can notice, for several products models outper-
form the actual forecasts especially for products with 
important quantities. However, for some products mod-
els were less powerful. These products are generally 
recently launched, so with short time series.  
 
In the following table 3, we present a sample of results 
on the top four sold boilers and we present the forecast-
ing errors of the models and the sales department. In the 
last row, we present the total of absolute errors over all 
boilers for both horizons also. 
 
Last trimester 2019  
A month each time for last 3 
months of 2019 
Products Models Error 
Sales Dpt 
Error 
 Models Error 
Sales Dpt 
Error 
X5 842 1572  1076 1681 
X6 871 991  1038 1449 
X15 1148 910  1083 641 
X1 154 489  123 600 
All products 5588 6258  5852 6759 
 
Table 3: Forecasts errors comparison for short and midterm. 
 
We also studied the 4 boilers that were the most errone-
ously forecasted by the sales department and, surprising-
ly, they were the same products that are the most sold. 
As we can understand from the tables, our methodology 
outperformed sales department in 3 products in both ho-
rizons and sometimes with much less error. Models were 
less good on one product which presented huge variabil-
ity over years.  
 
As we can see, for many products, we could have an 
important improvement especially that among them there 
are “high runner” products, which means important 
quantities and then important cost saving specially in 
storage. However, the models did not well performed for 
some other products and this especially due to either lack 
of data for the recently launched ones, or for unpredicta-
ble events such as unexpected shutdowns or other exter-
nal factors that may influence the sales. 
 
The table mentioned above is an example of the results 
that we had and it does not represent the whole products 
studied. However, the overall noted improvements will 
be discussed in the next paragraph.  
 
The overall improvement rate for all products in the mid-
term is 12 % compared to actual forecasts made by sales 
department. Moreover, for the short-term forecasting, we 
estimate an improvement rate by 15 % for all products. 
One can say that this represents a small improvement but 
these are significant improvements compared to the vol-
ume and the value of the products and the storage costs. 
More, these results are based only on historical data, 
with some lacks of data and without taking in considera-
tion any other external or internal data. In this work, we 
considered to avoid the use of external data. As an ex-
ample, commercials are in a direct contact with custom-
ers and can bring explanatory factors. In its industrial 
application, we plan to integrate this additional infor-
mation in our proposed methodology in order to improve 
our models and our forecasts. In addition, the presented 
work will be improved through multiple ways that will 
be discussed in the perspective section. 
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From a managerial point of view, the sales forecasting 
tool has improved the efficiency of the S&OP process 
through enhancing the demand-planning step by bringing 
an additional information captured from the data. It pro-
vides a solid base to conduct discussions in this most 
challenging step of the process. An accurate demand 
plan will facilitate the development of production and 
replenishment planning, and the control of inventory 
costs.  
6 CONCLUSION & PERSPECTIVES 
In this paper, we made a literature review on supply 
chain analytics field and the potential applications of 
emerging technologies such as machine learning and 
data mining to improve supply chain processes. A spe-
cific process on which we have focused is the Sales & 
Operations Planning. We then proposed a way to im-
prove the implementation of such process through the 
enhancing the sales prediction step. In this purpose, we 
studied several models used for time series forecasting 
and we proposed a new methodology to select the best 
structure model according to the type of product sales. 
 
This is justified by the fact that even the products could 
be seen as similar, in a wide product catalogue, each 
product has specificity in terms of sales. We designed a 
prediction engine following the developed methodology 
in order to make forecasts for several products with dif-
ferent natures. The results seem to be very encouraging 
since we note a good progress in terms of global predic-
tion accuracy compared to the existing methods. In order 
to reduce the scope, we performed the different experi-
ments on specific products. These preliminary results 
represent a gain of performance and a success for the 
company but the methodology has to be extended to oth-
er products and components. This represents a challenge 
since there have dozens of thousands of time series to 
forecast. 
 
These preliminary results can be improved through dif-
ferent ways. In these works, the main limitation is relat-
ed to the selection of a unique “best model”. As im-
provement, a decision procedure could be added in order 
to compare scores for several models. We can use a co-
operation/competition of model results in order to define 
clusters of products that have similar sales model struc-
tures, and to provide forecasts with more accuracy. In 
addition, the data granularity can be increased through 
using weekly data instead of monthly data then aggre-
gate the results. This may enlarge the time series length, 
which let us use models that are more sophisticated. Al-
so, other external factors that may influence the sales of 
the products have to be studied and then multivariate 
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ABSTRACT : The nowadays CPPS (Cyber Physical Production System) depends essentially on Operational
Technologies (OTs) that have been acquired from a wide range of Information Technologies (ITs). In order
to guarantee the CPPSs requirements, several of ITs have been adjusted or adapted. As a result, new issues
appeared, in the design of this production system, such as the integration of safety, security and vulnerability
risks. The greater part of CPPSs vulnerabilities have generally not been considered in the design phase. However,
this dependence on ITs makes CPPSs increasingly vulnerable to cyber-attacks and security threats, which affect
their global performance. The focus of this research is to address the cyber security challenges that these systems
have to cope. It discusses the features of the CPPSs threat environment and align safety and security risk
analysis. In fact, the first problem in security risk analyzes is determining the likelihood of the cyber-attacks. The
use likelihood in security analysis is not practical and sometimes does not make sense. Therefore, this prevents
the research community from using a panoply of methods that exist in the field of safety because they are based on
the use of probabilities. In this paper it is introduced a new vulnerability scoring system for industrial systems,
called ICVSS. The proposed approach based on the calculation of variety of metrics distributed into two groups of
metrics inherited from the classical CVSS metrics. The ICVSS not only make possible to assess the vulnerability
and to ease the communication between the safety and security teams, but also it is a good alternative to
replace the likelihood in order to be able to use these safety methods. Next, a new approach to co-analysis
and co-assessment of safety and security called FVMEARA (Failure and Vulnerability Modes, and Effect
Analysis and Risk Assessment) is presented. Actually, FVMEARA is a use case that shows the effectiveness
of our methodology in which we have been able to reuse the FMEA method, known as the most widely used
in the field of safety, to carry out a co-analysis of hazards and threats and to assess their risks. Even more,
the proposed solution complies with the standards IEC 60812 for safety and the standard IEC 62443 for security.
KEYWORDS : Cybersecurity, Risk assessment, Design, Risk management, CVSS, ICS, Cyber-Physical
Production System, Vulnerability, ISA/IEC 62443, IEC 60812, FMEA.
1 Introduction
Today, the emergence of the Industry 4.0 and the
smart factories amplify the needs of communication
systems and their cooperation with each other, but
also with humans, to decentralize decision-making
with a distribution of information in each of the
entities making up the global system. In relation to
smart factories, a cyber-physical production system
(CPPS) can be created when multiple cyber-physical
systems are connected and interact with one another
Reinhart et al. (2013), Scholz-Reiter et al. (2013),
Monostori et al. (2016). Moreover, there is a strong
need to integrate numerous systems and to share
data via a cloud into CPPSs. This integration has
created many challenges for the safety and security
research community. In fact, safety and security
play a vital role as well as in the design phase
than in the operational phase (Banerjee et al.
(2011); Piètre-Cambacédès and Bouissou (2013)).
The purpose of safety is to protect the System
Under Consideration (SUC) from accidental faults
in order to avoid hazards. However, the purpose
of security is to protect the SUC from intentional
faults, attacks, and malicious activities in order
to avoid threats. Safety and security are very
important when hazards or threats can cause loss
of life or environmental loss. However, safety and
security risk assessment must be aligned. A weak
collaboration between safety and security activities
could produce weakly or partially protected systems
(Sabaliauskaite and Mathur (2015)) . In fact,
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security countermeasures influence and sometimes
even weaken safety. Similarly, safety countermeasures
could impact the security (Piètre-Cambacédès and
Bouissou (2010)). Aligning safety and security
risk assessment enables to avoid a number of
problems that affect the CPPS either in the
design phase or in the operational phase. For
many years, the research community addressed
safety and security separately. The International
Electrotechnical Commission (IEC) has proposed
the standard IEC 60812 for instrumented systems
safety and the standard ISA/IEC 62443 for
ICS security (Sabaliauskaite and Mathur (2015)).
International Society of Automation (ISA) has gone
one step further and formed a working group called
Work-Group 7 to align safety and security and to
address the common issues.
In this paper it is introduced a new vulnerability
scoring system for industrial systems, called ICVSS.
The proposed approach based on the calculation of
variety of metrics distributed into two groups of
metrics inherited from the classical CVSS metrics.
These metrics allow refining and adapt score results
for CPPS. Thereafter, a new methodology to
co-analysis and co-assessment which integrates safety
and security lifecycle called FVMEARA (Failure
and Vulnerability Modes, and Effect Analysis and
Risk Assessment). This integration is achieved by
using safety risk assessment method based on
likelihood of faults and security risk assessment
based on vulnerability scoring system in a unified
methodology. The proposed solution must comply
with the standards IEC 60812 for safety and the
standard IEC 62443 for security.
This paper is organized as follows : Section 2
is a summary of the state of the art related
to risk assessment methods in distributed digital
systems and vulnerability scoring systems. Section
3 presents some preliminaries. Section 4 presents
Hazards/Threats Impacts, vulnerability assessment,
and risk analysis. Section 5 details the Industrial
Control Vulnerability Scoring System (ICVSS).
Sections 6 and 7 describe the proposed methodology,
Failure and Vulnerability Modes, and Effect Analysis
and Risk Assessment (FVMEARA). In last part, the
conclusion and the future work are given.
2 Related works
Several articles were published that provide the
main definitions of dependability in distributed
digital systems such as safety and security,
and their attributes such as faults, errors,
failures, vulnerabilities and their causes have
been well detailed in (Avizienis et al. (2004);
Piètre-Cambacédès and Bouissou (2010)).
In (Nicol et al. (2004)), the authors present a
classification of different approaches to combining
safety and security. Several works were done to model
the stochastic behavior to assess reliability of ICSs.
Sallhammar et al. (2006) propose game theory to
model to compute the probability of attacker behavior
by state machine stochastic model while Chen et al.
(2011) suggest the use of stochastic Petri nets to have
more complete modeling to avoids the explosion of
the state space. Game theory is also used to model
human interactions and particularly the relationship
between cyber attacks and operators (Backhaus et al.
(2013)).
In recent years, some major IT security companies
and organizations have provided rating systems to
assess information system (IT) vulnerabilities. (A
vulnerability is a weakness or bug in software or
hardware application, systems, device or service
that allows an attacker to potentially cause a
loss of confidentiality, integrity and availability).
Many companies such as IBM, Symantec, Microsoft
and Secunia have created their own vulnerability
rating systems called X Force, Symantec Security
Response Threat Severity Assessment, Security
Bulletin Severity Rating System respectively.
The NVD (National Vulnerability Database) is
a standards-based US government vulnerability
management database (NIST (2019)). It provides
basic CVSS (Common Vulnerability Scoring System)
measures that give a quantitative and a score for
each vulnerability. The first open vulnerability
scoring system CVSS was realized, in 2005, by the
U.S. government’s National Infrastructure Assurance
Council (NIAC) (Complete CVSS v1 Guide (2019)).
Subsequently, several enhancements were released
(Mell and Scarfone (2007); Scarfone and Mell
(2009)). In addition, CVSS has been used in several
studies to estimate the security parameters, such
as MTTC (Mean Time To Compromise) (McQueen
et al. (2006)).
In recent years, several researchers have attempted
to adapt the CVSS to OT (Operation Technologies)
systems (Qu and Chan (2016)). Next, the open Robot
Vulnerability Scoring System (RVSS) is proposed
for robotic systems (Vilches et al. (2018)). A few
works focus on the relation between safety and
security risk assessment, although safety/security risk
co-analysis is very important to avoid any conflict of
safety and security requirements (Piètre-Cambacédès
et al. 2010). Chemali et al. (2019) introduce a
first vulnerability scoring system for Industrial
Control Systems called ICVSS (Industrial Control
Vulnerability Scoring System). The methodology
uses different approaches to score vulnerabilities,
depending on characteristics of Industrial Control
Systems to integrate the effects and the impacts of
an attack on control loops in terms of loss of control,
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S1 No injuries 10-100
S2 Light and moderate injuries 100-1000
S3








Table 1 – Safety integrity level metrics and
corresponding proportions
loss of view, or denial of service that can impact safety
and security
3 Preliminaries
The following sections provide some general
information on the definition of risk, and the Security
Integrity Levels (SIL) used in our methodology. These
are methods from different computer disciplines,
not only from the ICS field. However, they are then
particularly adapted and interlinked to enable a good
assessment security and safety risks.
3.1 Risk definition
Cybersecurity Risk is the potential that a given
attacker will capture and exploit your critical
information, which will have a negative impact on
industrial facilities. Different organizations define risk
in different ways. In general, risk in most engineering
disciplines is defined as follows (e.g. [EN50126] (Wolf
and Scheibel (2012))) :
Risk = Likelihoodofanaccident× Impact (1)
3.2 Safety Integrity Levels (SIL)
Safety Integrity Levels (SILs) are a discrete
and systematic classification, varying from SIL
1 (for lowest reliability) to SIL 4 (for highest
reliability). Depending on the standard applied,
safety integrity (and thus SIL) is a concept applicable
to safety-related electrical/electronic/programmable
electronic (E/E/PE) systems (for IEC 61508 (61508
(2005))) or safety-related instrumented systems (SIS)
(for IEC 61511 (61511 (2004)) [IEC, 2004]). In
the table(1 the safety integrity level metrics and
corresponding proportions(Wolf and Scheibel (2012).
4 Impacts, vulnerabilities assessment, and
risk analysis
For CPPS security, the likelihood of an accident can
be compared with the accessibility of the attacker to
exploit a weakness in the system. In our case, attack
potential describes the accumulated technical, and
intellectual resources that are needed to successfully
mount a certain attack. This approach is based on
the significant hypothesis that the probability of
an accident ( which in our CPPS security scenario
means a successful security attack) decreases with the
increase in the required potential attack.
4.1 Impacts and Consequences
Determination
We look at the direct impacts of the identified
potential hazards/threats and faults/vulnerabilities
and their consequences on the system as a whole
and assess the resulting risks. In this work we
present a new systematic approach to a quantified
safety/security risk analysis based on risk matrix
which takes the ICVSS rating system and impact
(Collateral Potential Damage (CPD)) as inputs in
order to better assess the risks of attacks on CPPS.
The worst impact is when safety of staff is affected.
In fact, staff safety is the first priority for all actors
of the system. However, various events can endanger
health and safety, not to mention the terrorist threats
that must be taken into account when protecting
production systems. The impacts identified may
touch on one or more aspects. According to the area
affected. We define three types of impact (Rekik
et al. (2018)) : safety impact, financial impact and
operational impact. For space limitations, we choose
only to present the safety impact and the financial
one. For each type, we define 3 levels of severity.
For the assessment of the impact, we use the same
in Rekik et al. (2018) but with some adaptations.
The methodology Wolf and Scheibel (2012) assigns
the consequences of each type of impact (Table 1),
according to their level of severity. A decimal power
scale was used to evaluate the severity according to
the impacted area. The total impact is determined
as :
Impact = ImpactSafety + ImpactFinancial (2)
We are using a qualitative scale (1,2 to assess the
impact(Rekik et al. (2018); Wolf and Scheibel (2012)).
4.2 Identification of Security Objectives,
Security Threats, and Attack Paths
Before we can evaluate any attack, we need to identify
high-level security and safety objectives, sometimes
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S1 No or tolerable financial damage 1-10
S2
Undesirable financial damage
and/or the incident may have
an impact on the public




but yet not existence-threatening
and/or the incident may have a
serious impact on the public





the incident will incur
people suing the company,
severe impact to the public
image of the company
1000-10000
Table 2 – Financial impact level
also referred to as security objectives or security
goals. Security objectives include all relevant security
assets (e.g., critical data, functionality, or resources)
and security policies (e.g., ”Only authorized personnel
may change the operating parameters of this system
component”), as well as potential use cases and issues
that need to be addressed at a very high level.
4.3 Vulnerability assessment and likelihood
determination
The calculation of probability of attacks is a big
challenge, it is commonly carried out using the
method for calculating the attack potential (AP) that
is specified by the standardized method Common
Criteria ISO (2017) which is also applied by the ETSI
TVRA (2011-03) and in the risk analysis approach
described in Wolf and Scheibel (2012); Rekik et al.
(2018). In our approach, the likelihood of an attack
is replaced by ICVSS (Chemali et al. (2019)) to
calculate the accessibility of a potential attack to
exploit any vulnerability.
Firstly, we assess the vulnerability by ICVSS.
In fact, it can measure the effort necessary to
mount a successful attack against the system under
consideration. The factors taken into account in
determining the score of ICVSS and their ranges and
values are presented in the figure 1(Chemali et al.
(2019)).
5 ICVSS Methodology
Despite the improvement which has been made
compared to version 1, the conventional CVSS version
2 is not suited to assessing the vulnerability for the
domain of industrial systems. Indeed, environmental
metrics considered as optional metrics in CVSS, are
essential in case of industrial system vulnerability.
These metrics allow integrating the effects and the
impacts of an attack on control loops in terms of loss
of control, or loss of view, or denial of service that can
impact safety and security. In the following section,
we present an adaptation of CVSS for Industrial
Control Systems called ICVSS (Industrial Control
Vulnerability Scoring System) based on CVSS version
2. We propose to improve and refine each metric,
keeping the same CVSS methodology (fig 1). The
proposed scoring system based on the calculation
of variety of metrics distributed into two groups of
metrics inherited from the classical CVSS metrics.
These metrics allow refining and adapt score results
for CPPS. In the following we present these groups of
metrics.
5.1 BASE metrics
5.1.1 Access Vector (AV)
This metric is divided into two sub-metrics :
(i) Physical Media (PM) :
This sub-metric measures the media that could
be used to exploit the vulnerability. The possible
values are : Physical device (0.2) when the intrusion
can come through a USB key ; Wired (0.395) : this
possible value is assigned when the attacker could
exploit the vulnerability by a wired media. Lastly,
Wireless (1.0) is assigned when the vulnerability can
come through a wireless media.
(ii) Access Layer (AL) :
This sub-metric is designed to measure the layer
where the vulnerability could be exploited. The
possible values are : Network (1.0) when the attacker
exploits a vulnerability that comes from the Internet ;
Adjacent Network (0.646) when threat comes from
Virtual Private Network (VPN) ; Local network
(0.395) when threat comes from Local Area Network
(LAN). The last possible value is the Physical (0.2),
when the attacker needs physical contact with the
ICS system components.
5.1.2 Access complexity (AC) :
This metric measures the complexity of the attack
that exploits the vulnerability. The metric is divided
into two sub-metrics :
(i) System complexity [SC] : Distributed system
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(e.g., SCADA power distribution systems) is more
vulnerable to attacks, because it is physically
distributed over several sites. The coordination
between the different sites is ensured by the
communication networks (e.g., WAN (wide
area networks) ; and NAN (Neighborhood Area
Networks)(Zhang (2015)). Consequently, the attacker
can use less sophisticated attacks to compromise the
system compared to the system which is physically
located on single and isolated site. The possible
values are : Simple (0.35), when the facility located
on a single isolated site ; Distributed (0.71), when
the facility is distributed over several sites.
(ii) Attack complexity [ATC] : In this metric we keep
the same definition of the CVSS which measures the
complexity of the attack that required to exploit the
vulnerability (Access Complexity (AC)). There are
three possible values.
High (0.35) : This value is assigned when the attack
requires a lot of time, several steps, knowledge,
and skills to exploit the vulnerability. Usually these
attacks are launched by terrorist and nation-state
threats (group 1)(e.g., Stuxnet attack) (“ICS-CERT”
2019). Medium (0.61) : this value is assigned when
the attacker needs for less knowledge and technical
skills than group 1 to exploit the vulnerability.
Usually, these attacks are launched by organized
threats (group 2) where their motivation may be
financial, or revenge, or theft of trade secrets, or to
draw attention to a cause (hacktivists)(ICS-CERT
(2019)).
Low (0.71) : this value is assigned when the attack
requires less structured and sophisticated knowledge
and technical skill than the group (2), which can
be quite advanced. These attacks are launched by
mainstream threats (group 3) where their motivations
have been related to notoriety, fame, or attacking a
system to attract attention to themselves(ICS-CERT
(2019)).
Cryptography [C] : This sub-metric presents the
encryption level of exchanged data (e.g., the
communication protocol has an encryption system).
The possible values are : Non (0.71), Encrypted
(0.35).
5.1.3 Security Impact (C, I, A) :
The same definitions are used in the conventional
CVSS version 2 to measure the Confidentiality (C),
Integrity (I), and Availability (A) impacts.
5.1.4 Safety System (SS) :
This sub-metric measures the presence of safety
systems in the facility that should protect the
equipment and the people from harmful situations
that may arise from operating. The possible values
are : None (0.9), Safety System (0.01).
5.1.5 Authentication (Au) :
This metric describes the number of authentication
required to perform the attack. The possible values
are : Multiple (0.45), Single (0.56), and None (0.704).
5.2 Temporal metric :
5.2.1 Exploitability (E) :
this metric includes three sub-metrics :
(i) System Access [SA] : This sub-metric presents
the degree of accessibility to useful information
(about the hardware or about the software), when an
attacker intends to launch cyberattack. The possible
values are : Open Source (0.85), Proprietary (1.0).
(ii) Maturity [M] : We adopt the same definition of
Exploitability (E) in CVSS version 2. The possible
values are : High (1.0), Functional (0.95), Proof of
concept (0.90), Unproven (0.85).
5.3 Remediation Level (RL) and Report
Confidence (RC) :
The same definition is used in CVSS version 2
to measure Remediation Level (RL) and Report
Confidence (RC)(for more details see Chemali et al.
(2019)).
5.4 ICVSS Mathematical formula
With these metrics, the score (BS) and its sub-scores,
exploitability (ES) and impact score (IS), can be
calculated through the next formula (Chemali et al.
(2019)] :
ES = 20×AV ×AC ×Au
IS = 10.41(1− (1− C)(1− I)(1−A))
F (IS) =
{
0 if IS = 0
1.176 if IS = 0
BS = RoundTo1Dec((0.6×IS+0.4×ES−1.5)×f(IS))
TemporalScore = RoundToDecimal(BS×E×RL×RC)
The score , defined between 0.0 and 10, expresses the
overall severity of the vulnerability on the system (see
the Table 3).
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Figure 1 – Comparison of the indexes of the CVSS
v 2.0 And ICVSS
Rating CVSS Score
Very Low 0.0 - 1,9
Low 1.9 - 3.9
Medium 4.0 - 6.9
High 7.0 - 7,9
Very High 7.9 - 10
Table 3 – Qualitative severity rating scale
Figure 2 – Safety risk matrix
Figure 3 – Security risk matrix
5.5 Security and safety risk assessment
The risk matrices are used to determine the level
of risk (Likelihood/Score x impact) and to decide
whether or not it is acceptable. In industrial systems,
a risk is considered as not acceptable when its
value is high or critical, and acceptable if its
value is low or negligible Rekik et al. (2018).
In our case, we add the security risk matrix by
replacing the likelihood by the ICVSS (2,3). The
risk matrices will also be used to identify mitigation
solutions. Actually, countermeasures will be applied
in such way that to reduce the severity of the
faults/vulnerabilities, but never the impact it could
have on the system. Therefore, if a hazard/threat
presents an unacceptable risk, we must push vertically
through the matrix to the nearest acceptable cell
(see figures 2,3). In a risk assessment, the impacts
on the system have to be evaluated without any
additional countermeasure in order to see the real
consequences(Rekik et al. (2018)).
6 Annotated FVMEARA cause-effect chain
We are looking for a new method of safety/security
co-analysis that starts with a system analysis similar
to STPA-Sec (Security Theoretic Process Analysis
(Young and Leveson (2013)), which identifies the
functional control structure of a system, including
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Figure 4 – Annotated FVMEARA cause-effect chain
the relationships between the system and the
environment. This may include extensions or
modifications to the original STPA-Sec to improve
its coverage of safety topics, for example(Schmittner
et al. (2016)). The resulting graphical model of the
functional control structure will help stakeholders
to identify potential risks to reliability, safety and
security. Figure 4 shows the information flow in the
FMVEA cause-effect chain (see Schmittner et al.
(2014)).
7 Risk assessment methodology
We propose a safety and security integration
methodology for the design of CPPS. This integration
is achieved by merging safety and security methods
(see Fig 5). In this section we present our
unified methodology called FVMEARA (Failure
and Vulnerability Modes, and Effect Analysis and
Risk Assessment) that allows integrating safety and
security risk assessment. Even more, the proposed
solution must be compliant with safety and security
standards for industrial systems. Consequently, we
use the standard IEC 60812 for safety and the
standard iSA/IEC 62443 for security.
In case of safety analysis, the basic approach to carry
out an FMEA is described in IEC 60812. A system is
divided into physical components, and failure modes
for each component are identified. For each failure
mode the effects, the severity of the final effect on
the system and potential causes are examined. As far
as possible, frequency or probability of the failure
modes are estimated. However, in case of security
analysis, the essential precondition for a successful
security breach of a system is a vulnerability. In
our methodology, a vulnerability is comparable to
a failure cause and represents the basic prerequisite
in security. For information security ISO/IEC 27005
divides vulnerabilities into categories : Network,
Software, and Hardware vulnerabilities Schmittner
et al. (2014). A vulnerability or threat mode is similar
to the failure mode of safety and describes the manner
in which the security fails. Threat mode is the effect
by which the exploitation of vulnerability is observed.
Next, for each mode, the detection procedures and
the required corrective actions must be specified.
The safety/security risk assessment methodology
includes 23 phases. The first step identifies high-level
safety/security objectives, sometimes also called
safety/security objectives or goals. For example, the
security objectives include all relevant security assets
(e.g., critical data, functionality or resources) and
security policies (e.g. ”Only authorized personnel
may change the operating parameters of ICS
components”). Step 2 is the identification of the
system that has need to be studied. It involves
a functional specification and design phase, which
looks at identifying the physical and IT equipment
of the system. Step 3,4,12,13 and, 14 address the
system threat landscape through hazards/threats
and fault/vulnerability analysis. When potential
hazards/threats or faults/vulnerabilities to the
system are identified, then their direct impacts and
consequences on the system must be assessed. Then,
the likelihood/score of each identified hazard/threat
should be determined in steps 5 and 14 respectively.
In the steps 6 and 7 for safety and steps 15 and
16 for security, the mode and effect are identified
by identifying the effect by which the failure or
the exploitation of vulnerability is observed. And
for each mode, the detection procedures and the
required corrective actions must be specified. Once
failure/vulnerability mode and effect are identified,
their direct impacts and cascading consequences on
the whole system should be studied in steps 8 and
17. This procedure is taken from IEC 60812. The
steps 9 and 18 are consisting of the calculation
of the safety/security risk matrix using determined
likelihood/score and impact levels. In steps 11 and
21, the countermeasures should be implemented to
mitigate the intolerable risks. Next, the score or
likelihood should be re-evaluated to measure the
effectiveness of the proposed measures. If some
risks are considered unacceptable, then a set of
supplementary countermeasures must be proposed. In
step 22, the alignment between safety and security
is performed. Steps 3 until 22 should be repeated
again until all risks become tolerable. Finally, the
safety/security risk assessment process would have to
conclude with a documentation phase.
8 Conclusion
In this paper we have proposed a methodology
called FVMEARA for merging safety and security
risk assessment CPPS at early development phases
or in operation phases. We outline the vision for
a hybrid method that combines elements of the
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Figure 5 – Risk assessment methodology based on
ISA/IEC-62443 and IEC60812
popular approaches from the systems and component
side FMVEA and IEC/IEC 62443. Using this
methodology engineers can align safety and security
activities, by following the aligning 23 steps of safety
and security life cycle methodology. The advantage of
our methodology :
— we have used a very rich scoring system
(ICVSS) that can assess vulnerabilities in a
more accurate way.
— ICVSS is a language that facilitates
communication between safety and cyber
security engineers (because CVSS is the most
used language in the security community).
— We have found a link between safety methods
and security methods, this will allow us to use
a lot of safety methods or methodologies, by
replacing the likelihood by a score system to
evaluate security.
In the future work, we will further develop the impact
aspect by including other environmental metrics
such as Target Distribution (TD). After we will
apply our approach to a production system then to
other industrial use cases such as railway systems.
Some good practices and related techniques for the
development of safer, more secure future industrial
systems will be discussed.
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ABSTRACT: The integration of supply chain actors, responsible for the main steps of the ex-change of physical flows, 
in making territory planning decisions allows optimizing the exchange of physical flows. Also, this upstream integration 
allows minimizing the negative environmental, economic and social impacts due to the use of the territory. The 
transport service is thus improved, the additional transport costs due to the installation of logistics buildings are 
reduced and delivery or supply times are minimized. 
This paper aims to develop a methodology based on the multi-criteria analysis (MCA)approach and geographic 
information system (GIS) for the selection of the site with the best compromise based on multi-source criteria and 
integrating logistical optimization criteria. In this paper, we present the complexity of our problematic, then, we explain 
our approach combining GIS, MCA and mathematical models to optimize territory planning decisions. 
 
KEYWORDS: Territory planning, logistic, complex system, hybrid model. 
 
1 INTRODUCTION 
Territory planning is a complex activity. This complexity 
is largely due to the characteristic of the territory which 
is considered a rare resource. This resource must be used 
properly due to the diversity of negative consequences 
due to being misused. On the other hand, this complexity 
is due to the multiplicity of actors involved in making 
territorial decisions. In the territorial projects, all actors 
demand more and more a big implication of questions 
linked to sustainable development in decision making. 
Integration consists of considering, especially during the 
upstream steps of land use planning projects, the various 
constraints relating to the exchange of physical flows. 
2 TERRITORY AND LOGISTICS: COMPLEX 
SYSTEM 
It is important to indicate that in the context of this pa-





The transport logistics system is considered as a complex 
system. It is made up of supply and logistics demand. 
Each subsystem is composed by several subsystems. The 
logistics offer is based on logistics and transport infra-
structure (logistics platform, transport networks, etc.) 
and logistics actors (logistics service providers, etc.). 
Logistics demand refers to flows and stock levels corre-
sponding to the needs expressed by the production sys-
tem [1]. The logistics system is considered to be a com-
plex system decomposed in different layers: a physical 
layer and an organizational layer to which is added an 
information layer [2]. 
 
2.2 Territory 
The territory is considered to be a complex system 
composed by space, society (the human system) and the 
ecological system [3], while the territorial system is 
defined by gateways and flows [4]. 
A territorial system is defined by "an interface system 
which is appreciated in the combination of place and 
link, network and territory, point and line, doors and 
corridors" [5]. The territorial system is among the 
systems whose evolution and structure are the most 
difficult to understand and analyze. 
Simon teaches that the decision is the “result of a choice 
and a result of a process of formulation and progressive 
resolution of a problem by a group of actors within an 
organization” [8]. 
Whereas “Environment and sustainable development  
decision-making entails a change towards new forms of 
governance which one of its essential ingredients is 
greater involvement of all the actors in the decision-
making” [9]. 
 
2.3 The complexity of the study 
The correlation between logistics and the territory can be 
shown following the exchange of physical flows stored 
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in logistics buildings, through transport infrastructure in 
a territory. 
The complexity of the study can be represented by the 





Figure 1  : The complexity of the study system 
 
3   HYBRID MODEL  
 
In the literature, and following the complexity of the 
problematic of integration of logistics in the areas of 
spatial planning, there are many relevant approaches to 
address this problem, but this topic has not been 
sufficiently developed in the literature because it has not 
been addressed in a multidisciplinary approach. 
This problematic has been treated by many approaches: 
the mathematical, economic, informatics and geographic 
approach; as part of optimizing the transfer of physical 
flows through the three strands of sustainable 
development. Figure 2 shows the multidisciplinary of 
this problematic. 
 
Figure 2: Multidisciplinary problematic 
We propose a hybrid approach combining SIG-MCA 
and mathematical models to optimize territory planning 
decisions. Figure 3 shows the principle of the method-
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Figure 3: The principle of the methodological approach adopted 
 
Figure 4: hybrid methodological approach
3.1   Approach adopted 
Contrary to the traditional approaches used to treat the 
integrated problematic of territory planning and logistics, 
we adopt a multi-actor and multi-criteria approach. 
We present on the flowchart (Fig. 5) our spatial planning 
approach integrating logistical optimization criteria and 
based on the AMC and GIS approach. Figures 5 and 6 
shows the proposed approach. 
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Figure 6: GIS and MCA modules 
 
This approach is based on three modules: 
• A GIS module to select potential areas. This integration 
aims at completing the current evaluation  
methods by tools facilitating the representation of 
complex information.  
It is important to add precision to the GIS coupling 
finality: Indeed, our choice of GIS goes to the possibility 
of the use of data extracted from GIS and brings a visual 
dimension to the results. 
• An AMC module to choose the site with the best 
compromise. The multi-criteria approach was chosen to 
classify solutions according to the priority order. 
• And a mathematical module which aims at optimizing 
the supply chain. 
The decision-support according to [10] is “bringing  
information which authorizes the surest appreciation of 
the possible fields and the most correct anticipation of 
the susceptible results of projected actions so as running 
the process could take place around the table rather than 
in the field”. 
3.2   GIS module 
All the data collected is archived at the GIS. This tool for 
sharing information between all the actors involved in 
decision-making is the first phase of the model. 
The objective of this phase is to consider all constraints 
upstream of decision-making. In this context, we 
distinguish two types of constraints: 
• The constraints imposed by the specification sheet 
(functional constraints). 
• The spatial constraints (geographic constraints). 
First, the actors must identify all the constraints linked to 
territory planning. They must also think about 
integrating logistical optimization constraints. These 
constraints impose several characteristics that must be 
satisfied when determining the list of potential sites. 
Secondly, the actors identify the factors influencing 
decision-making. These factors are considered as 
selection criteria. We cite in [6], for information, the 
main criteria relating to territorial decision-making. 
 
3.3   MCA module 
The criteria do not have the same order of importance, it 
is, therefore, necessary to prioritize them before 
integrating them into the decision support system. They 
are then prioritized according to their importance. 
The ranking of criteria may vary over time given the 
evolution of sustainable development indicators. 
After determining the site with the best compromise, we 
check whether it is suitable for all stakeholders or that it 
is necessary to start the search process another time. 
We explain these two cases: 
Case 1: need to re-prioritize the selection criteria:  in 
the case where the result does not satisfy all the decision-
makers, we: 
- Reconfigure the weighting of the selection criteria: 
this involves making changes to the weights of the 
criteria. 
- Launch a new search process: It is a matter of 
determining the classification of the sites again 
according to the new weighting. 
Case 2: validation of the result:  In the case where the 
result satisfies all the decision-makers, we: 
- Archive the result: It is important to archive the 
classification of criteria because it may be useful 
for a future territory planning project. 
784
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc 
 
3.4   Mathematical module 
The optimization of physical flows between the different 
links in the logistics chain will be done in this step. 
Once, we identified the optimal site suitable for all 
stakeholders, the optimization approach and the 
mathematical models adopted were detailed in the paper 
[7]. To simplify this modeling, we adopt a direct 
delivery network where the company delivers directly 
the product to the customer without going through a 
warehouse of storage and distribution. 
We limit our study to road transportation knowing that 
the reality of transport is multimodal. Our problem 
consists essentially in minimizing the cost of 
transportation in the hinterland between the harbor and 
the logistic building, at the level of: 
   - Upstream logistic: from supplier to the production. 
   - Downstream logistic: From production company to   
   the customers. 
 
3.4.1   Indices, parameters and decision variables 
G: Set of consumption groups g, g∈ {1...G} 
T: Set of means of transport t, t∈ {1…T} 
D: Set of transport deadlines d, t∈ {1…D} 
 : Quantity of transported freight in a deadline d.  : Unitary cost of freight transport between the 
harbor and the logistic building with a means of 
transport t. 
′  ′ : Unitary cost of freight transport between the 
logistic building and the consumption group with a 
means of transport t’.  : Total authorized weight in charge of the means 
of transport used between the harbor and the logistic 
building.  ′: Total authorized weight in charge of means of 
transport t’ used between the logistics building and the 
consumer pole. 
 : Freight percentage related to the consumption 
group transported by a means of transport t. 
 : Freight quantity related to a consumption group 
aiming at being transported in a period d. 
 : Delivery deadline or freight supplying expressed 
by consumption group g. 
 : Transported freight quantity between the harbor 
and the logistic building in a period d and by the means 
of transport t. 
 ′: T Transported freight quantity between the 
logistic building and the consumption group g during a 
period d and by the means of transport t’. 
 : Storage cost in the logistics building in the period 
d. 
 : Freight percentage stored related to a consumption 
group g. 
 : Quantity of freight transported between the harbor 
and the logistic building in the period d and by the 
means of transport t. 
 ′: quantity of freight transported between the 
logistic building and the consumption group g during the 
period d and by the means of transport t’. 
 : Storage rate in the logistic building in a period d. 
  : Supplying cost or of the delivery of 
freight-related to a group of consumption g of the period 
d (transportation cost and the freight value). 
 : Freight quantity related to a group of 
consumption aiming at being transported in a period d. 







4   APPLICATION 
 
to validate our model, we chose the location problematic 
of a logistics building in the hinterland of the harbor of 
Rades (fig. 7). 
 
Figure 7: Case study 
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After inserting the data relating to the selection criteria 




Figure 8: Selection zone 
 
CONCLUSION 
If the spatial planning issue was treated in the literature 
as a mono disciplinary issue, our approach, meanwhile, 
is intended to be a crossroads between three aspects: 
organizational, mathematical and informational aspects. 
This study shows the importance of considering 
logistical optimization criteria in the context of territory 
planning. The main stake of this work is to preserve the 
territorial resource, to limit the effects due to the bad use 
of this resource and to provide a quality service 
concerning the exchange of goods flows between the 
links of the supply chain.it show the correlation between 
two concepts from two different disciplines: logistics 
and territory. The integration of logistical constraints is 
inevitable in the context of sustainable development, 
because it optimizes the exchange of physical flows 
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ABSTRACT: The integration of planning and scheduling decisions of loading, stacking/scraping, routing and produc- 
tion making up an integrated optimization plan without contradictory goals is vital for an efficient use of the four afore- 
mentioned bulk port operations. Usually, the optimization of these decisions is approached in an integrated fashion in 
one mathematical model. In this paper, we discuss another integration approach using a real case as an illustration. The 
proposed approach can improve the design phase in optimization problems and avoid the cons of the classical 
methodology. It can also come up with a number of pros which can be summed up mainly in the ability to design the 
optimization problems, in such a way to reflect the real aspects of the industrial settings. 
 
KEYWORDS : shipping operations, optimization, transport problem, conveyor paths, problems integration.  
 
1 INTRODUCTION 
• What are the decision variables, the objective-
functions and the constraints of each sub-model, 
provided that consistency and avoidance of redun-
dancy between the four sub-models are maintained? In order for an export bulk terminal to deliver the right 
product, with good quality, to the right customer, in the 
right place and at the right time, an optimization of its 
logistics process is essential to set up. The case study in 
this work deals with an optimization which aims to re-
turn, in a reasonable planning time, an integrated opera-
tions plan maximizing the loading capacities over a 
planning horizon of tactical level. Where each of the four 
sub-problems (loading, stock, routing and production) 
making up the overall port optimization problem must 
maximize the loading capacities taking into account the 
other logistics operations which may have contradictory 
goals. 
 
A discussion about how a coupling strategy can al-
low to answer the questions above is presented along 
with how the routing model can be designed consid-
ering the real industrial settings. The paper is struc-
tured as follows: related works concerning the plan-
ning and scheduling of bulk port problems are pro-
vided in section 2. Section 3 will describe the prob-
lem at hand. Section 4 comprise the discussion about 
the coupling strategy and the routing problem. Final-
ly, a conclusion and perspectives are given in section 
5. 
2 LITERATURE REVIEW 
 
An alternative to planning and scheduling the port opera-
tions in an integrated approach, considering the four sub-
problems in one mathematical model is to integrate the 
planning sub-problems as separated sub-systems inter-
acting with each other in a smart fashion. The rational 
behind this alternative is because the integrated approach 
may lead to an optimization result which does not in-
clude all the specifications reflecting reality or that does 
not converge. Similarly, the option of treating each of 
these sub-problems separately has raised two very im-
portant questions: 
The belt-conveyors routing scheduling problem in bulk 
port has just been studied recently [2]. In fact, enormous 
efforts have been rather made toward optimizing trans-
portation problems in container port terminals, which 
implies without having the belt-conveyors routes as a 
means of transportation [3, 4, 5, 6]. The authors of [3] 
tackled transportation systems for container port logistics 
by focusing mainly on task assignments problems or 
routing problems for automated guided vehicles, while 
the authors of [4] solved multi-trailer transportation rout-
ing problem and in [5], the authors solved the routing 
problem for a fleet of trucks with different capacities. 
The authors of [6], on the other hand, worked on the 
container allocation and the straddle-carrier routing 
problem. Apart from container ports, the transportation 
• How to manage the interactions between the four 
sub-models so that the planning system converges 
in a reasonable response time and avoids quasi infi-
nite interaction loops between the three sub-
models? 
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optimization was studied in a general context in [7] 
which studies the vehicle routing and truck driver sched-
uling problem where routes and schedules must comply 
with hours of service regulations for truck drivers. 
Therefore, as bulk ports started to receive a growing in-
terest conveyors-belt based transportation optimization is 
strongly demanded. In this paper, we are focused on the 
belt-conveyors routing scheduling problem, in bulk 
ports, in such a way to comply with the other operations 
planning and scheduling decisions, namely: stock man-
agement and reclaiming problem and berth allocation 
problem. 
3 PROBLEM DESCRIPTION 
The problem investigated in this paper is motivated by a 
real case dealing with the planning and scheduling of an 
export bulk port. In order to fulfill its mission which is to 
supply the end customer (trucks / ships) with the re-
quested product, the terminal possesses several types of 
equipment: stacker for stocking products, scrapers to 
scrape or destock the products, belt conveyors to 
transport products from a source to a destination, and 
gantry cranes to load ships. The trucks are loaded direct-
ly by pouring the product, contained within the belt con-
veyor, into the truck. The products moved through the 
port concern fertilizers and phosphates whose qualities 
differ in their chemical and physical characteristics such 
as granularity. Thus, for fertilizers and phosphates, there 
is a whole host of ranges or families of products and 
each of these ranges includes a whole set of qualities 
amounting to about 40 qualities. 
From the earliest work, we can find the work of [8] where 
the authors dealt with the belt-conveyor transportation 
routing problem along with the storage allocation problem 
where requests are given in real time. They provided a 
formulation of the problem using a mixed integer pro-
gramming approach and proposed a Lagrangian decom-
position to solve it and compared it with the hierarchical 
planning method.  
In the same perspective, the authors of [2] dealt with the 
conveyor-belt transportation routing optimization along 
with stockyard optimization in an integrated fashion, 
while calling the integrated problem as the Product Flow 
Planning and Scheduling Problem. But they also consid- 
ered more constraining aspects, compared to [8], such as 
route allocation constraints, product scheduling con- 
straints and equipment capacity constraints. 
The port platform is made up of four subsystems (figure 
1) which are: the fertilizer and phosphate production 
lines, the storage sheds where the two operations of 
stocking and scraping are carried out, the set of conveyor 
routes for the transport and finally the loading stations, 
be it the berths for loading ships or the loading stations 
for trucks. 
 
In fact, instead of considering one mathematical model 
that would lead to uncontrollable complexity, or to an 
optimization result that miss real industrial use cases, 
and that wouldn’t converge, we actually proposed to 
integrate the planning and scheduling sub-problems as 
separated sub-systems interacting with each other with-
out falling in quasi-infinite interaction loops. And to the 
best of our knowledge, there is no optimization work in 
the literature that takes the interactions between subsys-
tems into account before moving to the optimization of 
each subsystem, although these interactions cannot be 
neglected in a real case, otherwise, the returned solution 
of each subsystem will be biased. Besides, since the in-
tegration approach proposed in [1] managed to maintain 
consistency and avoidance of redundancy between the 
sub-models in terms of decisions, thus in terms of deci-
sion variables, constraints and objective functions. Then, 
as a result, the routing sub-model, has its constraints 
relaxed given that all the dynamic aspects of a real in-
dustrial setting are considered including the real convey-
ors paths matrix structure. In this paper, we are going to 
propose the model of the routing scheduling sub-
problem. 
The production subsystem consists of several sets of 
production lines. In our case, these are four sets of pro-
duction lines. Each set of production lines is connected 
to a unique set of the storage subsystem. Given that each 
set of the storage subsystem is composed of several 
hangars where different qualities of the products are 
stored. 
  
The storage subsystem automatically includes four stor-
age sets: A, B, C for the storage of fertilizers, and D for 
the storage of phosphates. All storage subsystems are 
supplied with products from their own factories. The 
stock subsystem B, in particular, can also receive prod-
ucts from the storage set: A. 
 
The loading subsystem includes a trucks loading stations 
set and a vessels loading set. The trucks loading set con-
sists of loading stations where each station manages to 
load a truck with product from the storage sets A and B 
only. While the vessels loading set is made up of several 
berths each housing a set of gantry cranes for loading 
vessels with products from all the storage sets: A, B, C, 
and D. 
  
 The routes subsystem is a combination of routes defining 
several path options through which products can be rout-
ed between the different subsystems. Many routes share 
common conveyors, so if products of different demands 
are to be transported at overlapping time intervals, they 
must be assigned to routes that do not overlap. Each 
route has a predefined capacity which must be respected. 
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systems of: production, storage, loading and routes with-
out representing the extreme degree of complexity of 
each of them. For instance, the conveyor routes combi-
nation whose each line illustrated in figure 1 refers to a 
whole combined set of paths. 
• Where each hangar has only one entrance, making it 
one destination at a time. 
• The maximum entry capacity is the same for all 
hangars, which is C3. 
• Where a subset of hangars B is at a single outlet mak-
ing each of them a single source at a time with a 
maximum capacity C2. 
In this paper, as already mentioned, the interest is fo-
cused on the routing sub-problem in particular. In addi-
tion, the port of the case study does not raise any need 
for optimization involving transport from the production 
lines since each storage shed has a production plant 
which supplies it with product. The need for optimiza-
tion lies in the network between the storage and loading 
subsystems. In fact, the sets of the storage subsystem are 
not of the same kind, thus constituting six sources in-
stead of the four already mentioned: A, B, C, D. To de-
tail this further, each set of {A, C, D} is a homogeneous 
set. Which means that all the hangars of the same set 
have the same characteristics. Conversely though, the set 
B consists of hangars which do not have the same char-
acteristics, thus generating three subsets of the set B. 
• Whereas another subset of hangars B has two exits, 
making each of them two sources which, in turn, are 
not homogeneous. Because the two sources are at a 
maximum capacity C1 and C2 respectively. 
The loading subsystem is made up of destinations with 
different maximum capacities: C4 for trucks loading 
stations and C1 and C2 for berths gantry cranes.  
 
The routing sub-model is intended to transport the prod-
ucts between the sets of the storage subsystem and be-
tween the storage and loading subsystems. This refers to 
transporting the products from six sets of sources: {A, B 
(including its three subsets), C, D} whose capacity be-
longs to the set of capacities {C1, C2} to the set of desti-
nations {B, trucks loading set, vessels loading set} 
whose capacity belongs to the set of capacities {C1, C2, 
C3, C4} Given that: C3 <C4 <C1 <C2. Thus, making a 
combinatorial game of very complicated routing con-
veyors. To fully understand the matrix of conveyor 
routes, we have classified the routes into ten types. Each 
type composes a set of routes with the same source set, 
the same destination set and whose maximum capacity is 
equal to the minimum capacity of the source and the 
destination. This will contribute in reducing the com-
plexity while generating the routing plan. All of these ten 
routes classes (figure 2) include: 
 
More precisely, each of {A, C, D} is a set of hangars: 
• Where each hangar has only one entrance or input, 
making it one destination at a time. 
• Where each hangar has only one exit or output, mak-
ing it one source at a time. 
• The maximum output capacity is the same for all 
hangars in the same set: capacity C1 for sources in 
set A, and capacity C2 for sources in sets C and D. 
Given that C2 is greater than C1. 
While set B is special in all aspects. It consists of hang-
ars: 
Figure 1 : The four sub-problems constituting the port platform 
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 • Rwsmall: the routes formed from the exits of the 
hangars of set D to the berths gantry cranes with C1 
capacity. 
 
• Rx: the routes formed from the exits of the hangars 
of set A, to the entrances of set B with a capacity C3. • Rwbig: the routes formed from the exits of the hang-
ars of set D to the berths gantry cranes with C2 ca-
pacity. 
• Rs: the routes formed from the exits of the hangars of 
set A, to trucks stations with a C4 capacity. 
• Ry: the routes formed from the exits of the hangars 
of set A, to the berths gantry cranes with C1 capacity. 
 
The combination of these paths has of course given pos-
sible overlaps within each type of routes and between 
different types. 
• Rt: the routes formed from the exits of the hangars of 
set B (the three sub-sets of B included), to trucks sta-
tions with C4 capacity. The possible overlaps between routes of different types 
are illustrated in table 1. • Rzsmall: the routes formed from the exits of the hang-
ars of set B (the three subsets of B included), to the 
berths gantry cranes with capacity C1. The term 
"small" refers to the fact that loading of ships is pos-
sible on two capacities: C1 and C2. Except that C1 is 






 • Rzbig: the routes formed from the exits of the hangars 
from set B (only two subsets of B included: hangars 
with only one exit with capacity C2, and hangars 
with 2 exits and precisely from exits whose capacity 
is C2), up to ship berths gantry cranes with capacity 
C2. The term "big" refers to the fact that loading of 
ships is possible on two capacities: C1 and C2. And 








 • Rvsmall: the routes formed from the exits of the hang-
ars of set C to the berths gantry cranes of ships with a 
capacity of C1. 
 
 
 • Rvbig: the routes formed from the exits of the hangars 







Figure 2 : The ten types of routes of the belt-conveyor paths matrix 
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 el, which will yield to many complications we will 
bother to resolve afterwards, such as: getting optimal 
results in enormous response time or may be no op-
timal results at all. Even if they are gathered in one 
mathematical model, we may not be exhaustive in 
terms of real-world use cases. In either case, there 
will be massive work to put in while designing a 
resolution method. We suggest that we can approach 
such optimization problems by considering sub-
problems of the global problem and formulate each 
sub-problem into one mathematical model. Each one 
will be bound to give optimal plans feasible for oth-
er sub-models. However, there is an urge for a cou-
pling strategy to consider between the sub-problems 
in order to avoid quasi-infinite interaction loops. An 
important word of caution, the decision variables, 
objective functions and constraints of each sub-
model should not be redundant with those of the 
other sub-models. As the matter of fact, they should 
be consistent between each other. For instance, in 
our case, the global objective is to maximize the 
loading volume. Therefore, the loading sub-model 
will first generate optimal loading plans in such a 
way to maximize the loading volume. The stock-
ing/reclaiming and routing sub-models on the other 
hand should have objective functions that lead to 
maximize the loading volume. 
Table 1 : Overlaps between routes 
Routes type Itinerary Overlap with 
 
Routes S (𝑅𝑆) 
A – Trucks loa- 
ding stations 




Routes T (𝑅𝑇) 
B – Trucks loa- 
ding stations 
𝑅𝑇, 𝑅𝑆, 
𝑅𝑍𝑠𝑚𝑎𝑙𝑙 , 𝑅𝑍𝑏𝑖𝑔 
and 𝑅𝑌 
Routes X (𝑅𝑋) A – B 𝑅𝑋, 𝑅𝑌, 𝑅𝑆 
  𝑅𝑌, 𝑅𝑆, 𝑅𝑋, 
 A – Loading 𝑅𝑇, 𝑅𝑍𝑠𝑚𝑎𝑙𝑙 , 
Routes Y (𝑅𝑌) berths with ca- 𝑅𝑍𝑏𝑖𝑔 , 
 pacity C1 𝑅𝑉𝑠𝑚𝑎𝑙𝑙 , 




B – Loading 
𝑅𝑍𝑠𝑚𝑎𝑙𝑙 , 
𝑅𝑍𝑏𝑖𝑔 , 𝑅𝑆, 
 𝑍𝑠𝑚𝑎𝑙𝑙 berths with ca- 𝑅𝑇, 𝑅𝑌, 
Routes 
(𝑅𝑍𝑠𝑚𝑎𝑙𝑙 ) pacity C1 𝑅𝑉𝑠𝑚𝑎𝑙𝑙 
,𝑅𝑊𝑠𝑚𝑎𝑙𝑙 
Z    
Furthermore, the routing sub-model could not gen-
erate optimal plans given only the loading plans 
which advise the routing sub-model on the destina-
tion i.e., to which transport the product, but it also 
needs to get the stocking/reclaiming plans as input to 
know the source from which the routing sub-model 
can take the product. So, the routing problem comes 
the last one on the decision process which can save 
the routing problem for many decisions. The deci-
sions of the routing problem will be broken down 
into a small number of constraints. In fact, this will 
allow the routing problem to focus on real aspects of 
a routing problem, namely the sophisticated convey-
or-routes matrix and the configurations of the quali-
ties to be loaded. For example, to serve a demand 
whose qualities can be loaded at the same time or 
successively. So, the routing sub-model would re-
ceive the planning of demands from the loading and 
stocking sub-systems, where each demand is charac-
terized by a list of qualities (products) that should be 
transported to a destination. The time window of 
each demand is known, as well as the source and 
destination of each quality that make us define the 
subset of routes 𝑹𝒌 (𝑅𝑆, 𝑅𝑇 , 𝑅𝑋, 𝑅𝑌, 𝑅Zsmall ,𝑅𝑍𝑏𝑖g, ,𝑅𝑊small 
,𝑅𝑊𝑏𝑖𝑔 , 𝑅V𝑏𝑖𝑔 , 𝑅Vsmall) rather than the whole set 𝑹. The 
routing sub-optimizer aims to find for all demands, 
the routes that minimize the sum of tardiness penal-
ties and waiting costs. Hence, for each logistics op-
eration, the optimal path can be selected from a sub-
set of routes instead of all of the routes set. We hy-
pothesize that selecting routes from smaller sets 
will accelerate the response time.  
 Routes B – Loading 𝑅𝑍𝑏𝑖𝑔 , 
 𝑍𝑏𝑖𝑔 
(𝑅𝑍𝑏𝑖𝑔 ) 
berths with ca- 
pacity C2 
𝑅𝑍𝑠𝑚𝑎𝑙𝑙 , 𝑅𝑆, 






C – Loading 
berths with ca- 
pacity C1 
𝑅𝑉𝑠𝑚𝑎𝑙𝑙 , 
𝑅𝑉𝑏𝑖𝑔 , 𝑅𝑌, 
𝑅𝑍𝑠𝑚𝑎𝑙𝑙 , 
𝑅W𝑠𝑚𝑎𝑙𝑙 
    
 Routes C – Loading 𝑅𝑉𝑏𝑖𝑔 , 
 𝑉𝑏𝑖𝑔 
(𝑅𝑉𝑏𝑖𝑔 ) 
berths with ca- 
pacity C2 
𝑅𝑉𝑠𝑚𝑎𝑙𝑙 , 






D – Loading 








D – Loading 
berths with ca- 
pacity C2 
𝑅𝑊𝑏𝑖𝑔 , 𝑅𝑉𝑏𝑖𝑔 
 
 
4 INTEGRATION APPROACH AND ROUTING 
OPTIMIZATION DISCUSSION 
In this paper, we report that optimization problems 
especially those that comprise a number of sub-
problems, could be approached otherwise than in 
classical methodology. The latter consists of formu-
lating the subproblems into one mathematical mod-
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5 CONCLUSION AND PERSPECTIVES REFERENCES 
 
In this paper, we presented the spirit of the integra-
tion approach of bulk port operations planning and 
scheduling decisions. The integration approach im-
plies that the global port optimization problem is 
decomposed into four sub-problems, then the four 
resulted planning sub- systems interact with each 
other in a way that retains coherence between the 
sub-optimizers and avoids any eventual decision 
redundancy between them. Thanks to this approach 
many constraints can be relaxed in the routing mod-
el. In the literature review, some authors studied the 
integrated routing-stock problem, which makes the 
formulation more complex. However, in our case, 
the extra decisions related to the stock nor those of 
the loading do not need to be modeled, because 
these decisions are already dealt with by the stock 
and the loading sub-optimizers respectively. The 
idea is to get each sub-problem deal with its own 
decisions; first the loading sub-optimizer handles 
many decisions, then comes the stock sub-optimizer 
that has other decisions left. As a result, the routing 
sub-optimizer has less decisions to do and focuses 
only on the significant complexity of a real industrial 
belt- conveyor paths matrix with routes conflicts in-
cluded. The future work, we will propose a mathe-
matical model formulation of the routing problem to 
verify the hypotheses we talked about in the discus-
sion. 
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RÉSUMÉ : Dans une chaîne logistique constituée d’unités de fabrication et de distribution indépendantes, chaque 
maillon planifie ses activités et partage ses plans avec les autres partenaires afin d’aligner leurs planifications et éviter 
les ruptures en bout de la chaîne. Dans cet article, nous adoptons le point de vue d’un planificateur de distribution 
centrale qui se situe entre la production et des centres de distributions locaux. Dans le contexte d’une planification 
tactique à horizon glissant, ce dernier modifie sa planification afin de l’adapter aux événements et aléas de la semaine. 
Cela peut augmenter significativement la nervosité du système de planification et le besoin d’agilité et flexibilité au sein 
de la chaîne logistique. La nervosité des décisions des autres planificateurs de la chaîne est vue comme source 
d’incertitude pour sa planification. Ainsi, nous considérons l’incertitude sur les demandes de ses clients et sur les 
réceptions prévues de ses fournisseurs.  Nous proposons une évaluation possibiliste des risques et de la robustesse de 
ces plans de livraisons sous incertitude, dans un cadre d’aide à la décision. 
 
MOTS-CLÉS : Ensembles Flous, Évaluation des Risques, Robustesse, Planification Tactique, Chaîne Logistique, 
Nervosité, Aide à la Décision. 
 
1 INTRODUCTION 
Le défi principal d’une planification est de prévoir une ac-
tivité future sur un horizon de temps. Ce défi s'accroît 
lorsque plusieurs acteurs doivent se coordonner pour réa-
liser la planification des activités d’une chaîne logistique 
(SC) composée de maillons indépendants. 
La planification de la production est généralement assurée 
par un ensemble de modules MRP (Manufacturing Re-
source Planning) (Adams and Cox, 1985). Pour la planifi-
cation des opérations de distribution, les entreprises dis-
posant de produits "Make-To-Stock" se basent générale-
ment sur des processus de planification de type DRP (Dis-
tribution Resource Planning) (Martin, 1992). 
 
 
Figure 1 : Chaîne logistique (SC)  
Au niveau tactique, chaque acteur modifie sa planification 
afin de s’adapter aux évènements non prévus ou pour as-
surer la synchronisation de son activité avec le reste de la 
chaine. L’effet de ces modifications se propage dans la 
chaîne et peut augmenter la nervosité du système de pla-
nification (effet Bulwhip). 
 
Pour la suite de cet article, nous focalisons sur la planifi-
cation de la distribution centrale ayant les unités de fabri-
cation comme fournisseurs et les unités de distribution lo-
cales comme clients (voir figure1). Nous avons pour ob-
jectif d’évaluer les risques de non-maintien de la pro-
messe de livraison d’un décideur en horizon glissant ainsi 
que la robustesse du plan face aux incertitudes sur la de-
mande et les réceptions prévues.  
Nous présenterons d'abord les travaux de la littérature 
adressant des problèmes de la planification sous incerti-
tude. Ensuite, nous modéliserons le problème et les con-
traintes considérées. Enfin, nous présenterons notre ap-
proche pour aider à la replanification en évaluant les 
risques et la robustesse des plans et nous finirons l’article 
avec un exemple illustratif de cette évaluation. 
2 REVUE DE LA LITTÉRATURE 
Dans la littérature, les notions de nervosité, e.g. (de Kok 
and Inderfurth, 1997), et de robustesse, e.g. (Goren and 
Sabuncuoglu, 2008), sont souvent liées à la notion de sta-
bilité.  
La nervosité reflète l’instabilité des variables de déci-
sion d’une planification. Elle est généralement quantifiée 
par le nombre de changements effectués sur ces variables 
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au long des cycles de replanification (Ho, 1989). Néan-
moins, dans le cadre d’une planification à horizon glis-
sant, nous ne pouvons pas échapper à ce phénomène mais 
plutôt chercher à l’atténuer. Horizon figé, stock de sécu-
rité, Lot-for-Lot, surestimation des délais, diminution des 
couts de modification et augmentation de la longueur 
d’horizon de planification sont des stratégies visant la mi-
nimalisation de la nervosité dans la SC (Kadipasaoglu and 
Sridharan, 1995). D’autres travaux ont pris en compte les 
incertitudes dans les paramètres de planification pour trai-
ter ce phénomène et évaluer l’effet de ces incertitudes sur 
la nervosité de système (e.g. (Ho and Ireland, 1998)). 
 
Cependant, la robustesse peut être vue comme une mesure 
de stabilité des performances face à la nervosité des va-
riables de décision. « A system is known as robust if it 
makes it possible to obtain a weak dispersion of the target 
performances in spite of the variations of the level of the 
noncontrollable decision variables. » (Genin et al., 2005) 
Cela justifie le fait que la notion de robustesse est souvent 
liée à l’analyse des risques et des incertitudes, impactant 
les performances dans la prise de décision, dans la littéra-
ture. (Kleijnen and Gaury, 2003) intègrent l’analyse des 
risques ou des incertitudes dans leur méthodologie afin de 
proposer la solution la plus robuste face à la variabilité 
d’un environnement. 
 
Les incertitudes dans les problèmes de planification de la 
SC concernent différents paramètres. (Ben Ammar, 2014) 
identifie quatre catégories principales : délai de livraison 
incertain et demande déterministe (Dolgui and Ould-
Louly, 2002), délai de livraison et demande incertains 
(Axsater, 2006), demande incertaine (Graves, 2011) et ca-
pacité incertaine (Guillaume et al., 2013). La littérature 
dans cette dernière catégorie est très limitée. Peu de tra-
vaux ont pris en compte explicitement l'incertitude sur les 
attendus de livraison et les contraintes de capacité. 
 
Les types de modélisation des incertitudes de ces para-
mètres dans la littérature sont principalement : 1/ les in-
tervalles, la représentation la plus simple de l’incertitude 
(Guillaume et al., 2017), 2/ les distributions de probabilité 
(Birge and Louveaux, 2011), 3/ les fonctions de croyance 
(Yager and Liu, 2008), 4/ les ensembles flous (Grabot et 
al., 2005).  
La théorie des possibilité et les ensembles flous permet-
tent de modéliser des incertitudes en cas d’insuffisance de 
données pour déterminer une distribution de probabilité 
(Guillaume et al., 2011). 
 
Dans notre article, nous modélisons la nervosité des déci-
sions des clients et des fournisseurs en utilisant les en-
sembles flous. Nous confrontons les plans de livraison dé-
terministes cumulés (décisions) du planificateur de distri-
bution à ces incertitudes afin d’évaluer la robustesse et les 
risques de ces plans. Nous nous appuyons principalement 
sur les mesures de la théorie de possibilité pour effectuer 
cette évaluation. Dans ce contexte, nous mesurons la ro-
bustesse d’un plan en évaluant la nécessité qu’il satisfait 
les objectifs tout en respectant les contraintes (Fargier and 
Thierry, 2000), malgré l’incertitude de la demande et des 
réceptions programmées. 
3 MODÉLISATION DU PROBLÈME DE 
DÉCISION SOUS INCERTITUDE 
3.1 Problème  
Nous nous intéressons à la planification des plans des 








Figure 2 : Processus de décision et notations 
 
Au niveau de centre de distribution central, un décideur 
gère un grand nombre de références de produits. Le stock 
d'un produit est partagé entre plusieurs clients. Cela fait 
de la décision des plans de livraison par produit et par 
client une décision complexe et multi-contrainte.  
Cette décision est susceptible de beaucoup évoluer dans 
le temps dans un environnement à fortes variabilités. 
Au cours du processus de replanification, l'identification 
des plans risqués qui nécessitent des modifications pour 
éviter des perturbations et/ou une dégradation importante 
du taux de service, est complexe dans ce contexte.  
 
Nous modélisons le manque de confiance du décideur 
dans les plans transmis par les autres partenaires par une 
incertitude, afin d’évaluer la robustesse de ses décisions 
et l’aider à replanifier efficacement.  
 
3.2 Notations 
Soit {IJ}, l’ensemble des clients i consommant le produit 
j. [T], l’ensemble des périodes t d’un horizon de planifi-
cation.  
Au niveau du centre de distribution, un décideur reçoit des 
plans de demandes d’approvisionnement par produit 
(𝑑t
ij)tϵ[T],iϵIJ de la part de ses clients et des plans de récep-
tions prévisionnelles par produit (𝑟t
j)tϵ[T] de la part de ses 
fournisseurs dans la chaîne. Ensuite, il décide des plans de 
livraisons par produit (𝑥t




















𝑠=1 . La décision (𝑥t
ij)tϵ[T],iϵIJ fait objet 
de l’évaluation dans les prochaines sections.  
 
3.3 Modèle d’incertitude 
Dans l’historique de planification à horizon glissant, nous 
distinguons les incertitudes dues à des déplacements des 
Demandes clients 
par produit (dijt)tϵ[T] 
Plans des réceptions 
prévisionnelles par 
 
 produit (rjt)tϵ[T] 
Plans de livraison 
(xijt)tϵ[T] Fournisseur Décideur Clients 
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quantités dans le temps entre deux cycles de planification 
successifs (1) et les incertitudes dues à des modifications 
effectives de la quantité initialement prévue, pour une pé-
riode donnée, entre deux cycles de planification successifs 
(2). Les plans des acteurs de la chaîne incluent les deux 
types d’incertitudes observés. 
À l’aide des plans cumulés, nous filtrons les incertitudes 
dues aux modifications effectives des quantités prévues. 
Il convient donc de noter que l'imprécision des données 
cumulées est moins importante que la somme des impré-
cisions des données non cumulées (Q?̃? ≤  ∑ q?̃?𝑡𝑠=1  ; res-
pectivement, q𝑡  ̃ 𝑒𝑡 Q?̃?   sont la quantité incertaine plani-
fiée à la période t et la quantité cumulée incertaine plani-
fiée à la période t). 
 
Une représentation trapézoïdale peut être utilisée pour 
modéliser une information incomplète graduelle concer-
nant une quantité planifiée incertaine Q?̃?.  
Qt est la quantité réellement transmise par un acteur. Elle 
se situera dans l’intervalle expert le plus possible 
[Qmin,Qmax] (voir figure 3). Un cas particulier est de con-
sidérer la valeur transmise comme la valeur la plus pos-
sible dans l’intervalle possible [Qmin,Qmax] ce qui revient 
à une représentation triangulaire. C’est cette représenta-
tion que nous utiliserons dans la suite de cet article pour 
des raisons pédagogiques. 
 
 
Figure 3 Distribution de possibilité triangulaire 
 
3.4 Contraintes considérées 
Sur l’horizon de planification, nous distinguons trois 
zones : gelée, flexible et libre (Chapman and Clive, 
2007). Dans l’horizon gelé, les changements de 
planification ne sont pas autorisés sauf avec approbation 
exceptionnelle du décideur. L’horizon flexible est une 
zone de compromis et de négociations. Enfin, dans la zone 
libre, les modifications sont acceptées automatiquement 
dans les limites définies. 
 
En général, les perturbations les plus importantes se 
trouvent au niveau de la zone flexible de planification en 
s’approchant de la date de réalisation. D’où notre intérêt à 
évaluer les décisions de cette zone face aux incertitudes 
pour augmenter leur robustesse. Nous considérons les 
incertitudes sur les demandes et les réceptions de la zone 
flexible de la planification.  
 
Le maintien de la promesse de livraison (𝑥t
ij)tϵ[T],iϵIJ  sur les 
différents cycles de planification jusqu’à sa réalisation 
dépend principalement de la disponibilité des quantités 
prévisionnelles dans le stock (Contrainte (C1)). 
Cependant, la satisfaction des clients augmente en 
minimisant l’écart entre cette promesse et la demande de 
ces clients (Contrainte (C2)). 
 
Pour la suite nous nous basons sur les mesures de la théo-
rie de possibilité, liées aux demandes et réceptions cumu-
lées floues, pour faire une évaluation possibiliste de deux 
risques principaux, risque de rupture et risque d’insatis-
faction client, liés aux contraintes C1 et C2 respective-
ment ainsi que la robustesse des plans de livraisons. 
4 ÉVALUATION DES RISQUES ET DE LA 
ROBUSTESSE DE PLANIFICATION 
4.1 Mesures en théorie de possibilité 
La nécessité et la possibilité d’un évènement A sont les 
deux mesures principales décrivant l’incertitude de cet 
évènement à partir d’une distribution de possibilité 
(Zadeh 1965).  
La possibilité Π(A) évalue à quel point l’évènement A est 




(𝜋(𝑥))    (1) 
 
La nécessité N(A) évalue à quel point l’évènement A est 
nécessaire (certain) et elle est liée à la mesure de 
possibilité par la propriété de dualité (contrairement aux 
probabilités autoduales, 𝑃(𝐴) = 1 − P(𝐴𝐶) ) suivante : 
 
𝑁(𝐴) = 1 − Π(𝐴𝐶) = 𝑖𝑛𝑓
𝑥∉𝐴
(1 − 𝜋(𝑥))    (2) 
 
Ces mesures satisfont les conditions de normalisation 
suivantes : 
 
Π(𝐴) + Π(𝐴𝐶) ≥  1 (3) 
 
N(A)  ≤  Π(𝐴) (4) 
 
∀A, B ⊆ S, Π(A ∪ B) =  max(Π(A), Π(B)) (5) 
 
∀A, B ⊆ S, N(A ∩ B) =  min(N(A), N(B)) (6) 
 
k est un nombre précis, les mesures de possibilité et de 
nécessité de l’évènement ‘x ≥k’ et de l’évènement ‘x≤k’ 
sont les suivantes : 
 








N(x ≥ k ) = 1 − Π(x < k )= 𝑖𝑛𝑓
x <k
(1 − 𝜋(𝑥)) (9) 
 
N(x ≤ k ) = 1 − Π(x > k ) = 𝑖𝑛𝑓
x >k
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4.2 Évaluation des risques  
Le risque est défini comme « effet de l’incertitude sur les 
objectifs » selon la norme (ISO 31000(fr), 2018). Ainsi, 
dans cet article, nous mesurons l’effet de l’incertitude de 
la demande et celle des réceptions sur la satisfaction des 
contraintes C1 et C2. 
 
K1 est le risque de rupture dû à l’insatisfaction de la con-
trainte C1 face aux incertitudes sur les réceptions. K2 est 
le risque d’insatisfaction client dû à l’insatisfaction de la 
contrainte C2 face aux incertitudes sur les demandes. La 
mesure d’un risque lié à un événement ‘A’ porte sur la 
mesure du couple (N(A), Π(A )). 
 
Soit 𝑆𝑡
𝑗, le stock projeté de la période t du produit j. Sans 
perte de généralité, nous considérons le stock initial inclus 
dans r0
𝑗. Nous utilisons les données cumulées pour le cal-









Pour une période t ∈  [𝑇], la possibilité et la nécessité de 
rupture (insatisfaction de la contrainte C1 (𝐶1)), lié à la 
décision précise de livraison totale cumulée 𝑋t
j sont calcu-




















Le risque K1 de rupture lié à la période t, est noté K1(t), 
tel que : 
 






Par objectif de simplification, nous négligeons le risque 
de sur stockage et nous considérons que les clients ont une 
capacité de stockage infini. Un client (i) est satisfait si la 
quantité de livraison, précise, promise 𝑋t
j pour une période 
t répond au moins à sa demande  D𝑡
𝑖𝑗. Nous évaluons la 
possibilité et la nécessité d’insatisfaction d’un client i (in-
















Le risque K2 d’insatisfaction lié à la période t et un 
client i est noté K2(t,i), tel que : 
 






Les deux graphiques ci-dessous montrent la répartition 
des risques K1(t) et K2(t,i) selon les décisions  X𝑡
𝑗
  et X𝑡
𝑖𝑗  




Figure 4 : Évaluation des risques K1(t) et K2(t,i) 
 
Promettre une quantité, 𝑋𝑡, pour la livraison des clients 
qui dépasse la quantité prévisionnelle en stock, ou pro-
mettre une quantité inférieure aux demandes clients, im-
plique un risque de ne pas tenir cette promesse dans les 
prochains cycles de planification.  
 
Ainsi, nous agrégeons les deux risques K1(t) et K2(t,i) en 
un risque « global », 𝐾𝑡𝑜𝑡(𝑡, 𝐼𝐽), évaluant le risque de non 
maintien de la promesse, (𝐶), de la décision totale  X𝑡
𝑗  pour 
une période t, tel que : 
 










































La gravité (G) du risque « global » du plan (𝑋t
j)tϵ[T] peut 
ainsi être mesurée en terme de nécessité maximale du 
risque mesurée sur les périodes tϵ[T], tel que : 
 
𝐺 = max𝑡∈[𝑇](𝑁(𝐶)𝑡,𝐼𝐽) (21) 
 
Soit [N] un ensemble de périodes t de taille N, tel que : 
 
[N] ⊂ [T] , ∀t ∈ [N], Π(𝐶)
𝑡,𝐼𝐽
> 0 (22) 
La fréquence (F) d’apparition du risque « global » le 
long de l’horizon [T] du plan (𝑋t
j)tϵ[T], peut être exprimée 





  (23) 
 
D’autre part, nous considérons un risque global comme 
évitable si une opération de lissage du plan peut être 
suffisante pour la satisfaction des contraintes. Ce lissage 
est possible si la quantité totale promise  X𝑇




0 Rmin R Rmax
Risque de rupture





0 Dmin D Dmax
Risque d'insatisfaction client
П (D) П (D<X)
N(D<X)
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période T, est exécutable avec des réceptions totales 
cumulées programmées  R𝑇
𝑗  et si elle satisfait la quantité 
totale demandée cumulée D𝑇
𝑗  . Ainsi, nous évaluons 














4.3 Évaluation de la robustesse 
Nous évaluons la robustesse d’un plan comme étant le de-
gré de certitude de satisfaction des contraintes (C1 et C2) 







) = N ((R𝑡
𝑗
 ≥  X𝑡
𝑗









) ; 1 −  Π(D𝑡
𝑗




Nous agrégeons l’évaluation de la robustesse globale du 
plan (𝑋t




)tϵ[T]) = ⋂ Rob( X𝑡
𝑗
) tϵ[T]  (26) 




La Figure 5 résume sur le même graphe les évaluations 
des risques et de la robustesse d’une décision 𝑋t
j à partir 
des mesures de possibilité et nécessité en termes de 
satisfaction des contraintes C1 et C2, pour un scénario des 
distributions floues de R et D, tel que : D< Rmin< Dmax< R 
 
 
Figure 5 : Évaluation des risques et robustesse  
 
4.4 Arborescence d’évaluation de criticité des plans 
La norme (ISO 13849-1, 2008) définit l’arborescence 
classique d’évaluation des risques. Cette évaluation est 
basée sur trois niveaux principaux : la gravité du risque 
puis sa fréquence et finalement la facilité à l’éviter. En 
s’appuyant sur ce principe, nous proposons dans cette sec-
tion une évaluation arborescente permettant de classer les 
plans par produit, (𝑋t
j
)tϵ[T] , en fonction de l’évaluation du 
risque global afin d’aider le décideur à identifier les plans 
de livraison les plus critiques.  
 
L’arborescence est constituée de quatre niveaux. D’abord, 
nous filtrons les plans robustes qui satisfont les con-
traintes de manière plus ou moins certaine. Puis, les plans 
les plus contraignants font l’objet d’évaluation possibi-
liste en termes de gravité, fréquence et adaptabilité par 













Facilité à éviter le 
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Insatisfaction 





de C1 ou C2 
sur [T] 
Possibilité de satis-
faction de C1 ET C2 
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Figure 6 : Arborescence d’évaluation des plans /produit 
 
Sur le premier niveau d’évaluation de la robustesse des 
plans (éq. (26)), le décideur peut paramétrer 𝑟 afin de 
jouer sur les tolérances de son système et filtrer les plans 
les moins robustes en augmentant le r, pour ensuite détail-
ler leur évaluation en terme de risque global et les classer 
selon leur criticité. Il a aussi le choix de définir la longueur 
T de l’horizon de planification à évaluer ainsi que le para-
métrage des niveaux d’évaluation qui suivent. 
 
Au niveau de l’évaluation de la gravité du risque global 
(éq.(21)), Le plan est considéré plus critique si le risque 
global maximal est sûr (nécessaire). 
Ensuite, au niveau d’évaluation de la fréquence du risque 
global (F) (éq. (23)) le décideur peut aussi définir la valeur 
de référence f.  
Finalement, nous évaluons la facilité à éviter le risque glo-
bal en mesurant l’adaptabilité du plan (éq. (24)). 
 
Le résultat de l’évaluation se présente dans la matrice ci-
dessous (Figure 7). Les plans des produits (Pi) sont posi-
tionnés dans la matrice selon leur criticité en termes d’in-
satisfaction des contraintes. Les plans robustes sont éga-





































Robustesse et risques d'une décision Xt
Possibilité de rupture (insatisfaction C1)
Possibilité d'insatisfaction de D totale (Insatisfaction C2)
Possibilité liée au risque total (insatisfaction de C1 ou C2)
Nécessité de rupture (insatisfaction C1)
Nécessité d'insatisfaction de D totale (Insatisfaction C2)
Nécessité liée au risque total (insatisfaction de C1 ou C2)
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G/F Plan 
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R Plan non robuste 
Figure 7 : Matrice de criticité des plans par produit 
5 EXEMPLE ILLUSTRATIF  
5.1 Données 
Nous considérons les données cumulées de planification 
de trois produits (P1, P2 et P3). Le stock de chaque produit 
est partagé entre deux clients (C1 et C2). 
La planification de la distribution des trois produits se fait 
sur un horizon de cinq périodes (t1, t2, t3, t4, t5).  
 
Les tableaux 1, 2 et 3 présentent les plans cumulés flous 
des demandes clients des produits P1, P2 et P3, respecti-
vement. Les plans flous sont présentés sous forme du tri-
plet (Dmin ; D ; Dmax).   
 




t1 t2 t3 t4 t5 




























Tableau 1 : Plans flous des demandes clients (P1) 
 




t1 t2 t3 t4 t5 



























Tableau 2 : Plans flous des demandes clients (P2) 
 




t1 t2 t3 t4 t5 

























Tableau 3 : Plans flous des demandes clients (P3) 
Le tableau 4 présente les plans cumulés flous des des ré-
ceptions prévues des fournisseurs par produit. Les plans 
flous sont présentés sous forme du triplet (Rmin ; R ; 
Rmax) des paramètres de la distribution triangulaire de 





t1 t2 t3 t4 t5 






























Tableau 4 : Plans flous des réceptions par produit 
 
Les tableaux 5, 6 et 7 présentent les décisions des plans de 
livraison cumulés à évaluer, de chaque article et pour 
chaque client (le décideur pourra entrer des plans non cu-
mulés). 
 
• Produit P1 : 
Période 
Livraisons /client t1 t2 t3 t4 t5 
X (Cl) 100 200 300 400 500 
X (C2) 100 220 340 460 580 
X_Total 200 420 640 860 1080 
Tableau 5 : Plans des livraisons par client et total (P1) 
 
• Produit P2 : 
Période 
Livraisons /client t1 t2 t3 t4 t5 
X (Cl) 100 200 300 400 500 
X (C2) 50 100 150 200 250 
X_Total 150 300 450 600 750 
Tableau 6 : Plans livraison par client et total (P2) 
 
• Produit P3 : 
Période 
Livraisons /client t1 t2 t3 t4 t5 
X (Cl) 50 400 500 700 800 
X (C2) 100 200 300 300 400 
X_Total 150 600 800 1000 1200 
Tableau 7 : Plans livraison par client et total (P3) 
 
5.2 Résultats d’évaluation et analyse  
5.2.1 Classification des plans de livraison par produit 
Nous évaluons les plans de livraison par produit, par rap-
port au risque global (𝐾𝑡𝑜𝑡) de non-maintien de promesse. 
Les résultats obtenus de cette évaluation par produit, sont 
les suivants :  
Tableau 8 : Résultats d’évaluation des plans de livraison 
par produit 
Produit R 
(r = 0.3) 
G 
(g = 0.5) 
F 
(f = 0.3) 
A 
(a = 0.5) 
Classe 
P1 0.0 1.0 0.8 0.29412 F 
P2 0.0 1.0 1.0 1.0 E2 
P3 0.45637 0 0.6 1.0 A 
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Les paramètres (r, g, f, a) présentent le paramétrage initia-
lisé par le décideur pour la classification des plans par pro-
duit.  
Nous visualisons la classification obtenue des plans par 
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G/F Plan 
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R Plan non robuste 
Figure 9 : Résultat de classification des plans par produit 
dans la matrice de criticité 
 
Le plan de livraison totale du produit P3 est le plus robuste 
face aux incertitudes des demandes clients et des récep-
tions programmées du fournisseur. Les quantités totales 
programmées pour la livraison des clients satisfassent né-
cessairement les demandes totales ainsi que la contrainte 
de disponibilité du produit dans le stock.  
 
Le plan de livraison total du produit P2 est identifié 
comme critique avec un risque fréquent et nécessaire de 
non-maintien de promesse. Cependant, une opération de 
lissage des quantités programmées pourra être suffisante 
pour éviter ce risque. 
 
Le plan de livraison totale du produit P1 est identifié le 
plus critique avec un risque de non-maintien de promesse 
de livraison nécessaire et très fréquent. Une opération de 
lissage des quantités programmées sur l’horizon de plani-
fication ne sera pas suffisante pour éviter ce risque.  
La matrice amènera vraisemblablement à focaliser sur le 
produit P1. 
5.2.2 Aide à la replanification du plan critique 
Pour le produit P1, une visualisation plus détaillée sur les 
risques apparus pour chaque période est alors proposée 
(figures 10 et 11). 
 
Les figures 10 et 11 détaillent respectivement l’évaluation 
du risque de rupture et du risque d’insatisfaction de la 
demande totale cumulée pour chaque période.  
 
 
À partir de cette évaluation le décideur identifie 
facilement les périodes t1 et t5 comme des périodes très 
critiques en termes de satisfaction de la demande totale. 
Cela oriente ses décisions de modification vers ces deux 
périodes. Les ajustements aurront comme objectif 
d’annuler la nécessité d’insatisfaction client.  
 
Afin d’apporter davantage des précisions sur les 
modifications les plus pertinentes, nous proposons un 
niveau d’évaluation encore plus détaillé par rapport au 
risque d’insatisfaction des clients. Les figures 12 et 13 
montrent l’évaluation de la satifaction de chaque client 
partageant le stock du produit P1. 
 
 
L’évaluation du risque d’insatisfaction de chaque 
demande client cumulée par période, oriente le décideur 
vers des modifications sur les plans de livraison par client.  
A partir des résultats des figures 12 et 13, le décideur 
constatera que les quantités promises à la livraison du 
client 2 ne satisferont pas les demandes du client 2 des 
périodes  t1, t3 et t5 et que cette insatisfaction est sûre. 
 
Finalement, si le décideur souhaite effectuer des 
modifications sur les quantités promises au client 2 des 
périodes t1, t3 et t5. Ces modifications augmenteront 
nécessairement la performance et la robustesse du plan P1 



























t1 t2 t3 t4 t5
Possibilité d'insatisfaction clients
Nécessité d'insatisfaction clients
Figure 10 : Risque de 
rupture par période (P1) 
Figure 11 : Risque 

















t1 t2 t3 t4 t5
Possibilité d'insatisfaction demande
Nécessité d'insatisfaction demande
Figure 12 : Risque 
d'insatisfaction du client 1 
Figure 13 : Risque 
d'insatisfaction du client 2 
799
MOSIM’20 - 12 au 14 novembre 2020 - Agadir - Maroc 
6 CONCLUSION ET PERSPECTIVES 
La nervosité des demandes des clients et des plans de ré-
ceptions des fournisseurs d’un acteur d’une chaîne logis-
tique est considérée comme des incertitudes qui rendent 
la décision de livraison de ce dernier difficile et instable. 
Dans cet article, nous aidons ce décideur à prendre en 
compte ces incertitudes pour évaluer les risques et la ro-
bustesse de ses décisions, en utilisant principalement les 
différentes mesures de la théorie des possibilités. 
 
Nous faisons la différence entre différents niveaux d’agré-
gation des risques (à la période ou par plan, par client ou 
par demande totale). Nous avons proposé un outil d’éva-
luation de la criticité des plans décidés par produit en 
termes de satisfaction des contraintes considérées. Cela 
aidera le décideur à éviter les modifications insignifiantes 
sur les plans robustes et à s’orienter plutôt vers les plans 
les plus risqués. 
Nous pouvons tout à fait étendre ce système et le person-
naliser pour l’évaluation des plans par rapport à un risque 
spécifique.  
 
Pour l’évaluation de la criticité des plans, nous avons con-
sidéré la contrainte du maintien de la promesse répondant 
à la demande totale des clients. La prochaine étape con-
sistera à intégrer une étude d’équité des plans de livraison 
des clients. La modélisation des préférences de livraison 
du décideur peut être intégrée dans cette évaluation aussi.  
 
Finalement, un test de l’outil proposé avec un ‘Serious 
Game’ est prévu par des décideurs en charge de la plani-
fication de la distribution chez le partenaire industriel 
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Anes DANTAN Jean-yves 
Anes Ben fradj Daoud Aït-Kadi 
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Anis Chelbi Dorgham Khouloud 
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GODOT Xavier Latifa BENHAMOU 
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HAFIDA BOULOIZ Lina NACIRI 
Haitao Ji 来宾 Lionel Amodeo 
Hajar El Mejjad Loic Parrenin 
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Hamza BOUZEKRI Ludwig Dumetz 
Hedi ZIDI MAFAYOUX JENNY 
Hicham Chehade Maha Ben Ali 
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HOMRI Lazhar Manal Hader 
HP Maria Di Mascolo 
Ilhem SLAMA Mariam Atwani 
ilias Majdouline Mariam BOUZID 
IMAD EL ADRAOUI Marjan Padidar 
Imen Chaabouni MARSOT J INRS 
Ines Dammak MARTIN Patrick 
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JIANG Jindong Mayssa CHEBBI 
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Joanna DAABOUL mery ben 
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Najoua ALAOUI Sabah BELIL 
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Nathalie BOSTEL SALMA MAKBOUL 
Nejib Moalla Samia Gamoura 
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